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In the first part of this thesis we study brick varieties which are fibers of the
Bott-Samelson varieties. Bott-Samelson varieties are a twisted product of CP1’s
with a map intoG/B. These varieties are mostly studied in the case in which the
map intoG/B is birational to the image; however in the first part of this thesis we
study a fiber of this map when the map is not birational. We prove that in some
cases the general fiber, which we christen a brick variety, is a toric variety. In
order to do so we use the moment map of a Bott-Samelson variety to translate
this problem into one in terms of the “subword complexes” of Knutson and
Miller. Pilaud and Stump realized certain subword complexes as the dual of the
boundary of a polytope which generalizes the brick polytope defined by Pilaud
and Santos. For a nice family of words, the brick polytope is the generalized
associahedron realized by Hohlweg, Lange and Thomas. These stories connect
in a nice way: we show that the moment polytope of the brick manifold is the
brick polytope. In particular, we give a nice description of the toric variety
of the associahedron. We give each brick manifold a stratification dual to the
subword complex. In addition, we relate brick manifolds to Brion’s resolutions
of Richardon varieties.
In the second part of this thesis, which is joint work with Karola Me´sza´ros,
we show that a family of subword complexes can be realized geometrically
via regular triangulations of root polytopes. This implies that a family of  -
Grothendieck polynomials are special cases of reduced forms in the subdivision
algebra of root polytopes. We also write the volume and Ehrhart series of root
polytopes in terms of  -Grothendieck polynomials. Finally, we explain this geo-
metric realization by characterizing the matrix Schubert varieties which are the
product of a toric variety and a vector space.
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CHAPTER 1
INTRODUCTION
In this thesis we study two objects: in the first part we study general fibers
of Bott-Samelson varieties, and in the second one we study matrix Schubert
varieties. These two objects are related to subword complexes and part of this
thesis relates to polytopal realizations of these simplicial complexes.
The Bott-Samelson varieties were first defined by Raoul Bott and Hans
Samelson in [BS55]. Bott-Samelson varieties are a twisted product of CP1’s with
a map into G/B. These varieties have been studied mostly in the case in which
the map into G/B is birational. In this thesis we study the general fiber of
this map when it is not birational to the image. We show that for some Bott-
Samelson varieties this fiber is a toric variety. In order to do so we translate
this problem into a purely combinatorial one in terms of subword complexes.
These simplicial complexes  (Q,w) depend on a word Q in the generators of the
Weyl group W of G and an element w 2 W. They were defined by Allen Knut-
son and Ezra Miller in [KM04] to describe the geometry of determinantal ideals
and Schubert polynomials. In [CLS14], Cesar Ceballos, Jean-Philippe Labbe´ and
Christian Stump showed that for a nice family of words, subword complexes are
isomorphic to the cluster complexes arising from the cluster algebra of the corre-
sponding type. In [PS11], Vincent Pilaud and Christian Stump defined the brick
polytope and realized certain subword complexes as the boundary of a poly-
tope dual to the brick polytope. For the family of subword complexes related
to the cluster complexes, they obtained that the brick polytopes are generalized
associahedra. In Chapter 4 we relate the general fiber of certain Bott-Samelson
varieties to brick polytopes. Particularly, in Theorem 4.2.2 we prove that for
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those words Pilaud and Stump define as “root independent”, a fiber of the Bott-
Samelson map is the toric variety of the brick polytope. In particular, this pro-
vides a description of the toric variety of a generalized associahedron, which in
type Awe interpret in terms of flags arranged in a poset.
Actually the toric case is just a shadow of a more general situation. We prove
in Theorem 4.2.1 that for any word Q and element w 2 W the brick polytope is
the moment polytope of a fiber of the Bott-Samelson variety. This motivates us
to define the brick manifold as the fiber studied here. In Chapter 4 we show
a very nice connection between subword complexes, brick polytopes and brick
manifolds. In Theorem 4.2.2 we classify the toric brick manifolds. We end this
chapter with two results about brick manifolds: we exhibit a stratification of the
brick manifolds dual to the subword complex in Theorem 4.3.1 and following
[Bri05], show that brick manifolds provide resolutions for Richardson varieties
in Theorem 4.4.2.
In the second part of this thesis, Chapter 5, we provide geometric realizations
of pipe dream complexes PD(⇡) of permutations ⇡ = 1⇡0, where ⇡0 is a dominant
permutation on 2, 3, . . . , n, as well as the subword complexes which are the cores
of the pipe dream complexes PD(⇡). We realize PD(⇡) as (repeated cones of) a
regular triangulation of the root polytope P(T (⇡)).
Since the appearance of Knutson’s and Miller’s work in [KM04, KM05]
there has been a flurry of research into the geometric realization of subword
complexes with progress in realizing families of spherical subword complexes
[Stu11, Ceb12, PP12, PS12, SS12, CLS14, BCL14]. This approach is the first to
succeed in realizing a family of subword complexes which are homeomorphic
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to balls.
Subword complexes were first shown to relate to triangulations of root poly-
topes by Me´sza´ros in [Me´sz14c], which work served as the stepping stone
for the present project. In the papers [Me´sz11a, Me´sz15, Me´sz14b, Me´sz14a]
Me´sza´ros studied triangulations of root polytopes that we utilize in this work
(some of the mentioned papers are in the language of flow polytopes, but in
view of [Me´sz14c, Section 4] some of their content can also be understood in the
language of root polytopes).
One of the main results of this chapter is Theorem 5.1.1, in which we give a
geometric realization of the pipe dream complex of 1⇡0 in terms of triangulations
of root polytopes. This result has several interesting consequences explored
here. In this Chapter, we also describe the geometry behind our polytopal real-
ization of subword complexes. In particular, given a matrix Schubert variety X⇡
we use Fulton’s essential set to define a variety Y⇡ ,! X⇡ and in Theorem 5.3.6
we use D(⇡) to characterize the ⇡ for which Y⇡ is a toric variety. Furthermore,
we show that when ⇡(1) = 1 polytope of Y⇡ can be projected to an acyclic root
polytope.
3
CHAPTER 2
COMBINATORIAL BACKGROUND
We introduce the combinatorial objects that will be relevant to our main the-
orems. We start by defining subword complexes, and a subfamily of these simpli-
cial complexes called pipe dream complexes. We then proceed to define brick poly-
topes, which are a geometric realization for a subfamily of subword complexes.
In Chapter 5 we will realize geometrically a subfamily of subword complexes
using root polytopes; we end this chapter by defining these polytopes.
2.1 Pipe dream complexes and subword complexes
2.1.1 Subword complexes
The main reference for this section is [KM04].
Let W be the Weyl group of a complex Lie group G with respect to a torus
T , i.e., W is a crystallographic Coxeter group, and let S = {si : i 2 I} denote
its generators. Our examples in this section will be of type An which means
W = S n+1, the symmetric group on {1, . . . , n+ 1}. We will denote the permutation
f 2 S n+1 in one line notation, i.e., f = [ f (1), . . . , f (n + 1)]. The generators of this
group are s1, . . . , sn, where si transposes i$ i + 1.
Let Q = (q1, . . . , qm) be aword in S , i.e. an ordered sequence of elements of S .
A subword J = (r1, . . . , rm) of Q is a word obtained from Q by replacing some of
its letters by  . There are a total of 2|Q| subwords of Q. Given a subword J, we
denote by Q \ J the complementary subword with k-th entry equal to   if rk ,  
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and equal to qk otherwise for k = 1, . . . ,m. For example, J = (s1, , s3, , s2) is a
subword of Q = (s1, s2, s3, s1, s2) and Q \ J = ( , s2, , s1, ). Given a subword J
we denote by J(k) the product of the leftmost k letters in J with   behaving as
the identity, if k   1.
Definition 2.1.1. Let Q = (q1, . . . , qm) be a word in S and w 2 W. The subword
complex  (Q,w) is the simplicial complex on the vertex set Q whose facets are
those subwords F of Q such that (Q \ F)(m) is a reduced expression for w.
Example 2.1.2. Consider the Weyl group W = A2. Let Q = (s1, s2, s1, s2, s1) and
w = s1s2s1; then the simplicial complex  (Q,w) is shown in Figure 2.1. In order
to make the reduced expression more explicit, we are labeling the faces by their
complements.
(s1s2s1s2 )
(s1s2s1   s1)
(s1s2   s2s1)
(s1   s1s2s1)
( s2s1s2s1)
( s2s1s2 )
(    s1s2s1)
(s1    s2s1)
(s1s2    s1)
(s1s2s1    )
Figure 2.1: Subword complex for Q = (s1, s2, s1, s2, s1) and w = [321].
Definition 2.1.3. We define the Demazure product of a word Q inductively as
follows:
• Dem(empty word) = id
• Dem((Q, s)) =
8>>>>>><>>>>>>:
Dem(Q) · s if `(Dem(Q)s) > `(Dem(Q)), and
Dem(Q) if `(Dem(Q)s) < `(Dem(Q)),
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where (Q, s) is the concatenation of Q and s 2 S .
In [KM04] the authors prove that  (Q,w) is a sphere if and only if Dem(Q) =
w, and a ball for any other w. If we assume Q is reduced and w = Dem(Q), then
 (Q,w) = {;}, the ( 1)-sphere, so we will not consider this case here.
2.1.2 Pipe dream complexes
Pipe dream complexes are a subfamily of subword complexes of type A, and can
be drawn in a combinatorial way inside an n ⇥ n matrix. In [KM05] they were
used to describe the geometry of determinantal ideals and their cohomology,
i.e. Grothendieck polynomials. The main references for this section are [BB93,
KM05].
Let ⇡ be a permutation, then associated to this permutation is a permutation
matrixwhere its (i, j)-th entry is
(⇡)(i, j) =
8>>>>>><>>>>>>:
1, if ⇡( j) = i,
0, else.
We will use ⇡ to denote both the permutation and its permutation matrix.
Definition 2.1.4. The (Rothe) diagram of a permutation ⇡ is the collection of
boxes D(⇡) := {(⇡ j, i) : i < j, ⇡i > ⇡ j}. It can be visualized by considering the
boxes left in the n ⇥ n grid after we cross out the boxes appearing south or east
(but not both) of each 1 in the permutation matrix for ⇡.
Notice that no two permutations can give the same diagram. We will con-
sider permutations of the form ⇡ = 1⇡0 where ⇡0 is a dominant permutation of
6
••
•
•
•
Figure 2.2: The diagram for ⇡ = [25413].
{2, . . . , n}, i.e., the diagram of ⇡ is a partition with north-west most box at posi-
tion (2, 2). Our convention is to encode the partition by the number of boxes in
each column.
•
•
•
•
•
•
Figure 2.3: The diagram for ⇡ = [164235]which corresponds to   = (4, 2).
Definition 2.1.5. A pipe dream for ⇡ 2 S n is a tiling of an n ⇥ nmatrix with two
tiles, crosses and elbows ⇧⌥, such that
1. all tiles in the weak south-east triangle are elbows, and
2. if we write 1, 2, . . . , n on the left and follow the strands (ignoring second
crossings among the same strands) they come out on the top and read ⇡.
A pipe dream is reduced if no two strands cross twice. See Figure 2.4 for an
example of a reduced pipe dream.
Definition 2.1.6. The pipe dream complex PD(⇡) of a permutation ⇡ 2 S n is the
simplicial complex with vertices given by entries on the northwest triangle of
7
2 1 4 3
1 ⇧⌥ ⇧
2 ⇧⌥ ⇧⌥ ⇧
3 ⇧⌥ ⇧
4 ⇧
Figure 2.4: A reduced pipe dream for ⇡ = [2143].
an n ⇥ n-matrix and facets given by the positions of the elbows in the reduced
pipe dreams for ⇡.
Pipe dream complexes are a special case of subword complexes. We pro-
ceed to explain the correspondence. The group S n is generated by the adjacent
transpositions s1, . . . , sn 1, where si transposes i $ i + 1. Let Q = (q1, . . . , qm)
be a word in {s1, . . . , sn 1}, i.e., Q is an ordered sequence. In this language,
PD(⇡) is the subword complex  (Q, ⇡) corresponding to the triangular word
Q = (sn 1, sn 2, sn 1, . . . , s1, s2, . . . , sn 1) and ⇡. The correspondence between pipe
dreams and subwords is induced by the labeling of the entries in the northwest
triangle of an n ⇥ n-matrix by adjacent transpositions, as depicted in Figure 2.5,
and by making a in a pipe dream correspond to a   in a subword and a ⇧⌥
correspond to the si in its entry. (This may seem backward, but remember that
we take (Q \ F)(m) in Definition 2.1.1.) In order to go from a pipe dream to a
subword, we read the entries in the northwest triangle from left to right starting
at the bottom.
Definition 2.1.7. Let cone(⇡) be the set of vertices of PD(⇡) that are in all its
facets. We define the core of ⇡ to be the restriction of PD(⇡) to the set of vertices
not in cone(⇡).
Notice that PD(⇡) is obtained from its core by iteratively coning the simplicial
complex core(⇡) over the vertices in cone(⇡). This is a standard definition for
8
s4
s4
s4
s4
s3
s3
s3
s2
s2s1 · · ·
...
Figure 2.5: Labeling of the entries in the northwest triangle by adjacent
transpositions.
simplicial complexes. In the language of pipe dream complexes, the core is the
restriction to the entries in the n ⇥ n matrix that are a cross in some reduced
pipe dream for ⇡. Following the correspondence described in Figure 2.5, this
restriction induces a subword Q0 of the triangular word and so core(⇡) is the
subword complex  (Q0, ⇡).
Since we are only considering permutations of the form 1⇡0 with ⇡0 a domi-
nant permutation, core(1⇡0) is easy to describe. Given a diagram of a permuta-
tion there are two natural reduced pipe dreams for ⇡, referred to as the bottom
reduced pipe dream of ⇡ and the top reduced pipe dream of ⇡, one obtained
by aligning the diagram to the left and replacing the boxes with crosses and the
other one by aligning the diagram up. See Figures 2.6 and 2.7.
1 6 4 2 3 5
1 ⇧⌥ ⇧⌥ ⇧⌥ ⇧⌥ ⇧⌥ ⇧
2 ⇧⌥ ⇧⌥ ⇧
3 ⇧⌥ ⇧
4 ⇧⌥ ⇧
5 ⇧
6 ⇧
Figure 2.6: The reduced pipe dream for [164235] obtained by aligning the
diagram to the bottom.
The core of 1⇡0 is the simplicial complex obtained by restricting PD(⇡) to the
vertices corresponding to the positions of the crosses in the superimposition of
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1 6 4 2 3 5
1 ⇧⌥ ⇧⌥ ⇧⌥ ⇧
2 ⇧⌥ ⇧⌥ ⇧
3 ⇧⌥ ⇧⌥ ⇧
4 ⇧⌥ ⇧
5 ⇧⌥ ⇧
6 ⇧
Figure 2.7: The reduced pipe dream for [164235] obtained by aligning the
diagram to the top.
these two pipe dreams. We refer to the region itself as the core region, and
denote it by cr(⇡). See Figure 2.8 for an example.
Figure 2.8: The core region of [164235].
In [BB93], Bergeron and Billey introduced an algorithm to construct all re-
duced pipe dreams for ⇡. Given a reduced pipe dream P for ⇡, a ladder admit-
ting rectangle is a connected k ⇥ 2 rectangle inside P such that k   2 and the
only ⇧⌥ inside this rectangle are in the top row and in the southeast corner, see
the diagram on the left in Figure 2.9. A ladder move on Pmoves the in the
southwest corner of a ladder admitting rectangle to the northeast corner. Notice
that the resulting pipe dream is a reduced pipe dream for ⇡.
Theorem 2.1.8. [BB93] All reduced pipe dreams of ⇡ can be derived from the bottom
reduced pipe dream by a sequence of ladder moves.
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2 1⇧⌥ ⇧⌥
⇧
7 !
2 1⇧⌥
⇧⌥ ⇧
Figure 2.9: A ladder move.
2.2 Brick polytopes
Brick polytopes were first defined in type A by Pilaud and Francisco Santos in
[PS12] as geometric realizations of simplicial complexes associated to pseudo-
line arrangements, a.k.a. type A subword complexes. This was a follow up
work to the paper by Pilaud andMichel Pocchiola [PP12] in which they give the
structure of simplicial complex to pseudoline arrangements and give a geomet-
ric realization of the associahedron in terms of this simplicial complex. Brick
polytopes were defined for all types by Pilaud and Stump in [PS11] where they
used these polytopes to give geometric realizations of a subfamily of spherical
subword complexes for any Coxeter group, and thus giving some insight to a
question by Knutson and Miller, see [KM04, Question 6.4].
The main reference for this section is [PS11].
2.2.1 Brick polytopes for G = S Ln(C)
The sorting network NQ of a word Q = (q1, . . . , qm) consists of n horizontal lines
(called the levels) and m vertical segments (called the commutators) drawn
from left to right so that each commutator joins consecutive levels, no two com-
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mutators share a common endpoint, and if qk = si then the k-th commutator
connects levels i and i + 1. A brick of NQ is a connected component of its com-
plement, bounded on the left by a commutator.
A pseudoline supported byNQ is a path onNQ travelingmonotonically from
left to right. A commutator of NQ is called a crossing between two pseudolines
if it is crossed by the two pseudolines and it is called a contact otherwise. A
pseudoline arrangement on NQ is a collection of n pseudolines such that each
two have at most one crossing and no other intersection.
Example 2.2.1. If Q = (s1, s2, s1, s2, s1) then w0 = Dem(Q) = s1s2s1 = s2s1s2. The
sorting network NQ and a pseudoline arrangement on NQ are depicted on Fig-
ures 2.10 and 2.11, respectively.
Figure 2.10: The sorting network for Q = (s1, s2, s1, s2, s1)
1
2
3
3
2
1
Figure 2.11: A pseudoline arrangement on NQ.
Given a pseudoline arrangement supported by NQ, if we let J = (r1, . . . , rm)
be the subword of Qwith ri ,   precisely when there is a contact at the i-th com-
mutator, then the product w = (Q \ J)(m) is an element of W and the pseudoline
ending on the right at level iwill start on the left at level w(i). We call such an ar-
rangement a w-pseudoline arrangement. There is a one-to-one correspondence
between facets J of  (Q,w) and (Q \ J)(m)-pseudoline arrangements supported
by NQ. The pseudoline arrangement in the previous example corresponds to
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the subword J = (s1, , , , s1). The i-th coordinate of the brick vector B(J) is
defined to be the number of bricks in NQ that lie above the i-th pseudoline with
contacts J, and the brick polytope B(Q,w) is the following convex hull:
B(Q,w) := conv{B(J) : J 2  (Q,w) and (Q \ J)(m) = w}.
Example 2.2.2. Let Q = (s1, s2, s1, s2, s1) and w = s1s2s1. Then the pseudoline
arrangement corresponding to the subword J = (s1, , , , s1) gives the vector
B(J) = (2, 1, 4) obtained by counting bricks above each line. The brick polytope
B(Q,w) is pictured in Figure 2.12.
B( , , , s2, s1) = (0, 3, 4)B(s1, , , , s1) = (2, 1, 4)
B(s1, s2, , , ) = (2, 3, 2)
B( , , s1, s2, ) = (0, 4, 3)
B( , s2, s1, , ) = (1, 4, 2)
Figure 2.12: The brick polytope B(Q,w) for Q = (s1, s2, s1, s2, s1) and w =
s1s2s1.
See [PS11] for more pictures of brick polytopes of various Q and w.
The associahedron
The n-dimensional associahedron is a simple polytopewith vertices correspond-
ing to the triangulations of a convex (n + 3)-gon. Moreover, two vertices are
adjacent if and only if they differ by one diagonal. It was first noted by Pi-
laud and Pocchiola in [PP12] that the type A associahedron can be realized as
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a polytope using pseudoline arrangements, which are a way to describe sub-
word complexes. The works of Stump [Stu11] and Luis Serrano-Stump [SS12]
describe the type A associahedron explicitly in terms of subword complexes.
See Figures 2.13 and 2.14 for two examples of the associahedron.
Figure 2.13: The 2-dimensional associahedron.
Figure 2.14: A geometric realization of the 3-dimensional associahedron.
Notice that the polytope in Figure 2.12 is a geometric realization of the 2-
dimensional associahedron.
2.2.2 General brick polytopes
Let  (W) := {↵s : s 2 S } be the simple roots of W and let r(W) := {!i : si 2 S }
be its fundamental weights. Pilaud and Stump defined brick polytopes and
studied their properties in [PS11]. For them, the brick polytope is the convex
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hull of some conjugates of the fundamental weights of the Weyl group, one per
each facet of the subword complex. Our definitions in this section are based
on theirs; however we make the brick polytope be the convex hull of the brick
vectors corresponding to all the faces in the subword complex such that the
product of the complement is w. We prove the equivalence of the definitions in
Theorem 4.2.1.
Given a subword complex  (Q,w)with |Q| = m define the root function
r(J, ·) : {subwords of Q}!  (W)
r(J, k) := (Q \ J)(k 1) · (↵qk) (2.1)
and the weight function
w(J, ·) : {subwords of Q}! r(W)
w(J, k) := (Q \ J)(k 1) · (!qk). (2.2)
Definition 2.2.3. The brick vector of a face J of  (Q,w) is defined by
B(J) :=
X
k2[m]
w(J, k),
and the brick polytope is the convex hull of the brick vectors of some faces of
 (Q,w)
B(Q,w) := conv{B(J) : J 2  (Q,w) and (Q \ J)(m) = w}.
Definition 2.2.4. Aword Q is root independent if for some vertex B(J) of B(Q,w)
(or all vertices) we have that the multiset r(J) := {{r(J, i) : i 2 J}} is linearly
independent.
Pilaud and Stump in [PS11] show that if Q is root independent, then the brick
polytope is dual to the subword complex. Theorem 4.2.2 in this thesis states that
the brick variety of a word Q is toric with respect to a maximal torus of the Lie
group exactly when Q is root independent.
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2.3 Root polytopes
We follow the exposition of Me´sza´ros in [Me´sz14c, §4]. A root polytope of type
An is the convex hull of the origin and some of the points ei e j for 1  i < j  n+1,
where ei denotes the ith coordinate vector in Rn+1. The full root polytope is
P(A+n ) := ConvHull(0, ei   e j : 1  i < j  n + 1).
In this thesis we restrict ourselves to a class of root polytopes including P(A+n ),
which have subdivision algebras as defined in [Me´sz11a]. We discuss subdivi-
sion algebras in relation to Grothendieck polynomials in Section 5.2.1.
Let   be an acyclic graph on the vertex set [n + 1]. Define
V  := {ei   e j : (i, j) 2 E( ), i < j},
a set of positive roots for S Ln(C) associated to  ;
cone( ) := hV i :=
8>>><>>>: Xei e j2V  ci j(ei   e j) : ci j   0
9>>>=>>>; ,
the cone associated to  ; and
V  :=  + \ cone( ),
all the positive roots of type An contained in cone( ), where  + = {ei   e j : 1  i <
j  n + 1} is the set of positive roots of type An.
The root polytope P( ) associated to the acyclic graph   is
P( ) := ConvHull(0, ei   e j : ei   e j 2 V ). (2.3)
The root polytope P( ) associated to a graph   can also be defined as
P( ) := P(A+n ) \ cone( ). (2.4)
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Note that P(A+n ) = P(Pn+1) for the graph Pn+1 on the vertex set [n + 1]where each
i 2 [n + 1] is adjacent to exactly i   1 and i + 1.
The reduction rule for graphs: Given a graph  0 on the vertex set [n+ 1] and
(i, j), ( j, k) 2 E( 0) for some i < j < k, let  1, 2, 3 be graphs on the vertex set
[n + 1]with edge sets
E( 1) = E( 0)\{( j, k)} [ {(i, k)},
E( 2) = E( 0)\{(i, j)} [ {(i, k)},
E( 3) = E( 0)\{(i, j), ( j, k)} [ {(i, k)}. (2.5)
We say that  0 reduces to  1, 2, 3 under the reduction rules defined by equa-
tions (2.5).
Lemma 2.3.1. [Me´sz11a] (Reduction Lemma for Root Polytopes) Given an acyclic
graph  0 with d edges let (i, j), ( j, k) 2 E( 0) for some i < j < k and  1, 2, 3 as
described by equations (2.5). Then
P( 0) = P( 1) [ P( 2)
where all polytopes P( 0),P( 1),P( 2) are d-dimensional and
P( 3) = P( 1) \ P( 2) is (d   1)-dimensional.
What the Reduction Lemma really says is that performing a reduction on an
acyclic graph  0 is the same as dissecting the d-dimensional polytope P( 0) into
two d-dimensional polytopes P( 1) and P( 2), whose vertex sets are subsets of
the vertex set of P( 0), whose interiors are disjoint, whose union is P( 0), and
whose intersection is a facet of both.
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Theorem 2.3.2. [Me´sz11a] Let T1, . . . ,Tk be the noncrossing alternating spanning
trees of the directed transitive closure of the acyclic graph  . Then P(T1), . . . ,P(Tk)
are top dimensional simplices in a regular triangulation of P( ).
We refer to the triangulation from the above theorem as the canonical trian-
gulation. Since each simplex P(Ti), i 2 [k], contains the vertex 0, it follows that
the canonical triangulation of P( ) also induces a triangulation of the vertex
figure of P( ) at 0, which we also call the canonical triangulation of the vertex
figure of P( ) at 0. Denote the simplicial complex of the latter triangulation by
C ). The vertices of C ) are in bijection with edges (i, j) in the directed transitive
closure of  ; the vertex of C ) corresponding to (i, j) is the intersection of the ray
pointing to ei   e j and the hyperplane by which we intersect P( ) to obtain the
considered vertex figure.
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CHAPTER 3
GEOMETRIC BACKGROUND
We introduce the geometric objects and tools that will be relevant to our
main theorems. We start by defining Bott-Samelson varieties starting with the
caseG = S Ln(C) as a motivation for the case in whichG is a complex semisimple
Lie group. We then discuss generic smoothness for algebraic varieties, a tool
which will be used in Chapter 4. Then we define matrix Schubert varieties,
following [Ful92]. We end the geometric background with moment maps and
polytopes for actions of algebraic tori on projective varieties. Moment polytopes
will provide a useful tool to study the action of an algebraic torus on brick and
matrix Schubert varieties. In particular, in Section 3.4 we will give a criterion to
prove that a projective variety is a toric variety.
3.1 Bott-Samelson varieties
Bott-Samelson varieties were first defined by Bott and Samelson in [BS55].
Michel Demazure proved in [Dem74] that these varieties are desingularisations
of Schubert varieties. We start with the case G = S Ln(C) as motivation for gen-
eral complex semisimple Lie groups G. Our main reference for this section is
[Mag98].
3.1.1 Bott-Samelson varieties for S Ln(C)
LetG = S Ln(C) be the special linear group, that is the set of n⇥nmatrices over C
with determinant 1. Fix an ordered basis e1, . . . , en for Cn. Let B be the subgroup
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of S Ln(C) consisting of upper triangular matrices with respect to this basis. We
then get an ascending flag of B-invariant vector spaces
he1i ⇢ · · · ⇢ he1, . . . , eni,
which we refer to as the base flag. Let T be the subgroup consisting of all diag-
onal matrices in G, so T is a maximal algebraic torus contained in B. Let Pi be
the minimal parabolic subgroup consisting of all matrices in G that are upper
triangular except possibly at the position (i + 1, i). The quotient G/B is the flag
variety, that is, the space of flags {0} ⇢ V1 ⇢ · · · ⇢ Vn = Cn where each Vi is an
i-dimensional vector space. The Weyl group of G is W = An 1 with generators
S = {s1, . . . , sn 1}. The fundamental weights are r(W) = {!i : i = 1, . . . , n   1}
where the first i entries of !i are 1 and the rest are 0.
We begin the definition of BS Q with an example.
Example 3.1.1. Let G = S L3(C) and Q = (s1, s2, s1, s2, s1) be a word on the gener-
ators S . The Bott-Samelson variety BS Q is constructed by starting with the base
flag and then iteratively reading the word from left to right: if the k-th letter of Q
is si, we have an i-dimensional vector space Vk such that it contains the preced-
ing (i 1)-dimensional space and is contained in the preceding (i+1)-dimensional
vector space. In this example we have that
BS (s1,s2,s1,s2,s1) = {(V1,V2,V3,V4,V5) : the diagram in Figure 3.1 holds}.
More generally, if Q = (q1, . . . , qm) is a word of length m in the generators S
then BS Q, the Bott-Samelson variety of Q, consists of a list (F0, . . . , Fm) of m + 1
flags where the zeroth one is the base flag and such that the k-th one agrees with
the previous one except possibly on the k-th subspace Vk. We can give a point in
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C3
he1, e2i
he1i V1
V2
V3
V4
V5
0
Figure 3.1: The Bott-Samelson variety for Q = (s1, s2, s1, s2, s1)
BS Q by listing the subspaces (V1, . . . ,Vm) such that the incidence relations given
by the flags hold. This space carries a B-action given by
b · (F0, . . . , Fm) := (b · F0, . . . , b · Fm),
and the map BS Q
mQ ! G/Bmapping the list to the last flag is B-equivariant.
Example 3.1.2. Continuing with the previous example, we have that
mQ : BS (s1,s2,s1,s2,s1) ! G/B
is the map shown in Figure 3.2.
C3
he1, e2i
he1i L1
P1
L2
P2
L3
0
7 !
C3
P2
L3
0
Figure 3.2: Map mQ for Q = (s1, ss, s1, s2, s1).
3.1.2 Bott-Samelson varieties in general
Let G be a complex semisimple Lie group, let B be a Borel subgroup of G, i.e.,
a maximal solvable subgroup, and T be a maximal torus contained in B. Let W
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be the Weyl group of G with generators S = {s1, . . . , sn}, which correspond to
the simple roots  (W) = {↵1, . . . ,↵n}. Let P be a parabolic subgroup of G, i.e., a
subgroup of G for which the quotient B/P is a projective algebraic variety; this
condition is equivalent to requiring P to contain B. We denote by Pi the minimal
parabolic subgroup corresponding to si, we then have that Pi/B   CP1. The
torus T acts on this quotient and this action has exactly two T -fixed points: the
cosets B and siB.
Definition 3.1.3. Let Q = (si1 , . . . , sim) be a word in the generators ofW. Then the
product Pi1 ⇥ · · · ⇥ Pim has an action of Bm given by:
(b1, . . . , bm) · (p1, . . . , pm) = (p1b1, b 11 p2b2, . . . , b 1m 1pmbm).
The Bott-Samelson variety of Q is the quotient of the product of the Pi’s by this
action
BS Q := (Pi1 ⇥ · · · ⇥ Pim)/Bm.
Bott-Samelson varieties can be constructed as iterated CP1-bundles and from
this construction follows that these varieties are smooth, irreducible and |Q|-
dimensional; see [Mag98, §1.1] for this construction. These varieties have a B-
action given by
b · (p1, p2, . . . , pm) := (b · p1, p2, . . . , pm), (3.1)
and they come equipped with a natural B-equivariant map
BS Q
mQ ! G/B
(p1, . . . , pm) 7 ! (p1 · · · pm)B.
The image of this map is the opposite Schubert variety
Xw := BwB, (3.2)
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where w = Dem(Q). In the case in which Q is reduced, this map is a resolution
of singularities for Xw; however in this thesis we will study cases in which Q is
not reduced.
We can describe points in BS Q as a list of flags for general G, similarly to the
case G = S Ln(C). If Q = (q1, . . . , qm) is a word of size m, then the points in BS Q
consist of lists of m + 1 flags in G/B
(F0 = B, F1, . . . , F|Q|) 2 BS Q
such that the k-th flag agrees with the previous one except possibly on the sub-
space corresponding to qk, i.e., if Fk 1 = gB and Fk = hB, then h 1gB 2 Xqk . With
this description we have that the B-action is given by
b · (F0, . . . , Fm) = (b · F0, . . . , b · Fm),
and mQ maps a list of flags to the last one.
3.2 Generic smoothness
The reference for this section is [Har77].
In this section we state generic smoothness, the main tool which will allow
us to prove that brick varieties are smooth and irreducible and to compute their
dimension. Generic smoothness in algebraic geometry is the analogue of Sard’s
theorem in differential topology, which states that the set of critical values of a
smooth function f : M ! N between real manifolds has Lebesgue measure 0.
In algebraic geometry, a smooth morphism f : X ! Y is a fiber bundle such that
all its fibers are smooth.
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Theorem 3.2.1 (Generic smoothness). [Har77, III, Corollary 10.7] Let f : X ! Y
be a morphism of varieties over an algebraically closed field k of characteristic 0, and
assume that X is nonsingular. Then there is a nonempty open subset V ⇢ Y such
that f : f  1(V) ! V is smooth. In the case in which f  1(V) , ?, the fiber f  1(v) is
nonsingular and dim( f  1(v)) = dim(X)   dim(Y) for all v 2 V .
3.3 Matrix Schubert varieties
The main reference for this section is [Ful92].
For this section we consider the case G = GLn(C). Let B+ be upper triangular
invertible n⇥nmatrices and B  be lower triangular invertible n⇥nmatrices. Let
Mn denote the set of n ⇥ nmatrices over C. We let ⇡ 2 S n denote both a permuta-
tion and its corresponding permutationmatrix, see Section 2.1.2. An n⇥n-matrix
can always be reduced into a partial permutation matrix by multiplying on the
left by matrices in B  and on the right by matrices in B+. The multiplication
on the left corresponds to downward row operations and multiplication on the
right corresponds to rightward column operations. This multiplication gives a
left action of B  ⇥ B+ on Mn defined by (X,Y) · M := XMY 1.
Given 1  a  n and 1  b  n, let M(a,b) denote the upper left a ⇥ b submatrix
of the matrix M, see Figure 3.3 for an illustration. Define a rank function of a
matrix M to be rM(a, b) := rank(A(a,b)). We then have that M 2 B ⇡B+ if and only
if rM(a, b) = r⇡(a, b) for all (a, b) 2 [n] ⇥ [n].
Definition 3.3.1. The matrix Schubert variety of ⇡ is X⇡ := B ⇡B+, i.e. the
Zarisksi closure of its (B  ⇥ B+)-orbit inside Mn = Cn2 .
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M(a,b)
a
b
Figure 3.3: The submatrix M(a,b) of M.
William Fulton studied this affine variety in [Ful92]. We summarize some of
his results here.
Theorem 3.3.2. [Ful92, Proposition 3.3] The matrix Schubert variety X⇡ is an irre-
ducible variety of dimension n2   `(⇡) defined as a scheme by the equations rM(a, b) 
r⇡(a, b) for all (a, b) 2 [n] ⇥ [n].
Some of these inequalities are implied by others, and Fulton described the
minimal set of rank conditions.
Definition 3.3.3. Fulton’s essential set, denoted Ess(⇡), is the set consisting of
the south-east corners of D(⇡), see Definition 2.1.4.
Theorem 3.3.4. [Ful92, Lemma 3.10] The ideal defining the variety X⇡ is generated by
the equations rM(a, b)  r⇡(a, b) for all (a, b) 2 Ess(⇡).
Definition 3.3.5. The dominant piece, denoted dom(⇡), of a permutation ⇡ is the
connected component of the diagram of ⇡ containing the box (1, 1), or empty if
⇡(1) = 1.
We have that r⇡(a, b) = 0 if and only if (a, b) 2 dom(⇡). Therefore the dominant
piece of ⇡ consists precisely of the coordinates in Mn that are 0 on X⇡. Note that
if ⇡(1) = 1 then its dominant piece is empty.
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In [KM05], Knutson and Miller use Gro¨bner bases to degenerate matrix
Schubert varieties into unions of coordinate subspaces corresponding to re-
duced pipe dreams. This approach gives a geometric origin to reduced pipe
dreams. We now give some basic background on Gro¨bner bases, but see [Eis95,
Chapter 15] for further background and geometric interpretations.
A term order on C[z1, . . . , zn] is a well order on the set of monomials such
that 1  m for all monomials m 2 C[z1, . . . , zn], and it is multiplicative, i.e., if
m < m0 then for any monomial m00 we have that m00 · m < m00 · m0. If we fix
a term order <, then for any polynomial f there is a unique largest monomial
in<( f ) appearing with nonzero coefficient. This monomial is called the initial
term of f and the initial ideal with respect to < of an ideal I is the ideal in<(I) =
hin<( f ) : f 2 Ii. A set { f1, . . . , fk} is a Gro¨bner basis for I with respect to <
if in<(I) = hin<( f1), . . . , in<( fk)i. Since in<(I) is a monomial ideal, if we take the
variety corresponding to this monomial ideal we get a union of vector spaces.
Let us denote by I⇡ ⇢ C[z(1,1), . . . , z(n,n)] the ideal defining X⇡. Given a minor
of a matrix, an antidiagonal term order on I⇡ picks as initial term the product of
the entries on the main antidiagonal.
Theorem 3.3.6. [KM05] The determinants from Fulton’s essential set are a Gro¨bner
basis for I⇡ with respect to any antidiagonal term order. Moreover, the components of
the resulting initial variety correspond naturally to the reduced pipe dreams of ⇡.
Example 3.3.7. Let ⇡ = [2143] then Fulton’s essential set tells us that for M 2 X⇡
we must have z(1,1) = 0 and               
z(1,1) z(1,2) z(1,3)
z(2,1) z(2,2) z(2,3)
z(3,1) z(3,2) z(3,3)
              
= 0.
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Now in<(I⇡) = hz(1,1), z(3,1)z(2,2)z(1,3)i. So for a point to be in the initial variety of X⇡,
we must have z(1,1) and there are three possibilities for z(3,1), z(2,2), or z(1,3) be equal
to 0. The variables used in each of the three possibilities correspond precisely
with the positions of the elbows in the three reduced pipe dreams for ⇡, see
Figure 3.4.
2 1 4 3
1 ⇧⌥ ⇧
2 ⇧⌥ ⇧⌥ ⇧
3 ⇧⌥ ⇧
4 ⇧
2 1 4 3
1 ⇧⌥ ⇧⌥ ⇧
2 ⇧⌥ ⇧
3 ⇧⌥ ⇧
4 ⇧
2 1 4 3
1 ⇧⌥ ⇧⌥ ⇧
2 ⇧⌥ ⇧⌥ ⇧
3 ⇧
4 ⇧
Figure 3.4: The three reduced pipe dreams for ⇡ = 2143.
3.4 Torus actions, moment maps, and toric varieties
In this section we will study the action of an algebraic torus Tn = (C⇤)n on a
projective algebraic variety X with a Tn-equivariant embedding X ,! CPk. We
will describe how this setup induces an action of a real compact torus TnR ⇢ Tn
on X and a moment map   : X ! (t⇤)n, where (t⇤)n is the dual Lie algebra of TnR.
On the smooth part of X, the TnR-action is Hamiltonian. We will also define toric
varieties and explain how they fit into this story. In the subsections we compute
the moment map for Bott-Samelson varieties and matrix Schubert varieties. The
main references for this section are [Bri87, KT93, GLS96, Knu00, CdS01].
LetM be amanifold and! a pre-symplectic form onM, which is just a closed
2-form on M. If ! is also nondegenerate at every point of M then it is called a
symplectic form. Let G be a connected Lie group acting on M preserving the
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form ! and g its Lie algebra. Notice that G acts on itself by conjugation and
therefore it acts on g and on the dual g⇤.
Definition 3.4.1. Let M be a pre-symplectic manifold with a G-action that pre-
serves !. A map   : M ! g⇤ is a moment map for the action of G on M if the
following conditions hold:
1. the map   is G-equivariant, i.e., for all g 2 G and m 2 M, we have that
 (g · m) = g (m)g 1, and
2. dh (·), Xi = !(X|M, ·) for each X 2 g.
We say thatM is a pre-Hamiltonian K-manifold if the action has amomentmap.
In the case M is a symplectic manifold, M is Hamiltonian.
The moment maps we will encounter in this thesis will arise from actions
of a real compact torus TnR ' (S1)n. Moreover, we will construct the moment
maps for the varieties studied in this thesis using an embedding into CPk and
the standard moment map for the TkR action on CP
k. We proceed to describe this
latter moment map. Let Tk = (C⇤)k be an algebraic torus and define a Tk-action
on CPk by
(t1, . . . , tk) · [z0, . . . , zk] := [z0 : t1z1 : . . . : tkzk].
This space has a natural symplectic form called the Fubini-Study form, which is
given by
!FS :=
i
2⇡
@@ log |z|2.
Let TkR be real compact torus obtained by restricting the entries of T
k to those of
the form ei✓, where ✓ 2 R. Notice that TkR is isomorphic to (S1)k and the action
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of Tk on CPk induces an action of TkR on CP
k. This TkR-action has moment map
  : CPk ! (t⇤)k
 ([z0 : . . . : zk]) =
1
2
 |z0|2P
i |zi|2 ,
|z1|2P
i |zi|2 , . . . ,
|zk|2P
i |zi|2
!
,
where (t⇤)k is the dual Lie algebra of TnR. The image of this map is the simplex
with vertices 12ei for i = 0, . . . , n.
The construction above together with Propositions 3.4.2 and 3.4.4 below are
the main tools we will use to construct moment maps. Proposition 3.4.2 allows
us to obtain moment maps for actions of subgroups of G.
Proposition 3.4.2. LetG act on M with moment map  G : M ! g⇤ and let ⇢ : H ! G
be a Lie group homomorphism which induces an action of H on M. Then M has H-
moment map  H : M ! h⇤ obtained by composing  G with the map (d⇢)⇤ : g⇤ ! h⇤.
Example 3.4.3. Let G ⇥G act on M ⇥ N with moment map  G⇥G. Then the inclu-
sion ◆ : G ,! G⇥G gives the diagonal action ofG on M⇥N and the moment map
for this action is the sum of the G-moment maps for M and N, i.e.
 G = ( G⇥G)|M + ( G⇥G)|N .
The following tells us that if we have an embedded G-invariant subvariety
X of CPk, then the restriction of the moment map of CPk to X is a moment map
for X.
Proposition 3.4.4. Let N be aG-invariant submanifold of a pre-Hamiltonian manifold
M with moment map  . Then N is also a pre-Hamiltonian manifold with moment map
given by the restriction of   to N.
In particular, if X is a smooth algebraic variety with an action of an algebraic
torus Tn = (C⇤)n and a Tn-equivariant embedding into CPk, then X is Hamilto-
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nian with symplectic form given by the restriction of !FS to X and moment map
given by the composition     ◆ : X ! (t⇤)n. The embedding ◆ : X ,! CPk is
Tn-equivariant if for all t 2 Tn and x 2 X we have that ◆(t · x) = t · ◆(x).
We have seen that the image of the moment map of CPk with respect to the
Tk algebraic torus action is a convex polytope (the standard simplex). The fol-
lowing theorem says that this is true in general.
Theorem 3.4.5. [Bri87, Remark 2 in §4.2] Let X be a closed irreducible subvariety of
CPn with an action of a complex algebraic torus T ' (C)k. Let  T : X ! t⇤ be a moment
map for this action. Then the image of  T is a convex polytope, the convex hull of the
images of the T -fixed points of X.
Definition 3.4.6. The image  T (X) described in the previous theorem is called
themoment polytope of X.
A toric variety is an algebraic variety X with an action of an algebraic torus
T = (C⇤)n such that X = T · x for some x 2 X. Unlike Fulton’s approach in [Ful93],
we do not consider only normal varieties. If X is a normal variety (which is
the case is X is smooth) the moment polytope of a toric variety captures the
structure of X completely: see [CdS03], and the references within. There is a
natural stratification of X given by the faces of  (X): for a face F take   1(F ),
where F  denotes its relative interior.
In this thesis we will consider only toric varieties Tn-equivariantly embed-
ded in CPk. Let X be a projective variety with a faithful action of an algebraic
torus Tn. Let x 2 X be a general point, then Tn · x ⇢ X is a projective toric variety
with moment polytope  (X). If X is irreducible and it has the same dimension
as Tn · x then they must be equal. We have that dim(Tn · x) = dim( (X)) and in
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turn dim( (X)) equals the dimension of the vector space spanned by the edge
directions out of a vertex of  (X). Thus the following Lemma holds.
Lemma 3.4.7. X is a toric variety with respect to the Tn/Stab(Tn)-action if there is a
vertex of T (X) such that the span of the edge directions out of this vertex has dimension
dim(X).
Here Stab(Tn) denotes the stabilizer of Tn acting on X.
3.4.1 Moment maps of Bott-Samelson varieties
A reference for toric moment maps of quotientsG/P for P a parabolic subgroup
of G is Chapter 5 of [GLS96]. Let Piˆ be the maximal parabolic subgroup of G
corresponding to the generators S iˆ := {s1, . . . , sˆi, . . . , sn}. Note that forG = S Ln(C)
each quotientG/Piˆ is a Grassmannian. Let K be the maximal compact subgroup
of G. In [Kos70] Kostant observed that we can view G/Piˆ as a coadjoint orbit,
i.e., a K-orbit through the fundamental weight !i 2 k⇤, where k is the Lie algebra
of K. This interpretation gives us a symplectic structure on G/Piˆ with respect to
the action of K such that the inclusion
G/Piˆ , ! k⇤
is a moment map for the K-action. Then the composition
G/Piˆ , ! k⇤  ! t⇤
is the moment map of G/Piˆ with respect to the torus action. Moreover, the mo-
ment map for the diagonal T -action on a product
Q
G/Piˆ is the sum of the mo-
ment maps G/Piˆ  ! t⇤.
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Let T act on BS Q by
t · (p1, p2, . . . , pm) = (t · p1, p2, . . . , pm),
this is the restriction of the B-action defined by Equation 3.1. Given Q =
(q1, . . . , qm)we have a T -equivariant inclusion
BS Q
'
, !
Y
i:si2Q
G/Piˆ (3.3)
where ' = ('1, . . . ,'m) and the k-th component is
BS Q
'k ! G/Pkˆ
(p1, . . . , pm) 7 ! (
Y
i< j
pi)Pkˆ.
This map makes BS Q a symplectic submanifold of a product of Grassmannians.
The composition
BS Q
'
, !
Y
i:si2Q
G/Piˆ  ! t⇤
gives us a moment map for this Bott-Samelson variety with respect to the T -
action. Thus Bott-Samelson varieties are Hamiltonian symplectic manifolds
with respect to this torus action. The image of this map is themoment polytope
and by Michael Atiyah [Ati82], Victor Guillemin - Shlomo Sternberg [GS82], it
equals the convex hull of the images of the T -fixed points.
Given a subword J = (r1, . . . , rm) of Q, let p(J) = (F0, . . . , Fm) 2 BS Q be the list
of flags where F0 = B and for i > 0we have that
Fi =
8>>>>>><>>>>>>:
Fi 1, if ri = qi
qiFi 1, if ri =  .
This gives a correspondence between T -fixed points on BS Q and subwords J of
Q: if p(J) is the T -fixed point corresponding to J then
mQ(p(J)) = (Q \ J)(m) B 2 G/B.
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This correspondence motivates the relation between fibers of the map mQ :
BS Q  ! G/B and subword complexes.
We now describe the image of the T -fixed points under the moment map.
For each k we have the moment map
 k : G/Pkˆ  ! t⇤,
where  k(Pkˆ) = !k, the fundamental weight corresponding to sk, and it maps
a general element to a Weyl conjugate of this fundamental weight. Before we
finish describing the maps  k, we note that the moment map of BS Q is then
mX
k=1
'k    k.
Consider the fixed point (p1, . . . , pm) in BS Q corresponding to the subword J of
Q then under the moment map  k each pj corresponds to either the reflection si j
if qj 2 J or to the identity in W. In other words, pj corresponds to si j if pj < B
and to the identity in W otherwise. In conclusion we have that for J a subword
of Q and
pJ = the fixed point corresponding to J
BS Q
'k  k ! t⇤
pJ 7 ! (J)(k 1) · (!k).
It then follows that
BS Q
  ! t⇤ (3.4)
pJ 7 !
mX
k=1
(J)(k 1) · (!k) (3.5)
The moment polytope for BS Q is the convex hull of the points in (3.5) for all
subwords J of Q.
33
Remark 3.4.8. We now describe the moment map of BS Q for G = S Ln(C). The
moment map is a map
  : BS Q  ! Rhr(W)i,
whereRhr(W)i is the real span of the fundamental weights ofW. Let ⇡V : Cn ! V
denote the orthogonal projection onto V and let PV be the corresponding matrix
with respect to the basis e1, . . . , en. Given p = (V1, . . . ,Vm) 2 BS Q the moment
map of BS Q is
BS Q
  ! Rn (3.6)
(V1, . . . ,Vm)
 7 !
mX
i=1
diag(PVi). (3.7)
Note that for G = S Ln(C), the B-action on BS Q restricted to T is just the ex-
tension to BS Q of T acting on vectors in Cn by multiplication. For this group, the
fixed point p(J) corresponding to the subword J = (r1, . . . , rm) is determined
by deciding between = and , in each diamond shown in Figure 3.5 using the
rule: for Q = (q1, . . . , qm), we pick “=” if r j = qj and “,” if r j =  . We illustrate
this correspondence by an example.
Vb = Va
Lhex, eyi
=,,Vi = Va
Lhexi Vj
Va
Figure 3.5: Diamond that determines the fixed point corresponding to a
subword.
Example 3.4.9. The subword J = ( , s2, , , s1) of Q = (s1, s2, s1, s2, s1) corre-
sponds to the coordinate flags shown in figure 3.6, and
mQ(p(J)) = (Q \ J)(m)B = (s1s1s2)B = (s2)B.
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C3
he1, e2i
he1i ,
=
he2i
he1, e2i
,
,
he1i
he1, e3i
= he1i
0
Figure 3.6: The fixed point of BS Q corresponding to J = ( , s2, , , s1).
Notice then that the fixed point p(J) consists of a list of vector spaces each
spanned by a subset of the basis {e1 . . . , en}. The image of the fixed point p(J) =
(V1, . . . ,Vm) under the moment map is the vector0BBBBBB@ mX
j=1
dime1(Vj), . . . ,
mX
j=1
dimen(Vj)
1CCCCCCA 2 Rn,
where dimei(V) = 1 if and only if ei is part of a basis for V and dimei(V) = 0
otherwise.
3.4.2 Moment maps of matrix Schubert varieties
The (B  ⇥ B+)-action on X⇡ described in Section 3.3 restricts to a (Tn ⇥ Tn)-action
on X⇡, where Tn consists of n ⇥ n diagonal matrices. This action is not faithful
because scaling acts the same way on both sides, so
Stab(T 2n) = {(a · I, a · I) : a 2 C⇤}.
We construct the moment map for X⇡ with respect to the torus T 2n.
Let Tn2 = (C⇤)n2 act on Mn = Cn
2 by coordinate-wise multiplication, then
Tn2R ' (S1)n2 . This action has moment map  Tn2 : Mn ! (tn2)⇤ ' Rn2 given by
 Tn2 (z(1,1), . . . , z(n,n)) =
1
2
(|z(1,1)|2, . . . , |z(n,n)|2).
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Let us denote by the matrix with all entries equal to 1. The inclusion ⇢ :
T 2n 1 ,! Tn2 given by ⇢(A, B) := A B 1 induces the map (d⇢)⇤ : (tn2)⇤ ! (k)⇤ given
by x(i, j) 7! xi   y j, where the x(i, j) are a basis for Rn2 , the xi are a basis for Rn ⇥ 0,
and the y j are a basis for 0 ⇥ Rn. Since we have the inclusion X⇡ ,! Mn, then
by Propositions 3.4.4 and 3.4.4, we have that the T 2n action on X⇡ has a moment
map X⇡
  ! t⇤ given by the compositon of the maps
X⇡ ,! Mn ! (tn2)⇤ ! (t⇤)2n.
Since the ideal defining X⇡ is homogeneous, the variety X⇡ is a cone, meaning
that for any z 2 X⇡ and c 2 C, we have that cz 2 X⇡. We can therefore projectivize
it, that is we can take
P(X⇡) := {[z(1,1), . . . , z(n,n)] : (z(1,1), . . . , z(n,n)) 2 X⇡} ⇢ CPn2 1.
This variety inherits a T 2n 1-action and it is projective, so we can apply Theorem
3.4.5 to compute its image.
The T 2n 1-fixed points of P(X⇡) are the points PCEi, j 2 P(X⇡) where CEi, j is
the pencil of the matrix Ei, j with a single nonzero entry at (i, j). Therefore,
 (PCEi, j) = 12 (xi   y j) so the moment polytope of P(X⇡) is the convex hull of the
points 12 (xi   y j) for all (i, j) not in the dominant piece of ⇡. See Definition 3.3.5
for the definition of the dominant piece. The moment cone of X⇡ is the cone of
this polytope over the origin.
CHAPTER 4
BRICK VARIETIES
In this chapter we define and study brick varieties for complex semisim-
ple Lie groups. Following the exposition of Bott-Samelson varieties in Section
3.1, we motivate brick varieties with the case G = S Ln(C). Brick varieties come
equipped with an action of a complex algebraic torus. In Theorem 4.2.2 we
characterize the brick varieties that are toric with respect to this torus action.
Corollary 4.1.4 is a nice consequence of this theorem, which tells us that the toric
variety of the associahedron is a brick variety. In the end of this chapter we give
a stratification of the brick variety dual to the corresponding subword complex.
We end the chapter noting that brick varieties have appeared as a resolution of
singularities of Richardson varieties in Michel Brion’s paper [Bri05].
LetG be a complex semisimple Lie group, B be a Borel subgroup ofG, and T
the maximal torus contained in B. LetW be theWeyl group ofGwith generators
S = {s1, . . . , sn}.
We now define one of the main objects of study in this thesis.
Definition 4.0.10. Let Q = (q1, . . . , qm) be a word in the generators of W and
w = Dem(Q), the brick variety is the fiber m 1Q (wB) ⇢ BS Q.
We will prove in Theorem 4.0.11 that brick varieties for complex semisimple
Lie groups are smooth, projective, irreducible and (|Q|   `(w))-dimensional.
In Section 3.4.1 we described a 1-1 correspondence between T -fixed points
in BS Q and subwords J of Q such that if p(J) is the T -fixed point corresponding
37
to J then
mQ(p(J)) = (Q \ J)(m) B 2 G/B,
where m = |Q|. This correspondence motivates the relation between fibers of
the map mQ and subword complexes. The main tool connecting brick poly-
topes with fibers of Bott-Samelson varieties will be moment maps of symplectic
manifolds. See Section 3.4.1 for the construction of the moment map of a Bott-
Samelson variety. In this section we will give a precise statement about the
relation between brick polytopes and Bott-Samelson varieties.
Theorem 4.0.11. Brick varieties are smooth (thus normal), projective and irreducible
with
dim(m 1Q (wB)) = |Q|   `(w).
Proof. Consider the map mQ : BS Q ! Xw. Since BS Q is nonsingular, then we
can apply Theorem 3.2.1 and find a nonempty open subset V ⇢ Xw such that mQ
restricted to m 1Q (V) is smooth. Since multiplication by any b 2 B is a smooth
map, then mQ restricted to m 1Q (b · V) is smooth for any b 2 B. Moreover, since
the big cell BwB is dense in Xw then there exist gB 2 V \ BwB and b 2 B such that
b · gB = wB. We thus have that m 1Q : m 1Q (BwB) ! BwB is smooth so the brick
variety m 1Q (wB) is nonsingular and
dim(m 1Q (wB)) = dim(BS
Q)   dim(Xw)
= |Q|   `(w).
Smoothness of m 1Q (wB) also implies that if m
 1
Q (wB) is reducible, then it’s dis-
connected. Since BwB is simply connected, if the brick variety is disconnected,
m 1(BwB) is open and disconnected. But then BS Q is reducible, a contradiction.
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The fact that it is projective follows from the following sequence of closed em-
beddings
m 1Q (wB) ,! BS Q ,!
Y
G/B,
where the second embedding maps a point in BS Q to its corresponding list of
flags.
⇤
4.1 Brick varieties for S Ln(C) and toric varieties for type A brick
polytopes
For G = S Ln(C), the bijective correspondence between subwords J of Q and the
T -fixed points of BS Q tells us that the rightmost flag of the configuration p(J) is
the flag corresponding to (Q \ J)(m) 2 W. Therefore, the pseudoline arrangement
corresponding to S is an (Q \ S )(m)-arrangement. We now give an example of the
correspondence.
Example 4.1.1. The pseudoline arrangement corresponding to the subword
J = (s1, , , , s1) gives a T -fixed point of BS (s1,s2,s1,s2,s1). The figure below ex-
hibits this correspondence. Each brick of the sorting network corresponds to a
coordinate subspace of a point in the Bott-Samelson variety. Given a pseudoline
arrangement supported in the sorting network of Q, the j-th subspace corre-
sponding to the j-th brick is the coordinate subspace spanned by the ei where
i ranges over those pseudolines passing below the j-th brick. Note then that
two adjacent bricks on the same level do not share a crossing if and only if the
corresponding coordinate spaces are equal. This will be proven in the theorem
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that follows.
= =,he1i he1i he3i he3i
, ,he1, e2i he1, e3i he2, e3i
C3
he1, e2i
he1i =
,
he1i
he1, e3i
,
,
he3i
he2, e3i
= he3i
0
Figure 4.1: Correspondence between pseudoline arrangements and T -
fixed points of the brick variety.
Theorem 4.1.2. Suppose Dem(Q) = w. There is a bijective correspondence between
w-pseudoline arrangements supported by NQ, and T -fixed points of the brick variety
m 1Q (wB). Moreover, this correspondence makes the composite map
m 1Q (wB)
T ,! m 1Q (wB)   ! Rn
equivalent to the mapping
B : {w-pseudoline arrangements supported by NQ}  ! Rn
given in [PS12].
Proof. The first part of the proposition is proven in the paragraph preceding the
example above. We prove the second part of this theorem using induction on
|Q| = m to prove that for all subwords J, the brick vector B(J) equals  (the point
in BS Q corresponding to the subword J). Let Q = (q1, . . . , qm+1). Recall that the
rightmost flag of the fixed point p(J) corresponding to the subword J is shown
in Figure 4.2, where w = (Q \ J)(m+1). Let J be a subword of Q and consider the
word Q0 = (q1, . . . , qm) and subword J0 = ( j1, . . . , jm). By induction we have that
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 (p(J0)) = B(J0). Now notice that
 (p(J)) =  (p(J0)) + (dime1(Vk+1), . . . , dimen(Vk+1))
=  (p(J0)) + w · (1, . . . , 1, 0, . . . , 0),
where the 0-1 vector has as many ones as dim(Vk+1). The vector w ·
(1, . . . , 1, 0, . . . , 0) adds one to the i-th coordinate if and only if the brick corre-
sponding to the commutator qk+1 is above the i-th pseudoline. ⇤
hew(1), . . . , ew(n)i = Cn
...
hew(1), ew(2)i
hew(1)i
0
Figure 4.2: Rightmost flag corresponding to w.
Theorem 4.1.3. Let w = Dem(Q). The fiber m 1Q (wB) is a toric variety with respect to
the torus T if and only if Q is root independent and `(w) < |Q|. Moreover, m 1Q (wB) is
the toric variety associated to the polytope B(Q,w).
We have proved the if part of this theorem; the only if part will follow from
Theorem 4.2.2. The following corollary follows from the theorem above and the
work of Pilaud and Santos in [PS12]. A Coxeter word c in a Coxeter group is de-
fined to be a list of all simple reflections in some order using each reflection only
once. Define the c-sorting word of w to be the lexicographically first subword
of c1 that is a reduced expression for w.
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Corollary 4.1.4. If Q is the concatenation of a word c representing a Coxeter element
c and the c-sorting word for w0, then m 1Q (w0B) is the toric variety of the associahedron
as realized in [HLT11] and in [PS12].
C3
he1, e2i
he1i V1
V2
V3
he2, e3i
he3i
0
Figure 4.3: The toric variety of the pentagon from Example 2.2.2.
Example 4.1.5. The toric variety of the pentagon from Example 2.2.2, i.e. the
associahedron corresponding to the Coxeter element c = (s1, s2), is
m 1Q (w0B) = {(V1,V2,V3) : the diagram in Figure 4.3 holds},
where Q = (s1, s2, s1, s2, s1).
4.2 Moment polytopes of brick varieties
We now state and prove one of the main results of this thesis.
Theorem 4.2.1. Let w = Dem(Q). The image of the brick variety m 1Q (wB) under the
moment map is the brick polytope B(Q,w).
Proof. T -fixed points of BS Q are in 1-1 correspondence with subwords J of Q.
This induces a 1-1 correspondence between T -fixed points of m 1Q (wB) and the
subwords J of Q with (Q \ J)(m) = w, where w = Dem(Q). If the subword J is
not a facet of the subword complex  (Q,w) then it gives a non reduced product
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(Q \ J)(m). This implies that the root configuration r(J) = {{r(J, i) : i 2 F}} has
a smaller dimension than the root configuration of a facet and thus it cannot
be a vertex. Therefore, the moment polytope is the convex hull of the points
corresponding to facets of  (Q,w) and by Equation 3.5 the image of each fixed
point is precisely the one defined in Equation 2.1 in Section 2.2 by Pilaud and
Stump. ⇤
Note that this theorem does not assume that the fiber is a toric variety, so
the relation between brick polytopes and brick varieties is quite strong. The
following theorem classifies toric brick varieties.
Theorem 4.2.2. Let w = Dem(Q). The brick variety m 1Q (wB) is a toric variety with
respect to the torus T if and only if Q is root independent and `(w) < |Q|. Moreover,
m 1Q (wB) is the toric variety associated to the brick polytope B(Q,w).
Proof. Note that dim(m 1Q (wB))  dim(T ). However, if we have < then we can
make the torus smaller and so without loss of generality we can assume the di-
mensions are equal. It suffices to show that T doesn’t have generic stabilizer of
positive dimension. This is true if and only if  (m 1Q (wB)) spans R
n and this hap-
pens precisely when Q is root independent. The theorem follows after applying
Lemma 3.4.7. ⇤
4.3 Stratification of the brick variety
In this section we give a stratification whose dual, in some sense, is the subword
complex. We now introduce and recall some notation. Consider a complex
semisimple Lie group G with upper and lower Borel subgroups B = B+ and
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B , and Weyl group W. For u 2 W we have the Schubert cell X v := B uB and
the opposite Schubert cell Xv  := B+uB. The Schubert variety Xv and opposite
Schubert variety Xu are the closure of X u and Xu  , respectively. Given u, v 2 W,
the open Richardson variety is X˚vu := Xv  \ X u . The Richardson variety Xvu is the
closure of X˚vu. This variety is nonempty if and only if u  v in the Bruhat order,
and its dimension is `(v)   `(u). Then Xvu =
a
ux<yv
X˚yx is a stratification.
Given a Bott-Samelson variety BS Q := (Pi1 ⇥ · · ·⇥ Pim)/Bm and a subword R of
Q, we can realize BS R inside BS Q by
BS R = {(p1, . . . , pm) : pi j = id if si j < R};
note that BS R \ BS S = BS R\S . Let ˚BS Ru := BS R \ m 1Q (X u) then these subvarieties
yield a stratification of BS Q, where R ranges over all subwords of Q and u 2 W.
We have that BS Ru , ; if and only if Dem(R)   u. Moreover, BS Ru ✓ BS Sv if
and only if R is a subword of S and u   v in Bruhat order. This induces a
stratification of m 1Q (wB), described in the following theorem, that is dual to the
subword complex  (Q,Dem(Q)).
Theorem 4.3.1. Let w = Dem(Q). Its brick variety has the stratification
m 1Q (wB) =
a
R
˚BS Rw,
where R ranges over all subwords of Q with Dem(R) = w. The complement of the open
stratum is a simple normal crossings divisor.
Proof. If p 2 ˚BS Qw , then mQ(p) 2 Xww = {wB} and so m 1Q (wB) is a stratum of BS Q.
Moreover, if ˚BS Rw ⇢ m 1Q (wB) is nonempty then R is a subword and Dem(R)   u  
w but then Dem(R) = u = w. Therefore, the stratification of the Bott-Samelson
variety restricts to a stratification of the brick variety and ˚BS Rw\ ˚BS Sw = ˚BS R\Sw . ⇤
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4.4 Brick varieties and Richardson varieties
A subfamily of brick varieties were used before by Brion in [Bri05, proof of
Theorem 4.2.1] as resolutions of singularities for Richardson varieties. Given
a word Q = (q1, . . . , qm), the opposite Bott-Samelson variety BS Q is defined
analogously to BS Q. More precisely,
BS Q := (P i1 ⇥ · · · ⇥ P im)/(B )m,
where the P i are the opposite minimal parabolics. The natural map to the flag
variety is
BS Q
mQ ! G/B
(p1, . . . , pm) 7 ! (p1 · · · pmw0)B.
Given an element u 2 W the opposite Bott-Samelson variety BS Q is a resolution
of the Schubert variety Xu, where Q is a reduced word for uw0. Given u, v 2 W,
let R be a reduced word for v and T be a reduced word word for uw0, then the
fiber product BS R ⇥G/B BS T with the map induced by mR is Brion’s resolution of
the Richardson variety Xvu. We will construct this fiber product as a brick variety.
Given u, v 2 W, let R be a reduced word for v and S be a reduced word
for u 1w0, where w0 is the longest word in W. Now, if Q = R + S , i.e. Q is
the concatenation of R and S , and u  v then Dem(Q) = w0. Moreover, the
brick variety m 1Q (w0B) together with the map to the flag in the middle gives a
resolution of the Richardson variety Xvu.
Example 4.4.1. Let R = (s1, s2, s3, s1, s2) and S = (s3, s1, s2, s1). Then m 1Q (w0B)
together with the map given by the bold flag in Figure 4.4 is a resolution of
singularities for Xvu with v = s1s2s3s1s2 and u = s1s2.
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0
Figure 4.4: Resolution of singularities for Xs1s2s3s1s2s1s2 .
Theorem 4.4.2. Let u  v and Q = R + S , where R is a reduced word for v and S is a
reduced word for u 1w0. The brick variety m 1Q (w0B) together with the map mR : BS
R
w !
G/B is a resolution of the singularities of the Richardson variety Xvu.
Proof. Let T be the reducedword for uw0 obtained by taking S  1 and conjugating
each letter by w0. The result follows from identifying the fiber product BS R ⇥G/B
BS T with the brick variety m 1Q (w0B). If R = (q1, . . . , q|R|), then then the points in
BS R consist of lists of m + 1 flags in G/B
(F0 = B, F1, . . . , F|R|) 2 BS R
such that the k-th flag agrees with the previous one except possibly on the sub-
space corresponding to qk, and if Fk 1 = gB and Fk = hB, then h 1gB 2 Xqk .
Similarly, if T = (q1, . . . , q|T |), then then the points in BS S  1 consist of lists of m+ 1
flags in G/B
(E0 = w0B, E1, . . . , E|T |) 2 BS T
such that the k-th flag agrees with the previous one except possibly on the sub-
space corresponding to qk, and if Ek 1 = gB and Ek = hB, then h 1gB 2 Xw 10 qkw0 .
Therefore, the fiber product BS R⇥G/B BS T consists of the lists of flags of the form
(F0 = B, F1, . . . , F|R| = E|T |, E|T | 1, . . . , E0 = w0B)
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such that consecutive flags agree in the described way, together with the maps
BS R
mR ! G/B and BS T mT ! G/B that map the list of flags to F|R| = E|T |. This is
precisely the brick variety m 1Q (w0B). ⇤
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CHAPTER 5
MATRIX SCHUBERT VARIETIES AND ROOT POLYTOPES
In this chapter we study pipe dream complexes and matrix Schubert vari-
eties and their relation with root polytopes. In Section 5.1 we provide geometric
realizations of pipe dream complexes of permutations ⇡ = 1⇡0, where ⇡0 is a
dominant permutation on 2, 3, . . . , n, as well as the subword complexes which
are the cores of pipe dream complexes. In Section 5.2 we explore some con-
sequences of the geometric realization of pipe dream complexes via root poly-
topes. Fulton’s essential set gives us a decomposition of a matrix Schubert vari-
ety X⇡ into the product of an affine variety Y⇡ and a C-vector space V⇡. In Section
5.3 we characterize the matrix Schubert varieties for which Y⇡ is a toric vari-
ety. In Section 5.4 we prove that the moment polytope of Y⇡ can be specialized
into a root polytope P(T (⇡)). This chapter is based on joint work with Karola
Me´sza´ros.
5.1 Geometric realizations of pipe dream complexes via root
polytopes
In this section we give geometric realizations of pipe dream complexes of per-
mutations ⇡ = 1⇡0, where ⇡0 is dominant, in terms of triangulations of root poly-
topes. Indeed, we construct a geometric realization of the subword complex
which is the core of PD(1⇡0). The main theorem of this section is the following,
which has several interesting consequences explored in this chapter.
Theorem 5.1.1. Let ⇡ = 1⇡0 2 S n, where ⇡0 is dominant. Let C2(⇡) be the core of PD(⇡)
coned over twice. The canonical triangulation of the root polytope P(T (⇡)) (which is a
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regular triangulation) is a geometric realization of C2(⇡).
Wewill give the definitions needed for this theorem throughout this section.
To this end we start by defining a tree T (⇡) for each permutation ⇡ = 1⇡0, ⇡0
dominant.
Let ⇡ = 1⇡0, where ⇡0 is dominant. We now give some notation we will use
to define the tree T (⇡). Denote the region which is the union of the box (1, 1)
and cr(⇡) by R(⇡). Denote by S(⇡) the subword complex which is the restriction
of PD(⇡) to the vertices corresponding to the entries inside R(⇡), in other words
S(⇡) is the core(⇡) coned over the vertex of PD(⇡) corresponding to the entry
(1, 1). See Figure 5.1 for an example and compare it with Figure 2.8.
Figure 5.1: The region S(⇡) for ⇡ = [164235].
In order to determine the tree T (⇡), we will label the southeast boundary
with numbers andwewill place some dots in R(⇡), see Figure 5.2. The boundary
of the core region starting from the southwest (SW) corner of it to the northeast
(NE) corner can be described as a series of east (E) and north (N) steps. Let A
be the set consisting of all the N steps together with the E steps picked by the
following rule: the step E 2 A if the bottom reduced pipe dream is bounded by E
but not by the N step directly preceding E. As we traverse this lower boundary
from the SW corner we write the numbers 1, . . . ,m in increasing fashion below
the E steps and to the right of the N steps that belong to A. For the E steps
that we did not assign a number, we consider their number to be the number
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assigned to the N step directly preceding them. The elements in A, labelled by
1, . . . ,m are the vertices of the tree T (⇡).
Consider the bottom reduced pipe dream drawn inside R(⇡) andwith elbows
replaced by dots. Drop these dots south. Define T (⇡) to be the tree on m vertices
such that there is an edge between vertices i < j if there is a dot in the entry in
the column of the E step labeled i and in the row of the N step labeled j. Let t(⇡)
denote the number of edges of T (⇡).
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Figure 5.2: The bottom reduced pipe dream for ⇡ = [15342] drawn in-
side R(⇡) with dots instead of elbows gives the labeling of the
boundary. We then drop the dots to the south to get the edges
of T (⇡), which is depicted on the right.
Notice that the first string of E steps are in A. Furthermore, the E steps that
can be seen as the boundary of the bottom reduced pipe dream B of ⇡ and such
that E bounds row r of length lr of B and the row below row r of length lr+1 is at
least two boxes shorter than row r and moreover, step E is not (lr+1 + 1)st from
the left side are also in A. Also, we are placing dots in the rightmost boxes of the
core region as well as in positions (lr+1+1)st until (lr  1)th in rows r of the bottom
reduced pipe dream B which are longer than row r + 1 by at least two boxes.
In the case in which ⇡ = 1⇡0 where ⇡0 is dominant with its diagram having all
parts distinct, then the decoration on the core diagram is much simpler. The first
string of E steps consist of only one E step and this is also the only E step in A,
so the number of vertices of T (⇡) is 2 more than the size of the largest column of
the diagram of ⇡. The dots are placed on the rightmost boxes of cr(⇡), see Figure
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5.3.
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Figure 5.3: Obtaining T (⇡) from R(⇡).
The vertices ofS(⇡) are in bijectionwith configurations of 1 elbow and |R(⇡)| 
1 crosses in R(⇡). Denote these vertices by v1, . . . , vk. We define a map M from
the vertices of the simplicial complex S(⇡) to the vertices of C(⇡) := C(T (⇡)).
Recall that C(⇡) is the canonical triangulation of the vertex figure at 0 of the root
polytope P(T (⇡)) and its vertices are in bijection with edges (i, j) in the directed
transitive closure of T (⇡). The latter in turn are in bijection with the boxes of
R(⇡) by the map that takes a box to the edge (i, j) if the E step below the box and
in the boundary of R(⇡) is labeled by i and the N step to the right of the box and
in the boundary of R(⇡) is labeled by j. The map M is then defined analogously:
consider a vertex of S(⇡). This can be seen as a sole elbow tile in R(⇡). Map this
vertex to the vertex of C(⇡) corresponding to (i, j) if the box containing the elbow
tile yields the edge (i, j) in T (⇡) (that is to the intersection of the ray pointing to
ei   e j and the hyperplane by which we intersect P( ) to obtain the considered
vertex figure).
Theorem 5.1.2. The map M described above respects the simplicial complex structure
of S(⇡) and C(⇡). In other words, C(⇡) is a geometric realization of the subword complex
S(⇡).
Proof. Since both S(⇡) and C(⇡) are pure simplicial complexes of the same di-
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mension by Lemma 5.1.5, it suffices to show that the map M is a bijection on the
facets of S(⇡) and C(⇡). This is proven in Theorem 5.1.6. ⇤
Proof of Theorem 5.1.1. This follows using Theorem 5.1.2. ⇤
Next we show that from Theorem 5.1.2 it follows that we can also realize
core(⇡) geometrically, which is a subword complex as explained in Section 2.1.2
after Definition 2.1.7. To this end we prove an auxiliary lemma first.
Lemma 5.1.3. Let ⇡ = 1⇡0, with ⇡0 dominant. If C(⇡) has an interior vertex, then it
is the unique vertex in C(⇡) on the ray between 0 and e1   em. Moreover, C(⇡) has an
interior vertex if and only if ⇡ = 1n . . . 2.
Proof. C(⇡) has an interior vertex if and only if the cone generated by ei   e j for
(i, j) 2 T (⇡) has an interior point ek   el, where (k, l) is in the directed transitive
closure of T (⇡). Since ei   e j for (i, j) 2 T (⇡) are linearly independent, an interior
point can be expressed as
P
(i, j)2T (⇡) ci j(ei   e j) with ci j > 0, (i, j) 2 T (⇡). If T (⇡) =
([m], {(i, i + 1) : i 2 [m   1]}), then e1   em = P(i, j)2T (⇡)(ei   e j) is an interior point;
moreover, ek   el for 1  k < l  m is an interior point if and only if k = 1 and
l = m. We have T (⇡) = ([m], {(i, i + 1) : i 2 [m   1]}) exactly for ⇡ = 1m(m   1) . . . 2.
For T (⇡) , ([m], {(i, i + 1) : i 2 [m   1]}), there is no (k, l) in the directed transitive
closure of T (⇡) such that ek   el = P(i, j)2T (⇡) ci j(ei   e j)with ci j > 0. ⇤
Theorem 5.1.4. Let ⇡ = 1⇡0, with ⇡0 dominant. Let v be the unique vertex in C(⇡) on
the ray between 0 and e1   em. For ⇡ , 1m(m   1) . . . 2, v is in the boundary of C(⇡),
and core(⇡) is realized by the induced triangulation of the vertex figure of C(⇡) at v. For
⇡ = 1m(m   1) . . . 2, core(⇡) is realized by the induced triangulation of the boundary of
C(⇡).
52
Proof. The vertex v, which is the unique vertex in C(⇡) on the ray between 0
and e1   em, is the unique coning point of the geometric realization of S(⇡). If
v is in the boundary of C(⇡), which happens exactly when ⇡ , 1m(m   1) . . . 2
by Lemma 5.1.3, then the induced triangulation of the vertex figure at v of C(⇡)
is a geometric realization of core(⇡) (which is homeomorphic to a ball). For
⇡ = 1m(m   1) . . . 2, the coning point v lies in the interior of C(⇡), then since it is
the only point in the interior of the canonical triangulation C(⇡) by Lemma 5.1.3,
then the induced triangulation of the boundary of C(⇡) is a geometric realization
of core(⇡) (which is homeomorphic to a sphere). ⇤
Lemma 5.1.5. The core of the pipe dream complex of ⇡ = 1⇡0, where ⇡0 is dominant, is
of dimension t(⇡)   2. The dimension of the root polytope P(T (⇡)) is t(⇡) and its vertex
figure at 0 is of dimension t(⇡)   1. In particular, both S(⇡) and C(⇡) are of dimension
t(⇡)   1.
Proof. Since subword complexes are pure, then the dimension of the core of the
pipe dream complex of ⇡ equals the dimension of one of its facets. Consider
the facet given by the bottom reduced pipe dream drawn inside the core region.
The dimension of this facet equals one less than the number of elbows in the
core and from the construction of T (⇡) this equals t(⇡)   2. The dimension of
the root polytope P(T (⇡)) is the number of edges in T (⇡), which by definition is
t(⇡). ⇤
The map M can be easily extended to a map between pipe dreams P of ⇡
drawn inside R(⇡) and forests F on m vertices as follows. For each elbow tile in
P add the edge (i, j) corresponding to the box of the elbow to F. Moreover, add
the edge (1,m) to F.
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Theorem 5.1.6. The reduced pipe dreams of ⇡ = 1⇡0, where ⇡0 is dominant, are in bi-
jection via M with the noncrossing alternating spanning trees of the directed transitive
closure of T (⇡).
We prove Theorem 5.1.6 by induction on the number of columns in the dia-
gram. We break it down in several lemmas.
Lemma 5.1.7. Take the permutation ⇡ = 1⇡0, where the diagram of ⇡0 is   = (k). The
reduced pipe dreams of ⇡ are in bijection with the noncrossing alternating spanning
trees of the directed transitive closure of T (⇡) via the map M.
Proof. The edges of T (⇡) for such a ⇡ are (1, 2) and (2, j) for j = 3, . . . , k + 2 and
thus for the transitive closure of T (⇡)we add the edges (1, j)with j = 3, . . . , k+2.
See Figure 5.4.
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Figure 5.4: The core region and the tree T (⇡) for   = (4)
For l = 2, . . . , k + 2 let Tl be a tree on the vertex set [k + 2] consisting of the
edges (2, i) for 2 < i  l and (1, j) for j   l. Then Tl, l = 2, . . . , k + 2, are all of
the noncrossing alternating spanning trees of the directed transitive closure of
T (⇡). The map M applied to the bottom reduced pipe dream of ⇡ yields Tk+2.
Moreover, after performing 0  i  k ladder moves (there is only one way to do
this) on the bottom reduced pipe dream of ⇡, we obtain a reduced pipe dream
whose image under M is Tk+2 i. By Theorem 2.1.8 these are indeed all of the
reduced pipe dreams of ⇡ concluding the proof. ⇤
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Lemma 5.1.8. Given ⇡ = 1⇡0, where ⇡0 is dominant and which has more than one
nonzero column, let its rightmost (shortest) column be of size k. Then in a reduced pipe
dream of ⇡ the only configurations of crosses and elbows that can occur in the rightmost
column of cr(⇡) are, as read from above, l crosses and k   l elbows, for l = 0, ..., k.
Proof. This follows immediately from Theorem 2.1.8. ⇤
Lemma 5.1.9. Let ⇡ = 1⇡0, where the diagram of ⇡0 is a partition   = ( 1, . . . ,  z) which
has more than one nonzero column. Consider all reduced pipe dreams of ⇡ where the
configuration of crosses and elbows in the rightmost column of cr(⇡) is set to have l
crosses and k   l elbows for a fixed 0  l  k. These are in bijection with reduced pipe
dreams of the permutation 1wl, where wl has diagram ( 1  (k  l),  2  (k  l), . . . ,  z 1 
(k   l)).
Proof. Since the bottom k  l boxes of the rightmost column of cr(⇡) are elbows, it
can be seen using Theorem 2.1.8 that the k  l rows containing crosses one step to
the south and one step to the west of these k  l boxes can never move anywhere.
Moreover, the fixed rows of crosses do not affect the ladder moves we can
make on the remaining crosses. This allows us to get exactly the reduced pipe
dreams for the permutation 1w, where the diagram of w is the diagram of ⇡ after
ignoring the fixed rows and shortest column, i.e., w has diagram ( 1  (k  l),  2 
(k   l), . . . ,  z 1   (k   l)). ⇤
The following example illustrates the lemma above.
Example 5.1.10. Let 1⇡ = [15423] and suppose l = 1, i.e., we are fixing one cross
in position (1, 4) and elbow in position (2, 4), see Figure 5.5. The elbow in entry
(2, 4) causes row 3 to consist of only crosses. The elbow in position (2, 3) is also
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forced because no ladder move of the remaining crosses would yield a cross
in this position. Therefore the reduced pipe dreams for [15423] with a cross
in entry (1, 4) and elbow in (2, 4) correspond with the reduced pipe dreams for
[1432]. The diagram of this latter permutation has fewer columns.
⇧⌥ ⇧⌥
7 !
Figure 5.5: New core after applying the reduction of Lemma 5.1.9 for l = 1
to the core on the left.
Lemma 5.1.11. Given ⇡ = 1⇡0, ⇡0 dominant, where the length of the shortest column of
the diagram of ⇡0 is k, the set S of noncrossing alternating spanning trees of the directed
transitive closure of T (⇡) is a disjoint union S = S 0 t · · · t S k, where
S l ={T 2 S : (m   k,m   j) < E(T ) for j = 0, . . . , l   1} (5.1)
[ {T 2 S : (m   k,m   j) 2 E(T ) for j = l, . . . , k   1},
for 0  l  k, where m is the number of vertices of T (⇡).
Note that m   k is the label on the bottom of the last column of the core of ⇡.
Thus, S l consists of the noncrossing alternating spanning trees of the directed
transitive closure of T (⇡) which do not contain the edges corresponding to the
top l crosses in last column of the core of ⇡ and contain the edges corresponding
to the bottom k   l elbows in last column of the core.
Proof of Lemma 5.1.11. This follows immediately from the definition of T (⇡). ⇤
Lemma 5.1.12. Let ⇡ = 1⇡0, ⇡0 dominant of shape ( 1, . . . ,  z) and let 1wl be the per-
mutation where wl has diagram ( 1   (k   l),  2   (k   l), . . . ,  z 1   (k   l)). Use Lemma
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5.1.9 to draw the core region of 1wl inside the core region of ⇡. Then all the edges corre-
sponding to the entries outside the core region of 1wl in a tree T 2 S l are forced by the
last column.
⇧⌥ ⇧⌥
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Figure 5.6: Edge labeling for the core of 1w1 coming from the core of
[154623] on the left.
Proof. If  z <  z 1, then the edges inside cr(⇡) and outside of cr(1wl) are precisely
those in the last column and in the (k   l) rows one step to the south of the
k   l boxes fixed to be elbows. The boxes in these rows are crosses and thus we
conclude that in this case all the edges corresponding to boxes outside cr(1wl)
are indeed fixed after fixing the last column. If  z =  z 1 = · · · =  z  j <  z  j 1,
then aside from the boxes outside of cr(1wl) described in the previous sentence,
we also have the j boxes to the left of the top most elbow on the last column.
We will show that a tree T 2 S l must contain the edge corresponding to these
boxes. Let T 2 S l, u be the E step below the leftmost of these boxes and v be the
N step to the right of these boxes. Since T is an alternating spanning tree, then v
must be adjacent either to u or to a vertex before u. Similarly, umust be adjacent
either to v or to a vertex after v. The only way noncrossing is preserved is if (u, v)
is an edge of T . We continue in this fashion by looking at the second leftmost
box and taking the E step below it and again prove that the edge corresponding
to that box is in T . ⇤
Lemma 5.1.13. The set S l, 0  l  k, as in Lemma 5.1.11 is in bijection with re-
duced pipe dreams of the permutation 1wl, where wl has diagram ( 1   (k   l),  2   (k  
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l), . . . ,  z 1   (k   l)), via the map M.
We prove this lemma and Theorem 5.1.6 together by using induction on the
number of columns of the diagram of ⇡0.
Proof of Theorem 5.1.6 and Lemma 5.1.13. We use induction on the number of
columns of the diagram of ⇡0. The base case for Theorem 5.1.6 where this dia-
gram contains one column is proved in Lemma 5.1.7. Notice that in the proof of
this lemma the base case for Lemma 5.1.13 is also proven.
By Lemma 5.1.11 the noncrossing alternating spanning trees of the directed
transitive closure of T (⇡) can be broken down into the sets S l, l = 0, 1, . . . , k. Con-
sider the permutation 1wl where wl has diagram ( 1   (k  l),  2   (k  l), . . . ,  z 1  
(k   l)). By the inductive hypothesis, we know that 1wl satisfies Theorem 5.1.6,
i.e., its reduced pipe dreams are in bijection with the noncrossing alternating
spanning trees of the directed transitive closure of T (1wl) via the map M. By
Lemma 5.1.12 we have that the noncrossing alternating spanning trees of the
directed transitive closure of T (1wl) yield the set S l. Finally, by Lemma 5.1.9 we
know that the reduced pipe dreams of the permutations 1wl, as l = 0, 1, . . . , k,
are in bijection with the reduced pipe dreams of ⇡, concluding the proof. ⇤
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5.2 Consequences of the correspondence between pipe dream
complexes and triangulations of root polytopes
5.2.1 Reduced forms in the subdivision algebra andGrothendieck
polynomials
In this section we show that Grothendieck polynomials of permutations ⇡ = 1⇡0,
⇡0 dominant, are special cases of reduced forms in the subdivision algebra of
root polytopes. To this end we start by defining the notions appearing in the
previous sentence.
The subdivision algebra of root polytopes S( ) is a commutative alge-
bra generated by the variables xi j, 1  i < j  n, over Q[ ], subject to the
relations xi jx jk = xik(xi j + x jk +  ), for 1  i < j < k  n. This algebra
is called the subdivision algebra, because its relations can be seen geometri-
cally as subdividing root polytopes via Lemma 2.3.1. The subdivision alge-
bra has been used extensively for subdividing root (and flow) polytopes in
[Me´sz15, MM13, Me´sz14b, Me´sz14a, Me´sz14c, Me´sz11a, Me´sz11b].
A reduced form of the monomial in the algebra S( ) is a polynomial ob-
tained by successively substituting xik(xi j + x jk +  ) in place of an occurrence of
xi jx jk for some i < j < k until no further reduction is possible. Note that the
reduced forms are not necessarily unique.
A possible sequence of reductions in algebra S( ) yielding a reduced form of
x12x23x34 is given by
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x12x23x34 ! x12x24x23 + x12x34x24 +  x12x24
! x24x13x12 + x24x23x13 +  x24x13 + x34x14x12 + x34x24x14
+ x34x14 +  x14x12 +  x24x14 +  2x14
! x13x14x12 + x13x24x14 +  x13x14 + x24x23x13 +  x24x13
+x34x14x12 + x34x24x14 +  x34x14 +  x14x12 +  x24x14
+ 2x14 (5.2)
where the pair of variables onwhich the reductions are performed is in boldface.
The reductions are performed on each monomial separately.
Given a noncrossing tree T on the vertex set [n], let m[T ] :=
Q
(i, j)2T xi j. The
canonical reduced form CrfT (xi j : 1  i < j  n) of m[T ] is the reduced form
obtained by performing reductions on the tree T from front to back (or back
to front) on the topmost edges always. This can of course be translated into
algebra language. For xi j = ti we denote by CrfT (t1, . . . , tn 1) = CrfT (xi j : 1  i <
j  n). While the reduced form of a monomial in the subdivision algebra is not
necessarily unique, once we set xi j = ti it becomes unique. This is the statement
of the next theorem which we prove in Section 5.2.3.
Theorem 5.2.1. Given a noncrossing tree T on the vertex set [n], let RT (xi j : 1  i <
j  n) be an arbitrary reduced form of m[T ]. Let RT (t1, . . . , tn 1) be the reduced form
RT (xi j : 1  i < j  n) when we let xi j = ti. Then,
RT (t1, . . . , tn 1) = CrfT (t1, . . . , tn 1). (5.3)
We will use the notation R˜T (t) when instead of setting xi j = ti, we do the
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following. Let i1 < . . . < iv be the vertices of T which have outgoing edges.
Therefore, the only xi j’s appearing in a reduced form must have i 2 {i1, . . . , iv}.
The reduced form R˜T (t) is then obtained from RT (xi j : 1  i < j  n) by setting
xik , j = tk for k 2 [v] and all j 2 [n].
The following theorem provides a combinatorial way of thinking about dou-
ble Grothendieck polynomials.
Theorem 5.2.2. [KM04, FK94] The double Grothendieck polynomial Gw(x, y) for
w 2 S n, where x = (x1, . . . , xn 1) and y = (y1, . . . , yn 1) can be written as
Gw(x, y) =
X
P2Pipes(w)
( 1)codimPD(w)F(P)wtx,y(P), (5.4)
where Pipes(w) is the set of all pipe dreams of w (both reduced and nonreduced), F(P)
is the interior face in PD(w) labeled by the pipe dream P, codimPD(w)F(P) denotes the
codimension of F(P) in PD(w) and wtx,y(P) =
Q
(i, j)2cross(P)(xi   y j), with cross(P) being
the set of positions where P has a cross.
In the spirit of Theorem 5.2.2, we use the following definition for the double
 -Grothendieck polynomial:
G w(x, y) =
X
P2Pipes(w)
 codimPD(w)F(P)wtx,y(P). (5.5)
Note that if we assume that   has degree  1, while all other variables are of
degre 1, then the powers of  ’s simply make the polynomial G w(x, y) homoge-
neous. We chose this definition of  -Grothendieck polynomials, as it will be the
most convenient notationwise for our purposes.
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Theorem 5.2.3. Given ⇡ = 1⇡0, ⇡0 dominant, we have that for any reduced form of
m[T (⇡)]
R˜T (⇡)(t) =
  n 1Y
i=1
tgii
 
G 
⇡ 1(t
 1
1 , . . . , t
 1
n 1, 0), (5.6)
where gi is the number of boxes in the ith column from the left in R(⇡).
A special case of Theorem 5.2.3 for ⇡ = 1n(n   1) · · · 2 appears in [Kir14].
Theorem 5.2.3 is a special case of Theorem 5.2.4 below in light of Theorem
5.2.1 and using the fact that the pipe dreams of ⇡ and ⇡ 1 are in bijection when
we reflect them across the north-east diagonal. Before we can state and prove
Theorem 5.2.4 we need to define a map   from the labels (i, j) that the boxes in
the region R(⇡) inherit from the labeling of its boundary (as described in Fig-
ure 5.2) to the conventional labeling where rows are labeled increasingly from
top to bottom and columns are labeled increasingly from left to right. We call
the former labeling the tree labeling and when unclear which labeling we are
talking of we put a T index on it: (i, j)T . The map   simply takes the tree la-
bel (i, j) to the conventional label ( i j(i),  i j( j)) of the corresponding box. In the
example of Figure 5.2 we have that  ((1, 6)) = (1, 1),  ((2, 3)) = (3, 2),  ((5, 6)) =
(1, 4),  ((4, 5)) = (2, 3), and so forth.
Theorem 5.2.4. Given ⇡ = 1⇡0, ⇡0 dominant, we have that
CrfT (⇡)
 
xi j =
1
x i j(i)   y i j( j) : 1  i < j  n
!
=
0BBBBBB@ Y
(i, j)T2R(⇡)
1
x i j(i)   y i j( j)
1CCCCCCAG ⇡(x, y). (5.7)
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Proof. By definition we have that
CrfT (⇡)(xi j : 1  i < j  n) =
X
 2L(T (⇡))
 codimP(T (⇡))P( )wt( ), (5.8)
where wt( ) =
Q
(i, j)2  xi j, L(T (⇡)) denotes the set of graphs corresponding to
the terms of the reduced form of m[T (⇡)], and P( ) denotes the simplex in the
canonical triangulation of P(T (⇡)) corresponding to  . Together with Theorem
5.1.2 using the map M and Theorem 5.2.2, we obtain (5.7). ⇤
5.2.2 Volumes and Ehrhart series of root polytopes
In this section we state two immediate corollaries regarding volumes and
Ehrhart series of root polytopes following from Theorem 5.1.1.
Theorem 5.2.5. Let ⇡ = 1⇡0, where ⇡0 is a dominant permutation. Then the normalized
volume of P(T (⇡)) is equal to the number of reduced pipe dreams of ⇡. This can be
written as
vol(P(T (⇡))) = G =0⇡ (1, 0). (5.9)
Recall that for a polytope P ⇢ RN , the tth dilate of P is tP = {(tx1, . . . , txN) :
(x1, . . . , xN) 2 P}. The number of lattice points of tP, where t is a nonnegative
integer and P is a convex polytope, is given by the Ehrhart function i(P, t). If P
has integral vertices then i(P, t) is a polynomial.
In order to state the Ehrhart series of root polytopes we need the following
lemma, which follows from the well-known relationship of f - and h-vectors.
We note that we take h(C, x) =
Pd
i=0 hixi to be the h-polynomial of a (d   1)-
dimensional simplicial complex C.
63
Lemma 5.2.6. [Sta83] Let C be a (d   1)-dimensional pure simplicial complex homeo-
morphic to a ball and f  i be the number of interior faces of C of dimension i. Then
h(C,   + 1) =
d 1X
i=0
f  i  
d 1 i (5.10)
Theorem 5.2.7. Let ⇡ = 1⇡0, where ⇡0 is a dominant permutation. Then
G  1⇡ (1, 0) =
X
m 0
(i(P(T (⇡)),m) m)(1    )dim(P(T (⇡)))+1. (5.11)
Proof. Since the canonical triangulation C of P(T (⇡)) is unimodular, we have
h(C,  ) =
X
m 0
(i(P(T (⇡)),m) m)(1    )dim(P(T (⇡)))+1. (5.12)
By Theorem 5.1.1 and Lemma 5.2.6 we get that h(C,  ) = h(PD(⇡),  ). On the
other hand h(PD(⇡),  ) = G  1⇡ (1, 0) by [Me´sz14c]. ⇤
5.2.3 Uniqueness of t-reduced forms
The aim of this section is to prove Theorem 5.2.1, which states that when we let
xi j = ti for all i, then the reduced form becomes unique. For clarity we call the
reduced forms with the substitution xi j = ti, the t-reduced forms.
In order to prove Theorem 5.2.1 we recall several definitions and results from
[Me´sz11a].
A reduction on the edges (i, j), ( j, k) of a noncrossing graph   is noncrossing
if the graphs resulting from the reduction are also noncrossing. Analogously we
can define noncrossing reductions on m[ ].
Theorem 5.2.8. [Me´sz11a] Let T be a noncrossing tree on the vertex set [n]. Perform-
ing noncrossing reductions on m[T ], regardless of order, we obtain a unique reduced
form RnoncrossT (xi j : 1  i < j  n) for m[T ].
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Consider a noncrossing tree T on [n]. We define the pseudo-components of
T inductively. The unique simple path P from 1 to n is a pseudo-component of
T . The graph T\P is an edge-disjoint union of trees T1, . . . ,Tk, such that if v is a
vertex of P and v 2 Tl, l 2 [k], then v is either the minimal or maximal vertex of
Tl . Furthermore, there are no k   1 trees whose edge-disjoint union is T\P and
which satisfy all the requirements stated above. The set of pseudo-components
of T , denoted by ps(T ) is ps(T ) = {P}[ ps(T1)[ · · ·[ ps(Tk). A pseudo-component
P0 is said to be on [i, j], i < j if it is a path with endpoints i and j. A pseudo-
component P0 on [i, j] is said to be a left pseudo-component of T if there are no
edges (s, i) 2 E(T ) with s < i and a right pseudo-component if if there are no
edges ( j, s) 2 E(T )with j < s. See Figure 5.7 for an example.
1 2 3 4 5 6 7 8
Figure 5.7: The pseudo-components for this tree are described in Example
5.2.9.
Example 5.2.9. Consider the tree in Figure 5.7. The edge sets of the
pseudo-components in the graph depicted are {(1, 5), (5, 8)}, {(2, 5)}, {(3, 4), (4, 5)},
{(5, 6), (6, 7)}. The pseudo-component with edge set {(1, 5), (5, 8)} is a both a left
and right pseudo-component, while the pseudo-components with edge sets
{(2, 5)}, {(3, 4), (4, 5)} are left pseudo-components and the pseudo-component
with edge set {(5, 6), (6, 7)} is a right pseudo-component.
Theorem 5.2.10. [Me´sz11a] Let T be a noncrossing tree. Then RnoncrossT (xi j : 1  i <
j  n) is the sum of the monomials corresponding to the following graphs weighted
with powers of   (of degree 1) to obtain a homogeneous polynomial. The graphs are: all
noncrossing alternating spanning forests of the directed transitive closure of T on the
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vertex set [n] containing edge (1, n) and at least one edge of the form (i1, j) with i1  i
for each right pseudo-component of T on [i, j] and at least one edge of the form (i, j1)
with j  j1 for each left pseudo-component of T on [i, j].
We note that in the above we assume that the vertices of our graphs are
drawn on a line from left to right in increasing order, 1, 2, . . . , n. This condition is
of course not an essential condition for the above theorems, and if we rearrange
the order of the vertices of our graphs, then we can reinterpret the above results
accordingly.
Consider the noncrossing tree T on the vertex set [n] with vertices drawn
from left to right in increasing order 1, 2, . . . , n. Let (k, l), (l,m) be a pair of non-
alternating edges in T . If the reduction performed on (k, l), (l,m) is noncrossing,
then we set Tklm = T with Tklm drawn identically to T . If the reduction per-
formed on (k, l), (l,m) is not noncrossing, then let C1 = (V1, E1) and C2 = (V2, E2)
be the connected components containing the vertices k and m, respectively, in
the graph T   {(k, l), (l,m)} = ([n], E(T )\{(k, l), (l,m)}). Then we define Tklm = T
to be drawn with its vertices arranged from left to right in the following order:
v11, . . . , v
p
1 ,w1, . . . ,wq, v
1
2, . . . , v
r
2, where V1 = {v11 < · · · < vp1}, V2 = {v12 < · · · < vr2},
[n]\(V1 [ V2) = {w1 < · · · < wq, }. The tree Tklm is then a noncrossing tree. See
Figure 5.8.
Lemma 5.2.11. For a noncrossing tree T on the vertex set [n] and any two edges
(k, l), (l,m) of T which are nonalternating, we have that
RnoncrossT (ti : 1  i  n   1) = RnoncrossTklm (ti : 1  i  n   1). (5.13)
Proof. We prove this lemma by induction on the number of increasing paths in
T . Suppose there is a vertex v , l that is nonalternating. Perform noncrossing
66
1 2 3 4 5 6 7 8
T
2 3 1 4 8 5 6 7
T245
Figure 5.8: Reduction performed on the edges (2, 4), (4, 5) of T is not non-
crossing, however when performed on T245 it is noncrossing.
reductions at v in both T and Tklm obtaining three descendants. Note that the
graphs obtained in this fashion from T and Tklm are in natural bijection, and they
each have fewer number of increasing paths than does T , so by the inductive
hypothesis the Lemma is true for them. However, RnoncrossT (ti : 1  i  n   1) and
RnoncrossTklm (ti : 1  i  n   1) is the sum of the t-reduced forms corresponding to the
mentioned graphs, so we are done.
It remains to prove the case when the only nonalternating vertex of T is l.
This is accomplished in Lemma 5.2.12 below. ⇤
Lemma 5.2.12. For T := T l = ([n], {(i, l), (l, j) : 1  i < l, l < j  n}), for some
2  l  n   1, and any two edges (k, l), (l,m) of T which are nonalternating, we have
that
RnoncrossT (ti : 1  i  n   1) = RnoncrossTklm (ti : 1  i  n   1). (5.14)
Proof. The only both left and right pseudo-component of T is {(1, l), (l, n)}, its left
pseudo-components are {(i, l)}, for 2  i  l 1, and its right pseudo-components
are {(l, i)}, for l + 1  i  n   1. Similarly, the only both left and right pseudo-
component of T is {(k, l), (l,m)}, its left pseudo-components are {(i, l)}, for i , k,
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1  i  l   1, and its right pseudo-components are {(l, i)}, for i , m, l + 1  i  n.
Using this one can prove by induction on l that there is a bijection between
the forests described in Theorem 5.2.10 for T and for those of Tklm such that
the number of edges of the emanating from any vertex i 2 [n] is preserved.
While such a proof is not hard, it is technical to describe, and we leave it to the
interested reader. ⇤
Proof of Theorem 5.2.1. We proceed by induction on the number of increasing
paths in T . If we start by a noncrossing reduction (k, l), (l,m) in T , then no matter
how we reduce the three descendants of T which each have fewer number of
increasing paths, we obtain that the t-reduced form of m[T ]we get is CrfT (t).
Suppose we start with a reduction (k, l), (l,m) in T which is a crossing reduc-
tion. Redraw the tree T as Tklm. Since we can apply the inductive hypothesis to
all three descendants of Tklm, we get that the t-reduced form of m[T ] obtained
this way is CrfTklm(t).
However, by Lemma 5.2.11 CrfT (t) = CrfTklm(t), thereby proving the theorem.
⇤
5.3 Toric matrix Schubert varieties
On Theorem 5.3.6 we will characterize those ⇡ for which X⇡ is the product of
a vector space and a toric variety (with respect to the torus T 2n 1). We intro-
duce some useful notation for the pieces inside the n ⇥ n grid that will play a
fundamental role in this section.
Definition 5.3.1. Let NW(⇡) denote the union over b 2 D(⇡) of the boxes north-
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west of b. Let L(⇡) := NW(⇡)   dom(⇡) and let L0(⇡) := L(⇡)   D(⇡).
See Figure 5.9 for an example of these regions.
•
•
•
•
•
Figure 5.9: Given ⇡ = [25413], L(⇡) consists of all the gray boxes and L0(⇡)
consists of only the darker gray boxes.
Definition 5.3.2. Given a permutation ⇡, let Y⇡ be the projection of X⇡ onto the
entries inside L(⇡) and let V⇡ be the projection onto the entries not north-west of
any box of D(⇡).
Theorem 3.3.4 implies that the entries in V⇡ are free in X⇡. We have that
X⇡ = Y⇡ ⇥ V⇡. Each of these spaces is a T 2n-equivariant subspace of X⇡. The
dimension of Y⇡ is
dim(Y⇡) = dim(X⇡)   dim(V⇡)
= (n2   `(⇡))   (n2   |NW(⇡)|)
= (n2   |D(⇡)|)   (n2   |NW(⇡)|)
= |NW(⇡)|   D(⇡)
= |L0(⇡)|.
Notice that if ⇡0 is a dominant permutation then L0(1⇡0) is a hook.
Theorem 5.3.6 characterizes the ⇡ for which Y⇡ is a toric variety with respect
to T 2n 1 in terms of L0(⇡). In order to prove this theorem we will use moment
maps; see Section 3.4 for the background on moment maps.
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Before we state and prove Theorem 5.3.6, we give an idea of the main tools
involved in the proof and how we will use them. The general idea is to use
moment maps to find the largest toric variety with respect to T 2n 1 inside Y⇡ and
then classify the ⇡ for which the dimension of this toric variety equals dim(Y⇡).
The first step in this argument is constructing the T 2n-moment map of Y⇡. To
do this we use Proposition 3.4.4, which tells us we can restrict the moment map
of a space into a T 2n-equivariantly embedded subspace. We then restrict the
moment map of X⇡ to obtain the moment map of Y⇡.
The second step in our argument is to describe the image of the moment
map, using Theorem 3.4.5. This theorem allows us to compute the image of
the moment map for a projective variety in terms of its T 2n 1-fixed points. Thus,
we projectivize Y⇡, in order to have a compact space, and compute its T 2n 1-fixed
points. Theorem 3.4.5 then tells us that the image is the convex hull of the image
under themoment map of the T 2n 1-fixed points. After constructing themoment
polytope, i.e. the image of the moment map, we have all the tools to classify the
⇡ for which the toric variety associated to the moment polytope agrees with Y⇡.
The following lemma is just a rewording of Lemma 3.4.7 in the language of
this chapter.
Lemma 5.3.3. Y⇡ is a toric variety if and only if there is a vertex of  (P(Y⇡)) such that
the span of the edge directions out of this vertex has dimension dim(Y⇡)   1.
We now proceed to classify those ⇡ for which Y⇡ is a toric variety with respect
to the T 2n-action.
Lemma 5.3.4. If L0 is a hook, then Y⇡ is a toric variety with respect to the T 2n 1-action.
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Proof. Consider the moment polytope of P(Y⇡). By Lemma 5.3.3 it suffices to find
a vertex of this polytope such that the edge directions span Qdim(Y⇡) 1. Let (a, b)
be the unique box in L0 that has no boxes to its north or west. We will show that
this vertex has edge directions xi   xa for i = a + 1 . . . ,w where w is the width of
L0(⇡) and yb   y j for j = b + 1, . . . , hwhere h is the height of L0(⇡). Note that these
vectors are rational and span a vector space with the dimension equal to one
less than the boxes inside L0(⇡). Consider the linear functionals li = si + sa   tb
with i = a + 1, . . . , h. By evaluating li on the points we took the convex hull over
we see that it is maximized by precisely xa   yb and xi   yb so this functional tells
us that indeed xi   xa is an edge direction from the vertex xa   yb. The result
follows from an analogous argument for the vectors yb   y j. ⇤
Corollary 5.3.5. If ⇡0 is a dominant permutation on 2, 3, . . . , n then Y1⇡0 is a toric
variety.
Theorem 5.3.6. Y⇡ is a toric variety with respect to the T 2n 1-action if and only if L0(⇡)
consists of disjoint hooks that do not share a row or a column with each other.
Proof. By Lemma 5.3.4 it follows that if L0(⇡) consists of disjoint hooks then Y⇡
is the product of as many toric varieties as the number of hooks, where the i-th
toric variety corresponding to the entries in L(⇡) south-east of the i-th hook. For
the proof of the only if part of the Theorem, we will compute the dimension
of  (Y⇡) in different cases and show that it cannot equal |L0(⇡)| if L0(⇡) does not
have the desired shape.
Suppose now that L0(⇡) is connected and it is not a hook. Consider the small-
est rectangle that contains L0(⇡), see Figure 5.10. The dimension of  (Y⇡) is at
most h + w   1, where h is the height of the rectangle and w is the width. Con-
sider the westernmost box (a, b) on the northernmost row of L0(⇡), then we must
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have that ⇡(a) = b. Moreover, this box cannot be on the north-east corner of
the rectangle since the rectangle has to contain a box in D(⇡) that is south-east
of every box in L0(⇡). We have a similar case for the northernmost box (c, d) on
the west column of L0(⇡). If these two boxes are distinct, then |L0(⇡)| > h + w
and Y⇡ is not toric. If the two boxes are the same, since L0(⇡) is not a hook then
|L0(⇡)|   h + w and again, Y⇡ is not toric.
c
b
d
a
•
• a
b
•
Figure 5.10: The two possibilities for the north-most and west-most boxes
in L0(⇡).
Now suppose that L0(⇡) has more than one connected component. If two
components C1 and C2 have boxes on the same row or on the same column then
they must be nested, meaning that if (i, j) 2 C1 and (k, l) 2 C2, then i < k and
k < l. We can therefore decompose L0(⇡) = tDi such that each Di is a maximal
family of nested components and thus distinct Di do not have boxes on the same
row or column, see Figure 5.11. For each Di consider the smallest rectangle Ri
containing it and the projection of Y⇡ to the entries in L(⇡) inside Ri, then Y⇡ is
the product of these varieties and the moment polytope of P(Y⇡) is the product
of the polytopes obtained from these projections.
Consider one of these maximal families of nested components Di = C1 [
. . . [ Ck, where C1 is the largest connected component. The dimension of the
polytope corresponding to Di at most h + w   1 where h is the height of Ri and
w is the width. Therefore, the variety corresponding to Di is a toric variety if
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D1
D2
D3
Figure 5.11: The decomposition L0(⇡) =
S
Di
and only if L0(⇡) restricted to Di has h + w   1 boxes which is only possible if Di
is exactly one hook. It then follows that Y⇡ is a toric variety if and only if L0(⇡)
consists of disjoint hooks H1, . . . ,Hk where for s , t we have that
{i : (i, j) 2 Hs} \ {i : (i, j) 2 Ht} = { j : (i, j) 2 Hs} \ { j : (i, j) 2 Ht} = ?.
⇤
5.4 Projection of the moment polytope of Y⇡ onto a root poly-
tope
In this section we give a specialization of the moment polytope of P(Y⇡) into a
root polytope for ⇡ = 1⇡0, but ⇡0 not necessarily dominant. We start by gener-
alizing the map mapping the region R(⇡) to the tree T (⇡) for any ⇡ = 1⇡0, ⇡0 not
necessarily dominant.
Proposition 5.4.1. Let ⇡ = 1⇡0 with ⇡0 dominant. Then the union of (1, 1) and cr(⇡)
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consists of all entries north-west of some box in D(⇡) that are not inside Fulton’s essen-
tial set. In equations, this says that R(⇡) = NW(⇡)   Ess(⇡).
Proof. It is clear that R(⇡) ⇢ NW(⇡). Given (i, j) 2 Ess(⇡), we have that neither the
bottom or the top reduced pipe dreams of ⇡ have a cross on this position since
(i, j) is a south-east corner of D(⇡) and so (i, j) < R(⇡). Since D(⇡) is a partition,
then D(⇡) restricted to a row or to a column is connected. Therefore, any entry
strictly west of an entry in Ess(⇡) must be in the bottom reduced pipe dream of
⇡ and thus inside R(⇡). Similarly, any entry strictly north of Ess(⇡) must be in
the top reduced pipe dream. ⇤
Recall that the graph associated to cr(⇡) for ⇡ = 1⇡0 with ⇡0 dominant has
as vertices the elements of the set A which consists of some E and N steps that
bound the SW boundary of cr(⇡).
Proposition 5.4.2. Let ⇡ = 1⇡0 with ⇡0 dominant. An E step is in A if and only if it
does not bound a box in Ess(⇡).
Proof. Proposition 5.4.1 tells us that given an E step the N step directly preceding
E bounds R(⇡) if and only if E bounds a box in Ess(⇡). ⇤
These propositions allow us to generalize the construction of T (⇡) to any
permutation ⇡ with empty dominant piece, i.e. ⇡(1) = 1. Consider the subset
of Ess(⇡) consisting of the boxes that are on the boundary of NW(⇡) and denote
it by subEss(⇡). In other words, subEss(⇡) consists of the boxes in Fulton’s es-
sential set that are needed to determine NW(⇡). Note that there is at most one
element in subEss(⇡) per row of NW(⇡).
We construct the graph T (⇡) by looking at the E and N steps bounding the
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S E boundary of NW(⇡)   Ess(⇡). Let A be the set consisting of all the N steps
together with the E steps that do not bound a box in Ess(⇡). Suppose |A| = m, as
we transverse this lower boundary from the SW corner, we write ↵1, . . . ,↵m in
increasing fashion below the E steps and to the right of the N steps that belong to
A. For the E steps that we did not assign an ↵i, we consider their label to be the ↵i
assigned to the N step directly preceding them. Let T (⇡) be the tree with vertices
V = {↵1, . . . ,↵m} and edges corresponding to the entries in NW(⇡)  Ess(⇡). More
precisely (↵i,↵ j) is an edge of T (⇡) if the entry (i, j) 2 NW(⇡)   Ess(⇡) is north
of the E step labeled ↵ j and east of the N step labeled ↵i. We let T (⇡) be the
minimal tree such that its transitive closure is T (⇡). See Figures 5.12 and 5.13 for
an example.
•
•
•
•
Figure 5.12: The diagram for ⇡ = [1243].
↵1 ↵2
↵3
↵4
↵5
↵1 ↵2 ↵3 ↵4 ↵5
Figure 5.13: On the left we have NW(⇡)   subEss(⇡) for ⇡ = [1243] with its
SW boundary labelled by A. On the right we have the corre-
sponding tree T (⇡).
Note that Propositions 5.4.1 and 5.4.2 tell us that for ⇡ = 1⇡0 with ⇡0 dominant
this construction coincides with the one we had before.
Theorem 5.4.3. Given ⇡ with empty dominant piece (instead of just 1⇡0 with ⇡0 domi-
nant), the moment polytope  (PY⇡) can be projected onto the root polytope P(T (⇡)).
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Proof. We will give a linear map from  (PY⇡)⇣ P(Y(⇡)) as a composition of two
maps f and g. Let g be the map given by
g(xi) =  e j, where ↵ j is the label of step N on row i, and
g(yi) =
8>>>>>><>>>>>>:
0 if (a, i) 2 subEss(⇡) for some a,
 e j where ↵ j is the label of step E on column i.
Let f be the map given by
f (xi) = 2xi
f (y j) =
8>>>>>><>>>>>>:
2xi if (i, j) 2 subEss(⇡),
2y j if there is no a such that (a, j) 2 subEss(⇡).
.
See Figures 5.14 and 5.15 for an example of these maps. Now notice that if
1
2 (xi   y j) 2  ((PY⇡)T
2n 1), i.e. it is the image of a fixed point, then we have that
g  f ( 12 (xi y j)) = ekj eki , where ↵ki is the label of step N in A on row i and ↵k j is the
label of step E in A on column j. Notice that f corresponds tomultiplying by two
and subtracting the vector xa   yb from each vector xi   yb in column bwhenever
(a, b) 2 subEss(⇡). Notice also that g is the map induced by the relabeling of the
entries in NW(⇡)  subEss(⇡) into the tree labeling. In the language of  , we then
have that 12 (xi   y j) 7! e  1( j)   e  1(i). The root polytope of T (⇡) is
ConvHull(0, e  1( j)   e  1(i) : (i, j) 2 NW(⇡)   subEss(⇡))
so the theorem follows. ⇤
1
2
x3   y1
x2   y1
x1   y1
x3   y2
x2   y2
x1   y2
x3   y3
x2   y3
x1   y3
f7 !
x3   y1
x2   y1
x1   y1
x3   y2
x2   y2
x1   y2
0
x2   x3
x1   x3
Figure 5.14: The map f for Y[1243].
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x3   y1
x2   y1
x1   y1
x3   y2
x2   y2
x1   y2
0
x2   x3
x1   x3
g7 !
e1   e3
e1   e4
e1   e5
e2   e3
e2   e4
e2   e5
↵3
e3   e4
e3   e5
↵1 ↵2
↵4
↵5
Figure 5.15: The map g for Y[1243].
By Propositions 5.4.1 and 5.4.2 we have that for ⇡ = 1⇡0 with ⇡0 dominant the
image g   f ( (PY⇡)) is precisely the root polytope P(T (⇡)).
The following Proposition allows us to describe the projection in Theorem
5.4.3 in words.
Proposition 5.4.4. The vertices of  (PY⇡) corresponding to the entries in subEss(⇡)
form a face of  (PY⇡).
Proof. Let subEss(⇡) = {(a1, b1), . . . , (ak, bk)} and consider the linear functional l =
(sa1 + · · · + sak)   (tbk + · · · + tbk). By evaluating l on the points inside  ((PY⇡)T 2n 1)
we see that it is maximized precisely by xai   ybi with (ai, bi) 2 subEss(⇡). It then
follows that these points are a face of  (PY⇡). ⇤
The projection g   f :  (PY⇡) ! P(T (⇡)) consists of contracting the face of
 (PY⇡) corresponding to subEss(⇡) to a point andmoving this point to the origin
while tweaking the vertices of  (PY⇡) that are of the form 12 (xi   y j)where (i, j) is
north of an entry of subEss(⇡).
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