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Abstract: Dynamic consolidation of virtual machines (VMs) is an effective way to improve resource utilization
and power efficiency in cloud computing, directly affecting Quality of Service aspects. This paper presents
Int-FLBCC, a new proposal with exploring a Type-2 Fuzzy Logic approach to address the uncertainties and
inaccuracies in determining resource usage, aiming at energy savings with minimal performance degradation.
Validation results in a simulated cloud computing environment showed improvements in energy efficiency of
8.83% with IQR XY and 22.43% with MAD XY. For fulfillment of Service Level Agreements (SLA), the best
values achieved were 9.06% with MAD XY and 25% of THR Lex1.
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Resumo: A consolidac¸a˜o dinaˆmica de ma´quinas virtuais (Virtual Machine - VM) e´ uma maneira eficaz de
melhorar a utilizac¸a˜o de recursos e a eficieˆncia energe´tica em data centers da nuvem, afetando diretamente
os aspectos de Qualidade de Servic¸o (Quality of Service - QoS). Este artigo apresenta uma nova proposta
explorando a Lo´gica Fuzzy Tipo-2 para tratar as incertezas e impreciso˜es na determinac¸a˜o da utilizac¸a˜o dos
recursos na computac¸a˜o em nuvem, visando economia de energia sem degradac¸a˜o de desempenho. Para
validac¸a˜o da proposta executamos testes em um ambiente simulado de computac¸a˜o em nuvem com a ferramenta
CloudSim. A validac¸a˜o dos resultados atrave´s de simulac¸a˜o mostraram melhorias na eficieˆncia energe´tica de
8,83% com IQR XY e 22,43% com MAD XY. Para o cumprimento dos Acordos de Nı´vel de Servic¸o (Service
Level Agreement - SLA), os melhores valores alcanc¸ados foram 9,06% com MAD XY e 25% de THR Lex1.
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1. Introduc¸a˜o
A Computac¸a˜o em Nuvem (CN) e´ um paradigma computa-
cional constituı´do das categorias de Infraestrutura (IaaS),
Plataforma (PaaS) e Software (SaaS) como Servic¸o usando
um modelo de pagamento por uso, cujo valor pago e´ pro-
porcional ao uso. Na CN data centers - (DC) sa˜o usados
para hospedagem das aplicac¸o˜es e conhecidos por deman-
dar grande quantidade de eletricidade, elevando o custo op-
eracional para os provedores e contribuindo com a emissa˜o
de CO2 no meio ambiente [1]. A principal vantagem deste
paradigma e´ que ambos clientes e provedores podem ajustar
ra´pida e continuamente a alocac¸a˜o de recursos com base nas
necessidades atuais, caracterı´stica conhecida como elastici-
dade [2].
De acordo com o relato´rio do Conselho de Defesa dos
Recursos Naturais (NRDC)1 dos Estados Unidos (EUA), em
2014, somente os seus DC consumiram uma estimativa de
70 bilho˜es de quilowatts/hora (kWh), representando cerca de
1.8% do seu consumo total de eletricidade [3].
O consumo energe´tico devera´ continuar aumentando no
futuro pro´ximo, em torno de 4% de 2014 a 2020, a mesma
taxa dos u´ltimos cinco anos. Com base nas estimativas de
tendeˆncias atuais, espera-se que somente os data centers dos
EUA consumam aproximadamente 73 bilho˜es de kWh em
2020. Empresas como Google2, Microsoft3 e Amazon4 esta˜o
1https://www.nrdc.org/
2https://environment.google/
3https://www.microsoft.com/en-us/environment/energy/
4https://aws.amazon.com/about-aws/sustainable-energy/
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trabalhando para atingir esse objetivo usando fontes de energia
renova´veis para alimentar suas infraestruturas computacionais
e fazer investimentos direto na gerac¸a˜o de energia verde no
local.
A busca por eficieˆncia energe´tica sem perda de desem-
penho fez com que diversos conceitos fossem propostos, com
destaque na CN, consistindo em uma distribuic¸a˜o dos servic¸os
de computac¸a˜o (alocac¸a˜o de servidores, armazenamento, banco
de dados) em que na˜o ha´ a necessidade do usua´rio fazer grande
investimento em equipamentos, e ainda, com pagamento asso-
ciado ao tempo de uso [4].
Aliado a isso, surge o desafio em prover te´cnicas de Bal-
anceamento de Carga (Load Balancing - LB) em ambientes de
nuvens computacionais buscando a eficieˆncia energe´tica ao
mesmo tempo mantendo bons Nı´veis de Acordo de Servic¸o
(Service Level Agreement - SLA) e Qualidade de Servic¸o
(Quality of Service - QoS). O problema de minimizac¸a˜o do
consumo energe´tico sobre restric¸o˜es de QoS e´ analiticamente
complexo como um todo, e faz parte da consolidac¸a˜o dinaˆmica
de VM, que e´ um problema NP-Difı´cil [5].
Os principais desafios da CN sa˜o: (i) provisionamento
automa´tico de servic¸o; (ii) migrac¸a˜o de VM; (iii) consolidac¸a˜o
de servidores, (iv) gerenciamento de energia, e ainda, (v)
seguranc¸a de dados [6].
Este trabalho contempla a migrac¸a˜o e consolidac¸a˜o de
VM com uma abordagem para utilizac¸a˜o eficiente dos servi-
dores fı´sicos do ambiente da CN e buscando, simultaneamente
manter um padra˜o satisfato´rio de QoS e SLA.
Para o LB entre data centers de nuvens computacionais,
frequentemente, dentre os fatores que implicam em incerteza,
tem-se o Poder Computacional (PC), o Custo de Comunicac¸a˜o
(CC), e o uso de Memo´ria de Acesso Aleato´rio (Random Ac-
cess Memory - RAM). Por exemplo, o CC entre equipamentos
que compartilham a Internet como meio de interoperabilidade
e´ dependente do uso me´dio da infraestrutura de comunicac¸a˜o
no momento que ocorre o LB entre as ma´quinas dos data
centers. A intratabilidade do uso de RAM, consequentemente,
leva a violac¸a˜o do SLA caso o LB na˜o vier a considera´-la e,
em consequeˆncia acarreta a obtenc¸a˜o de nı´veis insatisfato´rios
de QoS.
A utilizac¸a˜o de ambientes distribuı´dos de CN para execuc¸a˜o
de aplicac¸o˜es que necessitem de grandes computac¸o˜es vem
crescendo a cada dia, estimulando para que os desafios da
a´rea busquem o uso eficiente dos recursos e, dentre os quais
destacam-se as seguintes questo˜es de pesquisa:
• (i) os LB consideram as incertezas associadas a fatores
como Poder Computacional (PC), Custo de Comunicac¸a˜o
(CC), e uso de RAM?
• (ii) os balanceadores esta˜o munidos de te´cnicas consis-
tentes para o tratamento das incertezas associadas aos
ambientes de CN?
• (iii) os usua´rios possuem o preciso conhecimento sobre
a demanda computacional, e de comunicac¸a˜o para suas
aplicac¸o˜es?
Considerando este contexto e levando em conta alguns
trabalhos como os projetos [1] e [7], que utilizam Lo´gica
Fuzzy (Fuzzy Logic - FL) para modelagem de incerteza no LB
na CN, este trabalho discute Int-FLBCC (Interval Fuzzy Load
Balancing for Cloud Computing). O desenvolvimento desta
proposta estende a abordagem proposta em [8], contribuindo
para a consolidac¸a˜o dinaˆmica de VM empregando a Lo´gica
Fuzzy Tipo-2 (Type-2 Fuzzy Logic - T2FL). Particularmente,
interpreta-se nesta modelagem a incerteza e a imprecisa˜o
inerentes a`s varia´veis da CN, neste caso PC, CC e RAM,
buscando ainda o equilı´brio entre a eficieˆncia energe´tica e
SLA.
O artigo esta´ estruturado em nove sec¸o˜es. A sec¸a˜o 1 trata
dos fundamentos contextuais do trabalho. A sec¸a˜o 2, tem-se a
fundamentac¸a˜o da CN. Na sec¸a˜o 3 apresenta-se os conceitos
ba´sicos da T2FL relevantes para modelagem e ana´lise do
LB na CN. A sec¸a˜o 4 destaca os trabalhos relacionados. Na
sec¸a˜o 5 e´ exposta uma visa˜o geral dos processos operacionais
envolvidos. A sec¸a˜o 6, apresenta a modelagem do compo-
nente Int-FLBCC, incluindo detalhamento da base de dados,
fuzzificac¸a˜o, base de regras, infereˆncia e defuzzificac¸a˜o. Na
sec¸a˜o 7 sa˜o definidas as me´tricas avaliadas. A sec¸a˜o 8, trata as-
suntos referente ao estudo de caso aplicado a Int-FLBCC, com
uma descric¸a˜o dos testes realizados. E, por fim, na sec¸a˜o 9
constam as considerac¸o˜es finais.
2. CN: Principais Conceitos
O advento das tecnologias de processamento, armazenamento
e comunicac¸o˜es, aliadas na busca da eficieˆncia energe´tica, mo-
tivou a intensificac¸a˜o das pesquisas em torno de alternativas
para o gerenciamento de recursos no paradigma da CN. Neste
contexto, os recursos sa˜o disponibilizados sobre demanda de
acordo com o tempo de usabilidade.
Apesar do atual destaque dado a pesquisa em CN, seu
conceito na˜o e´ novo e ta˜o pouco suas tecnologias [9]. Em
1960, John McCarthy acreditava que um dia corporac¸o˜es
conseguiriam vender recursos computacionais como “com-
modity” [10].
O surgimento da CN causou um grande impacto nas
indu´strias de Tecnologia da Informac¸a˜o (Information Tech-
nology - IT), dentre elas Google, Amazon e Microsoft que
constantemente batalham para terem um ambiente de CN mais
potente, confia´vel e eficiente energeticamente.
A CN e´ um modelo que permite o acesso conveniente,
ubı´quo e sob-demanda de um agrupamento de recursos com-
putacionais, como por exemplo, rede, servidores, armazena-
mento, aplicac¸o˜es e servic¸os, os quais podem ser rapidamente
alocados e liberados com esforc¸o mı´nimo de gerenciamento
ou interac¸a˜o com o provedor de servic¸os [2].
Este modelo CN e´ composto de cinco caracterı´sticas essen-
ciais, detalhadas a seguir:
• Autoatendimento Sob Demanda: um consumidor pode
provisionar unilateralmente recursos de computac¸a˜o,
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como tempo do servidor e armazenamento de rede, con-
forme necessa´rio, sem exigir interac¸a˜o com cada prove-
dor de servic¸os;
• Amplo acesso a` rede: os recursos esta˜o disponı´veis na
Internet e sa˜o acessados atrave´s de mecanismos padro˜es
que possibilitam o uso em plataforma heterogeˆneas inte-
grando telefones celulares, tablets, notebooks e estac¸o˜es
de trabalho, dentre outros;
• Agrupamento de recursos: os recursos computacionais
do provedor sa˜o agrupados para atender a va´rios con-
sumidores usando um modelo de multilocac¸a˜o, com
diferentes recursos fı´sicos e virtuais atribuı´dos dinami-
camente de acordo com a demanda do consumidor;
• Elasticidade Ra´pida: os recursos podem ser provision-
ados e liberados elasticamente, em alguns casos auto-
maticamente, de acordo com a demanda. Para o con-
sumidor, os recursos disponı´veis para provisionamento
geralmente parecem ilimitados e podem ser apropriados
em qualquer quantidade, e a qualquer momento;
• Servic¸os mensurados: permitindo que recursos pos-
sam ser monitorados, controlados, e relatados. Propor-
cionando transpareˆncia tanto para o fornecedor quanto
para consumidor do servic¸o utilizado.
2.1 CN: Modelos de Servic¸os
A CN proveˆ servic¸os sob demanda por meio da Internet [11].
Para prover esses servic¸os a arquitetura ba´sica de CN e´ divi-
dida em treˆs categorias, as quais sa˜o apresentadas na Figura 1
e detalhadas logo a seguir.
Figure 1. Servic¸os oferecidos em CN [12]
• Software as a Service (Saas)
Modelo em que o software e´ oferecido por um provedor
de servic¸os, disponı´vel sob demanda, geralmente por
meio de um navegador Web;
• Platform as a Service (PaaS)
Modelo intermedia´rio em que o software e´ normalmente
desenvolvido atrave´s de Application Programming In-
terface (API) fazendo com que o foco se concentre so-
mente no desenvolvimento do software, salvo algumas
configurac¸o˜es necessa´rias no ambiente;
• Infrastructure as a Service (IaaS)
Modelo em que o hardware e´ abstraı´do do usua´rio
atrave´s de VM, fazendo com que o usua´rio na˜o pre-
cise se preocupar com aspectos relacionados a parte
fı´sica, como servidores e redes;
2.2 CN: Desafios Propostos
Apesar da CN estar amplamente presente na indu´stria e no
desenvolvimento tecnolo´gico, diversas propostas de pesquisa
vem sendo consideradas. Nesta sec¸a˜o sa˜o apresentados princi-
pais desafios da a´rea abordados na literatura [13].
• Provisionamento automatizado de servic¸os: consiste
em alocar e realocar VM de acordo com a necessidade
do cliente. As realocac¸o˜es devem ser feitas respeitando
os Objetivo de Nı´vel de Servic¸o (Service Level Obje-
tive - SLO) do ambiente e buscando minimizar o custo
operacional. Contudo, na˜o e´ fa´cil determinar como
mapear SLOs para cumprir requisitos de QoS, como
por exemplo, definir a utilizac¸a˜o da CPU e memo´ria,
pois essas oscilam a cada segundo. Justifica-se a ne-
cessidade de constantes atualizac¸o˜es e otimizac¸o˜es no
sistema online para lidar com esses provisionamentos;
• Migrac¸a˜o de Ma´quina Virtual: a virtualizac¸a˜o trouxe
diversas vantagens para a CN, como a possibilidade da
criac¸a˜o de VM com o intuito de balancear a carga por
todo o data center, e ainda, possibilitando robustez
e ra´pida resposta de provisionamento. Os principais
benefı´cios da migrac¸a˜o de VM sa˜o otimizar uso dos
recursos, no entanto, isso na˜o e´ uma tarefa simples.
Atualmente, a detecc¸a˜o de picos de carga de trabalho e
o inı´cio de uma migrac¸a˜o na˜o teˆm a agilidade necessa´ria
para responder a`s mudanc¸as su´bitas e dinaˆmicas de
carga de trabalho;
• Consolidac¸a˜o de servidores: a consolidac¸a˜o de servi-
dores e´ uma maneira eficaz de maximizar a utilizac¸a˜o
de recursos enquanto minimizado o consumo energe´tico
do ambiente de CN. A te´cnica de migrar VM em tempo
real e´ constantemente utilizada para consolidar VM que
esta˜o alocadas em mu´ltiplos servidores, frequentemente
sub-utilizados. A migrac¸a˜o para um u´nico servidor, vi-
abiliza que os outros servidores possam ser desligados.
Contudo, o problema de consolidac¸a˜o de servidores
em um data center e´ constantemente avaliado como
uma variante do Problema do Empacotamento (Bin-
Packing), apresentado com um problema computacional
NP-Difı´cil [14];
• Gerenciamento de Energia: melhorar a eficieˆncia en-
erge´tica e´ outra questa˜o importante na CN, empresas de
IT esta˜o sobre constante evoluc¸a˜o, visando novas tec-
nologias que permitem diminuir o consumo energe´tico,
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na˜o so´ pela questa˜o financeira, mas sobretudo para
cumprir as regulamentac¸o˜es governamentais e os padro˜es
ambientais.
2.3 CN: Caracterizac¸a˜o dos Simuladores
Uma desvantagem da CN esta´ na modelagem de ambientes
de testes. Os usua´rios finais, esperam uma experieˆncia satis-
fato´ria com os servic¸os da CN, por outro lado, as empresas
provedoras na˜o desejam ter gastos desnecessa´rios em energia
ou compra demasiada de equipamentos.
Com o intuito de solucionar esse problema foram desen-
volvidos simuladores para auxiliar na implementac¸a˜o e testes
de ambientes de CN controlados. Ha´ muitos benefı´cios na
utilizac¸a˜o de simuladores, como exposto em [15], e dentre
eles destacam-se treˆs paraˆmetros relevantes:
(i) Custo Mı´nimo: considera-se o desenvolvimento via
software, gerando menor custo, quando comparado com
hardware;
(ii) Repetı´vel e Controla´vel: pode-se testar diversificando
os testes por va´rias vezes ate´ obter-se a saı´da deseja´vel;
(iii) Ambientes Heterogeˆneos: pode-se planejar avaliac¸o˜es
para cena´rios diversificados sob diferentes cargas de
trabalho e medic¸a˜o de custos.
Dentre os simuladores citados em [15], os crite´rios de
selec¸a˜o para esta pesquisa foram motivadas pelo seguintes
aspectos: (i) ter amplo emprego cientı´fico, (ii) disponibilizar
referencial teo´rico, e principalmente abranger o ponto princi-
pal, (iii) apresentar um modelo energe´tico consolidado. Treˆs
simuladores e suas principais caracterı´sticas sa˜o ressaltados a
seguir:
• GreenCloud [16] um simulador projetado para calculo
do consumo energe´tico de qualquer componente es-
pecı´fico do data center como link, switch, gateway, den-
tre outros. Pore´m, requerendo muita memo´ria e tempo
de simulac¸a˜o, sendo enta˜o recomendado somente para
pequenos data centers;
• CloudAnalyst [17] simulador projetado para avaliar o
desempenho e o custo de grandes ambientes de CN dis-
tribuı´dos em diferentes locais, e manipulando grandes
cargas de trabalho dos usua´rios, possui uma interface
gra´fica que facilita a visualizac¸a˜o dos dados atrave´s de
gra´ficos;
• CloudSim [18] simulador de grande popularidade e que
possui uma comunidade ativa, possibilitando a mode-
lagem e criac¸a˜o data centers, com nu´mero ilimitado
de VM, e suportando o importante recurso do modelo
referido como pay-as-you-go da CN.
Com o estudo dos simuladores atuais, em especial os treˆs
citados anteriormente, o escolhido para implementac¸a˜o foi
o CloudSim [18] devido ao provimento de um modelo con-
solidado para simulac¸a˜o do consumo energe´tico de data cen-
ters, baixa utilizac¸a˜o de memo´ria, possibilitando a reproduc¸a˜o
simulada de grandes infraestruturas de CN, e por conter na-
tivamente diversas polı´ticas de alocac¸a˜o e escalonamento de
VM.
3. T2FL: Fundamentos Relevantes
Lotf Zadeh introduziu a T2FL em 1975 como extensa˜o da
FL [19]. Seu surgimento esta´ relacionado com a insuficieˆncia
da teoria dos Conjuntos Fuzzy (Fuzzy Sets - FS) tradicionais
na modelagem das incertezas inerentes a` definic¸a˜o das func¸o˜es
de pertineˆncia dos antecedentes e consequentes em um Sis-
tema de Infereˆncia Fuzzy (Fuzzy Inference System - FIS) [20].
Esses conjuntos podem ser usados em situac¸o˜es onde existe
incerteza sobre o grau, formas, e/ou paraˆmetros das func¸o˜es
de pertineˆncia [21], fornecendo uma estrate´gia potencial no
tratamento das incertezas em modelos baseados em mu´ltiplos
crite´rios obtidos atrave´s de distintos especialistas, ou ainda,
extraı´do de simuladores.
A T2FL fundamenta-se na teoria dos Conjuntos Fuzzy do
Tipo-2 (Type-2 Fuzzy Sets - T2FS), modelando o tratamento de
incertezas e permitindo especificar um intervalo µA˜ = [µA˜,µA˜]
como grau de pertineˆncia de tal elemento x em um FS A [22].
Desta forma, a T2FS estende os conceitos da LF, modelando
a imprecisa˜o como habilidade adicional considerando a na˜o-
especificidade como outro aspecto importante da incerteza. E
neste contexto, refletindo essa falta de especificac¸a˜o por toda
a extensa˜o do grau de pertineˆncia, que e´ determinado por um
FS – no caso, um subintervalo do intervalo unita´rio [0,1].
Este trabalho considera a Lo´gica Fuzzy Tipo-2 Intervalar
(Interval Type-2 Fuzzy Set Logic - IT2FL). Particularmente,
a semaˆntica considerada proveˆ a interpretac¸a˜o do grau de
pertineˆncia do elemento x do universo χ em um conjunto
fuzzy A, como um valor nume´rico no intervalo de pertineˆncia
µA(x). Nesta interpretac¸a˜o, na˜o e´ possı´vel precisar qual e´
exatamente esse valor e portanto, apenas fornecer limites
(superior e inferior) correspondendo aos extremos do seu
intervalo de pertineˆncia.
O grau intervalar de pertineˆncia de um elemento em um
T2FS possibilita a modelagem das opinio˜es de mu´ltiplos espe-
cialistas quando da atribuic¸a˜o dos graus de pertineˆncias, aux-
iliando na tomada de decisa˜o baseada em mu´ltiplos crite´rios.
Neste contexto, uma das me´tricas que avalia a imprecisa˜o nas
diferentes atribuic¸o˜es de especialistas esta´ identificada como
o diaˆmetro do correspondente grau intervalar de pertineˆncia.
Definic¸a˜o 1 [21] Seja χ 6= 0 um universo. Um T2FS A e´
caracterizado por uma Func¸a˜o de Pertineˆncia do Tipo-2
(Membership Function Type-2 - T2MF) onde 0≤ µA˜(x,u)≤ 1,
x ∈ χ e u ∈ Jx ⊆ [0,1]. Para cada T2FS A˜ tem-se:
A˜ = {((x,u),µA˜(x,u)) |∀x ∈ χ,∀u ∈ Jx ⊆ [0,1]}. (1)
Um T2FS atribui a um elemento no universo χ um mapea-
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mento A(x) : [0,1]→ [0,1], e pode ser definido como
{(x,A(x, t)) : x ∈ χ, t ∈ [0,1]}
quando A(x, .) : [0,1]→ [0,1] e´ dado como A(x, t) = A(x)(t),
para cada x ∈ χ , t ∈ [0,1]. Em particular nos FS A(x) e´ um
nu´mero real em [0,1], para cada x ∈ χ .
Definic¸a˜o 2 [22] Se µA(x) = 1 enta˜o A e´ um conjunto fuzzy
intervalar
A(x) = {(u,1) : u ∈ Jx ⊆ [0,1]}, ∀x ∈ χ.
Observa-se que os conjuntos fuzzy valorados por inter-
valos [23] e´ um caso particular de T2FS. Seja A um T2FS
A(x) = [A(x),A(x)], ∀x ∈ χ . Ale´m disso, sejam A,B ∈ T 2FS.
Para todo x ∈ χ , tem-se os operadores:
(i) Complemento: AC(x) = [1−A(x),1−A(x)];
(ii) Unia˜o: A(x)∪B(x)= [max(A(x),B(x)),max(A(x),B(x))];
(iii) Intersecc¸a˜o: µA∩B(x)= [min(A(x),B(x)),min(A(x),B(x))].
Denotando, A(x) = X , B(x) = Y, ∀x ∈ χ , U como o con-
junto de todos os sub-intervalos reais no intervalo unita´rio
[0,1] e U como o conjunto dos valores fuzzy intervalares, a
ordem ”≤” parcial em U e´ a Ordem Produto [24] dada como:
X ≤ Y ⇔ X ≤ Y ∧X ≤ Y .
As func¸o˜es que qualificam as intersecc¸o˜es e unio˜es fuzzy
sa˜o modeladas neste trabalho por normas e conormas trian-
gulares, respectivamente. Segundo [22] e considerando os
intervalos em U, tem-se que:
• Uma norma triangular (t-norma) intervalar e´ uma func¸a˜o
T : U2 → U que satisfaz as propriedades de comu-
tatividade, associatividade, monotonicidade e tem o
1 ∈ U como elemento neutro. Alguns exemplos de
t-normas mais utilizadas sa˜o: Intersecc¸a˜o Padra˜o, Pro-
duto Alge´brico, Intersecc¸a˜o Dra´stica, Lukasiewicz e
Nilpotente Mı´nimo.
• Uma conorma triangular (t-conorma) intervalar e´ uma
func¸a˜o bina´ria S : U2→ U que satisfaz as propriedades
de comutatividade, associatividade, monotonicidade e
tem o 0 ∈U como elemento neutro. Alguns exemplos
de t-conormas sa˜o: Unia˜o Padra˜o, Soma Probabilı´stica,
Unia˜o Dra´stica, Lukasiewicz e Nilpotente Ma´ximo.
Um sistema baseado em T2FL pode estimar func¸o˜es de
entrada e saı´da, por meio do uso de heurı´sticas e te´cnicas
intervalares. Na Figura 2 e´ apresentada a arquitetura do sis-
tema de infereˆncia baseado em T2FL. A seguir os principais
blocos que constituem um Sistema de Infereˆncia Fuzzy Tipo-
2 (Type-2 Fuzzy Inference System - T2FIS) sa˜o brevemente
descritos:
(1) Interface de Fuzzificac¸a˜o: O processo de fuzzificac¸a˜o
baseado em T2FS e´ realizado de acordo com a natureza
e definic¸a˜o de um FST2, associando um valor de entrada
Figure 2. Arquitetura do Sistema de Infereˆncia Fuzzy Tipo-2
com uma func¸a˜o intervalar e na˜o simplesmente com um
u´nico valor em U . Em outras palavras, e´ inserido no
mecanismo de infereˆncia a incerteza relacionada as
func¸o˜es de pertineˆncia de entrada.
Assim, para cada entrada A(x) um vetor de entrada
x=(x1,x2, . . . ,xn)∈ χn quando n∈N∗ esta´ relacionado
a um par de vetores em Un obtidos da seguinte forma:(
A(x1),A(x2), . . . ,A(xn)
)
,(A(x1),A(x2), . . . ,A(xn)) .
(2) Base de Regras (Rule Base - RB): constituı´da por re-
gras que classificam as Varia´veis Linguı´sticas (VL) de
acordo com os T2FS valorados por intervalos;
(3) Unidade de Decisa˜o Lo´gica: realiza as operac¸o˜es de
infereˆncia entre os dados de entrada e as condic¸o˜es
impostas na RB, gerando a ac¸a˜o a ser realizada no
T2FIS;
(4) Defuzzificac¸a˜o: nesta fase, sa˜o consideradas duas prin-
cipais etapas, que sa˜o elas:
(i) Redutor de Tipo: responsa´vel por reduzir T2FS
em FS, ao buscar o melhor FS que representa o
T2FS deve satisfazer a seguinte premissa: quando
toda a incerteza desaparecer, o resultado do T2FIS
reduz-se a um FIS [25].
(ii) Defuzzificac¸a˜o: O T2FIS usa a me´dia dos pontos
limites y e y da saı´da B(x):
y =
Y +Y
2
=
B(x)+B(x)
2
,∀x ∈ χ, (2)
onde os valores y e y sa˜o calculados via me´todo
iterativo de Karnik e Mendel (algoritmo KM), ou
obtido atrave´s do uso de um me´todo convencional,
como o centroide, no valor final da infereˆncia.
Nem sempre uma lista de intervalos gerada com a saı´da
do T2FIS e´ compara´vel pelos me´todos convencionais [26].
Neste estudo aplicam-se as abordagens das ordens admissı´veis
exemplificadas em [27, 26], contornando as situac¸o˜es onde
dois intervalos possam ser incompara´veis, como por exemplo,
o produto “≤”, uma relac¸a˜o de ordem parcial, e permite que
dois intervalos possam ser incompara´veis (X  Y and Y  X).
As duas classes admissı´veis consideradas neste trabalhos sa˜o
relatadas brevemente a seguir:
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1. A Ordem de Xu e Yager [28]: ∀ X ,Y ∈ U,
[X ,X ]≤XY [Y ,Y ]⇔
{
X +X < Y +Y ;or
X +X = Y +Y and X−X ≤ Y −Y .
2. As ordens Lexicogra´ficas ≤Lex1 relacionada a primeira
varia´vel, e ≤Lex2 a segunda varia´vel, que sa˜o respecti-
vamente definidas da seguinte forma:
[X ,X ]≤Lex1 [Y ,Y ]⇔
{
X < Y ;or
X = Y and X ≤ Y ;
[X ,X ]≤Lex2 [Y ,Y ]⇔
{
X < Y ;or
X = Y and X ≤ Y .
4. Trabalhos Relacionados
Oito trabalhos relacionados que utilizam FL sa˜o brevemente
relatados nesta sec¸a˜o, discutindo me´todos distintos para lidar
com as incertezas no LB, e ilustrando a necessidade do trata-
mento preventivo das incertezas nas etapas do gerenciamento
de recursos nos ambientes de CN.
Em Masoumzadeh et al. [29] e´ constituı´da uma abor-
dagem baseada na consolidac¸a˜o dinaˆmica de VM distribuı´das,
uma estrate´gia eficaz para melhorar a eficieˆncia energe´tica
em ambientes de nuvem. Neste trabalho a estrate´gia e´ decom-
posta em quatro tarefas de tomada de decisa˜o: (i) detecc¸a˜o de
sobrecarga do host, (ii) selec¸a˜o de VM, (iii) detecc¸a˜o de sub-
carga do host e (iv) alocac¸a˜o de VM. O objetivo e´ consolidar
as VM dinamicamente de forma a otimizar o trade-off entre
desempenho e eficieˆncia energe´tica. Esse trabalho concentra-
se na tarefa (iv) selec¸a˜o de VMs, onde e´ proposta uma te´cnica
Fuzzy Q-Learning (FQL) [35] para tomada de deciso˜es ao
selecionar VM para migrac¸a˜o.
A abordagem considera as seguinte vara´veis em sua mode-
lagem: (i) Consumo Energe´tico (CE); (ii) Desempenho da Nu-
vem (DN), o DN da nuvem e´ definido como uma func¸a˜o linear
que avalia o SLA entregue em qualquer VM implantada em
uma IaaS, as me´tricas para medir as violac¸o˜es de SLA em um
data center foram: violac¸a˜o de SLA devido a superutilizac¸a˜o
(SLAVO) e Violac¸a˜o do SLA devido a Migrac¸o˜es (SLAVM);
(iii) Utilizac¸a˜o de CPU do host (CU); e o (iv) Nu´mero de VM
(NumVM) que reside no host. Para avaliac¸a˜o da abordagem
o kit de ferramentas CloudSim e´ usado considerando carga
de trabalho do mundo real do PlanetLab. Os resultados ex-
perimentais mostraram que, ao utilizar o FQL, foi produzido
aceita´vel nı´vel de trade-off entre desempenho energe´tico e
violac¸a˜o do SLA nos data centers da nuvem computacional,
em comparac¸a˜o com outros algoritmos.
Em Toosi and Buyya [1] a proposta e´ a utilizac¸a˜o eficiente
de fontes de energia renova´veis empregando a abordagem da
FL para o tratamento das incertezas com base na intermiteˆncia
e imprevisibilidade dos fatores como: (i) variac¸o˜es clima´ticas,
e (ii) prec¸o pago pela energia no local de hospedagem do
DC. Com isso o objetivo central do trabalho e´ fornecer aos
provedores de nuvem com va´rios DC distribuı´dos geografica-
mente em uma regia˜o o tratamento das variac¸o˜es temporais
e no prec¸o da energia na rede no local, roteando a carga para
um DC, a fim de reduzir custos e aumentar a utilizac¸a˜o de
energia renova´vel. Para atingir esse objetivo foi proposto
um algoritmo de LB baseado em lo´gica fuzzy que atua sem
conhecimento futuro. Para atingir o objetivo o mecanismo
de infereˆncia fuzzy projetado considerou: (i) a utilizac¸a˜o de
fontes de energia renova´vel Ui, (ii) quantidade do consumo
de energia da rede convencional Bi e (iii) prec¸o me´dio da
eletricidade no local do DC, calculado dentro de uma janela
de tempo Fi, obtendo como saı´da a adequac¸a˜o do DC para
recebimento da carga de trabalho. Os testes realizados foram
com base em trac¸os de carga de trabalho do mundo real obti-
dos no National Renewable Energy Laboratory (NREL), En-
ergy Information Administration (EIA) nos EUA e atrave´s
de informac¸o˜es de uso do cluster do Google. Comparado
a outros algoritmos de benchmark, o me´todo foi capaz de
reduzir custo sem conhecimento pre´vio do prec¸o futuro da
eletricidade, da disponibilidade de energia renova´vel e das
cargas de trabalho.
Em Portaluri et al. [30] os autores realizam a implementac¸a˜o
de diferentes algoritmos de alocac¸a˜o baseados em otimizac¸a˜o
com abordagem da FL para u´nico ou multi-objetivo, duas
variantes de uma heurı´stica muiti-objetiva e uma abordagem
analı´tica. O objetivo central do trabalho e´ o foco no encam-
inhamento de pacotes visando a eficieˆncia energe´tica, ale´m
de agregar ao trabalho o objetivo da pesquisa anterior em
Adami et al. [36]. As solicitac¸o˜es de VM sa˜o definidas com
base nas varia´veis de recursos computacionais do sistema que
sa˜o elas: (i) CPU, (ii) RAM, (iii) Disco rı´gido e (iv) largura
de banda da rede. Testes para avaliac¸a˜o de desempenho dos
escalonadores foram realizadas em termos de nu´meros de VM
alocadas para cada politica. Os resultados mostraram que a
abordagem multi-objetiva e´ capaz de alocar o maior nu´mero
de VM, em me´dia, tendo o distribuic¸a˜o mais estreita quando
a Pior Ajuste (Worst Fit - WF) e´ adotada.
Na proposta de Singh and Chana [31], e´ apresentado um
framework denominado Energy-aware Autonomic Resource
management Technique (EARTH) para escalonamento de
recursos de nuvens computacionais baseado em FL com o
objetivo da obtenc¸a˜o da eficieˆncia energe´tica. O sistema
de infereˆncia fuzzy considerou as seguintes varia´veis: (i)
Workload waiting Time (WWT), (ii) Workload Execution
Time (WET) e (iii) Resource Energy Consumption (REC),
gerando como saı´da Workload Processing Priority (WPP).
A avaliac¸a˜o do framework EARTH proposto foi baseada em
simulac¸a˜o empregando o CloudSim e um ambiente real de
nuvem computacional da Universidade de Thapar, na India
(Thapar Cloud). Os resultados experimentais mostram que o
framework proposto tem melhor desempenho em termos de
utilizac¸a˜o de recursos e consumo de energia, juntamente com
outros paraˆmetros de QoS.
Em Salimian et al. [32], foi concebido um algoritmo
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Table 1. Comparac¸a˜o dos trabalhos relacionados considerando as ferramentas utilizadas, o
nu´mero de varia´veis de entrada (Ent) e Saı´da (Sai), os me´todos de fuzzificac¸a˜o (Fuz),
infereˆncia (Inf) e defuzzificac¸a˜o (Def), e ainda, os conectivos (Con) utilizados em cada uma
das aplicac¸o˜es.
Refereˆncia Ferramentas Ent/Sai Fuz Inf Def Con
[29] ♠ 4/1 MF Gau TS FQL AND
[1] ♠ 3/1 MF Tri Ma Centroid AND
[30] ♦ ♣ 3/1 MF Tri/Tra TS CoG AND
[31] ♠ 3/1 MF Gau Ma Maximum AND
[32] ♠4 2/1 MF Tri TS CoG AND
[33] ♠ 8/1 MF Tri TOPSIS TOPSIS TOPSIS
[7] ♠4 2/1 MF Tri TS CoG AND
[34] ♠4 2/1 MF Tri/Tra Ma CoG AND
Int-FLBCC ♥ ♦ ♠ 3/1 Tra MF Ma CoA AND
♠ CloudSim ♦ Matlab ♣ Simulink 4 jFuzzyLogic ♥ Juzzy (MF) Func¸a˜o de
Pertineˆncia (MF Gau) Gaussiana (MF Tri) Triangular (MF Tra) Trapezoidal (TS) Takagi-
Sugeno (Ma) Mamdani (CoG) Center of Gravity (CoA) Center of Area (TOPSIS)
Technique for Order Performance by Similarity to Ideal (FQL) Fuzzy Q-Learning
fuzzy adaptativo baseado em limites para detectar hosts sobre-
carregados e subcarregados visando a reduc¸a˜o do consumo
energe´tico, da violac¸a˜o do SLA, e do nu´mero de migrac¸o˜es,
com objetivo de melhorar a utilizac¸a˜o dos recursos aplicando a
tomada de decisa˜o fuzzy adaptativa. As me´tricas consideradas
no sistema de infereˆncia fuzzy sa˜o: (i) consumo de energia,
(ii) violac¸a˜o de SLA, (iii) nu´mero de migrac¸o˜es e (v) dados
de carga de trabalho que definem o valor do uso de recursos.
O algoritmo proposto gera regras dinamicamente e atualiza
as func¸o˜es de pertineˆncia para se adaptar a`s mudanc¸as na
carga de trabalho. Ele e´ validado com uma carga de trabalho
real do PlanetLab. Os resultados da simulac¸a˜o demonstraram
que o algoritmo proposto supera significativamente os outros
algoritmos competitivos.
Em Arianyan et al. [33] os autores na˜o apenas propo˜em
um novo procedimento de consolidac¸a˜o com algoritmo de
Tensa˜o Dinaˆmica e Escalonamento de Frequeˆncia (Dynamic
Voltage and Frequency Scaling - DVFS) para eliminar as
inconsisteˆncias entre as te´cnicas de consolidac¸a˜o e DVFS,
mas tambe´m propo˜e novos algoritmos de DVFS para qua-
tro subproblemas do problema de consolidac¸a˜o online, bem
como um novo regulador DVFS. Os quatro subproblemas
de consolidac¸a˜o sa˜o: (1) determinac¸a˜o de Ma´quinas Fı´sicas
(Physical Machine - PM) sobrecarregadas, (2) determinac¸a˜o
de PM sub-carregados, (3) Selec¸a˜o de VM que devem ser
migradas de PM sobrecarregados e (4) colocac¸a˜o de VM mi-
grantes em PM [37].
Ale´m disso, este artigo considera os crite´rios importantes,
incluindo (i) CPU, (i) RAM e (iii) largura de banda da rede
em todos os algoritmos propostos. E ainda, este artigo propo˜e
um novo algoritmo multifuncional de alocac¸a˜o que possi-
bilita aos administradores de recursos aplicar a importaˆncia
de diferentes crite´rios na soluc¸a˜o de gerenciamento de re-
cursos usando operador de agregac¸a˜o fuzzy ponderados. Os
resultados de experimentos obtidos a partir de uma extensa
avaliac¸a˜o das polı´ticas propostas na ferramenta CloudSim
mostrou que a proposta superou o gerenciamento de recur-
sos de soluc¸o˜es existentes devido a` otimizac¸a˜o simultaˆnea
de crite´rios importantes no processo de tomada de decisa˜o.
Nesta pesquisa foi concluı´do que a combinac¸a˜o das polı´ticas
propostas para o processo de gerenciamento de recursos em
data centers da nuvem obteve nota´vel reduc¸a˜o nas me´trica de
consumo energe´tico, violac¸a˜o de SLA e nu´mero de migrac¸o˜es
em comparac¸a˜o com o estado da arte.
Em Haratian et al. [7], a questa˜o abordada na pesquisa in-
clui como reduzir o nu´mero de violac¸o˜es de SLA com base na
otimizac¸a˜o de recursos alocados para usua´rios que aplicam um
ciclo de controle autoˆnomo e um sistema de gerenciamento
de conhecimento fuzzy. Neste artigo, um framework denom-
inado Adaptive and Fuzzy Resource Management (AFRM)
e´ proposto, na qual os u´ltimos valores de uso dos recursos
de cada VM sa˜o reunidos atrave´s dos sensores do ambiente
e enviados para um controlador fuzzy. As varia´veis usadas
para o sistema de infereˆncia fuzzy sa˜o: (i) utilidade e (ii) es-
cala; propondo tambe´m (iii) coeficiente dinaˆmico com base
na carga de trabalho do ambiente da CN.
Na sequeˆncia, o AFRM analisa as informac¸o˜es recebidas
para tomar deciso˜es sobre como realocar os recursos em cada
iterac¸a˜o de um ciclo de controle auto-adaptativo. Todas as
func¸o˜es de pertineˆncia e regras fuzzy sa˜o atualizadas dinami-
camente com base nas alterac¸o˜es de carga de trabalho para
satisfazer os requisitos de QoS. Dois conjuntos de experimen-
tos foram conduzidos para avaliar o AFRM em comparac¸a˜o
com abordagens baseadas em regras esta´ticas em termos de
Eficieˆncia na Alocac¸a˜o de Recursos, violac¸o˜es de SLA e custo
computacional, aplicando cargas de trabalho ALTA, ME´DIA,
ME´DIA-ALTA e BAIXA. Os resultados revelam que o AFRM
supera as abordagens fuzzy baseadas em regras esta´ticas em
va´rios aspectos. Os testes consideraram o uso do jFuzzyLogic
enquanto alternativa para ana´lise e modelagem do sistema de
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infereˆncia fuzzy e o CloudSim para simulac¸a˜o.
No trabalho de [34], e´ apresentada uma proposta para
ajuste dinaˆmico do valor limite de subutilizac¸a˜o e sob utilizac¸a˜o
do host fı´sico visando minimizar o nu´mero de migrac¸o˜es em
diferentes ambientes de carga de trabalho. A abordagem
proposta, denominada Dynamic Threshold-based Fuzzy Ap-
proach (DTFA) e´ uma abordagem baseada em limite fuzzy
usada para ajustar os valores limites das ma´quinas fı´sicas no
ambiente da nuvem. A proposta permite reduzir o nu´mero
de migrac¸o˜es causadas pela sobrecarga, e cumprir os SLA
aplicando um sistema de infereˆncia fuzzy, que recebe como
entrada a capacidade restante dos recursos computacionais,
e temperatura do host fı´sico. Esses valores sa˜o calculados
a partir da utilizac¸a˜o atual previamente prevista dos recur-
sos computacionais. O valor previsto e´ obtido atrave´s da
utilizac¸a˜o do me´todo de me´dia mo´vel integrada auto regres-
siva ( Autoregressive Integrated Moving Average - ARIMA).
O sistema de infereˆncia fuzzy utilizado por DTFA e´ com
base em Mamdani, modelando os conjuntos fuzzy atrave´s
de func¸o˜es de pertencia trapezoidais e triangulares. Na fase
de defuzzificac¸a˜o e´ empregado o me´todo do centro da a´rea.
Treˆs conjuntos de experimentos com diferentes cargas de
trabalho foram realizados para validar a abordagem proposta.
Os resultados obtidos demonstraram que o DTFA superou
soluc¸o˜es existentes em me´dia de 22,52%, 45,63% e 56,68%
no que trata consumo energe´tico, nu´mero de migrac¸a˜o de VM
e violac¸o˜es de SLA, respectivamente.
A proposta de Int-FLBCC detalhada nas pro´ximas sec¸o˜es
deste artigo fornece uma abordagem com T2FL e ordens ad-
missı´veis para tratar as incertezas e o comportamento dinaˆmico
na selec¸a˜o de ma´quinas fı´sicas para alocac¸a˜o de VM no LB
em ambientes de CN, diferentemente dos trabalhos relaciona-
dos. A realizac¸a˜o dos testes foi atrave´s de simulac¸o˜es com o
kit ferramentas CloudSim 3.0.3.
Analisando a Tabela 1 destaca-se que na maioria das
pesquisas e´ utilizado o framework CloudSim [18] como ferra-
menta para simulac¸a˜o do ambiente computacional, e o projeto
de jFuzzyLogic [38] para o sistema de infereˆncia fuzzy, po-
dendo este, ser agregado ao CloudSim com maior facilidade,
pois ambos sa˜o desenvolvidos com a mesma tecnologia. O
Matlab, Simulink e FuzzyLite [39] tambe´m apresentam-se
como alternativas para modelagem, implementac¸a˜o e testes
dos sistemas de infereˆncia fuzzy. Na maior parte dos projetos
sa˜o tratadas duas e treˆs varia´veis de entrada. O me´todo de
fuzzificac¸a˜o e´ aplicado atrave´s das MF dos tipos Trapezoidais,
Triangulares e Gaussianas. O processo de infereˆncia utilizado
e´ com base em Mamdani [40] e Takagi e Sugeno [41], con-
siderando uma base de regras com conectivos lo´gicos do tipo
“AND” aplicando normas triangulares. E por fim, a etapa de
defuzzificac¸a˜o aplicando o centro da a´rea.
5. Int-FLBCC: Visa˜o Geral dos Processos
A visa˜o geral dos processos envolvidos na operac¸a˜o do Int-
FLBCC e´ descrita pelo fluxograma apresentado na Figura 3.
O mesmo recebe como entrada o estado atual dos recursos da
nuvem computacional, e a carga de trabalho a ser atribuı´da ao
ambiente da nuvem.
Na sequeˆncia os recursos computacionais sa˜o identifica-
dos, (i) o estado atual do ambiente da CN; e (ii) as ma´quinas
que esta˜o disponı´veis, sendo as informac¸o˜es de ambos recur-
sos armazenadas em uma lista. A seguir sa˜o coletadas as
informac¸o˜es de CC, RAM e PC de cada ma´quina disponı´vel,
adaptando-as para uma Escala Padra˜o, onde enta˜o estara˜o
prontas para ingressarem no mo´dulo T2FL, contemplando as
treˆs etapas de um sistema de infereˆncia fuzzy, que sa˜o elas: (i)
Fuzzificaca˜o, (ii) Infereˆncia e (iii) Defuzzificac¸a˜o, desta forma
obtendo o intervalo correspondente ao nı´vel de utilizac¸a˜o de
cada ma´quina disponı´vel, armazenando estes em uma Lista
de Nı´veis de Utilizac¸a˜o, e apo´s verificado se ainda ha´ alguma
ma´quina disponı´vel na˜o analisada. Enquanto houver, analisa
os dados e armazena na lista de Nı´veis de Utilizac¸a˜o. Assim e´
obtida a lista contendo os intervalos de nı´vel de uso de cada
host do ambiente da CN.
A seguir, a Lista de Nı´veis de Utilizac¸a˜o entra na etapa
de ordenac¸a˜o, onde sa˜o aplicados os me´todos das Ordens Ad-
missı´veis: (i) Lex1; (ii) Lex2 e (iii) Xu and Yager. Neste caso,
teˆm-se uma soluc¸a˜o para o problema de incompatibilidade
dos intervalos no procedimento, pois nem sempre uma lista
de intervalos pode ser ordenada por me´todos convencionais
(ordenac¸a˜o usual dos intervalos reais).
Esta lista e´ enviada ao Tomador de Deciso˜es do Escalon-
ador que, por sua vez, ira´ mapear quais os hosts devem ter
VM realocadas, e quais podem receber VM, isto ocorre de
acordo com os nı´veis de utilizac¸a˜o e o me´todo de ordenac¸a˜o
selecionado. Onde ma´quinas com valores de utilizac¸a˜o muito
baixo podem ter suas VMs realocadas, e serem desligadas,
visando um menor consumo energe´tico.
No caso das ma´quinas com valores de utilizac¸a˜o muito
alto, podera´ ocorrer a realocac¸a˜o de suas VM na tentativa de
evitar perda de desempenho do ambiente. Desta forma, as
ma´quinas disponı´veis, que estiverem entre esses dois casos,
sera˜o as primeiras a receberem VM.
6. Int-FLBCC: Modelagem do Sistema
Fuzzy Tipo-2
O Int-FLBCC e´ responsa´vel por verificar o Nı´vel de Utilizac¸a˜o
(Ut) do host relacionado ao balanceamento de carga na CN. O
sistema de Int-FLBCC considera uma base de regras atuando
em treˆs etapas: Fuzzificac¸a˜o, Infereˆncia e Defuzzificac¸a˜o
retornando como saı´da o nı´vel de utilizac¸a˜o de cada host do
ambiente de nuvem computacional.
O diagrama de blocos apresentado na Figura 4 consiste
em treˆs entradas PC, CC e RAM, com cada uma delas con-
siderando treˆs VLs no T2FS de Int-FLBCC, em sua totalidade
a modelagem utiliza func¸o˜es de pertineˆncia trapezoidais. A
base de regras consiste em vinte e sete regras usando a abor-
dagem de infereˆncia de Mamdani. A saı´da Ut, tambe´m consid-
era a modelagem atrave´s func¸o˜es de pertineˆncia trapezoidais
para os FST2, e com treˆs VLs, mais detalhes da arquitetura
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Figure 3. Fluxograma dos processos de Int-FLBCC
sa˜o apresentados a seguir.
6.1 Definic¸a˜o das Func¸o˜es de Pertineˆncia
Atrave´s do estudo das varia´veis junto a um especialista foram
transformadas as VLs relativas a cada uma das varia´veis de in-
certeza em FST2, usando a forma trapezoidal na representac¸a˜o
gra´fica das suas func¸o˜es de pertineˆncia.
A leitura das configurac¸o˜es aplicadas no ambiente de
computac¸a˜o em nuvem simulado e´ realizada na mensurac¸a˜o
dos treˆs atributos PC, CC e RAM. Estes valores sa˜o aplicados
a uma escala padra˜o adotada considerando o intervalo [0;10],
para PC Eq. (3), CC Eq. (4) e RAM Eq. (5) na obtenc¸a˜o dos
correspondentes graus de pertineˆncia.
PC = (hi(MM)/MaxPC ∗10) (3)
CC = ((10∗hi(UtoB))/MinCC) (4)
RAM = (hi(UtoR)/MaxRam)∗10 (5)
Considerando a descric¸a˜o dos paraˆmetros a seguir:
• hi representando o host(i) do ambiente da nuvem;
• MM as Ma´ximo de MIPS disponı´vel no host i con-
siderando todos os Processing Elements (PE);
• UtoB representando a utilizac¸a˜o de largura de banda do
host i;
• UtoR representando a utilizac¸a˜o de RAM do host i;
• MaxPC, valor total em MIPS do melhor host do ambi-
ente da nuvem;
• MinCC o menor custo de comunicac¸a˜o no ambiente da
nuvem;
• MaxRAM o valor de RAM do melhor host.
As Equac¸o˜es (3), (4) e (5) esta˜o associadas as T2FS
das Figuras 5(a), 5(b), 5(c) e 5(d) modelando as respecti-
vas varia´veis PC, CC, RAM e Ut. A seguir sa˜o descritos os
Termos Linguı´sticos utilizados na definic¸a˜o dos FST2.
(i) FST2 da varia´vel PC sa˜o os seguintes: “Limitado” (PCL),
“Razoa´vel” (PCR) e “Elevado” e considerando (PCE -
como melhor caso). Sendo PC = a e a ∈ [0;10], obte-
mos as FPT2 apresentadas em modo gra´fico na Figura
5(a).
(ii) FST2 da varia´vel CC sa˜o: “Pequeno” (CCP - melhor
caso), “Me´dio” (CCM) e “Grande” (CCG). Sendo CC=
b e b ∈ [0;10], teˆm-se as FPT2 da Figura 5(b).
(ii) FST2 da varia´vel RAM sa˜o: “Baixo” (RAMB - melhor
caso), “Me´dio” (RAMM) e “Grande” (RAMG). Sendo
que para RAM = c e c ∈ [0;10], teˆm-se as FPT2 da
Figura 5(c).
(iii) FST2 da varia´vel Ut usados nesse caso sa˜o: “Baixa”
(UB), “Me´dia” (UM) e “Alta” (UA). Sendo U = d e d ∈
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Figure 4. Diagrama de blocos do Int-FLBCC
[0;10]. O nı´vel de utilizac¸a˜o Ut das ma´quinas tambe´m e´
adaptado para escala padra˜o conforme mostra a Figura
5(d).
(a) PC (b) CC
(c) RAM (d) Utilizac¸a˜o
Figure 5. PC, CC, RAM, e Ut na escala padra˜o
No ambiente da CN o nı´vel de uso dos hosts e´ incerto e im-
preciso devido a va´rios fatores, como por exemplo, a flutuac¸a˜o
do poder computacional, largura de banda e memo´ria disponı´vel
no momento da execuc¸a˜o das aplicac¸o˜es submetidas pelos
usua´rios. Considera-se um algoritmo online aplicando abor-
dagem da T2FS que percorre os hosts disponı´veis na arquite-
tura da CN obtendo o nı´vel de uso a cada iterac¸a˜o. O algoritmo
retorna o nı´vel de utilizac¸a˜o do host avaliado com base em
um T2FIS (Algoritmo 1).
Entrada :Host hi
Saı´da :Nı´vel de Utilizac¸a˜o do Host i
for i← 0 to getHostList().size() do
if maxPCHost <
getHostList().get(i).getTotalMips() then
maxPCHost ←
getHostList().get(i).getTotalMips();
end
if minCCHost < getHostList().get(i).getBw()
then
minCCHost ←
getHostList().get(i).getBw();
end
if maxRamHost <
getHostList().get(i).getRam() then
maxRamHost ←
getHostList().get(i).getRam();
end
AvaliacaoFuzzy f ← AvaliacaoFuzzy();
Utilizac¸a˜o←
f .getLevelO fUse(CP,CC,RAM);
return Utilizac¸a˜o;
end
Algorithm 1: Avaliac¸a˜o do nı´vel de utilizac¸a˜o do host
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6.2 Fuzzificac¸a˜o
Nessa etapa, ocorre o mapeamento dos valores de entrada (ja´
ajustados para escala observada na sec¸a˜o 6.1) para o domı´nio
fuzzy, como destaca a Figura 6.
Figure 6. Processo de Fuzzificac¸a˜o
6.3 Base de Regras
A Base de Regras (Rule Base - RB) do Int-FLBCC, que e´
apresentada na Tabela 2, foi desenvolvida com o intuito de
ser facilmente compreensı´vel e edita´vel, considerando treˆs
fatores: (i) as VL nomeiam os FS, tornando a modelagem
do sistema mais pro´xima do mundo real; (ii) sa˜o utilizadas
conexo˜es lo´gicas do tipo “AND” para criar a relac¸a˜o entre as
varia´veis de entrada; (iii) as implicac¸o˜es sa˜o do tipo modus
ponens (modo afirmativo):
Se “x1 e´ A1” E “x2 e´ A2” E “x3 e´ A3” enta˜o “y e´ B”
Table 2. RB do Int-FLBCC
Regra PC CC RAM Utilizac¸a˜o
1 limitado pequeno baixo alto
2 limitado pequeno me´dio me´dio
3 limitado pequeno alto me´dio
4 limitado me´dio baixo alto
5 limitado me´dio me´dio me´dio
6 limitado me´dio alto me´dio
7 limitado alto baixo alto
8 limitado alto me´dio alto
9 limitado alto alto alto
10 razoa´vel baixo baixo me´dio
11 razoa´vel baixo me´dio me´dio
12 razoa´vel baixo alto me´dio
13 razoa´vel me´dio baixo alto
14 razoa´vel me´dio me´dio me´dio
15 razoa´vel me´dio alto baixo
16 razoa´vel alto baixo alto
17 razoa´vel alto me´dio me´dio
18 razoa´vel alto alto me´dio
19 alto baixo baixo me´dio
20 alto baixo me´dio baixo
21 alto baixo alto baixo
22 alto me´dio baixo me´dio
23 alto me´dio me´dio me´dio
24 alto me´dio alto me´dio
25 alto alto baixo alto
26 alto alto me´dio alto
27 alto alto alto me´dio
6.4 Infereˆncia
No processo de Infereˆncia, ocorrem as operac¸o˜es entre os
FS, combinac¸a˜o dos antecedentes das regras e implicac¸o˜es
via o operador modus ponens generalizado. Conforme a
Figura 7, esta fase ocorre em treˆs etapas que sa˜o detalhadas
na sequeˆncia.
(i) Aplicac¸a˜o da Operac¸a˜o Fuzzy: Como as regras sa˜o for-
madas pelo operador fuzzy “AND”, a aplicac¸a˜o utiliza
o me´todo MIN (mı´nimo) sobre os valores retornados
da fuzzificac¸a˜o;
(ii) Aplicac¸a˜o do Me´todo de Implicac¸a˜o Fuzzy: realizada
pela combinac¸a˜o entre o valor obtido na aplicac¸a˜o do
operador fuzzy e os valores do FS da saı´da de cada
regra, utilizando o me´todo MIN (mı´nimo) sobre estas
combinac¸o˜es;
(iii) Aplicac¸a˜o do Me´todo de Agregac¸a˜o Fuzzy: considera a
composic¸a˜o dos resultados fuzzy da saı´da de cada regra,
utilizando o me´todo MAX (ma´ximo), assim criando
uma u´nica regia˜o fuzzy para ser analisada pelo pro´ximo
processo do mo´dulo fuzzy.
6.5 Defuzzificac¸a˜o
A defuzzificac¸a˜o e´ a transformac¸a˜o da regia˜o resultado da in-
fereˆncia, a te´cnica utilizada foi o Centro da A´rea. Esse me´todo
calcula o centroide (x) da a´rea composta pela saı´da T2FIS
(unia˜o de todas as contribuic¸o˜es de regras demonstradas nas
sec¸o˜es 6.3 e 6.4), definido pela seguinte fo´rmula:
u =
∑Ni=1 uiµOUT (ui)
∑Ni=1 µOUT (ui)
(6)
Figure 8. Defuzzificac¸a˜o Me´todo Centro da A´rea
7. Int-FLBCC: Me´tricas Avaliadas
Esta sec¸a˜o apresenta a definic¸a˜o das me´tricas avaliadas nesta
pesquisa, usadas nas etapas da consolidac¸a˜o dinaˆmica de VM
eficiente em energia e desempenho, que sa˜o aplicadas sob
restric¸o˜es de QoS.
7.1 Modelo de Consumo Energe´tico
O consumo de energia dos data centers da CN e´ determi-
nado principalmente pela CPU, memo´ria, armazenamento em
disco, fontes de alimentac¸a˜o e sistemas de refrigerac¸a˜o [42].
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Figure 7. Processo de infereˆncia do Int-FLBCC
As pesquisas [43, 3] demonstraram que o consumo de ener-
gia dos servidores pode ser descrito com precisa˜o por uma
relac¸a˜o linear entre o consumo de energia e a utilizac¸a˜o da
CPU, mesmo quando o DVFS e´ aplicado. O motivo esta´ no
nu´mero limitado de estados que podem ser configurados para
a frequeˆncia e tensa˜o de uma CPU e o fato de que a escala de
voltagem e desempenho na˜o e´ aplicada a outros componentes
do sistema, como interfaces de rede e memo´ria.
No entanto, devido a` proliferac¸a˜o de CPUs com va´rios
nu´cleos e virtualizac¸a˜o, os servidores modernos normalmente
sa˜o equipados com grandes quantidades de memo´ria, o que
acarretou o aumento do consumo de energia por um servidor
[42]. Esse fato, combinado com a dificuldade de modelar o
consumo de energia das modernas CPUs multinu´cleo, torna
a construc¸a˜o de modelos analı´ticos precisos um complexo
problema de pesquisa. Portanto, em vez de usar um modelo
analı´tico de consumo de energia por um servidor, este trabalho
utiliza dados reais sobre o consumo de energia fornecidos
pelos resultados do benchmark SPECpower5.
Foram selecionadas duas configurac¸o˜es de servidores de-
scritos na Sec¸a˜o 8, Figura 9. As caracterı´sticas de configurac¸a˜o
e consumo de energia dos servidores selecionados sa˜o mostradas
na Tabela 3. A raza˜o pela qual os servidores com mais nu´cleos
foram escolhidos, se justifica pela importaˆncia de simular
um grande nu´mero de servidores para avaliar o efeito da
consolidac¸a˜o de VM.
7.2 Me´tricas de Violac¸a˜o de SLA
O atendimento aos requisitos de QoS e´ altamente importante
para ambientes de CN. Os requisitos de QoS geralmente sa˜o
formalizados via forma de SLA e determinados em termos de
caracterı´sticas como taxa de transfereˆncia mı´nima ou tempo
ma´ximo de resposta entregue pelo sistema implantado. Como
essas caracterı´sticas podem variar para diferentes aplicativos,
e´ necessa´rio definir uma me´trica independente da carga de
trabalho que possa ser usada para avaliar a QoS entregue para
qualquer VM implementada na IaaS.
Este trabalho define que os requisitos de SLA sa˜o satis-
feitos quando 100% do desempenho solicitado pelos aplica-
5〈http://www.spec.org/power ssj2008/〉
tivos dentro de uma VM e´ fornecido a qualquer momento,
limitado apenas pelos paraˆmetros da VM. Duas me´tricas para
medir o nı´vel de violac¸o˜es do SLA em um ambiente IaaS
sa˜o utilizadas: (1) a frac¸a˜o de tempo durante a qual os hosts
ativos experimentaram a utilizac¸a˜o da CPU de 100%, Frac¸a˜o
de tempo de sobrecarga (FTS); e (2) a degradac¸a˜o geral do
desempenho por VM devido a migrac¸o˜es, caracterizando a
degradac¸a˜o do desempenho devido a migrac¸o˜es (DDM) Eq. 7.
O raciocı´nio por tra´s da me´trica FTS e´ a observac¸a˜o de que,
se um host esta com 100% de utilizac¸a˜o, o desempenho dos
aplicativos a ele associados fica limitado pela capacidade do
host; portanto, as VM na˜o esta˜o sendo fornecidas com o nı´vel
de desempenho necessa´rio.
FT S =
1
N
N
∑
i=1
TSi
Tai
DDM =
1
M
M
∑
j=1
Cd j
Cr j
(7)
onde N e´ o nu´mero de hosts; TSi e´ o tempo total durante
o qual o host i ficou com utilizac¸a˜o de 100%, levando a uma
violac¸a˜o do SLA; Tai e´ o total de host i ativo, e que esta˜o
executando VM; M e´ o nu´mero de VM; Cd j e´ a estimativa da
degradac¸a˜o do desempenho da VM j causada por migrac¸o˜es;
Cr j e´ a capacidade total da CPU solicitada pela VM j durante
sua vida u´til.
Neste trabalho Cr j e´ estimado em 10% da utilizac¸a˜o da
CPU no MIPS durante todas as migrac¸o˜es da VM j.
As me´tricas FTS e DDM caracterizam de forma inde-
pendente o nı´vel de violac¸o˜es de SLA no sistema, portanto
aplica-se uma me´trica combinada que abrange a degradac¸a˜o
do desempenho devido aos fatores: (1) sobrecarga do host
e (2) a`s migrac¸o˜es de VM, denominada violac¸a˜o de SLA
(SLAV). A me´trica e´ calculada conforme mostrado na Eq. (8).
SLAV = FT S . DDM (8)
8. Int-FLBCC: Resultados
A configurac¸a˜o do ambiente de CN para os testes empregou o
CloudSim [18], constituido em um conjunto de ferramentas
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Table 3. Consumo energe´tico dos servidores selecionados em diferentes nı´veis de carga em Watts
Servidor 0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
ProLiant DL325 Gen10 61.7 92.3 105 116 127 136 145 153 161 170 181
PowerEdge R840 88.3 137 148 160 172 184 199 218 246 269 295
Figure 9. Caracterı´sticas da Arquitetura da Nuvem Simulada
para modelagem e simulac¸a˜o de infraestruturas e servic¸os da
CN. Uma biblioteca Java de co´digo aberto chamada Juzzy [44]
foi usada para implementar o F2TIS.
Para todas as experimentac¸o˜es, cargas de trabalho do
mundo real fornecidas como parte do projeto CoMon [45],
uma infraestrutura de monitoramento para a PlanetLab6 foram
empregadas.
O ambiente de nuvem IaaS representado para os testes
considerou data centers de grande escala que compreendeu
800 hosts fı´sicos heterogeˆneos, contemplando dois tipos de
configurac¸o˜es como descritas na Figura 9.
Os resultados das execuc¸o˜es, bem como o o projeto de
Int-FLBCC esta˜o disponı´veis no GitHub7 em uma versa˜o
estendida de CloudSim 3.0.3.
A frequeˆncia das CPU do servidor e´ descrita em MIPS
(Millions of Instructions Per Second). Metade dos hosts sa˜o
ProLiant DL325 Gen 10 com 4721 MIPS para cada nu´cleo,
e a outra metade consiste no servidor PowerEdge R840 com
4520 MIPS para cada nu´cleo. Cada servidor e´ modelado para
ter 1 GB/s de largura de banda de rede.
As caracterı´sticas dos tipos de VM sa˜o tipos de instaˆncias:
(1) Instaˆncia de CPU de Me´dia Alta (2500 MIPS, 32 GB);
(2) Instaˆncia Extra Grande (2000 MIPS, 8 GB); (3) Instaˆncia
Pequena (1000 MIPS, 8 GB); e (4) Micro Instaˆncia (500 MIPS,
16 GB).
O intervalo de medic¸a˜o de uso (intervalo de escalona-
mento) e´ de 5 minutos, baseado em [37]. Esse intervalo tem
como objetivo obter a oscilac¸a˜o do nı´vel de utilizac¸a˜o das
ma´quinas durante a execuc¸a˜o.
6〈https://www.planet-lab.org〉
7〈https://github.com/brunomourapaz/CloudSim〉
As caracterı´sticas de cada carga de trabalho sa˜o apresen-
tadas na Tabela 4. Foram utilizados dados de carga de trabalho
da CPU para mais de 1000 VM de servidores localizados em
mais de 500 locais em todo o mundo.
Table 4. Caracterı´sticas das cargas de trabalho
Workload VM Me´dia (%) Desvio Padra˜o (%)
20110303 1052 12.31 17.09
20110306 898 11.44 16.83
20110309 1061 10.7 15.57
20110322 1516 9.26 12.78
20110325 1078 10.56 14.14
20110403 1463 12.39 16.55
20110409 1358 11.12 15.09
20110411 1233 11.56 15.07
20110412 1054 11.54 15.15
20110420 1033 10.43 15.21
Dez conjuntos de dados de cargas de trabalho coletados
em dias diferentes foram aplicados, que sa˜o alocados para
cada VM. Nas execuc¸o˜es dos experimentos foram utilizados
os algoritmos de alocac¸a˜o descritos a seguir, e agregando as
abordagens das Ordens Admissı´veis discutidas na Sec¸a˜o 3.
• Inter Quartile Range (IQR): algoritmo baseado na me-
dida de dispersa˜o estatı´stica;
• Local Robust Regression (LRR): me´todo de regressa˜o
local que agrega ao modelo o tratamento para dados
discrepantes (outliers) atrave´s de um me´todo iterativo
dos mı´nimos quadrados.
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• Median Absolute Deviation (MAD): limite de utilizac¸a˜o
adaptativo, um algoritmo heurı´stico para ajuste automa´tico
do limite de utilizac¸a˜o com base na ana´lise estatı´stica
de dados histo´ricos coletados durante a vida u´til das
ma´quinas virtuais.
• Static Threshold (THR): limite de utilizac¸a˜o de CPU,
distinguindo os estados de na˜o sobrecarga, e sobrecarga
do host fı´sico, atrave´s da comparac¸a˜o da utilizac¸a˜o atual
do host com um limite fixo definido, caso o limite for
excedido o algoritmo detecta sobrecarga do host.
Em cada execuc¸a˜o, a polı´tica de selec¸a˜o de VM utilizada
foi a Random Selection (RS).
Os resultados sa˜o apresentados de forma gra´fica atrave´s
de boxplot, constituı´do das seguintes informac¸o˜es estatı´sticas:
(i) o mı´nimo, (ii) primeiro quartil (Q1), (iii) a mediana, (iv)
terceiro quartil (Q3) e (v) o ma´ximo. As hastes inferiores e
superiores se estendem, respectivamente, do quartil inferior
ate´ o menor valor na˜o inferior ao limite inferior e, do quartil
superior ate´ o maior valor na˜o superior ao limite superior.
A avaliac¸a˜o do consumo de energia e´ apresentada atrave´s
da Figura 10. Pode-se observar que a abordagem de selec¸a˜o
de host proposta alcanc¸ou ganhos considera´veis em economia
de energia: (i) polı´tica IQR XY em relac¸a˜o ao IQR alcanc¸ou
8.83% de ganho, no caso de (2) MAD Lex2 em relac¸a˜o para
MAD alcanc¸ou 8.72%, em (3) THR XY comparado a THR
22.43%.
Figure 10. Consumo Energe´tico
O boxplot da Figura 11 apresenta resultados de SLA. A
abordagem proposta alcanc¸ou resultados de (1) 6.11% com
IQR XY comparado a IQR, para (2) LRR Lex2 4.02% con-
frontado com LRR, (3) THR Lex1 25% em oposic¸a˜o a THR, e
finalmente, (3) MAD XY analisado com MAD obteve 9.06%,
correspondendo a` melhor me´dia de violac¸a˜o de SLA.
9. Considerac¸o˜es Finais
Neste trabalho, apresentamos o Int-FLBCC, uma nova abor-
dagem para a selec¸a˜o de hosts na CN com uso eficiente de
energia empregando a T2FL e Ordens Admissı´veis, como
parte da consolidac¸a˜o dinaˆmica de VM.
Figure 11. Me´dia de Violac¸a˜o de SLA
O resultado das simulac¸o˜es foi comparado com quatro
algoritmos de alocac¸a˜o de VM bem conhecidos (IQR, LRR,
MAD e THR).
Nossa avaliac¸a˜o usando trac¸os reais de carga de trabalho
mostrou que o me´todo proposto reduziu o consumo de energia
enquanto manteve QoS e SLA, essa e´ a principal vantagem
do Int-FLBCC. Na maioria dos casos, a abordagem proposta
usando T2FL obteve bons resultados sobre a eficieˆncia en-
erge´tica, alcanc¸ando ganhos de 8.83%, 8.72% e 22.43% com
IRQ, MAD e LRR, perdeu 4.19% com o uso da ordem de Xu
e Yager. Considerando o SLA, os ganhos foram 9.06% de
MAD com a ordem de Xu e Yager, e 25% com THR aplicando
a ordenac¸a˜o de Lex1.
Como trabalhos futuros pretendemos agregar ao modelo
outras varia´veis com objetivo de melhorar os nı´veis de SLA e
eficieˆncia energe´tica, e ainda, aplicar te´cnicas dinaˆmicas na
concepc¸a˜o do T2FS.
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