ABSTRACT. The paper deals with homogenization of nonlinear differential operators with monotone behaviour. We consider a situation, when the coefficients of the operator are not known exactly, but in certain bounds only due to errors caused by measurements. We use the deterministic approach to the problem--worst scenario method introduced by I. Hlaváček.
Introduction
Homogenization is a mathematical method used for modelling of composite materials with periodic structure, where the material properties are described by discontinuous oscillating periodic coefficients that occur in the corresponding differential equations. If the structure is fine, it is almost impossible to solve the problem numerically due to an excessive number of equations resulting from very fine triangulations. Thus, the goal is to replace the original composite material by a fictional homogeneous material, which has the same properties from the macroscopic point of view-i.e., periodic discontinuous coefficients are replaced by constant ones.
In case of exactly given input data (coefficients, right hand side, boundary conditions, etc.) the topic is discussed in many papers and monographs (for introduction see, e.g., [2] ), but in practice, considering fixed input parameters is often restrictive. Material constants are usually obtained from experiments by measurements or even from solving inverse (identification) problem. Obviously, both steps are affected by errors, so we are able to prescribe the data in an extent only-we talk about problems with uncertain data. How to solve these problems? According to character of the problem we can follow stochastic or deterministic approach. In stochastic approach the data are considered to be stochastic quantities with certain distribution of probability, which yield stochastic differential equations. Deterministic approach called worst scenario method or method of reliable solution can be used if we want to determine the most danger case, for example if we want to know what data yield the highest temperatures in some crucial places of domain. The main idea consists in defining a special functional over suitable set of admissible data, which can be generally dependent on both data and solution of the problem. In fact, it is a criterion evaluating which data are good or bad. This paper is a continuation of [8] , where linear problems were studied, and deals with worst scenario method in homogenization of nonlinear second order boundary value problem of monotone type. For the sake of clarity, we restrict ourselves to problem in dimension one.
The paper is organized into 5 sections. The model problem is introduced in Section 2. Section 3 contains the related homogenization problem. We recall some known results in these two sections, hence, the proofs are omitted. Section 4 is devoted to the worst scenario method including the main result on solvability of the corresponding maximization problem. Some concluding remarks in Section 5 close the paper.
Model problem
We shall deal with the homogenization problem for a nonlinear second order boundary value problem in an interval. It can be physically interpreted as stationary heat transfer in periodically heterogeneous bar. The coefficient in the equation is supposed to be an uncertain function-it means that the term related to the heat conductivity is known with the given tolerance only. Let {ε n } be a sequence of small positive parameters converging to zero as n → ∞. As usual the subscript n is omitted. Homogenization approach deals with the sequence of problems of the same type constructed by the sequence of coefficients with diminishing period. We consider the following model sequence of problems
where
Such functions are called Y-periodic (Y is a copy of the periodicity interval, e.g., Y = [0, 1)). The spaces of Y-periodic functions are denoted by
(such function is continuous on R due to the compact embedding). The norm of the Banach spaces
. . , m be positive constants. We denote by S # the set of all functions defined on Y × R (and extended by Y-periodicity on the whole R × R) with the following properties:
The assumptions (2)- (5) guarantee that for every function from S # there exist positive constants α and C L such that
The set U ad of admissible coefficients is defined by
where a min < a max (bounds of measurements) are given functions from S # . The properties (6) and (7) ensure the strong monotonicity and Lipschitz continuity of the operator A ε . These two properties guarantee existence and uniqueness of the solution (the proof is based on the fixed point theorem and can be found, e.g., in [4] ). More precisely, the following holds:
can be admitted due to the compact embedding). Moreover, we have an apriori estimate u ε W Although the existence and uniqueness of the solution can be obtained also under weaker monotonicity and continuity assumptions, we need the introduced properties in what follows.
Homogenized problem
There are several ways how to handle the homogenized problem. Besides the asymptotic expansion method [2] , G, H and Γ-convergence [5] , [7] , the two-scale convergence method [1] seems to be the most powerful tool in homogenization theory. Using one of these concepts we obtain the following homogenization result related to problem (1):
Ì ÓÖ Ñ 2º Let a ∈ U ad and let u ε (a) be the solution of the problem (1). Then we have
where u 0 (a) is unique solution of the homogenized problem
Coefficient b : R → R is defined by
where function w ξ is the unique solution of the local problem
(subscript "0" denotes functions with zero mean value over Y ). Moreover, coefficient b(ξ) satisfies ∀ ξ, η ∈ R the following estimates
where α, C L are the same constants as in (6) and (7).
Let us note that in case of higher dimension the estimate (12) becomes generally
In literature the additional assumption a(y, 0) = 0 is usually used which simplifies proofs a bit. Otherwise, we can follow the proof presented in [3] . Some other variants of monotonicity assumptions have also been studied.
Worst scenario method
In this section we define the objective functional over the set U ad and formulate the corresponding maximization problem. Let us consider simple case when we are interested in maximum of the homogenized solution (temperature) in a subinterval I ⊂ I (usually a crucial place in the material). Thus, the functional Φ is defined by
(average value of homogenized solution u 0 over I which is dependent on the coefficient a ∈ U ad ) and the worst scenario problem reads:
Before formulation of existence theorem to problem (MaxP) we introduce the two useful lemmas:
Ä ÑÑ 1º Every sequence of functions {a n } ⊂ U ad contains an uniformly convergent subsequence, i.e., there exists an element a ∈ U
ad such that a n ⇒ a in Y × R. 
Ä ÑÑ 2º Let {a
0 (I), where u 0 (a n ), u 0 (a) are the solutions of the problem (8) with coefficient a n and a, respectively. P r o o f. Let us denote w n := w ξ (a n ) and w := w ξ (a) the solutions of the local problem (10) with the coefficient a n and a, respectively. First, let us prove the boundedness of the sequence w n . From Lipschitz continuity (7) we have
, where c = max max y∈Y |a max (y, 0)|, max y∈Y |a min (y, 0)| . Using strong monotonicity condition (6), the weak formulation of the problem (10) and
where θ is a suitably large constant. Hence, with help of inequality |x| ≤ |x + y| + |y| and Poinacaré inequality, we see that w ξ (a n ) W 
The first integral on the right-hand side converges to zero, since it contains the product of strongly and weakly converging sequence in L 
The first integral on the right-hand side converges to zero thanks to the strong convergence w n → w in L 2 # (Y ) and the second integral converges to zero due to the uniform convergence of the sequence of coefficients a n . It means that
Finally, let us denote by u n := u 0 (a n ) and u := u 0 (a) the weak solutions of the homogenized problem (8) . In similar way as above, we show with help of property (11) that the sequence of solutions u n is bounded, i.e.,
where M is a constant from Friedrich's inequality and c is a bound of coefficients b n at the point 0. It proves that solutions u n are bounded in W 
From Lemma 1 we know that there exists an element a ∈ U ad such that, up to a subsequence, a n ⇒ a in Y × R .
0 (I), and as a consequence of definition of functional Φ, Φ(a n ) → Φ( a) as n → ∞.
Combining (13) and (14) we get and thus a is a maximizing element, i.e., a = a in Y × R, which is the desired result.
Concluding remarks
We demonstrated the usage of worst scenario method in homogenization of nonlinear boundary value elliptic problem with uncertain coefficient. For the sake of brevity we restricted ourselves to the problem in dimension one. The simple objective functional was considered. It can be interpreted as the average temperature over some crucial place of material and the corresponding worst scenario problem investigates the most "danger" data that yield the highest temperature. According to the technical requirements, various functionals can be considered. On the other hand, these functionals must satisfy some minimal conditions introduced in [6] . Once the worst scenario problem is set, the further steps would follow:
i) The formulation of the approximate worst scenario problem-it requires a discretization in both the space, where the solution of the model problem is looked for, and the set of admissible data.
ii) The convergence analysis of the approximate solutions to the exact solution.
