Interactive encoding and decoding based on binary low-density parity-check codes with syndrome accumulation (SA-LDPC-IED) is proposed and investigated. Assume that the source alphabet is , and the side information alphabet is finite. It is first demonstrated how to convert any classical universal lossless code (with block length and side information available to both the encoder and decoder) into a universal SA-LDPC-IED scheme. It is then shown that with the word error probability approaching 0 subexponentially with , the compression rate (including both the forward and backward rates) of the resulting SA-LDPC-IED scheme is upper bounded by a functional of that of , which in turn approaches the compression rate of for each and every individual sequence pair and the conditional entropy rate for any stationary, ergodic source and side information as the average variable node degree of the underlying LDPC code increases without bound. When applied to the class of binary source and side information correlated through a binary symmetrical channel with crossover probability unknown to both the encoder and decoder, the resulting SA-LDPC-IED scheme can be further simplified, yielding even improved rate performance versus the bit error probability when is not large. Simulation results (coupled with linear time belief propagation decoding) on binary source-side information pairs confirm the theoretic analysis and further show that the SA-LDPC-IED scheme consistently outperforms the Slepian-Wolf coding scheme based on the same underlying LDPC code. As a by-product, probability bounds involving LDPC established in the course are also interesting on their own and expected to have implications on the performance of LDPC for channel coding as well.
I. INTRODUCTION
R ECENTLY, the concept of interactive encoding and decoding (IED) was formalized in [1] and [2] . When applied to (near) lossless one-way learning (i.e., lossless source coding) with decoder only side information, IED can be easily explained via Fig. 1 to be learned at the decoder, denotes another finite alphabet source that is correlated with and only available to the decoder as side information, and denotes the average number of bits per symbol exchanged between the encoder and the decoder measuring the rate performance of the IED scheme used. As evident from Fig. 1 , IED distinguishes itself from noninteractive Slepian-Wolf coding (SWC) in the fact that two-way communication is allowed in IED. By allowing interactions between the encoder and the decoder, IED has several advantages over SWC [1] , [2] . For example, in comparison with SWC, it was shown [1] , [2] that IED not only delivers better firstorder performance (i.e., asymptotic compression rate) for general stationary, nonergodic source-side information pairs, but also achieves better second-order performance (i.e., tradeoff between the speeds of convergence of compression rate to the theoretic limit and convergence of error probability to zero) for memoryless pairs with known statistics. Furthermore, in contrast to the well-known fact that universal SWC does not exist, 1 it was shown [2] that coupled with any classical universal lossless code (with block length and with the side information available to both the encoder and decoder) such as the one in [5] , one can build an IED scheme which is asymptotically optimal with respect to the class of all stationary, ergodic sources-side information pairs. Indeed, the corresponding IED scheme achieves essentially the same rate performance as that of for each and every individual sequence pair , even though the side information is not available to the encoder in the case of IED, while the word decoding error probability can be made arbitrarily small.
The above advantages make IED much more appealing than SWC to applications where the one-way learning model depicted in Fig. 1 fits. However, the IED schemes constructed in [1] and [2] do not have an intrinsic structure that is amenable to implement in practice. A big challenge is then how to design universal IED schemes with both low encoding and decoding 1 By this, we mean that universal SWC algorithms in the sense of achieving asymptotically the conditional entropy rate with diminishing error probability for each and every stationary, ergodic source pair do not exist [2] . In the literature, however, the term "universal SWC" was also used to refer to a limited universal setting where one can construct an SWC scheme whose error probability would approach 0 as long as the conditional entropy rate of the underlying source pair falls below the coding rate of the SWC scheme [3] , [4] . Note that in the classical limited universal setting, the conditional entropy rate of the underlying source pair may be far below the actual coding rate. 0018-9448/$31.00 © 2012 IEEE complexity. To address this challenge partially, linear IED schemes, which use linear codes for encoding, were later considered in [6] . The encoder of a linear IED scheme can be conveniently described by a parity-check matrix. Based on different random matrix ensembles, two universal linear IED schemes were proposed therein. The first universal linear IED scheme proposed in [6] (also called LIED) makes use of Gallager-type of matrix ensembles, where each matrix element is generated independently, selects randomly a matrix from such an ensemble, and then divides the selected matrix into several submatrices, each of which is used to generate new syndromes in each round of interaction. In the second universal linear IED scheme proposed in [6] (also called SA-IED), Gallager-type ensembles are extended into vector-type ensembles, where each column of matrices is generated independently, and a matrix is generated in such a way that each of its submatrices is randomly picked from such a vector-type ensemble; in each round of interaction, new syndromes are then generated by applying syndrome accumulation (SA) (described in [6] ) once to each and every of those submatrices. Define the density of a linear IED scheme as the percentage of nonzero entries in its parity-check matrix. It was then shown [6] that there is no performance loss by restricting IED to linear IED and even to linear IED with density , where is the block length. Thus, the encoding complexity of universal IED can be kept as low as . Although linear IED considered in [6] tackles its encoding complexity very well, its decoding complexity is largely untouched due to the adoption of maximum likelihood (ML) decoding, which results in exponential decoding complexity with respect to block length . On the other hand, an attempt to apply belief propagation (BP) decoding to linear IED generated by Gallager-type or vector-type ensembles in [6] failed miserably. The reason why BP decoding fails for Gallager-type and vectortype ensembles will be detailed in Remark 1 in Section III-B. Here, we provide a brief, high-level explanation. Specifically, in either of Gallager-type or vector-type ensembles, several submatrices are generated independently and then concatenated as one matrix used by the decoder. Moreover, within each submatrix, columns are generated independently. Such independence mitigates the difficulty of theoretical analysis of the performances of IED schemes to some extent. However, both the resulting variable node and check node degree distributions corresponding to the matrix are purely random and hence not suitable for BP and linear programming decoding [7] , [8] . One of the main purposes of this paper is to address the issue of decoding complexity by building IED schemes from linear codes with low decoding complexity. This leads us to consider lowdensity parity-check (LDPC) codes, due to their linear complexity decoding based on BP decoding and successful application to fix-rate SWC [9]- [12] .
An LDPC code is a linear code with a sparse parity-check matrix, each of whose rows and columns has only a finite number of nonzero elements with respect to its block length. Important parameters of an LDPC code include the ratio between the numbers of rows and columns [called Slepian-Wolf rate (syndrome encoding)], and the portions of rows and columns with certain number of nonzero elements (called the check and variable de-gree distributions of the LDPC code). Given a block length and a Slepian-Wolf rate, one way to generate an LDPC code with the given Slepian-Wolf rate is to randomly select a matrix as its parity-check matrix from an ensemble in which all matrices share the same Slepian-Wolf rate, and check and variable degree distributions.
Since rows and columns of parity-check matrix of an LDPC code are not generated independently, the approach of dividing the whole matrix into several submatrices adopted in [6] cannot deliver good results from both theoretical and practical perspectives. To overcome this problem, in this paper, we shall modify SA used in [6] to adapt the encoding rates of the LDPC code for IED. The resulting scheme is called an IED scheme based on a binary LDPC code with syndrome accumulation (SA-LDPC-IED); its performance is then analyzed theoretically and evaluated practically based on minimum coding length decoding and BP decoding, respectively. It is shown that coupled with any classical lossless code (with side information available to both the encoder and decoder), one can always construct an SA-LDPC-IED scheme such that 1) the word decoding error probability approaches 0 subexponentially with ; and 2) the total rate (includingboth the forwardand backward rates) of the resulting SA-LDPC-IED scheme is upper bounded by a functional of that of , which in turn approaches the compression rate of for each and every individual sequence pair and the conditional entropy rate for any stationary, ergodic source and side information as theaverage variablenode degree oftheunderlyingLDPC code increases without bound. When applied to the class of binary source and side information correlated through a binary symmetrical channel with crossover probability unknown to both the encoder and decoder, the resulting SA-LDPC-IED scheme can be further simplified, yielding even improved rate performance versus the bit error probability when is not large. It is worth mentioning here that due to dramatic difference between LDPC ensemble and Gallager-type or vector-type ensemble in [6] , theoretical results above are by no means implied by those in [6] , and as can be seen later on, the proof technique in this paper is quite different and much involved, which is also believed to be valuable for theoretical analysis of rateless or universal codes (in channel or SWC) with LDPC property.
It should be pointed out that in the literature 2 (see, for example, [14] - [16] , and references therein), there have been several attempts toward building rateless (or rate-adaptive) SWC schemes using LDPC codes. Specifically, the technique of SA was used to construct the so-called LDPCA codes in [16] . Our 2 The reader may also wonder about the difference between IED and variablerate SWC with feedback (see [13] , and references in [2] and [6] ). Their main difference lies in the following two aspects. First, in the IED setup, sources could be arbitrary, ranging from general stationary ergodic sources to even individual sequences, and their statistics are completely unknown to either the encoder or the decoder, whereas in variable-rate SWC with feedback, only independent and identically distributed sources are considered. Second, in IED the total exchange rate (i.e., both the forward and backward rate) is concerned while by "feedback" only the forward rate (from encoder to decoder) is usually considered. Refer to [2] and [6] for detailed discussions.
SA-LDPC-IED schemes differ from the rateless SWC schemes in the following aspects. 1) We are concerned with the total rate defined as the number of bits exchanged between the encoder and the decoder per symbol, while only the forward rate (from the encoder to the decoder) is considered in rateless SWC schemes. 2) We assume that the joint statistics of source and side information are unknown to both the encoder and decoder, while the joint statistics are available for decoding in rateless SWC schemes. 3) We provide theoretical analysis for our SA-LDPC-IED schemes, while the performance of those rateless SWC schemes has been evaluated mainly through simulation. The rest of this paper is organized as follows. In Section II, several definitions and convention are introduced to facilitate the following discussion. The concept of SA is revised and SA-LDPC-IED schemes are constructed in Section III, while the performance analysis is performed in Section IV in terms of the forward and backward rates versus the word error probability for individual sequence pairs and stationary, ergodic source-side information pairs , and in Section V in terms of the forward and backward rates versus the bit error probability for binary source-side information pairs correlated through a binary symmetrical channel. Section VI is devoted to practical implementation and simulation results, followed by the conclusion in Section VII.
II. PRELIMINARIES AND CONVENTION
In this section, we first set out our notation for the paper and then review some concepts related to LDPC codes.
Throughout this paper, we use uppercase and lowercase letters to denote random variables and their realizations, respectively. Let be the binary alphabet, and the set of all finite strings from . Let denote the set of all strings of length from . Similar notation applies to other alphabets (e.g., ) as well. A vector of dimension is represented by a letter with superscript , e.g., ; a matrix of dimension is represented by a bold letter with subscript , e.g., . Whenever superscripts and subscripts are clear from context, they will be omitted. For example, when there is no ambiguity, we shall simply write as and as . The entropy function based on logarithm with bases 2 and will be denoted by and , respectively. We will denote by the expectation operator, and by the Hamming weight function counting the number of nonzero elements in a vector.
For any two sequences and , we write if Furthermore, for any positive integer , define
Consider now a linear block code with its parity-check matrix
. The tanner graph [17] of the code (or equivalently, its parity-check matrix) is a bipartite graph consisting of two sets of nodes and , namely, variable and check nodes, where for any and such that and , and , representing the th column and th row of , respectively, are connected if and only if the element of located at th column and th row is equal to 1. Note that the degree of a node in a graph is the number of edges connected to it. Let ( , respectively) be the set of degrees of all variable nodes (check nodes, respectively) in the tanner graph of . Furthermore, let ( , respectively) denote the number of variable nodes (check nodes, respectively) with degree ( , respectively) in the tanner graph of . Then, we call ( , respectively) the variable (check, respectively) degree distribution from a node perspective of (and its tanner graph) [7] . Define polynomials and as and The tanner graph is said to be sparse, and accordingly, its corresponding code is said to be an LDPC code if is in the order of , where is the total number of edges in the tanner graph. Normalizing and by the total numbers of variable nodes and check nodes, respectively, we get normalized variable and check degree distributions and :
and where and represent the percentages of variable and check nodes with degrees and , respectively. Given , , and (normalized) variable and check degree distributions and satisfying , let (simply if ) denote the collection of all parity-check matrices with normalized variable and check degree distributions and . Without loss of generality, we only consider those matrices such that the degrees of rows and columns do not decrease with their indices. (In other words, implies the degree of the th row (or column) is not less than that of the th row (or column).) Then, an LDPC code of designed rate is said to be randomly generated from the ensemble with degree distributions and if its parity-check matrix is uniformly picked from . In this paper, we consider only such generated LDPC codes.
The performance of an LDPC code (under ML and BP decoding) depends largely on degree distributions of the ensemble it is picked from. According to the analysis in [7] , a class of degree distributions, called check-concentrated degree distributions, is of special interest due to their superior performance, where given a variable node degree distribution, the check node degree distribution is made as concentrated as possible. In this case of , given , is determined as follows:
where and Under this circumstance, is simply referred as to .
III. IED-BASED ON SA

A. Syndrome Accumulation
The concept of SA has been introduced in [6] . To clarify our following discussion, we revise this concept here.
Suppose a syndrome vector is given, where consists of syndromes , and is an matrix. To facilitate the discussion below, we assume that is a power of 2, i.e., for some positive integer . Let and , where forms a partition on with each as a subset of and as the number of elements in . is also called a cell in , and we use to represent the cardinality of , i.e., the number of indices in . Now given and , we can form a new syndrome vector , which is called an accumulated syndrome vector, in the following way:
. . .
The derivation below shows that
is indeed a syndrome vector:
where is the element in the th row and th column of , and is the th element in . Also, defined above is the parity-check matrix corresponding to the partition .
To proceed, we introduce a sequence of partitions . (Later on, it can be seen that this sequence effectively represents the procedure of encoding of SA-LDPC-IED schemes.) The sequence is generated in a recursive manner, depicted as follows: 1) . 2) Suppose has been generated. Let . Split equally into two parts, and , where consists of the first (second) half of elements in , ordered by their values.
3)
is generated as follows:
for .
Note that since we assume for some integer , is also a power of 2 for . Moreover, for , always holds for and . Therefore, the splitting of can always be applied. In fact for , and for . Now given and , we can generate a sequence of accumulated syndrome vectors , where the upper scripts represent the dimension and lower scripts indicate which partitions the syndromes are associated with. The upper scripts, which always equal to the lower scripts, are dropped for simplicity. Now for any , we use to represent its th element. In fact, this procedure can be done recursively as above, where and is generated by replacing with and . Moreover, since is a partition on , we have and therefore, if is known, only one of and is needed to calculate . We call as the augmenting syndrome from to , denoted by . We also adopt the convention that for convenience. In addition, according to the discussion above, , where can be determined by and . For clarification, we refer to as , where the lower script indicates its dimension. By [6, Remark 7], a binary tree can be associated with or , shown in Fig. 2 , where each node represents a subset of . Let and be a node and its associated set.
forms a partition of when and are the left and right child nodes of . Moreover, let be the node associated with the set , and be the depth of a node . Then, .
B. IED Schemes
In light of LDPC codes, we consider only binary sources. That is, the source alphabet is binary. However, the side information alphabet could be arbitrary. For any , let be the complement sequence of , i.e., the sequence having hamming distance from . Let be the parity-check matrix of an LDPC code randomly generated from the ensemble for some . Let and be matrices from Gallager parity-check ensemble (the set of matrices with each element generated independently and uniformly from ), where , , and is assumed to be an integer. Furthermore, let be the partition sequence described in the previous section. Based on the concepts introduced above, we are now ready to describe our SA-LDPC-IED scheme , which is presented in detail in Algorithm 1, where is the source sequence to be encoded, is the side information sequence available only to the decoder, and is an integer to be specified later such that is also an integer. Moreover, the specification of , and the function depends on and will be discussed in the next section. As in [1] , [2] , and [6] , given any , the performance of is measured by the number of bits per symbol from the encoder to the decoder , the number of bits per symbol from the decoder to the encoder , and the conditional error probability of given and . Let be the number of interactions at the time the decoder sends bit 1 to the encoder. It follows from the description of Algorithm 1 that Moreover, let be a stationary source pair. We further define and Remark 1: As can be seen, the SA-LDPC-IED scheme is distinct from LIED and SA-IED schemes proposed in [6] in the ensembles of parity-check matrices. Specifically, all three schemes assume that is available to the decoder at th interaction, but the ways of generating are totally different. In the SA-LDPC-IED scheme, given the variable and check node degree distribution of , the variable node degree distribution of will be roughly the same as that of , considering the fact that the matrix is sparse. On the other hand, for LIED scheme with Gallager-type ensemble:
Algorithm 1 SA-LDPC-IED
where each is generated in the way that elements equal to 1 with probability and to 0 with probability . As can be seen, variable node degrees of each are purely random, as well as that of . Now for SA-IED scheme with vector-type ensemble . . . where each is resulted by applying SA described above to , each column of which is generated independently and equals to a vector of degree one with probability or to zero vector with probability . (Note that there are different vectors of degree one and dimension .) In this case, although the variable node degrees of are either 0 and 1, variable node degrees of are still purely random, as each is generated independently. The independence in Gallager-type and vector-type ensemble mitigates the difficulty of the proof of coding theorem of linear IED to some extent. However, as the variable node degrees of decoding matrices are purely random, BP decoding does not behave well for those schemes, which is the motivation to propose and investigate SA-LDPC-IED scheme.
IV. PERFORMANCE OF SA-LDPC-IED: GENERAL CASE
This section is devoted to the theoretical performance analysis of our proposed SA-LDPC-IED scheme for both individual sequences and and stationary, ergodic sources. Throughout this section, we assume that .
A. Specification of , , and , and Probability Bounds
In order for our proposed SA-LDPC-IED scheme to be truly universal, i.e., to achieve good performance for each and every individual source and side information pair , we associate with a classical universal lossless code (with block length and the side information available to both the encoder and decoder), where is a mapping from to satisfying that for any , the set is a prefix set. Specifically, we define where is the number of bits resulting from applying to encode from given the side information sequence from available to both the encoder and decoder.
Following the approach adopted in [2] and [6] , it is essential to calculate the following probabilities: and for , given . In addition, in our case, the specification of , and , is also related to the probability Since and are obtained from Gallager parity-check ensemble, it can be easily shown that for any . However, calculating is much harder. It can be seen that depends on the support set of , i.e., the positions of nonzero elements in . Let represent the support set of , and we write simply as whenever is generic or can be determined from context. Let be the matrix consisting of those columns of with indices in . The degree polynomial of , denoted by , is defined by where is the number of columns with degree within . 3 And define
Now let
To understand the meaning of , let us focus on . By the binary tree representation in the previous section
Since the block length is assumed to be a power of 2, it follows that where , and hence, , all depend only on . We have the following result, which is proved in Appendix A. and for any and , is defined as
in which is the solution to for with the convention that .
Remark 2: When , the solution to (4.2) is . In this case, the expression in (4.1) should be understood as its limit as , i.e.,
when . As illustrated in Fig. 3 , the function has several interesting properties including PR1 given , is a strictly decreasing function of over ; PR2 given , as a function of is continuous and strictly decreasing over , and furthermore PR3 and is close to when is not too far away from . These and other properties of are needed in the performance analysis of our proposed SA-LDPC-IED Scheme . Their exact statements and respective proofs will be relegated to Appendix B.
Based on the function , we are now ready to specify and for any in our proposed SA-LDPC-IED Scheme , which are defined, respectively, as and where is the same as in the description of the SA-LDPC-IED Scheme .
B. Performance for Individual Sequences
We now analyze the performance of the SA-LDPC-IED scheme in terms of the performance of the classical universal code for any individual sequences and . We have the following theorem, which is proved in Appendix C. where denotes the conditional error probability of given and , and is the positive solution to otherwise.
Remark 4:
As can be seen, the achievable bounds of coding performance for SA-LDPC-IED schemes in Theorem 1 depend only on and , rather than entire . This property of the results is due to both bounding technique and the fact that minimum coding length decoding is assumed. However, when BP decoding is used as the practical implementation of decoding algorithm in Section VI, coding performance will be determined by the entire degree distribution . Optimization of degree distribution for BP decoding is out of the scope of this paper, and left for future research.
Remark 5: Readers may be interested in comparing the result above and Theorems 1, 3, and 5 in [6] for linear IED schemes with Gallager-type and vector-type ensembles, where word error probability was considered. However, no fair comparison can be made here. As can be seen, the average degrees of ensembles used in Theorems 1, 3, and 5 of [6] are at least on the order of , while the average degree of the ensemble used here is finite with respect to block length .
In order to analyze the asymptotical performance of the SA-LDPC-IED scheme first as and then as the average degree of goes to , we define for any and Clearly, represents the redundancy of , i.e., the gap between the asymptotical total rate of and the desired rate . We have the following two results, which will be proved in Appendix D. 
C. Performance for Stationary, Ergodic Sources
In this section, we analyze the performance of the SA-LDPC-IED scheme for any stationary, ergodic source-side information pair with alphabet
. To this end, we select to be a sequence of universal (classical) prefix codes with side information available to both the encoder and decoder such that (4.12) for any stationary, ergodic source-side information pair . (Note that from the literature of classical universal lossless source coding (see, for example, [5] , [18] - [21] , and the references therein), such a sequence exists.) To bring out the dependence of on and , we shall write as . Then, we have the following result, which is proved in Appendix D. and (4.15) whenever .
Remark 6: It is easy to verify that for any stationary ergodic source-side information pair, is the optimal compression rate for IED schemes, which has been proved in [2] . This is expected as even if the side information is fully available to the encoder, the best compression rate is still .
Remark 7:
As can be seen, to approach the optimum , for large has to be used for the degree distribution of LDPC ensembles, or in other words, the average degree should approach infinity. Although no converse theorem on the average degree of LDPC ensembles and compression rate has been established, this fact can be implied by some converse theorem on the average degree of capacity-achieving LDPC ensemble in channel coding, e.g., [7, Th. 3 .94, Sec. 3.16]. However, it is worth pointing out that the result of Theorem 2 is doubly asymptotic, in the sense that the compression rate takes its limit with respect to block length first, and then with respect to which controls the average degree of LDPC ensembles. Therefore, (and consequently, the average degree of LDPC ensembles) is always assumed to be finite with respect to , implying the low density of ensembles. Readers are directed to [6] for the case when the average degree of ensemble grows with respect to .
V. PERFORMANCE OF SA-LDPC-IED: BINARY CASE AND BIT ERROR PROBABILITY Theorems 1 and 2 show the performance of our proposed SA-LDPC-IED scheme in terms of the forward and backward rates versus the word error probability for both individual sequences and and stationary, ergodic sources. In this section, we consider instead the forward and backward rates versus the bit error probability by focusing on independent and identically distributed (i.i.d) source-side information pairs , where the source and side information are correlated through a binary symmetric channel with a crossover probability , which is unknown to both the decoder and the encoder. Limiting ourselves to this smaller class of source-side information pairs allows us to illustrate the SA-LDPC-IED scheme by using a specific and simple function , which in turn leads to further simplification of the SA-LDPC-IED scheme itself and paves the way for the BP decoding to be used as a decoding method in IED in the next section.
Note that in this binary case It is easy to see that is actually the normalized code length function of the classical prefix code with side information available to both the encoder and decoder as described in Algorithm 2. With the assumption on the correlation between the source and side information and with this specific function , we can further get rid of the last round of transmission from the encoder to the decoder in , yielding a simplified version as described in Algorithm 3, where the specification of and is the same as that in Algorithm 1. 
13:
The decoder sends bit 1 to the encoder, and outputs as the estimate of .
14: else
15:
The decoder sends bit 0 to the encoder and leaves the estimate of undecided.
16: end if
17: end while
Now let us analyze the performance of the SA-LDPC-IED scheme in terms of the forward and backward rates versus the bit error probability , where Then, we have the following theorem, which is proved in Appendix E. such that parity check and threshold on cost function are satisfied. Then, the probability of the second type of error is bounded by , while the probability of the first type of error is trivially bounded by 1 as the resulted symbol error probability is less than . Therefore, further refinement of Theorem 3 is possible for the first type of error. Specifically, minimum hamming distance analysis of the code with parity-check matrix can be applied at the th round of interaction for . Let denote the minimum hamming distance at the th interaction. As long as we choose , no first type of error happens at th interaction. Consequently, a relatively large value of can be used to calculate the achievable compression rate in (5.2) which does not necessarily result in large error probability, especially for large when is large. However, does not have neat analytic form in general, and applying minimum distance analysis would result in much more complicated expression which would not allow the following discussion of redundancy, i.e., gap between achievable rate and . Moreover, as shown below, this refined analysis will not affect the coding performance too much for ensembles of large average degree.
Remark 9: It would be interesting to compare the performance of SA-LDPC-IED given in Theorem 3 and those of LIED with Gallager-type ensemble and SA-IED with vector-type ensemble in Theorems 4 and 6 in [6] , where symbol error probability is considered. To make a fair comparison between results in this paper and [6] , however, some details on these three IED schemes have to be addressed. In particular, as shown in Remark 1, given source and side information , the decoders in all three schemes either directly receive or calculate , and try to estimate based on and . The main difference is how is generated. Further inspection on ensembles reveal that: 1) for SA-IED using vector-type ensemble, the number of ones in does not change with respect to , whose expectation equals to , where is a parameter in vector-type ensemble to control its density; 2) for SA-LDPC-IED, for any will have roughly the same number of ones as , i.e., ; and 3) for LIED, will have expected number of ones, which changes with respect to and is bounded by for , where is a parameter in Gallager-type ensemble to control its density. For the sake of fair comparison, we can set when comparing SA-LDPC-IED with LIED, and when comparing SA-LDPC-IED with SA-IED. (The comparison between LIED and SA-IED is included in [6] and is out of the scope of this paper.) Let be the redundancy, i.e., the gap between the achievable rate of the respective scheme and the conditional entropy rate, for LIED, SA-IED and SA-LDPC-IED. By the lower bound on in [6, Ths. 4 and 6], it is not hard to see for LIED and SA-IED, where is the symbol error probability, and as . In the meantime, by Proposition 1, it can be shown that for SA-LDPC-IED From the calculation, it can be seen that given any , as , and for LIED, SA-IED, and SA-LDPC-IED. On the other hand, of SA-LDPC-IED approaches 0 faster than those of LIED and SA-IED assuming and approaches infinite in the same speed.
By defining we have the following proposition, the proof of which is omitted due to its similarity to that of Proposition 2.
Proposition 3:
Let be a normalized degree distribution with and . For
We conclude this section by providing the following theorem (proved in Appendix F), which analyzes the performance of the modified SA-LDPC-IED scheme when is used. Once again, to bring out the dependence of on , we write as . whenever .
VI. IMPLEMENTATION AND SIMULATION RESULTS
To verify our theoretical analysis in the last two sections, we have implemented our proposed SA-LDPC-IED schemes with some modification, namely by adopting the BP decoding in the place of the minimum coding length. In this section, we report their performance for binary source-side information pairs , where and are correlated through a binary channel with probability transition matrix (from to ) given by and where are assumed unknown to both the encoder and decoder. Our strategy toward design of practical SA-LDPC-IED schemes is to start with the special case , i.e., source and side information are correlated through a binary symmetric channel. In this case, the assumption on source-side information pair is the same as that in Section V, and therefore, we can modify Algorithm 3 into a practical version, coupled with BP decoding. Later on, this practical algorithm will be generalized to deal with the case . Consequently, we adopt the same notations of , and as in Section V. However, replacing minimum coding length decoding in Algorithm 3 with standard BP decoding does not work well, since the standard BP decoding algorithm applies only to fix-rate LDPC codes with known statistics of source-side information pairs. Therefore, we first have to modify the BP decoding algorithm so that it fits into our variable-rate and unknown statistics situation as well while maintaining its low complexity.
A. Modified BP Decoding Algorithm and Practical SA-LDPC-IED Schemes
The BP decoding algorithm can be considered as a sum-product algorithm [22] on a Tanner graph, which represents the parity-check matrix of the LDPC code, with variable nodes corresponding to bits of the source, and check nodes corresponding to syndromes. Generally speaking, it tries to marginalize the distribution of each bit of the source based on local calculations. Specifically, it iteratively calculates messages from variable nodes to their connected check nodes, and vice versa, i.e., (6.1)
where and are messages passed from the variable node to the check node and vice versa, respectively, and is the syndrome corresponding to . After certain iterations, assuming the calculation converges to a stationary point, the marginal distribution of each variable node is estimated based on the messages sent from its connected check nodes, where is estimated by and the decision on each bit is made according to the distribution in the following way:
To initialize the iterative procedure, for each variable node , the marginal distribution is assumed to be . Therefore, the standard BP decoding algorithm needs the statistics of source and side information as inputs.
However, in our case, the statistics of source-side information are unavailable, i.e., and are unknown. To deal with this problem, let us first consider the case , i.e., and are correlated through a binary symmetrical channel. Now let (6.4) where can be interpreted as the maximum crossover probability of the binary symmetric channel correlating and , such that the error probability of the SA-LDPC-IED scheme can be maintained asymptotically zero at the th interaction. Therefore, we will use as the input to the BP decoding at the th interaction. Moreover, at each interaction, decoding failure is detected and the decoder will send bit 0 to the encoder for more syndromes if one of the following two situations occurs: 1) the number of bits with significant log-likelihood (larger than certain value) is less than a threshold within first several iterations of BP decoding; 2) or the number of syndrome constraints satisfied by the codeword calculated using (6.3) at the end of each iteration does not increase for several iterations. On the other hand, successful decoding is identified when the modified BP decoding algorithm converges to a codeword satisfying all syndrome constraints without encountering those two situations listed above. Unlike the ordinary BP decoding algorithm, no maximum number of iterations is specified here. However, due to the detection of decoding success and failure, it is easy to see that our modified BP decoding algorithm will terminate within a finite number of iterations. Coupled with the modified BP decoding algorithm, this implementation of SA-LDPC-IED scheme is summarized in Algorithm 4. 6.4) , modified BP decoding algorithm described above. 12 : if successful decoding is identified then
13:
14: else
15:
16: end if
17: end while
Remark 10: One way of using in (6.4) at the decoder in Algorithm 4 is to run modified BP decoding with exactly. However, to achieve better performance in our simulation, we first quantize into for some integer , e.g., , such that , and at the th interaction, run modified BP decoding multiple times with different in the neighborhood of . In this case, successful decoding is declared as long as modified BP decoding is successful under at least one of , and when successful decoding is detected under multiple , the tie is broken by choosing the smallest . Compared to Algorithm 1 and 3, it can be seen that optimization in step 11 is replaced by modified BP decoding algorithm. In addition, threshold checking on cost function is dropped to further reduce the compression rate and the number of round of interactions. Simulation shows that under this decoding rule, the bit error probability is still very small. Moreover, since this decoding rule is more aggressive than threshold decoding used in Section V, for some , the rate achieved by the SA-LDPC-IED scheme implemented in this way can be smaller than that given in Theorem 3.
To further consider a general memoryless source-side information pair, i.e., , at the th interaction, we can quantize the interval into several quantized values. For each quantized value , calculate its corresponding according to (6.5) and finally apply the modified BP decoding algorithm for each such quantized pair . Successful decoding is claimed whenever there is one such quantized that makes the BP decoding algorithm converge to a source sequence satisfying syndrome constraints. When there is a tie, i.e., more than one pair that make the BP decoding algorithm succeed with different outputs, we will choose the one with the smaller value of . Here, we assume that the distribution of side information is known to the decoder. Otherwise, the empirical distribution can be calculated, since the decoder has the full access to side information. The implementation is summarized in Algorithm 5. the decoder calculates by running, based on estimated crossover probability and in equation (6.5), modified BP decoding algorithm described above.
14:
if successful decoding is identified then 15: break. 
19:
20: else
21:
22: end if
23: end while
Remark 11: Our simulation shows that the complexity of the decoding algorithm above for a general memoryless source-side information pair is not as high as it seems. First, successful decoding is not sensitive to the value of quantized and , and therefore, we can afford to use coarse quantization without much loss of coding performance. Second, as the decoding failure can be detected at an early stage as discussed above, the number of iterations is low (usually within five iterations) when and are far from the actual statistics.
Remark 12: There are rich literatures (see, for example, [23] - [26] ) in the design of BP decoding algorithm for SWC schemes with unknown statistics. However, those techniques are not applicable to our IED schemes. As pointed out earlier in Section I, one of the fundamental differences between SWC and IED is that SWC is, in general, of fixed rate while IED is of variable rate. In addition, the decoding algorithm proposed here distinguishes itself with those techniques (especially in [26] ) by combining the process of estimating statistics of source-side information and actual decoding together. Last but not least, we tackle the problem where source and side information pairs are correlated through a general memoryless channel without assumption of symmetry, while a BSC channel is commonly assumed for the statistics of source and side information in literatures.
B. Simulation Results
We first consider the case where the source and side information are correlated through a binary symmetric channel with unknown crossover probability, and the side information is uniformly distributed. Fig. 4 shows the performance of our implemented scheme (referred to as the simulation rate) along with the conditional entropy rate and the performance upper bound established in Theorem 3, where the blue solid line represents the simulation rate with bit error probabilities below or around , and the green-dashed line represents the upper bound established in Theorem 3 with . The block length is 8000, , and the variable degree distribution (from an edge perspective) used is shown below: which is designed for rate 0.5 and obtained from [27] . It can be seen that our implemented SA-LDPC-IED scheme can indeed adapt to the entropy rate well in a large rate region. The choice of is due to the fact that is shown to be optimal from Theorems 1 and 3. Although it might be possible to further optimize to be for some tuned constant in theory, our simulation showed that the benefit of doing so is marginal as the feedback rate is already small and the increment of forward rate for each interaction is refined enough to probe the actual compression rate needed for successful decoding.
To interpret the upper bound , also shown in Fig. 4 better, an explanation on is needed here. The reason that bit error probability in the simulation is due to Remark 8. To rephrase here, let denote the minimum hamming distance of the code generated by . From the proof of Theorem 3, it follows that with high probability,
. On the other hand, implies that if when the coding procedure terminates at the th interaction. Moreover, since the implemented decoding algorithm only checks syndrome constraints to determine the decoding success, instead of using thresholds given in Theorem 3, the bound on rate can be improved if the choice of for the th interaction depends on , especially for the high rate case as increases with . However, since cannot be expressed in a neat way and does not affect redundancy when degree distributions with large degrees are used, we do not include the corresponding result in this paper. In the meantime, by using the same degree distribution as in Fig. 4, Fig. 5 shows how fast converges 4 to , where the gap is always less than 0.02 when , which confirms Propositions 1 and 2. As can be seen from 4 Note that in Figs. 4 and 5 , the value of in is different. Specifically, in Fig. 4 while in Fig. 5 , which is greater than 0.1 for , but goes to 0 as increases without bound. Proposition 1, given a degree distribution , using for large is just one of many ways to approach the theoretic limit. The essential message conveyed here is that by increasing degrees in the degree distribution of SA-LDPC-IED scheme, better performance can be yielded. To confirm this through simulation, another SA-LDPC-IED scheme is constructed by using the following variable degree distribution (from an edge perspective):
with average variable node degree . Then, its performance is compared with that of SA-LDPC-IED scheme constructed above using with , where statistics of source-side information pair and other simulation parameters (e.g., and
) are kept the same as those used for simulation in Fig. 4 . As shown in Fig. 6 , the SA-LDPC-IED scheme with indeed outperforms that with . We next consider source and side information pairs correlated through binary asymmetric channels. Table I lists our simulation   TABLE I  PERFORMANCE OF SA-LDPC-IED: ASYMMETRICAL CHANNEL   TABLE II  SA-LDPC-IED VERSUS LDPC-SWC results, where the side information is still assumed to be uniformly distributed, and the transition probabilities are selected such that for all cases. In our simulation, we did not see any error in 1000 blocks, each block being 8000 bits. As can be seen, our implemented SA-LDPC-IED scheme also works very well in this situation too.
To make a comparison with SWC, an SWC scheme using the same LDPC code (LDPC-SWC) was also implemented for the source and side information correlated through a binary symmetrical channel. The respective results are shown in Table II , where bit error probabilities are maintained below for both SA-LDPC-IED and LDPC-SWC schemes. Note that is deliberately chosen to be 0.5, since the degree distribution of the LDPC code used here is designed for rate 0.5. Moreover, in the simulation of the LDPC-SWC scheme, we assumed that the crossover probability is known to the decoder, while in our implemented SA-LDPC-IED scheme, is unknown. Clearly, simulation results show that SA-LDPC-IED outperforms LDPC-SWC.
VII. CONCLUSION
In this paper, SA-LDPC-IED has been proposed and investigated. Given any classical universal lossless code (with block length and side information available to both the encoder and decoder) and an LDPC code, we have demonstrated, with the help of SA, how to convert into a universal SA-LDPC-IED scheme. With its word error probability approaching 0 subexponentially with , the resulting SA-LDPC-IED scheme has been shown to achieve roughly the same rate performance as does for each and every individual sequence pair and the conditional entropy rate for any stationary, ergodic source and side information as the average variable node degree of the underlying LDPC code increases without bound. When applied to the class of binary source and side information correlated through a binary symmetrical channel with crossover probability unknown to both the encoder and decoder, the SA-LDPC-IED scheme has been further simplified, resulting in even improved rate performance versus the bit error probability when is not large. Coupled with linear time BP decoding, the SA-LDPC-IED scheme has been implemented for binary source-side information pairs, which confirms the theoretic analysis, and further shows that the SA-LDPC-IED scheme consistently outperforms the SWC scheme based on the same underlying LDPC code. In the course of analyzing the performance of the SA-LDPC-IED scheme, probability bounds involving LDPC have been established, and it has been shown that their exponent as a function of the SWC coding rate, the average node degree , and a weighted Hamming weight of a codeword has several interesting properties. It is believed that these properties can be applied to analyze the capacity-achieving performance of LDPC for channel coding as well, which will be investigated in the future.
APPENDIX A PROOF OF LEMMA 1
We consider only the case in which is not an integer. The case where is an integer is a bit easier and can be dealt with in a similar manner.
Although there is a thorough analysis of the probability for from in [28] - [30] , and [31] , the result therein in general is not applicable to , the matrix obtained from SA on .
Toward analyzing , we focus on defined in Section III-A. Given , one can classify into three categories: 1)
, 2) , or 3)
, and .
To avoid complicating the analysis unnecessarily, we assume that there does not exist falling into the third category. Further effort reveals that this assumption holds if and only if , or in other words, for some positive integer , where the parameter is a function of block length . In fact, in this paper, we only consider the case where , which implies , and therefore, the assumption above always holds for sufficiently large if is a fractional number with a power of 2 as its denominator. Consequently, each can be further categorized into one of four cases: 1) , and ;
, and ;
, and ; or 4)
, and . Now we use to represent the number of 's falling into each category, which are given by the following formulas:
Note that we assume that block length for some integer . It then follows that where is uniformly picked from . Therefore, the main issue is to derive asymptotic formulas for and . At this point, we invoke the following result from [32] (see also [33] for a stronger version).
Theorem 5 (Mineev-Pavlov) in which can take any nonnegative real number with constraints (A.14)-(A.18). Since the function is concave in the region , it follows that is a concave function, and hence, the maximum can be calculated by using the Karush-Kuhn-Tucker (K.K.T) condition, which is shown as follows.
Define the function as 
APPENDIX B PROPERTIES OF
This appendix is devoted to several lemmas related to the function , which are needed in our performance analysis. To keep our notation consistent as in Lemma 1, only appears explicitly in the statements of these lemmas. However, in view of Remark 3, (4.5), and (4.6), by replacing by any real number , all lemmas in this appendix (Lemmas 2-6) remain valid. Their respective proofs are the same whether or not is in the form of . In view of (4.2), we define Lemma 2: Given and , the following properties hold: P1 As a function of , is strictly increasing over the interval .
P2 For any , there is a unique solution of to .
Proof of Lemma 2:
In view of the definition of , for Property P1, it is sufficient to prove that as function of is strictly decreasing over for any positive value . To this end, take the first derivative of with respect to , yielding
Denote the enumerator of (B.1) by . It is easy to see that . Since the denominator of (B.1) is always positive, it suffices to show that for any . In view of the description of Algorithm 1, it is not hard to see that at the th interaction, one always has (C.3)
We now distinguish between two cases: 1) , and 2)
. In case 1, it follows from (C.3) that (C.4) and or equivalently By Lemma 6, is strictly decreasing with respect to . Therefore This completes the proof of (4.7) in case 1.
In case 2, could be strictly greater than . Regardless of the value of , in case 2, one always has This completes the proof of (4.7) in case (2) .
Toward bounding the error probability, for any and , define as
To proceed 
APPENDIX E PROOF OF THEOREM 3
In view of Theorem 1, it suffices to prove (5.2) and (5.4) . Note that from the proof of Theorem 1 and the description of Algorithm 3, it can be seen that for any sequence of source-side information pairs which completes the proof of (5.4) and hence of Theorem 3.
APPENDIX F PROOF OF THEOREM 4
Note that (5.2) applies to any value of , since its proof in Appendix E does not rely on the condition that be an odd integer. Then, by using Proposition 3 and following the same approach as that in the proof of Theorem 2, (5.5) is proved, while (5.6) is obvious.
What remains is to prove (5.7). To this end, let . 
