Abstract-Recently, the content-based publish/subscribe (pub/sub) paradigm has been gaining popularity in opportunistic mobile networks (OppNets) for its flexibility and adaptability. Since nodes in OppNets are controlled by humans, they often behave selfishly. Therefore, stimulating nodes in selfish OppNets to collect, store, and share contents efficiently is one of the key challenges. Meanwhile, guaranteeing the freshness of contents is also a big problem for content dissemination in OppNets. In this paper, in order to solve these problems, we propose an incentive-driven and freshness-aware pub/sub Content Dissemination scheme, called ConDis, for selfish OppNets. In ConDis, the Tit-For-Tat (TFT) scheme is employed to deal with selfish behaviors of nodes in OppNets. Moreover, a novel content exchange protocol is proposed when nodes are in contact. Specifically, during each contact, the exchange order is determined by the content utility, which represents the usefulness of a content for a certain node, and the objective of nodes is to maximize the utility of the content inventory stored in their buffer. Extensive realistic trace-driven simulation results show that ConDis is superior to other existing schemes in terms of total freshness value, total delivered contents, and total transmission cost.
type of content, and the goal is to deliver contents from publishers to subscribers [6] , [7] , [8] , [9] . The subscribers, namely the content consumers, express their interest without knowledge of the content generators' specific ID(s), and their interest is always stable over a long period of time; the publishers generate contents to the network without specifying the destination ID(s). Fig. 1 provides an example of pub/sub content dissemination in OppNets. Contents are organized into a set of channels, such as traffic news, sports news, weather forecast, and so on, and nodes can obtain subscribed contents through their opportunistic contacts with each other. For example, node 1, interested in job advertisements and financial news publishes "traffic jam in Temple University" to the network. Since node 2, subscribed to the traffic news channel, is in contact with node 1, and because "traffic jam in Temple University" belongs to the traffic news channel, node 2 can obtain this content from node 1.
The above example only illustrates the situation in which nodes in the network can obtain subscribed contents from each other without giving anything back to the counterpart, which means they are cooperative. In this paper, we argue that nodes in the network are to be inherently selfish rather than cooperative. This is because nodes in OppNets are controlled by rational humans, who by nature often exhibit selfish behavior in reality [10] , [11] , [12] , [13] . If a node is selfish, it only aims to maximize its own revenues, and will not be willing to share its resources (e.g., memory space, transmission bandwidth, energy) to provide network services to others. Therefore, appropriate incentive schemes need to be designed for selfish OppNets, in order to stimulate cooperation between nodes in selfish OppNets.
Incentive schemes have been extensively studied in the Internet, mobile ad hoc networks (MANETs), and peer-topeer (P2P) networks [14] , [15] . Most existing works addressing selfishness can be classified into three categories: reputation-based [14] , credit-based [15] , and Tit-For-Tat (TFT)-based schemes [16] , [17] . Note that the TFT-based scheme does not require the detection of trusted nodes, secure hardware, or a centralized credit center; it only requires the principle of equal amounts of service, which is easy to achieve in intermittently-connected OppNets. Therefore, in this paper, we propose an incentive-driven and freshness-aware pub/sub content dissemination scheme, ConDis, for selfish OppNets, in which TFT is chosen as the incentive scheme to deal with selfish behaviors of nodes. It is worth noticing that ConDis also takes the freshness of content into consideration; this is because the satisfaction of a published content for a certain subscribed node is different at different times. For example, if node 2 obtains "traffic jam in Temple University" when it is published by node 1, then the satisfaction will be very high. However, if node 2 obtains it when it is going to expire, the satisfaction will be very low. This is because fresh contents are more useful for nodes.
Under the TFT scheme, any pair of nodes must offer other pairs an equal amount of contents while they are trading with each other. Therefore, in order to trade with others, nodes have to use their storage to store content for others [13] , [18] . Since the storage space of nodes is limited, and the importance of the content is different for different nodes, nodes in the network have to choose some contents which are useful for them to store. An interesting optimization problem then arises: in order to get as many subscribed contents as possible, and guarantee the freshness of these contents, how should nodes act in the presence of TFT when the storage space is limited?
To answer this question, our proposed scheme, ConDis, introduces a novel content exchange protocol when nodes are in contact. Specifically, during each contact, the exchange order is decided by the content utility, which represents the usefulness of a content for a certain node. Intuitively, the utility of a certain content for a certain node should depend on two kinds of the current node's 1-hop neighbors. The first kind are the nodes which are interested in this content, yet have not obtained this content; the second kind are the nodes which are not interested in this content, and have not obtained this content. From the perspective of real life trading, the first kind of nodes will absolutely choose to trade with the current node, because they are interested in this content and have not obtained it. The second kind of nodes may also choose to trade with the current node if many of their 1-hop neighbors are interested in this content. Here, we denote the value contributed by the first kind as the direct subscribed value, and the value contributed by the second kind as the indirect subscribed value. Therefore, in the definition of content utility, we only need to take these two kinds of nodes into consideration, and the objective of the nodes in the network is to maximize the utility of the content inventory stored in their buffer.
To summarize, the novelty and contributions of this paper are as follows: 1) We propose ConDis, an incentive-driven and freshness-aware pub/sub content dissemination scheme for selfish OppNets, in which TFT is employed as the incentive scheme to deal with selfish behaviors of nodes in selfish OppNets. 2) In ConDis, a novel content exchange protocol is proposed when nodes are in contact. Specifically, during each contact, the exchange order is decided by the content utility, which includes the direct subscribed value and the indirect subscribed value, and the objective of nodes in the network is to maximize the utility of the content inventory stored in their buffer. 3) Extensive realistic trace-driven simulations are conducted to evaluate the performance of our proposed scheme, ConDis. The simulation result shows that ConDis outperforms other existing schemes. The remainder of this paper is organized as follows. Section 2 summarizes the related work. Section 3 introduces the node contact model, channel and content model, and assumptions. System architecture of ConDis (Section 4.1), details about how to compute the content utility in ConDis (Section 4.2), and the content exchange protocol (Section 4.3) are introduced in Section 4. Section 5 evaluates the performance of our proposed scheme, ConDis, and other existing schemes through extensive realistic trace-driven simulations. Section 7 concludes the paper.
RELATED WORK
In this section, we first introduce the related work about content dissemination in OppNets, and then we introduce the related work about the incentive schemes in OppNets.
Content Dissemination in OppNets
Early research on content dissemination in OppNets mostly relies on existing infrastructure. TACO-DTN [19] is a related solution exploiting a hybrid architecture composed of a fixed backbone and mobile nodes. Specifically, TACO-DTN introduces a concept of temporal interest expressed using profiles with corresponding temporal utility for data forwarding and buffer management. Peoplenet [20] is a hybrid system that first publishes and matches information queries over infrastructure, and then uses opportunistic contacts among mobile nodes to forward them further.
Later studies on content dissemination among mobile nodes without the help of infrastructure are closely related to the pub/sub paradigm. Research on the pub/sub paradigm in OppNets is initiated by the PodNet project [6] , [21] , which proposes a Podcasting architecture for OppNets. In the first version of PodNet [6] , nodes only retrieve contents of the channels they subscribe to. To improve the overall performance, another version was proposed in [21] , in which some strategies for nodes are designed to also store contents associated with other channels. ContentPlace [18] aims to improve the performance of Podcasting using explicit knowledge of social relationships among nodes. SocialCast [22] employs social links of participants as well, which investigates the "homophily" phenomenon [23] , and assumes that users with common interests have more frequent contacts with each other. Furthermore, since the cached data may be refreshed periodically and is subject to expiration, a novel scheme was proposed in [24] to efficiently maintain freshness of the cached data.
Different from existing studies on content dissemination in OppNets, in our proposed scheme, ConDis, we consider nodes in the network to be inherently selfish rather than cooperative.
Incentive Schemes in OppNets
Recently, there are several incentive schemes proposed for OppNets. A novel incentive scheme called IRONMAN [25] uses pre-existing social-network information (e.g., interview, or from an online social network) to detect and punish selfish nodes, hence stimulating them to participate in the network. In [12] , an incentive-aware routing protocol for OppNets was proposed to adaptively optimize individual performance while conforming to TFT constraints. In [26] , a credit-based incentive system named MobiCent was proposed for data forwarding in selfish OppNets, which integrates credit and cryptographic techniques to solve the edge insertion and edge hiding attacks. In [27] , a credit-based incentive scheme was proposed for content dissemination in selfish OppNets, which incorporates the incentive scheme into content dissemination in selfish OppNets with multiple interest types. However, the above two credit-based incentive schemes need a trusted third-party to manage the verification and payment services, which is hard to deploy in OppNets. An incentive content cooperation scheme was proposed in [28] , to encourage node participation in OppNets; however, this work does not take the resource constraints like buffers into consideration. In [13] , a utility-driven trading system, called MobiTrade, was proposed to optimize the content sharing strategy in OppNets, and derived an optimal policy to split the buffer of a node into zones allocated to each channel. This work chooses TFT as the incentive scheme to deal with selfish behaviors of nodes in OppNets, however, it does not take into account the TTL of contents. Indeed, TTL has a significant impact on the definition of content utility. If the TTL of a certain content is going to expire, the contact probability of meeting those nodes interested in this content will be low; hence the utility of this content will also be low. Therefore, an incentive-based pub/sub content dissemination scheme, called ConSub, was proposed in [8] , in which the content utility is determined by the contact probability and cooperation level between the current node and its 1-hop neighbors subscribing to the associated channel. Different from the above studies, our proposed scheme, ConDis, takes both the direct subscribed value and the indirect subscribed value into consideration from the perspective of real life trading. Furthermore, ConDis also takes into account the freshness of contents.
MODELS AND ASSUMPTIONS
This section gives a brief introduction to the node contact model, the channel and content model, and several assumptions in our proposed scheme.
Node Contact Model
In OppNets, nodes' contact in the network can be described as a graph GðV; EÞ, where the random contact process between a node pair i, j 2 V can be modeled as an edge e ij 2 E. The characteristics of an edge e ij 2 E are mainly determined by the properties of inter-contact time among mobile nodes. Recently, some studies [29] , [30] in OppNets found that the pair-wise inter-contact time in realistic traces follows an exponential distribution. Specifically, authors in [29] conduct the x 2 hypothesis test on each contacted node pair in the Infocom 06 [31] and MIT Reality [32] traces, to test whether "the pair-wise inter-contact time of nodes follows an exponential distribution." Their results show that when a large enough number of test intervals (! 10) is used, over 85 percent Hence, the contact between nodes i and j becomes a homogeneous Poisson process with a contact frequency of ij .
Channel and Content Model
Nodes in the network need to express their interests towards different kinds of contents in a certain way, and accordingly subscribe to those channels. They may subscribe to one or several channels. Here, we identify contents of those channels based on the matching between the keywords of subscription and the description of the channel. Since this paper focuses on introducing the incentive-driven and freshness-aware pub/sub content dissemination scheme into a selfish network environment, we do not take into account the detailed matching process of channel and content. The matching model for these keywords is suitable to the pub/sub scheme discussed in this paper, because nodes in the network may have no idea what they are looking for, but just have interest in the contents which match some keywords. For simplicity, we assume that the total number of channels in the network is C, and each content subscribed by nodes in the network can only be described by one channel. Furthermore, we assume that each node decides its subscribed channel (s) at the beginning of the network, and will not change it (them) in a long period.
In the pub/sub scheme, each node can be the subscriber or the publisher, or both the subscriber and the publisher. Each published content includes ðd; c; T d ; T Þ, while d is the sequence number of the content, c is the sequence number of the associated channel, T d is the generation time of the content, and T is the Time-To-Live (TTL) of the content, which includes several units of time. Each published content also includes some keywords to describe it. After publishing a content into the network, each node will store the published content to its buffer, so as to trade with others.
Assumptions
Without loss of generality, we assume that buffer spaces of nodes in the network are all B. Furthermore, contents generated in the network have the same volume capacity; thus when nodes exchange contents with each other, we can count the total content volume by counting the number of contents. Finally, during each contact, we assume that the contact duration between pair-wise nodes is long enough to complete the content exchange.
PROPOSED SCHEME CONDIS
In this section, we first introduce the architecture of our proposed scheme, ConDis, and then provide the detailed computing method of the content utility, which includes the contact probability and the expected delay. Finally, we introduce the content exchange protocol when nodes are in contact.
The Architecture of ConDis
In this part, we give the architecture of our proposed scheme, ConDis. It includes the following four parts:
Subscribed Channel Manager
Each node's subscribed channel manager keeps the channel information subscribed by nodes in the network, and merges it with its own subscribed channels to form a list of subscribed channels. Furthermore, each node also needs to keep the pair-wise inter-contact time with other nodes in the network.
Buffer State Collector
Each node's buffer state collector collects the content information stored at nodes in the network, and merges it with its own stored content information to form a list of its buffer state. Specifically, we assume that each content published in the network is associated with a descriptive metadata, which includes its associated node, sequence number (d), associated channel (i.e., c), generation time (T d ), and TimeTo-Live. In order to reduce the communication and storage overhead, we assume that each node's buffer state collector only needs to collect these metadatas.
Content Utility Estimator
Each content has an initial freshness value V when it is published by a certain node. Without loss of generality, we assume that the freshness value of a certain content for a certain subscribed node will decrease as time passes, while the corresponding freshness value for a certain unsubscribed node will be 0. Furthermore, when the TTL of a certain content is expired, the corresponding freshness value for a certain subscribed node will be 0. Therefore, the freshness value of a certain content d for a subscribed node i can be expressed as:
where R d is the remaining valid time of content d, which can be calculated by using the current time, the generation time T d and TTL. Here, T is the TTL of content d.
Under the TFT scheme, in order to trade with others, nodes in the network need to store some contents in their buffer. However, since the importance of a certain content is different for different nodes, and the size of their buffer is limited, nodes have to choose some contents which are useful for them to store. Here, the usefulness of a certain content for a certain node depends on its neighbors. As shown in Fig. 2 , we denote N From the perspective of real-life trading, the first kind of nodes will absolutely choose to trade with node i, because they subscribe to channel c and have not obtained content d. Therefore, in the definition of content utility, we denote the value contributed by this part as the direct subscribed value. The second kind of nodes may also choose to trade with node i if many of their 1-hop neighbors subscribe to channel c. This is because these nodes can use content d to trade with their 1-hop neighbors. Similarly, we denote the value contributed by this part as the indirect subscribed value. The third kind of nodes will absolutely not choose to trade with node i, because they have already obtained content d. As a result, in the utility definition of content d for node i, we only need to take into account the first and the second kind of node i's 1-hop neighbors. Hence, the utility of a content d in channel c for node i is defined as:
where U di ðdÞ is the direct subscribed value, and U indi ðdÞ is the indirect subscribed value; w in the range of ½0; 1; here, w and 1 À w represent the weight of the direct subscribed value, and the indirect subscribed value, respectively. In order to obtain the expression of U i ðdÞ, node i needs to obtain the direct subscribed value U di ðdÞ, and the indirect subscribed value U indi ðdÞ first. As shown in Fig. 2 , for node j 2 N 1 i ðcÞ, node j will request content d from node i only when the following three conditions are met. 1) Node j has not yet received content d until node j comes into contact with i. 2) Node i can deliver content d to node j before this content is out of time. 3) When content d is delivered to node j, node i should guarantee that this content is fresh. Taking the above three conditions into consideration, the direct subscribed value U di ðdÞ can be expressed as:
where N 1 i ðcÞ is the set of node i's 1-hop neighbors which subscribe to channel c, and have not obtained content d; L 1 j ðdÞ is the set of node j's 1-hop neighbors which have already obtained content d; X ij is the time needed for transmitting content d from node i to node j, and f X ij ðtÞ is the probability distribution function (PDF) of X ij ; Pr jk ðtÞ is the contact probability between nodes j and k in a certain time t.
Similarly, as shown in Fig. 2 , for node j 2 M 1 i ðcÞ and k 2 N 1 j ðcÞ, node j will request content d from node i only when the following three conditions are met.
1) Node k
has not yet received content d until node j comes into contact with k. 2) Node j can deliver content d to node k before this content is out of time. 3) When content d is delivered to node k, node j should guarantee that this content is fresh. Taking the above three conditions into consideration, the indirect subscribed value U indi ðdÞ can be expressed as:
where M ðtÞ is the PDF of X j ik ; Pr km ðtÞ is the contact probability between nodes k and m in a certain time t.
Substituting Eq. (3) together with Eq. (4) into Eq. (2), the content utility U i ðdÞ of content d in channel c for node i can be expressed as:
In
ðtÞ, and Pr km ðtÞ first. Therefore, in the next part, we will introduce the detailed computing method of f X ij ðtÞ, Pr jk ðtÞ, f X j ik ðtÞ, and Pr km ðtÞ.
Buffer Manager
Since the usefulness of a certain content is different for different nodes, and the size of the buffer is limited, nodes in the network have to choose some useful contents to store. Therefore, in order to get as many subscribed contents as possible, and to guarantee the freshness of these subscribed contents, the objective of the nodes in the network is to maximize the expected content utility in their buffer, which can be expressed as:
where U i is the utility function of node i; C is the total number of channels; and uðcÞ and fðcÞ are the set of contents associated to channel c in their buffer after and before exchange, respectively. The cache management of a node is mainly based on the content utility. When a new content is sent to the current node, it places the content into the buffer corresponding to its content utility. If the buffer size of the current node is full, the content with higher utility can seize the cache position that is occupied by the content with lower utility. Moreover, the expired contents will be deleted directly from the buffer, even if there is unoccupied space.
Computing Content Utility
In this part, we introduce how to compute f X ij ðtÞ, Pr jk ðtÞ, f X j ik ðtÞ, and Pr km ðtÞ in the definition of content utility.
As introduced in Section 3, in this paper we also assume that the pair-wise inter-contact time in realistic traces follows an exponential distribution. The contact frequency ij between nodes i and j is indicated by the contact rate, and can be computed by the following time average method:
where T Thus, the probability distribution function of the pairwise inter-contact time X ij between nodes i and j can be expressed as:
Then, the contact probability between nodes i and j in a certain time t can be expressed as:
Similarly, the contact probability between nodes k and m in a certain time t can be expressed as:
After being given the expression of Pr jk ðtÞ, f X j ik ðtÞ, and Pr km ðtÞ, we give the expression of f X ij ðtÞ. Note that the total time to transfer a certain content from i to k through j is X j ik ¼ X ij þ X jk , while X ij is the time needed for transmitting the content from i to j, and X jk is the time needed for transmitting the content from j to k. Since the pair-wise inter-contact time follows an exponential distribution, we obtain that X ij follows the exponential distribution with the parameter ij . According to the memoryless property of the exponential distribution, X jk also follows the exponential distribution, but with the parameter jk . Therefore, based on Eq. (8), the PDF f X j ik ðtÞ can be calculated as:
where is the convolution operator; f X ij ðtÞ is the PDF of the inter-contact time X ij between nodes i and j, and f X jk ðtÞ is the PDF of the inter-contact time X jk between nodes j and k. Substituting Eq. (8), Eq. (9), Eq. (10), together with Eq. (11), into Eq. (5), we can express the content utility U i ðdÞ of content d in channel c for node i as follows:
The Content Exchange Protocol
Based on the above models, assumptions, and definitions, our proposed scheme, ConDis, is outlined below. We take two nodes i and j as an example. When i meets j, node i needs to decide whether or not to exchange contents in its buffer with the latter. If j has some useful contents in its buffer for i, for example, some contents which are subscribed by i, or some contents which can increase the content utility in i's buffer, then i will choose to exchange contents with j. From the perspective of real life trading, node i will give priority to obtaining its subscribed contents with higher freshness value, and then aims to obtain contents which can increase its own expected content utility in its buffer. Then, our proposed scheme ConDis works as follows, in five steps: 1) When node i meets node j, node i first sends a control message to node j, which includes its collected network state information (including its collected subscribed channel information, the contact rate information, and buffer state information). Node j also sends a similar control message to node i. 2) When node i receives the control message from node j, it first updates the past stored control messages with the new received control message from node j. Then, it creates a set S i to denote the set of metadata of contents that are stored at j, and a set L i to denote the set of contents that are available at j but not at i, i.e., L i ¼ S i À ðS i \ S j Þ. Based on the stored control messages, node i calculates the freshness value of contents in L i which meet its interest, and the content utility of all contents in L i according to Eq. (12) . Similarly, node j does so in a similar way. 3) Node i checks if there are any contents in L i matching its interest. Let L i 0 denote the set of such contents. Then, node i adds them into the candidate request list R i in the decreasing order of the freshness value with a high priority. After determining the subscribed contents, node i then determines the contents not matching its interest. Let L i 00 denote the set of contents in L i that does not include contents matching its interest. Node i then adds them into the candidate request list R i in the decreasing order of the content utility with a low priority. Accordingly, node j does so in a similar way, and obtains the candidate request list R j . 4) After determining the candidate request lists of each other, nodes i and j will trade with each other to obtain subscribed contents, and these contents can increase the total content utility in their buffer from each other. In the decreasing order of priority and content utility, nodes i and j will trade contents in the candidate request list of each other, one by one. After obtaining a new content, they will store it in their buffer according to its content utility. They will finish the trading until one side does not have contents, which can increase the total content utility in the buffer for the other side. 5) After finishing the trading with each other, nodes i will update L i , and send a new control message to j. Node j does so in a similar way. Fig. 3 gives an example about the content exchange process between nodes i and j in ConDis. As introduced above, R i and R j represent the candidate request list of node i and node j, respectively. For simplicity, we use small numbers: 1, 2; . . . ; 13, to represent the sequence number of contents stored in nodes i and js' buffers. Here, v j ð1Þ denotes the freshness value of content 1 for subscribed node j, and v j ð1Þ ! v j ð2Þ ! v j ð3Þ. Similarly, v i ð8Þ denotes the freshness value of content 8 for subscribed node i, and v i ð8Þ ! v i ð9Þ. U j ð4Þ denotes the utility of content 4 for node j, and U j ð4Þ ! U j ð5Þ ! U j ð6Þ ! U j ð7Þ. Similarly, U i ð10Þ denotes the utility of content 10 for node i, and U i ð10Þ ! U i ð11Þ ! U i ð12Þ ! U i ð13Þ. According to the content exchange protocol introduced above, nodes i and j start the trading from the top of each other's candidate request list, which means they will give priority to obtaining subscribed contents which have higher freshness values. It is worth noticing that if jL i 0 j ¼ jL j 0 j, nodes i and j will finish the trading of their subscribed contents. However, if jL i 0 j 6 ¼ jL j 0 j, in order to obtain other subscribed contents, one side which does not have further subscribed contents for the other side needs to provide contents, which can increase the total content utility in the buffer for the other side.
The Overhead of Maintaining Network State Information
According to the definition of content utility in Section 4.1, in order to obtain the direct subscribed value, each node needs to collect the network state information within its two-hop range. Similarly, in order to obtain the indirect subscribed value, each node needs to collect the network state information within its three-hop range. Therefore, in order to calculate the utility of each content, each node needs to collect the network state information within its three-hop range. The related network state information includes:
1) The pair-wise inter-contact time of each edge within the three-hop range; 2) The channel set subscribed by each node within the three-hop range; 3) The buffer state of each node within the three-hop range. The related network state information mentioned above is forwarded to each node in the network hop by hop. As shown in Fig. 2 , in order to transmit node k's network state information to node i, node k firstly forwards its network state information to node j, and later node j delivers the information to node i. Therefore, in order to maintain network state information within the r-hop range of each node, we have the following theorem: Theorem 1. For each node, the communication overhead of maintaining network state information within the r-hop range is VðrO r Þ, and the corresponding storage overhead is VðO r Þ, where O is a graph-dependent invariant.
Proof. In OppNets, nodes' contact in the network can be described as a graph GðV; EÞ. Let D be the maximum node degree in graph GðV; EÞ. Without loss of generality, we assume that GðV; EÞ is connected, and D ! 2. As shown in Fig. 2 , we take node i as an example. The r-hop range network of node i is a subgraph of GðV; EÞ, we have j N For 8j 2 N r i , the range between nodes i and j is at least r hops. Therefore, for node i, the maximum communication overhead of maintaining network state information within the r-hop range is P r h¼1 hDðD À 1Þ hÀ1 ¼ , which means there are at most
nodes within the r-hop range of node i. Therefore, for node i, the maximum overhead of storing network state information within the r-hop range is a Â
D½ðDÀ1Þ r À1 DÀ2
, that is VðO r Þ, where a is the overhead of storing network state information of one node, and O is an invariant related to D and a.
t u
From Theorem 1, it can be found that when the range r increases, the overhead of maintaining network state information (both the overhead of communication and storage) increases at an exponential rate. The resource of nodes in the network is limited, so the range of network state information each node maintains cannot be too large. Extensive studies illustrate that OppNets exhibit the "small world" phenomenon, which means that the diameters of OppNets are usually small [33] , [34] , [35] , [36] , [37] . Therefore, it is reasonable that each node in the network maintains network state information within the range of a few hops.
PERFORMANCE EVALUATION
In this section, we evaluate the performance of our proposed scheme, ConDis, in selfish OppNets. Specifically, we compare it with the following three existing schemes: 1) Podcasting [21] . Nodes receive all contents which their neighbors subscribe, and randomly discard contents when their buffer is full. 2) MobiTrade [13] . Each node defines a buffer quota for each channel based on the past reward of the channel, and adaptively manages its buffer according to the buffer quota. 3) ConSub [8] . Each node exchanges contents according to the content utility, which is determined by the contact probability and the cooperation level between the current node and its one-hop neighbors subscribing to the associated channel. During each contact, the objective of nodes in the network is to maximize the utility of the content inventory stored in their buffer. We use two experimental traces, Infocom 06 [31] and MIT Reality [32] , collected from realistic environments to evaluate the performance of the above schemes. Nodes in these two traces carry bluetooth-enabled portable devices, which record contacts by periodically detecting their nearby peers. The traces cover various types of corporate environments, and have various experimental durations. The details of these two traces are summarized in Table 1 .
Simulation Setup
During the whole experiment, we consider that each node generates contents that match one of the channels, and the content generation rate follows a uniform distribution, while 1 content/hour means that nodes generate 1 content per hour. In particular, unless otherwise stated, we set the content generation rate as 1 content/hour, and TTL as 2 hours in the Infocom 06 trace; while in the MIT Reality trace, we set the content generation rate as 1 content/day, and TTL as 24 hours. Furthermore, there are five channels in the network, and each node only expresses interest, randomly, in one channel. The size of all contents equals to 40K, each experiment has the same TTL, and the buffer size of nodes in the network B ¼ 1;000K. Finally, the initial freshness value of all contents in the network V ¼ 1, and when TTL of a certain content is expired, the corresponding freshness value will be 0. In our simulation studies, we focus on the following three performance metrics for performance evaluation: 1) Total freshness value. The total freshness value of contents successfully delivered for channels subscribed by nodes in the network, which reflects the effectiveness of the scheme. 2) Total delivered contents. The total number of contents successfully delivered for channels subscribed by nodes in the network, which reflects the effectiveness of the scheme. 3) Total transmission cost. The total number of contents exchanged by nodes in the network, which reflects the energy consumption of the scheme.
Performance Comparison
In this part, we use the Infocom 06 trace to carry out experiments with different content generation rates (1 content/ hour and 2 contents/hour), and use the MIT Reality trace to carry out experiments with different TTL values (24 and 48 hours), aiming to compare the performance of our proposed scheme, ConDis, with three other existing schemes in different traces.
Different Content Generation Rates
When other settings are fixed, increased content generation rate leads to more contents being published in the network. Under this situation, it is more challenging for the scheme to store right contents and discard others when the traffic in the network becomes heavy. Therefore, in this part, we change the content generation rate from 1 content/hour to 2 contents/hour in the Infocom 06 trace, so as to compare the performance of our proposed scheme, ConDis, with three other existing schemes under different situations. Fig. 4 shows the performance comparison of our proposed scheme, ConDis, with other three existing schemes in the Infocom 06 trace when the content generation rate is 1 content/hour. It can be found that as the simulation time increases, ConDis outperforms three other existing schemes in terms of total freshness value, total delivered contents, and total transmission cost in the Infocom 06 trace. Moreover, the longer the simulation time is, the better ConDis performs. This is because ConDis takes both the direct subscribed value and the indirect subscribed value into consideration from the perspective of real life trading. Furthermore, ConDis also takes into account the freshness of contents, and designs a novel content exchange protocol in the content exchange process when nodes are in contact. It can be also found that Podcasting performs worst in the Infocom 06 trace. The main reason is that nodes in Podcasting receive all contents to which their 1-hop neighbors subscribe, and do not manage their buffer. Although Mobitrade and Consub take the buffer management into consideration, they both rely on the past transaction between nodes to define the utility of contents, which may be inaccurate for predicting the future trading value of contents. Moreover, they do not take the freshness of contents into consideration. Therefore, ConDis can achieve a better performance than Podcasting, MobiTrade, and Consub in terms of total freshness value, total delivered contents, and total transmission cost in the Infocom 06 trace. Fig. 5 shows the performance comparison of our proposed scheme, ConDis, with three other existing schemes in the Infocom 06 trace when the content generation rate is 2 contents/hour. It can be found that when the content generation rate changes from 1 to 2 contents/hour in the Infocom 06 trace, total freshness value, total delivered contents and total transmission cost in different schemes all increase. It can be also found that similar to the results in Fig. 4 , ConDis also outperforms other three existing schemes in terms of total freshness value, total delivered contents, and total transmission cost. Therefore, ConDis performs better in the Infocom 06 trace when the contact generation rate increases.
To summarize, ConDis outperforms other schemes in terms of total freshness value, total delivered contents and total transmission cost in the Infocom 06 trace when the content generation rate is different, which demonstrates the effectiveness of our proposed scheme. Moreover, the longer the simulation time is, the better ConDis performs.
Different TTL
When other settings are fixed and TTL increases, contents in the network have more opportunities to be delivered to the subscribed nodes, but they also add traffic into the network. Under this situation, it is more challenging for the scheme to store the right contents and discard others when the traffic in the network becomes heavy. Therefore, in this part, we change TTL from 24 to 48 hours in the MIT Reality trace, so as to investigate how it influences ConDis and other existing schemes.
From Figs. 6 and 7, it can be found that when TTL increases from 24 to 48 hours in the MIT Reality trace, total freshness value, total delivered contents, and total transmission cost in different schemes all increase. It can be also found that as the simulation time increases, ConDis again outperforms three other existing schemes in terms of total freshness value, total delivered contents, and total transmission cost in the MIT Reality trace. Moreover, the longer the simulation time is, the better ConDis performs. Podcasting also performs worst in the MIT Reality trace, and Consub also performs better than Mobitrade in the MIT Reality trace. It is worth noticing that the simulation time and TTL in the MIT Reality trace are much larger than that in the the Infocom 06 trace. This is because the experimental duration in the MIT Reality trace is much longer than that in the Infocom 06 trace, and the contacts in the MIT Reality trace are much sparser than those in the Infocom 06 trace.
To summarize, ConDis outperforms other schemes in terms of total freshness value, total delivered contents and total transmission cost in the MIT Reality trace when TTL is different, which demonstrates the effectiveness of our proposed scheme.
Impact of w
In this part, we evaluate the performance of our proposed scheme, ConDis, with different values of w (w = 0.1, 0.5, 0.9 and 1) using the Infocom 06 trace and the MIT Reality trace, aiming to check the impact of the changing metrics w on the performance of ConDis in different traces.
Figs. 8 and 9 show the performance of our proposed scheme, ConDis, with different values of w (w = 0.1, 0.5, 0.9 and 1) in the Infocom 06 trace and the MIT Reality trace, respectively. It can be found that, as w increases from 0.1 to 1, total freshness value, total delivered contents, and total transmission cost of ConDis all increase, not only in the Infocom 06 trace, but also in the MIT Reality trace. The main reason is that w changes the balance between the direct subscribed value and the indirect subscribed value, which are determined by nodes' one-hop neighbors and two-hop neighbors, respectively. As w increases, nodes in the network will give priority to storing contents subscribed directly by their one-hop neighbors, which means nodes can obtain more contents matching their interest from the trading with their onehop neighbors. Moreover, in order to calculate the indirect subscribed value of a certain one-hop neighbor, the current node needs to predict its two-hop neighbors' information based on its past stored control messages, which may be inaccurate. Therefore, total freshness value, total delivered contents, and total transmission cost of ConDis all increase when w increases.
When w increases from 0.9 to 1, total freshness value, total delivered contents, and total transmission cost of ConDis in the Infocom 06 trace and the MIT Reality trace all increase a little. Furthermore, when w increases to 1, each node in the network only needs to calculate the direct subscribed value in the content utility definition. Therefore, in order to calculate the utility of each content, each node only needs to collect the network state information within its two-hop range. According to Theorem 1, the overhead of maintaining network state information will decrease a lot when the maintaining range decreases from 3 to 2 hops. Therefore, in order to increase the performance of ConDis, nodes in the network should give priority to storing contents subscribed directly by their one-hop neighbors.
In summary, w has a significant impact on the performance of ConDis. Since it may be inaccurate for a certain node to predict its two-hop neighbors' network state information based on its past stored control messages, it is better for nodes in the network to store contents subscribed directly by their one-hop neighbors. Therefore, in order to increase the performance of ConDis, nodes in the network should give priority to storing contents subscribed directly by their one-hop neighbors. 
Impact of the Number of Channels
In this part, we evaluate the performance of our proposed scheme, ConDis, with different numbers of channels (5, 10 and 15) using the Infocom 06 trace and the MIT Reality trace, aiming to check the impact of the number of channels on the performance of ConDis in different traces.
Figs. 10 and 11 show the performance of our proposed scheme, ConDis, with different numbers of channels (5, 10 and 15) in the Infocom 06 trace and the MIT Reality trace, respectively. It can be found that, as the number of channels increases from 5 to 15, total freshness value, total delivered contents, and total transmission cost of ConDis all decrease, not only in the Infocom 06 trace, but also in the MIT Reality trace. A reasonable explanation is that it is hard for nodes in the network to choose contents with higher utility for exchange when the number of channels increases. Therefore, nodes will exchange less amount of contents with others, which causes a decrease of total freshness value, total delivered contents, and total transmission cost.
To summarize, the number of channels has a significant impact on the performance of ConDis. If the number of channels is too large, it will obviously decrease the performance of ConDis; thus we should choose an appropriate number of channels according to different application scenarios.
DISCUSSION
Though the current design of ConDis only considers two nodes during each contact, the content exchange process in which there are more than two nodes during each contact is similar to the process when there are only two nodes during each contact. For example, if there are three nodes, i, j and k within each other's contact range. According to the content exchange protocol in Section 4.3, node i will first send control messages to j and k; j and k will do so in a similar way. After receiving the control messages from j and k, node i will calculate the freshness value of contents in j and ks' buffer which meet its interest, and the content utility of all contents in j and ks' buffer according to Eq. (12) . Then, node i will determine the candidate request lists based on the freshness value of contents and the content utility. Here, the only difference is that a parameter needs to be added in the candidate request lists to represent which node contents in the candidate request lists belong to. If content in the candidate request list of i belongs to j, then node i will trade with j to obtain this content. Nodes j and k will do so in a similar way. After determining the candidate request lists, node i will trade with j and k to obtain subscribed contents, and those contents which can increase the total content utility in its buffer. In the decreasing order of priority and content utility, i will trade contents in the candidate request list with j and k, one by one. Nodes j and k will do so in a similar way. They will finish the trading until one side does not have contents, which can increase the total content utility in the buffer for the other side.
Therefore, if there are more than two nodes during each contact, the only difference is that we need to add a parameter to represent which node contents in the candidate request lists belong to, then they will trade with each other in a similar way.
CONCLUSION
In this paper, we have investigated the pub/sub content dissemination in OppNets. Considering the selfish behavior of nodes and the freshness of contents, we propose an incentive-driven and freshness-aware pub/sub content dissemination scheme, called ConDis, for selfish OppNets. In ConDis, we choose the TFT scheme as the incentive scheme to deal with selfish behaviors of nodes in the network. Moreover, we also propose a novel content exchange protocol when nodes are in contact. Specifically, during each contact, the exchange order is decided by the content utility, and the objective of nodes in the network is to maximize the utility of the content inventory stored in their buffer. Extensive realistic trace-driven simulations are conducted to evaluate the performance of our proposed scheme, ConDis, and the results show that ConDis is superior to other existing schemes in terms of total freshness value, total delivered contents, and total transmission cost.
