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Summary
This Thesis addresses the systematic construction of Decision Making Models (DMMs)
from the conceptualization stage to its application in specific situations, with special em-
phasis on the treatment of scenarios where there is a hierarchy of decision levels, common
in the Process Systems (PS). Although the methodologies developed are generic, the scope
of this Thesis is limited to the perspective of Process Engineering.
The central component required to construct a DMM is the conceptual description of the
reality, which supports the systematisation of management procedures. During this de-
scription, two different domains can be identified: the PS Domain, useful to describe the
structure of the process as such (physical reality and the way in which its elements are
related), and the Management Domain, identified in this Thesis as associated with the
Conceptual Constraints (CC) that describe the restrictions associated with the manage-
ment of the process. In this way, the PS Domain includes concepts and relationships that
appear in the control standards of the process followed by the company: the description
of the process to be developed, the description of the physical equipment in which it is
developed, and that of its interactions, giving rise to the control of the execution of the
procedures; this domain should allow managing the construction, design, operation and
control of any manufacturing system. On the other hand, the CC Domain contains the in-
formation associated with the concepts and relationships that must be fulfilled to ensure a
coherent set of decisions, with the purpose of identifying and representing the systematics
to follow during the decision-making process, giving rise to the conceptual representation
of this system and, finally, the construction of the corresponding DMM.
The first challenge addressed in this thesis is associated with the systematisation of concep-
tual modelling from semantic information, for the construction of ontologies from textual
sources and a procedure to verify the internal coherence of these sources. The application
of this methodology has been used for the identification of the essential concepts and rela-
tionships in the PS Domain, allowing creating a generic, common and shared model, unlike
the existing models. In the next step, this PS Domain has been used to solve management
problems in systems that comprise multi-level hierarchies. The resulting decision-making
process allows integrating the decisions made at each level, ensuring their consistency
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from an approach that simultaneously considers the management of all available informa-
tion (data and knowledge).
On the other hand, the introduction of the necessary concepts and relationships to en-
sure the feasibility of the process management decisions, through the CC Domain, allows
the development of systematic DMM creation procedures: this domain classifies the con-
strains (balances, sequence, etc. ), adds abstract elements to them (e.g.: produced and
consumed amounts) and allows to generalize the relation of its components with the infor-
mation associated to the PS Domain.
The last part of this Thesis deals with the integration of the PS and CC Domains, and their
application for the generation of new decision-making systems. For this, algorithms have
been designed that, starting from the previously identified and classified restrictions, and
patterns of DMMs also previously identified from existing cases, exploit the information
available through the instances in the PS Domain, to generate new DMMs according to
the user’s specifications. Its use is illustrated through cases from different environments,
demonstrating the generalisation capacity of the created systematics.
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Resumen
Esta Tesis aborda la construcción sistemática de Modelos para la toma de Decisiones
(DMMs) desde la etapa de conceptualización hasta su aplicación en situaciones concre-
tas, con especial énfasis en el tratamiento de escenarios en los que existe una jerarquía de
niveles de decisión, habitual en la Industria de Proceso (PS). Aunque las metodologías de-
sarrolladas son genéricas, el alcance de esta Tesis se limita a la perspectiva de la Ingeniería
de Procesos.
El componente central requerido para construir un DMMs es la descripción conceptual de
la realidad a la que se orienta, que a su vez respalda la sistematización de los procedimien-
tos de gestión. Durante esta descripción, se pueden identificar planteamientos asociados
a dos dominios diferentes: el Dominio del Proceso (PS), útil para describir la estructura
del proceso como tal (realidad física y forma en la que se relacionan sus elementos), y
el Dominio de Gestión, asociado a las Restricciones Conceptuales (CC) que describen
las restricciones asociadas a la gestión del proceso. El Dominio PS incluye conceptos y
relaciones que aparecen en los estándares de control del proceso que sigue la empresa: la
descripción del proceso a desarrollar, la descripción de los equipos físicos en los que se
desarrolla, y la de sus interacciones, que dan lugar al control de ejecución de los proced-
imientos; este dominio debe permitir la construcción, el diseño, la operación y el control
de cualquier sistema de fabricación. Por su parte, el Dominio CC contiene la información
asociada a los conceptos y las relaciones que deben cumplirse para asegurar un conjunto
coherente de decisiones, con el propósito de identificar y representar la sistemática a seguir
durante el proceso de toma de decisiones, dando lugar a la representación conceptual de
esta sistemática y, finalmente, a la construcción del correspondiente DMM.
El primer reto abordado en esta Tesis está asociado a la sistematización del modelado
conceptual a partir de información semántica, para construcción de ontologías a partir
de fuentes textuales y de un procedimiento para verificar la coherencia interna de dichas
fuentes. La aplicación de esta metodología se ha utilizado para la identificación de los
conceptos y las relaciones esenciales en el Dominio PS, permitiendo crear un modelo
genérico, común y compartido, a diferencia de los modelos existentes.
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En el siguiente paso, este Dominio PS se ha utilizado para la resolución de problemas
de gestión en sistemas que comprenden múltiples niveles de jerarquías funcionales. El
proceso de toma de decisiones resultante permite integrar las decisiones tomadas en cada
nivel, asegurando su coherencia a partir de un enfoque que contempla simultáneamente la
gestión de toda la información disponible (datos y conocimiento).
Por su parte, la introducción de los conceptos y relaciones necesarios para asegurar la
factibilidad de las decisiones de gestión del proceso, a través del Dominio CC, permite el
desarrollo de procedimientos sistemáticos de creación de DMMs: este Dominio clasifica
las restricciones (balances, secuencia, etc.), agrega elementos abstractos a dichas restric-
ciones (p.e.: cantidad producida y consumida) y permite generalizar la relación de sus
componentes con la información asociada al Dominio PS.
En la última parte de esta Tesis se aborda la integración de los Dominios PS y CC, y su
aplicación para la generación de nuevos sistemas de toma de decisiones. Para ello, se
han diseñado algoritmos que, partiendo de las restricciones anteriormente identificadas y
clasificadas, y patrones de DMMs también previamente identificados a partir de casos ya
existentes, explotan la información disponible a través de las instancias del Dominio PS,
para generar de nuevos modelos de toma de decisión de acuerdo con las especificaciones
del usuario. Su utilización se ilustra a través de casos procedentes de diferentes entornos,
demostrando la capacidad de generalización de la sistemática creada.
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This first chapter connects the perspectives from Process Systems Engineering (PSE) and
thesis topics on systematic Decision-Making Models (DMMs) building from conceptuali-
sation to the application of methods and considering the integrated multi-level hierarchies
found in Process Systems (PS). The core component required to build DMMs is a con-
ceptual description of the reality that supports the systematisation of building procedures.
Therefore, domain conceptualisation of the multi-level structure and DMMs are focuses
of this thesis. Overall, the methodologies that were developed are designed to achieve
systematic coordination and operation of activities in PS, considering knowledge manage-
ment throughout the multi-level hierarchies.
1.1. Process Systems Engineering Perspective
The term “Process Systems” refers to chemical, physical or biological systems that are
designed, built and run to manufacture products (inspired by Marquardt et al. (2010)).
PSE may be described as the art of decision-making for PS. PSE deals with the Chem-
ical Engineering disciplines (e.g. design, operation, and control of chemical, physical,
and biological processes) in addition to the use of systematic computer-based methods
as resources (i.e. conflicting/multi objectives, support tools) (Grossmann and Westerberg,
2000; Klatt and Marquardt, 2009; Glavič, 2012). PS-related questions (i.e. “how to plan?”,
“how to design?”, “how to operate?”, and “how to control?” PS) are probably the most
critical (Takamatsu, 1983) that engineers use to state PSE problems.
PS can be represented by a hierarchy that is a structure of sets and subsets such that every
subset of a set is of lower rank than the set (Williams, 1994). This hierarchy can be any
structure consisting of units and subunits in which the subunits are of lower rank than the
units involved. In the system view, every hierarchy has vertical interactions of subsystems
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that contain the entire system in which the term (sub)-system is a transformation of inputs
into outputs (Mesarovic et al., 1970). Multi-level hierarchical systems represent this cat-
egorised system of PS including interactions among subsystems. Each system may occur
as part of the process model, physical model or procedural control model. Hereafter, (un-
less it is stated otherwise) multi-level hierarchies refer to the representation of PS. This
representation is described in Section 2.2.1 in which the topic is extended to decisions and
standardisation.
In terms of study topics, Chemical Engineering and PSE have grown in parallel for many
decades in some subjects (see in Figure 1.1). These PSE-oriented subjects can be listed as
follows:
Process and Product Design: pharmaceutical product design, process synthesis (Cameron
and Gani, 2011; Bertran et al., 2017)
Enterprise-wide optimization: supply chain management, risk management, integration
of activities in enterprise (Grossmann, 2005; Zhang and Grossmann, 2016)
Production Scheduling: real time scheduling, utility scheduling, recipe management,
reactive scheduling(Harjunkoski et al., 2014; Maravelias and Sung, 2009)
Process Control: real time process control, model based process control, process su-
pervision, fault diagnosis (Luyben et al., 1997; Rawlings, 2000; Mayne et al., 2000;
Daoutidis et al., 2018)
In order to address these subjects, PSE has been the developer and user of many support
tools:
Mathematical Modelling: Mathematical programming, dynamic programming (Williams,
1978; Edgar et al., 1988)
Algorithms: Solvers, decomposition algorithms, genetic and evolutionary algorithms,
machine learning Guillén et al. (2006); Benders (1962); Herbrich and Graepel (2012)
Software Applications: AIMMS (AIMMS, 2018), GAMS (GAMS, 2016), Aspen (Aspen,
2018), SuperPro (Intelligen, 2018), Matlab (Matlab, 2018), Python (open source
language) (Python, 2018), OntoCep, MOSAIC Kraus et al. (2014), ICAS
The prospective progress of PSE is supported by advances in conceptual understanding.
PSE trends include ways to make specific advances, conceptual ways to understand and
support the advances and aspects of problem-solving. Examples are the development of
efficient or comprehensive mathematical models, the determination of better ways to man-
ufacture products, the most acceptable design of a supply chain, the fastest ways to build
models and the safest way to produce products. Thus, these conceptual modelling trends
4










Figure 1.1.: Main subjects of PSE and support tools (symbolic)
in PSE are central to this thesis. One way to check the current state and trends in PSE
is to follow up recent meetings on the topic. The Computer-Aided Chemical Engineer-
ing1 (CACE, n.d.) and 2040 Vision of PSE2 events introduced some current topics. For
instance:
• Data exchange: data exchange models should be represented “meaningfully” with
ontologies to domain’s shared conceptualisation. Ontologies are required to support
the solution to modelling (e.g. data exchange in the multi-scale modelling) (Hen-
ning, 2017a).
• Generic optimisation algorithms and models: even though part of a system is used
separately or changed in the entire system, every component should continue to
work without the need for adjustment. For instance, in the case of changes in a
process (e.g. a new column or membrane), the code containing the main core should
not need to be updated (Ydstie, 2017).
• “A model for modelling”: mathematical modelling is a language with a syntax and
a grammar (an ontological model for mathematical knowledge representation has
been presented in (Muñoz et al., 2014)). This mathematical language can be the
basis of “a model for modelling” for machine-generated models. The idea of using
intelligent systems to capture process knowledge and transform it into equations is
crucial. This improvement is expected to help model-building experts by reducing





itself instead of spending time on creating mathematical models from scratch (Lin-
ninger, 2017).
• Code generation: one topic in current research in PSE is automated code generation,
either from captured knowledge (Elve and Preisig, 2017) or process models written
in generic languages (e.g. Latex and MathML) (Tolksdorf et al., 2017) leading to
standard executable instructions that can be processed by an optimiser or a flowsheet
environment (e.g. CAPE-OPEN).
Beyond current perspectives, one of the first PSE issues was the importance of “coordi-
nated decisions in the chemical processing units that affect networks globally and usage
of the artificial intelligence field” (The International symposium on process systems engi-
neering, 1982). Suggestions were to use computer technologies, software and hardware
for Computer-Aided Chemical Engineering, and expert systems to overcome computa-
tional issues in PSE. Nevertheless, these suggestions should also incorporate the primary
challenge for chemical engineers: transformation of chemical process knowledge into a
form that is suitable for decision-making (Motard, 1983).
Douglas (1988) presented a hierarchical conceptual modelling approach for building a
process model, considering five hierarchical design decisions. These hierarchical deci-
sions are systematised as: (i) batch versus continuous, (ii) input-output structure of the
flow-sheet, (iii) recycle structure of the flow-sheet, (iv) the general structure of the separa-
tion system (vapour and liquid recovery system), and (v) energy integration. In this line,
Sargent (2005) mentioned that “the idea of automatic generation of a dynamic mathemati-
cal model from a purely qualitative description of the process opens new perspectives and
deserves a little bit more discussion”. In summary, in the context of “no existing perfect
model”, the set of fundamental or empirical equations can be provided or selected from
a previously stored library, considering the purpose of the model that is to be built. Ad-
ditionally, model construction should be considered by controlling the complexity of the
models and can be achieved by selecting suggested models from several alternatives. In
this line, Stephanopoulos et al. (1990a,b) introduced a language, MODEL.LA, to build
mathematical systems automatically for process modelling. This modelling language has
been improved with a modelling logic and a modelling environment to support teaching
activities in courses (Bieszczad, 2000). Another modelling language, BatchDesign-Kit,
supports the design of batch processes by synthesising process flowsheets and perform-
ing a systematic analysis to identify economic objectives (Linninger, 1995). In addition,
TechTool can be used to construct process models using a language based on chemical and
physical phenomenon (Linninger et al., 2000).
Previously, supply chains were identified as highly complex information sources. They
include the plant’s operational decision hierarchy with its enterprise data. Enterprise data
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is comprised of commercial and economic information and process knowledge itself (Na-
tional Research Council, 1999). Supply chain management requires innovations that go
beyond developments in information and advances in technical computing technology.
However, the vision regarding computational needs in chemical industry is restricted to
information storage and sharing and computing tool technologies under transactional in-
formation. Essentially, model-building methods and tools were enabled by advances in
computing technologies related to the conversion of data into knowledge, support tools for
process and business decisions and training methodologies for non-experts. Decision Sup-
port Systems (DSSs) and tools for process modelling, including modelling methodologies,
are crucial for experts in process model building and tool use (Edgar et al., 1999).
Another milestone was reached by the Committee on Challenges for Chemical Sciences
in the 21st Century (Hopf, 2004): the development of new and powerful computational
methods, applicable from atomic level to chemical process and enterprise levels as a cru-
cial factor to enable multi-scale optimisation. This challenge broadened the scope of one
of the objectives attained by the PSE approach: the systematisation of decision-making
through modelling and optimisation, to a new generalised paradigm.
Attention to knowledge management in the PSE field has been increasing in recent years.
A simple Scopus3 search (TITLE-ABS-KEY (ontology) OR TITLE-ABS-KEY (knowl-
edge AND management) AND (LIMIT-TO (DOCTYPE, “ar”)) AND (LIMIT-TO (SUB-
JAREA, “CENG”))) demonstrates the use of knowledge management and/or ontology con-
cepts in the Chemical Engineering area. Figure 1.2 shows the number of articles published
on these topics from 1980 to 2016 (years 2017 and 2018 are not considered since Sco-
pus needs to update the latest publications). Clearly, the mid-1990s represent a turning
point for Chemical Engineering and knowledge management, as more papers began to be
published from this time. Even graduate courses on integrated process operations have
introduced knowledge representation in their syllabus (Doyle et al., 1997). The number of
publications more than doubled from 2011 to 2016. So far, the peak is in 2015 when 252
articles were published. A simple forecast analysis conducted for 2017 to 2020 using data
retrieved from Scopus (from 1980 to 2016) and published article level remains at a similar
level as in previous years.
Finally, it can be concluded that systematic decision-making and the use of State-of-the-
Art methods and tools to model and optimize systems are important pillars of PSE. The
essential point is not only to improve on currently available, familiar subjects, but also to

































Figure 1.2.: Scopus results on knowledge management (or ontology) in Chemical Engineering between year 1980
and 2018
1.2. Thesis Outline
This thesis presents cutting-edge contributions to methodologies for conceptualising PS
domain modelling and DMMs, and algorithms to build DMMs automatically, considering
conceptual modelling steps from a structural and functional perspective. The thesis has
been divided into five parts as shown in Figure 1.3.
Part I gives an overview of the thesis, covering PSE perspectives and the thesis outline.
Thesis structure is conceptualised in Figure 1.3. Part I also contains a background chapter
(see Chapter 2) presenting the context and the latest developments in the thesis topics.
The background section also identifies current challenges and background connections as
well as relationships between the background and the solution addressed in the thesis (see
Chapter 3).
Part II introduces building and using the conceptual model of PS. Chapter 4 presents a do-
main ontology construction methodology, which has many outcomes: the approach itself,
a consistency check for semantic models and a case study that produces a general PS Do-
main that is used throughout the thesis. Chapter 5 presents a new implementation of this
domain, in which semantic models are used to communicate between DMM and problem
instances to be solved, leading to integrated PS management.
Afterwards, Part III addresses DMM and conceptualization starting with an introduction
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Figure 1.3.: Thesis outline
construction of a domain that has the comprehensive constraint conceptualisation scope in
Chapter 7; this chapter includes concepts and relations that support the conceptual DMMs
for further developments of functionalities.
Furthermore, Part IV uses both PS and constraint conceptualization to introduce function-
alities with an aim of building DMMs. Thus, sequences and algorithms to build DMMs
are developed in Chapter 8.
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Finally, Part V restates in Chapter 9 the conclusions derived from the research developed




The aim of the thesis to explore conceptual modelling for integrated decision-making
in Process Systems (PS). Topics are addressed in multidisciplinary fields such as Op-
erations Research (OR), mathematical optimisation, Chemical Engineering, automation,
modelling and unified approaches, which are thoroughly reviewed in this background
chapter. Decision-making is in Section 2.1, with a focus on mathematical models built
to support decisions and associated elements, structures and mathematical programming
solution strategies used to solve the models. Section 2.2 introduces PS representation and
management. Section 2.3 introduces conceptual modelling and describes the fundamentals
of conceptualisation and recent developments in Process Systems Engineering (PSE) and
conceptualisation. Finally, 2.4 includes a summary of state of the art in DMM integration
and the use of conceptual models in PSE.
2.1. Decision-Making
Decision-making in PS uses models and systematic methods, including process, physical,
and procedural control models as well as appropriate solution strategies. In general, it
is accepted that any decision-making process consists of 4 phases (Simon, 1960): set-up
(intelligence), design, choice, and decision implementation (see Figure 2.1). The set-up
phase is associated with the need to characterise the system’s situation. The need for a
decision-making process and objectives are established, resulting in a problem statement.
The design phase entails selecting the solution approach, identifying and designing alter-
natives and building the DMMs. In the choice phase experimentation is undertaken with
the model(s), which results in a decision: a suitable alternative is selected, a sensitivity
analysis is undertaken, and a solution is adopted.
Clearly, the design phase is the core of the decision-making process, since DMMs sustain
the main structure of model-based methods. Techniques exist that are not just based on
11
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Figure 2.1.: Phases of the decision-making process (Simon, 1960)
models, but models supported by methods, algorithms and software tools that help in the
design phase of decision-making process such as (Zhang et al., 2015):
• Mathematical programming (i.e. including mathematical models and their optimiza-
tion over a subject),
• Case-based reasoning (i.e. a type of knowledge-based decision making which re-
quires background knowledge of similar cases in order to solve the new case),
• Data warehouse and data mining,
• Decision tree,
• Fuzzy set and models, and
• Constraint programming.
However, apart from mathematical programming, these techniques are outside the scope of
this thesis. Among the techniques used to formulate a DMM, mathematical programming
is designed to find optimum decision(s). It is a crucial technique/tool for decision-making
and PSE studies.
Constraint programming should also be mentioned, although it is not discussed further in
this thesis. Constraint programming uses the same elements as mathematical program-
ming, including a set of variables or constraints. However, constraint programming sup-
ports logical constraints (e.g. if, else if), arithmetic expressions (e.g. modulo, integer divi-
sion, minimum, maximum) and special constraints such as “all-different” (IBM, 2018b).
Several constraint types of constraint programming are introduced in Hooker (2012).
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In the next section, mathematical programming is discussed as an advanced tool for math-
ematical modelling and optimisation in many study areas to build DMMs. The section
covers modelling elements, structure, solution strategies, and tools to introduce mathe-
matical programming, from a general perspective.
2.1.1. Mathematical Programming
Mathematical programming is a way to model and optimise PS and many other systems.
With the help of its elements (see Section 2.1.1.1) and structures, models are built accord-
ing to complexity and the details of the problem (see Section 2.1.1.2). As is the nature of
mathematical programming, decision(s) are established by applying solution techniques
(see Section 2.1.1.3) and special tools for modelling and optimisations are developed (see
Section 2.1.1.4).
One of the exceptional applications of mathematical programming is classification. Üney
and Türkay (2006) developed a mathematical programming model for classification in
PSE. More importantly, Xu and Papageorgiou (2009) adopted a hyper-boxes mathemati-
cal programming model to solve multi-class data classification. The original mathematical
programming model was developed to find an optimum plant layout in which hyper-boxes
are concepts of units that appear in production facilities. These two implementations show
that mathematical programming is a powerful tool that can serve different purposes. No-
tably, the second implementation (from (Xu and Papageorgiou, 2009)) shows that the con-
cepts behind mathematical programming elements can be changed to solve problems other
than those comparing to the original construction of DMM.
2.1.1.1. Mathematical Programming Elements
Generally, f is an objective that is a function of x (variables) to be maximised or minimised.
An optimisation problem is named according to the nature of the objective function(s) and
constraints. In addition, the nature of the variables (e.g.continuous, discrete and integer
variables) is considered, to select the possible solution algorithms. Penalisation terms can
be added to the objective function to find a feasible solution to the problem if the solver that
is used does not depend on derivatives (e.g. genetic algorithms). Depending on the optimi-
sation procedure, the optimum value can be called global or local optimisation (Nocedal
and Wright, 1999). The formal representation of mathematical programming (variables, x,
the objective function, f(x), equality constraints, h(x), and inequality constraints, g(x))






s.t. h(x) = 0, (2.2)
g(x) ≤ 0. (2.3)
DMMs expressed using mathematical programming consist of five items (Williams, 1978):
(i) objective: a mathematical expression to be minimised or maximised during the decision-
making procedure, (ii) variables: adjustable elements of models or unknowns (including
decision elements), (iii) parameters: coefficients of the model (scalars or matrices that
do not change during the calculations), (iv) constraints: relations between parameters and
variables, that have to be considered to ensure the feasibility of the proposed decision, and
(v) sets/subsets: collections of objects or items gathered together indicating the size/com-
plexity of the mathematical representation to be solved.
Traditionally, DMMs are constructed manually according to existing data and problem fea-
tures (e.g. time horizon, parameters, decision variables, applicable/significant constraints,
and objective functions). Models are improved by revising cycles according to the problem
and solution features.
One of the crucial elements in DMMs is an objective function(s). There are many discus-
sions about the objective function(s) in mathematical programming relating to practica-
bility and conceptual construction. Performance indicators are used to find the optimum
answer to the problem and model that exists in PS (see Section 2.2.1). Regarding concep-
tual understanding, three sustainability elements (i.e. economic, social, and environment)
are generally discussed and used. However, it is hard to implement these three pillars of
sustainability in real organisations since there is no objective function(s) of organisations
that is better than profitability (Williams, 1978).
Solving a mathematical programming model of a situation with an objective function pro-
vides a feasible solution if it exists (i.e. a solution that satisfies the constraints). Some
constraint types can be introduced as follows (Williams, 1978):
• Production or labour capacity constraints,
• Raw material availabilities (limited supply),
• Marketing demands and limitations (additionally limitations should be added if we
can produce more than the market upper limit),




Or constraints can be sorted as their functionalities as follows:
• Hard and soft constraints (i.e. hard constraints are the constraints which cannot be
violated, whereas soft constraints can be violated in a range with a cost; for example,
the availability of the raw materials can be extended with capacity, but it will bring
extra cost.),
• Chance constraints (i.e. if a constraint should be held in a range of probability),
• Conflicting constraints (i.e. constraints that cannot be satisfied simultaneously),
• Inactive constraints (i.e. redundant for the current model and data (or problem input)
but can become active if the data changes),
• Simple and generalised lower and upper bounds, and
• Unusual constraints (i.e. including some situations or logical expressions such as
“product 1 can be produced only if product 2 is produced, but neither of products 3
or 4 are produced.”).
Depending on the problem, this classification can be reduced to a collection of different
types of constraints. For supply chain design models, constraints can be grouped under
material balance or balances, design constraints, capacity constraints and market-suppliers
constraints (Laínez et al., 2009). For a short-term scheduling problem, in addition to ma-
terial balances/balances, other types of constraints are added to the collection (e.g. allo-
cation, sequence-dependent changeover, operational, assignment and utility constraints)
depending on the detail and range of the problem and the required modelling features (i.e.
discrete, continuous time) (Méndez et al., 2006).
2.1.1.2. Structural Types of Mathematical Programming Models
Mathematical programming models can be classified depending on their elements (e.g.
variables, constraints, number of objective functions, and time dependent variables). Gen-
erally, models built using mathematical programming have linear constraints, single or
multiple objectives with a linear or non-linear structure, and (mixed) discrete and contin-
uous variables. Thus, mathematical programming models can be classified according to
non-linearity or discrete and/or continuous variables as follows:
Linear programming (LP): LP is the based structure with linear constraints and objective
function(s) with continuous variables.
Mixed-integer linear programming (MILP): MILP introduces integer decision variables
to the LP structure.
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Non-linear programming (NLP): NLP introduces non-linear constraint(s) and/or objec-
tive function(s) to the LP structure.
Mixed-integer non-linear programming (MINLP): MINLP introduces integer decision
variables to the NLP structure.
Optimisation problems can also be classified as dynamic optimisation (or dynamic pro-
gramming) if time-dependency appears in the models. Furthermore, models can be stochas-
tic (stochastic programs) or deterministic, depending on their completeness. Finally, the
number of objectives introduce the single objective and multi-objective optimisation types
(Mitsos, 2012). However, the essential feature of the mathematical programming struc-
ture may be convexity, which affects the preference for solution algorithms (Nocedal and
Wright, 1999). Next, solution algorithms for the optimisation of mathematical program-
ming models are explained.
2.1.1.3. Solution Algorithms
Solution algorithms are developed according to the structures (see in Section 2.1.1.2),
problem types (e.g. convex and non-convex) and scales. There may be some restrictions
on algorithms depending on the type of problem. For instance, a simplex method, which
can solve LP problems, cannot solve a MILP problem unless another algorithm such as
branch and bound supports the solution. However, solution algorithms can perform differ-
ently on a different class of problems. For instance, the “no free lunch” theorem (Whitley
and Rowe, 2008) states that algorithms may perform differently on a different class of
optimisation problems and the algorithm of parameters should be adjusted according to
problem types, structures, and scales. The following descriptions introduce examples that
are used to solve mathematical programming problems (Graells, 2016):
Exact algorithmic methods: in some cases, specific algorithms can be applied that ensure
the optimum solution is achieved with limited computational effort, for instance, the
simplex method for LP. The simplex method follows the edges and explores all the
vertices that appear in the problem (Dantzig et al., 1953).
Enumerative methods: another type of solution algorithms can be grouped under enumer-
ative methods that create a complete, ordered listing of all the items in a collection.
For instance, branch and bound is one method that is used to solve MIP problems.
The main idea of the branch and bound method is to systematically search branches
that appear in the MIP and calculate upper and lower bounds of the objective func-
tion. Solution branches are discarded in the case of infeasible solutions for the




Decomposition algorithms: the main idea for solving MINLP problems is two-phase
strategy that divides the main problem into two parts Kocis and Grossmann (1988).
The first is the sub-problem with NLP problem, which is produced by fixing integers
into certain values to optimise continuous variables. The solution of this problem
is the upper bound for an MINLP minimisation problem. The second part is the
master problem, which optimizes the discrete variables and introduces an increasing
sequence of lower bounds. These two parts of the problem are arranged in a way that
enables the non-convexity of the problem to be identified. The proposed two-phase
strategy (Kocis and Grossmann, 1988) has been implemented in DICOPT (Discrete
Continuous Optimizer), which is also used in GAMS (General Algebraic Modelling
System, GAMS (2016)) as a solver.
Generic or evolutionary algorithms: evolutionary algorithms are inspired by biological
evolution and are used as an optimisation tool to solve engineering problems. The
main idea is to have a population of candidate solutions for a given problems and
then create new-optimal populations using natural genetic variation and selections
(Mitchell, 1999). A book by Holland (1975) (Adaptation in Natural and Artificial
Systems) illustrates genetic algorithms as an extraction of biological evolution and
presents the technical explanations for the algorithm. Some issues relating to genetic
algorithms are constraint handling in cases of inequality and infeasible solutions and
the requirement of penalty terms for the objective function (Francisco et al., 2005;
Shokrian and High, 2014; Lee et al., 1999; Lopez Cruz et al., 2003; Michalewicz
et al., 1992; Upreti, 2004).
Most of these algorithms are implemented in commercial and non-commercial solvers1.
However, an interface or an application needs to be used to translate and connect mathe-
matical programming models and solvers. Mathematical programming tools (introduced
in Section 2.1.1.4) produce a component between the users and the solvers to build opti-
misation models as explained in the next section.
2.1.1.4. Mathematical Programming Modelling Tools
There are many tools for building mathematical programming models including General
Algebraic Modelling System (GAMS), Advanced Interactive Multidimensional Modelling
System (AIMMS), A Mathematical Programming Language (AMPL), IBM ILOG CPLEX
Optimization Studio (IBM), and Pyomo (Pyomo, 2018). Apart from these software appli-
cations, MOSAIC handles code generation for many mathematical model based software




tools by translating a model written in Latex into the required special syntax (Kuntsche
et al., 2011).
To demonstrate how these modelling languages (especially algebraic modelling systems
used for mathematical programming) can be used, an example of material balance con-
straint implementation using GAMS is introduced with some observations. The example
is a simplified material balance constraint from a mathematical programming model devel-
oped by Kondili et al. (1993) and presented in Equation (2.4). The information required
for this material balance is given in Table 2.1 and Table 2.2 and the state-task network
(STN) of a sample case is shown in Figure 2.2.
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Figure 2.2.: STN of the illustrative material balance constraint example
Three steps for the development of this constraint (shown in Equation (2.4)) are presented.
First, the equation without any restrictions is depicted in Equation (2.5) and then param-
eters (ρi,s and ρi,s) that have two dimensions (states and unit procedures) are added in
Equation (2.6). Finally, Equation (2.7) includes the complete constraint. The restriction
on the units (i.e. (Ki) expresses the capacity of performing a specific unit procedure) and
the time restriction (i.e. (t 6= t0) directly affects the equation instances) are added. After
each equation the GAMS code and equation instances resulting in GAMS are shown.
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Table 2.1.: Nomenclature details of Equation (2.4)
Symbol Explanation Value
Sets
s states S = {s1, s2, s3}
i unit procedures I = {i1, i2}
j units J = {j1, j2}
t time period T = {t0, t1, t2}
Subsets



























Table 2.2.: Nomenclature details of Equation (2.4)
SymbolExplanation Value
Parameters
ρi,s the proportion of input of








ρi,s the proportion of output









pi,s processing time for the










Ss,t amount of material
stored in state S, at the





s1 Ss1,t0 Ss1,t1 Ss1,t3
s2 Ss2,t0 Ss2,t1 Ss1,t3
s3 Ss3,t0 Ss3,t1 Ss1,t3

Bi,j,t amount of material
which starts undergoing
unit procedure i in unit j





i1.j1 Bi1,j1,t0 Bi1,j1,t1 Bi1,j1,t3
i1.j2 Bi1,j2,t0 Bi1,j2,t1 Bi1,j2,t3
i2.j1 Bi2,j1,t0 Bi2,j1,t1 Bi2,j1,t3
i2.j2 Bi2.j2,t0 Bi2.j2,t1 Bi2.j2,t3
i3.j1 Bi3.j1,t0 Bi3.j1,t1 Bi3.j1,t3
















∀s ∈ S, ∀t ∈ T. (2.5)
GAMS code for 2.5:
MaterialBalance0(s, t)..Ss(s, t) = e = Ss(s, t−1)+Sum((j, i), B(i, j, t−p(s, i)))−
Sum((j, i), B(i, j, t));
When the previous code is introduced to GAMS, the following equation instances are
generated by GAMS.
1 I n s t a n c e s o f E q u a t i o n \ r e f { MassBalance0 } : \ \
2 −−−− M a t e r i a l B a l a n c e 0 =E= \ \
3 M a t e r i a l B a l a n c e 0 ( s1 , t 0 ) . . Ss ( s1 , t 0 ) =E= 0 ; \ \
4 M a t e r i a l B a l a n c e 0 ( s1 , t 1 ) . . − Ss ( s1 , t 0 ) + Ss ( s1 , t 1 ) =E= 0 ; \ \
5 M a t e r i a l B a l a n c e 0 ( s1 , t 2 ) . . − Ss ( s1 , t 1 ) + Ss ( s1 , t 2 ) =E= 0 ; \ \
6 M a t e r i a l B a l a n c e 0 ( s2 , t 0 ) . . Ss ( s2 , t 0 ) + B( i1 , j1 , t 0 ) + B( i1 , j2 , t 0 ) =E= 0 ; \ \
7 M a t e r i a l B a l a n c e 0 ( s2 , t 1 ) . . − Ss ( s2 , t 0 ) + Ss ( s2 , t 1 ) + B( i1 , j1 , t 1 ) + B( i1 , j2
, t 1 ) =E= 0 ; \ \
8 M a t e r i a l B a l a n c e 0 ( s2 , t 2 ) . . − Ss ( s2 , t 1 ) + Ss ( s2 , t 2 ) − B( i1 , j1 , t 0 ) + B( i1 , j1
, t 2 )− B( i1 , j2 , t 0 ) + B( i1 , j2 , t 2 ) =E= 0 ; \ \
9 M a t e r i a l B a l a n c e 0 ( s3 , t 0 ) . . Ss ( s3 , t 0 ) + B( i2 , j1 , t 0 ) + B( i2 , j2 , t 0 ) =E= 0 ; \ \
10 M a t e r i a l B a l a n c e 0 ( s3 , t 1 ) . . − Ss ( s3 , t 0 ) + Ss ( s3 , t 1 ) + B( i2 , j1 , t 1 ) + B( i2 , j2
, t 1 ) =E= 0 ; \ \
11 M a t e r i a l B a l a n c e 0 ( s3 , t 2 ) . . − Ss ( s3 , t 1 ) + Ss ( s3 , t 2 ) − B( i2 , j1 , t 0 ) + B( i2 , j1
, t 2 ) − B( i2 , j2 , t 0 ) + B( i2 , j2 , t 2 ) =E= 0 ;
Second Step:













∀s ∈ S, ∀t ∈ T. (2.6)
GAMS code for (2.6):
MaterialBalance1(s, t)..Ss(s, t) = e = Ss(s, t − 1) + Sum((j, i), rho_out(s,i) ∗
B(i, j, t− p(s, i)))− Sum((j, i), rho_in(s,i) ∗B(i, j, t));




1 I n s t a n c e s o f E q u a t i o n \ e q r e f { MassBalance1 } : \ \
2 −−−− M a t e r i a l B a l a n c e 1 =E= \ \
3 M a t e r i a l B a l a n c e 1 ( s1 , t 0 ) . . Ss ( s1 , t 0 ) + B( i1 , j1 , t 0 ) + B( i1 , j2 , t 0 ) =E= 0 ;
\ \
4 M a t e r i a l B a l a n c e 1 ( s1 , t 1 ) . . − Ss ( s1 , t 0 ) + Ss ( s1 , t 1 ) + B( i1 , j1 , t 1 ) + B( i1 , j2
, t 1 ) =E= 0 ; \ \
5 M a t e r i a l B a l a n c e 1 ( s1 , t 2 ) . . − Ss ( s1 , t 1 ) + Ss ( s1 , t 2 ) + B( i1 , j1 , t 2 ) + B( i1 , j2
, t 2 ) =E= 0 ; \ \
6 M a t e r i a l B a l a n c e 1 ( s2 , t 0 ) . . Ss ( s2 , t 0 ) + B( i2 , j1 , t 0 ) + B( i2 , j2 , t 0 ) =E= 0 ; \ \
7 M a t e r i a l B a l a n c e 1 ( s2 , t 1 ) . . − Ss ( s2 , t 0 ) + Ss ( s2 , t 1 ) + B( i2 , j1 , t 1 ) + B( i2 , j2
, t 1 ) =E= 0 ; \ \
8 M a t e r i a l B a l a n c e 1 ( s2 , t 2 ) . . − Ss ( s2 , t 1 ) + Ss ( s2 , t 2 ) − B( i1 , j1 , t 0 ) − B( i1 , j2
, t 0 ) + B( i2 , j1 , t 2 ) + B( i2 , j2 , t 2 ) =E= 0 ; \ \
9 M a t e r i a l B a l a n c e 1 ( s3 , t 0 ) . . Ss ( s3 , t 0 ) =E= 0 ; \ \
10 M a t e r i a l B a l a n c e 1 ( s3 , t 1 ) . . − Ss ( s3 , t 0 ) + Ss ( s3 , t 1 ) =E= 0 ; \ \
11 M a t e r i a l B a l a n c e 1 ( s3 , t 2 ) . . − Ss ( s3 , t 1 ) + Ss ( s3 , t 2 ) − B( i2 , j1 , t 0 ) − B( i2 , j2
, t 0 ) =E= 0 ; }
Third Step:













∀s ∈ S,∀t ∈ T, t 6= t0. (2.7)
GAMS code for 2.7:
MaterialBalance2(s, t)$(ord(t) ge 2)..Ss(s, t) = e = Ss(s, t−1)+Sum((j, i)$(K(j,i)),
rho_out(s, i) ∗B(i, j, t− p(s, i)))− Sum((j, i)$(K(j,i)), rho_in(s, i) ∗B(i, j, t));
When the previous code is introduced to GAMS, the following equation instances are
generated by GAMS.
1 I n s t a n c e s o f E q u a t i o n \ e q r e f { MassBalance2 } : \ \
2 −−−− M a t e r i a l B a l a n c e 2 =E = \ \
3 M a t e r i a l B a l a n c e 2 ( s1 , t 1 ) . . − Ss ( s1 , t 0 ) + Ss ( s1 , t 1 ) + B( i1 , j1 , t 1 ) =E= 0 ;
\ \
4 M a t e r i a l B a l a n c e 2 ( s1 , t 2 ) . . − Ss ( s1 , t 1 ) + Ss ( s1 , t 2 ) + B( i1 , j1 , t 2 ) =E= 0 ;
\ \
5 M a t e r i a l B a l a n c e 2 ( s2 , t 1 ) . . − Ss ( s2 , t 0 ) + Ss ( s2 , t 1 ) + B( i2 , j2 , t 1 ) =E= 0 ;
\ \
6 M a t e r i a l B a l a n c e 2 ( s2 , t 2 ) . . − Ss ( s2 , t 1 ) + Ss ( s2 , t 2 ) − B( i1 , j1 , t 0 ) + B( i2 , j2
, t 2 ) =E= 0 ; \ \
7 M a t e r i a l B a l a n c e 2 ( s3 , t 1 ) . . − Ss ( s3 , t 0 ) + Ss ( s3 , t 1 ) =E= 0 ; \ \
8 M a t e r i a l B a l a n c e 2 ( s3 , t 2 ) . . − Ss ( s3 , t 1 ) + Ss ( s3 , t 2 ) − B( i2 , j2 , t 0 ) =E= 0 ;
Finally, observations can be sorted as follows:
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• As can be seen in the first equation instance of Equation (2.5), subset multiplication
with subset(s) determines whether the equation instance element should be there
or not. The first equation instance only has the Ss(s1, t0) element. However, the
first instance of the equation introduced in the second step (Equation 2.6) has other
elements (B(i1, j1, t0) + B(i1, j2, t0)). In this case, these subsets (ρi,s and ρi,s
introduced in Equation 2.6) create connections between the equation instance and
equation instance elements. Therefore, batch elements do not appear in the first
step/first equation instance but are present in the second step/first equation instance.
– The first observation is related with subset multiplication. Subsets affect how
connections are created between equation instances by affecting equation in-
stance elements. They do not exist if connections do not exist.
• Restriction of a set of units j with the subset of units (i.e. that can perform unit
procedure i (Ki)) restricts the existence of sets in the equations. For instance, since
i1 can only be performed in j1, expressions such as B(i1, j2, t1) or B(i2, j1, t1) are
removed from each equation instance.
– The second observation is related to excluding/removing infeasible variables
or parameters. In this case, since they are infeasible in the equation instances,
subsets support removing them.
• The addition of t 6= t0 in Equation 2.7 directly affects equation instances by remov-
ing those with the set element t0. This effect can be sampled by adding more control
on instances such as ∀s ∈ Sx where Sx belongs to another subset.
– In the last observation, the exclusion of equation instances is discussed. This
again can be achieved by a subset or directly removing a specific set from the
equation instances.
2.2. Process Systems
PS are special kind of chemical, physical, or biological systems that are designed, built,
and run in order to manufacture product(s) (inspired by Marquardt et al. (2010)). Enter-
prises, which can be managed by supply chains, are traditionally at the top levels of PS
which contain data related to each entities and their management systems. “How to plan?”,
“how to design?”, “how to operate?”, and “how to control?” PS are the most important
questions of PSE (Takamatsu, 1983). Considering these PSE points of views related to PS,
the ways of representing information are discussed in Section 2.2.1. Then, the manage-
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Figure 2.3.: Hierarchy of control decision in the chemical enterprise (adapted from Seborg et al. (2004))
2.2.1. Process Systems Representation
Each process system has unique data relating to processes and recipes that can be stored
in data-sheets, databases, and text files. When the system has to work with other systems,
normative documents (e.g. standards and technical documents) play an essential role in
data and functionality integration. For instance, control decisions in a chemical enterprise
are introduced in Figure 2.3. Hierarchical levels, which may affect decisions in the en-
terprise, are distinguished with a different time interval and possible application areas. In
the same figure, the three decision-making levels in a supply chain (i.e. strategic, tactical,
and operational) are combined. For instance, while planning and scheduling activities are
introduced as strategic and tactical activities, multi-variable and regulatory controls are
introduced as operational activities.
However, these control decisions are handled in another way when the management per-
spective is considered (Figure 2.4). While the idea is to create functional levels that can
manage business planning and logistics (i.e. a period ranging from days to months), man-
ufacturing operations can be considered from weeks to hours to minutes. Still, strategic,
tactical and operational activities cannot be distinguished here by activity level. While
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strategic and tactical activities are introduced in this view as fourth-level activities, opera-
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Figure 2.4.: Multi-level functional hierarchy of activities (adapted from ISA (2000))
“Models” to make decisions on strategic, tactical, and operational activities have been
standardised based on a reference model for computer-integrated manufacturing: the Pur-
due Model (Williams, 1989). The Purdue Model is the basis for international batch and
enterprise control standards (i.e. ISA88 (ISA, 2010) and ISA95 (ISA, 2000)). The models
in the ISA88 Standard have also been implemented as XML Schema Definition (XSD)
files (MESA, 2018) for enterprise control programs. The Purdue Enterprise Reference
Model is the basis of the ISO 62264 Standard(ISO British Standards Institution, 2013),
which focuses on third-level activities (work-flow, recipe, detailed production scheduling,
reliability assurance) of the multi-level functional hierarchy(see Figure 2.4). ISO 62264 is
used in ISO22400 (ISO British Standards Institution, 2014a,b) which has the key perfor-
mance indicators for manufacturing operations management in automation systems. In the
ISO 62264 Standard, 26 indicators are connected to time, real-time quality, performance
and maintenance. Furthermore, NAMUR (Interessengemeinschaft Automatisierungstech-
nik der Prozessindustrie - User Association of Automation Technology in Process Indus-
tries) develops technical documents (recommendations), which are applicable to automa-
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tion systems. In the NE-33 document, the requirements for recipe-based operations and
the recipe concept are described (Namur, 2003).
The ISA88 Standard is one of the most commonly used standards for automation systems
and improvement of methodologies and models in the literature (Sanchez et al., 2002;
Novas and Henning, 2010; Muñoz et al., 2012, 2015; Godena et al., 2015; Vegetti et al.,
2016). In PS, the ISA88 Standard (ISA, 2006a) is one of the most widely implemented
standards for recipe management and batch control (McFarlane et al., 2003). Several soft-
ware implementations are based on the ISA88 Standard for creating and operating PS,
such as ABB (2018) and ControlDraw (2015). The standard provides a physical model
for describing an enterprise, a procedural control model for execution sequences, and a
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Figure 2.5.: Models in the ISA88 Standard (ISA, 2006b)
It is not easy to design and implement recipes in chemical plants due to the complexity of
the physical, procedural control and process models, since recipes are correlations between
physical model elements and procedural control model elements. In the ISA88 Standard,
the recipe concept is detailed according to type and ranges from control, master, site and
general recipes. They are classified according to their dependency on equipment, product
types and physical model connections.
PS can also be identified in supply chain models and their elements. The main idea of
supply chains is to send products (e.g. through production and storage) to customers from
suppliers. The hierarchical information in each element that produces or stores materials
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can be presented using the three models from the ISA88 Standard and the ISA95 Standard.
If this task is accomplished with direct transportation from a material supplier to customer,
it is called a zero echelon supply chain. There are four echelon types in supply chain
networks: suppliers, production, distribution centres, and markets, which are also called
nodes. Multi-echelon supply chain models allow n-number of nodes and relations among
the nodes. The number of arcs can change according to relationships among nodes (one
of the distribution centres does not need to send all of the markets, or all the suppliers of
the production plants do not need to send supplies to all production plants) (Goetschalckx,
2011).
2.2.2. Process Systems Management
The management of PS can be quite complicated when data content is complex in terms of
properties. The advantage of a well-presented/organised representation of PS (using stan-
dards or globally accepted way) is that it reduces the time and effort of rearranging data or
problem input. Therefore, data management is improved if an adequate PS representation
technique is used, such as the one detailed in Section 2.2.1.
The represented data can be managed using analytical and transactional processing sys-
tems. In an enterprise, daily operations are supported by transaction processing systems
and analytical processing calculations provided by DSSs. Transactional processing sys-
tems are based on structured data to automate the required activity. One of the main
reasons improving the transactional processing systems to analytical processing systems
is the need to process the data stored in a transactional processing system. Therefore, an-
alytical processing systems are built to analyse data that is stored in databases through the
transactional processing system (Bog, 2014). The analytical and transactional tools can
also be distinguished contrary to data management (data storage or calculation) criteria.
For instance, while transactional tools represent database applications in which signifi-
cant amounts of data are stored in a database, analytical tools provide smarter solutions
for DSSs, considering the information available through transactional processing, which
stores the data in the database application (Grossmann et al., 2008). The analytical models
are designed to support decision-making procedures through the integration of relevant
data stored in databases or ontological models and analytical models (Laínez and Puig-
janer, 2012). In addition, the integration of analytical and transactional systems can be ex-
ploited using ontologies (Muñoz, Capón-García, Laínez-Aguirre, Espuña and Puigjaner,
2017).
To manage PS efficiently, industrial plants need to be automated and continuously im-
proved (Vogel-Heuser et al., 2015). From the Purdue reference model (Williams, 1994)
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to enterprise-batch control standards (ISA, 2006b, 2000; ISO British Standards Institution,
2013), industrial plants have undergone standardisation and implemented sophisticated au-
tomation systems. ISA Standards address batch control systems. In particular, the ISA88
Standard (ISA, 2006b) is used in batch facilities and affects plant design and processes
(Schaefer, 1996; Nelson and Shull, 1997; Nortcliffe et al., 2001). Additionally, various
systems need to be integrated for data management and to share the functionality (Har-
junkoski et al., 2009). A range of systematic integration techniques can be performed,
including agent-based techniques (Yu et al., 2014). Hence conceptual models in standards
need to be consistent.
PS management for production contains recipes connected to physical and procedural
control models. A recipe is “the necessary set of information that uniquely defines the
production requirements for a specific product or operational task” (ISA, 2010). Recipe
management is a complex task since it can have many phases: (i) new product and product
recipe development and (ii) integration of a recipe into the available system. Another crit-
ical challenge related to recipes is knowledge management within the recipe environment
to improve scheduling activities, since scheduling directly uses recipes. Muñoz, Capón-
García and Puigjaner (2017) stated this problem as “(i) a set of products to be produced
according to the processing order activity, (ii) a set of master recipes defining the produc-
tion requirement and production path for the products in (i), and (iii) information about
the resource availability and plant status provided by the process management and pro-
duction information management activities” and standardised the information flow using
knowledge management supported by the ISA88 Standard.
When the scale of interest changes from units to the enterprise, the problem view changes
from scheduling and control activities to supply chain management (SCM). SCM is de-
fined as “the planning and management of all activities involved in sourcing and procure-
ment, conversion, and all Logistics Management activities” and it includes coordination
and collaboration with partners, who may be suppliers, intermediaries, third-party service
providers, and customers (Council of Supply Chain Management Professionals, 2013). In
supply chain models, management is the task of fulfilling customer requirements to im-
prove the competitiveness and profitability of the entire supply chain. This is achieved
by integrating organisational units along a supply chain and coordinating flows relating
material, information and economics.
Performance indicators play an essential role in PS activities, since they are measurements
of organisations or an activity within an organisation. They can be categorised as eco-
nomic worth, environmental impact, safety impact (Halim et al. (2011)) and social impact.
Performance indicators play a supporting role in how decisions are made, or indicators
may appear directly in the objective function(s).
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One approach to determining performance indicators is to implementat sustainability ideas.
Although the social impact of decision-making procedures in PSE studies is not straight-
forward, connections between the social sustainability dimension and economic-environmental
dimensions are investigated by asking the question of which indicators directly affect so-
cial sustainability (Mota et al., 2015). Significant issues in performance indicators are how
to determine direct and indirect indicators among different dimensions of sustainability.
For instance:
• Figueira et al. (2015) used performance indicators in a DSS for production planning
and scheduling of an integrated pulp and paper mill. The authors have determined
the average and final backlog of orders, equipment utilisation ratios and total pro-
duction output as performance indicators to determine the schedule.
• Seay (2015) developed a taxonomy related to sustainable engineering and sustain-
able process design. Social sustainability was presented as (i) safety performance
and risk assessment, (ii) product stewardship (life-cycle analysis (LCA) - from the
cradle to the grave), (iii) societal impact assessment and (iv) sustainability ethics
(considering the recycling process).
• Goedkoop et al. (2009) created the ReCiPe characterisation that introduces 99 indi-
cators and their mid and end point calculations for life-cycle analysis.
• Simon et al. (2008) reported indicators for chemical batch processes by separating
the process model into three levels: plant, process and unit operations. A set of in-
dicators have been presented to increase the productivity of the area in a production
plant where the plant level corresponds to an area, the process level corresponds to
process cell and the unit operations level managed in a unit according to the ISA88
Standard.
• A United Nations report (UnitedNations (2007)) describes a core set of 50 indicators
with the subdivision themes of poverty, governance, health, education, demograph-
ics, natural hazards, atmosphere, land, oceans (seas and coasts), freshwater, bio-
diversity, economic development, global economic partnership, consumption and
production patterns.
• Rubik and Scholl (2002) explained integrated product development which includes
environmental aspects of sustainable development but excludes the social and eco-
nomic dimensions. However, they linked the environmental dimension to the eco-
nomic dimension with an environmental market transformation to increase sale shares.
When the perspective is expanded, performance indicators can be applied to improve the
overall performance of supply chains. However, each supply chain is unique and might
require special treatment (Sürie and Reuter, 2015). For instance:
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Delivery performance: is the comparison between the real delivery date and the delivery
date that is mutually by customers and retailers.
Supply chain responsiveness: describes the ability of the entire supply chain to react ac-
cording to changes in the marketplace. Another indicator in this area is planning
cycle time, which is simply defined as the time between the beginning of two sub-
sequent planning cycles.
Assets and inventories: are economic indicators. One common indicator in this area is
asset turns, which is defined by dividing revenue by total assets (i.e. revenue is all
the money the customers pay for the offered products and services. Assets include
all equipment and material that is involved in turning inventory into sales). Another
indicator is inventory turns, defined as the ratio of total material consumption per
time-period over the average inventory level of the same time-period. A common
approach to increase inventory turns is to reduce inventories.
Costs: of goods should always be monitored with an emphasis on substantial processes
in the supply chain. Value-added employee productivity is an indicator that is calcu-
lated by dividing the difference between revenue and material cost by total employ-
ment. Therefore, it analyses the value each employee adds to all sold products. In
addition, the warranty costs indicator, which is one of the product quality indicators,
should be observed.
2.3. Conceptual Modelling
Conceptualisation has supported advances in models, methodologies, and algorithms for
decades by aggregating abstract mechanisms, classifying classes and generalising common
elements in classes (Franz et al., 2007). Typical implementations of conceptualisation are
knowledge based systems, which include knowledge representation and reasoning capa-
bilities. Research in the field of knowledge representation and reasoning is usually focused
on methods for providing high-level descriptions of the world that can be used effectively
to build intelligent applications. In this context, “intelligent” refers to the ability of a sys-
tem to find implicit consequences of its explicitly represented knowledge (Franz et al.,
2007).
2.3.1. Ontologies as Conceptual Models
Artificial Intelligence (AI) research focuses on how to get machines or computers to carry
out activities such as seeing, learning, using tools, understanding human speech, reason-
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ing, and formulating plans. The aim is for machines to behave or think intelligently, re-
gardless of whether internal computational processes are the same as in people or animals
(Nof, 2009).
An ontology is one of the knowledge models that AI research has used to build methodolo-
gies, since ontological models can provide shared conceptualisation, a formal language for
computers or domain representation. Ontologies are defined with their modelling elements
(see Section 2.3.1.1), formal language structures (see Section 2.3.1.2), usage (see Section
2.3.1.3) and management tools (see Section 2.3.1.4) as in the following sections.
2.3.1.1. Ontologies and Their Elements
The definition of ontology depends on the subject area. For example, it can be defined as
the part of philosophy that studies “what it means to exist” or it can be considered from a
scientific perspective. An ontology can be defined as the “theory of existence” (Morbach
et al., 2009) or “an explicit specification of a conceptualisation” in the modern computer
world (Gruber, 1993).
Furthermore, an ontology is an engineering “artefact” (or fabrication): (i) it is constructed
by a specific vocabulary used to describe an absolute reality and (ii) it relies on a set of
explicit assumptions (including how concepts should be classified). Thus, an ontology de-
scribes the formal specification of a domain: (i) a shared understanding (scope of interest)
and (ii) a formal and manipulative machine model of a domain (Bechhofer, 2007). These
features support the required environment for experts to share domains and to improve
associated applications.
Formally, an ontology can be defined as follows:
O = {I, P, C,D,A} (2.8)
Ontology O has a set of concepts, C, and a set of object properties, P, in Expression (2.8);
other members are explained in Table 2.3.
The main relation of concepts is the “is-a” (or subClassOf) relation which builds the skele-
ton of an ontology which is also called taxonomy. This relation is related to the existence





I Set of instances (or individuals): basic ground level objects that
have own meaning for each other.
P Set of properties which can be defined as object properties; these
relations define in which concepts and instances can be related
to one another.
C Set of concepts: concepts have sets and are classified with kinds
of things and types of objects.
D Set of properties which can be defined as data property.
A Set of axioms defined over the union of all the members of the
ontology.
Table 2.3.: Definitions of ontology elements
C2 v C1 (2.9)
C3 v C1 (2.10)
Expressions (2.9) and (2.10) introduce the main relation between concepts, the known as
origin-destination concept pairs. In these expressions, “C2 is-a C1” and “C3 is-a C1”. For
instance, the “GeneralRecipe” and “MasterRecipe” concepts are from the ISA88 Standard.
They are defined as “Recipe” and can be expressed in an ontology as follows:
GeneralRecipe v Recipe (2.11)
MasterRecipe v Recipe (2.12)
Ontologies that represent the model itself (through concepts, relations, and axioms) can be
named as TBox (terminological box) and ABox (assertional box). that represent the model
itself. TBox introduces abstract information with concepts and relations. ABox represents
the reality with the instances. This distinction between TBox and ABox helps to represent
systems beyond storing concept definitions and assertions. Moreover, it takes ontologies to
another level with implicit knowledge that can be made explicit through inferences (details




The Web Ontology Language (OWL) is a formal semantic language that is designed for
applications that need to process the content of information instead of just presenting in-
formation to humans through graphs and relational trees (W3C, 2018). OWL facilitates
greater machine interoperability of web content than supported by Extensible Markup Lan-
guage (XML), Resource Description Framework (RFD), and RDF Schema (RDF-S) by
providing additional vocabulary along with a formal semantics (AI Foundations of Com-
putational Agents, 2018). For instance, the examples introduced in Expressions (2.9) and
(2.10) can be expanded by a graphic view of concepts as depicted in Figure 2.6. The
language syntax for this example is presented in Figure 2.7.
Figure 2.6.: Graphical demonstration of Expressions (2.9) and (2.10)
Figure 2.7.: OWL language demonstration of Expressions (2.9) and (2.10)
XML provides a syntax designed to be machine readable, but also it is possible for humans
to read. It is a text-based language, where items are tagged in a hierarchical manner.
The syntax for XML can be quite complicated, but at the simplest level, the scope
of a tag is either in the form of 〈tag.../〉, or in the form of 〈tag.../〉 ... 〈/tag/〉.
RDF is a language built on XML, providing individual-property-value triples.
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RDF-S can be used to define resources (and so also properties) in terms of other resources
(e.g., using subClassOf). RDF-S also allows the user to restrict the domain and range
of properties and can provide containers (i.e. sets, sequences, and alternatives).
This common formal semantic language is essential to use the models in a software envi-
ronment and produce common usage libraries and information. OWL API is one of the
most widely used JAVA libraries built by researchers and computer scientists for OWL
files (explained in Section 2.3.1.4).
2.3.1.3. Ontology Usage
Ontologies can be used as dictionaries (Cea and Montiel-Ponsoda, 2007), database ap-
plications, knowledge management systems, and semantic web. However, this section
focuses on how ontologies are used under Description Logic (DL). The main idea of DL
is to use the ontology representation for a range of functionalities such as reasoning, con-
sistency checking and inference. DL is a knowledge representation of formalisms that
allows the representation and management of conceptual and terminological knowledge in





u conjunction (membership asser-
tion)
t disjunction
∀ universal value restriction of roles
∃ existential value restriction of roles
v inclusion axiom
Table 2.4.: Concept constructors and explanations
DL is free from variables unlike first-order logic. The following expression gives an ex-
ample of first-order logic (∧: intersection) with variables (“x”).
C(x) ∧D(x) (2.13)
DL implementations do not have any variables so allow the ontologies to be represented
without instances (without ABox). In the following example, intersections of concepts are





The benefit of this variable/instance-free approach is that it provides a modelling environ-
ment with a range of relations. DL divides an ontology into a TBox and an ABox for
instance (or individual) management, so that TBox can be used to present terminological
knowledge about the application domain, as in the following expressions:
Woman ≡ Person u Female. (2.15)
ControlRecipe ≡ Recipe u ControlRecipeProcedure. (2.16)
Such declarations (Expression (2.15) and (2.16)) are usually interpreted as logical equiva-
lences, which provide both sufficient and necessary conditions for classifying an individual
as a “Woman” or a “ControlRecipe”.
ABox contains extensional knowledge about the domain of interest, that is, assertion about
instances, usually called membership assertions (u) such as
Female u Person(PAULA) (2.17)
ControlRecipeProcedure uRecipe(AFControl) (2.18)
states that the “PAULA” instance is a female person and the “AFControl” instance is a
recipe and a control recipe procedure. Given the above definition of woman, one can derive
from this assertion that the “PAULA” instance is an instance of the concept “Woman” and




specifies that the “PAULA” instance has the “RAMON” instance as a child with the role
assertions; the “AFControl” instance has the “addMonomerAN” instance as a phase. The
basic reasoning task in an ABox is the instance checking, which verifies if a given individ-
ual is an instance of (belongs to) a specific concept.
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Reasoners play a crucial role in developing the inference of ontologies. Automated rea-
soners (e.g. Pellet, FaCT++, HerMiT, ELK) take a collection of axioms that are written in
OWL and offer a set of operations on the ontology’s axioms. Reasoners can roughly be
separated into consequence-driven reasoning and tableau-based approaches. Consequence-
driven reasoners cannot use the “or” expression or (not (A and B)). They infer “M Sub-
ClassOf (p some B)” from “A SubClassOf: B” and “M SubClassOf (p some A)”. Tableau-
based reasoners seek to construct such a model using completion rules; the completion
rules, which can be applied to (an abstraction of) such a model to expand it so that it
satisfies all axioms.
In general, reasoners test basic tasks as follows (Franz et al., 2007):
Knowledge-based consistency test is related to the coherence of concept and instance
levels and tests the consistency of each instance. For example, it tests whether the
instance of any concept belongs to two disjoint concepts (an instance of the “Dog”
concept cannot be an instance of a “Person” concept at the same time) (Franz et al.,
2007).
Concept satisfiability tests are related to the interpretation of a model of a specific con-
cept. “A concept is satisfiable if there exists a model of it. Otherwise it is unsatisfi-
able” (Meissner, 2011).
Concept subsumption tests infer new relations within the ontology, using existing rela-
tions (Franz et al., 2007).
2.3.1.4. Ontology Management Tools
Protege is a tool for building classes, relations and axioms within OWL files (Protege,
2015). It is used for ontology editing and knowledge acquisition. The interface allows
the creation of ontological models and the import of relations and concepts through XML
files. However, it is connected to state-of-the-art reasoners available as free sources that
can be used to make inferences. Other than Protege, OWL-API has released the OWL
library for JAVA as an open-source tool (Palmisano and Olwapi, 2011; OWL API, 2018).
This allows users to build custom-made software applications based on OWL manage-
ment tools. Another tool, Jython language, (Jython, 2018) has been used successfully for




2.4.1. Integration of Decision-Making Models
The Committee on Challenges for the Chemical Sciences in the 21st Century (Hopf, 2004)
indicates that the development of new and powerful computational methods, applicable
from the atomic level to the chemical process and enterprise levels, is a key factor to en-
able multi-scale optimisation. This would broaden the scope of one of the main objectives
attained by the PSE community, the systematisation of decision-making through mod-
elling and optimisation, to a new generalised paradigm. However, integration has a broad
meaning considering the objective, object, players and ways of integration. For instance,
Scholten (2007a) has introduced five different sub-levels of integration: (i) common cul-
ture, (ii) common standards, (iii) information sharing, (iv) coordination (within the same
organisation) and (v) collaboration (the highest level of integration, between competing
organisations). However, integration can also be defined as a process. Kelly et al. (2013)
introduced another five interconnected usages of integration as follows:
Integrated treatment of issues relates the issue under consideration to other social, en-
vironmental and economic issues to improve decision quality by reducing negative
effects on others.
Integration with stakeholders links policies among stakeholders and the effects resulting
from these decisions.
Integration of disciplines connects varying perspectives with understanding of the system
related to the same issue.
Integration of processes combines many types of processes in the same perception to
make decisions (e.g. the operation of energy storage according to market demands
is one of the practical implementations).
Integration of scales of consideration is related to the aggregation of an interest. Scale
consideration does not mean keeping these physical boundaries; it means coming to
an understanding between actors and physical models and/or the linkage between
model components and the complexity of the problem within the defined area.
There is no doubt that a “model” is required for further discussion of integration issues
within the outlook of this thesis. The main application of the thesis is PS, which are built,
designed, and run to manufacture products under the enterprise structure aspect (from sin-
gle to multi-echelon supply chains). The required model is multi-level organisational hier-
archies that are organised to make various types of decisions (from control, manufacturing
to business planning). Section 2.2.1 introduced the PS representation of these multi-level
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hierarchies with control decisions (see Figure 2.3), activities (see Figure 2.4) and control
models (see Figure 2.5). Here, Figure 2.8 introduces multi-level organisational hierarchies
with units for the decision to be made. Coordination of decision units and process control
are achieved by considering the hierarchy of layers.
Figure 2.8.: Multi-level organizational hierarchies (based on (Mesarovic et al., 1970; ISA, 2000; Seborg et al.,
2004; Baldea and Harjunkoski, 2014))
Integrated multi-echelon supply chain management within multi-level organisational hier-
archies is the key factor for improving overall performance. Hierarchical systems are used
to (re)construct or (re)design an (existing) system to improve overall performance. Deci-
sions made among hierarchical levels affect each level’s performance. During construction
of complete integrated control of a chemical enterprise, complete control is rarely allowed
due to the integration of complex models, expensive computations, and technical con-
straints (Mesarovic et al., 1970). To support decisions in the hierarchical system, a flexible
and reliable integration system is required. DMM integration in a hierarchical system is a
complex issue that requires advanced solution methods (i.e. (i) hierarchical, (ii) iterative
and (iii) full-space methods (Maravelias and Sung, 2009)). These methods may provide
computationally effective solutions, communication between DMMs and the opportunity
to implement complementary strategies. In practice, DMMs that appear to solve different
decisions in multi-level hierarchies are (i) developed through various mathematical mod-
els, (ii) solved by different sets of users and (iii) solved using different algorithms. In this
line, Shobrys and White (2000) have introduced two major challenges for DMM integra-
tion: changing human behaviour and changing organizational behaviours. For the human
behaviour, it is hard to gain acceptance and use of sophisticated, complex tools. Organi-
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zational behaviour is more complex, since decision-making integration requires changes
in organisational behaviour so that different parts of the organisation migrate to better
tools.
Considering the previous discussions on DMM integration, bibliographical research on
state-of-the-art is introduced under topics such as treatment of issues, scale consideration
and supply chain integration.
2.4.1.1. Treatment of Issues
Integrated treatment refers to the need to analyse an issue by considering all the required
perspectives, which are usually related to the main pillars of sustainability (i.e. social, en-
vironmental, and economic objectives). The integration procedures are generally related
to the solution of designing supply chains and production processes with models con-
taining more than one conflicting objective, and aiming to improve overall supply chain
performance (Chen et al., 2003; Mele et al., 2011). Multi-objectives are used to solve the
uncertainty that may arise from unknown parameters, market demands and price changes
(Guillén-Gosálbez et al., 2005). To solve these problems, Pareto curves have been used to
support the decision (Medina-González et al., 2017).
2.4.1.2. Scale of Consideration
Integration of the scale consideration simply expresses aggregated information in the area
of interest (the domain). Scale consideration does not mean keeping physical boundaries;
it refers to an understanding between actors and physical models and/or the linkage be-
tween different model components and the complexity of the problem within the defined
area. One of the solution strategies for these issues is to produce comprehensive DMMs
using multi-parametric programming for decision-making integration (Pistikopoulos and
Diangelakis, 2016).
Integration of decision levels (see Figure 2.8: business/planning, operations/scheduling,
and control) has been the focus of many studies over the years (Shobrys and White, 2000).
One way to integrate is to concentrate on two consecutive levels (i.e. integration of plan-
ning and scheduling decisions) rather than considering all levels. Recently, papers have
been published on different angles of integration planning and scheduling decisions within
PS. For instance;
• Data integration between levels is a crucial starting point for procedures related
to the integration of decisions. A critical aspect is the introduction of the ISA95
Standard approach for production systems and problem solving using structured
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XML files (Harjunkoski, 2014). Additionally, Vegetti and Henning (2015) have
introduced an ontological framework to integrate planning and scheduling input-
output activities in PS.
• Data integration is also used to address the linkage between scheduling DMMs and
planning information, aimed at supporting decision-making procedures in batch
plants in the chemical-pharmaceutical industry (Moniz et al., 2014). Moreover,
standards have played an essential role in the integration of system elements (e.g.
recipes).
• An agent-based solution approach has been used to manage and monitor the data
exchanged between planning and scheduling (Luo et al., 2015).
• Muñoz et al. (2015) dealt with the complexity of planning and scheduling integra-
tion using a Lagrangian decomposition approach. Scheduling and planning sub-
problems are created for each facility/supply chain entity and their dual solution
information is shared through an ontological framework.
Concerning the integration between scheduling and control, the challenge of different
model features adds a new dimension to the problem. Production scheduling and ad-
vanced control have been designed to work together to obtain more efficient operations in
production facilities (Engell and Harjunkoski, 2012). Some relevant studies in the field are
summarised below:
• One way to introduce DMM integration in this topic is to transform one of the mod-
els (i.e. accepting that they have different features such as mathematical program-
ming and dynamic programming) into a new model so they can be solved simultane-
ously. In this case, Harjunkoski et al. (2009) followed following steps: (i) conversion
of a mixed-integer dynamic optimisation problem into a MINLP problem, (ii) de-
composition of the overall problem into scheduling and control sub-problems (e.g.
using benders decomposition, Lagrangian decomposition) and (iii) use of a heuristic
based approach such as agent-based simulations.
• This can also be achieved by performing a “vertical” decomposition in which the
problem is decomposed into an upper-level dynamic trajectory to be optimised or
re-optimised and a lower level (non-linear) model predictive control problem. The
goal is to control the upper-level trajectory with the results obtained from the model
predictive control problem (Kadam et al., 2002).
• Muñoz et al. (2011) proposed an integrated information environment for scheduling
and process control problems. Information flow is determined by an ontology. This




• Another suitable method for the integration of DMMs is closed-loop input-output
monitoring of the overall process features (control and scheduling). The idea is
to introduce the scheduling requirement and production demand into the control
problem (Chu and You, 2012; Nie et al., 2012; Zhuge and Ierapetritou, 2012; Baldea
and Harjunkoski, 2014; Park et al., 2014; Baldea et al., 2015).
Integration of the scale consideration also encompasses the integrated design and planning
of DMMs (Laínez et al., 2009) and multi-time-scale integration considerations (Biondi
et al., 2017).
2.4.1.3. Supply Chain Integration
Figure 2.9 illustrates the general supply chain problem as defined by Shah (2005). The ver-
tical dimension has operational, tactical and strategic sections as a time dimension. The
horizontal dimension depicts states in the supply chain from raw material (from the sup-
pliers) to product shipment (to the customers). Supply chain activities take place at man-
ufacturing sites and storage locations (i.e. between two ends: suppliers and customers).
This straightforward structure may change from one supply chain to another. Based on this
graph, problems that occur in a supply chain may be defined within one or more regions.
For instance,
• Redesign of the logistics network (regions 4 and 5, i.e. a strategic activity looking
primarily at warehouses and customers).
• Campaign planning at a primary manufacturing site (region 7).
• Real-time supply chain management and control (regions 11-15).
• Negotiation of long-term supply contracts (region 1).
• Long-term manufacturing capacity planning and value chain management (regions
1-3).
One way to tackle the integrated management of supply chains is closed-loop management
that focuses on environmental awareness (i.e. waste collection, product re-manufacture,
product disassembly, parts refurbishing and waste disposal blocks) (Georgiadis and Papa-
georgiou, 2008).
To support closed-loop management, another concept, “industrial symbiosis” (or “circular
economy”), has been introduced to promote environmental awareness and mutually benefit
all parties in the supply chain.
An important issue for modern society is industrial symbiosis or sustainable development,
considering the strength of reducing and reusing waste production. The United Nations
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Figure 2.9.: Supply chain problem space (based on Shah (2005))
Sustainable Development Knowledge Platform states, in one of its 2030 goals that it is
vital to “ensure sustainable consumption and production patterns”. The United Nations
suggests that waste generation should be reduced using conventional methods (i.e. pre-
vention, reduction, recycling, and reuse) and through support for countries to strengthen
their scientific and technological capacity and move towards more sustainable patterns of
consumption and production (United Nations, 2015). Efforts are being made by world-
wide organisations, as well as local non-profit organisations such as GreenCape in Cape
Town, South Africa. GreenCape provides information for local small businesses seeking
an opportunity for entrepreneurship. In the list, there are options including textile pro-
cessing, pallet recycling (i.e. from recycling to refurbishing and sale to the market) and
contaminated bentonite processing (processing contaminated bentonite and reselling it to
the market) (Carroll et al., 2014; GreenCape, 2017).
Research has been carried out on the development of DMMs for eco-industrial parks that
aim to integrate resources (carbon-hydrogen-oxygen symbiosis network) in plants located
in the park (El-Halwagi, 2017). One of the main issues in industrial symbiosis is which
information technologies to use for data collection and storage. Efforts have been made to
develop web services to share experiences and practices, detect potential opportunities and
retrieve the required information (Cecelja et al., 2015; Álvarez and Ruiz-Puente, 2016).
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Industrial symbiosis is an emerging area that can be directly implemented in the industry
through different projects2. For instance, a company/process by-product, wastewater, can
be used as input in another plant3. To generalise this effort, advanced DMMs where are
required in which there is no strict information on how to model them.
Another topic underlying supply chain management is integration with stakeholders (i.e.
the policies among different stakeholders and the effects resulting from these decisions).
The application of this type of integration approach can be categorised under the topic of
multi-enterprise decision-making strategies that are introduced as a new method of DMM
integration (You and Grossmann, 2009; Hjaila et al., 2017).
2.4.2. Use of Conceptual Models in Process Systems Engineering
Earlier in Computer-Aided Chemical Engineering, Douglas (1988) presented a hierarchi-
cal conceptual modelling methodology considering five hierarchical design decisions to
build a process model. The hierarchical decisions are systematised as (i) batch versus con-
tinuous, (ii) input-output structure of the flowsheet, (iii) recycle structure of the flowsheet,
(iv) general structure of the separation system (vapour and liquid recovery system) and (v)
energy integration. In this line, Sargent (2005) mentioned that “the idea of an automatic
generation of a dynamic mathematical model from a purely qualitative description of the
process pens new perspectives and deserves a little bit more discussion”. In summary, in
the context of a “non-existing perfect model”, a set of fundamental or empirical equations
can be provided or selected from a previously stored library considering the purpose of the
model that is to be built. Model construction can be achieved by controlling the complexity
of models and/or selecting suggested models from several alternatives.
Conceptual models for PS integrated management currently under discussion in the PSE
community. Although conceptual models lead to potential solutions to these problems,
expected practical implementations and the required scope of the achievements are not
straightforward. One way to tackle these conceptual models is to build an ontology and
introduce algorithms, connections and common understanding of the problems to pro-
duce solutions. Some advances in the topic can be summarised using the PSE subjects
introduced in Section 1.1 as follows (accepting that each example is also a tool and may
contribute to more than one subject):
• Process and Product Design
Pharmaceutical product engineering: Remolona et al. (2017) introduced an on-





Process synthesis: Kokossis et al. (2016) introduced an ontological framework to
analyse new process design solutions.
Capturing and reusing process and product designs: Brandt et al. (2008) in-
troduced a framework supported by ontologies to capture and reuse previous
process and product design information.
Pharmaceutical product development and manufacturing: Venkatasubramanian
et al. (2006) built an infrastructure to support decision activities during product
design. An ontology was proposed for managing pharmaceutical products and
their ingredient, process, and recipe information.
• Enterprise-wide Optimisation
Risk management: Behdani and Srinivasan (2017) introduced a framework to
capture supply chain disruptions. The framework is supported by a supply
chain ontology and constructed simulation models to support decision-making
activities.
Competitive supply chain design: Roth et al. (2017) introduced an ontology that
captures stakeholder information structure.
Enterprise-wide scheduling: (Capón-García et al. (2015)) created a knowledge-
based model for features that appear in enterprise-wide issues and scheduling
DMMs.
Integration of planning and scheduling activities: Vegetti and Henning (2015)
proposed a network containing ontological models (e.g. the ISA88 ontology,
RTN ontology, STN ontology, mathematical model ontology, scheduling refer-
ence ontology) to tackle interoperability issues that may arise from conceptual
differences between applications.
Semantics for industrial symbiosis networks: Cecelja et al. (2015) introduced an
industrial symbiosis ontology for industrial symbiosis network synthesis. It
considers geographical locations and a set of environmental criteria.
Bio-refinery feedstock and technology matching: Trokanas et al. (2015) introduced
an ontology that contains raw material and processing technology types for
bio-refineries to match and check availabilities of feedstocks and technologies.
• Production Scheduling
Knowledge management for scheduling activities: Moniz et al. (2014) intro-
duced a knowledge based conceptualisation approach without ontologies to
integrate scheduling and decision-making. It relies on links between recipes
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and mixed-integer linear programming using standards Williams (1994); ISA
(2006b, 2000).
Knowledge management in batch process and scheduling: Muñoz et al. (2010)
suggested a framework to solve some batch process problems processes. An
ontology called Batch Process Ontology (BaPrOn), which has some concepts
from the ISA88 Standard (ISA, 2006a), is used to address robust systems in
control system’s hierarchical levels. BaPrOn models the information in the
system and integrates different software tools.
Reactive scheduling: Novas and Henning (2010) introduced an approach for the
reactive scheduling problem considering a support environment and a method-
ology with explicit representation of domain knowledge in object-oriented rep-
resentation. The main aim of the framework is to reschedule the problem
while keeping the previous decisions fixed or at least with a limited number
of changes.
• Process Control
Sensor measurement and knowledge management: Roda and Musulin (2014) in-
troduced intelligent data analysis for sensor measurements of process dynam-
ics. This approach can detect faults in monitored measurements.
Process supervision using knowledge management: Musulin et al. (2013) intro-
duced a domain ontology on process supervision and fault diagnosis. It is
based on the ISA88 and ISA95 Standards (ISA, 2006b, 2000). The system can
determine the risk level of a hazard, with consequences and required actions,
if applicable, using the support of reasoners and queries.
• Supporting Tools
Automated process modelling: Elve and Preisig (2017) introduced executable
program codes using ontological modelling and generic model templates to
produce process models.
Lagrange decomposition: Muñoz et al. (2015) solved the integration of supply
chain planning and scheduling problems with the support of a knowledge man-
agement environment. An ontology plays a role in the integration of master
and slave problems.
Modelling language: Hai et al. (2011) introduced a generic modelling language
supported by an ontology to address operational process modelling.
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Software support for chemical process engineering: Morbach et al. (2007, 2009)
introduced a formal ontology (OntoCAPE) that can handle chemical process
system information, mathematical relations, physical dimensions and process-
ing units.
Finally, formally represented knowledge of PSE, which is based on conceptualisation, has
introduced several advances in each subject, as shown in Table 2.5. The volume and di-
versity of the research on conceptual modelling in PSE provide an interpretive context
that is not available on any subjects or topics. These subjects explicitly mention the com-
mitment of conceptualisation. However, many other studies include conceptual modelling
implicitly in knowledge-based models and methodologies.
Table 2.5.: PSE subjects and significant accomplishments in the area of conceptual modelling
Subject Topic
Process and Product Design
Pharmaceutical product engineering
Process synthesis
Capturing and reusing process and product designs




Competitive supply chain design
Enterprise-wide scheduling
Integration of planning and scheduling activities
Semantics for industrial symbiosis networks
Bio-refinery feedstock and technology matching
Production Scheduling
Knowledge management for scheduling activities
Knowledge management in batch process and
scheduling
Reactive scheduling









This chapter concludes the overview of PSE challenges related to the thesis topics and the
background of the challenges. A list of challenges for this thesis and their background
connections are introduced in Section 3.1. Then, the chapters in which the challenges are
addressed are identified in Section 3.2.
3.1. PSE Challenges and Background
The overview starts with the PSE perspective and outline of the thesis. Then, Chapter
2 introduces the background related to methods and tools focusing on decision making,
conceptualisation, and PS. It is structured as follows:
Section 2.1 explains the DMMs that are widely used in the PSE area supporting the
decision-making process.
Section 2.2 introduces the representations of physical, procedural, and process models of
PS and their management.
Section 2.3 introduces the conceptual modelling methods and tools.
Section 2.4 introduces unified approaches of background which contains the integration
of DMMs and the conceptual modelling applications in PSE.
Given the importance of these sections on the background, there has been relatively little
research on these topics. However, the lack of research reflects the unified approaches
that are taken. For instance, the difficulties in conceptual modelling lead to an interest in
automated DMM building rather than training experts on individual and problem-oriented
DMM construction. The challenges addressed in these topics are introduced as follows1:
1Each challenge has been tagged to be used in next section and they will be recalled in the final remarks chapter
for the explanations of contributions.
47
Chapter 3. Thesis Outlook
• There have been many attempts to use ontologies in PSE (Marquardt et al., 2010;
Muñoz et al., 2010; Trokanas et al., 2015; Zhou et al., 2017). Each study contains a
manual identification step on concepts and relations to be included in the ontologies
contained by a domain. The time and effort that are required are high and expensive,
as each study is related to a thesis or a project. Therefore, a fast, accurate domain
ontology construction methodology is required to identify concepts and relations for
the domain of interest (C1).
• Ontology construction is a complex procedure. Under some circumstances, it can be
quite abstract due to (i) implementation on difficulties in different domains, (ii) the
size of concepts and relations, (iii) the complexity of domains and (iv) validation.
One way to facilitate the use of these methodologies is to improve the quality of
the sources by detecting inconsistencies (checking consistency) (C2). Additionally,
outcomes of ontology construction methodologies (concepts and relations) may not
be fully ready for use in practice, even though one of the criteria of ontology build-
ing is the usefulness of a produced domain ontology. One of the challenges is to
guarantee the use of outcomes (concepts and relations) of ontology construction
methodologies (C3).
• Decision-making is a highly complex process that becomes even more challenging
when decisions are made for systems that may have interacting or interdependent
entities. One of the challenges for the PSE community is to solve the problems
that appear in PS, which are designed, built and run to manufacture products. The
complexity is even greater when these systems contain multi-level functional hier-
archies. DMMs are required to solve decision-making problems that appear in these
systems. The challenges relating to decision-making are to model the PS Domain
more comprehensively than in previous PS Domain implementations (C4) and use
this information to solve problems in multi-level functional hierarchies (C5).
• Generic mathematical models have been the focus of PSE. The community has de-
veloped general formulations that can be applied to scheduling and planning prob-
lems and automated process modelling tools (Fedorova et al., 2015; Elve and Preisig,
2017). However, the challenge is to produce generic DMMs that can be used to
solve new problem instances. This challenge requires a common understanding of
the concepts that appear in DMMs that are more comprehensive than sets, parame-
ters and the constraints that appear in mathematical programming. The challenges
are to conceptualise DMMs (C6) and integrate the conceptual models of the DMM
domain and the PS Domain (C7).
• Automated construction of mathematical models is an emerging area, since support
from computers and software is essential to save time and effort and to produce
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mathematical models. PSE has been using and developing many support tools such
as GAMS (GAMS, 2016) and MOSAIC (Kuntsche et al., 2011), to assist with math-
ematical modelling.However, in the era of intelligent solutions, it is essential to think
about how these models can be created automatically. Therefore, the challenge of
automated DMM construction can be characterized as follows:
– modelling multi-level functional hierarchical activities (C4),
– maintaining DMMs in a shared and common environment (C6), and
– connecting those domains (C7), using this information for automated DMM
construction by developing algorithms and required sequences (C8) and solv-
ing these constructed DMMs (C9).
The challenges (from C1 to C9), which are shared and combined to build up previous
items, are connected to related background as in Table 3.1.
Table 3.1.: Challenges of the thesis and their background
Challenge Background related to the challenge
C1: An ontology construction methodol-
ogy
Section 2.2 (Process Systems) and Section
2.3 (Conceptual Modelling) have been the
background.
C2: Consistency checking of textual
sources
C3: Usage of ontology construction
methodology outcomes (concepts and re-
lations)
C4: More comprehensive modelling of PS
information within a common and shared
domain
Section 2.1 (Decision-Making) and Sec-
tion 2.2 (Process Systems) have been the
background.
C5: Usage of modelled information in
solutions of multi-level functional hierar-
chies
C6: Conceptual modelling of DMMs Section 2.1 (Decision-Making) and
C7: Integration of DMMs and PS concep-
tual models
Section 2.3 (Conceptual Modelling) have
been the background.
C8: Development of algorithms and se-
quences for DMMs construction
Part I, Part II, and Part III have provided
the background, knowledge and domains.
C9: Solution of these constructed models
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3.2. PSE Challenges and Addressed Solutions in This
Thesis
The general structure of this thesis has been formulated considering the challenges in-
troduced in the previous section. Table 3.2 introduces the connections between these
challenges and the thesis structure. The thesis consists of five main parts: an overview,
the PS Domain and conceptualisation, the CC Domain and conceptualisation, integrated
exploitation of domains and final remarks.
Table 3.2.: Challenges and their address in the thesis
Challenge Addressed section in the thesisPart Chapter
C1: A domain ontology construc-
tion methodology
Part II Chapter 4: Systematic Domain
Construction and Implementation
C2: Consistency checking of tex-
tual sources using an ontology con-
struction methodology
C3: Usage of ontology construc-
tion methodology outcomes (con-
cepts and relations)
C4: More comprehensive mod-
elling of PS information within a
common and shared domain
Chapter 5: Integrated Management
of Process Systems
C5: Usage of modelled informa-
tion in solutions of multi-level func-
tional hierarchies
C6: Conceptual modelling of
DMMs
Part III Chapter 6: Introduction to Con-
straint Conceptualization
C7: Integration of DMMs and PS
conceptual models
Chapter 7 Conceptual Constraint
Domain Building
C8: Development of algorithms and
sequences for DMMs construction
Part IV Chapter 8: Decision-Making Mod-
els Building Sequences and Algo-
rithms








Systematic Construction of Conceptual Models:
Domain Ontologies
A domain is the scope of an interest related to an area of knowledge; domains can be rep-
resented through domain ontologies, which are usually characterised not only by their spe-
cialisation but also by providing particular emphasis to certain types of relations. Building
and maintaining consistent domain ontologies become advantageous for conceptualisa-
tion, management and sharing of knowledge. However, there is no one unique, efficient
and systematic methodology to construct domain ontologies instead there are many ways
depending on the sources and aims to build ontologies.
The determination of concepts and relations of domain ontologies may be achieved man-
ually or with the support of automated tools; in both cases, the source of knowledge is
usually based on textual sources (documents) technically describing the subject. How-
ever, depending on the domain dimensions, manual methods may be time-consuming.
Conversely, automated tools may produce noisy and uncontrolled domain ontologies. Fur-
thermore, outcomes may be inconsistent ontologies since the meaning of concepts in a
technical domain usually differs from those used in common language. At this point,
a systematic methodology to extract knowledge from normative documents would allow
constructing domain ontologies in a fast and accurate way.
This chapter presents a novel methodology for building domain ontologies based on pro-
cessing of normative documents (Section 4.2), application of the methodology to a stan-
dard (Section 4.3) and conceptual improvement of textual sources (Section 4.4).
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4.1. Introduction
Knowledge conceptualization, management and sharing can be supported by ontologies
which can be defined as “an explicit specification of a conceptualisation” (Gruber, 1993).
Therefore, ontologies allow sharing a consistent view of structured information, which en-
hances re-usability and scalability. These characteristics of ontologies let them to build and
share consistent models and methodologies. For instance, the Process Systems Engineer-
ing (PSE) community has a growing interest in knowledge management and integrating
information across the enterprise control systems and decision-making procedures. There
are several reasons to use ontologies in the PSE community since ontologies can be used as
knowledge models for chemical processes (Muñoz, 2011), intelligent data analysis tools
for databases (Roda and Musulin, 2014) and knowledge management models (Venkata-
subramanian, 2009b) in addition to other level of applications such as intelligent software
applications (Morbach et al., 2009). Additionally, the PSE community is interested in on-
tology building procedures from different aspects, for instance, for capturing and tracing
ontology development processes (Vegetti et al., 2016) and ontology learning frameworks
for the pharmaceutical product development (Remolona et al., 2017).
The construction of ontologies, particularly domain ontologies for specialised fields, re-
quires experts to produce the ontology based on their knowledge. The task of building a
domain ontology demands time and training since experts need to understand and extract
the bases of the domain to transfer their knowledge to computers. There are some common
strategies that expert can use for identifying concepts depending on their scope (i.e. from
the most important ones to the most specific ones or reverse) (Corcho et al., 2003).
An emerging discipline facing domain ontology construction in a general way is Learn-
ing by Reading (LbR) that implies three processes: (i) deciding what has to be learned,
(ii) deciding the order of learning and (iii) deciding source of knowledge (McFate et al.,
2014). In addition to the LbR concerns, the method of learning is crucial (e.g. manual vs
automatic, determination of concepts, being a concept in a domain).
There are also several automated tools to support to domain ontology construction by
extracting concepts and relations from textual sources, for instance, OntoLearn (Navigli
and Velardi, 2004) and Text2Onto (Cimiano and Völker, 2005). These tools are based on
natural language processing; for instance, patterns introduced by Hearst (1992). However,
an effort to filter the noise obtained from automated tools is required since the results may
be uncontrollable for validation. One way to tackle the noise obtained from automated
search is to work on concept extraction on the Internet or to develop methods to extract
information from specialised textual sources.
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Additionally, general mechanisms (extraction of concepts and relations) for building on-
tologies from documents fail during the construction of domain ontologies because of the
lack of figures and table processing. The presence of non-textual information (e.g. tables,
charts, figures) is not an easy task unless the use of tools developed for the non-textual
information retrieval is appropriate and possible (Malmberg et al., 2011).
The differences among the domains characteristics as well as the differences among the
corresponding specialised languages lead to a diversity of ontology building methodolo-
gies rather than a general approach. For instance, general approaches are using textual
sources (e.g. an intelligent key-concept finder for ontology development (Kang et al.,
2014), a semantic approach for extracting domain taxonomies from texts (Cimiano et al.,
2003) and a linguistic approach that focuses explicitly on verbs (Meijer et al., 2014)).
Additionally, the source could be changed from a textual source written in the natural lan-
guage to computer oriented textual sources (e.g. lexical ontologies (Farreres et al., 2010),
database schemas (Ra et al., 2012) or dictionaries as structured texts (Amar et al., 2016)).
Also, applied domains may vary from the biomedical domain (Vivaldi and Rodríguez,
2010b) to the wind energy domain (Küçük and Arslan, 2014).
Domain ontology construction methodologies generally aim to find important concepts
(also called terms) in the domain. However, concept extraction for domains can be com-
plex since concepts in domains do not follow the same formation rules of the common
language (Vivaldi and Rodríguez, 2010a). Additionally, these concepts should satisfy
three conditions for a word (simple or multi-word) to be a concept in a domain: (i)
valid combinations of morphological categories, noun, noun_noun, adjective_noun,
noun_preposition_noun, (ii) higher frequency of occurrences in domain documents than
general texts and (iii) existence in a domain application or document.
In parallel to the efforts for domain ontology construction, expert teams have devoted an
effort to produce normative documents (e.g. standards, technical documents) to share do-
main knowledge; normative documents are considered for building a domain ontology
since they define models and terminology, including the explanation of processes and data
structures; they can be a solution of facing the third requirement related to the source of
LbR. Therefore, the hypothesis is that intelligent selection of texts will reduce noise and
allow fast and straight identification of concepts and binary relations. The textual source
defining normative concepts seem very well suited to be taken as a source to synthesise
manual and automatic approaches in the most efficient way. As a result, the proposed
domain ontology construction methodology, the semi-automatic construction of domain
ontologies from normative documents methodology (SECOND Methodology), is signifi-
cantly different from other strategies by systematically combining both automatic and su-
pervised procedures, using normative documents as sources for straightforward concepts
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and relations determination, generic for normative documents, and open to improvements
against new advances on the subject.
This chapter presents (I) the proposed methodology in Section 4.2, (II) the application of
the methodology in Section 4.3 and (III) the improvements of the normative documents
in Section 4.4. Finally, Section 4.5 discusses the conclusions and implications of the
proposed SECOND methodology.
4.2. SECOND Methodology
The input of the SECOND Methodology is a normative document that describes model
and terminology of a domain (Figure 4.1). The selection of textual source overcomes
and reduces the frequency issues: (i) noise coming from large documents, (ii) decision of
domain relations on concept selection, and (iii) challenging decision on relations between
origin and destination concept pairs. The decision of relation type in each cycle results in
concepts of a domain.
The SECOND Methodology runs cyclically through the following steps: (i) extract rela-
tion, (ii) determine concept pairs, (iii) build branches, (iv) prune the ontology, (v) solve
complex cases and (vi) continue with the extracting relations in (i) for the next cycle. Ev-
ery cycle may result in some complex cases and in the step of solving complex cases; it
may not be possible to solve issues arisen by the concepts and their relations. Therefore,
an element called the complex case repository is added to the system for the collection of
complex cases to be considered in the next cycles.
The methodology follows these cyclic steps owing to focusing one type of relation in each
step and in order to provide a clear and consistent structure for the ontology. In each cycle,
a new type of relation is processed with new concept and relation sets (also explained in
Section 2.3.1 in detail).
The output of this methodology is a domain ontology, formally described by Expression
4.1 (the first time introduced in Expression (2.8)) and detailed in Table 4.1:
O = {C, I, P,D,A} (4.1)
In this thesis, the set of concepts C and the set of object properties P are extracted for
















Figure 4.1.: Cyclic view of the SECOND Methodology
related to the real problems that can be identified in domain ontologies, are not introduced
to this methodology. Additionally, axioms, A, are calculated only through the C and P.
4.2.1. Extracting Relations
In the SECOND Methodology, each cycle processes one relation type. In natural language,
a relation among concepts is usually represented using a verb relating two noun phrases
(NP). While the verb represents a relation type, the two related NPs represent origin and
destination concept pairs 1.
1One use of object properties, P, in Expression 4.1 is to represent relations among concepts. Although n-ary
relations may occur in textual sources (Banek et al., 2010), this chapter focuses on binary relations because
they are significantly more frequent.
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OWL syntax Definitions
O Ontology model
C Set of concepts
I Set of instances
P Set of object properties
D Set of data properties
A Set of axioms defined over the union of all
the members of the ontology
Table 4.1.: Ontology definitions
This relations type can also be expressed as object properties that assert general facts about
the members of concepts. The SECOND Methodology focuses on relation types; relation
types are introduced as follows:
P : C1 (Origin) → C2 (Destination) (4.2)
For extracting relations from a textual source, verb analysis must be executed to detect the
possible list of relations in the set of each relation types. The number of different verbs in
a text is a good estimator of the maximum number of possible explicit relation types that
may be learned from a text. However, not all verbs will generate a relation type; several
verbs may lead to the same relation type, or, even the same verb may generate different
relation types.
The most significant relation type is the taxonomic relation (“is-a”), represented mainly
by the verb “to be”, which builds the skeleton of an ontology. Within an ontology, all con-
cepts must be related via the “is-a” relation. For this reason, the SECOND Methodology
proposes to always start with the “is-a” relation for the first cycle.
Additionally, much information is implicit in textual sources since they are written for hu-
man reading. Therefore, these non-explicit relations would not be automatically detected
by a computer program and can only be solved during human supervision.
4.2.2. Determining Concept Pairs
To determine concept pairs, pattern matching and shallow parsing techniques have to be
applied to the document. Patterns for each relation types and parsing details are given in
the case study section. The purpose is to find places where selected verbs occur (which
may represent the chosen relation type) and determine origin and destination concept pairs
connected through these verbs. In each cycle, this step may introduce new concepts that
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have not been detected in previous cycles. Since a new relation type may connect a new
concept to an existing one. So, from a < P : C1 → C2 > triple, at least one of the two
involved NP has to correspond to an existing concept. Finally, determining concept pairs
step produces concept pairs connected by the current relation type in the cycle.
4.2.3. Building Branches
The building branches step composes the domain ontology from the determined concept
pairs using three phases (i.e. (i) introducing concept pairs, (ii) introducing non-textual
information and (iii) introducing common-sense information).
4.2.3.1. Phase-1: Introducing Concept Pairs
Concept pairs are introduced into the ontology without any consideration; the software
Protege has been used (Protege, 2015).
4.2.3.2. Phase-2: Introducing Non-textual Information
Usual mechanisms (extraction of concepts and relations) for building ontologies from doc-
uments fail during the construction of domain ontologies because of implicit and non-
textual information (e.g. tables, charts, figures) unless there are exceptional tools devel-
oped for the non-textual information retrieval. Therefore, the human supervision during
this step is crucial. A human expert extracts graphical information subject to the rela-
tion ruling the cycle; newly detected concept pairs are introduced to enrich the ontology
further.
4.2.3.3. Phase-3: Introducing Common-Sense Knowledge
So far, the introduced concepts and relations from the previous step include neither com-
mon sense nor the knowledge shared within a domain. For a domain-specific ontology,
common-sense knowledge from the domain has to be explicitly included in the ontology,
as new concepts and relations.
59
Chapter 4. Systematic Construction of Conceptual Models: Domain Ontologies
4.2.4. Pruning the Ontology
The pruning process of an ontology aims to produce an established domain ontology with
concepts and relation types.
One of the ways is to remove redundant relations when they are detected. For example,
the elimination of transitive relations presented through other transitive relations.
Pruning also deepens (i.e. expands regarding deep) the taxonomy by moving the con-
cepts from the top of the ontology to their proper places in the taxonomy (in the case of
taxonomic relations).
Additionally, in this step problems that may be caused by the normative document writ-
ing are considered such as synonym, polysemy and adjective usage (discussed in Section
4.4.5). The synonym is used for enrichment and fluent reading of the text; however, the
usage of more than one expressions for expressing the same concept introduces confu-
sion regarding automated learning tools. The same issue arises in the polysemy, which
is the usage of same expressions for different concepts. Again, the human experts can
understand the usage of the polysemy since two or more different concepts may appear in
the thinking. The inappropriate usage of adjectives may cause another issue for concept
extraction; for instance, the comparative adjectives and adjectives with an antonym.
4.2.5. Solving Complex Cases
Complex cases are arisen by the lack of solutions to inconsistencies from the textual
sources and cannot be solved during the processing of the previous steps. The resolu-
tion of these cases can be sustained with the human supervision supported by the expertise
in managing the domain and the source. Complex cases may be detected by concepts
being the origin or destination from/to multiple concepts within the same relation; for ex-
ample, one concept being the origin of many destination concepts via “is-a” relation and
the human expert should decide on which concept is the destination concept by taking
into account the context of the source. Alternatively, it can be detected while building
branches. When a complex case is detected, a segment (i.e. concepts from the root of the
ontology from origin concept to the end of the relations to destinations concepts) should
be investigated for the solution.
Each cycle essentially attends to solve the complex cases; however, they may not be solved
with the currently available information that they need to be solved with the help of next
relation types in the following cycles. Therefore, there is a complex case repository, which
functions to collect all the cases that may be recalled in the next cases.
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4.2.6. Termination Criteria
The cyclic methodology has an end depending on the purpose of building a domain on-
tology; the termination of the cycle is related to the LbR that how much to be learned.
Termination criteria is a way to decide when to stop the cyclic relation type introduction
may be determined considering the total introduced number of relations or relation types
considering the complete document or maybe focus on specific relation types depending
on the application purposes of the domain ontology.
4.3. SECOND Methodology Application: the ISA88
Standard Case
The presented methodology has been applied to ISA88 Standard as a case study. The
ISA88 Standard is an enterprise control standard that regulates and describes models and
terminology of data structure, recipes and production records (ISA, 2006b, 2001, 2003,



















Figure 4.2.: Some models and relations from the ISA88 Standard (adapted from (ISA, 2006b))
The physical source of the ISA88 Standard is a complex PDF document (four parts, al-
most 400 pages) including page headers and footers (almost each page), figures with text
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(more than 100), tables (more than 100). Each sentence has to be tokenised and part-
of-speech tagged. The tokenisation has been done using the Freeling tool-suite (Carreras
et al., 2004).
4.3.1. Methodology Planning for Relation Types
The SECOND Methodology is a cyclic one where one relation type rules each cycle as
stated before. Thus, verbs are used as relation encoders.
The list of different verb lemmas (not forms) has been extracted from the ISA88 Standard,
giving a size of 96. Figure 4.3 illustrates a histogram with the frequencies of the topmost
verb lemmas which collects different forms of the verbs as lemmas (e.g. “define” lemmas
is a collection of “define”, “defines”, “defined” verb forms).
The first cycle starts with the taxonomic relation type represented by the verb “to be”2.
The taxonomic relation type is the primary backbone relation in an ontology, related to
the form “is-a” (e.g. “A reactor is a unit “). The verb “to be” has an individual frequency
greater than 30% (see Figure 4.3). That is considerable compared with the verb “define”,
which has a frequency of about 5%. This observation confirms that the verb “to be” should
be chosen for the first cycle.
The relation type in the second cycle has to be as general as the taxonomic relation type,
one conveying a relevant structural meaning. Candidates are “define” ( 5.43%), “use”
(4,99%), “contain” (3.13%), and “include” (2.78%) as shown in Figure 4.3. Yet, frequen-
cies have to be calculated by semantics, not by textual similarity. The verbs, “include” and
“contain” convey the same meaning of structural composition, and they show the highest
combined frequency of 5.91%. Thus, the meronymy relation type (“part-of”) has been
chosen for the second cycle. Moreover, this frequency analysis has been conducted with-
out including the figures and tables from the source document, despite the fact that the verb
“contain” appears many times in the figures of the standard. The new relations that can be
extracted from the figures increase the frequency of the selected relation type and supports
the choice. While planning the second cycle, other less frequent verbs, also implying the
meronymy relation type, have been considered too (as detailed in Section 4.3.3).
4.3.2. First Cycle: Taxonomic Relation Type
The first cycle extracts taxonomic relations resulting from a set of patterns that are detected
within the text (Hearst, 1992). In some simple cases, this detection can be carried out by
2The “to be” verb contains “is”, “are”, “be”, “was”, “been”.
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Number of usage of the refined verbs Accumulated number of usage of the refined verbs
Percentage of the combined verbs in the document Percentage of the accumulated usage of the refined verbs
Figure 4.3.: Verb lemmas in the ISA88 Standard
applying plain pattern matching. However, more complex cases may require some detailed
linguistic analysis. The pattern extraction has been achieved using a linguistic analyser,
Freeling (Carreras et al., 2004), a pattern matching tool, the regular expression module of
Python (Van Rossum, 1993), and a grammar parser, Pyparsing (McGuire, 2007).
4.3.2.1. Determining Concept Pairs
Three productive patterns proposed by Hearst (Hearst, 1992) have been used to detect the
origin and destination concept pairs.
Pattern 1 (“is-a”): The pattern related to “is-a” is defined as:
Concept(Origin) is a Concept(Destination) (4.3)
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To extract this pattern and properly detect the NPs, a full syntactic analysis had to be
performed. A concept is defined in equation 4.4 (?: zero or one, *: zero or many, +: one
or many):
Concept = Article? Adjective∗ Noun+ (4.4)
Sentences have been processed to extract taxonomic relations whenever two NP with this
pattern (“is-a”) or some variant (“is-an”, “is-the”) appeared. For instance:
(i) The phrase “The general recipe is an enterprise level recipe that serves as the basis
for lower-level recipes.” is detected to match the pattern.
(ii) A linguistic analysis is applied to detect which NPs are connected through the “is-an”
pattern.
(iii) Results: NP1(“The general recipe”) V(“is”) NP2(“an enterprise level recipe”).
Thus, the pattern NP1 V(is) NP2 allows deriving that NP2 is the destination of SN1, which
in the example reflects that the concept “EnterpriseLevelRecipe”3 is the destination of the
“GeneralRecipe” concept for the taxonomic relation ”is-a”.
The application of Pattern 1 (“is-a”) resulted in 104 candidate concept pairs.
Pattern 2 (definition): The first part of the ISA88 Standard is dedicated to the definition
of normative terms. Thus, one pattern variant to detect taxonomic relations considers the
special condition of the text in definitions, taking the form of “concept: definition”; the
colon takes the place of the “is-a” construction in the previous pattern:
Concept(Origin) : Concept(Destination)+ (4.5)
For matching this pattern, no linguistic analysis can be performed due to the lack of a fully
structured sentence. Thus, a shallow parsing is performed to detect the first concept after
the colon. For instance:
(i) “control recipe: A type of recipe ...” appears in the text.
(ii) The origin concept is the “ControlRecipe” and it is a ‘type of recipe’ that leads to the
“Recipe” concept.
3In this thesis, concept are written using CamelCase representation and instances start with the lower case.
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(iii) Thus, “Recipe” concept is the destination of this concept pair.
Pattern 2 (definitions) has resulted in 71 candidate concept pairs.
Pattern 3 (such as): In (Hearst, 1992) a pattern is proposed as “such NP as NP”. But in
the text of the ISA88 Standard this pattern hasn’t been detected. Alternatively, a lot of “NP
such as NP” are found in the text. Thus, the pattern has been adapted to this second case
as follows:
Concept(Destination) such as Concept(Origin)+ (4.6)
No linguistic analysis can be performed for this pattern since the analyser does not identify
the “such as” construct as anything grammatically relevant. Thus, a pattern matching
followed by a shallow tagging have been applied. For example:
(i) The phrase “... equipment entities such as units, equipment modules, and control
modules.” matches the pattern.
(ii) The “EquipmentEntity” concept has been detected as the destination concept of each
concept pair.
(iii) And the “Unit”, “EquipmentModule” and “ControlModule” are the origin concepts.
Pattern 3 (“such as”) resulted in 305 candidate concept pairs.
4.3.2.2. Building Branches
Phase-1: Introducing Concept Pairs: 480 candidate concept pairs between 633 candidate
concepts have been extracted from introduced patterns (Each concept pair contains two
concepts and these concepts can be used by other concept pairs).
A manual validation has been conducted, resulting in:
• 219 concept pairs - found correct,
• 71 concept pairs - found partially correct and needed manual edition,
• 187 concept pairs - found incorrect, and
• 3 concept pairs - remained undetermined.
The decision has been to continue with the correct and manually corrected concept pairs
(290 concept pairs relating 334 concepts) which means a 60% of success rate.
Phase-2: Introducing Non-Textual Information: The ISA88 Standard contains figures
(e.g. Figure 4.2) that cannot be processed via pattern matching due to the lack of figure
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recognition tools and algorithms. Thus, in this phase, graphical information which is
extracted during the human supervision is introduced. During this process, new concepts
are detected. Summary is given below:
(i) 7 concept pairs are detected,
(ii) 3 of the detected concept pairs were already introduced in Phase 1, and
(iii) 4 new taxonomic relations for the concept pairs are introduced (e.g. “Phase ‘is-a’
ProceduralElement”, “ProcessCell ‘is-a’ Equipment”).
Only the relation between these concept pairs are introduced since the concepts already
appear in the ontology.
Phase-3: Introducing Common-Sense Knowledge: Rules expressed in following expres-





New taxonomic relations are introduced following Expressions (4.7) and (4.8): For in-
stance,
• the “UnitRecipe” concept, composed of two nouns (Expression (4.7)), is connected
as an origin concept with destination to the “Recipe” concept
• “RegulatoryControl”, composed of an adjective and a noun (Expression (4.8)), is
connected as an origin concept with destination to the “Control” concept.
141 concepts have been refined in this way and extra relations have been added to the
ontology.
4.3.2.3. Pruning the Ontology
At this stage, 41 concepts with more than one taxonomic relation are detected; their unique
topologies are individually analysed. The focus on the work is to concentrate on normative
terms; for this reason, 26 cases do not appear in the normative terms have been considered
irrelevant at this phase and not considered. In 5 cases, redundant relations (relations that
can be achieved through destination concepts) are removed. One example of redundant
relation removal is given in Figure 4.4. The figure shows the before and after versions of
the “RecipePhase” concept.
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Figure 4.5.: “ControlModule” concept example before the pruning
Finally, 10 cases couldn’t be automated and needed human supervision to be solved (these
10 cases are discussed in Section 4.4.4). For instance, Figure 4.5 shows that the “Con-
trolModule” concept has three destination concepts (“LowerLevelEntity”, “GroupingOfE-
quipment” and “EquipmentEntity”; “PieceOfEquipment” concept is also introduced). Only
monitoring the full picture, there is enough information for the expert to make a decision
on the pruning. The “LowerLevelEntity” concept is using a comparative adjective that
introduces ambiguity to the text and it is not clear if the root concept is “LevelEntity” or
“Entity”. Considering the suggestion in the guideline (Guideline: Avoid using comparative
and unnecessary adjectives - from Section 4.4.5), the decision related to the “LowerLeve-
lEntity” has been to remove the concept from the ontology.
As a consequence of inspecting this example, it has been clear that many concepts in the
standard have been used as synonyms. “PieceOfEquipment” and “GroupingOfEquipment”
give the impression of different ways of naming “EquipmentEntity”. Instead of removing
these concepts, they have been kept, but marked as synonyms (Figure 4.6).
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4.3.2.4. Solving Complex Cases
The “GeneralRecipe” concept has been chosen as an example of a complex case since the
taxonomic type of relation appear more than one time from the “GeneralRecipe” concept
to other six concepts. There are decisions to be made by human experts considering the
whole document. Figure 4.7 shows the “GeneralRecipe” segment, which is a taxonomy
up to the topmost element “Thing” so that not only six concept but also their relations are
introduced to the solution of the complex case.
The “GeneralRecipe” concept has 6 different taxonomic relations and they have been
solved as follows:
(i) A redundant relation to the destination concept “Recipe”.
• This relation has been removed.
(ii) A relation to the destination concept “Container”.
• This relation has been send to complex case repository to be solved in solution
of complex cases in the second cycle with the “Combination” concept (see
Section 4.3.3.4).
(iii) Three relations to the destination concepts “EnterpriseWideRecipe”, “Enterprise-
LevelRecipe”, and “CorporateRecipe”
• All these concepts appear in the text a few times. It is clear that they are not as
important as the “GeneralRecipe” concept. Yet, they are used in the document
as a synonym of the “GeneralRecipe” concept. So, relations are changed to
“is-synonym.”








Figure 4.6.: “ControlModule” concept example after the pruning
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Figure 4.7.: “GeneralRecipe” segment before taking decisions
• The synonym relation has not been introduced there since “EquipmentIndepen-
dentRecipe” has one more origin relation (“GeneralRecipe” and “SiteRecipe”);
the “SiteRecipe” concept is a different concept than the “GeneralRecipe” con-
cept.
Additionally, the document uses the “RecipeEntity” concept as “Recipe” itself. So, another
“is-synonym” relation has been defined between these concepts. Finally, Figure 4.8 shows
the solution of the complex case of “GeneralRecipe”. In the case of solving complex cases,
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decisions are not only applicable to the main concept but also other connected concepts
(e.g. “Recipe” and “RecipeEntity” concepts). Also, it is important to keep the synonym
to capture more relations from the normative document since the concepts with synonym




























































































































































Figure 4.8.: “GeneralRecipe” segment after taking decisions in the first cycle
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4.3.3. Second cycle: Meronymy Relation Type
As a result of the verb frequency analysis in Section 4.3.1, the meronymy relation type
(“part-of”) is chosen in this second cycle; this is not a simple relation type since the usage
can be considered as a member of a collection (Table 4.2), an object contained within a
container, and being part of a whole.
Although all meronymic candidate relations have been extracted, the validation has been
restricted to those normative concepts resulting from the first cycle. Thus, new concepts
detected from patterns are left for further developments; only new part-of relations de-
tected for the current set of concepts and new concepts appear in figures are introduced
since this work does not report another cycle and focuses on the methodology details.
4.3.3.1. Determining Concept Pairs
For the concept pairs determination of the meronymic relation type, patterns are suggested
considering the main expression/verb of meronymy (“part-of” for the “to be part of”),
the most frequently used meronymic relation from the verb lemmas (i.e. “contain” and
“include”), and another verb lemma “consist”4 suggested by Girju et al. (2006).
Pattern 4 (“part-of”): This pattern finds concept pairs that are related by the construct
“part-of” within the text using following expression (Concept is characterized by Expres-
sion 4.4):
Concept(Origin) part− of Concept(Destination) (4.9)
For example, the sentence “... A unit procedure that is part of equipment control...”
matches with the pattern. The “UnitProcedure” concept is defined as the origin concept
of meronymy relation, and the “EquipmentControl” concept is defined as the destination
concept of meronymy relation.
Pattern 4 (“part-of”) resulted in 79 candidate concept pairs for meronymy relation.
Pattern 5 (“includ*”): This pattern searches the “includ*” verb form within the text and
connected concepts by this verb as follow:
4The verb lemma “consist” is added to the pattern list even though the occurrences amount the verbs is less than
1% to introduce the idea of verb clustering under different verbs.
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Concept(Origin/Destination) includ∗ Concept(Origin/Destination) (4.10)
The verb forms such as “included”, “includes”, “including” fall in this pattern build from
the “include” verb lemma. Both concepts appear in Expression 4.10 may be appear as
origin or destination concepts since there is a passive form of the verb is fit into this pattern
(this is also the same for the contain* pattern). For example, the definition “... The formula
is a category of recipe information that includes process inputs, process parameters, and
process outputs.” is detected by the pattern. The “Formula” concept (Destination) includes
(or is composed by) three other concepts (Origin): “ProcessInput”, “ProcessParameter”,
and “ProcessOutput”. That is, these three concepts are parts of a formula (see Figure
4.9).







Figure 4.9.: “Formula” concept example resulting from pattern 4
Pattern 6 (contain*): This pattern finds concepts in a phrase related by the construct
“contain*” that codifies a meronymy relation and it can be expressed as follows:
Concept(Origin/Destination) contain∗ Concept(Origin/Destination)+ (4.11)
Words such as “contain”, “contains”, “contained” fall in this pattern. For example, The
sentence “... An area may contain process cells, units, equipment modules, and control
modules.” matches the pattern. Thus, the parts of the destination concept “Area” are the
origin concepts “ProcessCell”, “Unit”, “EquipmentModule”, and “ControlModule”.
Pattern 6 (“contain*”) resulted in 193 candidate concept pairs for meronymy relation.
Pattern 7 (consist*): This pattern finds concepts within a phrase that are being related by
the “ consist*” verb form within the text as in the expression:
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Concept(Destionation) consist∗ Concept(Origin)+ (4.12)
Words such as “consist of”, “consists”, etc. of fall in this pattern. For example, the sen-
tence “... Each process stage consists of an ordered set of one or more process opera-
tions...” matches this pattern. Concluding that origin concept “ProcessOperation” is part
of the destination concept “ProcessStage”.
Pattern 7 (“consist*”) resulted in 26 candidate concept pairs containing meronymy rela-
tion.
4.3.3.2. Building Branches
Phase-1: Introducing Concept Pairs:
The patterns have generated 346 candidate concept pairs among 177 candidate concepts.
The evaluation of meronymy relation type has required the careful participation of the
expert because the phrasing is more variable than in the case of taxonomic relation type.
The same phrase can codify more than one instance of meronymy relation, and it is difficult
to establish automatically whether a concept is an origin or a destination in some of the
patterns.
After the evaluation, 254 relations have been obtained (92 manually added) between 205
concepts.
Phase-2: Introducing Non-Textual Information:
The procedure has been applied as in the first cycle: information extracted from graphics
is included during the human supervision. During this process, new concept pairs and
concepts are detected:
(i) 22 concept pairs are detected,
(ii) 8 of the detected concept pairs are already present in the ontology, and
(iii) 14 relations are introduced in the ontology (e.g. “UnitProcedure ‘part-of’ Proce-
dure”, “ProductSpecificInformation ‘part-of’ GeneralRecipe”) .
(iv) 6 new concepts are added to the ontology (e.g. “BatchSize”, “OperatorSystem”,
“GeneratedInformation”, etc. ).
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Phase-3: Introducing Common-Sense Knowledge:
New “partOf” relations are introduced following the rule in Expression (4.13). 133 candi-
date relations among 176 different concepts have been detected.
NounA + NounB
partOf−−−−→ NounA (4.13)
Result of the expression:
• 13 relations were already present in the ontology (i.e. 6 relations directly, 7 rela-
tions because of their super classes), for instance, “RecipeFormula partOf Recipe”,
“RecipeInformation partOf Recipe”, ’BatchProductionRecordReport partOf Batch-
ProductionReport”, etc.
• 35 new relations have been found correct such as “FormulaValue partOf Formula”,
“RecipeElement partOf Recipe”, “VersionNumber partOf Version”, etc.
• 85 relations have been declined, for example, “RecipeManagement partOf Recipe”
(management is an activity), “EquipmentRequirement partOf Equipment”, “SiteRecipe
partOf Site” (SiteRecipe is part of the recipe model and Site is part of PhysicalModel),
etc.
Another particular case to “part-of” relations arises from aggregation concepts (e.g. “Con-
tainer”, “Combination”, “Collection”). They appear as destination concepts of taxonomic
relations after the first cycle; these aggregation concepts express “being the composition
of other concepts” and this is the information to be introduced to the domain. For instance,
knowing that “a concept is a container” is not useful unless “what is contained” is known.
In this case study, 24 concepts have been refined in this way, transforming them into proper
meronymic relations. Table 4.2 introduces the summary of aggregation concepts.
An example of the applied logic to the “RecipeEntity” concept is illustrated as follows:
(i) The detected relation is “RecipeEntity ‘is-a’ Combination”.
(ii) The previous relation is detected from this sentence: “... recipe entity: the combina-
tion of a procedural element ...”.
(iii) The relation between “RecipeEntity” and “Combination” concepts is removed.
(iv) The concept “Combination” is removed.
(v) One relation is added: “ProceduralElement ‘part-of’ RecipeEntity”.
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Name of the
concept






Container 2 6 5
Collection 6 9 4
Combination 2 4 3
Component 2 0 0
Group 1 1 0
Grouping 2 6 2
List 2 0 0
Set 2 0 0
Table 4.2.: Removing aggregation concepts
The aggregation concepts also lead to an issue in the document related to the “Unit” con-
cept. The detected relation in the first cycle is “Unit ‘is-a’ Collection”; the relation is
detected from this sentence: “... unit: A collection of associated control modules and/or
equipment modules ...”. According to the rule the “ControlModule ‘part-of’ Unit” and
“EquipmentModule ‘part-of’ Unit” relations should be introduced. However, domain ex-
perts detect that “Unit” concept has been used as two different concepts (“Equipment”
and “EquipmentEntity”). In this case, the mentioned “Unit” concept implies the “UnitEn-
tity”5.
4.3.3.3. Pruning the Ontology
The pruning of the ontology in terms of meronymy can be exemplified with the “Formula”
concept segment. Actions must be taken to prune the part of the ontology shown in Figure
4.10. The behaviour of “part-of” relation is transitive, a fact which allows to remove some
of the existing relations without losing information, resulting in Figure 4.11.
4.3.3.4. Solving Complex Cases
“GeneralRecipe” segment: The first part of this segment has been introduced in Section
4.3.2.4 (the last status is in Figure 4.12) and kept in the complex case repository; the same
complex case that is to further investigate with the guide of new information appear in the
second cycle.
In this cycle, the critical point is the aggregation concepts (i.e. “Container” and “Combi-
nation”) which have resulted in introducing more concepts to the segment.
For the “Container” concept:
5This arisen issue in the ISA88 Standard has been corrected; the standard has changed the mentioned concept
to “UnitEntity” in the newer version of the standard (ISA, 2010)
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Figure 4.11.: Pruning example of the second cycle (after)
• The current relation is “GeneralRecipe ‘is-a’ Container”.
• This relation is taken from this text: “... A general recipe is a container of production
information ...”.
• The text actually produces a meronymy relation from the “ProductionInformation”
origin concept.
For the “Combination” concept:
• The current relation is “RecipeEntity ‘is-a’ Combination”.
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• This relation is taken from this text: “... recipe entity: the combination of a proce-
dural element ...”
• The text actually produces a meronymy relation from the “ProceduralElement” ori-
gin concept.





































































































































































Figure 4.12.: “GeneralRecipe” segment after the second cycle
The “Entity” concept is left for the next possible cycles because of human experts suspi-
cion about a polysemy case; it may cause two different concepts.
4.3.4. Summary of the ISA88 Case Results
One general topological aspect taken into account to measure the performance of the
methodology is the width and depth of an ontology. The very first task of the first cy-
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Figure 4.13.: Depth of the ontology in terms of taxonomic relation type a) after building branches from the first
cycle b) end of the first cycle
cle has been to start constructing the Process Systems Management (PSM) Ontology by
introducing concept pairs with taxonomic relations. This task has resulted in a flat ontol-
ogy as shown in Figure 4.13a. Yet, other phases and the second cycle have introduced
more connections between concepts, resulting in Figure 4.13b, illustrating a broader on-
tology which may be considered as a sign of quality and improvement. A detailed view
per step is shown in Figure 4.14, illustrating the number of concepts per level at each step;
it shows that depth seven is only reached after step 5. In the end, the ontology has 499 con-
cepts with 689 taxonomical relations and 2446 total relations cause by both meronmy and
taxonomical relation types. The ontology has 11 “is-synonym” relations between concept
pairs. The resulting concepts for PSE Ontology is given as the supplementary material at
Appendix D.
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Step 3 Step 4 Step 5
Figure 4.14.: Number of concepts per level
4.3.5. Comparison with Other ISA88 Sourced Ontologies
There are two ways to compare ontologies: quantitative and qualitative. The quantitative
comparison uses the numbers and concept names and relations between ontologies to give
an idea about the size of an ontology. However, the quality comparison of the ontologies
is not straightforward since other factors like complexity can affect the comparison.
Two currently available ontologies: (i) produced manually for different purposes from the
ISA88 Standard: BaPron Ontology (Muñoz, 2011) and (ii) Henning Ontology (Vegetti and
Henning, 2015) are considered for the comparison of the SECOND Methodology outcome
(i.e. PSM Ontology). Table 4.3 introduces the number of concepts and branches for each
ontology. The volume of the Process Management Domain Ontology is expected to be
higher since it includes automated steps for a fast procedure. of the steps presented in
this work has been executed automatically. On the other hand, one of the critical compar-
isons is to match common branches in the ontologies. Table 4.4 shows the intersections
of three ontologies. It is interesting to note that the PSM Ontology contains branches in
both ontologies; however, manual ontologies do not share any branch. Even though these
ontologies use the same source (ISA88 Standard), it is understandable that manual ontolo-
gies are built for specific purposes, and the current version of the PSM Ontology is built
document-oriented.
Comparison between manual and automatic methods is difficult in qualitative terms. Suit-
able metrics should be proposed and used, including the effort and the quality of the on-
tology obtained. Qualitative analyses may provide an estimation of the completeness of
the ontologies regarding size. It is clear that the ontology produced by the SECOND
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Table 4.4.: Detected common branches between the PSM, Bapron and Henning Ontologies
Concept Pairs PSMOntology Bapron
Henning
Ontology
ControlActivity - RecipeManagement X X
CoordinationControl - Allocation X X
Parameter - ProcessParameter X X
ProceduralElement - Operation X X
Procedure - EquipmentProcedure X X
Resource - ManPower X X
Resource - Material X X
Methodology is producing a more significant ontology with a lower development effort.
Therefore, qualitative results of the ontologies are reported considering the current devel-
opments based on the previously mentioned ontologies. Recently, the BaPrOn Ontology
has been used to support semantic modelling of recipe based knowledge management in
(Muñoz, Capón-García and Puigjaner, 2017). On the other hand, the Henning Ontology
supports the software engineering for scheduling systems Henning (2017b).
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4.4. Improvement of Normative Documents
The use of normative documents (e.g. standards and technical documents) is one of the
modern accomplishments of industrial activities (Brayton et al., 2015). In the era of re-
search and mass production, a huge number of products are being manufactured by mul-
tiple devices performing the same operation (Jung et al., 2016). One of the strengths of
standardization is the provision of a context where devices can be interchanged for per-
forming the same task, as all of them will understand instructions in the same way. That is,
they share the same view of reality: the one that is established by the standard (ETSI and
European Telecommunications Standards Institute, 2015; ISO and International Organiza-
tion for Standardization, 2015; IEC and International Electrotecnical Commision, 2015).
Furthermore, there are various guidelines for writing standards (ISO and International
Organization for Standardization, 2014; IEEE and Institute of Electrical and Electronics
Engineers, 2014; ISO/IEC GUIDE 17:2016, 2016), aiming to define a way of explaining
things that strive for precision and avoid ambiguity; yet, they do not discuss on conceptual
models and modelling.
It is generally accepted that semantic modelling is a mature technology in automation.
It is broadly used as a unifying tool when managing sequential function charts (Bauer
et al., 2004), for ensuring systems integration and operability (Pauwels and Terkaj, 2016),
to provide connection between models with standards (BS-ISO/IEC 25010:2011, 2011),
or to integrate meta-models in control loops (OMG, 2008). Moreover, it is also studied
to improve the event-driven control systems since the interpretations from different team
members in batch industry exist for creating specifications (Sanchez et al., 2002). How-
ever, the capacity to ensure a very high level of conceptual consistency throughout the
system plays an essential role in the implementation (Godena, 2009). This is also true
for the concepts defined by the ISA88 Standard (Schaefer, 1996), which is the represen-
tative case addressed in this study. Towards this end, this work provides a first approach
to the construction of conceptual models from technical standards, as well as an innova-
tive reverse approach, which is the systematic analysis and improvement of the text of the
standard using the semantic domain knowledge.
Domain ontology development is an active research area nowadays. There are works ap-
plied to other domains to create ontologies (Henderson-Sellers et al., 2014; Gonzalez-
Perez et al., 2016; Vegetti et al., 2016), but it is hard to find applications in a same domain
allowing rigorous comparative studies. Next, paradigms are presented in this section to
contextualize, discuss and explain the formalization of conceptual models.
81
Chapter 4. Systematic Construction of Conceptual Models: Domain Ontologies
4.4.1. Paradigms
The effort of writing a standard for automation is overwhelming. It requires the team
effort of the best experts in a domain to agree and to describe a model of how systems and
processes work in the most clear and precise way. In order to explain the current situation
and propose improvements, three paradigms are next discussed (see Figure 4.15).
Paradigm 1 illustrates the current state of the art in standard development. Currently,
domain experts have to make agreements for writing normative documents. A conceptual
model needs to be fit to their particular views of the world, and outlying views need to be
identified and discarded, in the same way equations are fit to data. This conceptual model
has to be flexible enough to allow all the different visions of the problem, but precise
enough to prevent misinterpretations. Once such technical document is written, approved
and available, area experts read it and strive to produce standard-complying developments.
Thus, automation experts develop automation code according to their own interpretation
of the standard and to a specific purpose to solve an automation problem.
Paradigm 1 poses three main problems (Figure 4.15). The first one is the inherent ambi-
guity of natural language (NL) in which the document defining the standard is founded.
Even the most careful technical writing suffers a certain degree of imprecision. The second
problem is the interpretation of the text, which is done by the reader based on her/his own
understanding and her/his pre-conceptions, as well as on the purpose behind the reading
effort. The third problem is that the reader (i.e. the area expert) should also be the code
developer. Having these two proficient technical profiles is unlikely, and separating them
is desirable.
To avoid the problems of Paradigm 1, Paradigm 2 is suggested and depicted in Figure
4.15. The method presented in this paper is depicted as the second paradigm, which sup-
ports conceptual consistency of already established technical standards. Hence, a semi-
automatic methodology enables developing an ontology from the text of the standard and
the aid of a team of area experts understanding the standard. The aim of this procedure is
to establish a sole interpretation of the world, so that different codes can be developed for
different purposes, just like in Paradigm 1, using the ontology as the underlying knowl-
edge source. Accordingly, area experts, who interpret the standard to create the ontology,
and code creators, who only need the ontology as input for their automation code, have
separate roles. It is worth mentioning at this point other efforts for creating conceptual
representations of standard systems such as B2MML (MESA, 2018) and SysML (Object
Management Group, 2017).
Regarding further development, this paper suggests a further evolution step into Paradigm
3 (Figure 4.15). Once a team of domain experts meets and commits to compile a text for
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Figure 4.15.: Demonstration of explained paradigms
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establishing a standardized view of a domain, the effort of developing an ontology in par-
allel is easily affordable, while the benefit would be significantly increased. The ontology
establishes without the inherent ambiguity of NL one concrete view of a domain. In a
single step, two standard contents could be established for a consistent interpretation of
reality: one for humans to read, in NL, and another readily usable for automation without
ambiguities.
Three main advantages can be envisaged for the application of the proposed methodology
depicted in Paradigm 2. First, a normative document can easily lead to an ontology of the
domain helping programmers to develop standard-complying software. Secondly, an on-
tology can help domain experts to interpret a normative document in a precise and simpler
way. Finally, a semantic analysis based on the ontology may produce useful feedback for
producing an improved version of the normative document written in NL. This feedback
from the ontology to the written document is a novel and an original approach to enhance
standardization in the field of automation.
4.4.2. Why Ontologies for Normative Documents?
Any text written in NL is intrinsically ambiguous and imprecise. NL is not the best tool
for establishing a view of a domain that is the result of an agreement among the experts in
technical domain, but it has been the best available tool for the latest millennia. If the inten-
tion is to transmit the knowledge to other persons, NL is the best medium available (Noy
and McGuinness, 2001). If NL is considered as a way of representing events or entities
of the real world in terms of human language, the mapping is not bi-univocal: a linguistic
unit (a word, a phrase, a sentence) can refer to different real world units (polisemy) while
a real world unit can be uttered in NL using several variants (synonym). Table 4.5 summa-
rizes the main differences between textual documents and ontologies. Given NL inherent
ambiguity, there is no mechanism to validate and ensure that the mental models built by
different readers from the same text match. Thus, texts seem not enough for automation
systems; they are intended and satisfactory for transmitting knowledge to humans.
Table 4.5.: Text and ontology comparison
Text Ontology
1a: ambiguity of NL: polysemy, synonym,
ellipsis, implicit knowledge
1b: formal and strict definition of con-
cepts, meanings and relations
2a: need for interpretation (while reading) 2b: no need for interpretation
3a: different interpretation for each human 3b: one interpretation always and for ev-
eryone
4a: written for humans, unusable by com-
puters
4b: structured for computers, complex for
humans
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Ontologies, on the other hand, are formal representations of a domain (Gruber, 1993).
They do not carry the problems of synonym, polysemy, ellipsis or implicit knowledge.
Ontologies represent concepts in a unique way by means of their relations to other con-
cepts. Although concepts may be identified by words of NL, ontologies allow differentiat-
ing only one sense among all the senses a word may have: synonym has to be represented
as a relation between concepts. Ellipsis or implicit knowledge does not occur in an on-
tology, all knowledge must be explicitly represented, due to the closed world assumption
usually accepted.
Researchers are using ontologies for coordinating multiple standards and models (Pardo
et al., 2012). In the process of writing a standard, the use of ontologies from the very begin-
ning removes the effects of inconsistencies between models, the confusion resulting from
synonym, and eventual terminological conflicts not only between different hierarchical
levels, but also between different standards. In the field of PSE, several works (Morbach,
2009; Venkatasubramanian, 2009a; Muñoz et al., 2010; Cecelja et al., 2015; Muñoz et al.,
2015; Henning, 2017b) have recently used ontologies to
(i) build intelligent software systems,
(ii) use them as a support tool for systematic analysis of data,
(iii) use them as a knowledge management tool and
(iv) address an emerging technology to look beyond the traditional modelling and solu-
tion methods.
This section presents results circumscribed to Paradigm 2 in Figure 4.15, obtained from
processing the text of ISA88 and extracting an ontology representing the knowledge in
it. Undefined concepts, extended use of synonym, and misleading use of adjectives have
been detected in the document, which have been identified as problems, not only for the
implication of automatic processes, but also for human readers. Thus, the contribution is
an analysis and suggestions for developing normative standards.
4.4.3. Application: Analysis of the ISA88 Standard
This section presents the analysis of inconsistent cases performed after the development of
the ontological model as described in the previous section. The study has been limited to
the normative concepts (i.e. the concepts defined in the standard) and it allows suggesting
ways to enhance the procedure for creating standards by means of additional guidelines
of good practices. For comparative purposes, this work uses the 2006 and 2010 versions
of ISA88 Part 1 (ISA88R2006 (ISA, 2006b) and ISA882010 (ISA, 2010)), and the latest
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version of Part 2 (ISA, 2001), Part 3 (ISA, 2003) and Part 4 (ISA, 2006c). For the sake of
clarity, abbreviations and definitions are given in the glossary section.
Only the taxonomy of the ontology is considered and misused concepts and definitions are
detected by using the methodology. Detecting inconsistencies results in 41 issues (con-
cepts with more than one parent) that are detected from the taxonomy (ontology skele-
ton). 26 of them are excluded from the list of concepts not relevant to batch control. 10
concepts are reported in this paper, as they are normative concepts and lead to different
discussions.
The rest of the examples are also solved with the subsumed relation approach, which
removes the unnecessary relations that can be inferred through other relations (e.g. “Qual-
ityInformation is-a Information”, “QualityInformation is-a ProductionInformation” and
“ProductionInformation is-a Information” at the same time: this is solved by removing
the relation from “QualityInformation” to Information since it can be inferred through the
“ProductionInformation” concept). Next, the “Parameter” concept is shown as a specific
example presenting no problems in Figure 4.16. In the “Parameter” example, all the rela-

















Figure 4.16.: “Parameter” concept and its taxonomy
4.4.4. Analysis of Detected Inconsistencies from the Ontological Point
of View
Detected cases and solutions are explained in this section. All cases are selected from nor-
mative concepts with two or more super-concepts where an inconsistency can be detected
and an outline for explanation of these cases is given as follows:
(i) The pattern matching has located a set of phrases in the text of ISA88 Standard that
define or add information to the concept classification. They are shown in Tables 4.6
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and 4.7. In the table, bold words represent concepts and underlined words represent
connectors in the patterns except definition pattern, which is depicted with “:”.
(ii) Concept names are distinguished from normal text using CamelCase in this thesis.
(iii) Issues related to the selected normative concept from ISA88R2006 are presented in
the following subsections, see also the corresponding fragments in Tables 4.6 and
4.7.
(iv) Discussion on the solution after identifying the problem is given and the revised
ontology view is depicted in a figure.
















“recipe element: a structural entity that ...” Y N -
“A recipe element is a representation of ...” N N P4
Control
Module
“...equipment entities such as units, equipment
modules, and control modules.”
Y N -
“...the lower level entities, such as equipment
modules and control modules.”
Y Y -
“control module: The lowest level grouping of
equipment ...”
Y Y -
Procedure “...the procedural element, such as procedure, N N P4
“procedure: The strategy...” Y N -
Control
Recipe
“...include data such as control recipes,...” N N P4
“control recipe: A type of recipe which...” Y Y -
Equipment
Module
“...equipment entities such as units, equipment
modules ...”
Y N -
“equipment module: A functional group of
equipment...”
Y Y -
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“...elements of batch production such as cam-
paigns, unit procedures, ...”
Y N -
“... recipe or equipment procedural element
smaller than a complete batch, such as a unit pro-
cedure,...”
N N P4
“...procedural element, such as procedure, unit
procedure,...”
N N P4
“unit procedure: A strategy for...” Y Y -
Phase “Phase: The smallest element of procedural con-
trol that...”
Y N -
“...recipe or equipment procedural element
smaller than a complete batch, such as a unit pro-




“...data such as control recipes, master
recipes,...”
N N P4
“master recipe: A type of recipe ...” Y Y -
“...sources such as other types of schedules, mas-
ter recipes, ...”
Y Y -
“A master recipe is a template recipe...” N N P4
General
Recipe
“general recipe: A type of recipe...” Y Y -
“The general recipe is an enterprise level
recipe...”
Y N -
“A general recipe is a container of ...” N N P3
“A general recipe is a corporate recipe...” N N P3
“A general recipe is an enterprise-wide
recipe...”
N N P3
“A general recipe is a type of an equipment-
independent recipe.”
N N P3
4.4.4.1. Pruning the “BatchControl” Concept
Figure 4.17 shows how the “BatchControl” concept concludes with two parents in the
ontology constructed from the text. These relations are accepted because this is the real
idea taken from the text of the standard.
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Figure 4.17.: “BatchControl” case
4.4.4.2. Pruning the “RecipeElement” concept
Figure 4.18a shows how the “RecipeElement” concept pertains to two super-concepts:
“Representation” and “StructuralEntity”. The decision made here is to remove the “Rep-
resentation” concept, which is detected from Part 4, and to keep the relation with “Struc-
turalEntity” being used as a synonym of “Entity” concept in ISA88 (shown in Figure
4.18b).










Figure 4.18.: “RecipeElement” case
4.4.4.3. Pruning the “ControlModule” Concept
Figure 4.19a shows how the “ControlModule” concept has three super-concepts: “Low-
erLevelEntity”, “GroupingOfEquipment”, and “EquipmentEntity”. Other super-concept
“PieceOfEquipment” is shown in the graphic to have enough information for making a
decision. Upon inspecting this segment of the ontology, it is clear that many concepts are
being used as synonyms: “PieceOfEquipment” and “GroupingOfEquipment” give the im-
pression of different ways of naming “EquipmentEntity”. Instead of just removing these
concepts, they have been kept, but marked as synonyms in Figure 4.19b. Additionally, the
“LowerLevelEntity” is removed since the explanations related to the degree of the entity
is not clear.
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Figure 4.19.: “ControlModule” case
4.4.4.4. Pruning the “Procedure” Concept
Figure 4.20a shows the ontology segment for the “Procedure” concept and how this con-
cept pertains to two different super-concepts: “ProceduralElement” and “Strategy”. The
decision here was to remove the “Strategy” concept since control strategy is defined as
strategy in the standard taxonomy, and the “ProceduralElement” concept is not at the same
level of control strategy. Figure 4.20b shows the results after the pruning phase of the
“Procedure” concept. Additionally, this decision is consistent with ISA882010, where the
definition has been reformulated removing strategy in favor of the “ProceduralElement”
concept.








Figure 4.20.: “Procedure” case
4.4.4.5. Pruning the “ControlRecipe” Concept
Figure 4.21a shows how the “ControlRecipe” pertains to two super-concepts: “Data” and
“Recipe”. The decision here was to remove “Data”, which comes from Part 4, considering
the recipe model is modelled in the batch control systems. Figure 4.21b shows the results
after the pruning phase.
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Figure 4.21.: “ControlRecipe” case
4.4.4.6. Pruning the “EquipmentModule” Concept
Figure 4.22a shows the section of the ontology where the “EquipmentModule” concept
is revealed to pertain to three super-concepts: “FunctionalGroupOfEquipment”, “Low-
erLevelEntity” and, “EquipmentEntity”. Decisions from the pruning procedure are that
“EquipmentEntity” and “FunctionalGroupOfEquipment” are synonyms; the “LowerLeve-
lEntity” concept is removed since it gives ambiguous information. Figure 4.22b shows the
results after the pruning.















Figure 4.22.: “EquipmentModule” case
4.4.4.7. Pruning the “UnitProcedure” Concept
Figure 4.5a shows that the “UnitProcedure” concept pertains to five super-concepts: “Pro-
ceduralElement”, “RecipeProceduralElement”, “ElementsOfBatchProduction”, “Equipment-
ProceduralElement”, and “Strategy”. In the pruning step, the relation between the “Unit-
Procedure” concept and the “Strategy” concept is removed by persisting the decision made
for the “ControlStrategy” concept case, and the relation between the “UnitProcedure” con-
cept and the “ElementsOfBatchProduction” concept is removed since all the concepts in
the ISA88 Standard are considered as the “ElementsOfBatchProduction” concept. The
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“ProceduralElement” is a super-concept of the “RecipeProceduralElement” and “Equip-
mentProceduralElement” concepts and the “UnitProcedure” concept is in the same level of
these “RecipeProceduralElement” and “EquipmentProceduralElement” concepts. Finally,
the relation between the “UnitProcedure” concept and the “ProceduralElement” concept
is kept depending on the pattern from Part 4 and Procedural Control Model figure (Figure
7 in Part 1) in the standard. The revised ontology is depicted in Figure 4.22b. Further-
more, this is again shown to be consistent, since the “RecipeProceduralElement” and the
“EquipmentProceduralElement” concepts are no longer included in ISA882010.
















Figure 4.23.: “UnitProcedure” case
4.4.4.8. Pruning the “Phase” Concept
Figure 4.23a shows that the “Phase” concept pertains to three super-concepts: “Procedu-
ralControl”, “EquipmentProceduralElement”, and “RecipeProceduralElement”. Since the
“RecipeProceduralElement” concept and the “EquipmentProceduralElement” concept are
not part of the procedural model in the standard, these relations are removed and a relation
to the “ProceduralElement” concept is added. In addition, the “SmallestElementOfProce-
duralControl” concept is removed since it gives part-of relation between those concepts.
As a result, the final decision on the concept is depicted in Figure 4.23b.
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Figure 4.24.: “Phase” case
4.4.4.9. Pruning the “MasterRecipe” Concept
Figure 4.25a shows how the “MasterRecipe” concept is simultaneously related to four
super-concepts: “Data”, “Recipe”, “Source”, and “TemplateRecipe”. Relations coming
from the Part 4 (Data and TemplateRecipe) are removed from the taxonomy because the
Part 4 of the standard focuses on batch production database records. In addition, the
relation to the “Source” concept is removed because of the consistency of recipe model.
The “Recipe” concept is allowed. Final decision is depicted in Figure 4.25b.












Figure 4.25.: “MasterRecipe” case
4.4.4.10. Pruning the “GeneralRecipe” Concept
Figure 4.26a shows that the “GeneralRecipe” concept pertains to six super-concepts: “Con-
tainer”, “Recipe”, “EnterpriseLevelRecipe”, “CorporateRecipe”, “EnterpriseWideRecipe”,
and “EquipmentIndependentRecipe”. Relations extracted from the Part 3 contain the
“GeneralRecipe” segment and this generates misperception by giving additional descrip-
tions with synonym concepts to the “GeneralRecipe”. Other concepts are created as differ-
ent concepts such as the “EnterpriseWideRecipe”, the “EnterpriseLevelRecipe”, and the
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“CorporateRecipe” concepts. Since all they represent the same concept, the is-a relations
are changed to the is-synonym relation. The relation between “GeneralRecipe” and “Con-
tainer” is removed since containment leads to part-of relation. Finally, the is-a relation
between the “GeneralRecipe” concept has a “is-a” connection to the “Recipe” concept
through the “EquipmentIndependentRecipe” as shown in Figure 4.26b.
























Figure 4.26.: “GeneralRecipe” case
4.4.5. Guidelines for Normative Document Writing
Cases in Section 4.4.3 show how a topological analysis of the ontological model allows
detecting inconsistent lexical issues that may undermine the precision of the model to
be standardized. As another result of this work, this section gives some guidelines to
avoid these problems in a technical document defining a model. Hence, recommendations
can be suggested to improve the development and writing of technical standards. Issues
are explained with following logic: (i) problem, (ii) guideline, and (iii) example from
ISA88.
Figures: The methodology presented relies on the automatic matching of textual pat-
terns in the document. However, figures in a document cannot be processed in this way.
The development of an automated process to infer semantic models from unprecedented,
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non-normative figures are out of the scope of this work, as well as currently unlikely. Thus,
an expert has to inspect figures manually to extract information from them. In the case of
ISA88, the lack of a legend in several figures made it difficult to extract information prop-
erly. This issue is more affecting when arrows of different kind occur in the same figure
and no legend explains their different meaning (e.g. Figure 11 in (ISA 2000) is updated in
the new version (ISA 2010) of standards).
Guideline: Add textual information to figures (legends, notes) when ambiguity exists.
Synonym: Although synonym is a powerful rhetorical resource of the language, having
multiple names for the same concept goes against precision and clarity. Terms and partic-
ularly normative definitions should be strictly followed in standard. For example, the case
in Section 4.4.4.6 shows how several names are used for referring to the same concept
in ISA88: “Equipment”, “GroupingOfEquipment”, “EquipmentEntity”, and “PieceOfE-
quipment”. This diversity of concept names damages both human comprehension and
computer automation.
Guideline: All references to the same concept should stick to the chosen name. The
synonym usage should be avoided or explicitly declared especially for the normative
concepts.
Polysemy: Polysemy is the usage of similar names for different concepts. Although it
can be understood by humans, it is a challenging task for computers. For instance, the con-
cept “Phase” is a procedural element in the procedural model but also the “RecipePhase”
concept exists in the standard, which is part of the “RecipeProcedure” concept.
Guideline: Use different names for different concepts.
Adjectives: ISA88 Standard is using adjectives with great care. Qualifier adjectives are
likely good indicators of an “is-a” relation between concepts such as “ProceduralControl
is-a Control”. The “Procedural” is used in 38 different concepts thus creating new concepts
for instance, “ProceduralElement”, “ProceduralControl”, “ProceduralHierarchy”, “Proce-
duralElementReference”. More confusing are grade adjectives and comparative adjectives
such as used in the “LowerLevelEquipment” concept, since they suggest the existence of
possible superclasses (“LevelEquipment” or “Equipment”), and further relations.
Guideline: Avoid using comparative and unnecessary adjectives.
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Adjectives with antonym: Another adjective usage is adjectives creating antonym as
used in the “CommonResource” concept, which is also discussed by Fischer Bandy and
Emerson (1996). These adjectives should be used with great care since they create the
antonym of the concept and the ambiguity arises owing to searching the antonym of the
concept.
Guideline: To avoid the ambiguity, adjective usage should limited to determining adjec-
tives.
4.4.6. Discussion of Normative Documents Supported by Ontologies
Prior works have documented different ways of producing ontologies or conceptual mod-
els. They are based on either the exhaustive search of a great amount of noisy data. On the
other hand, writing technical documents requires a great effort because the intrinsic ambi-
guity of NL, which tends to increase the length of these documents. This work is part of the
continuing development of methodology for semi-automatic ontology construction, aimed
at creating domain ontologies in a systematic way using technical standards as resource.
It contributes an original use of semantic modelling for improving the development of au-
tomation standards and the subsequent development of automation software, according to
the standard. Consequently, the main objective of the method is to systematically check
the consistency of technical documents and provide suggestions for consistency improve-
ment.
ISA88 Batch Control Standard is used as the case study in this methodology and the issues
regarding to conceptual modelling that have appeared are now discussed and shared with
the automation community. Quantitative assessment of the performance of the methodol-
ogy presented is difficult due to the lack of convenient metrics for quantitative comparison.
Furthermore, the most significant drawback is the lack of repetitive cases for sampling and
comparing. However, the paper addressed a comparison between ISA 2006 and 2010 in
regard of the issues automatically detected by the proposed approach and those issues that
were detected and improved by a team of experts after a revision procedure.
As a result, improvement suggestions arisen from the analysis performed in this work
are compared with the newer version of the standard when it is applicable. On the other
hand, technical standards appear in many communities, engineering fields and study areas,
and this methodology may have a significant impact in applications with large sets of
models.
An evolution of different paradigms for standards development has been explained in Sec-
tion 4.4.1. ISA88 is shown to be an example of the first paradigm, where a team of domain
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experts meets to agree a model for a domain model. A mid step of this evolution could be
exemplified by B2MML (MESA, 2018), a mark-up language that is based in ISA88 and
ISA95. In this case, a team of area experts has examined ISA88 and has built an object
diagram of concepts and relations together with a language for information interchange
based in XML or specifications. A first step in this evolution towards Paradigm 3 would
be those automatic pattern matching processes that help area experts to build an ontology.
This ontology would be more powerful than an object model since it allows performing
inferences through axioms.
In third step proposed, an ontology would be constructed in parallel and in coordination
with a NL text document. The result of this would be twofold: one document for humans to
be read with a high degree of precision and clearness, and an information resource directly
usable by computers. There would be no need for a two-step process as in Paradigm 2
where two teams meet, first to write a standard, and later to understand it and give an
interpretation of it. In Paradigm 3, the text and its interpretation would be coordinated and
simultaneous.
4.5. Concluding Remarks
This chapter has addressed the construction of domain ontologies that provide a basis re-
garding concepts and relations using ontological modelling techniques. The developed
approach uses a semi-automatic construction of domain ontologies from normative docu-
ments methodology (SECOND Methodology) that combines automated and manual pro-
cedures resulting in a methodology capable of fast and accurate detection of concepts from
normative documents (i.e. technical documents, standards).
Automated methods used to build ontologies tend to produce the extraction of irrelevant
concepts and misleading relations. These issues are caused by ambiguous figures, unde-
fined concepts, extended use of synonyms, and use of adjectives in the text. Thus, the idea
has been to introduce steps to combine both automated and supervised processes. This
work has described how an ontological analysis of the text of a standard is a powerful
tool that can help to enhance the precision of the text and speed up the implementation of
automation software complying the standard, as well as finding a practical application to
a theoretical study. Therefore, the starting assumption has been the intelligent selection
of texts will reduce the noise and allow a fast and straight identification of concepts and
relations.
97
Chapter 4. Systematic Construction of Conceptual Models: Domain Ontologies
This chapter presented (I) the SECOND Methodology for building domain ontologies
based on the processing of normative documents as well as (II) implementation of the
methodology to a standard and (III) improvement of the sources.
(I) The starting point of the five-step SECOND Methodology is (i) the extraction of
relation (e.g. the ISA88 Standard among many papers and books) and (ii) the de-
termination of binary relations between these terms (i.e. origin and destination con-
cept pairs). Afterwards, the methodology is completed by (iii) building branches
by introducing extracted concepts, non-textual information (from tables, charts and
figures), implicit information, (iv) pruning the ontology and (v) resolving incon-
sistencies and contradictions by solving complex cases. In the end, another cycle
starts with a new relation from the step (i) for the enrichment of the domain ontol-
ogy. The presented steps have many aspects to be improved using AI techniques and
paradigms as well as with appropriate automated tools to support human supervi-
sion. The developed SECOND Methodology is expected to be a source of ontology
construction methodologies since each step is open to improvements against new
advances (e.g. image processing, decision-making).
(II) The ISA88 Standard case study is used to show the potential of the SECOND
Methodology. The cycles of the methodology have been implements. The ap-
proach has captured comprehensive information from the standard comparing the
previously developed ontologies from the same ISA88 Standard. Additionally, the
resulting ontology of the case study has been used as a basis for further develop-
ments in this thesis. Provided concepts and relations are used in Chapter 5 to solve
problems that appear at the multi-level functional hierarchical activities in decision-
making; these concepts and relations based on the PS Domain have been connected
to a DMM. The domain has supported the conceptual modelling of DMMs (see
Chapter 7), concepts and relations. In addition, the integration of the CC Domain
and PS Domain has been achieved in Chapter 7. Finally, application, sequences and
algorithm for DMM construction procedures are presented in Chapter 8.
(III) The SECOND Methodology also allowed detecting inconsistencies arisen during
the domain ontology construction and has improved the quality of normative docu-
ments by suggesting improvements. Due to this consistency checking, the formal-
isation of conceptual models and subsequent writing of normative documents have
been simultaneously analysed; moreover, new guidelines have been proposed for
their application to future normative document writing.
The contributions of this chapter can be listed as follows:
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• The SECOND Methodology has been developed; the ISA88 Standard is used as a
case study of the methodology and a more comprehensive modelling of PS informa-
tion within a common and a shared domain has been built
• The consistency checking to improve normative document sources has been achieved
using the SECOND Methodology.
As for future work, this research line includes the enrichment of the SECOND Method-
ology with further cycles so that the methodology can learn more about the normative
document. Thus, a relation clustering method should be further developed to determine
the relation clusters for next cycles. Clustering may require a broader grammatical inves-
tigation on verbs that may conclude an improved ontology.
Furthermore, the use of other technical documents connected to the domain and automat-
ically search algorithms from the internet to get implicit knowledge may be explored. It
may also be interesting to use other technical documents related to the domain and apply
automatic search algorithms to get implicit knowledge from the Internet.
The contribution of this chapter can be summarized as follows:
Contribution 16: The SECOND Methodology has been developed; the ISA88 Standard
is used as a case study of the methodology and a more comprehensive modelling of
PS information within common and shared domain has been built.
Contribution 2: The consistency checking to improve normative document sources has
been achieved using the SECOND Methodology.




Integrated Management of Process Systems
Decision-making assigned to different hierarchical levels requires using complex math-
ematical models and high computational efforts for problem-solving, not including the
need of extensive management of data and knowledge in Process Systems (PS). This
chapter addresses decision-making in integrated systems by managing the data entered
in a Decision-Making Model (DMM). It also proposes a comprehensive solution approach
to the data and knowledge management framework, and guidelines for Computer-Aided
Process Engineering (CAPE) tools for managing the corresponding cyber-infrastructures.
The methodology presented in this chapter has been developed with the support of con-
cepts from a domain ontology, which is one of the outcomes of the SECOND Methodology
(explained in Chapter 4). Concepts were also taken from an early version of the Process
Systems Management (PSM) ontology, and then relations for the knowledge management
framework were added. This development of knowledge also started to shape the PS Do-
main. In this chapter, the PSM ontology is the connector between the introduced data, the
DMMs developed to solve decision-making problems, and the necessary information to
build the required problem instances. The methodology used in this chapter demonstrated
its capability to exploit different decision-making processes in complex cases, which lead
to new applications and/or extensions of these flexible and robust DMMs. Finally, the
solution methodology presented in this chapter has become one of the bases of the Con-
ceptual Constraint (CC) Domain that was explained and exploited in Part III and Part IV,
for the use of previously built DMMs for solving new problem instances.
5.1. Introduction
Recent research has addressed integrated management of PS. However, it is generally ac-
cepted that academia and industry do not achieve a common ground for PS integration
because mapping between (real) complex systems and case studies is hard to accomplish.
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On the other hand, many works have recently started to establish a link between hierar-
chical levels using conceptual models (Vegetti and Henning, 2015; Vegetti et al., 2016;
Muñoz et al., 2015) (see Section 2.4.2 for further explanations). An essential element in
linking planning and scheduling activities is the ANSI standards: ISA88, ISA95 (ISA,
2010, 2000), which deals with the procedural, physical, and process models, and data ex-
change in PS. Similarly, supporting models, like BatchML in XML schema files, for these
standards can be found (MESA, 2018).
An extensive study of the general problem of vertical and hierarchical integration is need
and advanced tools and extensive DMMs have to be used to support the decisions in this in-
tegration procedure. Three main strategies have been suggested for solving the integration
problem: (i) hierarchical, (ii) iterative, and (iii) full-space methods. All of them require
computationally effective formulations, communication between the models and comple-
mentary strategies (Maravelias and Sung, 2009). Recently, Muñoz et al. (2015) have used a
full-space method to solve the integration problem, and also used an ontological approach
for communication between master and slave formulations supported by a Lagrangian
decomposition approach. Concurrently, Fedorova et al. (2015) have used generic model
templates constructed with an ontology, that provided several layers to create new models
from already existing templates in the domain of process modelling. Besides these inte-
gration techniques and generic approaches, this work introduces a further step to bring a
new solution to the integration of planning and scheduling levels.
This chapter addresses integration problems using ontologies to develop information flow
channels, and proposes a general solution strategy for decision-making in integrated man-
agement systems. The goal of the methodology is to use mathematical programming mod-
els that solves different problems by manipulating the input data structure. The details of
developed methodology are explained below by using separated modules.
5.2. Methodology
The proposed methodology systematically analyses the procedure by using four modules.
These modules introduce different support routines for the problem solving as follows:
Module 1: Data Flow to collect data,
Module 2: XML file(s) to transform data,
Module 3: OWL file(s) to transfer data, and
Module 4: DMM(s) to solve the problem.
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In addition, there is an ontology management tool for preparing the input structure of the
DMMs in the proposed methodology.
An overview of these modules and their connections to create functionalities are shown in
Figure 5.1. Afterwards, each module and the ontology management are explained.
5.2.1. Module 1: Data Flow
This module was built to maintain the data flow from/to different interfaces and/or data
structures. Module 1 collects the data based on the ISA88 Standard and was developed
to sustain the functionality of the methodology, considering its compatibility with other
modules. The following is a list of some of the potential tools and methods used by this
module for collecting data introduced as follows:
• Pre-modelled interfaces according to concepts and relations behind the main func-
tionality,
• Structure creation without using interfaces,
• Mapping by following modules to previously structured files (e.g. .mat files, JSON
files, XML files, databases),
• Drawing tools that can capture network structures and
• Introducing an environment that allows users to create their own excel files that can
be read by the system.
5.2.2. Module 2: XML file(s)
Module 2 stores the XML file(s) used to maintain the communication between module 1
and module 3. Each node in an XML file holds concept names, instance names, object
properties, and data properties to be loaded to the OWL file. This module is essential for
the connection of separately structured data and needs to be developed in coordination
with the master ontology (in module 3) and data flow structure.
Figure 5.2 shows a template of an XML file. These XML files are loaded into OWL files
according to the case study requirements. The concepts and relations (object properties)
between concepts, including instances of concepts, and data property of instances can be
loaded into OWL using this XML template. The crucial challenge is to be able to convert
any data introduced through module 1 into the structure for uploading into the ontology
by using this template.
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Figure 5.1.: Integrated management of PS methodology overview
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Figure 5.2.: XML template of the integrated management of PS
5.2.3. Module 3: OWL file(s)
Module 3 has a master ontology that is the static structure in this methodology and in
this case study the master ontology is an OWL file with concepts and object properties.
The first step is to copy the master ontology as a case study of OWL files. Afterwards,
these case study OWL files are populated with instances and their object property and data
property connections according to data from XML files. XML files are loaded to the case
study OWL files using a Java-based instance manager.
The master ontology remains in its present form as long as a DMM(s) in module 4 remains
the same. The improvement of the master ontology occurs when a new DMM appears
in module 4 (explained in Section 5.2.4), and the queries are built using the ontology
management tool (explained in Section 5.2.5).
5.2.4. Module 4: Decision-Making Models
This module may contain DMMs with and already built in different range of functionalities
(e.g. scheduling, planning, long-term planning, design). The goal is to store DMMs and
model their input structure using an ontology management tool. Information from a case
study (stored in OWL files) will then be automatically retrieved and sent to a DMM for a
solution. In this work, DMMs are modelled using GAMS (GAMS, 2016) modelling soft-
ware, even though the methodology is suitable for connecting different tools and software
applications.
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5.2.5. Ontology Management Tool
OntoCEP1 has been used as the ontology management tool in this methodology because
it enables searching the established connections between concepts in an ontology, saving
queries from these connections, and retrieving information from a case study OWL among
other functionalities. Plus answers to queries can be saved as input syntax of GAMS
by this software application. The query construction is one of the essential tasks in this
methodology since each DMM has particular input structures connected to PS. Conse-
quently, the objective is to build the input structure of each DMM inserted into the system,
and provide a set of queries to receive data from case studies. This task is accomplished
with the following steps: (i) select a DMM, (ii) establish input structure of the DMM in
master ontology and (iii) create a set of queries for information retrieval.
Apart from its primary task, OntoCEP can check inconsistencies in the loaded information
in the case study OWL files, and detect missing information in the case of an empty query.
The detection of missing information provides feedback to other modules to reduce faults
that may appear during the data collection and processing.
5.3. Case Study: Area Manager
The methodology is implemented as a CAPE tool, a case study with different scenarios is
used to show the adaptability of the application.
The case study is organised from an area manager point of view who is responsible for the
planning and scheduling of two products in three process cells. The physical model of this
multi-process cell is illustrated in Figure 5.3. The state-task network (STN) of the case
study can be seen in Figure 5.4 (drawn with yEd graph editor), in which each scenario has
been built using the same recipe.
5.3.1. Scenarios
There are three different scenarios that consider these process cells (together and sepa-
rated)to satisfy the demands that are planned as follows:
Scenario 1: The first scenario includes the original case study from Kondili et al. (1993)
identified as Process Cell 1 (PC1). Additionally, two more process cells are created
by increasing and decreasing the reactors’ maximum batch size by 10% in Process
Cell 2 (PC2) and Process Cell 3 (PC3), respectively. Furthermore, the total demand
1For more information please contact the group CEPIMA (CEPIMA.upc.edu).
106





















Figure 5.3.: Case study: Physical model of multi-process cell
Figure 5.4.: Case study: STN
(1500 units of Product1 and 1200 units of Product2) is equally divided among all
the cells, so that the optimisation problems are solved separately for each process
cell.
Scenario 2: The second scenario has a holistic view of the problem where all process
cells are allowed to share intermediates. The total demand is then assigned to the
entire area (i.e. a collection of three process cells) instead of addressing each process
cell separately. Furthermore, intermediate storage amount is tripled for this scenario.
Scenario 3: The third scenario consists of mapping the amount of demand and process
outputs for each process cell according to process cell capacity change. The de-
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mand for each product from PC2 is increased by 10%, while the same amount has
decreased in PC3. Like the previous scenario, intermediate storage amount has been
tripled.
5.3.2. Application of the Methodology
The application of the methodology using modules is explained using three steps as fol-
lows:
(i) Start the data flow module, which is used for the introduction of case study data to
the system,
(ii) Translate the case study data of unique OWL files in the case study and
(iii) Open the OWL files that are used to create and solve the DMM.
Modules are supported by the mark-up languages such as OWL (web ontology language)
and XML (extensible mark-up language). Additionally, specific tools are used in the im-
plementation of the methodology:
• A user interface is created using Matlab GUI (graphical user interface),
• Structures to build XML files are constructed using Matlab,
• Connections between XML and OWL are achieved with a JAVA-based ontology
management tool and
• Mathematical formulations are implemented in GAMS.
5.3.2.1. Data Flow (Module 1)
For this case study, a Matlab-based GUI implementation and a graph editor to support
the system’s graphical representation were used. The GUI window used to introduce the
recipe instance, which belongs to the case study, is shown in Figure 5.5.
Afterwards, the STN was drawn as in Figure 5.4 using the yEd graph editor (YWorks,
2018). This drawing has been saved as a .txt file for the next step (shown in Figure 5.4).
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Figure 5.5.: Implemented interface view
Figure 5.6.: Text view of yEd file of the case study
5.3.2.2. Data to OWL (Module 2 - from Module 2 to Module 3)
This step receives information from the data flow module, saves it as a known structure
following the XML template, and loads the information to the OWL files as required by
the scenario under evaluation (Interface —> XML —> OWL). XML files are loaded to
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the case study OWL files used by the scenario that proviodes the flexibility for each sce-
nario.
The data introduced from Figure 5.5 was transformed into an XML file, see Figure 5.7.
The information saved in the XML file does not only include an instance of process input
and output but it also includes the “classNames” tag that is introduced through the GUI
application.
Figure 5.7.: Excel view of the saved XML file
The XML files related to the case study have been selected for each scenario and loaded to
the case study OWL files. For instance, the “UnitProcedure” concept received 5 different
unit procedures as shown in Figure 5.8 or the “ProcessCell” concept has 3 instances.
Figure 5.8.: "UnitProcedure” and “ProcessCell” concepts and their instances
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5.3.2.3. From OWL to DMM (from Module 3 to Module 4)
This step presents a high complexity since it requires the definition of a DMM, as well as
introducing the corresponding queries of the DMM input structure to the ontology man-
agement tool. Here, a short-term scheduling formulation (Kondili et al., 1993) is used
to solve the case study scenarios. The input structure of the DMM was analysed and 26
different input structures (resulting queries) were detected. For instance, the “ProcessIn-
put.set” file is included in the GAMS file that is supposed to receive a set of inputs from
an OWL file (i.e. belong to the “ProcessInput” concept) as in Figure 5.8. Table 5.1 shows
sample interaction between DMM input queries and data retrieved for each input.
Table 5.1.: Examples of normative rules and conclusions








Raw material set in
planning








Unit procedures in order to
manufacture products








Inputs of unit procedures
Finally, the case study information has been entered in the model, and the DMM input
structure presented in Table 5.1 has been used for its solution. In the end the DMM was
solved using GAMS 23.8.2 and the Cplex solver.
5.3.3. Summary of the Implementation
All generated scenarios use the same recipe information (i.e. STN, procedural model), but
each process cell (PC1, PC2, and PC3) has been built with separate information. When
solving scenario 1 (depicted in Figure 5.9), XML files for each process cells are loaded
to three different OWL files. The DMM is then solved three times for different problem
instances. Scenario 2 and 3 include all the XML PC1, the XML PC2, and the XML PC3
and recipe for solving the problem, except that the demand information should be shared
a constraint for the demand balance that is included for the solution of scenario 3. To
ensure the information introduced for each scenario does not repeat the recipe information
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that is shared by each added process cell addition to easy combination and flexible usage.
Scenario 2 and scenario 3 include all XML files (PC1, PC2, and PC3), as well as the recipe
information to solve the problem. However, the scenario 3 includes process cell-specific
demand information. As required by the scenario 3, a constraint for demand balance is
also added to the DMM. Recipe information is shared by all process cells, enabling greater
flexibility by avoiding redundant data.
5.3.4. Results
The results have been organized as computation results (see Section 5.3.4.1) and metrics
of master ontology (see Section 5.3.4.2) for each scenario.
5.3.4.1. Solution of Scenarios
Table 5.2 summarizes the results for presentation to an area manager who is responsible
for making decisions related to planning and scheduling. Each scenario is designed as
a different decision-making problem and is proposed to demonstrate the methodology’s
capabilities for complex cases. For instance, if the problem requires assigning process
cells to specific production orders, the manager can choose a process cell from scenario 1
by inspecting the optimal scheduling solutions in the make-span column from Table 5.2.
Scenario 2 contains the optimal scheduling data when the demand is not assigned to spe-
cific process cells, while scenario 3 considers that the demand is assigned to each process
cell (a more restricted/constrained case). Scenario 2 has the highest profit since the prob-
lem is constructed monolithically and constraints on demand are removed when compared
to scenario 3. Furthermore, computational effort is shown in Table 5.2. The lowest ex-
ecution time is obtained when constraints on product demand are removed (i.e. scenario
2), while scenarios 1 and 3 require higher computational efforts, with scenario 3 the one
having the highest execution time. The required computational effort is lower when the
maximum batch sizes increase (scenario 1).
5.3.4.2. Ontology Metrics
Table 5.3 introduces a summary of ontology metrics for all scenarios2.
For the first scenario, the problem has been solved three times with the same structured
information that is shown in Table 5.3. In the table, the first part of this scenario (scenario
2AL: Attributive language with concept intersection, atomic negation, universal restrictions, E: Full existential
qualification, (D): Use of data properties, data values or data types, and H: Role hierarchy - sub-properties
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Figure 5.9.: Preparation of scenarios in practice
1a) has been included using the same information structure but with different data values
for scenario 1b and 1c. The number of instances (class assertion), object property asser-
tion, and data property assertion, increased in scenarios 2 and 3 by less than three times
when compared to scenario 1a. This is due to the fact that all scenarios share the same
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Table 5.2.: Result of scenarios
Scenario Process
Cells
Product Demand Make-span Profit CPUs
1a PC1 1 500 units 40 hour 13432 units 0.5932 400 units 31 hour
1b PC2 1 500 units 40 hour 13535 units 0.453(10% more) 2 400 units 21 hour
1c PC3 1 500 units 40 hour 13393 units 0.889(10% less) 2 400 units 21 hour
2 PC1, PC2, 1 3*500 units 40 hour 40705 units 0.125PC3 2 3*400 units 22 hour
3
PC1 1 500 units 40 hour
40602 units 0.562
2 400 units 25 hour
PC2 1 550 units 39 hour2 440 units 33 hour
PC3 1 450 units 32 hour2 360 units 30 hour
Table 5.3.: Ontology metrics comparison from master ontology to each scenarios
Ontologies: Master
Ontology
Scenario 1a Scenario 2 Scenario 3
Metrics
Class count 501
Objective property count 15
Data property count 22
Instance count 0 94 199 205
DL expressibility ALE + (D) ALEH + (D) ALEH + (D) ALEH + (D)
Individual axioms
Class assertion 0 94 199 205
Object-property assertion 0 129 217 229
Data-property assertion 0 86 169 175
information. The difference between scenario 2 and 3 is a result of the separated demand
assignment to 3 process cells and 2 products.
5.4. Concluding Remarks
This chapter proposes a methodology for integrated management of Process Systems (PS).
It also includes a modular approach for data management and a flexible way of making
decisions on the planning level have been entered. The chapter uses ontology and the
Process Systems Management (PSM) ontology from the previous chapter. This ontology
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enables the link between semantic models and Decision-Making Models (DMMs), and is
part of the PS Domain.
The data needed to solve the different optimisation problems in different production sce-
narios is entered in to a problem formulation through a single interface, and the PSM
ontology then determines the problem instance to be solved. The methodology showed
robustness and flexibility for developing more complex cases and is flexible enough to
use different auxiliary tools (like sophisticated drawing tools for efficiently feeding data
to the ontology). Some flexible solution strategies are applied to solve various problems
that are developed by extending the base problem. Mainly, alternative physical models,
holistic models, and information connections are investigated. The research of develop-
ments related to the concepts that appear in the PS Domain has been connected to DMMs,
and a series of scenarios were solved in order to demonstrate the benefits of semantic
modelling.
In summary, Chapter 5 explains an implementation of the PS Domain before the concep-
tualized constraints introduction (detailed in Part III). To this end, the chapter uses the
ontology constructed in the previous chapters and links the semantic models to the DMMs
without the elements of the conceptualised constraints. After presenting results obtained
with the ontology modelling in PS, a new section has been developed for the conceptu-
alisation of the DMMs. As an extra contribution, this chapter addresses the usage of the
PS Domain in a software implementation to solve different problems that may appear in
multi-level hierarchies.
The contribution of this chapter can be summarised as follows:
Contribution 3: For the outcome of the SECOND Methodology, the PS Domain has been
used to model the PS information within a common and shared domain. Addition-
ally, this model information has been used in the solution of multi-level functional









Introduction to Constraint Conceptualization
The integration of decision-making process is typically assigned to bring different func-
tional hierarchies (strategic, tactical, and operational) together in Process Systems (PS)
with the aim of producing a better solution for a current issue. It requires the use of so-
phisticated mathematical models and great computational efforts, in addition to the need
for extensive management of data and knowledge within the PS Domain. This part (Part
III) investigates how Decision-Making Models (DMMs) are conceptualised and linked to
the PS Domain. As a first step, this chapter introduces the conceptualisation of constraints,
which is based on the generic concepts of constraint types and their connections to the PS
Domain. Constraints from different DMMs are reviewed and, accordingly, general/fun-
damental concepts (like balances) are examined. This chapter introduces the idea of con-
ceptualisation of constraints in a broader sense. This chapter shows how conceptualisation
can be used when the structure and availability of information are changed, enabling multi-
level implementations. Therefore, the primary analysis of material balances is introduced;
the main pattern of the “MaterialBalance” concept is investigated.
6.1. Introduction
The Committee on Challenges for the Chemical Sciences in the 21st Century (Hopf,
2004) indicates that the development of new and powerful computational methods, ap-
plicable from the atomic level to the chemical process and enterprise levels, is a crucial
factor to enable multi-scale optimisation. This challenge would broaden the scope of
one of the objectives attained by the Process Systems Engineering (PSE) approach, fo-
cused on decision-making systematisation through modelling and optimisation, to a new
generalised paradigm. In this line, Harjunkoski et al. (2014) address the usage of stan-
dards to build models systematically and so create a master model to configure new prob-
lems without modifying the algorithmic core of mathematical models. Hooker (2012)
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uses meta-constraints from a pre-built library to assist model builders in a constraint-
programming framework. However, although the practical implementations based on these
approaches introduce significant improvements during the model building process, these
meta-constraints are not conceptually connected to problems to be solved in the system.
The complete model building for the integration problem is not investigated.
This thesis introduces the construction of domain ontologies in Chapter 4 - including es-
sential concepts and relations of the PS Domain. Chapter 5 introduces the enrichment and
usage of the PS Domain: a methodology that encompasses data collection, processing the
data into a DMM and a DMM solution. During this complete process, files (XML, OWL),
support tools (yEd graph editor, Matlab), an instance loader, and an ontology management














 Ontological models (.owl)
 Data Exchange files (.xml)
 Batch & Enterprise Control 
Standards (ISA88 & ISA95)




Figure 6.1.: Summary of the functional contributions
However, the procedure to construct DMMs automatically is not yet determined. It is
necessary to develop a procedure for modelling elements for DMM conceptualisation
and constraints/sets/variables/parameters as DMM elements. These modelling elements
should address multi-level hierarchical systems and solve problems that may appear in
supply chains. Additionally, the elements should produce a common language (i.e. shared,
developed, and re-used) that produces more information than mathematical models.
The traditional modelling approach has the following steps: (i) a study of the process, (ii)
a conceptual model of the process, (iii) a mathematical representation of the problem, and
(iv) iterative model improvements (Makowski, 2005). However, how the mathematical
representation of the problem is achieved and how this conceptual process model and the
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mathematical representation are connected is not clear. Furthermore, the mathematical
representation of the problem and the connections to the conceptual model of the pro-
cess are also unclear. Usually, the mathematical representation of the process is based
on mathematical expressions related to fundamental laws such as balances, sizing restric-
tions, sequencing constraints, and allocation constraints. Other constraints, according to
the details of the problem, are then added: for instance, in short-term scheduling mod-
els, time constraints can be used to describe shifts or maintenance requirements (Méndez
et al., 2006). Alternatively, balances can be detailed according to features (i.e. energy
balances, material balances). The mathematical representation of constraints is then built
according to the model granularity (e.g. the used time representation), the given data, and
other requirements. However, during this traditional modelling procedure, constraints and
their connections depend on the expertise of the modeller and they are devised for a static
problem. Therefore, the resulting DMMs remain static with the given data structure and
cannot be reused at different levels (even within the same organisation) without additional
effort.
To overcome these limitations, the aggregation of abstract information related to a com-
mon concept is proposed to conceptualise constraints at different hierarchical levels. This
conceptualisation may be used to create upper-level relations and may be connected with
different datasets available in the PS Domain.
6.2. Constraint Conceptualization
Ontological modelling is a conceptualisation to explicitly specify a domain (Gruber, 1993);
established elements of ontological modelling have been used to conceptualise numerous
applications (see Section 2.3).
Figure 6.2 shows primitive relations between concepts of conceptualised constraints con-
nected to the PS Domain. The PS Domain has the “Identification” concept which consists
of two more concepts (“ProcessInput”1 and “ProcessOutput”). The material balance con-
straint is introduced as the “MaterialBalance” concept to the conceptualised constraint
view. In this case, one of the elements that may appear in a material balance is the “Cur-
rentlyAvailableMaterial” concept that has an instance, Ss,t. The goal is to then introduce
connections from concepts to the following instances in the PS domain: “processInput1”,
“processInput2”, and “processOutput1”. All of these relations appear in the “MaterialBal-
ance” concept and provide a pattern for the constraint.
1Concept names are written using CamelCase representation.
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Figure 6.2.: Proposed conceptualization approach
Based on this idea, the proposed modelling approach exploits the constraint conceptual-
isation to formulate the problem at a higher (more generic) level, which is dynamically
connected to the data in the PS Domain. Conceptualisation of constraints represents the
principles of the technological system (e.g. material balances). To create the problem in-
stance to be solved, the candidate concepts for constraint conceptualisation are then used
to represent this norm (following the same example, the “CurrentlyAvailableMaterial”
is connected to the “ProcessInput” and “ProcessOutput” concepts, which are part of the
“Identification” concept in the PS Domain). These concepts may be gathered as the “Iden-
tification” concept since “ProcessInput” is defined as identification for materials, energy,
or other resources required for a recipe (Note: Chapter 7 introduces an extension of the
PS Domain, and current “identification” concepts are collected as the “StateModel” with
additional concepts regarding hierarchical levels).
There are two aspects to be emphasised in this new way of modelling constraints. The
first is related to how knowledge is managed to identify where system inputs are loaded in
the ontological model (as in Chapter 5). The required systematic approach will typically
imply the standardisation of the information; in this work, the ISA proposals (ISA88 and
ISA95 Standards) have been applied, so the models include the recipe model, the proce-
dural model, and the physical model (explained in Chapter 4). The second aspect is the
constraint management associated with connections among conceptualised elements. The
conceptualised elements of constraints construct the DMMs considering the PS Domain,
and the proposed methodology implements the following steps: (i) ontological represen-
tation of the problem in PS Domain; (ii) selection from conceptualised constraints; (iii)
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model creation from conceptualised constraints and introduced data; and (iv) a solution of
the model.
Furthermore, the claim is that conceptualised constraints are not only applicable to a partic-
ular hierarchical level (such as strategic vs tactical level). The same constraint may appear
at different levels with different information and assumptions. Therefore, this approach
uses the same generic concept that connects with the information to solve the problem at
various levels. For instance, in the case of a material balance, depending on the avail-
able information, it can be constructed around a unit or a site; and the process inputs and
outputs will change, accordingly.
6.3. Application: Material Balance Constraint
Conceptualization
This section introduces the conceptualisation of material balance constraints using the
proposed modelling approach (i.e. depicted in Figure 6.2). To explain how the concep-
tualisation is achieved, three material balance constraints are taken from DMMs (found
in the literature) that aim to solve scheduling and long-term design problems. Therefore,
the physical model is limited to units for the scheduling DMM and sites for the planning
DMM.
The scheduling DMM seeks to find an optimal solution for short-term scheduling problems
(Kondili et al., 1993). The material balance constraint from this DMM has been depicted
in Figure 6.3; the figure contains detailed explanations related to the different elements
and mathematical expressions found in the DMM.
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Figure 6.3.: Material balance from short-term scheduling DMM (Kondili et al., 1993)
The other two constraints are taken from a DMM; the DMM attempts to find an optimal
design of chemical supply chains (Laínez et al., 2007). Two material balances are intro-
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Figure 6.4.: Material balance built around raw materials from planning DMM (Laínez et al., 2007)
duced in this DMM: one is constructed around raw materials (depicted in Figure 6.4);
while the second material balance constraint for this supply chain planning DMM is built
around manufacturing sites (depicted in Figure 6.5). In the figures, each element of the
constraints is semantically examined and described in the attached text-boxes according to
the corresponding nomenclature2.
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at site s in period (t)
amount of stock of 
product i at site s in 
period (t-1)
amount of stock of 
product i at site s in 
period (t)
amount of product i sent 
from site s to distribution 
center w in period t
, , , , , 1 , , , , ,
i
i j s t i s t i s t i w s t
j J w
P SO SO Q

   
Figure 6.5.: Material balances built around manufacturing sites from planning DMM (Laínez et al., 2007)
In the planning DMM (Laínez et al., 2007), the material balance constraints for raw mate-
rials and products are separately created. The first observation for the material balances in
Figures 6.4 and 6.5 is that this separation can be overcome using the recipe concept which
is also known as a state-task network (STN) representation (Kondili et al., 1993). When
the planning (Laínez et al., 2007) and the scheduling formulations (Kondili et al., 1993)
are compared, the variable related to the production uses different physical elements: sites
and units, respectively. To integrate the various levels, differentiation of the physical and
procedural models is required (which is partially given in the ISA88 Standard and is ap-
plicable to other operation modes).
2Please see the source of the papers for a detailed description of the nomenclature used in these constraint and
complete DMMs.
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Figure 6.6.: “MaterialBalance” CC and resulted mathematical expression
Conceptually, combining the three examined constraints gives the general view of the ele-
ments in the “MaterialBalance” concept. This general view contains the elements of which
constraints are composed; for instance, “CurrentlyAvaliableMaterial”, “ReceivedMate-
rial”, and “PurchasedMaterial”. Figure 6.6 summarises the “MaterialBalance” concept
with a mathematical expression and the connections to these elements. The hierarchical
conceptual relations of the constraint are presented in Table 6.1 taking into consideration
the two DMMs previously studied. Relations in this chapter are restricted to the “Unit”
and “Site” levels in the hierarchy. While the constraint in Figure 6.3 has instances of
the “Unit” concept to be used as a set, constraints in Figures 6.4 and 6.4 have the “Site”
concept connection.
Table 6.1.: Nomenclature for the “MaterialBalance” concept:
Sets Member Concepts Subsets Explanation
s Process, Site Process Seg-
ment Input, Process, Site Pro-
cess Segment Output
Ki,j Mapping between physical
and procedural model
j Unit Procedure, Site Proce-
dure
SO&SI Recipe connection
i Unit, Site si Process, Site Process Seg-
ment Input
t Time Period so Process, Site Process Seg-
ment Output
Parameters Explanation Variables Explanation
ρj,s The proportion of input Ss,t Currently available material
ρj,s The proportion of output Bi,j,t Undertaken material for pro-
duction
pj Processing time of the proce-
dural model elements
An additional example would be the “CurrentlyAvailableMaterial” concept, which is con-
nected with an “Identification” concept to obtain the “ProcessInput” and the “ProcessOut-
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put” for the identified level (Figure 6.2). For the planning model, the “Identification”
concept, which describes materials required for recipes, includes the “SiteProcessSeg-
mentInput” (raw materials) and “SiteProcessSegmentOutput” (products) concepts. The
“CurrentlyAvailableMaterial” may then become a function of
CurrentlyAvailableMaterial(Identification, PhysicalModel, T ime)
where the “Identification” refers to a set of materials that depend on the considered level.
The “PhysicalModel” includes the set of “Unit” or “Site”, while the “Time” concept adds
the information related to the discretisation. These relations are the basis of the PS Domain
and conceptualised concepts.
6.4. Concluding Remarks
This chapter has presented an introduction to constraint conceptualisation with the aim of
comprehensively formulating and solving DMMs from different points of view in PS using
a multi-level generic approach (or to connect a specific data set related to a problem and
automatically building a DMM). As a motivating example, material balances have been
selected to illustrate the conceptualisation.
The proposed conceptualisation approach is expected to apply to any system where a set of
rules regulating the relations (connections) between the different sub-systems exist and the
information inside these systems is modelled accordingly. In the case of multi-level hierar-
chies, these relations are precise since they are previously identified and even standardised.
Therefore, the application of the proposed methodology and the identification of the con-
ceptual equivalences become evident. As for other systems (e.g. interwoven systems and
systems of systems), the relations may be more difficult to standardise for a generic case,
although general concepts will also exist and may be exploited accordingly.
As a result, this methodology provides a basis for systematically creating of models, and
even more importantly, ensuring the coherence of the results obtained by different models
operating at different hierarchical levels in a multi-level system. However, it must be
acknowledged that there will always be constraints that are not practical or feasible to
generalise.
It must be noted that the proposed modelling approach requires more detailed study to be a
model source of algorithms and functionalities. There is a need to develop concept types of
constraint, in addition to special relations between these types of concepts. Furthermore,
the PS Domain should be linked to this new domain. Conceptual modelling of constraints
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is developed in Chapter 7 in more detail with elements, principles and different types of
constraints, and including linkage to the PS Domain.
The contribution of this chapter can be summarised as follows:
Contribution: This chapter has addressed the conceptual modelling of DMMs with an
introduction to constraint conceptualisation, which introduces the very first steps of
the CC Domain developments. A general introduction has been established in this




Conceptual Constraint Domain Building
Conceptualization is the basis of any systematic problem-solving procedure as well as
the development of new techniques and paradigms for centuries. However, the formal
conceptualisation, required for building decision-making systems automatically, has only
been a subject of research in recent years. The goal of this chapter is to provide the basis
for generating mathematical programming DMMs based on concepts. Fot this purpose,
ontology-based modelling is applied to the Domain of CCs to generate an abstraction
of currently available DMMs as explained in Chapter 6. Specifically, procedures have
been developed for the identification and integration of models, as well as for recognising
and classifying the features of the most common mathematically expressed constraints.
The knowledge obtained from this identification can be transferred to other levels in the
decision-making structure according to the information available from the PS Domain and
generating other DMMs able to operate in other specific scenarios. This chapter presents
this novel approach to conceptualisation.
7.1. Introduction
Conceptualization can be devised by ontologies which are defined as “explicit specifi-
cations of conceptualisation” (Gruber, 1993). Ontologies (i) support the construction of
comprehensive models related to the scope of a particular activity (activity domain), (ii)
rely on the use of a standard modelling language, and (iii) provide the formal represen-
tation of an activity domain by sharing the common understanding/knowledge sustained
by a formal computer language (Bechhofer, 2007). These features support the integrated
environment required by the experts to share and improve associated applications. Ad-
ditionally, the four advantages of ontological modelling techniques for conceptualising
domains are introduced as follows (Franz et al., 2007):
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(i) Production: understandable models for both human and computers
(ii) Classification: the creation of classes, which represent commonalities,
(iii) Aggregation: the abstraction mechanisms and the consideration of objects as a whole,
and
(iv) Generalisation: the abstraction of the commonalities of several classes.
Decision-making is one of the most significant tasks/activities/applications necessary for
exploiting the knowledge of a particular domain. Thus, many domain applications use
ontologies for the purpose of addressing a common understanding of different decision-
making problems. This is the case of the ontologies associated with software support
for process engineering (Morbach et al., 2009), batch process management (Muñoz et al.,
2010), process synthesis (Kokossis et al., 2016), or more specific activities like pharmaceu-
tical product engineering (Remolona et al., 2017). All these examples (and many others)
have been broadly studied in recent years from the Process Systems Engineering (PSE1)
point of view, based on the discovery and exploitation of concepts and models for the
performance prediction of engineered systems (Grossmann and Westerberg, 2000).
Traditionally, the PSE approach aims to develop comprehensive Decision-Making Models
(DMMs) to ensure that concepts and models are flexible enough to solve similar problems
within the same content or input-data structure. This PSE approach produces DMMs start-
ing from a simple first version, and picked up by model builders when they revise these
DMMs. The first version of a DMM generally has fundamental formulations based on
the first principles (e.g. balances, transfer laws) and current engineering practices (e.g.
design rules, cost expressions). It is then further expanded or modified to achieve new
targets by adding new elements, introducing additional simplifications, and/or adapting
their scope to other cases/scenarios. The constraints are revised according to the prob-
lem specifications. For instance, in the short-term scheduling models and time constraints
can be used to describe shifts or maintenance requirements while in planning problems.
They can also be used to determine investment durations or delivery periods including the
model granularity (e.g. the time representation), and other specified requirements. There-
fore, DMMs are linked to the given data structure and model characteristics. Furthermore,
these DMMs cannot be reused to solve various problems, even within the same organisa-
tion. On the contrary, when the characteristics of the problem change, the DMM should be
updated with a new revising cycle by modifying the input-data elements (sets, parameters,
variables) or adding/modifying constraints.
Many software applications (GAMS, 2016; AIMMS, 2018; IBM, 2018a; IMPL, 2016)
are available to support the mathematical modelling through commercial or open source
1The complete list of acronyms is shown in Appendix F.
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tools that enable experts to construct mathematical models for optimisation and simulation
purposes from selected constraints derived from fundamental/physical/thermodynamic/ki-
netic equations. These modelling practices could be significantly improved by using ad
hoc libraries for constraint selection (Yunes et al., 2010; Hooker, 2012), previously devel-
oped model templates (Fedorova et al., 2015), and/or linking models or templates to stan-
dard structures (Tolksdorf et al., 2017) like the CAPE-OPEN standards (CO-LaN, 2018).
Still, these procedures rely on the users’ expertise, given that the mathematical implemen-
tation of models requires knowledge and perspective from both the problem and modelling
points of view. Additionally, the resulting models do not automatically connect the prob-
lem to be solved to the concepts behind DMMs, nor there is any method for checking the
consistency of DMMs according to the knowledge of the authors.
Concurrently, the systematic generation of model equations has been the subject of pro-
cess modelling studies in the specific domain of PSE. Stephanopoulos et al. (1990a,b) in-
troduced a formal language for process model generation (MODEL.LA), which relies on
a taxonomy for equation classification (i.e. reaction rates, balance equations). This mod-
elling language has also been improved with an environment to support teaching activities
in courses (Bieszczad, 2000). Another modelling language, BatchDesign-Kit, supports
the design of batch processes by synthesising different process flowsheets and leading to
systematic analysis to identify economic objectives (Linninger, 1995). TechTool allows
constructing process models using a language based on the conceptualization of chemical
and physical phenomena (Linninger et al., 2000). At present, commercial tools include
procedures for generation of equations of process modelling (PSE, 2018).
However, to the authors’ knowledge, all these works are limited to specific decision-
making levels. Despite the extensive research conducted in recent years to formulate
DMMs, the systematised model building and the improved tailor-made DMMs require
the development of new methodologies to face the multi-scale application of the PSE ap-
proach. These methodologies are expected to be represented by systems using different
degrees of formalities, which include natural language, ontologies, and mathematical pro-
cess models (Klatt and Marquardt, 2009). Additionally, the steps that have to be followed
to develop a DMM are not always clear. There is no systematic procedure for following
and checking its consistency and completeness (Gani and E. Grossmann, 2007).
It is generally accepted that any decision-making procedure has to have of four phases
(Simon, 1960): a set-up phase (intelligence phase), a design phase, a choice phase, and a
decision implementation phase (see Figure 7.1). The set-up phase is related to the need
to characterise the situation of the system, perceive the lack of a decision-making process,
and set objectives, resulting in a problem statement. The design phase is related to the se-
lection of the solution approach for identifying/designing alternatives and building DMMs.
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The choice phase is related to the model(s) experimentation, which results in a decision
that includes a selection of suitable solution alternative, sensitivity analysis, and adoption
of a solution. The implementation phase is related to retrieving results and re-starting the
cycle (if required).
This work studies the path from the problem statement to the resulting DMM in the PSE
area within the framework of this decision-making cycle. The focus of the work is on link-
ing the modelling of data along different domain perspectives. Therefore, a framework
based on the integration of the Process Systems (PS) and the Operations Research (OR)
perspectives (i.e. seeking a way to create the DMMs automatically) is proposed. The goal
is to develop a systematic methodology to implement the model-based problem-solving
approach employed in PSE studies that is able to address multi-level/multi-problem situa-
















Result of a 
phase
Figure 7.1.: Relations between the domains of the presented methodology and the decision-making procedure
(’*’: integrated domains)
The rest of the chapter is organised as follows: PS modelling and domain details are intro-
duced in Section 7.2; this section is introduced as a continuation of Part II. A conceptual
approach to DMMs and its corresponding domain are explained in Section 7.3. Section 7.4
introduces the conceptual domain of OR mathematical models. Afterwards, integration of
the introduced domains, PS and OR, is explained in Section 7.5. Finally, illustrative case
studies of the presented work are given in Section 7.6 and conclusions are presented in
Section 7.7.
7.2. The Process Systems Domain
PS may be represented by a hierarchy that is a structure of sets and subsets so that every
subset of a set is a lower rank than the set (Williams, 1994). This hierarchy can be any
structure consisting in units and subunits where the subunits are lower rank than the units
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that are involved. In the systems view, every hierarchy has vertical interactions of sub-
systems that contain the entire system, in which the term (sub)-system is a transformation
of the inputs into the outputs (Mesarovic et al., 1970). In the case of the appearance in
PS, multi-level hierarchical systems represent this categorised system of PS, including in-
teractions among different subsystems. Each system may occur as a part of the process
model, physical model, or the procedural control model. From now on, (unless it is stated
otherwise) multi-level hierarchies refer to the representation of PS in terms of structure.
Standards are one of the resources for obtaining shared views of the systems that they reg-
ulate. In the PSE area, one of the reference models for computer integrated manufacturing
is the Purdue Enterprise Reference Model (Williams, 1989), which is the base for devel-
oping international batch and enterprise control standards (i.e. ISA88 (ISA, 2010) and
ISA95 (ISA, 2000)). The models in the ISA88 Standard have also been implemented as
XML Schema Definition (XSD) files (MESA, 2018) for enterprise control programs. On
the other hand, the Purdue Enterprise Reference Model is the base of ISO 62264 Standard
(ISO British Standards Institution, 2013), focusing on the third level activities (work-flow,
recipe, detailed production scheduling, reliability assurance) of the multi-level functional
hierarchy. Furthermore, NAMUR (Interessengemeinschaft Automatisierungstechnik der
Prozessindustrie - User Association of Automation Technology in Process Industries) de-
velops technical documents (recommendations) that apply to automation systems. The
requirements for recipe-based operations and recipe concept are described in the NE-33
document (Namur, 2003).
On the other hand, the use of standards to structure problems has been suggested to support
systematic model building without modifying the algorithmic core of the solution proce-
dures (Harjunkoski et al., 2014). Furthermore, Moniz et al. (2014) suggest a knowledge-
based approach based on the Purdue Enterprise Reference Model (Williams, 1989) and the
ISA88 Standard (ISA, 2010)). The integration between scheduling and decision-making
is established using the recipes and the corresponding mixed-integer linear programming
(MILP) representation of DMMs.
The ISA88 Standard has already been used as a base for the conceptual modelling of
some PS relations. The BAtch Process ONtology (BaPrOn) is built from the concepts of
this batch control standard and used in order for monitoring and controlling the process
scheduling in a pilot plant (Muñoz et al., 2010). The intention is not just communicating,
but also supporting the integration of different software tools, as well as the exploitation
of plant information (Muñoz et al., 2012). In addition, interoperability of planning and
scheduling activities in batch processes have been modelled as an ontology (Vegetti and
Henning, 2015).
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The ISA88 standard has also been used to test a systematic approach for building domain
ontologies. Dombayci et al. (2015). It includes the following two steps to this proce-
dure: (i) an extraction procedure of concept pairs from a technical document (Farreres
et al., 2014) and (ii) a systematic method of solving inconsistencies and contradictions
arising from the first step. This semi-automatic procedure also produces a list of sug-
gestions for improving technical documents by analysing the conceptual model that is
semi-automatically constructed from the source (Dombayci, Farreres, Rodríguez, Espuña
and Graells, 2017).
In an enterprise, daily operations are supported by transaction and analytical processing
systems that provide Decision-Support Systems (DSSs). Transactional processing sys-
tems are based on managing the structured/stored data required to automate the decision-
making activities. This structured data is used by the analytical processing systems that
support the decisions with calculations or models. Consequently, the analytical processing
systems are built to analyse the data stored in databases (Bog, 2014). It is also possible
to introduce the analytical and transactional processing systems concerning the concept
of tools (Grossmann et al., 2008). For instance, while the transactional tools represent
database applications where significant amounts of data are stored and managed, analyti-
cal tools provide smarter solutions for DSSs taking into account the information available
through transactional processing, which stores the data into the database application. In
this framework, conceptual modelling can be used for representing and integrating trans-
actional and analytical tools in a DSS. These analytical tools are designed to support the
decision-making procedures through the integration of relevant data stored in databases
or ontological models and analytical models (Laínez and Puigjaner, 2012). In addition,
ontologies are well fitted to exploit the integration of analytical and transactional tools that
can be exploited using ontologies (Muñoz, Capón-García, Laínez-Aguirre, Espuña and
Puigjaner, 2017).
These aspects (e.g. standardized and ontological view of production systems, DSSs sup-
ported by both transactional and analytical tools) and many others, which apply to many
kinds of chemical, physical, or biological systems (i.e. designed, built, and run to produce
products, inspired by Marquardt et al. (2010)), are part of the so-called the PS Domain.
7.2.1. The Process Systems Domain Model
The PS Domain established in this work is related to manufacturing products in PS, and
represents multi-level hierarchies using concepts. The management of the PS Domain
requires the use of many concepts associated with the process, physical and procedural
control models that can be found in the ISA88 Standard (ISA, 2010), and the appropriate
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extensions of the models developed through the ISA95 Standard (ISA, 2000). These stan-
dards can provide support for building the multi-level hierarchical information structures
to solve problems that appear in PS. Consequently, the ISA88/95 Standards are chosen
to be built as the core of the PS Domain since both standards can be comprehensively
integrated to explain enterprise control systems.
7.2.2. The Process Systems Domain: Representation
The PS Domain Model is formalized with the support of an ontology (O) consisting of a
set of concepts (C) and a set of instances of these different concepts (I) which are con-
nected with a set of object properties (P). Object properties describe features of concepts,
instances, or the relations between them. Additionally, there is a set of data properties (D)
that describes the data associated to concepts or instances; and a set of axioms (A) which
is defined over C ∪ I ∪ P ∪D and represent rules and restrictions of the model (Franz
et al., 2007).
The ontology can be generally represented following Expression 7.1 (the first time intro-
duced in Expression (2.8)):
O = {C, I, P,D,A} (7.1)
Generic concepts have been introduced to provide a general structure of the PS Domain
e.g. “ProceduralControlModel”, “PhysicalModel”). These generic concepts are connected
to specific concepts so that the concepts, which appear in the PS Domain, may be iden-
tified in one of the levels at the multi-level hierarchies. The identification of each spe-
cific concept also includes its generic concepts. For instance, “UnitProcedure ‘partOf’2
ProceduralControlModel” while “Unit ‘partOf’ PhysicalModel” depends on the decision
level (Figure 7.2). When these two specific concepts (i.e. “UnitProcedure”, “Unit”) are
identified, they can be generalized through their generic concepts (i.e. “ ProceduralCon-
trolModel”, “ PhysicalModel”, respectively). Moreover, these specific concepts contain
different relations that may be considered as vertical and horizontal relations. The vertical
relations support the identification of the same level; for example, the “hasPhysicalCapa-
bility” relation between the “UnitProcedure” concept and the “Unit” concept provides the
level connection between two concepts. The horizontal relations support the movements
from one relation to another; for instance, the “Unit” concept is connected to the “Process-
Cell” concept with the “partOf” relation as in the generic concept relation connection.
2Here, the “partOf” is a relation that connects two different concepts. It is also names as the object properties
in the ontology language, owl.
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Figure 7.2.: General structure of the PS Domain
There are many ways to exploit the information and relations introduced in an ontology;
for instance, reasoners (i.e. using the capabilities of the reasoners to retrieve implicit rela-
tions), semantic reasoning (i.e. using queries to retrieve knowledge), knowledge represen-
tation (i.e. sharing knowledge of a domain), and exchange files (i.e. transferring structured

















Figure 7.3.: Ontology representation example of the PS Domain (adapted from Dombayci and Espuña (2017))
This chapter focuses on using the semantic reasoning queries as a way to retrieve the in-
formation that belongs to a specific domain, in order to identify the data from the problem
and feed this information to the DMMs. This functionality should be achieved in a ro-
bust way and should track the consistency of the information. In order to explain this
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query usage, an example from the PS Domain is presented in Figure 7.3, which shows the
possible connections between the “AreaProcedure” concept and other concepts (“Area”,
“AreaProcedureSegmentInput”, “AreaProcedureSegmentOutput”) with some object prop-
erties/relations (e.g. “hasArea”, “hasStateInput”). Moreover, the figure shows an instance
of the “AreaProcedure” concept (areaProceure_1001), which is directly connected to the






















Figure 7.4.: Connections of a specific instance in the PS Domain Ontology (adapted from Dombayci and Espuña
(2017))
Two types of semantic queries me be devised in order to efficiently exploit the structure of
the model associated with the ontology view of the PS Domain:
Type 1: Get instances with or without connected concepts:
• hasInstance AreaProcedure → gets all instances asserted to the “AreaPro-
cedure” concept.
• hasInstance (AreaProcedure hasStateInput StateInput)→ gets all instances
asserted to the “AreaProcedure” concept which are connected to instances
associated to the “StateInput” concept.
Type 2: Get values of instances with or without connected instances
• AreaProcedure capacity → gets all instances to the “AreaProcedure” con-
cept and their “capacity” data property values.
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• ((AreaProcedure hasStateInput StateInput) and (AreaProcedure hasTrans-
portationFrom Area)) capacity → get connected instances and their data
property values.
These types of semantic queries have essential roles in the domain models, as well as
for the integration of different levels at the multi-level hierarchies (explained in Section
7.5). The structure of the queries lets the modelled knowledge be transmitted without any
effect on the concept change, and this means that the structure of the queries allows the
integration to be introduced consistently once the linking rules are established.
7.2.3. The Process Systems Domain: Building
In summary, two steps were followed to construct the ontology representation of the PS
Domain:
(i) Concepts and relations are retrieved from the ISA88 Standard to create a first concep-
tual model of the PS Domain. The resulting domain taxonomy includes around 500
concepts that are built through an ontology construction methodology (previously
reported in Dombayci et al. (2018)).
(ii) Next, the resulting model is extended with the support of the ISA95 Standard as
follows:
• Identification of inputs, outputs, and intermediates corresponding to each level
are introduced as the “StateModel3” (Figure 7.5). In the ISA88 Standard, the
process input and output concepts are defined as raw materials and the result-
ing output of an execution, respectively, without an explicit reference to pro-
cess intermediates between procedures. For this reason, a new set of concepts
specifying the input-intermediate-output for each hierarchical level, is added
to the model. The new “StateModel” concept includes the “StateModelInput”,
the “StateModelIntermediate”, and the “StateModelOutput” concepts. While a
specific level is used, the “StateModel” concept changes to the “ProcessState-
Model”, which contains the “ProcessInput”, “ProcessIntermediate”, and “Pro-
cessOutput” concepts. These distinctions of concepts introduce the flexibility
of using the “StateModel” as separated concepts and this usage introduces the
practicability of collecting more than one concept or selecting one of them.
3In this work, concepts are written using CamelCase representation and instances start with the lower case.
Also, object and data properties (“partOf”, “hasComponentElement”) use the CamelCase representation
starting with lower cases. In the figures, the concept names are using spaces for each name to be read
and understood.
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Figure 7.5.: Combination of models in ISA88 and the ISA95 Standards and the “StateModel” concept addition
to the models
• The greenfilled-in part in Figure 7.5, which is not detailed in the ISA95 Stan-
dard, is also introduced. In the ISA95 Standard, there are only process seg-
ments, “which are the collection of capabilities needed for a segment of pro-
duction, independently of any particular product”. There are also product seg-
ments, which comprise “the shared information between a plan-of-resources
and a production-rule for a specific product. It is a logical grouping of per-
sonnel resources, equipment resources, and material specifications required to
carry out the production step” (Scholten, 2007b).
These steps can be further developed using the Plan, Do, Check, Act (PDCA) quality
control cycle to support the ontology building (interested readers are referred to Muñoz
et al. (2011) for PDCA application on ontology building).
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7.3. Conceptualization of Decision-Making Models and
Structures: The Conceptual Constraints Domain
In recent years, progressive developments of methods and tools have been based on com-
putational capacity advancements and the cost-cutting required for solving huge problems.
These developments supported by the improvements have generated considerable research
interest on the development and application of generic DMMs, given that it is computa-
tionally and costly possible to model and solve them. Working in parallel, the research
focus is moving from tailor-made DMMs to applying generic ones, since these generic
DMMs contribute to reducing the time and effort required to build models. In this regard,
generic mathematical models are expected to be able to address any problem in any do-
main if a mathematical representation of the system is available. That being said, the issue
is still how these models should be constructed.
Traditionally, generating a mathematical representation of a problem is based on four con-
struction steps (Makowski, 2005):
(i) problem analysis,
(ii) abstract modelling of the problem,
(iii) formal representation of the problem (usually using a mathematical-based language),
and
(iv) iterative representation improvements.
In the case of mathematical programming, this representation of the problem usually con-
sists in the following elements (Williams, 1978; Cagan et al., 1997):
• Objective: A mathematical expression to be minimised or maximised during the
decision-making procedure
• Variables: Adjustable elements of models or so-called unknowns (including deci-
sion elements)
• Parameters: Coefficients of the model (scalars or matrices that do not change during
the calculations)
• Constraints: Relations between parameters and variables, which have to be consid-
ered to ensure feasibility of the proposed decision
• Sets/subsets: Collection of objects or items gathered together indicating the size or
complexity of the mathematical representation to be solved
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Iterative improvements on a DMM can be achieved with these mathematical programming
elements.
However, no systematic way has been developed to connect these mathematical program-
ming elements with the conceptual understanding of problems for building the required
DMMs. One way to connect these two views is to present the DMM with the conceptual
understanding that produces the abstract view of the constraints, elements of the con-
straints, and the connections of these constraint elements by, (i) taking into account the
associated mathematical programming elements and, (ii) connecting all of these concep-
tual elements to problem structures. From this comprehension, it is possible to connect
DMMs with the conceptual understanding of the problem and also possible to support
DMM building procedures.
The conceptual understanding of a DMM may be established from the constraint level.
For instance, the flow variables from a balance constraint of the strategic planning math-
ematical model for every product (p), site (s) and time-period (t) are illustrated in Figure
7.6. The grey-filled ellipses represent the general conceptual terms in the figure, while the
white filled rectangles introduce the matching pieces of the constraint. The “Produced-
Material” term is expressed by the production amount connected to the product, site, and
time-period, while the “ConsumedMaterial” term requires identifying the bill of materials
(BOM) and the production amount.
A general modelling approach is developed from the starting point expressed using these
flow variables to overcome the scalability and conceptualization limitations needed to
share, re-use, and build a domain (i.e. the Conceptual Constraint (CC) Domain). Again,
the development of the CC Domain is supported by ontological modelling techniques, and
the domain conceptualizes DMMs, which take into account constraints.
7.3.1. The Conceptual Constraint Domain: Model
The CC Domain proposed in this work is related to the OR scope and represents DMMs
using concepts at three different levels: the modelling level (i.e. balances, calculations,
amounts), the instance level (i.e. mathematical expressions, values), and the domain level,
which includes types of constraints as well as their relations.
General features of the CC Domain elements are listed below:
(i) The Conceptual Constraints (CCs) express the type of constraints and represent the
taxonomy of constraints, built through an “is-a” relation such as “BalanceCC”, “Re-
sourceAllocationCC”, “TimingCC”, “SizingCC”, “SequencingCC”, and “Economi-
calCC” concepts. Once the most general types of constraints are determined as CCs,
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Figure 7.6.: A flow balance constraint (adapted from Fleischmann and Oberstein (2008))
the CC taxonomy is deepened with sub-concepts (sub-classes). For instance, the
“BalanceCC” has “MaterialBalanceCC” and “EnergyBalanceCC”, which share the
fundamental balancing idea as a common element.
(ii) The Conceptual Components (CComps) appear as the main terms in CCs (e.g. “Stored
Amount” that is a component of a “MaterialBalanceCC”). The “hasComponent” re-
lation connects the CCs and the CComps to express the patterns of each CC. Each
of the CComps may be connected to more than one CC as a constraint element (pa-
rameter, variable), and may appear in more than one constraint. The elements in
DMMs and their connections are straightforwardly represented by the CComps (e.g.
the “ProducedMaterial” CComp may represent a variable). On the other hand, a
CComp may represent an expression that is constructed from a variable and a pa-
rameter. For example, the “ProducedMaterial” may be a proportion (parameter) of
the input material (variable).
(iii) The Conceptual Component Elements (CCompEls) are the specific concept types of
the CC Domain, linked to the CComps that appear in another counterpart domain (in
this work, the PS Domain detailed in Section 7.2.1) to carry out the decision-making
process. For instance, the “StoredAmount” CComp may change from energy to
material, depending on the CCompEls that are linked to it (the “StoredMaterial” or
“StoredEnergy” concepts). Additionally, the connections between CCompEls are
crucial for further details of the CC Domain as introduced in the PS Chapter.
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7.3.2. The Conceptual Constraint Domain: Representation
The CC Domain takes into account the classification of constraints into CCs, the aggre-
gation of the abstract CComps, and the generalisation of constraints for decision-making
procedures using CCompEls. As in the case of the PS Domain, in order to formally rep-
resent the concepts and connections of the CC Domain, an ontology representation can
be used (see Expression (7.1)). In the CC Domain, all of the developed CCs, CComps
and CCompEls belong to the set of concepts (C). Instances of these constraints (I) are the
real constraints. Object properties (P) are established between these concepts and specific
instances of constraints and expressions. Data properties (D) play a crucial role in the
integration of the CC Domain and the counterpart domain as explained in Section 7.5.
However, there are special characteristics associated to the CC Domain. The relational
structure of the CC Domain illustrated in Figure 7.7 can be represented through the fol-
lowing expression:
CC[(CComp; Relationm3 ; CCompElm4)m2 ;



















Figure 7.7.: General structure of the CC Domain (Domain Level)
This expression shows the elements playing a key role in different connections among the
CC Domain: there are m1 number of CCs, which define the constraint types including a
CC taxonomy and connections of each CC that is defined as follows:
• Each CC may have one or many (m2) CComps, and one or many (m5) groups of
CCompEls.
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• Each CComp may have one or many (m4) CCompEls (connected through m3 rela-
tions to their corresponding CComps).
• Each one of the groups of CCompEls may have one or many (m7) CCompEls (con-
nected through m6 number of relations to their corresponding CComps).




(CComp; Relationk2 ; CCompElk3)k1 (7.3a)
s.t. CC[(CComp; Relationk6 ; CCompElk7)k5 ; ( ;
Relationk9 ; CCompElk10)k8 ]k4 . (7.3b)
where k1 = {1, ..., n}, ..., k10 = {1, ..., n} are integer numbers that may be different for
each part of the expression. Expression (7.3a) represents the objective function, which
can be expressed as a combination of one or more CComps aiming to be minimised (or
maximised, or both), while Expression (7.3b) contains a set of CCs that represents the con-
straints of the DMM. Additionally, a dictionary structure that represents the specification
of the CC Domain should be maintained. These relations can be formalized through a .xsd
schema given in Section B.1 and illustrated in Figure B.1.
7.3.3. The Conceptual Constraint Domain: Building
A generic procedure is proposed to build the CC Domain:
(i) The first step is to construct a CC taxonomy by introducing the fundamental concepts
to be managed as constraints.
(ii) Afterwards, the related CComps should be identified and connected to CCs at the
same time.
(iii) Then, CCompEls should be introduced and connected to CComps and CCs.
As in the PS Domain building in Chapter 5, these steps associated to the CC Domain
building can be further developed using the PDCA quality control cycle to support the
ontology building.
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7.3.4. The Conceptual Constraint Domain: An Illustrative Example
An introductory example is given before addressing the detailed explanations related to
the development of different classes of CCs in Section 7.4.
Figure 7.8 depicts the typical sizing constraint related to the unit-task allocation procedure
in a batch scheduling process. It is based on the identification of a binary variable (W )
that connects the batch size (continuous variable, B) and the minimum value of the batch
size (V min). This constraint applies to the different tasks (i), units (j) which can perform
each task (Ki), and time intervals (t).
Two patterns are identified to represent this sizing constraint in the CC Domain. Pattern
1 defines the sizing constraint through the “BatchSizeAmount”, the “MinBatchCapacity”,
and the “Allocation” CComps, which lead the constraint to the “BatchSizingCC”. On the
other hand, the constraint can be mapped through the “ProcessedAmount” and the “Min-
ProcessingCapacity” CComps as shown in pattern 2 where “Allocation”, “MinBatchCa-
pacity” CComps are “partOf” the “ProcessedAmount” CComp; in this case, the constraint
is modelled in the domain as a “SizingCC” superclass. Then, the constraint itself (con-
straint instance) can be placed as an instance of two CCs which actually are connected
through “is-a” relations. Based on this idea, the presented modelling approach exploits the
CCs to formulate the problem at a higher (more generic) level, which is used to represent
a constraint in the CC Domain with different levels of detail.
PS Domain
CC Domain - Pattern 1 


















































Figure 7.8.: A sizing constraint example illustrated with two patterns with the application and instance levels
Using the example in Figure 7.8 for illustrating the building procedure, the CC Domain
construction steps are as follows:
(i) The “SizingCC” and the “BatchSizingCC” are introduced in the CC taxonomy,
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(ii) The “BatchSize”, the “MinBatchCapacity” and the “Allocation” CComps are intro-
duced and connected to the “BatchSizingCC” for the pattern 1,
(iii) The “ProcessedAmount” and the “MinProcessingCapacity” CComps are also intro-
duced and connected to the “SizingCC” for the pattern 2, and
(iv) CCompEls “UnitProcedure” (i), “Unit” (j), and “TimePeriod” (t) are introduced as
CCompEls and connected to each CComp.
7.4. Constraint Modelling in the Conceptual Constraint
Domain
Generalised constraints can be introduced to the CC Domain from fundamental references,
research articles, and review articles describing formulations at different decision-making
levels. Specific features of these references are listed in Table B.1; the different classes of
CCs identified during this procedure are explained from Section 7.4.1 to Section 7.4.6.
7.4.1. Balance Constraints
The conservation laws are the basis of the balance constraints that are included in the
“BalanceCC” concept in the CC Domain. Balance constraints can be represented using
different CComps, and sub-classes of the “BalanceCC” share similar CComps as it will be
discussed during the development of this section.
The mass conservation is one of the important sub-classes of conservation laws that pro-
duce material balance constraints. The “MaterialBalanceCC” can be expressed in many
ways including, in general, six main characteristics which can be identified through the fol-
lowing CComps: “ProducedMaterial”, “ConsumedMaterial”, “SoldMaterial”, “Purchased-
Material”, “CurrentlyAvailableMaterial”, and “PreviouslyAvailableMaterial” (see Figure
7.6). Then, a material balance constraint can be modelled using the following equation
(Kondili et al., 1993):









j∈Ki Bi,j,t +Rst −Dst, ∀s, t. (7.4)
Figure 7.9 depicts two patterns for constructing a “MaterialBalanceCC”: the first pattern
is based on the “ConsumedMaterial” and “ProducedMaterial” CComps; for the second
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pattern, these CComps are further divided into additional CComps. Therefore, the addi-
tional CComps “MaterialBalanceInputCoeffcient”, “MaterialBalanceOutputCoeffcient”,
and “BatchSize” CComps are included in this second pattern.
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Figure 7.9.: Decomposition of material balance constraint (equation and explanations are taken from Kondili
et al. (1993) and first pattern (1a and 1b) is adapted from Dombayci and Espuña (2018b))
Another way of connecting the “MaterialBalanceCC” to CComps is to analyse differ-
ent material balance constraints found in the literature. For instance, Equations (7.5),
(7.6), (7.7), (7.8) are shown subsequently with their CComps; the final derivation of “Bal-
anceCC” is introduced as follows:









j∈Ki Bi,j,t,∀s, t. (7.5)
Equation (7.5) (Kondili et al., 1993) is part of a general formulation of the batch plants
scheduling problem using discrete time representation. The corresponding CComps and
CCompEls (the ones directly connected to the CC) are identified in Table 7.1. The ta-
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ble also contains the corresponding mathematical expressions, showing the capabilities
as a function of the CCompEls. Finally, the resulting identification of this pattern of the
constraint regarding concepts and relations is shown in Figure 7.10.
































Figure 7.10.: “MaterialBalanceCC” development from Equation (7.5)









j∈Ki Bi,j,t) CComps may be identified by including the
subsequent degree of granularity expressed by CComps “InputProportions”, “OutputPro-
portions”, “PreviouslyProcessedAmount”4, and “ProcessedAmount” CComps as shown in
Table 7.2. The development of the resulting CC with this additional level of detail pro-
vides new concepts for the CC Domain and its updated relations. For instance, in the
previous example, the “ConsumedMaterial” CComp is divided into two CComps: “Input-
Proportion” and “PreviouslyProcessedAmount”, which lead to “partOf” relations among
4Since the production ends at this time period started to be processed “p” periods previously.
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the affected CComps. The resulting structure of the “MaterialBalanceCC” is presented in
Figure 7.11 (red and grey colours indicate the new relations and concepts).






























Figure 7.11.: “MaterialBalanceCC” development (another level of expressions for “ConsumedAmount” and
“ProducedAmount”)
The CC Domain may evolve not only with the introduction of new CComps which increase
the granularity in terms of already included model description (as described in the previous
step in Figure 7.11), but also with the introduction of new additionaly CComps. For exam-
ple, the “MaterialBalanceCC” may include CComps associated to the “ReceivedAmount”
(Rst) and “SentAmount” (Dst) CComps as shown in following equation:
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j∈Ki Bi,j,t +Rst −Dst,∀s, t. (7.6)
These additional CComps from Expression (7.6) are shown in Table 7.3 and Figure 7.12
depicts the updated connections of the “MaterialBalanceCC”.






























Figure 7.12.: “MaterialBalanceCC” development (adding more CComps to the constraint)
Other “MaterialBalanceCC” instances can be constructed around raw materials as in fol-







j∈Ji Bi,j,n = 0,∀ s ∈ S
R. (7.7)
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Equation (7.7) is associated to the “StateModelInput” CCompEl, which has been defined
in Section 7.2.1 as a part of the “StateModel”; the “StateModel” CComp includes all the
input, the output, and the intermediates. The associated CC Domain elements of Equation
(7.7) are illustrated in Table 7.4.














The developed “MaterialBalanceCC” is also applicable to other levels at the multi-level hi-
erarchies as proposed by (Mota et al., 2015). The corresponding CComps of the following







+ Smit,∀(m, i) ∈ Vnos ∧ t ∈ T. (7.8)
As it can be seen, Equation (7.8) does not add any concept to the CC Domain; however,
it changes the way how CCs and CComps are calculated. Therefore, the equation does
not affect the application level where the elements of CC Domain appear but introduces
additional calculations to the instance level.
Another used sub-class of the “BalanceCC” is the “EnergyBalanceCC” that is structurally
similar to the “MaterialBalanceCC”. An example of an energy balance constraint (Silvente
et al., 2015) is shown in the following equation:
SEk,t = SEk,t−1 + η
in
k ∗ Ldk,t −
SPk,t
ηoutk
,∀k, t ∈ TRH. (7.9)
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i ∈ Vnos PhysicalModel
Mathematical Expression CComp
CCompEl
t ∈ T TimePeriod
A detailed specification of the associated CC Domain components and elements of Equa-
tion (7.9) is shown in Table 7.6. In this case all these elements have been already identified
in the previously described patterns. .

















Another type of the CCs is the “SequencingCC” that expresses the need to maintain a
temporal path among the different procedures involved in a production process. Conse-
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quently, it combines the allocation components connected to the procedural and the phys-
ical models as well as the sequencing requirements; it includes the “Allocation” and the
“TimeModel” related CComps (e.g. the “StartingTime” CComp), decision variables on se-
quencing allocations, and information related to sequencing (e.g. the “SequencingPolicy”
CComp).
A partial presentation of the “SequencingCC” and its connections to CComps are shown in
Figure 7.13. Several branches can be identified in the “SequencingCC” as being the most
usual ones. Then, the “SequenceDependentChangeOverCC”, which may include “Se-
quencingRequirement” and “SequencingPolicy” CComps in the mathematical represen-
tation of a PS DMM. The figure also allows the comparison between the “SequenceDe-
pendentChangeOverCC” and “SequenceDependentCleaningChangeoverCC” which uses
the “CleaningTime” CComp in addition to the comparison between the “SequenceDe-
pendentChangeOverCC” and “SequenceDependentFormatChangeoverCC” which uses the
“FormatChangingTime” CComp. These comparisons show an example related to the va-























Figure 7.13.: “SequencingCC” and its CComp connections (adapted from Dombayci, Capón-García, Muñoz and
Espuña (2017))
An example of the “SequencingCC” and related connections are shown in following equa-
tion (Ierapetritou and Floudas, 1998):
T s(i, j, n+ 1) ≥ T f (i′, j′n)
− H(2− wv(i′, n)− wv(i, n+ 1))
∀i ∈ Ij , i′ ∈ Ij , j, j′ ∈ J, n ∈ N. (7.10)
Equation (7.10) has different tasks in different units if j operates continuous mode and
j’ operates batch mode. The CComps of Equation (7.10) and the CCompEl connections
of the constraint are introduced in in Table 7.7 giving the CC connections with the ad-
ditional information; the first CCompEl is defined as “UnitProcedure, Unit (Capability)”
which is expressed as ( ; Capability; UnitProcedure; Unit) using Expression (7.2). Here,
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the mathematical expression (i, i′ ∈ Ji) requires two CCompEls (“Unit” and “UnitProce-
dure”) to express a “Relation” between these two CCompEls. In the case of this example,
the relation is the “Capability”. In these cases, the resulting subset does not introduce all
the “Unit” instances, but a subset of the “Unit” instances which have the “Capability” of
executing “UnitProcedure” instances.
Table 7.7.: CC Domain elements of “SequencingCC” (Equation (7.10))
Mathematical Expression
H(2− wv(i′, n)− wv(i, n+ 1))
i, i′ ∈ Ij
T f (i′, j′n)






j, j′ ∈ J Unit
n ∈ N EventPoint
7.4.3. Resource Allocation Constraints
The resource allocation constraints are connected to the allocation information of the data,
which may contain PS-based data. This data may include the procedural control model,
the physical model, and the time model. Decisions in the “ResourceAllocationCC” are
connected to the “Allocation” CComps, and the binary comparison structure supports the
decisions in this CC. This CC makes decisions over possible executions of the “Procedu-
ralControlModel” elements on the contrary of time-related decisions as in the “Sequenc-
ingCC”.
An example of the “ResourceAllocationCC” is given in the following Equation (Kondili
et al., 1993) and Table 7.8 shows the CComp and CCompEl connections:
∑
i
Wijt ≤ 1,∀j, i ∈ Ij , t. (7.11)
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In addition to the constraint given in Equation (7.11), another example of the “ResourceAl-





(Wi′jt′ − 1) ≤ M (1−Wijt) ,∀j, i ∈ Ij , t. (7.12)
Table 7.9 illustrates the CC Domain elements of Equation (7.12). This constraint has
another CComp that is related to the BigM formulation, and it maintains the allocation
along the time.













These two constraints (given in Equations (7.11) and (7.12)) are different regarding math-
ematical expressions; while the first one has the comparison for summation of all proce-
dures, the second one considers the allocation information including the BigM formula-
tion, which has a sufficiently large number M. However, regarding conceptual comparison,
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both constraints seek decisions on the “Allocation” CComps that fulfil the expressed con-
straints. Therefore, they are aligned regarding CComps.
Apart from these two given constraints, the “ResourceAllocationCC” may be changed
depending on their object that is allocated. In this case, one option to separate the resources
as a physical model and other resources; then, these can be more detailed depending on the
concept of the “PhysicalModel” element and the other type of the resource (e.g. energy,
utility, water as in the “BalanceCC”).
7.4.4. Timing Constraints
Timing constraints control the event points (for the continuous time formulations) and
time points (for the discrete time formulations) and manage the duration of “Procedural-
ControlModel” elements. The “TimingCC” is similar to the “SequencingCC” regarding
allocation related binary variables. The usage of the “TimingCC” that the time duration
information is aiming to ensure the consistency of starting and ending time of procedures
taking into account the duration.





Lij ≤ Ci′ −
∑
j∈Ji′j
Li′j +H(1− Uii′),∀i ∈ I+s , i′ ∈ I−s , s ∈ S. (7.13)
The timing constraint in Equation (7.13) ensures the consistency of the starting and ending
times of the procedures. The associated CC Domain elements are introduced as in Table
7.10. Here, there is an advantage of expressing “StateModel” with input, output, and inter-
mediates; the particular condition of this case is the “+” expression used in the CCompEl
column. This condition uses both the “StateModelIntermediate” CCompEl and the “State-
ModelOutput” CCompEl together excluding the “StateModelInput” CCompEl.
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s ∈ S StateIntermediate + StateOutput
The “TimingCC” can also be expressed as following equation (Méndez et al., 2006), being
the associated CC Domain elements presented in Table 7.11:



























Chapter 7. Conceptual Constraint Domain Building
7.4.5. Sizing Constraints
Sizing constraints control the upper and/or lower bounds of the different components in
the DMMs. The “Sizing CC” is relatively simple structured when comparing to other CCs
since it ensures the values of variables as well as the accomplishment of any requirement
related to limits.
In Section 7.3.4, an example of “SizingCC” and its connections with a mathematical ex-
pression has been expressed (see Figure 7.8). The investigated “SizingCC” in that figure
is also separated in constraint components which represent the intermediate steps of the
constraint construction. The constraint elements are shown here, where each element is
connected to the PS Domain knowledge model. Likewise, the constraint connections and
the mathematical elements in the depicted constraint are also shown in the figure.
Another sizing constraint is introduced for the upper bound of the “StoredAmount” CComp
(appears many times in the development of “BalanceCC”). The connections are presented
in Table 7.12.
Sst ≤ Cs,∀s, t. (7.15)











Economic constrains are related to calculations which are related with money; for instance,
the cost, profit, and net values of the procedures by including the price related amounts
and processed amounts (e.g. “Price” - “PurchasedAmount”, “Price” - “SoldAmount”).
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The “EconomicCC” introduced in this section is generally used in objective function cal-
culations among other elements. The “EconomicCC” is usually depicted as following




Salespkts Pricepkt,∀ t, s. (7.16)
Equation (7.16) is illustrated with its CComps and CCompEls in Table 7.13 and the “To-
talSaleAmount” CComp is calculated in another constraint given in Equation (7.17).












The constraint from Equation (7.16) has been added by the DMM builder in order to
calculate the “TotalRevenue” CComp. However, one of the CComps, “TotalSaleAmount”,




Ypjkts,∀ p, k, t, s. (7.17)
The CC Domain elements of Equation (7.17) are given in Table 7.14.
159
Chapter 7. Conceptual Constraint Domain Building












7.4.7. Resulting CC and CComp Taxonomies
In previous subsections, some of the relations among the classes and subclasses of CC have
been identified departing from the generic relations between the CC Domain elements
initially identified in Section 7.3.1 (Figure 7.7). These relations have resulted in a CC
taxonomy at the application level presented in Figure 7.14. Currently, the first level of the
CC taxonomy consists of six CCs ((identified through Sections 7.4.1-7.4.6). Then, these
constraints are detailed according to the different occurrences of CComps.
In summary:
(i) The “BalanceCC” shows a common structure for its two subclasses (“MaterialBal-
anceCC” and “EnergyBalanceCC”) and includes CComps in terms of being input
and output; they are connected to the CCompEls, which appear in the “StateModel”,
“PhysicalModel”, “ProceduralControlModel”, “TimeModel” CComp that construct
the “Balance CC” may vary from one object to another (e.g. material, energy, utility,
demand) depending on the problem.
(ii) Another class of CC is the “SequencingCC” that includes the “Allocation” and the
“TimeModel” related CComps (e.g. the “StartingTime” CComp), decision variables
on allocation, and information related to sequencing (e.g. the “SequencingPolicy”
CComp).
(iii) At this point, the “ResourceAllocationCC” represents decisions over possible exe-
cutions of the “ProceduralControlModel” elements of this execution, which is the
part where the “SequencingCC” is separated from this CC with the sequence related
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decisions. The “ResourceAllocationCC” contains the “Allocation” related CComps
as variables.
(iv) The “TimingCC” is similar to the “SequencingCC” regarding time duration infor-
mation and time-related variables. However, the “TimingCC” uses time-related vari-
ables to ensure the consistency of the starting and ending time of procedures.
(v) Another subclass of CC is the “Sizing CC” that has a relatively simple structure for
limiting variables, as well as the accomplishment of any requirement related to the
upper and lower bounds of any variable in the model.
(vi) The “EconomicCC” is related to the calculations that are related with financial re-
sources. For instance, the cost, profit, and net values of the procedures by including
the price related amounts and processed amounts (e.g. “Price” - “PurchasedAmount”,
“Price” - “SoldAmount”), as well as utilities and manpower, can be managed using
this CC.
Depending on the details of the constraint pieces, the “partOf” relations among the CComps
(i.e. connected to the CCs) can be easily established. These CComps may contain different
levels of information or appear as “partOf” more than one CComps. This is the case of the
“MaterialBalanceCC” in Section 7.4.1, in which the “ConsumedAmount” CComp is com-
posed of two CComps: “InputProportion” and “PreviouslyProcessedAmount”, which lead
to the “partOf” links among these CComps as shown in Figure 7.15. The object properties
established between the CComps, are transitive and support the modelling of higher level
CComps. For instance, the “InputProportion” is part of the “ConsumedAmount” but it also
contains the “Input” CComp. The second relation is a deduction, which uses the ancestor
relations. Another essential CComp in Figure 7.15 is the “BatchSize”, which appears at
both top CComps (the “Input” and the “Output” CComps) of the “MaterialBalanceCC”.
These CComps are combined with other CComps (“InputCoeffcient” and “OutputCoeff-
cient”) to produce another CComps (“ConsumedMaterial” and “ProducedMaterial”).
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Figure 7.14.: CC taxonomy of the CC Domain
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Figure 7.15.: “partOf” relations among CComp of the “MaterialBalanceCC”
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7.5. Integration of the PS Domain and the CC Domain
As indicated in Section 7.2, an essential element for the proposed PS Domain and the CC
Domain integration is the link between the CC Domain Elements (i.e. CComps, CCom-
pEls) and the query types explained from the PS Domain. These links identify the DMMs
elements (i.e. sets, subsets, parameters, variables, and mathematical expressions) as il-
lustrated in Table 7.15. Sets and subsets are connected to the type 1 queries that retrieve
instances or instances with relations, while the elements of DMMs that contain CComps
are connected to the type 2 queries in order to retrieve data properties. These PS Domain
queries (type 1 and type 2) can be identified as the integrated PS Domain queries since
they use available elements from the CC Domain.
Table 7.15.: Summary of the CC and PS Domains integration
Role in a DMM CC Domain Integrated PS Domain queries





Type 1: hasInstance (CCompEl1 ObjectPropertyFrom-
Relation CCompEl2)
Parameter, Variable,






Type 2: hasInstance(CCompEl1 ObjectPropertyFrom-
Relation CCompEl2) dataPropertyFromCComp
Figure 7.16 shows the connections required to achieve this domain integration, both at
the application level and at the domain level, and including the respective generic domain
structures (Figure 7.2 for the PS Domain and Figure 7.7 for the CC Domain). Additionally,
different CComps and CCompEls are included on the application level, while these ele-
ments of the CC Domain are indicated using the following expression based on Expression
7.2:
CC [ (CComp1; ; CCompEl1);
( ; Relation1; CCompEl1, CCompEl2) ]1 (7.18)
Expression (7.18) summarizes connections shown in Figure 7.16: a CC (CC1) is con-
nected to a CComp (CComp1) and two CCompEls (CCompEl1, CCompEl2) while the
CComp1 has a CCompEl (CCompEl1) connection. The CCompEls (CCompEl1, CCompEl2)
are the link to the corresponding concepts (“Model1”, “Model2”) at the PS Domain.
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Figure 7.16.: Integration between the CC Domain and the PS Domain (belong to Expression (7.18))
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7.6. Illustrative Case Studies
7.6.1. Domain Integration
With the purpose of introducing a “real” and extended version of Expression 7.18 is de-
tailed. The usual sizing constraint that forces the production to cover the demand of the
production with the demand used, the main elements of this constraint are illustrated in
Table 7.16 and expressed as follows:
ProductionSizingCC [ (ProducedAmount; Capability;
UnitProcedure, Unit), (7.19a)
(Demand; ; ); (7.19b)
( ; Capability; UnitProcedure, Unit), (7.19c)
( ; ; Unit) ] (7.19d)
















j Pi,j ≥ Dem,∀i ∈ Ij , j. ProductionSizingCC
Expressions (7.19a)-(7.19d) indicated that a “ProductionSizingCC” should include two
CComps (“ProducedAmount” and “Demand”) connected to the “UnitProcedure” and “Unit”
CCompEls. This “ProductionSizingCC” example enables introducing the instance level in
addition to the domain level and the application level. Figure 7.17 depicts a portion (for
the sake of clarity) of this “ProductionSizingCC” example. All the concepts at the applica-
tion level are by with the taxonomical relations “is-a” and “partOf” to their corresponding
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concepts at the domain level. Additionally, concepts at the application level have simi-
lar connections as the ones at the domain level. In the instance level, all the instances
and their values are connected to the application level with the “hasInstance” assertion.
Finally, each instance is connected according to its concept type, and relations from the
example introduced in Table 7.16.
Next, explanations from the “ProductionSizingCC” example are given as follows:
(i) Expression (7.19a) (ProducedAmount; Capability; UnitProcedure, Unit) - Type
25: gets the produced amount of the connected element(s). If the connected elements
of the “ProducedAmount” were only the “UnitProcedure”, then the amount of all
the produced values for each reaction would have been retrieved (not drawn into the
application and instance levels in Figure 7.17). However, the “ProducedAmount”
CComp is connected to both “UnitProcedure” and “Unit” CCompEls and the nature
of the depicted data given in the instance level forces it to only reach one value:
“#producedAmount in reaction1” (red colour).
(ii) Expression (7.19b) (Demand; ;) - Type 2: gets the demand value. There will be only
one value since there is no connection with any CCompEls (not drawn in Figure
7.17).
(iii) Expression (7.19c) ( ; Capability; UnitProcedure, Unit) - Type 1 : gets all the
“UnitProcedure” and “Unit” CCompEls pairs (“UnitProcedure ‘hasCapability’ Unit”).
In this example, only one relation exists between the instances “reaction1 - reactor1”
pair (purple colour).
(iv) Expression (7.19d) ( ; ;Unit) - Type 1: gets all possible instances of the “Unit”
CCompEl. The output is the instance “reactor1” (blue colour).
5Type of queries are explained in Section 7.2.2.
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Figure 7.17.: Connections between the CC and PS Domains
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7.6.2. Material Balance Constraint
This section illustrates a case where a material balance constraint is identified using the
connections between the CC Domain and the PS Domain. Afterwards, the same connec-
tions are used to recreate this constraint at another level in the decision-making hierar-
chy.
Departing from the DMM based on a state-task network presentation, both proposed by
Kondili et al. (1993), the previously defined procedures evolve as follows:
(i) A dictionary is populated according to the Comps and the CCompEls described in the
CC Domain model building section (Section 7.4). The “CurrentlyAvailableMaterial”
CComp is presented using the complete dictionary specifications in Table 7.17. The
complete list of CComp is available in Appendix E.
(ii) The required information for identifying the material balance from the original for-
mulation (Equation (7.20) originally given in Equation 7.4) is detailed in Tables 7.18
for sets, Table 7.19 for subsets, Table 7.20 for parameters, and Table 7.21 for vari-
ables. Tables 7.19-7.21 also present the CC Domain information of the correspond-
ing CComps as in Expression 7.2. These tables are built using the reduced structure
of dictionary specifications.












Bi,j,t +Rs,t −Ds,t, (7.20)
∀s ∈ S, ∀t ∈ T, t 6= t0.
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Table 7.17.: “CurrentlyAvailableMaterial” CComp illustration using the dictionary specifications
Tag Explanation Example Value
Source Source of the information Kondili1993
CC Constraint information in the
source
Constraint_05
CC name Constraint information MaterialBalanceCC
Nomenclature Nomenclature information from the
source
Ss,t amount of material
stored in state S, at the
beginning of time period
t
Symbol Symbol that is used in the source S(s,t)
Main symbol Symbol without index connec-
tion(s)
S
Entity Type of the entity (Set, Parameter or
Variable)
Variable
CComp name Meaning of the symbol that is con-
nected to the CC (If there are more
than one they are separated with
commas and if the Component is a
set this tag will be empty and next
tag will define)
CurrentlyAvailableMaterial
CCompEl symbol One of the connections of the sym-
bol
s
CCompEl Meaning of one of the connections




CCompEl symbol One of the connections of the sym-
bol
t
CCompEl Meaning of one of the connections
in CC & PS Domains
TimePeriod
Table 7.18.: Nomenclature details and the CC Domain expressions of Equation (7.20) (Sets)
Nomenclature Symbol Connection CCompEl
State s ProcessInput, ProcessIntermediate,
ProcessOutput (or ProcessState)
Task i UnitProcedure








Table 7.19.: Nomenclature details and the CC Domain expressions of Equation (7.20) (Subsets)




set of unit procedures
receiving material from
state s
Ts Capability s ProcessStateInput
UnitProcedure
CC Domain Expression→ ( ; Capability; ProcessStateInput, UnitProcedure)
set of unit procedures
producing material from
state s
T s Capability s ProcessStateOutput
UnitProcedure
CC Domain Expression→ ( ; Capability; ProcessStateOutput, UnitProcedure)
set of units capable of
performing unit
procedure i
Ki Capability i UnitProcedure
Unit











Table 7.20.: Nomenclature details and the CC Domain expressions of Equation (7.20) (Parameters)
Nomenclature Symbol CComp CCompEl symbol Connection
CCompEl
the proportion of input of
unit procedure i to state ρi,s MaterialBalanceInputCoefficient i UnitProcedure
s ProcessState
CC Domain Expression→ (MaterialBalanceInputCoefficient;Capability; UnitProcedure, ProcessState)
the proportion of output of




CC Domain Expression→ (MaterialBalanceOutputCoefficient; Capability; UnitProcedure, ProcessState)
processing time for the
output of unit procedure i to
state
pi,s ProcessingTime i UnitProcedure
s ProcessState







Table 7.21.: Nomenclature details and the CC Domain expressions of Equation (7.20) (Variables)
Nomenclature Symbol CComp CCompEl symbol Connection
CCompEl
amount of material stored in
state S, at the beginning of
time period t
Ss,t CurrentlyAvailableMaterial s ProcessState
t TimePeriod
CC Domain Expression→ (CurrentlyAvailableMaterial; Capability; ProcessState,TimePeriod)
amount of material which
starts undergoing unit
procedure i in unit j at the
beginning of time period t
Bi,j,t BatchSize i UnitProcedure
j Unit
t TimePeriod
CC Domain Expression→ (BatchSize; Capability, Capability ;UnitProcedure,Unit,TimePeriod)
amount of material s which
is purchased of time period t Rs,t PurchasedMaterial s ProcessState
t TimePeriod
CC Domain Expression→ (PurchasedMaterial; (; Capability; ProcessState,TimePeriod)
amount of material s which
is sold of time period t Ds,t SoldMaterial s ProcessState
t TimePeriod
CC Domain Expression→ (SoldMaterial; Capability; ProcessState,TimePeriod)
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Subsequently, the following changes that introduce information connections from the “Unit”
level to the “Site” level are implemented in the CCompEls handling, following the links in
Figure 7.5, which explains the model behind in the PS Domain:
– “Unit” −→ “Site”
– “UnitProcedure” −→ “SiteProcedure”
– “ProcessInput” −→ “EnterpriseProcessSegmentInput”
– “ProcessIntermediate” −→ “EnterpriseProcessSegmentIntermediate”
– “ProcessInput” −→ “EnterpriseProcessSegmentOutput”
Finally, a new constraint definition is built using the CC Domain, as illustrated in Table
7.22. The new constraint uses the same mathematical structure introduced in Equation
(7.20). The table shows the new CC Domain expressions belong to the recreated con-
straint. According to the reconstruction, Equation (7.20) remains the same, and the con-
nected elements of the equation are changed, resulting in a material balance for a planning
problem instance.
Table 7.22.: Recreated constraint elements of “MaterialBalanceCC” in Equation (7.20)
Symbol CC Domain Expression
s
( ; ;EnterpriseProcessSegmentInput) + ( ;
;EnterpriseProcessSegmentIntermediate) + ( ; ;
EnterpriseProcessSegmentOutput)
i ( ; ; SiteProcedure)
j ( ; ; Site)
t ( ; ; TimePeriod)
Ts ( ; Capability; EnterpriseProcessSegmentInput, SiteProcedure)
T s ( ; Capability; EnterpriseProcessSegmentOutput, SiteProcedure)







pi,s (ProcessingTime; Capability; SiteProcedure, EnterpriseState)
Ss,t (CurrentlyAvailableMaterial; Capability; EnterpriseState,TimePeriod)
Bi,j,t (BatchSize; Capability, Capability; SiteProcedure,Site,TimePeriod)
Rs,t (PurchasedMaterial; Capability; EnterpriseState,TimePeriod)
Ds,t (SoldMaterial; Capability; EnterpriseState,TimePeriod)
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7.6.3. Results of the Cases
The CC Domain successfully identified a material balance constraint from a scheduling
DMM in Section 7.6.2. Next, the constraint was regenerated to be used in another level of
the multi-level hierarchy using the PS Domain concepts. As a result, the potential of using
the CC Domain and the re-use of conceptualised DMMs at different hierarchical levels
of the decision-making structure, have been introduced with the following benefits in the
case study:
• Constraints have been identified in the CC Domain that enable sharing a common
understanding of humans, as well as understandable by the computers.
• The integration of the CC and the PS Domains has provided a basis for the knowl-
edge management and integration between the PS Domain and the CC Domain (do-
mains integration) by using the table expressed in Section 7.5.
• The constraint integration has been introduced by giving a new identity.
• The automatic generation of DMMs has been initiated by using the CC Domain,
together with algorithms and the structure of the dictionary specifications.
7.7. Concluding Remarks
The general aim of the working framework proposed in this chapter was to support the au-
tomatic Decision-Making Model (DMM) building by conceptualising constraints, in order
to be able to generate new DMMs specifically adapted to solve other problem instances.
Therefore, a modelling methodology for DMMs is built through the development of a
Conceptual Constraint (CC) Domain that supports the design phase of decision-making
procedures. After the development of the CC Domain, mathematical models are identi-
fied and can be used by other scenarios in situations such as integration of DMMs at the
hierarchical levels with the developed identification and integration procedures.
This work has developed the modelling methodology that preserves the main patterns re-
lated to different constraints and dictionary structures. The patterns are constructed from
the CC Domain and its elements: Conceptual Constraints (CCs), Conceptual Components
(CComp), and Conceptual Component Elements (CCompEls). The CC Domain taxonomy
presents the CCs, and each pattern of CCs introduces the CComps. The CC Domain ele-
ments are illustrated at the domain level, which has connections to the application level for
the concepts placed under the type of the CC Domain elements. Additionally, the applica-
tion level is connected to the instance level with real constraint examples. The dictionary
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specifications were established due to the modelling methodology, and the resulting ele-
ments of the CC Domain.
Moreover, the CCompEls define the implementation domain that the Process Systems (PS)
Domain, which represents multi-level hierarchical activities and models in production sys-
tems, is used as a particular implementation of the general approach for building DMMs.
In this sense, the integration of the CC Domain and the PS Domain has been explained.
Additionally, the required time and effort for accomplishing repetitive modelling tasks are
aimed to be reduced. The support of non-specialists can also be foreseen during the first
steps of building DMMs.
More DMMs may be introduced using the developed domain model, such as DMM in-
stances and conceptual model improvements. However, during an extension of the CC
Domain, constraints should be considered that are not practical or feasible to introduce.
Additionally, the potential of the developed domains lies for many applications areas. For
instance:
(i) The CC Domain connections may support the chosen phase of any decision-making
process.
(ii) The work has been conducted considering the complete constraint expressions that
are considered consistent. It is important to investigate how the mathematical ex-
pressions that construct a constraint are connected to each other and how these con-
nections can be automatically maintained. In addition, mathematical representation
formats should represent constraints for storage and management purposes.
(iii) The CC Domain may be extended to assist other methodologies and applications con-
nected to PSE (e.g. multi-objective optimisation, stochastic programming, dynamic
programming, constraint programming), another type of system models (systems of
systems, interwoven systems, etc.), and industries (e.g. manufacturing, information
industry).
The contribution of this chapter can be summarized as follows:
Contribution 4: The DMMs conceptualisation procedure is introduced by modelling ele-
ments of the CC Domain.




Integrated Exploitation of the Process





Decision-Making Model Building Sequences and
Algorithms
In the previous chapter, an ontology-based modelling approach has enabled the develop-
ment of the Conceptual Constraint (CC) Domain and the Process Systems (PS) Domain.
In this chapter, two procedures are developed to build new Decision-Making Model (DMM)
instances, through the exploitation of the information and relations formalised in the PS
Domain and the CC Domain. First, an identification procedure exploits the common con-
ceptual patterns found in the literature of a specific sub-domain (solving Process Systems
Engineering (PSE) problems through mathematical programming) to generate a taxon-
omy with the most frequently used constraints. From this taxonomy, an abstraction of the
DMM instances is generated using the CC domain (conceptual DMM) so that the knowl-
edge obtained from such an identification can be transferred to other levels in multi-level
hierarchies based on the PS Domain and generating other DMMs for other scenarios. A
DMM construction algorithm using these procedures has been developed and applied to
case studies. This shows a feasible path leading to the automation of ad-hoc DMM build-
ing that has multiple practical applications.
8.1. Introduction
One significant part of the decision-making process is the design phase that is associated
with building Decision-Making Model (DMM) alternatives (Simon, 1960): the cognitive
strength of domain experts (e.g. Process Systems Engineers) has supported this design
phase for years. One of the design phase concerns is the repetitive task of building similar
DMMs. In a broad sense, there are several ways to reduce the time and effort required by
this repetitive task:
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• Equivalences of different formulations: mathematical programming is a way to ex-
press DMMs; it supports the DMM construction with the set, subset, parameter,
variable, and constraint elements as mentioned in Section 7.3 (Cagan et al., 1997).
With the support of these elements, it is possible to provide systematic ways to
connect different formulations. An earlier method of finding equivalences of dif-
ferent formulations using mathematical programming enabled the construction of
stochastic models from their base deterministic linear programming models (Kall
and Mayer, 1996). The developed tool provides an interface to choose the type of
stochastic linear program model (e.g. single or multi stage chance-constrained) and
reshapes the formulation according to user requirements. The management system
connects all the information to GAMS and its solvers. Mathematical programming
elements are not related to the problem type but can yield a general structural trans-
formation of formulations.
• General formulations: another approach to overcome the repetitive work of building
similar DMMs is to develop general formulations: these general formulations may
apply to many cases of problems that appear to be solved in multi-level hierarchies
(from supply chain design to task-unit assignment). For instance, the general for-
mulation of the short-term scheduling model proposed by Kondili et al. (1993) has
been applied to many other situations (Laínez et al., 2009; Méndez et al., 2006) -
since its concern is the unit-based understanding of the problem and, in many cases,
it is irrelevant which type of instances are being managed. However, the use of
generic formulations is usually limited to the solution of similar problem structures
and within a single decision-making level.
• Conceptual representation of data: similarly, it is possible to organise conceptual
representation of problem data (e.g. unit operations, state/resource-task-network
(STN/RTN), flow sheet modelling) defined by logical sequences (such as the phys-
ical, procedural models and recipes). The conceptualisation of problem represen-
tation has been accomplished to generalise and abstract the problem instance to
a given effectiveness, and as this may be insufficient; in many cases, it is often
combined with the general formulations. Conceptualisation is also related to the
generation of process model equations; and there have been significant studies re-
lated to generating a set of equations from the conceptual representation of data
(i.e. MODEL.LA (Stephanopoulos et al., 1990a,b), BatchDesign-Kit (Linninger,
1995), and TechTool (Linninger et al., 2000)). Moreover, commercial tools have
also adopted the generation of equations for process modelling (e.g. gPROMS
ModelBuilder (PSE, 2018)). Conceptual representations of problems are not di-
rectly connected to DMMs as generic formulations, but they can provide a base for
information retrieval regarding parameters.
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• Automated code generation for DMMs: as well as taking advantage of the equiv-
alences of different formulations (generic formulation development and the con-
ceptual representation of data) there are developments in tools and methodologies
for supporting automated procedures. For code generation, the captured knowledge
provides process models (Elve and Preisig, 2017) and model templates are used
to provide process designs (Fedorova et al., 2015). Additionally, tools may trans-
form process models written in generic languages (e.g. Latex, MathML) to a stan-
dard executable flow-sheeting environment (e.g. CAPE-OPEN) (Tolksdorf et al.,
2017). Automated tools do not assist in building a path from problem statement
(data-input) to DMMs for a broad range of scenarios - but they can provide storage
and re-usability for DMMs.
These different approaches to reduce the time and effort required when building DMMs
(i.e. equivalences of different formulations, general formulations, a conceptual represen-
tation of data, and automated code generation for DMMs) offer advantages in their ap-
plication areas. For instance, mathematical programming elements can be automatically
reorganised to find equivalences for different formulations; general formulations can solve
similar problems; conceptual representation of data from problems can provide informa-
tion retrieval regarding parameters, and automated tools can provide storage and flexible
DMMs reusability. This work presents a framework in parallel to these approaches that
reduces the time and effort needed for buildin DMMs.
Another aspect of this work is related to the integration of DMMs. The integration con-
cept has to be introduced before DMM integration since the term integration can refer to
several concepts. Kelly et al. (2013) define the integration as a process with five differ-
ent interconnected usages; these interconnected usages of integration are introduced with
illustrations and examples from the Process Systems Engineering (PSE) applications as
follows:
• Integrated treatment of issues relates the issue under consideration to the other so-
cial, environmental, and economic objectives to improve decision quality by reduc-
ing adverse effects on others. A practical implementation can be found in multi-
objective DMMs in PSE (Mele et al., 2011; Medina-González et al., 2017).
• Integration with stakeholders links the policies among different stakeholders and
the effects resulting from these decisions. The application of this type of integration
approach can be categorised under the topic of multi-enterprise decision-making
strategies (You and Grossmann, 2009; Hjaila et al., 2017).
• Integration of disciplines connects the different points of view with the understand-
ing of the system related to the same issue. A recent implementation is demonstrated
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in the integration between analytical and transactional tools for Decision Support
Systems (DSSs) (Muñoz, Capón-García, Laínez-Aguirre, Espuña and Puigjaner,
2017).
• Integration of processes combines many types of methods from the same perception
to make decisions (e.g. the operation of energy storage according to market demands
is one of the practical implementations (Silvente et al., 2015)).
• Integration of scales of consideration is most likely to aggregate interests. The scale
consideration does not mean to keep these physical boundaries; it means to reach an
understanding between actors and physical models and the linkage between differ-
ent model components and the complexity of the problem within the defined area.
For instance, the integration of scales can be implemented between the integrated
design and planning DMMs (Laínez et al., 2009), scheduling and control DMMs
(Harjunkoski et al., 2009; Muñoz et al., 2011; Baldea et al., 2015), and multi-time-
scale integration considerations (Biondi et al., 2017).
This chapter aims to provide an integrated environment that includes the conceptualisation
of DMMs in the framework of the hierarchical structure of PS. Therefore, the integrated
DMMs are aimed at supporting the decisions across the multi-level hierarchies with scale
considerations, as well as the multi-disciplinary understanding. Finally, the presented ap-
plication methodology underlines the DMM integration and uses systematic DMM build-
ing procedures that follow the “modelling the modelling procedure” approach to build new
DMM instances applicable to new situations.
8.2. Overview of the Framework
The proposed framework supports two phases: (i) conceptualisation of DMMs by break-
ing them down to their constraints; and (ii) adaptation of DMMs to new problem state-
ments/scenarios (Figure 8.1). This procedure is based on abstraction, classification, and
generalisation of DMMs. Therefore, conceptualised DMMs contain physical modelling,
domain information, and equation systems (or constraints) and provide the flexibility to be
used for the solution of new problems/scenarios.
To sustain conceptualisation and adaptation phases, a framework is needed to support the
required connections between functionalities and domain (Figure 8.2). Functionalities
include identification, integration, and validation blocks - as well as other possible devel-
opments related to the framework. Another main block contains the domains that carry
out functionalities: operations research (i.e. connected to DMMs in this work) and PS
(i.e. connected to the models in production). These two main blocks (functionalities and
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Adapt DMMs to the 
new problem statements/
scenarios
Figure 8.1.: Conceptualization and the adaptation of DMMs
domains) are connected with a dictionary structure that is used for supporting data saving
during an identification procedure, or to provide the required information for a validation
procedure.
Apart from the framework architectural building blocks, there are two types of human
interactions that can be expressed as builder and user. The role of the builder is to introduce
DMMs and interact with the constraint identification procedure, as well as the domains
and required functions. The user enters problems that contain new problem statements
and requests DMM integrations (adaptations) from conceptualised DMMs.
8.2.1. Domains
The work explained in this chapter of the thesis uses two domains: the CC Domain (i.e.
the pattern of constraints, required elements to build these patterns, and relations) and the
PS Domain (i.e. concepts from the process, physical, state, procedural control models,
and their connections). The main characteristics of these two domains are given as follows
(the detailed explanation of these domains are in Section 4 and Section 7):
• The PS Domain contains the model information of systems that can be built, de-
signed, and run. The main sources of this domain are the ISA88/95 Standards (ISA,
2010, 2000). The hierarchical model information in the PS Domain supports one of
the functions of the DMM integration in the multi-level hierarchies appearing in PS.
• The CC Domain is used to conceptualise DMMs; in this regard, the domain supports
the conceptualisation of DMMs using the following elements:
– The Conceptual Constraints (CCs) express the type of constraints and repre-
sent the taxonomy of constraints as built through an “is-a” relation.
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Figure 8.2.: Architecture of the framework with domains and functionalities
– The Conceptual Components (CComps) appear as the main terms in CCs. The
“hasComponent” relation connects the CCs and the CComps to express the
patterns of each CC.
– The Conceptual Component Elements (CCompEls) are specific concept types
of the CC Domain, linked to the CComps that appear in another counterpart
domain (in this work, the PS Domain) to carry out the decision-making pro-
cess.
These CC Domain elements also support domains integration. The CCompEls are
the elements that are directly connected to the PS Domain, and the CComps support
the value-related integration.
One of the ways to use these domains is to conceptualise DMMs.
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8.2.1.1. Problem statement
The mathematical programming representation contains variables, x; objective function(s),
f(x); equality constraints, h(x); and inequality constraints, g(x). It can be illustrated as




s.t. h(x) = 0, (8.2)
g(x) ≤ 0. (8.3)
The representation given through Expression (8.1) (objective function) and Equations
(8.2)-(8.3) (constraints) can be also expressed in another way using the CC Domain el-
ements as follows:
minx (CComp; Relationk2 ; CCompElk3)k1 (8.4)
s.t. CC[(CComp; Relationk6 ; CCompElk7)k5 ;
( ; Relationk9 ; CCompElk10)k8 ]k4 . (8.5)
where k1 = {1, ..., n}, ..., k10 = {1, ..., n} are integers that represent the number of el-
ements. Expression (8.4) represents the objective function, which can be expressed as
a combination of one or more CComps aiming to be minimised (or maximised), while
Expression (8.5) contains a set of CCs that represents the constraints of the DMM.
As an example, a material balance constraint that is constructed for raw materials (from








Bi,j,n = 0,∀ s ∈ SR. (8.6)
The constraint is presented in Equation 8.6 and its components are expressed in terms of
the CC Domain in Table 8.1.
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Table 8.1.: CC Domain elements of Equation (8.6)
This material balance constraint is rewritten and reorganized as a DMM1:
min
x
(Cost; ; ProcessStateInput) (8.7)
s.t. BalanceCC [ (StoredAmount; ; ProcessStateInput),
(ConsumedAmount; ; Unit, T imePoint,
UnitProcedure, StateModelInput);
( ; ; StateModelInput)] (8.8)
8.2.2. Functionalities
The functionalities block is the focus of this chapter: the part of the block related to the
identification of individual constraints is introduced in Section 8.3; and DMM integration
is presented in Section 8.4.
In addition to these two procedures, algorithms, which use details of these procedures,
have been developed to be applied to different case studies (see Section 8.5). The details
of these algorithms are given in Appendix C.2.
8.3. Constraint Identification Procedure
The constraint identification procedure aims at margining domains and instances using
application concepts. The constraint identification procedure contains the CC Domain
elements, dictionary support, and user supervision from the builder to produce identified
1As expected; the DMM expressed previously chooses to consume nothing since the cost would be minimum
in this case. A complete DMM also requires at least “SizingCC” and consistent decision structure.
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constraints in the CC Domain. This input/output structure is organised using the five steps
illustrated in Figure 8.3 (a detailed sequencing diagram including file structures, inputs,










Decomposition of decision making model into 
set, variable, parameter, and constraint inputs
Step CI_2: 
Matching inputs with the CComps 
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CC Domain network 
construction
Step CI_5: 
Prediction of the type of constraints
data flow direction
Step CI_3: 
Enriching the constraint input with identified 
set, parameter, and variable inputs
Sequence of the Constraint Identification Procedure






Figure 8.3.: Sequence diagram of the constraint identification procedure
8.3.1. Step CI_1: DMM Decomposition
The goal of the first step is to decompose a DMM described through a mathematical pro-
gram and implemented following a dedicated language/syntax (e.g. a GAMS file, MathML
file, XML file). This step parses a DMM into conceptual mathematical programming el-
ements (i.e. sets, parameters, variables, and constraints - Section 7.3) with some expla-
nations from nomenclature and comments (if they exist in the source file); these mathe-
matical programming elements are the inputs for the rest of the algorithm and are named
accordingly: set inputs; parameter inputs; variable inputs; and constraint inputs After this
decomposition step, the resulting mathematical programming elements, except the con-
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straint inputs (as shown in Figure 8.3 constraint inputs are directly forwarded to Step
CI_3), are sent to the next steps for further identification.
8.3.2. Step CI_2: Matching Step CI_1 outputs with the CC Domain
elements
The aim is to match the set, parameter, and variable inputs (the outputs of Step CI_1)
to CComps and CCompEls; set inputs are matched with CCompEls, while parameter and
variable inputs are matched to the CComps.
The second step has four different inputs:
• Set, parameter, and variable inputs from step CI_1,
• List of CComps and CCompEls from the CC Domain,
• Results from user interaction, and
• Dictionary structure created by previous builders (described next in Section 8.3.2.1).
The matched outputs resulting from this step are used for the enrichment of the constraint
inputs and the identification of the type of constraint included in the model (step CI_3).
8.3.2.1. Dictionary
A dictionary stores previous decisions made by the builder(s). These decisions on each
entity are saved to support the users through the suggestion of CComps or CCompEls.
Each entity in a dictionary includes its structure that has tags and sub-tags (detailed in
Dombayci and Espuña (2018a)). Each entity has its source name, the CC Domain ele-
ments (CC, CComps, CCompEls), source-related information (nomenclature explanation,
symbol, main symbol, and entity type), and query-related information (related to the PS
and CC Domains integration). The goal is to receive support from the content of the dictio-
nary. If the builders or model developers are the same then they are expected to follow the
same pattern for decisions and use similar symbols for similar concepts and nomenclature
for the principal elements of DMMs (e.g. “i” for procedures, “j” for units). Additionally,
support for user interactions comes from source files nomenclature; suggestions are also
based on the similarity between CComps and CCompEls and input explanations (nomen-
clature) that are extracted from source files. Support can be further developed considering
the expressions composed of more than one parameter and variable.
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8.3.3. Step CI_3: Constraint Input Enrichment
All inputs (i.e. set inputs, parameter inputs, variable inputs, and constraint inputs) gener-
ated from step CI_1 (except for constraint inputs) are matched to the corresponding CC
Domain elements. In this step, inputs and their corresponding CComps and CCompEls are
linked to their corresponding constraint inputs to sustain the constraint enrichment step.
Thus, the enriched constraints are connected to their associated CComps and CCompEls.
In this step, constraints are connected to the CC Elements using the DMM constraint defi-
nition illustrated in Expression (8.5).
8.3.4. Step CI_4: Network Construction
To predict the CC types associated with constraints, a network of known constraints is
created. Such a network can be used to predict the constraint types and assign them proba-
bilities (according to each CC in the network), so that each constraint can be automatically
identified as similar to one of the existing CCs.
This step uses a supervised network construction to build a network from a set of known
constraints using the Naive Bayes classification technique that is supported by the Machine
Learning Toolbox of MATLAB (MathWorks, 2015). Previously, step CI_1, step CI_2
and step CI_3 prepare a set of known constraints and their CC types (e.g. “BalanceCC”,
“SizingCC”, “ResourceAllocationCC”). This clustered data (i.e. known constraints) is
formed by the DMM references from different purposes and decision levels; this structured
information is passed to the network construction step.
Each CC and its connections to the CComps and CCompEls are introduced to the training
step of the Naive Bayes classification procedure, which estimates the probability distri-
bution for the CCs according to the input features. A Naive Bayes classifier considers
that each of these features (i.e. CComps and CCompEls) contributes independently to the
probability of a class (i.e. CC)and this means that features do not necessarily associate
with each other.
Aggregated information of the known constraints is used during the network construction
step. The network training is executed considering the connections from the subclasses;
the training data is introduced as the aggregated relations that CComp patterns are shared
with the upper level of a CC. For instance, the “MaterialBalanceCC” CComp pattern is
also defined as the “BalanceCC” CComp pattern in the network construction step.
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8.3.5. Step CI_5: Prediction of the Type of Constraints
The purpose of this step is to identify the type of an unknown constraint. Therefore, this
step requires two data inputs: an enriched constraint input (i.e. the output of step CI_3)
and a CC Domain network (i.e. the output of step CI_4). As a result, a set of probability
values are produced corresponding to the constraint. The identification procedure returns
the classification as a Bayesian probability for each CC according to the actual state of the
knowledge (according to the coverage of the network); the sum of similarity percentage
values for all CC equals 1.
In addition to the Bayesian probability from the known constraint network, an unknown
constraint can also be computed by a similarity percentage related to the use of CComp.
Each CC is connected to a set of CComps so that CComps from the use of the CComps by
the non-classified constraint can be compared with the use of the CComps in the already
classified constraints (i.e. CC). If the CComps of the unknown constraint perfectly match
with a candidate CComp set connected to a CC, the CComp similarity percentage is taken
as 100%; otherwise there will be a value of between 0% and 100%.
Finally, an overall quantitative measurement can be defined (i.e. combined similarity)
considering probability values from Naive Bayes Classification and CComp similarity as
follows:
CombinedSimilarity =
BayesianProbability ∗ CCompSimilarityPercentage (8.9)
where the “BayesianProbability” is obtained from the CC Domain network and “CComp-
SimilarityPercentage” is based on CComps comparison. The Bayesian probability refers
to all the CCs with a probability value that decreases when the CC is a subclass of another
type CC; however, the CComp similarity percentage may be misleading as a CComp may
appear as part of different CCs at the same time. Therefore, the “CombinedSimilarity”
gives a better idea of the chances of belonging to a certain class of CCs for the unknown
constraint by combining both results.
8.4. DMM Integration Procedure
This section explains the procedure that integrates identified DMMs into new DMM in-
stances using construction algorithms. These construction algorithms utilise previously
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identified DMMs and create two integration functionalities (i) by extending and (ii) by
changing the scope of DMMs. The DMM integration procedure requires identified DMMs
(i.e. collections of identified constraints through the identification procedures). To apply
the integration functionalities, the procedure is composed of two steps: (i) “DMM compo-
sition” and (ii) “DMM update”. Additionally, these steps require the definition of two new
elements: a connection matrix identifying the links required to compose the new DMM
and calculate functions to generate any eventual missing data. The sequence diagram of
the DMM integration procedure is illustrated in Figure 8.4. The general DMM integration
procedure includes DMM composition from a set of identified constraints including their
input elements (the complete identified set of constraints can be called identified DMM)
by introducing the problem input and integration request from the user and connection
matrix that is used to create a composed DMM. The created DMM may then be required

























Figure 8.4.: DMM integration sequence diagram
8.4.1. Step MI_1: DMM Composition
This step requires three inputs:
(i) Fully identified DMM (or collections of identified constraints) which is the collection
of constraints and all connections to the inputs (if the source file contains a complete
DMM in step CI_1),
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(ii) The specifications characterising the new DMM instance, and
(iii) A connection matrix according with the new specifications and characteristics of the
PS Domain and the CC Domain (described next in Section 8.4.1.1).
The goal is to compose a new DMM (composed DMM) with the support of a connection
matrix. The connection matrix will be developed or selected according to the user pur-
pose (request type and content). The new DMM will be based on the transformations of
the relations (constraints) previously conceptualised and characterised (the CC Domain
resulting from Section 7). The first step will be to identify the equivalences that can be
established through the multi-level hierarchy that will usually appear in the application
Domain introduced in Section 4. These equivalences can be represented as a multilayer
structure (matrix) of concepts (“connection matrix”). Depending on the problem speci-
fications, the user will determine the request type. The request may have different ob-
jects - such as to extend a DMM, change the scope of a DMM, or combine different
constraint instances. Depending on the request, the algorithms use the corresponding con-
nection matrices (described next in Section 8.4.1.1) and other information structures. To
formalize the concepts and procedures explained in this chapter some algorithms are intro-
duced. Essentially, the algorithms use the same concepts and orders explained in Section
sec:ApplicationMethodolgyConstraintIdentificationProcedure and Section 8.4 and intro-
duce a sequential written part. For instance, Algorithm 1 (constraint identification in Sec-
tion 8.3) aims to identify the CC types of each constraint using the CC Domain network
built from Algorithm 2 as a part of the Algorithm 1 (introduced in Section 8.3.4). A DMM
extension through the multi-level hierarchies is implemented using Algorithm 3. Then a
new DMM instance is built using Algorithm 4.
The output of this step is a new DMM with a set of constraints connected to set and
parameter inputs.
8.4.1.1. Connection Matrix
Connection matrices have concepts and relations related to a domain that take advantage of
CCompEl links to support the DMM composition step. A connection matrix can be used to
model different domains (e.g. multi-level hierarchies, interwoven systems, and systems of
systems) and some algorithms are developed to use these connection matrices (this section
uses a connection matrix based on multi-level hierarchies). The task of DMM integration
algorithms (e.g. Algorithm 3 and Algorithm 4 in case studies 2 and 3 in Section 8.5.2 and
Section 8.5.3) is to find CComps and CCompEls links between the identified DMM and
the associated connection matrix. These links are then used to produce new DMMs.
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Figure 8.5 presents an example of a connection matrix useful for cases where the new
DMM may work over the PS Domain, as a counterpart of the CC Domain. This connec-
tion matrix presents a multi-level hierarchy; the extension of the relations and concepts
supports changing the scope of a DMM to new DMMs. The concepts and relations in
the connection matrix are retrieved using a semi-automatic approach during conceptual
domain modelling (Chapter 4) from the ISA88 Standard based on the multi-level hierar-
chical models in PS (ISA, 2010). These concepts and relations are further developed using

















































































































Different levels of CCompEls
Figure 8.5.: Connection matrix compliant with the ISA 88/95 Standards, as example of the the multi-level con-
trol/management hierarchy usually found in PS applications
8.4.2. Step MI_2: DMM Update
This step aims to update the composed DMMs to fully adjust to the new situation by
adding new calculations to the DMM “calculate function” of the procedure. This step
requires three inputs:
(i) A composed DMM,
(ii) Inputs of the problem statement, and
(iii) Calculate functions (described next in Section 8.4.2.1).
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The output of the composition step may not be complete; there may be a need for further
adjustments to fulfil the requirements of a new situation (e.g. missing information to be
collected of calculated, data adjustments, SI-non metric unit calculations). This step is
therefore responsible for updating the composed DMMs to completely solve the problem
that has arisen from the new situation. Composed DMM requirements and problem inputs
that are provided by the user are compared, and calculate functions are used to reclaim the
completeness of the composed DMM. The output of the DMM update step is an updated
DMM - which can be used to solve a new scenario.
8.4.2.1. Calculate Functions
A set of functions is required to check the availability and consistency of the information
currently at the application domain (the PS Domain). At the DMM refining stage, specific
instances of such functions will be generated and run in accordence with user request de-
tails, in such a way that the availability and consistency of all the required information is
validated (and eventually enforced). Therefore, additional functionalities such as retriev-
ing missing information, data adjustments, and calculations are required. The calculate
functions are used to align differences using functionalities between composed DMMs
from the previous step and problem inputs. Calculate functions are connected to CComps
and CCompEls that appear in the CC Domain; they may be composed of a series of queries
and calculations. Before the use of the calculate functions, a query is sent to obtain specific
data values from the PS Domain -and a calculate function is used if there is an empty or
an ambiguous answer to the query.
An example connected to the “Capacity” CComp is illustrated in Figure 8.6 to explain two
cases of the calculate function usage. The “Capacity” CComp may be linked to different
CCompEls from the procedural control model (e.g. Procedure, UnitProcedure, Operation)
as in the CC Domain. Usually, this data, as a parameter input to the DMM, should be
retrieved through a query composed from CComps and CCompEls (e.g. “UnitProcedure
#capacity”: obtains the capacity values of each unit procedure in the problem input).
Empty query: if the information is unavailable, calculate functions are responsible for
providing calculation routines for the missing information. In the example, the “getUnit-
ProcedureCapacity” calculate function is created to calculate the required values (calculate
functions may be created by the builder or the user if needed); for example, it is possible to
ask for the minimum and maximum capacities of a unit procedure (“getUnitProcedureM-
inCapacity”, “getUnitProcedureMaxCapacity”) and to use these values to calculate the
average capacity.
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Ambiguous answer: if more than one type of response for a query is received, some further
decisions should be included in the process in addition to calculations. In this ambiguous
case, “UnitProcedure #capacity” query returns more than one (and different) values for
the same unit procedure. This contradiction may come from capacity differences for unit
procedures in different units or areas. In this case, the calculations should be conducted





  getUnitProcedureMinCapacity 
(UnitProcedure #MinCapacity),



















Figure 8.6.: Calculate function demonstration
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8.5. Case Studies and Results
Three interconnected case studies are presented to illustrate the application of the pro-
posed procedures and tools by demonstrating their capabilities. The algorithmic path of
the application procedures for each case study are presented as an algorithm in Appendix
C.2.
The summary of the case studies (i.e. algorithms, input/output relations) are depicted in
Figure 8.7 and introduced as follows:
• Case Study 1 in Section 8.5.1 illustrates the identification of a DMM using Algo-
rithm 1 aiming to identify the CC types of each constraint. In this case, Algorithm
2 previously is used to build the CC Domain network.
• The identified DMM is then used to introduce an example of DMM extension through
the multi-level hierarchies in Section 8.5.2 as Case Study 2. This extension case uses
Algorithm 3.
• Case Study 3 introduces another data input identification procedure and the identi-
fied DMM from Case Study 1 is used to build a new DMM instance (see Section











Integrated DMM that can solve 
problem input 2
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Figure 8.7.: Summary of interconnected case studies
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8.5.1. Case Study 1: DMM identification
This case study follows Algorithm 1 to support the builder’s activities (expressed in the
framework architecture in Figure 8.2). The case study starts with a DMM that is developed
for the solution of discrete-time short-term scheduling problems (Kondili et al., 1993; Shah
et al., 1993; Maravelias and Grossmann, 2003a). All the necessary information from the
CC Domain has been gathered (i.e. lists of CComps and CCompEls) and a network has
been created based on Algorithm 2. After the first step (step CI_1), the summary of the
DMM inputs is given as follows:
• 6 set and subset inputs,
• 3 variable inputs,
• 14 parameter inputs, and
• 12 constraint inputs (including an objective function).
For the execution of step CI_2, a user interface structure has been developed to match
variables, parameters, sets, and subsets to their corresponding CC Domain elements. Fig-
ure 8.8 illustrates the user interface developed for the parameter input structure to match
with the following areas:
• ID of each parameter taken from the source,
• Expression of the parameter used in the DMM without any set connections,
• Explanation of the expression from the source (if any),
• Identified set connections from the previous identification of set procedure (if any),
• List of suggested CComps from the dictionary,
• List of all CComps,
• Interaction requirement for each parameter (add buttons for the builder),
• Selected CComp, and
• Summary of builder supervision.
Step CI_3 is then implemented; each constraint is connected to CComps and CCompEls.
A report is presented in Appendix C.3.
Each constraint is then processed by step CI_5 which produces the information about its
CC type.
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Figure 8.8.: Matching step support: parameter input example including the dictionary support
8.5.1.1. Results and Discussion of Case Study 1
In Case Study 1, 12 constraints were separately processed by Algorithm 1 based on the
constraint identification procedure. The summary of the results of identification of con-
straints is reported in Table 8.2 and the full classification results are given in Appendix
C.4. Some facts and comments considering the result of the case study are summarised as
follows:
• The procedure correctly detected 10 out of 12 constraints (except the “Constraint_006”,
the “StorageSizingCC”, and “Constraint_008”, the “EconomicCC”) even though the
number of known constraints in the CC Domain network is limited (112 constraints).
Please note that the correctness of the classification, comparison, and similarity val-
ues are introduced in true and false columns in Table 8.2. To overcome this, more
constraints should be introduced in the network to obtain accurate predictions con-
sidering reported identification results. It is necessary to start testing the system
with a variety of constraint types. Moreover, the dictionary should be improved to
enhance the efficiency of the steps used by Algorithm 1.
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• The combined similarity percentage (see Equation (8.9)) has resulted in the correct
classification when this indicator is higher than 6%, leading to correct classifica-
tions for “Constraint_001” and “Constraint_0012” which are not precisely classified
when just using Naive Bayesian probabilities.
• The Bayesian probability has resulted in the correct classification when the proba-
bility values are higher than 0.222. The Naive Bayes classification has not produced
accurate predictions when there are not many CComps connected to the CCs; for
instance, the “Constraint_006” has only one connected CComp and it has not been
predicted as a “SizingCC”; besides the “Constraint_007” has been correctly identi-
fied as a “SizingCC”. So there is a need to enrich classifications of constraints with
more features (such as bigM formulations, summations symbols, and so on).
• The CComp Similarity has supported the correct classification when the constraints
are poorly classified by the Naive Bayesian method. For instance, the comparison
of CComps assisted the prediction of the “ResouceAllocationCCs”. However, the
classifications obtained using just CComp Similarity as an indicator are globally
the worst, including cases where wrong classifications are obtained when a 100%
CComp matching is reported by this indicator. It is important to mention that this
has been affected because each CComp may appear in more than one type of CC.















Table 8.2.: Prediction results for Case Study 1





























Constraint_002 1 SizingCC 0,464 0
ResourceAl-
locationCC 100 1 SizingCC 30,920
Constraint_003 1 SizingCC 0,464 0
ResourceAl-
locationCC 100 1 SizingCC 30,920
Constraint_004 1 BalanceCC 0,259 1 BalanceCC 25 1 BalanceCC 6,481
Constraint_005 1 BalanceCC 0,259 1 BalanceCC 25 1 BalanceCC 6,481
Constraint_006 0 BalanceCC 0,213 0 BalanceCC 17 0 BalanceCC 3,553
Constraint_007 1 SizingCC 0,175 1 SizingCC 50 1 SizingCC 8,745















Constraint_011 1 BalanceCC 0,333 1 BalanceCC 50 1 BalanceCC 16,648
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8.5.2. Case Study 2: Extension of DMMs
This case study is intended to illustrate the proposed DMM extension function and its
implementation through Algorithm 3. It is assumed that the user provides an original
DMM input (problem input) and aims to have an extended DMM to manage an extended
version of the original problem in order to check the feasibility/reliability of the decision
made on an extended set of information. In this case study, the main purpose is to solve an
extended problem using different recipes, while different product demands (due dates and
amounts) must be fulfilled.
The steps in Algorithm 3 are followed to solve this problem.
• The original problem input manages the information from the case study proposed
by Kondili et al. (1993) which is defined when the information appears in the “Unit”
level. In this case-study, its extension is intended to manage the information at the
“Site” level following the ISA 88 Standard.
• The original problem and its extension are modelled as in Figure 8.9. Added ech-
elons introduce new transportation devices and distribution centres. While the in-
formation related to the “Production-Site” contains information in the “Unit” level,
other added “Transportation-Site” and “Distribution-Site” contain the information
related to the “Site” level.
• Additionally, the input of the original and the extended problem are processed by
the matching step of the identification procedure (i.e. step CI_2 in Section 8.3.2).
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Table 8.3.: Summary of the identified DMM - 1
Symbol CComp CCompEl
General CCompEl Identified Level Extended Level
t TimeModel TimePeriod TimePeriod
j PhysicalModel Unit Site









Rm(s) RawMaterial StateModel ProcessStageInput SiteProcessSegmentInput
FP(s) Product StateModel ProcessStageOutput SiteProcessSegmentOutput
H Horizon
Price(s) Price StateModel ProcessStageOutput SiteProcessSegmentOutput
Cost(s) Cost StateModel ProcessStageInput SiteProcessSegmentInput
dem(s) Demand StateModel ProcessStageOutput SiteProcessSegmentOutput



















Table 8.4.: Summary of the identified DMM - 2
Symbol CComp CCompEl
General CCompEl Identified Level Extended Level
















IJ(i,j) Capability PhysicalModel; Pro-
ceduralModel



















Unit; UnitProcedure Site; SiteProcedure
Vmax(i,j) UpperBoundOfProcedure ProceduralModel;
PhysicalModel
Unit; UnitProcedure Site; SiteProcedure
OperationCost(i,j) OperationCost ProceduralModel;
PhysicalModel
Unit; UnitProcedure Site; SiteProcedure
Instalcost(j) InstallationCost PhysicalModel Unit Site
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The data inputs of the original and extended problems have so far been identified within
the CC Domain elements; the differences between the original and the extended problem
inputs are established. The challenge, in this case, is to control the information appearing
both at the “Unit” and at the “Site” levels.
• In the next step, the DMM that can solve the original problem (i.e. identified in the
first study3) is introduced to the system (e.g. from case study 1 in Section 8.5.1).
• The connection matrix illustrating Section 8.4.1.1 is introduced.
• Step MI1 in Section 8.4.1 with a set of rules introduced in Algorithm 3 are applied
(i.e. line 8 to line 18). A summary of the input files for the solution of the extended
problem is introduced in Table 8.5. This table illustrates both the original DMM
input and the extended problem input.
• At the end of the algorithm application, the problem is solved using the extended
version of the DMM with the extended problem input.
3Even though another DMM can be identified and Algorithm 3 can be applied, in order to preserve the continuity









Table 8.5.: List of queries
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8.5.2.1. Results and Discussion of Case Study 2
The extension of the DMM is achieved according to the problem description by the user.
The output of Case Study 1 (an identified DMM) has been extended and solved according
to the extended problem input. A short-term scheduling DMM is extended for the solution
of the multi-echelon problem. Additionally, the “Production-Site” is not considered as a
single system since each “UnitProcedure” is considered for the solution of the extended
DMM. The original problem input and the extended problem input differences directly
affect the extension function of a DMM. Finally, Figure 8.10 shows the results obtained at
the “extended-level” using the DMM identified at an “original-level” and determining the
best usage of the distribution centre and transportation resources, which are also linked to
the production site schedule (not in the figure).
Figure 8.10.: Gantt chart of the planning period (each number in the procedure block represent the amount of
material in physical entity and the x-axis presenting the time is not scaled)
The extension request of the user has all available and required information, so the calcu-
late function has not been required in this case study.
8.5.3. Case Study 3: Changing the scope of DMMs
In this case study, the originally identified scheduling DMM based on the early work
of Kondili et al. (1993), previously conceptualized (Case Study 1) and extended (Case
Study 2), has been used as a departure point to address the supply chain synthesis problem
associated with a natural gas (BioSNG) production and distribution network proposed by
Calderón et al. (2017). For simplicity, the geographical areas to be considered in this
design problem are reduced to seven.
The steps in Algorithm 4 are followed to solve this problem. An initial work related
to the identification of the problem input 2 follows. The algorithm continues with the
change of scope request; stepMI_1 and stepMI_2 are then followed to address the DMM
integration. The use of a connection matrix and the calculate functions are built according
to the new scope (scope changing) request. During this process, the identification of the
new problem input data - supported by the procedures identified as CI_2 (Section 8.3.2)
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is required to connect and proceed with the procedure. In the following subsections, the
three required steps associated with the composition of the new DMM are detailed.
8.5.3.1. New DMM composition
This section is straightforward as detailed in Case Study 2. The level of the identified
DMM is moved from the “ProcessCell” level to the “Site” level in order to fix the CCom-
pEl of the composed DMM. The connection matrix is the same one given in Figure 8.5.
8.5.3.2. Identification of the problem input data
The identification of the problem input 2 (the new problem input data) is investigated in the
three steps related to the ontological model of the PS Domain and corresponding elements
in the CC Domain: (i) decisions related to the concepts, which lead to the CCompEls,
(ii) relations among these CCompEls, and (iii) available values in the PS Domain and
their connections as CComps. The matching step of the identification procedure (i.e. step
CI_2) is applied.
CCompEls identification: all the decisions are set at the “Site” level. The procedural
model starting from the level associated with the “SiteSegmentProcedure” (SSP) is used,
and different SSPs are introduced (“RawMaterial”, “Cultivation”, “Transportation”, “Pro-
duction”, “Distribution”, and “GridInjection”). The connection between SPPs and the
state model elements are introduced as illustrated in Figure 8.11 (“RawMaterial” does not
appear in this figure).
The case study related to the problem (problem input 2) contains 14 sets and subsets (de-
tailed in Table 8.6); these input elements are identified in the PS Domain as six corre-
sponding to CCompEls (as detailed in Table 8.7). These decisions in the PS Domain are
summarised as follows:
• The transportation modes (l: truck, trailer, and rail); the set of technologies (k);
and their compatibility according to the available feedstock (fk); and other relevant
elements are identified in the procedural control model, “SiteProcedure”.
• Information related to the physical model: location zones (z) and regions (g) are
identified as the “Site” physical model elements.
• Time periods (t) are kept the same - noting that the original case study considers one
time-period as five years.
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Figure 8.11.: Procedural model of Case Study 3
• All states (fa: forestry, straw, miscanthus, waste and p: BioSNG) are identified with
specific state names such as “SiteProcessSegmentInput”, “SiteProcessSegmentIn-
termediate”, and “SiteProcessSegmentOutput” according to the topological status
of the states.
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Table 8.6.: Original case study sets explanations
Nomenclature Symbol
f set of feedstocks F = Fa ∩ Fe f
fa set of available feedstocks fa
fe set of new energy crops fe
g set of regions g
i set of resources (feedstocks and final products)I= F ∩ P i
k set of technologies for integrated facilities k k
l transportation modes l
p set of final products p
s set of segments for cost linearisation s
t set of time periods t
z set of local distribution zones (LDZs) z
fk set of feedstocks f that can be processed by technologies k fk
gz set of regions g with injection points corresponding to a local distribution
zone z
gz
etaiggl set of feasible transport links for each resource i between region g
and g0 via transport mode l
etaiggl
Table 8.7.: Identified sets







Relation identification : after the identification of the sets and the procedural representa-
tion of the problem, the resulting CCompEls are connected using four different relations:
“hasStateInput”, “hasStateOutput”, “hasAreaFrom”, and “hasAreaTo”. These relations
introduce the identity for each CCompEl to identify the structure of the model informa-
tion.
CComp identification: as the last part for the problem input 2 (new problem input data)
identification, CComps are matched with numerical information introduced as parameters.
The previously identified SSPs are investigated as follows to determine this numerical
information:
• “RawMaterial”→ “AvailableRawMaterial”, “RawMaterialCost”
• “Cultivation”→ “CultivationYield”, “AvailableArableLand”, “OperationCost”, “Es-
tablishmentCost”
• “Transportation”→ “FixedOperationCost”, “VariableOperationCost”
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• “Production”→ “FixedOperationCost”, “HeatingValue”, “VariableOperationCost”,
and “OutputEfficiency” CComps.
• “Distribution”→ “VariableOperationCost”, “CapacityOfTransportation”
• “GridInjection”→ “Demand”, “Price”, “Incentive”
8.5.3.3. DMM Updates and Calculate Functions Usage
At this stage, there is a list of CComps and CCompEls identified and composed from the
original DMM (see Section 8.5.1) and “identified problem input 2”.
As a result of the matching procedure of problem input 2, the composed DMM instance
from the composition step can be checked. The DMM is updated using the calculate
functions. The aim in this case is to simply compare the CComps and explore the data
structures and compose proper calculate functions and queries to retrieve the required
information.
• One of the calculate functions to be used in this case study is the example related
to the “OperationCost” CComp which is identified with the “ProceduralModel” and
the “PhysicalModel” global CCompEls. The extended connections are determined
as “Site” and “SiteProcedure” CComps. In the case of the original case study re-
lated to the “Production” procedure, the connections of “OperationalCost” CComp
are identified as “SiteSegmentInput”, “SiteProcedure” and “TimePeriod”. Since the
original case study data input connections are modelled with five relations connected
to the “ProceduralModel”, the information required for the new DMM instance in-
formation queries are composed according to the procedural data.
• In another situation, the “OutputCoefficient” CComp is identified with the “Pro-
ceduralModel” and “StateModel” global CCompEls and the extended connections
are identified as “SiteProcedure”, “SiteProcessSegmentIntermediate”, and “SitePro-
cessSegmentInput” CComps. In the case of the original case study data input in-
formation, there is no direct information that can be used as “OutputCoefficient”.
Therefore, the information should be calculated using a calculate function to provide
it. In this case, the CComps “OutputEfficiency”, “HeatingValue” and “CapacityFac-
tor” are used to provide the “OutputCoefficient” of each procedure that is detected
during the identification procedure.
• The demand calculations is also another element to be explored, since the prob-
lem input source introduces the demand as a value per year in terms of capacity.
However, the integrated DMM requires total demand at the end of the calculation
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horizon. These specific calculate functions, which introduce the total demand for
energy, introduce a starting point for the DMM revising procedure.
8.5.3.4. Results and discussion of Case Study 3
From the different CCs identified in the CC Domain in the first case study (short-term
scheduling problem), and considering the available information from the problem input
2, an integrated DMM is composed and updated for the solution to problem input 2. In
summary, while 5% of the total required production is satisfied by the production facilities
using residual wastes (in C1), the rest of these facilities are expected to work using the
miscanthus raw material (C1-49%, C2-14%, D7-32%). The miscanthus raw material is
brought from the cultivated areas of many regions (C1, D1, D4, D6, D7). The total in-
stalled production capacity is about 11% less than the capacity proposed at source in the
selected area, mainly because of a reduction in the considered areas leads to significant
limitations in the material flows from other regions to the currently selected region. This
also leads to a significant reduction in the satisfied demand (−28% since grid injection is
not allowed from outside the selected areas) and to the use of only waste and miscanthus
as raw materials to produce BioSNG. In the same way, since the constructed model does
not include transportation costs, some production facilities have not been allocated to the
same areas.
Due to the limitations of the departing DMM structure, it has not been possible to include
some of the data required to solve this new problem; for instance:
• Data about maximum available total land, establishment cost, rent cost, operation
cost, and available arable land data (which can be used for the “Cultivation” pro-
cedure) are included in the PS domain, but the associated model to manage this
information (the required constraints) is not included in the system.
• Detailed information on all the regions has not been included in the system, so the
connections between the excluded regions have not been identified.
• The original DMM does not include transportation costs so to follow the proposed
procedure, these terms have not been incorporated into the optimisation problem.
• The cash and depreciation calculations cannot be compared with the original study
since the constraints (including tax rates, depreciation for investments) do not appear
in the integrated DMM.
In any case, it should also be noted that in addition to the unused data from the originally
proposed problem, it is evident that there are many differences between the DMM pro-
posed by Calderón et al. (2017) and the DMM generated using the framework proposed
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in this thesis; the type of DMM used as departure point for this automatic generation
(initially suited to solve a short-term scheduling problem) is completely different and so




Procedures for constraint identification and Decision-Making Model (DMM) integration,
DMM construction algorithms using these procedures, and case studies showing the sys-
tematic generation of DMMs have been presented as a management methodology sup-
ported by the Process Systems (PS) Domain and the Conceptual Constraint (CC) Domain.
Along with the DMM building procedure, the CC Domain and the PS Domain have sup-
ported the systematic problem-solving strategies that may appear at any level of PS be-
cause of the shareable, extendible, and flexible nature of their model constructions. In
summary, the application methodology presented in this chapter on the construction of
DMMs (the “modelling of the modelling process”) has been developed as a contribution
to the Process Systems Engineering (PSE) area.
Previous to the development of the application methodology, a modelling methodology
containing the development of both domains was presented as conceptualised DMMs (the
CC Domain) and conceptualised physical, procedural control, process, and state models
(the PS Domain) (in Chapter 7). In addition, these domains have been semantically and
structurally integrated.
This application methodology couples the PS Domain and the CC Domains to provide a
range of capabilities using a set of procedures mainly grouped under identification and
integration procedures. These procedures have been constructed through sequences that
can be used to build different functionalities:
(i) identification of a DMM in the CC Domain to generate generic models as in Case
Study 1;
(ii) integration of generic models by extending the definition in the PS Domain as in
Case Study 2; and
(iii) (re)building the generic DMM to be used at another level of the multi-level hierar-
chies as in Case Study 3.
The expected result of the framework (including modelling and application methodolo-
gies) for the PSE community is a way to avoid the repetitive task of regenerating specific
constraints in addition to the reduction time and effort when constructing the first instance
of a DMM. The saving in of time and effort are expected to lead to the development of
more accurate and advanced models since the human hour/energy of model builders may
be transferred to further develop the details of DMMs.
The developments of the framework are not restricted to the application procedures pre-
sented in this chapter. The CC Domain may be connected to (coupled with) other do-
mains,and to assist other methodologies and applications connected to the PS domain
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(e.g. multi-objective optimisation, stochastic programming, and dynamic programming)
or other modelling systems (e.g. systems of systems, interwoven systems). There are po-
tential areas of investigation related to objective functions, performance indicators, stochas-
tic programming, and industrial symbiosis functionalities. Additionally, the functionality
of (re)building generic DMMs has the potential to produce other algorithms in order to not
just consider constraints as complete entities. The goal is to use the CC Domain elements
and build constraints from their components by investigating mathematical expressions.
Finally, a software application should be developed to share this framework with the com-
munity.
The contribution of this chapter can be summarised as follows:
Contribution 6: The algorithm and required sequences have been developed for the ap-
plication of the CC and PS Domains for two general functionalities: identification
of constraints and integration of DMMs; case studies considering the multi-level








This thesis addresses the challenges in systematic Decision-Making Models (DMMs) build-
ing, from conceptualisation to application methodologies. The focuses are DMMs that can
be used in integrated multi-level management hierarchies, such as those found in indus-
trial Process Systems (PS). Although the application areas of the methodologies are not
expected to be restricted, the scope is limited to the Process Systems Engineering (PSE)
perspective, which is the focus of this thesis.
The core component required to build a DMM is a conceptual description of the reality in
which the DMM is expected to function (i.e. from this conceptual description, systemati-
sation is feasible). To provide a comprehensive conceptual description, two models related
to the identified domains of interest have been built: the PS Domain to conceptualise the
multi-level structure that appears in the PS Domain and the Conceptual Constraint (CC)
Domain for conceptualisation of Operations Research (OR) models. The PS Domain in-
cludes the concepts and relations that appear in enterprise/process control standards (i.e.
the process model, the physical model, and the procedural control model). This domain
supports building, designing, operating, and controlling systems to manufacture products.
The CC Domain contains the required concepts and relations that represent and identify
DMMs. This domain supports DMM building through its conceptual representation. Over-
all, the methodologies developed in this thesis support the systematic coordination and
operation of activities (using DMMs) in the PS, considering the ways knowledge and de-
cisions are managed throughout the usual hierarchical levels.
An overview of the research topics is presented in Part I. The overview establishes the
basis for the PSE perspective on the thesis topics and challenges, considering the field’s
background (see Chapter 3). Although the main challenges are topics that are under intense
study in the PSE community, this thesis presents an unconventional approach to them.
The fundamental concepts and methods used throughout the thesis are introduced in the
overview. Chapter 1 states the motivation behind the research relating to PSE and the
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PSE perspective. The state-of-the-art of current research developments are presented in
Chapter 2, including the methods and tools used to develop the thesis and considering three
topics: decision-making focused on mathematical programming, PS description focused
on management procedures, and conceptual modelling focused on ontological modelling.
Finally, Chapter 3 concludes the thesis overview by linking the background and currently
available solution strategies with the challenges of this thesis.
Part II of the thesis introduces a methodology for ontology construction and its implemen-
tation leading to an integrated management methodology for decision-making in PS.
Chapter 4 focuses on systematic procedures for ontology building. It addresses the con-
struction of domain models that provide a basis for functional contributions in the fol-
lowing chapters, regarding concepts and relations using ontological modelling techniques.
The approach includes a semi-automatic procedure for the construction of domain ontolo-
gies from normative documents (SECOND Methodology), which combines automated
and manual procedures. The result is a methodology can detect concepts in normative
documents (i.e. technical documents, standards) rapidly and accurately. The approach
also detects inconsistencies that arise during domain model construction and improves the
quality of standards by suggesting improvements. Due to this consistency checking, for-
malisation of the conceptual models and the subsequent writing of normative documents
are simultaneously analysed. Moreover, new guidelines are proposed for future normative
document writing. The ISA88 Standard has been used as a case study of the ontology
construction/learning methodology. As a result, the semantic model of the PS Domain
has been created. The outcome of the case study provides the concepts and relations that
appear in the PS Domain, containing the process, physical, and procedural control models.
Although the ISA88 Standard has been used, additional concepts are added according to
the requirements in the following chapters.
The contributions of Chapter 4 can be summarised as follows:
Contribution 1: SECOND Methodology has been developed (see C1 1). The ISA88 Stan-
dard is used as a case study for the methodology and more comprehensive modelling
of PS information within a common and shared domain has been built (see C4).
Contribution 2: Consistency checking to improve normative document sources has been
achieved using the SECOND Methodology (see C2).
Chapter 5 presents a new implementation of the PS Domain, in which semantic mod-
els are used to communicate DMMs with the problem instances to be solved using the
concepts in the PS Domain. Additionally, a modular approach has been presented to en-
capsulate the data flow from the problem instances to the DMMs. The concepts that appear
1Explanation of each challenge tag has been introduced in Section 3.1
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in the PS Domain have been used to develop connections between a DMM and a series
of scenarios. These scenarios are solved to demonstrate the benefits of conceptual mod-
elling in decision-making. Therefore, flexible solution strategies, developed around the
base problem, are applied. Alternative physical models, holistic models, and information
connections are investigated and different scenarios are implemented in the case study.
Chapter 5, which addresses the usage of the PS Domain in DMM, contains the following
contribution:
Contribution 3: Outcome of the SECOND Methodology, the PS Domain, has been used
(see C3) to model the PS information within a common and shared domain (see C4).
Additionally, this model information has been used to solve multi-level functional
hierarchies (see C5).
Part III addresses the decision-making problem through conceptual modelling. Then, a
new domain, the CC Domain, is introduced for systematic DMM building procedures. The
CC Domain is designed to conceptualise DMMs by classifying constraints, aggregating
abstract information from constraints, and generalising the input structure.
Chapter 6 presents an introduction to constraint conceptualisation, which describes the
first steps in CC Domain development. A general introduction to the model is introduced
in this chapter. Material balance constraints are introduced using the conceptualisation
idea.
Chapter 7 introduces the proposed the CC Domain modelling structure. Furthermore, the
ontological model resulting from the case study in Chapter 4 is developed and the func-
tions have been maintained along with the CC Domain and the PS Domain integration to
sustain primary domain functionalities. A conceptual modelling procedure that preserves
the main patterns related to different constraints and complementary dictionary structures
is developed. The pattern of each constraint is constructed from the CC Domain and its
elements: Conceptual Constraints (CCs), Conceptual Components (CComp), and Con-
ceptual Component Elements (CCompEls). The CC Domain taxonomy presents the CCs;
each CC pattern introduces the CComps. In addition, the CCompEls define the imple-
mentation domain that the PS Domain uses as a specific implementation of the general
approach for building DMMs. The integration methodology of the CC Domain and the PS
Domain is explained based on the proposed modelling procedure and the elements to be
included in the CC Domain. As a result, the dictionary specifications are established from
this procedure. However, the modelling procedure resulted in the DMM specifications that
can be used in many applications. These specifications have been presented in the devel-
oped dictionary structure. Many other methodologies, models, and software applications
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may be developed using the CC Domain, and the developed dictionary structure can also
be used to develop software intended for model applications related to the PSE area.
The CC Domain modelling contributions in Chapter 7 are given as follows:
Contribution 4: the DMMs conceptualisation procedure is introduced by modelling ele-
ments of the CC Domain (see C6).
Contribution 5: domain integration between the PS Domain (see C3) and the CC Domain
(see C7) is achieved.
Part IV( Chapter 8) introduces initial applications related to the CC Domain that is support-
ed/demonstrated through the PS Domain. Procedures built through sequences, the DMM
construction algorithms, and case studies showing the systematic generation of DMMs
have been presented as an application methodology supported by the PS and CC Do-
mains. The previously developed domains (see Chapter 4 and Chapter 7) provide a range
of capabilities using a set of procedures that are mainly grouped under identification and
integration procedures. These procedures have been constructed through sequences that
can be used to build different functionalities:
(i) identification of constraints in the CC Domain to generate generic DMM, and
(ii) integration of generic DMMs by extending or integrating the CC Domain connec-
tions in the PS Domain.
The anticipated result of using the proposed framework (including modelling and appli-
cation methodologies) for the PSE community is that less effort would be required for
the repetitive task of regenerating specific constraints. Consequently, less time and effort
would be required to construct the first instance of the DMM, leading the development of
more accurate advanced models since the human hours and energy of model builders can
be transferred to DMM details. Moreover, the proposed system can support non-specialists
during the first steps of DMMs building. Analysis of the available information and the pat-
terns identified from DMMs using the CC Domain lead to generic DMMs construction in
a wide range of scenarios of hierarchical levels.
The final contribution of this thesis presented in Chapter 8 is as follows:
Contribution 6: algorithms have been developed to apply the CC and PS Domains (see
C3-C6-C7) to two general functionalities: identification of constraints and integra-
tion of DMMs (see C8). Case studies have been solved considering the multi-level
functional hierarchies (see C9).
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Despite the encouraging results presented in this thesis, there is room for further improve-
ments. Proposed topics for future research are summarised; in the next section. With these




Topics for Future Research
There are several promising directions for further applications and new developments re-
lated to this research line, including those listed below.
The most significant potential for future work seems to lie in expanding the use of the CC
Domain by incorporating new algorithms and procedures:
• The applications in this thesis are sustained using mark-up languages such as OWL
(web ontology language), XML (extensible markup language), and supporting files
(e.g. .txt, .xlsx, .xsd) to transfer and store data and models. In addition, some
tools such as Matlab, GAMS, and Java-based ontology management tools (OntoCep,
Instance Loader) are used to connect these elements for application procedures, and
more importantly to overcome scalability issues. However, it is crucial to build
an integrated software environment to share the practical implementations of this
thesis. The framework could be included in a complete decision support tool for
systematic construction of new DMM instances.
• Apart from the developments aimed at experts, it is essential to discuss the possible
developments for the cognitive progress of systems engineers and non-specialists
during the first steps of building DMMs. Another way of sharing the knowledge
could be to connect the study to existing PSE tools, which use different modelling
approaches (e.g. Mosaic, ICAS).
• One practical suggestion is to integrate the CC Domain into formal mathemati-
cal markup language (MathML) format to recreate the real mathematical equations
without considering the concept-mathematical expression connections. This would
mean that reconstruction of the constraints could be linked to the CC Domain Ele-
ments. Another important future direction is the special forms of mathematical pro-
gramming used by modellers (e.g. big M formulation, decomposition algorithms).
The goal would be to connect these techniques to the CC Domain with algorithms.
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• A database containing model information from purposes and types of DMMs is cru-
cial for further developments. The constraint identification procedure introduced in
Chapter 8 will support the identification of DMM elements and the conceptual de-
scription of connected elements. The creation of a database considering the CC type
of constraints will allow clustering of constraints and movement to different levels
within the same constraint using complete and consistent DMMs and by creating
consistent and connected constraint packages to be selected according to the data
entered into the system.
In addition, the extension and exploitation of the PS domain may lead to many interesting
developments:
• It is essential to extend understanding by producing implementations that are appli-
cable to other study areas (e.g. operations research, energy systems) to show that the
work is not only applicable to the PS Domain focused on chemical supply chains.
• Further study on the ontology construction research area includes the enrichment of
the ontology by extending the current SECOND Methodology to learn more about
the currently used normative document. The recommendation for further research is
associated with relation clustering to develop the automated methodology. The clus-
tering may require a broader grammatical investigation of verbs that may conclude
an improved ontology. Furthermore, the use of other technical documents connected
to the domain could be explored, as well as automatic search algorithms from the
internet to obtain implicit knowledge.
Regarding the connections between the CC domain and the application domains:
• Another related problem is the use of reasoners to take advantage of description
logic studies. Some implicit links between concepts and domains should be built to
achieve this connection between domains and reasoners. Links between the frame-
work and the reasoners would facilitate the improvement and/or development of
some alternative functionalities in the DMM building framework. Specifically, these
reasoners may be used to identify feasible alternatives and support the DMM inte-
gration procedure. Alternatively, the reasoners may be used to control the result of
the DMMs (considering the new implemented links) and the input/output data con-
sistency. However, it is also essential to consider tailor-made reasoners for further
knowledge extraction procedures and applications.
Finally, these suggestions should achieve the ultimate goal: a framework that can be ap-
plied to different areas and a wide range of situations to construct DMMs that can tackle
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Data for Chapter 7
B.1. Dictionary Specifications
Figure B.1.: Structure of the dictionary specifications
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B.1.1. Dictionary Specification in XSD File
1 <?xml v e r s i o n = " 1 . 0 " e n c o d i n g ="UTF−8"?>
2 <xs : schema xmlns : xs =" h t t p : / / www. w3 . org / 2 0 0 1 / XMLSchema"
v e r s i o n ="2.1" >
3
4 <xs : complexType name=" p r o p e r t y _ t y p e ">
5 <xs : sequence >
6 <xs : e l e m e n t name="name " type =" xs : s t r i n g " / >
7 <xs : e l e m e n t name=" v a l u e " type =" xs : s t r i n g " / >
8 </ xs : sequence >
9 </ xs : complexType >
10
11 <xs : complexType name=" QD_type">
12 <xs : sequence >
13 <xs : e l e m e n t name=" className " type =" xs : s t r i n g " / >
14 <xs : e l e m e n t name=" ins t anceName " type =" xs : s t r i n g " / >
15 <xs : e l e m e n t name=" o b j e c t P r o p e r t y " type =" p r o p e r t y _ t y p e
" / >
16 <xs : e l e m e n t name=" d a t a P r o p e r t y " type =" p r o p e r t y _ t y p e "
/ >
17 </ xs : sequence >
18 </ xs : complexType >
19
20 <xs : complexType name=" CCompEl_type ">
21 <xs : sequence >
22 <xs : e l e m e n t name="CCompEl_name " type =" xs : s t r i n g " / >
23 <xs : e l e m e n t name=" CCompEl_symbol " type =" xs : s t r i n g " / >
24 <xs : e l e m e n t name=" Q u e r y _ d e t a i l " type =" QD_type " / >
25 </ xs : sequence >
26 </ xs : complexType >
27
28 <xs : complexType name=" CComp_type">
29 <xs : sequence >
30 <xs : e l e m e n t name=" Nomenc la tu re "
type =" xs : s t r i n g " / >
31 <xs : e l e m e n t name=" Symbol " type =" xs :
s t r i n g " / >
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32 <xs : e l e m e n t name=" Main_symbol " type
=" xs : s t r i n g " / >
33 <xs : e l e m e n t name=" E n t i t y " type =" xs :
s t r i n g " / >
34 <xs : e l e m e n t name="CComp_name" type
=" xs : s t r i n g " / >
35 <xs : e l e m e n t name="
Co nce p tu a l _co mpo nen t_e l em en t "
type =" CCompEl_type " / >
36 </ xs : sequence >
37 </ xs : complexType >
38
39 <xs : complexType name=" CC_type ">
40 <xs : sequence >
41 <xs : e l e m e n t name=" CC_source_name " type =" xs : s t r i n g " / >
42 <xs : e l e m e n t name=" CC_concept_name " type =" xs : s t r i n g "
/ >
43 <xs : e l e m e n t name=" Concep tua l_componen t " type ="
CComp_type " / >
44 <xs : e l e m e n t name=" Con cep tua l_c omp on en t _e l eme n t " type
=" CCompEl_type " / >
45 </ xs : sequence >
46 </ xs : complexType >
47
48 <xs : complexType name=" S o u r c e _ t y p e ">
49 <xs : sequence >
50 <xs : e l e m e n t name=" Source_name " type
=" xs : s t r i n g " / >
51 <xs : e l e m e n t name="
C o n c e p t u a l C o n s t r a i n t " type ="
CC_type " / >
52 </ xs : sequence >
53 </ xs : complexType >
54
55 <xs : complexType name=" D i c t i o n a r y _ s p e c i f i c a t i o n _ t y p e ">
56 <xs : sequence >
57 <xs : e l e m e n t name=" Source " type =" S o u r c e _ t y p e " / >
58 </ xs : sequence >
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59 </ xs : complexType >
60
61 <xs : e l e m e n t name=" D i c t i o n a r y _ s p e c i f i c a t i o n " type ="
D i c t i o n a r y _ s p e c i f i c a t i o n _ t y p e " / >
62
63 <xs : a n n o t a t i o n >
64 <xs : d o c u m e n t a t i o n xml : l a n g =" en ">
65 Thi s schema d e f i n e s t h e CC Domain
d a t a s t r u c t u r e .
66 </ xs : documen ta t i on >
67 </ xs : a n n o t a t i o n >




Table B.1.: References for constraint modelling in the CC Domain
Reference Decision-makinglevel Model Feature
Kondili et al. (1993) Scheduling general formulation for batch plants, discrete time
representation, implementation of chemical pro-
cesses
Mota et al. (2015) Strategic closed loop supply chain, multi-objective, envi-
ronmental impact consideration, considering bat-
tery producer and distributor
Guillén-Gosálbez et al.
(2005) Strategic uncertainty consideration, multi-objective, risk
management
Harjunkoski et al.
(2009) Operational Review article
Baldea (2015) Scheduling andOperational integration of scheduling and control, model pre-
dictive control, implementation of chemical pro-
cesses
Laínez et al. (2007) Strategic Design integrated model considering operational and fi-
nancial constraints, implementation of chemical
processes
Maravelias and
Grossmann (2003b) Scheduling general formulation for multipurpose batch plants,
continuous time representation, different storage
policies are implemented, chemical processes
Méndez and Cerdá
(2002) Scheduling general formulation for multipurpose continuous
plants, continuous time representation, implemen-
tation of chemical processes
Cardoso et al. (2016) Strategic Design andPlanning closed loop supply chain, multi-objective, risk
analysis
Capón-García et al.
(2009) Scheduling multi-product semi-continuous plants, continuous
time representation, implementation of chemical
processes
Méndez et al. (2006) Scheduling batch processes, review article
Ierapetritou and Floudas
(1998) Scheduling continuous and semi-continuous processes, con-
tinuous time formulation, implementation of
chemical processes
Castro et al. (2004) Scheduling batch and continuous processes, simple continu-
ous time representation, MILP, resource-task net-
work representation
Silvente et al. (2015) Scheduling energy supply and demand planning for energy
storage systems




Data for Chapter 8
C.1. Sequence Diagram
This appendix illustrates the detailed sequence diagrams for the constraint identification



















































Decomposition of decision making model into 
set, variable, parameter, and constraint inputs
Step CI_2: 
Matching inputs with the CComps and 
CCompEls
Step CI_4: 
CC Domain network 
construction
Step CI_5: 
















































Enriching the constraint input with identified 










Input Files & Their 
Structure








Figure C.1.: Detailed sequence diagram for the constraint identification procedure
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C.2. Algorithms
Algorithm 1: Identify Constraints in a DMM (Source: complete DMM)
1 GET: Lists (CComp, CCompEl)
2 GET: Constraints in a DMM
3 GET: CC Domain network
4 DECOMPOSE: DMM into constraints inputs and then each constraint into
set, variable, and parameter inputs (StepCI_1, Section 8.3.1)
5 for Each constraints (StepCI_3, Section 8.3.3) do
6 for Each variable and parameter of a constraint StepCI_2, Section 8.3.2
do
7 MATCH: CComp





13 Get Bayesian probabilities and CComp Similarity values StepCI_5 (Section
8.3.5)
14 OUTPUT: An identified DMM
238
C.2. Algorithms
Algorithm 2: Construct the CC Domain Network
1 GET: Lists (CC, CComp, CCompEl)
2 GET: Training set of constraints
3 DECOMPOSE: DMM into constraints inputs and then each constraint into
set, variable, and parameter inputs (StepCI_1 (Section 8.3.1) )
4 for Each constraints (StepCI_3, Section 8.3.3) do
5 MATCH: CC
6 for Each variable and parameter of a constraint (StepCI_2, Section
8.3.2) do
7 MATCH CComp





13 TRAIN: Network using output of matching steps (StepCI_4, Section 8.3.4)
14 OUTPUT CC Domain network
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Algorithm 3: Extend a DMM
1 GET: Scope extension request from the user
2 DETERMINE: Requested level in the connection matrix
3 GET: Problem input from the user
4 GET: Identified DMM
5 GET: Constraints of a DMM
6 GET: Connection Matrix
7 PRODUCE: Composed DMM (StepMI_1, Section 8.3.1)
8 for Each CCompEls do
9 if CCompEl belongs to the procedural control model then
10 Use the extended procedural description of the problem (keep the
original problem and add procedures belong to the extension)
11 else if CCompEl belongs to the physical model then
12 Add the additional physical model elements to the current problem
13 else if CCompEl belongs to the state model then
14 Consider the extended problem input
15 else
16 Develop another condition
17 end
18 end
19 OUTPUT 1: Composed DMM
20 DETERMINE: Missing information according to the problem input and the
composed DMM (compare Ccomps of the problem input and composed
DMM)
21 if There are any missing information (StepMI_2, Section 8.3.2) then
22 CHECK: Calculate function
23 if The calculate function exist then
24 USE: Calculate function
25 else
26 CREATE and USE: Calculate function
27 end
28 OUTPUT 2: An updated DMM
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Algorithm 4: Change the scope of a DMM
1 GET: Identified DMM
2 GET: Constraints of a DMM
3 GET: Connection Matrix
4 GET: Scope changing request from the user
5 DETERMINE: Requested level in the connection matrix
6 GET: Problem input from the user
7 PRODUCE: Composed DMM (StepMI_1, Section 8.3.1)
8 for Each CCompEls do
9 GET: CCompEl on the requested level
10 INTRODUCE: To the DMM
11 end
12 OUTPUT 1: Composed DMM
13 DETERMINE: Missing information according to the problem input and the
composed DMM (compare Ccomps of the problem input and composed
DMM)
14 if There is any missing information (StepMI_2, Section 8.3.2) then
15 CHECK: Calculate function
16 if Calculate function exist then
17 USE: Calculate function
18 else
19 CREATE and USE: Calculate function
20 end
21 OUTPUT 2: Updated DMM
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C.3. Case Study 1 Matching Results
Result of the matching step:
1 C o n s t r a i n t ; CASE_1_Const ra in t_001 ; ;
2 ; CComp ( P a r a m e t e r ) ; D u r a t i o n O f P r o c e d u r a l M o d e l ;
3 ; ; CCompEl ( P a r a m e t e r ) ; P r o c e d u r a l M o d e l
4 ; CComp ( P a r a m e t e r ) ; A l l o c a t i o n ;
5 ; ; CCompEl ( P a r a m e t e r ) ; P h y s i c a l M o d e l
6 ; ; CCompEl ( P a r a m e t e r ) ; P r o c e d u r a l M o d e l
7 C o n s t r a i n t ; CASE_1_Const ra in t_002 ; ;
8 ; CComp ( P a r a m e t e r ) ; A l l o c a t i o n ;
9 ; ; CCompEl ( P a r a m e t e r ) ; P h y s i c a l M o d e l
10 ; ; CCompEl ( P a r a m e t e r ) ; P r o c e d u r a l M o d e l
11 ; CComp ( P a r a m e t e r ) ; ;
12 ; CComp ( P a r a m e t e r ) ; UpperOrLowerBoundOFBatchCapaci ty ;
13 ; ; CCompEl ( P a r a m e t e r ) ; P h y s i c a l M o d e l
14 ; ; CCompEl ( P a r a m e t e r ) ; P r o c e d u r a l M o d e l
15 ; CComp ( V a r i a b l e ) ; A l l o c a t i o n ;
16 ; ; CCompEl ( V a r i a b l e ) ; TimeModel
17 ; ; CCompEl ( V a r i a b l e ) ; P h y s i c a l M o d e l
18 ; ; CCompEl ( V a r i a b l e ) ; P r o c e d u r a l M o d e l
19 ; CComp ( V a r i a b l e ) ; B a t c h S i z e ;
20 ; ; CCompEl ( V a r i a b l e ) ; TimeModel
21 ; ; CCompEl ( V a r i a b l e ) ; P h y s i c a l M o d e l
22 ; ; CCompEl ( V a r i a b l e ) ; P r o c e d u r a l M o d e l
23 ; CComp ( V a r i a b l e ) ; To ta lRevenue ;
24 C o n s t r a i n t ; CASE_1_Const ra in t_003 ; ;
25 ; CComp ( P a r a m e t e r ) ; A l l o c a t i o n ;
26 ; ; CCompEl ( P a r a m e t e r ) ; P h y s i c a l M o d e l
27 ; ; CCompEl ( P a r a m e t e r ) ; P r o c e d u r a l M o d e l
28 ; CComp ( P a r a m e t e r ) ; ;
29 ; CComp ( P a r a m e t e r ) ; UpperOrLowerBoundOFBatchCapaci ty ;
30 ; ; CCompEl ( P a r a m e t e r ) ; P h y s i c a l M o d e l
31 ; ; CCompEl ( P a r a m e t e r ) ; P r o c e d u r a l M o d e l
32 ; CComp ( V a r i a b l e ) ; A l l o c a t i o n ;
33 ; ; CCompEl ( V a r i a b l e ) ; TimeModel
34 ; ; CCompEl ( V a r i a b l e ) ; P h y s i c a l M o d e l
35 ; ; CCompEl ( V a r i a b l e ) ; P r o c e d u r a l M o d e l
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36 ; CComp ( V a r i a b l e ) ; B a t c h S i z e ;
37 ; ; CCompEl ( V a r i a b l e ) ; TimeModel
38 ; ; CCompEl ( V a r i a b l e ) ; P h y s i c a l M o d e l
39 ; ; CCompEl ( V a r i a b l e ) ; P r o c e d u r a l M o d e l
40 ; CComp ( V a r i a b l e ) ; To ta lRevenue ;
41 C o n s t r a i n t ; CASE_1_Const ra in t_004 ; ;
42 ; CComp ( P a r a m e t e r ) ; I n i t i a l S t o r a g e ;
43 ; ; CCompEl ( P a r a m e t e r ) ; S t a t e M o d e l
44 ; CComp ( V a r i a b l e ) ; C u r r e n t l y A v a i l a b l e A m o u n t ;
45 ; ; CCompEl ( V a r i a b l e ) ; TimeModel
46 ; ; CCompEl ( V a r i a b l e ) ; S t a t e M o d e l
47 C o n s t r a i n t ; CASE_1_Const ra in t_005 ; ;
48 ; CComp ( P a r a m e t e r ) ; I n i t i a l S t o r a g e ;
49 ; ; CCompEl ( P a r a m e t e r ) ; S t a t e M o d e l
50 ; CComp ( V a r i a b l e ) ; C u r r e n t l y A v a i l a b l e A m o u n t ;
51 ; ; CCompEl ( V a r i a b l e ) ; TimeModel
52 ; ; CCompEl ( V a r i a b l e ) ; S t a t e M o d e l
53 C o n s t r a i n t ; CASE_1_Const ra in t_006 ; ;
54 ; CComp ( V a r i a b l e ) ; C u r r e n t l y A v a i l a b l e A m o u n t ;
55 ; ; CCompEl ( V a r i a b l e ) ; TimeModel
56 ; ; CCompEl ( V a r i a b l e ) ; S t a t e M o d e l
57 C o n s t r a i n t ; CASE_1_Const ra in t_007 ; ;
58 ; CComp ( P a r a m e t e r ) ; UpperOrLowerBoundOfStorageCapac i ty ;
59 ; ; CCompEl ( P a r a m e t e r ) ; S t a t e M o d e l
60 ; CComp ( V a r i a b l e ) ; C u r r e n t l y A v a i l a b l e A m o u n t ;
61 ; ; CCompEl ( V a r i a b l e ) ; TimeModel
62 ; ; CCompEl ( V a r i a b l e ) ; S t a t e M o d e l
63 C o n s t r a i n t ; CASE_1_Const ra in t_008 ; ;
64 ; CComp ( P a r a m e t e r ) ; ;
65 C o n s t r a i n t ; CASE_1_Const ra in t_009 ; ;
66 ; CComp ( P a r a m e t e r ) ; P r i c e ;
67 ; ; CCompEl ( P a r a m e t e r ) ; S t a t e M o d e l
68 ; CComp ( V a r i a b l e ) ; SoldAmount ;
69 ; ; CCompEl ( V a r i a b l e ) ; TimeModel
70 ; ; CCompEl ( V a r i a b l e ) ; S t a t e M o d e l
71 ; CComp ( V a r i a b l e ) ; Cos t ;
72 C o n s t r a i n t ; CASE_1_Const ra in t_0010 ; ;
73 ; CComp ( V a r i a b l e ) ; Cos t ;
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74 ; CComp ( V a r i a b l e ) ; Cos t ;
75 ; CComp ( V a r i a b l e ) ; To ta lRevenue ;
76 C o n s t r a i n t ; CASE_1_Const ra in t_0011 ; ;
77 ; CComp ( P a r a m e t e r ) ; Demand ;
78 ; ; CCompEl ( P a r a m e t e r ) ; S t a t e M o d e l
79 ; CComp ( V a r i a b l e ) ; SoldAmount ;
80 ; ; CCompEl ( V a r i a b l e ) ; TimeModel
81 ; ; CCompEl ( V a r i a b l e ) ; S t a t e M o d e l
82 C o n s t r a i n t ; CASE_1_Const ra in t_0012 ; ;
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1 C o n s t r a i n t _ 0 0 1 _ C I _ r e p o r t
2
3 B a y e s P r o b a b i l i t y B a y e s P r o b a b i l i t y _ N a m e
4 0 ,218552549 SizingCC
5 0 ,156961751 R e s o u r c e A l l o c a t i o n C C
6 0 ,056588276 BalanceCC
7 0 ,053344973 EconomicCC
8 0 ,049084992 P h y s i c a l M o d e l A l l o c a t i o n C C
9 0 ,045957694 Ma te r i a lBa l a nce CC
10 0 ,032269171 SequencingCC
11 0 ,031872015 TimingCC
12 0 ,029740415 TotalCostEconomicCC
13 0 ,023225022 TotalRevenueEconomicCC
14 0 ,020889469 SequenceDependentChangeoverCC
15 0 ,017070391 U n i t A l l o c a t i o n C C
16 0 ,016829117 P r o c e s s i n g C a p a c i t y C C
17 0 ,016592921 DemandCC
18 0 ,016361664 TimesSizingCC
19 0 ,014870207 EnergyBalanceCC
20 0 ,008535196 Cus tomerRe tu rnS iz ingCC
21 0 ,008535196 P r o d u c t i o n S i z i n g C C
22 0 ,008535196 SaleBalanceCC
23 0 ,008535196 Sa leS iz ingCC
24 0 ,008535196 S t o r a g e C a p a c i t y S i z i n g C C
25 0 ,008535196 S t o r a g e S i z i n g C C
26 0 ,008535196 U t i l i t y S i z i n g C C
27 0 ,008535196 WorkerAl loca t ionCC
28 0 ,008414558 BatchSiz ingCC
29 0 ,008414558 Inven to ryCos tCC
30 0 ,008414558 RawMater ia lCostCC
31 0 ,008414558 TotaSaleCC
32 0 ,008414558 T r a n s p o r t S i z i n g C C
33 0 ,008414558 T r a n s p o r t a t i o n C o s t C C
34 0 ,008296461 M a t e r i a l B a l a n c e I n i t i a l C C
35 0 ,008180832 M a n u f a c t u r i n g S i t e M a t e r i a l B a l a n c e C C
36 0 ,008180832 TimeMatchingCC
37 0 ,008067604 ResourceBalanceCC
38 0 ,008067604 SequenceDependentClean ingChangeoverCC
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39 0 ,008067604 SequenceDependentFormatChangeoverCC
40 0 ,008067604 Sto rageBa lanceCC
41 0 ,008067604 T r a n s f e r r e d M a t e r i a l B a l a n c e C C
42 0 ,008067604 U t i l i t y B a l a n c e C C
43 0 ,00795671 NPVCC
1 C o n s t r a i n t _ 0 0 2 _ C I _ r e p o r t
2
3 B a y e s P r o b a b i l i t y B a y e s P r o b a b i l i t y _ N a m e
4 0 ,463805726 SizingCC
5 0 ,061199768 R e s o u r c e A l l o c a t i o n C C
6 0 ,054605973 EconomicCC
7 0 ,035487764 TotalRevenueEconomicCC
8 0 ,029139258 BatchSiz ingCC
9 0 ,021385418 TotalCostEconomicCC
10 0 ,020632693 BalanceCC
11 0 ,020368316 P h y s i c a l M o d e l A l l o c a t i o n C C
12 0 ,018765264 SequencingCC
13 0 ,018193195 TimingCC
14 0 ,014569629 P r o c e s s i n g C a p a c i t y C C
15 0 ,014063789 DemandCC
16 0 ,014063789 M a t e r i a l B a l a n c e I n i t i a l C C
17 0 ,01361372 SequenceDependentChangeoverCC
18 0 ,013578877 TimesSizingCC
19 0 ,01221698 M at e r i a l Ba l an ceC C
20 0 ,010692709 EnergyBalanceCC
21 0 ,00754873 Cus tomerRe tu rnS iz ingCC
22 0 ,00754873 P r o d u c t i o n S i z i n g C C
23 0 ,00754873 SaleBalanceCC
24 0 ,00754873 Sa leS iz ingCC
25 0 ,00754873 S t o r a g e C a p a c i t y S i z i n g C C
26 0 ,00754873 S t o r a g e S i z i n g C C
27 0 ,00754873 U n i t A l l o c a t i o n C C
28 0 ,00754873 U t i l i t y S i z i n g C C
29 0 ,00754873 WorkerAl loca t ionCC
30 0 ,007284814 Inven to ryCos tCC
31 0 ,007284814 RawMater ia lCostCC
32 0 ,007284814 TotaSaleCC
33 0 ,007284814 T r a n s p o r t S i z i n g C C
34 0 ,007284814 T r a n s p o r t a t i o n C o s t C C
35 0 ,006789439 M a n u f a c t u r i n g S i t e M a t e r i a l B a l a n c e C C
36 0 ,006789439 TimeMatchingCC
37 0 ,006556946 ResourceBalanceCC
38 0 ,006556946 SequenceDependentClean ingChangeoverCC
39 0 ,006556946 SequenceDependentFormatChangeoverCC
40 0 ,006556946 Sto rageBa lanceCC
41 0 ,006556946 T r a n s f e r r e d M a t e r i a l B a l a n c e C C
42 0 ,006556946 U t i l i t y B a l a n c e C C
43 0 ,006333941 NPVCC
1 C o n s t r a i n t _ 0 0 3 _ C I _ r e p o r t
2
3 B a y e s P r o b a b i l i t y B a y e s P r o b a b i l i t y _ N a m e
4 0 ,463805726 SizingCC
5 0 ,061199768 R e s o u r c e A l l o c a t i o n C C
6 0 ,054605973 EconomicCC
7 0 ,035487764 TotalRevenueEconomicCC
8 0 ,029139258 BatchSiz ingCC
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9 0 ,021385418 TotalCostEconomicCC
10 0 ,020632693 BalanceCC
11 0 ,020368316 P h y s i c a l M o d e l A l l o c a t i o n C C
12 0 ,018765264 SequencingCC
13 0 ,018193195 TimingCC
14 0 ,014569629 P r o c e s s i n g C a p a c i t y C C
15 0 ,014063789 DemandCC
16 0 ,014063789 M a t e r i a l B a l a n c e I n i t i a l C C
17 0 ,01361372 SequenceDependentChangeoverCC
18 0 ,013578877 TimesSizingCC
19 0 ,01221698 M at e r i a l Ba l an ceC C
20 0 ,010692709 EnergyBalanceCC
21 0 ,00754873 Cus tomerRe tu rnS iz ingCC
22 0 ,00754873 P r o d u c t i o n S i z i n g C C
23 0 ,00754873 SaleBalanceCC
24 0 ,00754873 Sa leS iz ingCC
25 0 ,00754873 S t o r a g e C a p a c i t y S i z i n g C C
26 0 ,00754873 S t o r a g e S i z i n g C C
27 0 ,00754873 U n i t A l l o c a t i o n C C
28 0 ,00754873 U t i l i t y S i z i n g C C
29 0 ,00754873 WorkerAl loca t ionCC
30 0 ,007284814 Inven to ryCos tCC
31 0 ,007284814 RawMater ia lCostCC
32 0 ,007284814 TotaSaleCC
33 0 ,007284814 T r a n s p o r t S i z i n g C C
34 0 ,007284814 T r a n s p o r t a t i o n C o s t C C
35 0 ,006789439 M a n u f a c t u r i n g S i t e M a t e r i a l B a l a n c e C C
36 0 ,006789439 TimeMatchingCC
37 0 ,006556946 ResourceBalanceCC
38 0 ,006556946 SequenceDependentClean ingChangeoverCC
39 0 ,006556946 SequenceDependentFormatChangeoverCC
40 0 ,006556946 Sto rageBa lanceCC
41 0 ,006556946 T r a n s f e r r e d M a t e r i a l B a l a n c e C C
42 0 ,006556946 U t i l i t y B a l a n c e C C
43 0 ,006333941 NPVCC
1 C o n s t r a i n t _ 0 0 4 _ C I _ r e p o r t
2
3 B a y e s P r o b a b i l i t y B a y e s P r o b a b i l i t y _ N a m e
4 0 ,259238542 BalanceCC
5 0 ,083434898 SizingCC
6 0 ,061095133 EconomicCC
7 0 ,052634602 Ma te r i a l Ba l an ce CC
8 0 ,044941438 R e s o u r c e A l l o c a t i o n C C
9 0 ,036957358 SequencingCC
10 0 ,036502503 TimingCC
11 0 ,034061216 TotalCostEconomicCC
12 0 ,028108123 P h y s i c a l M o d e l A l l o c a t i o n C C
13 0 ,026599242 TotalRevenueEconomicCC
14 0 ,023924371 SequenceDependentChangeoverCC
15 0 ,019003604 DemandCC
16 0 ,019003604 M a t e r i a l B a l a n c e I n i t i a l C C
17 0 ,018738749 TimesSizingCC
18 0 ,017030608 EnergyBalanceCC
19 0 ,009775221 Cus tomerRe tu rnS iz ingCC
20 0 ,009775221 P r o d u c t i o n S i z i n g C C
21 0 ,009775221 SaleBalanceCC
22 0 ,009775221 Sa leS iz ingCC
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23 0 ,009775221 S t o r a g e C a p a c i t y S i z i n g C C
24 0 ,009775221 S t o r a g e S i z i n g C C
25 0 ,009775221 U n i t A l l o c a t i o n C C
26 0 ,009775221 U t i l i t y S i z i n g C C
27 0 ,009775221 WorkerAl loca t ionCC
28 0 ,009637057 BatchSiz ingCC
29 0 ,009637057 Inven to ryCos tCC
30 0 ,009637057 P r o c e s s i n g C a p a c i t y C C
31 0 ,009637057 RawMater ia lCostCC
32 0 ,009637057 TotaSaleCC
33 0 ,009637057 T r a n s p o r t S i z i n g C C
34 0 ,009637057 T r a n s p o r t a t i o n C o s t C C
35 0 ,009369374 M a n u f a c t u r i n g S i t e M a t e r i a l B a l a n c e C C
36 0 ,009369374 TimeMatchingCC
37 0 ,009239696 ResourceBalanceCC
38 0 ,009239696 SequenceDependentClean ingChangeoverCC
39 0 ,009239696 SequenceDependentFormatChangeoverCC
40 0 ,009239696 Sto rageBa lanceCC
41 0 ,009239696 T r a n s f e r r e d M a t e r i a l B a l a n c e C C
42 0 ,009239696 U t i l i t y B a l a n c e C C
43 0 ,009112691 NPVCC
1 C o n s t r a i n t _ 0 0 5 _ C I _ r e p o r t
2
3 B a y e s P r o b a b i l i t y B a y e s P r o b a b i l i t y _ N a m e
4 0 ,259238542 BalanceCC
5 0 ,083434898 SizingCC
6 0 ,061095133 EconomicCC
7 0 ,052634602 Ma te r i a l Ba l an ce CC
8 0 ,044941438 R e s o u r c e A l l o c a t i o n C C
9 0 ,036957358 SequencingCC
10 0 ,036502503 TimingCC
11 0 ,034061216 TotalCostEconomicCC
12 0 ,028108123 P h y s i c a l M o d e l A l l o c a t i o n C C
13 0 ,026599242 TotalRevenueEconomicCC
14 0 ,023924371 SequenceDependentChangeoverCC
15 0 ,019003604 DemandCC
16 0 ,019003604 M a t e r i a l B a l a n c e I n i t i a l C C
17 0 ,018738749 TimesSizingCC
18 0 ,017030608 EnergyBalanceCC
19 0 ,009775221 Cus tomerRe tu rnS iz ingCC
20 0 ,009775221 P r o d u c t i o n S i z i n g C C
21 0 ,009775221 SaleBalanceCC
22 0 ,009775221 Sa leS iz ingCC
23 0 ,009775221 S t o r a g e C a p a c i t y S i z i n g C C
24 0 ,009775221 S t o r a g e S i z i n g C C
25 0 ,009775221 U n i t A l l o c a t i o n C C
26 0 ,009775221 U t i l i t y S i z i n g C C
27 0 ,009775221 WorkerAl loca t ionCC
28 0 ,009637057 BatchSiz ingCC
29 0 ,009637057 Inven to ryCos tCC
30 0 ,009637057 P r o c e s s i n g C a p a c i t y C C
31 0 ,009637057 RawMater ia lCostCC
32 0 ,009637057 TotaSaleCC
33 0 ,009637057 T r a n s p o r t S i z i n g C C
34 0 ,009637057 T r a n s p o r t a t i o n C o s t C C
35 0 ,009369374 M a n u f a c t u r i n g S i t e M a t e r i a l B a l a n c e C C
36 0 ,009369374 TimeMatchingCC
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37 0 ,009239696 ResourceBalanceCC
38 0 ,009239696 SequenceDependentClean ingChangeoverCC
39 0 ,009239696 SequenceDependentFormatChangeoverCC
40 0 ,009239696 StorageBa lanceCC
41 0 ,009239696 T r a n s f e r r e d M a t e r i a l B a l a n c e C C
42 0 ,009239696 U t i l i t y B a l a n c e C C
43 0 ,009112691 NPVCC
1 C o n s t r a i n t _ 0 0 6 _ C I _ r e p o r t
2
3 B a y e s P r o b a b i l i t y B a y e s P r o b a b i l i t y _ N a m e
4 0 ,213181886 BalanceCC
5 0 ,096114344 SizingCC
6 0 ,076339623 Ma te r i a lBa l an ce CC
7 0 ,071227594 EconomicCC
8 0 ,045533622 R e s o u r c e A l l o c a t i o n C C
9 0 ,041291359 SequencingCC
10 0 ,041036474 TimingCC
11 0 ,035455514 TotalCostEconomicCC
12 0 ,027893324 P h y s i c a l M o d e l A l l o c a t i o n C C
13 0 ,027134322 TotalRevenueEconomicCC
14 0 ,025733841 SequenceDependentChangeoverCC
15 0 ,018726504 DemandCC
16 0 ,018595549 TimesSizingCC
17 0 ,017727757 EnergyBalanceCC
18 0 ,009497013 Cus tomerRe tu rnS iz ingCC
19 0 ,009497013 P r o d u c t i o n S i z i n g C C
20 0 ,009497013 SaleBalanceCC
21 0 ,009497013 Sa leS iz ingCC
22 0 ,009497013 S t o r a g e C a p a c i t y S i z i n g C C
23 0 ,009497013 S t o r a g e S i z i n g C C
24 0 ,009497013 U n i t A l l o c a t i o n C C
25 0 ,009497013 U t i l i t y S i z i n g C C
26 0 ,009497013 WorkerAl loca t ionCC
27 0 ,009429658 BatchSiz ingCC
28 0 ,009429658 Inven to ryCos tCC
29 0 ,009429658 P r o c e s s i n g C a p a c i t y C C
30 0 ,009429658 RawMater ia lCostCC
31 0 ,009429658 TotaSaleCC
32 0 ,009429658 T r a n s p o r t S i z i n g C C
33 0 ,009429658 T r a n s p o r t a t i o n C o s t C C
34 0 ,009363252 M a t e r i a l B a l a n c e I n i t i a l C C
35 0 ,009297775 M a n u f a c t u r i n g S i t e M a t e r i a l B a l a n c e C C
36 0 ,009297775 TimeMatchingCC
37 0 ,009233207 ResourceBalanceCC
38 0 ,009233207 SequenceDependentClean ingChangeoverCC
39 0 ,009233207 SequenceDependentFormatChangeoverCC
40 0 ,009233207 StorageBa lanceCC
41 0 ,009233207 T r a n s f e r r e d M a t e r i a l B a l a n c e C C
42 0 ,009233207 U t i l i t y B a l a n c e C C
43 0 ,009169529 NPVCC
1 C o n s t r a i n t _ 0 0 7 _ C I _ r e p o r t
2
3 B a y e s P r o b a b i l i t y B a y e s P r o b a b i l i t y _ N a m e
4 0 ,174899604 SizingCC
5 0 ,135856576 BalanceCC
6 0 ,064035043 EconomicCC
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7 0 ,055167389 Mat e r i a l Ba l an ce CC
8 0 ,047104029 R e s o u r c e A l l o c a t i o n C C
9 0 ,038735754 SequencingCC
10 0 ,038259011 TimingCC
11 0 ,035700248 TotalCostEconomicCC
12 0 ,029460692 P h y s i c a l M o d e l A l l o c a t i o n C C
13 0 ,027879202 TotalRevenueEconomicCC
14 0 ,025075616 SequenceDependentChangeoverCC
15 0 ,020491214 S t o r a g e C a p a c i t y S i z i n g C C
16 0 ,019918061 DemandCC
17 0 ,019640461 TimesSizingCC
18 0 ,017850124 EnergyBalanceCC
19 0 ,010245607 Cus tomerRe tu rnS iz ingCC
20 0 ,010245607 P r o d u c t i o n S i z i n g C C
21 0 ,010245607 SaleBalanceCC
22 0 ,010245607 Sa leS iz ingCC
23 0 ,010245607 S t o r a g e S i z i n g C C
24 0 ,010245607 U n i t A l l o c a t i o n C C
25 0 ,010245607 U t i l i t y S i z i n g C C
26 0 ,010245607 WorkerAl loca t ionCC
27 0 ,010100794 BatchSiz ingCC
28 0 ,010100794 Inven to ryCos tCC
29 0 ,010100794 P r o c e s s i n g C a p a c i t y C C
30 0 ,010100794 RawMater ia lCostCC
31 0 ,010100794 TotaSaleCC
32 0 ,010100794 T r a n s p o r t S i z i n g C C
33 0 ,010100794 T r a n s p o r t a t i o n C o s t C C
34 0 ,009959031 M a t e r i a l B a l a n c e I n i t i a l C C
35 0 ,009820231 M a n u f a c t u r i n g S i t e M a t e r i a l B a l a n c e C C
36 0 ,009820231 TimeMatchingCC
37 0 ,009684312 ResourceBalanceCC
38 0 ,009684312 SequenceDependentClean ingChangeoverCC
39 0 ,009684312 SequenceDependentFormatChangeoverCC
40 0 ,009684312 Sto rageBa lanceCC
41 0 ,009684312 T r a n s f e r r e d M a t e r i a l B a l a n c e C C
42 0 ,009684312 U t i l i t y B a l a n c e C C
43 0 ,009551196 NPVCC
1 C o n s t r a i n t _ 0 0 8 _ C I _ r e p o r t
2
3 B a y e s P r o b a b i l i t y B a y e s P r o b a b i l i t y _ N a m e
4 0 ,211204326 BalanceCC
5 0 ,09522275 SizingCC
6 0 ,075631466 Mat e r i a l Ba l an ce CC
7 0 ,070566859 EconomicCC
8 0 ,045111234 R e s o u r c e A l l o c a t i o n C C
9 0 ,040908324 SequencingCC
10 0 ,040655804 TimingCC
11 0 ,035126614 TotalCostEconomicCC
12 0 ,027634574 P h y s i c a l M o d e l A l l o c a t i o n C C
13 0 ,026882613 TotalRevenueEconomicCC
14 0 ,025495123 SequenceDependentChangeoverCC
15 0 ,018552789 DemandCC
16 0 ,018552789 M a t e r i a l B a l a n c e I n i t i a l C C
17 0 ,018423049 TimesSizingCC
18 0 ,017563307 EnergyBalanceCC
19 0 ,009408915 Cus tomerRe tu rnS iz ingCC
20 0 ,009408915 P r o d u c t i o n S i z i n g C C
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21 0 ,009408915 SaleBalanceCC
22 0 ,009408915 Sa leS iz ingCC
23 0 ,009408915 S t o r a g e C a p a c i t y S i z i n g C C
24 0 ,009408915 S t o r a g e S i z i n g C C
25 0 ,009408915 U n i t A l l o c a t i o n C C
26 0 ,009408915 U t i l i t y S i z i n g C C
27 0 ,009408915 WorkerAl loca t ionCC
28 0 ,009342185 BatchSiz ingCC
29 0 ,009342185 Inven to ryCos tCC
30 0 ,009342185 P r o c e s s i n g C a p a c i t y C C
31 0 ,009342185 RawMater ia lCostCC
32 0 ,009342185 TotaSaleCC
33 0 ,009342185 T r a n s p o r t S i z i n g C C
34 0 ,009342185 T r a n s p o r t a t i o n C o s t C C
35 0 ,009211525 M a n u f a c t u r i n g S i t e M a t e r i a l B a l a n c e C C
36 0 ,009211525 TimeMatchingCC
37 0 ,009147556 ResourceBalanceCC
38 0 ,009147556 SequenceDependentClean ingChangeoverCC
39 0 ,009147556 SequenceDependentFormatChangeoverCC
40 0 ,009147556 StorageBa lanceCC
41 0 ,009147556 T r a n s f e r r e d M a t e r i a l B a l a n c e C C
42 0 ,009147556 U t i l i t y B a l a n c e C C
43 0 ,009084469 NPVCC
1 C o n s t r a i n t _ 0 0 9 _ C I _ r e p o r t
2
3 B a y e s P r o b a b i l i t y B a y e s P r o b a b i l i t y _ N a m e
4 0 ,226980492 EconomicCC
5 0 ,08533996 BalanceCC
6 0 ,078427949 SizingCC
7 0 ,048031408 R e s o u r c e A l l o c a t i o n C C
8 0 ,039296717 Ma te r i a l Ba l an ce CC
9 0 ,035818406 SequencingCC
10 0 ,035432361 TotalCostEconomicCC
11 0 ,035159188 TimingCC
12 0 ,030670935 P h y s i c a l M o d e l A l l o c a t i o n C C
13 0 ,028234697 TotalRevenueEconomicCC
14 0 ,024084633 SequenceDependentChangeoverCC
15 0 ,020882325 DemandCC
16 0 ,02044729 TimesSizingCC
17 0 ,017716181 EnergyBalanceCC
18 0 ,010895064 Cus tomerRe tu rnS iz ingCC
19 0 ,010895064 P r o d u c t i o n S i z i n g C C
20 0 ,010895064 SaleBalanceCC
21 0 ,010895064 Sa leS iz ingCC
22 0 ,010895064 S t o r a g e C a p a c i t y S i z i n g C C
23 0 ,010895064 S t o r a g e S i z i n g C C
24 0 ,010895064 U n i t A l l o c a t i o n C C
25 0 ,010895064 U t i l i t y S i z i n g C C
26 0 ,010895064 WorkerAl loca t ionCC
27 0 ,010664894 BatchSiz ingCC
28 0 ,010664894 Inven to ryCos tCC
29 0 ,010664894 P r o c e s s i n g C a p a c i t y C C
30 0 ,010664894 RawMater ia lCostCC
31 0 ,010664894 TotaSaleCC
32 0 ,010664894 T r a n s p o r t S i z i n g C C
33 0 ,010664894 T r a n s p o r t a t i o n C o s t C C
34 0 ,010441162 M a t e r i a l B a l a n c e I n i t i a l C C
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35 0 ,010223645 M a n u f a c t u r i n g S i t e M a t e r i a l B a l a n c e C C
36 0 ,010223645 TimeMatchingCC
37 0 ,010012128 ResourceBalanceCC
38 0 ,010012128 SequenceDependentClean ingChangeoverCC
39 0 ,010012128 SequenceDependentFormatChangeoverCC
40 0 ,010012128 Sto rageBa lanceCC
41 0 ,010012128 T r a n s f e r r e d M a t e r i a l B a l a n c e C C
42 0 ,010012128 U t i l i t y B a l a n c e C C
43 0 ,009806406 NPVCC
1 C o n s t r a i n t _ 0 0 1 0 _ C I _ r e p o r t
2
3 B a y e s P r o b a b i l i t y B a y e s P r o b a b i l i t y _ N a m e
4 0 ,242934119 EconomicCC
5 0 ,082941072 SizingCC
6 0 ,064426047 BalanceCC
7 0 ,052883618 TotalRevenueEconomicCC
8 0 ,052323074 Mat e r i a l Ba l an ce CC
9 0 ,044675443 R e s o u r c e A l l o c a t i o n C C
10 0 ,036738619 SequencingCC
11 0 ,036286456 TimingCC
12 0 ,033859618 TotalCostEconomicCC
13 0 ,02794176 P h y s i c a l M o d e l A l l o c a t i o n C C
14 0 ,02378277 SequenceDependentChangeoverCC
15 0 ,018891128 DemandCC
16 0 ,01862784 TimesSizingCC
17 0 ,016929809 EnergyBalanceCC
18 0 ,009717365 Cus tomerRe tu rnS iz ingCC
19 0 ,009717365 P r o d u c t i o n S i z i n g C C
20 0 ,009717365 SaleBalanceCC
21 0 ,009717365 Sa leS iz ingCC
22 0 ,009717365 S t o r a g e C a p a c i t y S i z i n g C C
23 0 ,009717365 S t o r a g e S i z i n g C C
24 0 ,009717365 U n i t A l l o c a t i o n C C
25 0 ,009717365 U t i l i t y S i z i n g C C
26 0 ,009717365 WorkerAl loca t ionCC
27 0 ,009580019 BatchSiz ingCC
28 0 ,009580019 Inven to ryCos tCC
29 0 ,009580019 P r o c e s s i n g C a p a c i t y C C
30 0 ,009580019 RawMater ia lCostCC
31 0 ,009580019 TotaSaleCC
32 0 ,009580019 T r a n s p o r t S i z i n g C C
33 0 ,009580019 T r a n s p o r t a t i o n C o s t C C
34 0 ,009445564 M a t e r i a l B a l a n c e I n i t i a l C C
35 0 ,00931392 M a n u f a c t u r i n g S i t e M a t e r i a l B a l a n c e C C
36 0 ,00931392 TimeMatchingCC
37 0 ,009185009 ResourceBalanceCC
38 0 ,009185009 SequenceDependentClean ingChangeoverCC
39 0 ,009185009 SequenceDependentFormatChangeoverCC
40 0 ,009185009 Sto rageBa lanceCC
41 0 ,009185009 T r a n s f e r r e d M a t e r i a l B a l a n c e C C
42 0 ,009185009 U t i l i t y B a l a n c e C C
43 0 ,009058756 NPVCC
1 C o n s t r a i n t _ 0 0 1 1 _ C I _ r e p o r t
2
3 B a y e s P r o b a b i l i t y B a y e s P r o b a b i l i t y _ N a m e
4 0 ,332954745 BalanceCC
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5 0 ,071440111 SizingCC
6 0 ,05231196 EconomicCC
7 0 ,048814811 DemandCC
8 0 ,045067734 Ma te r i a lBa l a nce CC
9 0 ,038480556 R e s o u r c e A l l o c a t i o n C C
10 0 ,031644286 SequencingCC
11 0 ,031254822 TimingCC
12 0 ,029164499 TotalCostEconomicCC
13 0 ,024067237 P h y s i c a l M o d e l A l l o c a t i o n C C
14 0 ,022775275 TotalRevenueEconomicCC
15 0 ,02048495 SequenceDependentChangeoverCC
16 0 ,016739827 SaleBalanceCC
17 0 ,016044824 TimesSizingCC
18 0 ,01458225 EnergyBalanceCC
19 0 ,008369914 Cus tomerRe tu rnS iz ingCC
20 0 ,008369914 P r o d u c t i o n S i z i n g C C
21 0 ,008369914 Sa leS iz ingCC
22 0 ,008369914 S t o r a g e C a p a c i t y S i z i n g C C
23 0 ,008369914 S t o r a g e S i z i n g C C
24 0 ,008369914 U n i t A l l o c a t i o n C C
25 0 ,008369914 U t i l i t y S i z i n g C C
26 0 ,008369914 WorkerAl loca t ionCC
27 0 ,008251612 BatchSiz ingCC
28 0 ,008251612 Inven to ryCos tCC
29 0 ,008251612 P r o c e s s i n g C a p a c i t y C C
30 0 ,008251612 RawMater ia lCostCC
31 0 ,008251612 TotaSaleCC
32 0 ,008251612 T r a n s p o r t S i z i n g C C
33 0 ,008251612 T r a n s p o r t a t i o n C o s t C C
34 0 ,008135802 M a t e r i a l B a l a n c e I n i t i a l C C
35 0 ,008022412 M a n u f a c t u r i n g S i t e M a t e r i a l B a l a n c e C C
36 0 ,008022412 TimeMatchingCC
37 0 ,007911377 ResourceBalanceCC
38 0 ,007911377 SequenceDependentClean ingChangeoverCC
39 0 ,007911377 SequenceDependentFormatChangeoverCC
40 0 ,007911377 StorageBa lanceCC
41 0 ,007911377 T r a n s f e r r e d M a t e r i a l B a l a n c e C C
42 0 ,007911377 U t i l i t y B a l a n c e C C
43 0 ,007802631 NPVCC
1 C o n s t r a i n t _ 0 0 1 2 _ C I _ r e p o r t
2
3 B a y e s P r o b a b i l i t y B a y e s P r o b a b i l i t y _ N a m e
4 0 ,218552549 SizingCC
5 0 ,156961751 R e s o u r c e A l l o c a t i o n C C
6 0 ,056588276 BalanceCC
7 0 ,053344973 EconomicCC
8 0 ,049084992 P h y s i c a l M o d e l A l l o c a t i o n C C
9 0 ,045957694 Ma te r i a lBa l an ce CC
10 0 ,032269171 SequencingCC
11 0 ,031872015 TimingCC
12 0 ,029740415 TotalCostEconomicCC
13 0 ,023225022 TotalRevenueEconomicCC
14 0 ,020889469 SequenceDependentChangeoverCC
15 0 ,017070391 U n i t A l l o c a t i o n C C
16 0 ,016829117 P r o c e s s i n g C a p a c i t y C C
17 0 ,016592921 DemandCC
18 0 ,016361664 TimesSizingCC
252
C.4. Case Study 1 Naive Bayes Classification Results
19 0 ,014870207 EnergyBalanceCC
20 0 ,008535196 Cus tomerRe tu rnS iz ingCC
21 0 ,008535196 P r o d u c t i o n S i z i n g C C
22 0 ,008535196 SaleBalanceCC
23 0 ,008535196 Sa leS iz ingCC
24 0 ,008535196 S t o r a g e C a p a c i t y S i z i n g C C
25 0 ,008535196 S t o r a g e S i z i n g C C
26 0 ,008535196 U t i l i t y S i z i n g C C
27 0 ,008535196 WorkerAl loca t ionCC
28 0 ,008414558 BatchSiz ingCC
29 0 ,008414558 Inven to ryCos tCC
30 0 ,008414558 RawMater ia lCostCC
31 0 ,008414558 TotaSaleCC
32 0 ,008414558 T r a n s p o r t S i z i n g C C
33 0 ,008414558 T r a n s p o r t a t i o n C o s t C C
34 0 ,008296461 M a t e r i a l B a l a n c e I n i t i a l C C
35 0 ,008180832 M a n u f a c t u r i n g S i t e M a t e r i a l B a l a n c e C C
36 0 ,008180832 TimeMatchingCC
37 0 ,008067604 ResourceBalanceCC
38 0 ,008067604 SequenceDependentClean ingChangeoverCC
39 0 ,008067604 SequenceDependentFormatChangeoverCC
40 0 ,008067604 Sto rageBa lanceCC
41 0 ,008067604 T r a n s f e r r e d M a t e r i a l B a l a n c e C C
42 0 ,008067604 U t i l i t y B a l a n c e C C




The PS Domain Concepts and Relations
Following list introduces the concepts of the PS Domain.
1 A b s t r a c t T y p e
2 A c q u i r e A n d E x e c u t e P r o c e d u r a l E l e m e n t
3 Ac t i on
4 A c t i v i t y
5 A c t u a t o r
6 Aggrega t eVa lue
7 Alarm
8 Algor i t hm
9 A l l o c a t i o n
10 Al loca t ionOfEqu ipmen tToABatch
11 A l l o c a t i o n S y m b o l
12 A l l o w a b l e M a t e r i a l
13 AmountOfMater ia l
14 A n n o t a t i o n
15 A p p l i c a t i o n S p e c i f i c D i s c r e t e E v e n t
16 Approva l
17 Approva lDa te
18 Approved
19 A p p r o v i n g E n t i t y
20 A r b i t r a t i o n
21 Area
22 A r e a O f T h e E n t e r p r i s e
23 A t t r i b u t e
24 Automat i cBlockVa lve
25 Average
26 B a d P r o d u c t P i c t u r e
27 B a s i c C o n t r o l
28 Bas icS tageSymbol
29 Batch
30 B a t c h C o n t a i n e r
31 B a t c h C o n t r o l
32 BatchID
33 B a t c h M a n u f a c t u r i n g E n t r e p r i s e
34 B a t c h M a n u f a c t u r i n g S i t e
35 B a t c h P r o c e s s
36 B a t c h P r o d u c t i o n I n f o r m a t i o n
37 B a t c h P r o d u c t i o n R e c o r d
38 B a t c h P r o d u c t i o n R e c o r d E n t r y
39 B a t c h P r o d u c t i o n R e c o r d R e p o r t
40 B a t c h P r o d u c t i o n R e c o r d S p e c i f i c a t i o n
41 B a t c h R e p o r t
42 B a t c h S c h e d u l e
43 B a t c h S c h e d u l e E n t r y
44 B a t c h S i z e
45 BeginSymbol
46 B i l l O f R e s o u r c e s
47 BOM
48 B u i l d i n g B l o c k
49 B u s i n e s s D r i v e r
50 B u s i n e s s I n f o r m a t i o n
51 C a l c u l a t e d V a l u e
52 Calcu la t ingTheMassF lowRateThroughTheF lowmete r
53 C a l i b r a t i o n
54 Campaign
55 C a p a b i l i t y
56 C a t a l y t i c C o n v e r s i o n
57 ChangeManagement
58 C h a r a c t e r i s t i c
59 C h a r g i n g I n g r e d i e n t s
60 CheckedBy
61 C h e m i c a l S y n t h e s i z i n g
62 C l e a n i n g
63 C l e a n i n g V e r i f i c a t i o n
64 C o l l e c t B a t c h A n d P r o c e s s C e l l I n f o r m a t i o n
65 C o l l e c t B a t c h A n d U n i t I n f o r m a t i o n
66 C o l l e c t D a t a
67 C o l l e c t i o n F r e q u e n c y





73 C o n d i t i o n
74 C o n s t r a i n t s
75 C o n t a i n e r O b j e c t
76 C o n t r o l
77 C o n t r o l A c t i v i t y
78 C o n t r o l A c t i v i t y M o d e l
79 C o n t r o l D e f i n i t i o n
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80 C o n t r o l E q u i p m e n t
81 C o n t r o l F u n c t i o n
82 C o n t r o l l e r
83 Cont ro lModule
84 C o n t r o l O f P h a s e
85 C o n t r o l R e c i p e
86 C o n t r o l R e c i p e E n t i t y
87 C o n t r o l R e c i p e E x e c u t i o n
88 Con t ro lRec ipeMode l
89 C o n t r o l R e c i p e P r o c e d u r e
90 C o n t r o l S t r a t e g y
91 C o n t r o l V a l v e
92 Cool
93 Cool ing
94 C o o r d i n a t i o n C o n t r o l
95 Copy
96 C o r p o r a t e R e c i p e
97 Cost
98 C r e a t i o n O f A C o n t r o l R e c i p e
99 C r i t i c a l I n f o r m a t i o n
100 C r y s t a l l i z a t i o n
101 Data
102 D a t a b a s e
103 D a t a b a s e T a b l e
104 D a t a S t o r e
105 Date
106 D e a l l o c a t i o n S y m b o l
107 D e f i n e G e n e r a l R e c i p e P r o c e d u r a l E l e m e n t
108 D e f i n e M a s t e r R e c i p e P r o c e d u r a l E l e m e n t
109 Delay
110 D e s c r i p t i o n
111 D i s c r e t e C o n t r o l
112 Documenta t ion
113 DoneBy
114 Dosing
115 D r a f t
116 E f f e c t i v e
117 Element
118 E l e m e n t D e f i n i t i o n
119 E l e m e n t O f B a t c h P r o d u c t i o n
120 E l e m e n t O f T h e P r o c e d u r a l H i e r a r c h y




125 E n t e r p r i s e
126 E n t e r p r i s e L e v e l R e c i p e
127 E n t e r p r i s e R&D
128 E n t e r p r i s e R o u t e
129 E n t e r p r i s e W i d e R e c i p e
130 E n t i t y
131 E n t r y
132 Enumera t ion
133 E n u m e r a t i o n S e t
134 E n v i r o n m e n t a l P r o t e c t i o n
135 Equipment
136 E q u i p m e n t A l l o c a t i o n
137 EquipmentAss ignment
138 E q u i p m e n t C o n t r o l
139 EquipmentElement
140 E q u i p m e n t E n t i t y
141 EquipmentEvent
142 E q u i p m e n t H i s t o r y E v e n t
143 E q u i p m e n t I n d e p e n d e n t R e c i p e
144 E q u i p m e n t I n f o r m a t i o n
145 EquipmentMain tenance
146 EquipmentModule
147 E q u i p m e n t O p e r a t i o n
148 EquipmentPhase
149 E q u i p m e n t P r o c e d u r a l E l e m e n t
150 Equ ipmen tP rocedu re
151 EquipmentRequ i rement
152 EquipmentRequ i remen tE lemen t
153 E q u i p m e n t R e q u i r e m e n t L i b r a r y
154 E q u i p m e n t R e s t r i c t i o n s
155 E q u i p m e n t S t a t u s
156 EquipmentS tep
157 E q u i p m e n t U n i t P r o c e d u r e
158 E q u i p m e n t U t i l i z a t i o n
159 Event
160 EventBasedRule
161 E v e n t I n f o r m a t i o n
162 EventLog
163 E x c e p t i o n H a n d l i n g
164 ExchangeTable
165 E x c l u s i v e U s e R e s o u r s e
166 E x e c u t e B a s i c C o n t r o l
167 Execu teEqu ipmen tPhase
168 Execu t ionTime
169 E x p i r a t i o n D a t e
170 E x t r a c t i o n O f P r o d u c t i o n I n f o r m a t i o n
171 F a c t o r
172 F e r m e n t i n g
173 Fi l ename
174 F i l t r a t i o n S t a g e
175 F o r m a l A b s t r a c t R e p r e s e n t a t i o n
176 Formula
177 FormulaOb jec t
178 FormulaValue
179 F u n c t i o n
180 Func t iona lGroupOfEqu ipmen t
181 GasDens i ty
182 GasTempera tu re
183 G e n e r a l i z e d E q u i p m e n t
184 G e n e r a l R e c i p e
185 G e n e r a t e d I n f o r m a t i o n
186 G e o g r a p h i c a l G r o u p i n g
187 G o o d P r o d u c t P i c t u r e
188 G r a p h i c a l R e p r e s e n t a t i o n
189 Graph ica lSymbo l
190 Grind






196 H e a t i n g
197 H i g h e r L e v e l O b j e c t
198 H i s t o r i c a l I n f o r m a t i o n
199 Hold ing
200 ID
201 I d e n t i f i c a t i o n
202 I n c l u d i n g T h e P r o c e s s D e f i n i t i o n
203 I n d i v i d u a l A p p r o v a l
204 I n d u s t r y S p e c i f i c P r o c e s s A c t i o n s
205 I n f o r m a t i o n
206 I n P r o c e s s
207 I n s t a n c e
208 I n t e r l o c k i n g
209 I n t e r n a l Q u a l i t y P r o g r a m
210 I n v e n t o r y S t a t i s t i c s
211 I S A 8 8 D e f i n i t i o n
212 ISA88Normative
213 I s s u e
214 I s s u e D a t e
215 L a b e l i n g
216 L a b e l i n g I n f o r m a t i o n
217 LabTechn ic i an ID
218 L e v e l B a t c h S c h e d u l e E n t r y
219 L i m i t a t i o n s
220 L i m i t s
221 Link
222 L i n k O b j e c t
223 L o g i c a l G r o u p i n g
224 Logica lMode l
225 Lot
226 L o w e r L e v e l E n t i t y
227 LowerLeve lObjec t
228 L o w e r L e v e l P r o c e d u r a l E l e m e n t
229 LowerLeve lRec ipeElement
230 L o w e r L e v e l S c h e d u l e E n t r y
231 LowestCostOfUse
232 Main tenance
233 M aj o r C he m i c a l F u nc t i o n
234 M a j o r P h y s i c a l F u n c t i o n
235 M a j o r P i e c e O f P r o c e s s i n g E q u i p m e n t
236 M a j o r P r o c e s s i n g A c t i o n
237 MakingABatch
238 ManageBatches
239 ManageGenera lRec ipe
240 ManageMasterRecipe
241 M a n a g e P r o c e s s C e l l R e s o u r c e




246 M a n u f a c t u r i n g B i l l
247 M a s t e r R e c i p e
248 M a s t e r R e c i p e L e v e l
249 M a s t e r R e c i p e P a r a m e t e r
250 Maste rRec ipeTransformComponent
251 M a t e r i a l
252 M a t e r i a l A l l o c a t i o n
253 Mater ia lAmount
254 M a t e r i a l C o n s u m p t i o n
255 Mater ia lConsumpt ionSummary
256 M a t e r i a l D a t a
257 M a t e r i a l D e f i n i t i o n
258 M a t e r i a l I d e n t i f i c a t i o n
259 M a t e r i a l I n f o r m a t i o n
260 M a t e r i a l Q u a l i t y
261 M a t e r i a l Q u a l i t y I n f o r m a t i o n
262 M a t e r i a l s O f C o n s t r u c t i o n
263 M a t e r i a l T r a n s f e r
264 Maximum
265 Measure
266 M e a s u r e d V a r i a b l e
267 Minimum
268 MinimumNumberOfTransfers







276 M o n i t o r i n g
277 M u l t i v a r i a b l e C o n t r o l
278 N o n p r o c e d u r a l E l e m e n t
279 O b j e c t
280 Objec tModel
281 O c c u r r e n c e
282 O p e r a t i o n
283 O p e r a t i o n a l R e q u i r e m e n t
284 O p e r a t o r
285 O p e r a t o r G e n e r a t e d I n f o r m a t i o n
286 O p e r a t o r I D
287 O p e r a t o r S y s t e m
288 O p t i m i z i n g C r i t e r i a
289 O r d e r e d S e t
290 O r g a n i z a t i o n
291 O r i g i n a t o r
292 O t h e r I n f o r m a t i o n R e q u i r e d F o r S c h e d u l i n g
293 Packag ing
294 P a c k a g i n g I n f o r m a t i o n
295 P a c k a g i n g R e q u i r e m e n t
296 P a r a m e t e r
297 P a r a m e t e r O b j e c t
298 P a r a m e t e r V a l u e
299 P a r t
300 Pa th
301 P e r s o n a l A n d E n v i r o n m e n t a l P r o t e c t i o n
302 PersonName
303 P e r s o n n e l
304 P e r s o n n e l P r o t e c t i o n
305 P e r s o n n e l R e q u i r e m e n t
306 Phase
307 P h a s e I n A C o n t r o l R e c i p e
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308 P h y s i c a l G r o u p i n g
309 P h y s i c a l P r o c e s s i n g
310 PieceOfEquipment
311 P i e c e O f I n f o r m a t i o n
312 P o r t i o n O f I n f o r m a t i o n
313 P r e d e f i n e d S t r i n g
314 P r e d i c t a b l e E v e n t
315 P r e s s u r e
316 P r e s s u r e R e q u i r e m e n t
317 P r o c e d u r a l C o n t r o l
318 P r o c e d u r a l D e f i n i t i o n
319 P r o c e d u r a l E l e m e n t
320 P r o c e d u r a l E l e m e n t R e f e r e n c e
321 P r o c e d u r a l E l e m e n t W i t h A s s o c i a t e d
R e c i p e I n f o r m a t i o n
322 P r o c e d u r a l L o g i c
323 P r o c e d u r e
324 P r o c e d u r e F u n c t i o n C h a r t
325 P r o c e d u r e I n f o r m a t i o n
326 P r o c e d u r e L o g i c O b j e c t
327 P r o c e s s
328 P r o c e s s A c t i o n
329 P r o c e s s C e l l
330 P r o c e s s C e l l E q u i p m e n t E l e m e n t
331 P r o c e s s C e l l R e s o u r c e
332 P r o c e s s C e l l S p e c i f i C I n f o r m a t i o n
333 P r o c e s s C o n t r o l
334 P r o c e s s C o o l i n g
335 P r o c e s s D a t a
336 P r o c e s s D e f i n i t i o n
337 P r o c e s s E l e m e n t L i b r a r y
338 P r o c e s s E l e m e n t L i n k
339 P r o c e s s E l e m e n t S p e c i f i c a t i o n
340 P r o c e s s E q u i p m e n t
341 P r o c e s s i n g C a p a b i l i t y
342 P r o c e s s i n g S t e p




347 P r o c e s s O p e r a t i o n
348 P r o c e s s O u t p u t
349 P r o c e s s P a r a m e t e r
350 P r o c e s s P r o c e d u r e
351 P r o c e s s R e q u i r e m e n t
352 P r o c e s s S t a g e
353 P r o c e s s V a r i a b l e
354 P r o d u c e d M a t e r i a l
355 P r o d u c e d P r o d u c t
356 P r o d u c t D e f i n i t i o n
357 P r o d u c t D e p e n d e n t P r o c e s s i n g T i m e
358 P r o d u c t D i s p o s i t i o n
359 P r o d u c t F a m i l y
360 P r o d u c t G r a d e
361 P r o d u c t I d e n t i f i c a t i o n
362 P r o d u c t i o n E x e c u t i o n I n f o r m a t i o n
363 P r o d u c t i o n H i s t o r y
364 P r o d u c t i o n I n f o r m a t i o n
365 P r o d u c t i o n I n f o r m a t i o n M a n a g e m e n t
366 P r o d u c t i o n I n f o r m a t i o n R e q u i r e d F o r M a n u f a c t u r i n g
367 P r o d u c t i o n P e r f o r m a n c e D a t a S t r u c t u r e
368 P r o d u c t i o n P l a n n i n g A n d S c h e d u l i n g
369 P r o d u c t i o n R e c i p e S p e c i f i c a t i o n
370 P r o d u c t i o n R e l e a s e S i g n o f f I n f o r m a t i o n
371 P r o d u c t i o n R e q u e s t O b j e c t
372 P r o d u c t i o n R e s o u r c e
373 P r o d u c t i o n R e s p o n s e O b j e c t
374 P r o d u c t i o n R o u t i n g
375 P r o d u c t i o n R u l e
376 Produc t ionVolume
377 ProductName
378 P r o d u c t S p e c i f i c I n f o r m a t i o n
379 P r o d u c t S p e c i f i c P r o c e s s i n g I n f o r m a t i o n
380 P r o p e r t y S t a t e C h a n g e s
381 Q u a l i t y
382 Q u a l i t y I n f o r m a t i o n
383 RawMater ia l
384 RawMate r i a lOp t ion
385 R e a c t i o n
386 R e a c t o r
387 Rec ipe
388 RecipeComponent
389 R e c i p e C r e a t o r
390 Rec ipeE lemen t
391 R e c i p e E l e m e n t O b j e c t




396 R e c i p e I d e n t i f i c a t i o n
397 R e c i p e I n f o r m a t i o n
398 RecipeManagement
399 R e c i p e O p e r a t i o n
400 Rec ipePhase
401 R e c i p e P r o c e d u r a l E l e m e n t
402 R e c i p e P r o c e d u r e
403 R e c i p e U n i t P r o c e d u r e
404 Record
405 R e c o r d i n g S t a r t T i m e
406 R e c t a n g l e
407 R e f e r e n c e
408 R e f e r e n c e T o T e s t D e f i n i t i o n s
409 R e g u l a t i n g D e v i c e
410 R e g u l a t o r y C o n t r o l
411 Repor tHeade r
412 R e p r e s e n t a t i o n
413 R e q u i r e d R e c i p e L e v e l
414 Requ i remen t
415 ResearchAndDevelopment
416 Resource
417 R e s o u r c e D a t a b a s e
418 R e s t r i c t i o n
419 RuleRule
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420 S a f e t y
421 S a f e t y D a t a
422 S a m p l e B a t c h P r o d u c t i o n R e c o r d
423 SampleTime
424 S c h e d u l e
425 S c h e d u l e d B a t c h
426 ScheduledCampaign
427 S c h e d u l e I n f o r m a t i o n
428 S e l e c t e d P a r a m e t e r T o T h e P r o c e d u r e
429 S e p e r a t i o n
430 Sequence
431 S e q u e n t i a l C o n t r o l
432 S e t
433 S e t p o i n t
434 S h a r e d R e s o u r c e
435 S h i p p i n g M a t e r i a l
436 S i m i l a r M a t e r i a l
437 S i n g l e P a t h S t r u c t u r e
438 S i t e
439 S i t e L e v e l S c h e d u l i n g A c t i v i t y
440 S i t e R e c i p e
441 S i t e R e c i p e P r o c e d u r e
442 S i t e S p e c i f i c I n f o r m a t i o n
443 Source
444 S p e c i a l P r o c e s s i n g
445 S p e c i f i c T y p e O f B a t c h P r o d u c t i o n I n f o r m a t i o n
446 S p r e a d s h e e t
447 S t a g e
448 S t a r t i n g S t a n d b y E q u i p m e n t
449 S t a r t O f P h a s e
450 S t a r t T i m e
451 S t a t e
452 S t a t u s
453 S t a t u s C h a n g e
454 Step
455 S t e p O b j e c t
456 S t e p S t a r t
457 S t e r i l i t y P e r i o d
458 S t e r i l i z a t i o n
459 StopTime
460 S t r a t e g y
461 Stream
462 S t r u c t u r a l E n t i t y
463 S u c c e s s R a t e
464 Suppor t edDa taType
465 S y s t e m G e n e r a t e d I n f o r m a t i o n
466 T a g I d e n t i f i c a t i o n O b j e c t
467 Techn ique
468 Tempera tu r e
469 Term
470 T e s t
471 T e s t S t a n d a r d
472 TimeBasedRule
473 TimeOfEn t ryOfResu l t s
474 TimeStamp
475 T r a i n
476 T r a i n i n g D a t a
477 TransformComponent
478 T r a n s i t i o n
479 T r a n s i t i o n C o n t r o l
480 T r a n s i t i o n O b j e c t
481 T r a n s m i t t e r
482 U n i q u e I d e n t i f i e r
483 Uni t
484 Uni tOfMeasure
485 U n i t P r o c e d u r e
486 U n i t R e c i p e
487 U n i t S u p e r v i s i o n
488 U n p r e d i c t a b l e E v e n t
489 U n p r e d i c t a b l e P r o c e s s
490 URL
491 U t i l i t i e s C o n s u m p t i o n
492 Value
493 V e r s i o n
494 VersionNumber
495 Volumetr icFlowRateFromAFlowmeter






The CC Domain Elements
Three .csv lists for the CC Domain elements are introduced in the next sections.
E.1. CC-CComp Connections
Here, the CCs and their CComp connections are introduced.
1 C o n c e p t u a l C o n s t r a i n t ; Conceptua lComponent1 ; Conceptua lComponent2 ; Conceptua lComponent3
; Conceptua lComponent4 ; Conceptua lComponent5 ; Conceptua lComponent6 ;
Conceptua lComponent7 ; Conceptua lComponent8
2 B a l a n c e C o n c e p t u a l C o n s t r a i n t ; I n p u t _ 1 ; Outpu t_1 ; ; ; ; ; ;
3 B a l a n c e C o n c e p t u a l C o n s t r a i n t ; C u r r e n t l y A v a i l a b l e A m o u n t _ 1 ; P r e v i o u s l y A v a i l a b l e A m o u n t _ 1 ;
ConsumedAmount_1 ; ProcessedAmount_3 ; PurchasedAmount_1 ; SoldAmount_1 ; ;
4 B a l a n c e C o n c e p t u a l C o n s t r a i n t ; S o l d M a t e r i a l _ 1 ; Demand_1 ; ; ; ; ; ;
5 B a l a n c e C o n c e p t u a l C o n s t r a i n t ; C u r r e n t l y A v a i l a b l e A m o u n t _ 2 ; P r e v i o u s l y A v a i l a b l e A m o u n t _ 2 ;
ConsumedAmount_2 ; ProcessedAmount_4 ; C h a r g i n g E f f i c i e n c y _ 1 ; D i s c h a r g i n g E f f i c i e n c y _ 1
; ;
6 B a l a n c e C o n c e p t u a l C o n s t r a i n t ; StoredAmount_1 ; P r e v i o u s l y S t o r e d A m o u n t _ 1 ; InputAmount_1 ;
OutputAmount_1 ; C h a r g i n g E f f i c i e n c y _ 1 ; D i s c h a r g i n g E f f i c i e n c y _ 1 ; ;
7 B a l a n c e C o n c e p t u a l C o n s t r a i n t ; C u r r e n t l y A v a i l a b l e M a t e r i a l _ 1 ;
P r e v i o u s l y A v a i l a b l e M a t e r i a l _ 1 ; P u r c h a s e d M a t e r i a l _ 1 ; I n p u t P r o p o r t i o n _ 1 ;
O u t p u t P r o p o r t i o n _ 1 ; ; ;
8 B a l a n c e C o n c e p t u a l C o n s t r a i n t ; C u r r e n t l y A v a i l a b l e M a t e r i a l _ 1 ;
P r e v i o u s l y A v a i l a b l e M a t e r i a l _ 1 ; P r o d u c e d M a t e r i a l _ 1 ; ConsumedMater ia l_1 ;
P u r c h a s e d M a t e r i a l _ 1 ; S o l d M a t e r i a l _ 1 ; ;
9 B a l a n c e C o n c e p t u a l C o n s t r a i n t ; C u r r e n t l y A v a i l a b l e M a t e r i a l _ 1 ;
P r e v i o u s l y A v a i l a b l e M a t e r i a l _ 1 ; ProcessedAmount_2 ; O u t p u t P r o p o r t i o n _ 1 ;
P r e v i o u s l y P r o c e s s e d A m o u n t _ 1 ; I n p u t P r o p o r t i o n _ 1 ; P u r c h a s e d M a t e r i a l _ 1 ; S o l d M a t e r i a l _ 1
10 B a l a n c e C o n c e p t u a l C o n s t r a i n t ; C u r r e n t l y A v a i l a b l e M a t e r i a l _ 1 ; I n i t i a l S t o r a g e _ 1 ;
S o l d M a t e r i a l _ 1 ; P r o d u c e d M a t e r i a l _ 4 ; ; ; ;
11 B a l a n c e C o n c e p t u a l C o n s t r a i n t ; C u r r e n t l y A v a i l a b l e M a t e r i a l _ 2 ;
P r e v i o u s l y A v a i l a b l e M a t e r i a l _ 2 ; P r o d u c e d M a t e r i a l _ 2 ; ConsumedMater ia l_2 ;
P u r c h a s e d M a t e r i a l _ 2 ; S o l d M a t e r i a l _ 4 ; ;
12 B a l a n c e C o n c e p t u a l C o n s t r a i n t ; SuppliedDemand_1 ; Demand_1 ; ; ; ; ; ;
13 B a l a n c e C o n c e p t u a l C o n s t r a i n t ; C u r r e n t l y A v a i l a b l e M a t e r i a l _ 4 ;
P r e v i o u s l y A v a i l a b l e M a t e r i a l _ 4 ; P r o d u c e d M a t e r i a l _ 4 ; ConsumedMater ia l_4 ;
P u r c h a s e d M a t e r i a l _ 4 ; S o l d M a t e r i a l _ 6 ; ;
14 B a l a n c e C o n c e p t u a l C o n s t r a i n t ; C u r r e n t l y A v a i l a b l e M a t e r i a l _ 5 ;
P r e v i o u s l y A v a i l a b l e M a t e r i a l _ 5 ; P r o d u c e d M a t e r i a l _ 5 ; ConsumedMater ia l_5 ;
P u r c h a s e d M a t e r i a l _ 5 ; S o l d M a t e r i a l _ 2 ; ;
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15 B a l a n c e C o n c e p t u a l C o n s t r a i n t ; C u r r e n t l y A v a i l a b l e M a t e r i a l _ 3 ;
P r e v i o u s l y A v a i l a b l e M a t e r i a l _ 3 ; P r o d u c e d M a t e r i a l _ 3 ; ConsumedMater ia l_3 ;
P u r c h a s e d M a t e r i a l _ 3 ; S o l d M a t e r i a l _ 5 ; ;
16 B a l a n c e C o n c e p t u a l C o n s t r a i n t ; I n p u t _ 1 ; Outpu t_1 ; ; ; ; ; ;
17 B a l a n c e C o n c e p t u a l C o n s t r a i n t ; C u r r e n t l y A v a i l a b l e A m o u n t _ 1 ; P r e v i o u s l y A v a i l a b l e A m o u n t _ 1 ;
ConsumedAmount_1 ; ProcessedAmount_3 ; PurchasedAmount_1 ; SoldAmount_1 ; ;
18 DemandCC ; S o l d M a t e r i a l _ 1 ; Demand_1 ; ; ; ; ; ;
19 EnergyBalanceCC ; C u r r e n t l y A v a i l a b l e A m o u n t _ 2 ; P r e v i o u s l y A v a i l a b l e A m o u n t _ 2 ;
ConsumedAmount_2 ; ProcessedAmount_4 ; C h a r g i n g E f f i c i e n c y _ 1 ; D i s c h a r g i n g E f f i c i e n c y _ 1
; ;
20 EnergyBalanceCC ; StoredAmount_1 ; P r e v i o u s l y S t o r e d A m o u n t _ 1 ; InputAmount_1 ; OutputAmount_1 ;
C h a r g i n g E f f i c i e n c y _ 1 ; D i s c h a r g i n g E f f i c i e n c y _ 1 ; ;
21 Ma te r i a lB a l a nc eCC ; C u r r e n t l y A v a i l a b l e M a t e r i a l _ 1 ; P r e v i o u s l y A v a i l a b l e M a t e r i a l _ 1 ;
P u r c h a s e d M a t e r i a l _ 1 ; I n p u t P r o p o r t i o n _ 1 ; O u t p u t P r o p o r t i o n _ 1 ; ; ;
22 M a n u f a c t u r i n g S i t e M a t e r i a l B a l a n c e C o n c e p t u a l C o n s t r a i n t ; C u r r e n t l y A v a i l a b l e M a t e r i a l _ 1 ;
P r e v i o u s l y A v a i l a b l e M a t e r i a l _ 1 ; P u r c h a s e d M a t e r i a l _ 1 ; I n p u t P r o p o r t i o n _ 1 ;
O u t p u t P r o p o r t i o n _ 1 ; ; ;
23 Ma te r i a lB a l a nc eCC ; C u r r e n t l y A v a i l a b l e M a t e r i a l _ 1 ; P r e v i o u s l y A v a i l a b l e M a t e r i a l _ 1 ;
P r o d u c e d M a t e r i a l _ 1 ; ConsumedMater ia l_1 ; P u r c h a s e d M a t e r i a l _ 1 ; S o l d M a t e r i a l _ 1 ; ;
24 Ma te r i a lB a l a nc eCC ; C u r r e n t l y A v a i l a b l e M a t e r i a l _ 1 ; P r e v i o u s l y A v a i l a b l e M a t e r i a l _ 1 ;
ProcessedAmount_2 ; O u t p u t P r o p o r t i o n _ 1 ; P r e v i o u s l y P r o c e s s e d A m o u n t _ 1 ;
I n p u t P r o p o r t i o n _ 1 ; P u r c h a s e d M a t e r i a l _ 1 ; S o l d M a t e r i a l _ 1
25 M a t e r i a l B a l a n c e I n i t i a l C C ; C u r r e n t l y A v a i l a b l e M a t e r i a l _ 1 ; I n i t i a l S t o r a g e _ 1 ; S o l d M a t e r i a l _ 1
; P r o d u c e d M a t e r i a l _ 4 ; ; ; ;
26 Ma te r i a lB a l a nc eCC ; C u r r e n t l y A v a i l a b l e M a t e r i a l _ 2 ; P r e v i o u s l y A v a i l a b l e M a t e r i a l _ 2 ;
P r o d u c e d M a t e r i a l _ 2 ; ConsumedMater ia l_2 ; P u r c h a s e d M a t e r i a l _ 2 ; S o l d M a t e r i a l _ 4 ; ;
27 R e s o u r c e B a l a n c e C o n c e p t u a l C o n s t r a i n t ; C u r r e n t l y A v a i l a b l e M a t e r i a l _ 2 ;
P r e v i o u s l y A v a i l a b l e M a t e r i a l _ 2 ; P r o d u c e d M a t e r i a l _ 2 ; ConsumedMater ia l_2 ;
P u r c h a s e d M a t e r i a l _ 2 ; S o l d M a t e r i a l _ 4 ; ;
28 DemandCC ; SuppliedDemand_1 ; Demand_1 ; ; ; ; ; ;
29 SaleBalanceCC ; SuppliedDemand_1 ; Demand_1 ; ; ; ; ; ;
30 Ma te r i a lB a l a nc eCC ; C u r r e n t l y A v a i l a b l e M a t e r i a l _ 4 ; P r e v i o u s l y A v a i l a b l e M a t e r i a l _ 4 ;
P r o d u c e d M a t e r i a l _ 4 ; ConsumedMater ia l_4 ; P u r c h a s e d M a t e r i a l _ 4 ; S o l d M a t e r i a l _ 6 ; ;
31 Ma te r i a lB a l a nc eCC ; C u r r e n t l y A v a i l a b l e M a t e r i a l _ 5 ; P r e v i o u s l y A v a i l a b l e M a t e r i a l _ 5 ;
P r o d u c e d M a t e r i a l _ 5 ; ConsumedMater ia l_5 ; P u r c h a s e d M a t e r i a l _ 5 ; S o l d M a t e r i a l _ 2 ; ;
32 Ma te r i a lB a l a nc eCC ; C u r r e n t l y A v a i l a b l e M a t e r i a l _ 3 ; P r e v i o u s l y A v a i l a b l e M a t e r i a l _ 3 ;
P r o d u c e d M a t e r i a l _ 3 ; ConsumedMater ia l_3 ; P u r c h a s e d M a t e r i a l _ 3 ; S o l d M a t e r i a l _ 5 ; ;
33 S t o r a g e B a l a n c e C o n c e p t u a l C o n s t r a i n t ; C u r r e n t l y A v a i l a b l e M a t e r i a l _ 4 ;
P r e v i o u s l y A v a i l a b l e M a t e r i a l _ 4 ; P r o d u c e d M a t e r i a l _ 4 ; ConsumedMater ia l_4 ;
P u r c h a s e d M a t e r i a l _ 4 ; S o l d M a t e r i a l _ 6 ; ;
34 T r a n s f e r r e d M a t e r i a l B a l a n c e C o n c e p t u a l C o n s t r a i n t ; C u r r e n t l y A v a i l a b l e M a t e r i a l _ 5 ;
P r e v i o u s l y A v a i l a b l e M a t e r i a l _ 5 ; P r o d u c e d M a t e r i a l _ 5 ; ConsumedMater ia l_5 ;
P u r c h a s e d M a t e r i a l _ 5 ; S o l d M a t e r i a l _ 2 ; ;
35 U t i l i t y B a l a n c e C o n c e p t u a l C o n s t r a i n t ; C u r r e n t l y A v a i l a b l e M a t e r i a l _ 3 ;
P r e v i o u s l y A v a i l a b l e M a t e r i a l _ 3 ; P r o d u c e d M a t e r i a l _ 3 ; ConsumedMater ia l_3 ;
P u r c h a s e d M a t e r i a l _ 3 ; S o l d M a t e r i a l _ 5 ; ;
36 E c o n o m i c a l C o n c e p t u a l C o n s t r a i n t ; Cos t _1 ; P r i c e _ 1 ; ; ; ; ; ;
37 E c o n o m i c a l C o n c e p t u a l C o n s t r a i n t ; T o t a l I n v e s t m e n t C o s t _ 1 ; A l l o c a t i o n _ 6 ; I n v e n t e r y C o s t _ 1
; ; ; ; ;
38 E c o n o m i c a l C o n c e p t u a l C o n s t r a i n t ; S o l d M a t e r i a l _ 2 ; P u r c h a s e d M a t e r i a l _ 1 ; P r o d u c e d M a t e r i a l _ 1 ;
C u r r e n t l y A v a i l a b l e M a t e r i a l _ 5 ; P r i c e O f S t a t e M o d e l E l e m e n t _ 1 ; Cos tOfS ta t eMode l_1 ;
Co s t OfP ro ced u r e_1 ;
39 E c o n o m i c a l C o n c e p t u a l C o n s t r a i n t ; T o t a l R a w M a t e r i a l C o s t _ 1 ; A l l o c a t i o n _ 6 ; RawMate r i a lCos t_1
; ; ; ; ;
40 E c o n o m i c a l C o n c e p t u a l C o n s t r a i n t ; CostOfRevenue_1 ; P u r c h a s e d M a t e r i a l _ 1 ; S o l d M a t e r i a l _ 3
; ; ; ; ;
41 E c o n o m i c a l C o n c e p t u a l C o n s t r a i n t ; To ta lRevenue_1 ; Sa l e_ 2 ; S e l l i n g P r i c e _ 1 ; ; ; ; ;
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42 E c o n o m i c a l C o n c e p t u a l C o n s t r a i n t ; P r i c e O f P r o d u c t _ 1 ; P u r c h a s e d M a t e r i a l _ 1 ; S o l d M a t e r i a l _ 3
; ; ; ; ;
43 E c o n o m i c a l C o n c e p t u a l C o n s t r a i n t ; T o t a l S a l e _ 1 ; Sa l e_ 2 ; S e l l i n g P r i c e _ 1 ; ; ; ; ;
44 E c o n o m i c a l C o n c e p t u a l C o n s t r a i n t ; T o t a l T r a n s p o r t a t i o n C o s t _ 1 ; A l l o c a t i o n _ 6 ;
T r a n s p o r t a t i o n C o s t _ 1 ; ; ; ; ;
45 Tota lCos tEconomica lCC ; T o t a l I n v e s t m e n t C o s t _ 1 ; A l l o c a t i o n _ 6 ; I n v e n t e r y C o s t _ 1 ; ; ; ; ;
46 Inven to ryCos tCC ; T o t a l I n v e s t m e n t C o s t _ 1 ; A l l o c a t i o n _ 6 ; I n v e n t e r y C o s t _ 1 ; ; ; ; ;
47 NPVCC; S o l d M a t e r i a l _ 2 ; P u r c h a s e d M a t e r i a l _ 1 ; P r o d u c e d M a t e r i a l _ 1 ;
C u r r e n t l y A v a i l a b l e M a t e r i a l _ 5 ; P r i c e O f S t a t e M o d e l E l e m e n t _ 1 ; Cos tOfS ta t eMode l_1 ;
Co s t OfP ro ced u r e_1 ;
48 Tota lCos tEconomica lCC ; T o t a l R a w M a t e r i a l C o s t _ 1 ; A l l o c a t i o n _ 6 ; RawMate r i a lCos t_1 ; ; ; ; ;
49 RawMater ia lCostCC ; T o t a l R a w M a t e r i a l C o s t _ 1 ; A l l o c a t i o n _ 6 ; RawMate r i a lCos t_1 ; ; ; ; ;
50 Tota lCos tEconomica lCC ; CostOfRevenue_1 ; P u r c h a s e d M a t e r i a l _ 1 ; S o l d M a t e r i a l _ 3 ; ; ; ; ;
51 Tota lRevenueEconomicalCC ; To ta lRevenue_1 ; Sa l e_ 2 ; S e l l i n g P r i c e _ 1 ; ; ; ; ;
52 Tota lRevenueEconomicalCC ; P r i c e O f P r o d u c t _ 1 ; P u r c h a s e d M a t e r i a l _ 1 ; S o l d M a t e r i a l _ 3 ; ; ; ; ;
53 Tota lRevenueEconomicalCC ; T o t a l S a l e _ 1 ; Sa l e_ 2 ; S e l l i n g P r i c e _ 1 ; ; ; ; ;
54 Tota lCos tEconomica lCC ; T o t a l T r a n s p o r t a t i o n C o s t _ 1 ; A l l o c a t i o n _ 6 ; T r a n s p o r t a t i o n C o s t _ 1
; ; ; ; ;
55 TotaSa leConcep tua lCC ; T o t a l S a l e _ 1 ; S a l e _2 ; S e l l i n g P r i c e _ 1 ; ; ; ; ;
56 T r a n s p o r t a t i o n C o s t C C ; T o t a l T r a n s p o r t a t i o n C o s t _ 1 ; A l l o c a t i o n _ 6 ; T r a n s p o r t a t i o n C o s t _ 1 ; ; ; ; ;
57 R e s o u r c e A l l o c a t i o n C o n c e p t u a l C o n s t r a i n t ; A l l o c a t i o n _ 2 ; ; ; ; ; ; ;
58 P h y s i c a l M o d e l A l l o c a t i o n C C ; A l l o c a t i o n _ 2 ; ; ; ; ; ; ;
59 R e s o u r c e A l l o c a t i o n C o n c e p t u a l C o n s t r a i n t ; A l l o c a t i o n _ 1 ; ; ; ; ; ; ;
60 P h y s i c a l M o d e l A l l o c a t i o n C C ; A l l o c a t i o n _ 3 ; D u r a t i o n O f P r o c e d u r a l M o d e l _ 2 ; ; ; ; ; ;
61 U n i t A l l o c a t i o n C C ; A l l o c a t i o n _ 3 ; D u r a t i o n O f P r o c e d u r a l M o d e l _ 2 ; ; ; ; ; ;
62 R e s o u r c e A l l o c a t i o n C o n c e p t u a l C o n s t r a i n t ; A l l o c a t i o n _ 4 ; D u r a t i o n O f P r o c e d u r a l M o d e l _ 1 ; ; ; ; ; ;
63 WorkerAl loca t ionCC ; A l l o c a t i o n _ 4 ; D u r a t i o n O f P r o c e d u r a l M o d e l _ 1 ; ; ; ; ; ;
64 S e q u e n c i n g C o n c e p t u a l C o n s t r a i n t ; P r o c e d u r e S t a r t T i m e _ 2 ; P r o c e d u r e F i n i s h T i m e _ 2 ;
ChangeOverTime_2 ; Sequenc ingRequ i r emen t_1 ; Hor izon_1 ; ; ;
65 S e q u e n c i n g C o n c e p t u a l C o n s t r a i n t ; P r o c e d u r e S t a r t T i m e _ 2 ; P r o c e d u r e F i n i s h T i m e _ 2 ;
CleaningTime_1 ; Sequenc ingRequ i r emen t_1 ; Hor izon_1 ; ; ;
66 S e q u e n c i n g C o n c e p t u a l C o n s t r a i n t ; P r o c e d u r e S t a r t T i m e _ 2 ; P r o c e d u r e F i n i s h T i m e _ 2 ;
FormatChangeTime_1 ; Sequenc ingRequ i r emen t_1 ; Hor izon_1 ; ; ;
67 SequenceDependentChangeoverCC ; P r o c e d u r e S t a r t T i m e _ 2 ; P r o c e d u r e F i n i s h T i m e _ 2 ;
ChangeOverTime_2 ; Sequenc ingRequ i r emen t_1 ; Hor izon_1 ; ; ;
68 SequenceDependentChangeoverCC ; P r o c e d u r e S t a r t T i m e _ 2 ; P r o c e d u r e F i n i s h T i m e _ 2 ;
CleaningTime_1 ; Sequenc ingRequ i r emen t_1 ; Hor izon_1 ; ; ;
69 SequenceDependentChangeoverCC ; P r o c e d u r e S t a r t T i m e _ 2 ; P r o c e d u r e F i n i s h T i m e _ 2 ;
FormatChangeTime_1 ; Sequenc ingRequ i r emen t_1 ; Hor izon_1 ; ; ;
70 SequenceDependentClean ingChangeoverCC ; P r o c e d u r e S t a r t T i m e _ 2 ; P r o c e d u r e F i n i s h T i m e _ 2 ;
CleaningTime_1 ; Sequenc ingRequ i r emen t_1 ; Hor izon_1 ; ; ;
71 SequenceDependentFormatChangeoverCC ; P r o c e d u r e S t a r t T i m e _ 2 ; P r o c e d u r e F i n i s h T i m e _ 2 ;
FormatChangeTime_1 ; Sequenc ingRequ i r emen t_1 ; Hor izon_1 ; ; ;
72 S e q u e n c i n g C o n c e p t u a l C o n s t r a i n t ; P r o c e d u r e S t a r t T i m e _ 3 ; P r o c e d u r e F i n i s h T i m e _ 3 ;
S e q u e n c i n g A l l l o c a t i o n _ 1 ; ; ; ; ;
73 S e q u e n c i n g C o n c e p t u a l C o n s t r a i n t ; A l l o c a t i o n _ 5 ; Sequenc ingRequ i r emen t_1 ; Hor izon_1 ; ; ; ; ;
74 S i z i n g C o n c e p t u a l C o n s t r a i n t ; UpperOrLowerBoundOFBatchCapaci ty_1 ; B a t c h S i z e _ 1 ;
A l l o c a t i o n _ 7 ; ; ; ; ;
75 S i z i n g C o n c e p t u a l C o n s t r a i n t ; UpperOrLowerBoundAmountOfReturn_1 ; SuppliedDemand_2 ; ; ; ; ; ;
76 S i z i n g C o n c e p t u a l C o n s t r a i n t ; UpperOrLowerBoundOfProcess ingCapac i ty_1 ; ProcessedAmount_1 ;
A l l o c a t i o n _ 1 ; ; ; ; ;
77 S i z i n g C o n c e p t u a l C o n s t r a i n t ; UpperOrLowerBoundProduc t ionCapac i ty_1 ; Produc t ionAmount_1
; ; ; ; ; ;
78 S i z i n g C o n c e p t u a l C o n s t r a i n t ; UpperOrLowerBoundSale_1 ; Sa l e _1 ; ; ; ; ; ;
79 BatchSiz ingCC ; UpperOrLowerBoundOFBatchCapaci ty_1 ; B a t c h S i z e _ 1 ; A l l o c a t i o n _ 7 ; ; ; ; ;
80 Cus tomerRe tu rnS iz ingCC ; UpperOrLowerBoundAmountOfReturn_1 ; SuppliedDemand_2 ; ; ; ; ; ;
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81 P r o c e s s i n g C a p a c i t y C C ; UpperOrLowerBoundOfProcess ingCapac i ty_1 ; ProcessedAmount_1 ;
A l l o c a t i o n _ 1 ; ; ; ; ;
82 P r o d u c t i o n S i z i n g C C ; UpperOrLowerBoundProduc t ionCapac i ty_1 ; Produc t ionAmount_1 ; ; ; ; ; ;
83 Sa leS iz ingCC ; UpperOrLowerBoundSale_1 ; Sa l e_ 1 ; ; ; ; ; ;
84 S i z i n g C o n c e p t u a l C o n s t r a i n t ; UpperOrLowerBound_1 ; V a r i a b l e _ 1 ; ; ; ; ; ;
85 S i z i n g C o n c e p t u a l C o n s t r a i n t ; UpperOrLowerBound_2 ; V a r i a b l e _ 2 ; A l l o c a t i o n _ 1 ; ; ; ; ;
86 S i z i n g C o n c e p t u a l C o n s t r a i n t ; UpperOrLowerBoundOfStorageCapac i ty_1 ; StoredAmount_2 ; ; ; ; ; ;
87 S i z i n g C o n c e p t u a l C o n s t r a i n t ; UpperOrLowerBoundStockLevel_1 ; StoredAmount_2 ; ; ; ; ; ;
88 S i z i n g C o n c e p t u a l C o n s t r a i n t ; UpperOrLowerBoundTranspor tS ize_1 ; T r a n s f e r r e d P r o d u c t _ 1
; ; ; ; ; ;
89 S i z i n g C o n c e p t u a l C o n s t r a i n t ; UpperOrLowerBoundNumberOfTrip_1 ; T r a n s f e r r e d P r o d u c t _ 1 ;
NumberOfTrip_1 ; ; ; ; ;
90 S i z i n g C o n c e p t u a l C o n s t r a i n t ; UpperOrLowerBoundUt i l i ty_1 ; UsedUt i l i t yAmoun t_1 ; ; ; ; ; ;
91 S t o r a g e C a p a c i t y S i z i n g C C ; UpperOrLowerBoundOfStorageCapac i ty_1 ; StoredAmount_2 ; ; ; ; ; ;
92 S t o r a g e S i z i n g C C ; UpperOrLowerBoundStockLevel_1 ; StoredAmount_2 ; ; ; ; ; ;
93 TimesSizingCC ; UpperOrLowerBoundTranspor tS ize_1 ; T r a n s f e r r e d P r o d u c t _ 1 ; ; ; ; ; ;
94 TimesSizingCC ; UpperOrLowerBoundNumberOfTrip_1 ; T r a n s f e r r e d P r o d u c t _ 1 ; NumberOfTrip_1
; ; ; ; ;
95 T r a n s p o r t S i z i n g C C ; UpperOrLowerBoundNumberOfTrip_1 ; T r a n s f e r r e d P r o d u c t _ 1 ; NumberOfTrip_1
; ; ; ; ;
96 U t i l i t y S i z i n g C C ; UpperOrLowerBoundUt i l i ty_1 ; UsedUt i l i t yAmoun t_1 ; ; ; ; ; ;
97 T i m e M a t c h i n g C o n c e p t u a l C o n s t r a i n t ; ProducedAmountComplet ionTime_1 ;
ConsumedAmountCompletionTime_1 ; Leng thOfProcedure_1 ; A l l o c a t i o n _ 8 ; Hor izon_1 ; ; ;
98 T i m i n g C o n c e p t a u l C o n s t r a i n t ; ProducedAmountComplet ionTime_1 ;
ConsumedAmountCompletionTime_1 ; Leng thOfProcedure_1 ; A l l o c a t i o n _ 8 ; Hor izon_1 ; ; ;
99 T i m i n g C o n c e p t a u l C o n s t r a i n t ; P r o c e d u r e S t a r t T i m e _ 1 ; P r o c e d u r e F i n i s h T i m e _ 1 ;




Here, each different CComp given in Section E.1 has been introduced with global Component name and CCompEl connec-
tions.
1 Ccomp Code ; C o n s t r a i n t C o m p o n e n t ; Conceptua lComponentElement1 ;
Conceptua lComponentElement2 ; Conceptua lComponentElement3 ;
Conceptua lComponentElement4
2 A l l o c a t i o n _ 1 ; A l l o c a t i o n ; P r o c e d u r a l M o d e l ; P h y s i c a l M o d e l ; TimeModel ;
3 A l l o c a t i o n _ 2 ; A l l o c a t i o n ; P r o c e d u r a l M o d e l ; P h y s i c a l E n t i t y C a p a b i l i t y ; TimeModel ;
4 A l l o c a t i o n _ 3 ; A l l o c a t i o n ; U n i t P r o c e d u r e ; Un i t ; TimeModel ;
5 A l l o c a t i o n _ 4 ; A l l o c a t i o n ; P r o c e d u r a l M o d e l ; Worker ; TimeModel ;
6 A l l o c a t i o n _ 5 ; A l l o c a t i o n ; P r o c e d u r a l M o d e l ; P h y s i c a l M o d e l ; ;
7 A l l o c a t i o n _ 6 ; A l l o c a t i o n ; T imePer iod ; P h y s i c a l M o d e l ; ;
8 A l l o c a t i o n _ 7 ; A l l o c a t i o n ; U n i t P r o c e d u r e ; Un i t ; T imePer iod ;
9 A l l o c a t i o n _ 8 ; A l l o c a t i o n ; P r o c e d u r a l M o d e l ; P r o c e d u r a l M o d e l ; ;
10 B a t c h S i z e _ 1 ; B a t c h S i z e ; U n i t P r o c e d u r e ; Un i t ; S t a t e M o d e l ;
11 ChangeOverTime_1 ; ChangeOverTime ; P r o c e d u r a l M o d e l ; ; ;
12 ChangeOverTime_2 ; ChangeOverTime ; P r o c e d u r a l M o d e l ; P r o c e d u r a l M o d e l ; ;
13 CleaningTime_1 ; Clean ingTime ; P r o c e d u r a l M o d e l ; P r o c e d u r a l M o d e l ; ;
14 ConsumedAmount_1 ; ConsumedAmount ; ; ; ;
15 ConsumedAmount_2 ; ConsumedAmount ; P h y s i c a l M o d e l ; TimeModel ; ;
16 ConsumedAmountCompletionTime_1 ; ConsumedAmountCompletionTime ; P r o c e d u r a l M o d e l ; ; ;
17 ConsumedMater ia l_1 ; ConsumedMater ia l ; S t a t e M o d e l I n p u t ; TimeModel ; P r o c e d u r a l M o d e l ;
P h y s i c a l M o d e l
18 ConsumedMater ia l_2 ; ConsumedMater ia l ; Resource ; TimeModel ; P r o c e d u r a l M o d e l ; P h y s i c a l M o d e l
19 ConsumedMater ia l_3 ; ConsumedMater ia l ; U t i l i t y R e s o u r c e ; TimeModel ; P r o c e d u r a l M o d e l ;
P h y s i c a l M o d e l
20 ConsumedMater ia l_4 ; ConsumedMater ia l ; S t o r e d M a t e r i a l ; TimeModel ; P r o c e d u r a l M o d e l ;
P h y s i c a l M o d e l
21 ConsumedMater ia l_5 ; ConsumedMater ia l ; T r a n s f e r a b l e M a t e r i a l s ; TimeModel ; P r o c e d u r a l M o d e l ;
P h y s i c a l M o d e l
22 Cost _1 ; Cos t ; S t a t e M o d e l I n p u t ; ; ;
23 Co s t OfP ro ced u r e_1 ; C o s t O f P r o c e d u r e ; P r o c e d u r a l M o d e l ; ; ;
24 CostOfRevenue_1 ; CostOfRevenue ; S t a t e M o d e l I n p u t ; ; ;
25 Cos tOfS ta t eMode l_1 ; Cos tOfS ta t eMode l ; S t a t e M o d e l ; ; ;
26 C u r r e n t l y A v a i l a b l e A m o u n t _ 1 ; C u r r e n t l y A v a i l a b l e A m o u n t ; ; ; ;
27 C u r r e n t l y A v a i l a b l e A m o u n t _ 2 ; C u r r e n t l y A v a i l a b l e A m o u n t ; P h y s i c a l M o d e l ; TimeModel ; ;
28 C u r r e n t l y A v a i l a b l e M a t e r i a l _ 1 ; C u r r e n t l y A v a i l a b l e M a t e r i a l ; S t a t e M o d e l ; TimeModel ; ;
29 C u r r e n t l y A v a i l a b l e M a t e r i a l _ 2 ; C u r r e n t l y A v a i l a b l e M a t e r i a l ; Resource ; TimeModel ; ;
30 C u r r e n t l y A v a i l a b l e M a t e r i a l _ 3 ; C u r r e n t l y A v a i l a b l e M a t e r i a l ; U t i l i t y R e s o u r c e ; TimeModel ; ;
31 C u r r e n t l y A v a i l a b l e M a t e r i a l _ 4 ; C u r r e n t l y A v a i l a b l e M a t e r i a l ; S t o r e d M a t e r i a l ; TimeModel ; ;
32 C u r r e n t l y A v a i l a b l e M a t e r i a l _ 5 ; C u r r e n t l y A v a i l a b l e M a t e r i a l ; T r a n s f e r a b l e M a t e r i a l s ;
TimeModel ; ;
33 Demand_1 ; Demand ; S t a t e M o d e l I n p u t ; TimeModel ; ;
34 D u r a t i o n O f P r o c e d u r a l M o d e l _ 1 ; D u r a t i o n O f P r o c e d u r a l M o d e l ; P r o c e d u r a l M o d e l ; ; ;
35 D u r a t i o n O f P r o c e d u r a l M o d e l _ 2 ; D u r a t i o n O f P r o c e d u r a l M o d e l ; U n i t P r o c e d u r e ; ; ;
36 FormatChangeTime_1 ; FormatChangeTime ; P r o c e d u r a l M o d e l ; P r o c e d u r a l M o d e l ; ;
37 Horizon_1 ; Hor izon ; ; ; ;
38 I n i t i a l S t o r a g e _ 1 ; I n i t i a l S t o r a g e ; S t a t e M o d e l ; ; ;
39 I n p u t _ 1 ; I n p u t ; I n p u t E n t i t y ; ; ;
40 InputAmount_1 ; InputAmount ; P h y s i c a l M o d e l ; TimeModel ; ;
41 I n p u t P r o p o r t i o n _ 1 ; I n p u t P r o p o r t i o n ; S t a t e M o d e l ; P r o c e d u r a l M o d e l ; ;
42 I n v e n t e r y C o s t _ 1 ; I n v e n t e r y C o s t ; T imePer iod ; P h y s i c a l M o d e l ; ;
43 Leng thOfProcedure_1 ; Le ng thO fP ro ce du re ; P r o c e d u r a l M o d e l ; P h y s i c a l M o d e l ; ;
44 NumberOfTrip_1 ; NumberOfTrip ; ; ; ;
45 Output_1 ; Outpu t ; O u t p u t E n t i t y ; ; ;
46 OutputAmount_1 ; OutputAmount ; P h y s i c a l M o d e l ; S t a t e M o d e l ; ;
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47 O u t p u t P r o p o r t i o n _ 1 ; O u t p u t P r o p o r t i o n ; S t a t e M o d e l ; P r o c e d u r a l M o d e l ; ;
48 P r e v i o u s l y A v a i l a b l e A m o u n t _ 1 ; P r e v i o u s l y A v a i l a b l e A m o u n t ; ; ; ;
49 P r e v i o u s l y A v a i l a b l e A m o u n t _ 2 ; P r e v i o u s l y A v a i l a b l e A m o u n t ; P h y s i c a l M o d e l ; TimeModel ; ;
50 P r e v i o u s l y A v a i l a b l e M a t e r i a l _ 1 ; P r e v i o u s l y A v a i l a b l e M a t e r i a l ; S t a t e M o d e l ; TimeModel ; ;
51 P r e v i o u s l y A v a i l a b l e M a t e r i a l _ 2 ; P r e v i o u s l y A v a i l a b l e M a t e r i a l ; Resource ; TimeModel ; ;
52 P r e v i o u s l y A v a i l a b l e M a t e r i a l _ 3 ; P r e v i o u s l y A v a i l a b l e M a t e r i a l ; U t i l i t y R e s o u r c e ; TimeModel ; ;
53 P r e v i o u s l y A v a i l a b l e M a t e r i a l _ 4 ; P r e v i o u s l y A v a i l a b l e M a t e r i a l ; S t o r e d M a t e r i a l ; TimeModel ; ;
54 P r e v i o u s l y A v a i l a b l e M a t e r i a l _ 5 ; P r e v i o u s l y A v a i l a b l e M a t e r i a l ; T r a n s f e r a b l e M a t e r i a l s ;
TimeModel ; ;
55 P r e v i o u s l y P r o c e s s e d A m o u n t _ 1 ; P r e v i o u s l y P r o c e s s e d A m o u n t ; S t a t e M o d e l O u t p u t ; TimeModel ;
P r o c e d u r a l M o d e l ;
56 P r e v i o u s l y S t o r e d A m o u n t _ 1 ; P r e v i o u s l y S t o r e d A m o u n t ; P h y s i c a l M o d e l ; TimeModel ; ;
57 P r i c e _ 1 ; P r i c e ; S t a t e M o d e l O u t p u t ; ; ;
58 P r i c e O f P r o d u c t _ 1 ; P r i c e O f P r o d u c t ; S t a t e M o d e l O u t p u t ; ; ;
59 P r i c e O f S t a t e M o d e l E l e m e n t _ 1 ; P r i c e O f S t a t e M o d e l E l e m e n t ; S t a t e M o d e l ; ; ;
60 P r o c e d u r e F i n i s h T i m e _ 1 ; P r o c e d u r e F i n i s h T i m e ; P r o c e d u r a l M o d e l ; ; ;
61 P r o c e d u r e F i n i s h T i m e _ 2 ; P r o c e d u r e F i n i s h T i m e ; P r o c e d u r a l M o d e l ; TimeModel ; ;
62 P r o c e d u r e F i n i s h T i m e _ 3 ; P r o c e d u r e F i n i s h T i m e ; P r o c e d u r a l M o d e l ; TimeModel ; P h y s i c a l M o d e l ;
63 P r o c e d u r e S t a r t T i m e _ 1 ; P r o c e d u r e S t a r t T i m e ; P r o c e d u r a l M o d e l ; ; ;
64 P r o c e d u r e S t a r t T i m e _ 2 ; P r o c e d u r e S t a r t T i m e ; P r o c e d u r a l M o d e l ; TimeModel ; ;
65 P r o c e d u r e S t a r t T i m e _ 3 ; P r o c e d u r e S t a r t T i m e ; P r o c e d u r a l M o d e l ; TimeModel ; P h y s i c a l M o d e l ;
66 ProcessedAmount_1 ; ProcessedAmount ; P h y s i c a l M o d e l ; P r o c e d u r a l M o d e l ; S t a t e M o d e l ;
67 ProcessedAmount_2 ; ProcessedAmount ; S t a t e M o d e l O u t p u t ; TimeModel ; P r o c e d u r a l M o d e l ;
68 ProcessedAmount_3 ; ProducedAmount ; ; ; ;
69 ProcessedAmount_4 ; ProducedAmount ; P h y s i c a l M o d e l ; S t a t e M o d e l ; ;
70 ProducedAmountComplet ionTime_1 ; ProducedAmountComplet ionTime ; P r o c e d u r a l M o d e l ; ; ;
71 P r o d u c e d M a t e r i a l _ 1 ; P r o d u c e d M a t e r i a l ; S t a t e M o d e l O u t p u t ; TimeModel ; P r o c e d u r a l M o d e l ;
P h y s i c a l M o d e l
72 P r o d u c e d M a t e r i a l _ 2 ; P r o d u c e d M a t e r i a l ; Resource ; TimeModel ; P r o c e d u r a l M o d e l ; P h y s i c a l M o d e l
73 P r o d u c e d M a t e r i a l _ 3 ; P r o d u c e d M a t e r i a l ; U t i l i t y R e s o u r c e ; TimeModel ; P r o c e d u r a l M o d e l ;
P h y s i c a l M o d e l
74 P r o d u c e d M a t e r i a l _ 4 ; P r o d u c e d M a t e r i a l ; S t o r e d M a t e r i a l ; TimeModel ; P r o c e d u r a l M o d e l ;
P h y s i c a l M o d e l
75 P r o d u c e d M a t e r i a l _ 5 ; P r o d u c e d M a t e r i a l ; T r a n s f e r a b l e M a t e r i a l s ; TimeModel ; P r o c e d u r a l M o d e l ;
P h y s i c a l M o d e l
76 P r o d u c e d M a t e r i a l _ 6 ; P r o d u c e d M a t e r i a l ; S t a t e M o d e l ; TimeModel ; P r o c e d u r a l M o d e l ;
P h y s i c a l M o d e l
77 Produc t ionAmount_1 ; Produc t ionAmount ; S t a t e M o d e l ; P h y s i c a l M o d e l ; ;
78 PurchasedAmount_1 ; PurchasedAmount ; ; ; ;
79 P u r c h a s e d M a t e r i a l _ 1 ; P u r c h a s e d M a t e r i a l ; S t a t e M o d e l ; TimeModel ; ;
80 P u r c h a s e d M a t e r i a l _ 2 ; P u r c h a s e d M a t e r i a l ; Resource ; TimeModel ; ;
81 P u r c h a s e d M a t e r i a l _ 3 ; P u r c h a s e d M a t e r i a l ; U t i l i t y R e s o u r c e ; TimeModel ; ;
82 P u r c h a s e d M a t e r i a l _ 4 ; P u r c h a s e d M a t e r i a l ; S t o r e d M a t e r i a l ; TimeModel ; ;
83 P u r c h a s e d M a t e r i a l _ 5 ; P u r c h a s e d M a t e r i a l ; T r a n s f e r a b l e M a t e r i a l s ; TimeModel ; ;
84 P u r c h a s e d M a t e r i a l _ 6 ; P u r c h a s e d M a t e r i a l ; S t a t e M o d e l ; TimeModel ; S o l d M a t e r i a l ; TimeModel
85 RawMate r i a lCos t_1 ; RawMate r i a lCos t ; T imePer iod ; P h y s i c a l M o d e l ; ;
86 Sa l e _1 ; S a l e ; S t a t e M o d e l ; P h y s i c a l M o d e l ; ;
87 Sa l e _2 ; S a l e ; TimeModel ; S t a t e M o d e l ; P r o c e d u r a l M o d e l ;
88 S e l l i n g P r i c e _ 1 ; S e l l i n g P r i c e ; TimeModel ; S t a t e M o d e l ; P r o c e d u r a l M o d e l ;
89 S e q u e n c i n g A l l l o c a t i o n _ 1 ; S e q u e n c i n g A l l l o c a t i o n ; P r o c e d u r a l M o d e l ; TimeModel ; ;
90 Sequenc ingRequ i r emen t_1 ; S e q u e nc i n g R eq u i r e me n t ; P r o c e d u r a l M o d e l ; P h y s i c a l M o d e l ; ;
91 SoldAmount_1 ; SoldAmount ; ; ; ;
92 S o l d M a t e r i a l _ 1 ; S o l d M a t e r i a l ; S t a t e M o d e l ; TimeModel ; ;
93 S o l d M a t e r i a l _ 2 ; S o l d M a t e r i a l ; T r a n s f e r a b l e M a t e r i a l s ; TimeModel ; ;
94 S o l d M a t e r i a l _ 3 ; S o l d M a t e r i a l ; T r a n s f e r a b l e M a t e r i a l s ; ; ;
95 S o l d M a t e r i a l _ 4 ; S o l d M a t e r i a l ; Resource ; TimeModel ; ;
96 S o l d M a t e r i a l _ 5 ; S o l d M a t e r i a l ; U t i l i t y R e s o u r c e ; TimeModel ; ;
266
E.2. CComp-CCompEl Connections
97 S o l d M a t e r i a l _ 6 ; S o l d M a t e r i a l ; S t o r e d M a t e r i a l ; TimeModel ; ;
98 StoredAmount_1 ; StoredAmount ; P h y s i c a l M o d e l ; TimeModel ; ;
99 StoredAmount_2 ; StoredAmount ; S t a t e M o d e l ; P h y s i c a l M o d e l ; ;
100 SuppliedDemand_1 ; SuppliedDemand ; S t a t e M o d e l ; TimeModel ; ;
101 SuppliedDemand_2 ; SuppliedDemand ; S t a t e M o d e l ; P h y s i c a l M o d e l ; ;
102 T o t a l I n v e s t m e n t C o s t _ 1 ; T o t a l I n v e s t m e n t C o s t ; TimeModel ; P h y s i c a l M o d e l ; ;
103 T o t a l R a w M a t e r i a l C o s t _ 1 ; T o t a l R a w M a t e r i a l C o s t ; TimeModel ; P h y s i c a l M o d e l ; ;
104 Tota lRevenue_1 ; To ta lRevenue ; T imePer iod ; S t a t e M o d e l ; ;
105 T o t a l S a l e _ 1 ; T o t a l S a l e ; T imePer iod ; S t a t e M o d e l ; P h y s i c a l M o d e l ;
106 T o t a l T r a n s p o r t a t i o n C o s t _ 1 ; T o t a l T r a n s p o r t a t i o n C o s t ; TimeModel ; P h y s i c a l M o d e l ; ;
107 T r a n s f e r r e d P r o d u c t _ 1 ; T r a n s f e r r e d P r o d u c t ; S t a t e M o d e l ; P h y s i c a l M o d e l ; ;
108 T r a n s p o r t a t i o n C o s t _ 1 ; T r a n s p o r t a t i o n C o s t ; T imePer iod ; P h y s i c a l M o d e l ; ;
109 UpperOrLowerBound_1 ; UpperOrLowerBound ; ; ; ;
110 UpperOrLowerBound_2 ; UpperOrLowerBound ; P r o c e d u r a l M o d e l ; P h y s i c a l M o d e l ; ;
111 UpperOrLowerBoundAmountOfReturn_1 ; UpperOrLowerBoundAmountOfReturn ; S t a t e M o d e l ;
P h y s i c a l M o d e l ; ;
112 UpperOrLowerBoundNumberOfTrip_1 ; UpperOrLowerBoundNumberOfTrip ; S t a t e M o d e l ;
P h y s i c a l M o d e l ; ;
113 UpperOrLowerBoundOFBatchCapaci ty_1 ; UpperOrLowerBoundOFBatchCapaci ty ; U n i t P r o c e d u r e ;
Un i t ; ;
114 UpperOrLowerBoundOfProcess ingCapac i ty_1 ; UpperOrLowerBoundOfProcess ingCapac i ty ;
P r o c e d u r a l M o d e l ; P h y s i c a l M o d e l ; ;
115 UpperOrLowerBoundOfStorageCapac i ty_1 ; UpperOrLowerBoundOfStorageCapac i ty ; S t a t e M o d e l ;
P h y s i c a l M o d e l ; ;
116 UpperOrLowerBoundProduc t ionCapac i ty_1 ; UpperOrLowerBoundProduc t ionCapac i ty ; S t a t e M o d e l ;
P h y s i c a l M o d e l ; ;
117 UpperOrLowerBoundSale_1 ; UpperOrLowerBoundSale ; S t a t e M o d e l ; P h y s i c a l M o d e l ; ;
118 UpperOrLowerBoundStockLevel_1 ; UpperOrLowerBoundStockLevel ; S t a t e M o d e l ; P h y s i c a l M o d e l ; ;
119 UpperOrLowerBoundTranspor tS ize_1 ; UpperOrLowerBoundTranspor tS ize ; S t a t e M o d e l ;
P h y s i c a l M o d e l ; ;
120 UpperOrLowerBoundUt i l i ty_1 ; UpperOrLowerBoundUt i l i ty ; S t a t e M o d e l ; P h y s i c a l M o d e l ; ;
121 UsedUt i l i t yAmoun t_1 ; Use dUt i l i t yAm oun t ; S t a t e M o d e l ; P h y s i c a l M o d e l ; ;
122 V a r i a b l e _ 1 ; V a r i a b l e ; ; ; ;
123 V a r i a b l e _ 2 ; V a r i a b l e ; P r o c e d u r a l M o d e l ; P h y s i c a l M o d e l ; TimeModel ;
124 C h a r g i n g E f f i c i e n c y _ 1 ; C h a r g i n g E f f i c i e n c y ; P r o c e d u r a l M o d e l ; ; ;
125 D i s c h a r g i n g E f f i c i e n c y _ 1 ; D i s c h a r g i n g E f f i c i e n c y ; P r o c e d u r a l M o d e l ; ; ;
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E.3. CCompEl - Connection Matrix
Each CCompEl from the unique level in the connection matrix is introduced with global component element, query type, and
CCompEl levels.
1 GlobalComponentElement ; Type−Query ; CCompElement_Level 1 ; CCompElement_Level 2 ;
CCompElement_Level 3 ; CCompElement_Level 4 ; CCompElement_Level 5 ;
CCompElement_Level 6 ; CCompElement_Level 7
2 I n p u t E n t i t y ; Concept ; Cont ro lModule ; EquipmentModule ; Un i t ; P r o c e s s C e l l ; Area ; S i t e ;
E n t e r p r i s e
3 O u t p u t E n t i t y ; Concept h a s P h y s i c a l E n t i t y Concept ; Phase ; O p e r a t i o n ; U n i t P r o c e d u r e ;
P r o c e d u r e ; A r e a P r o c e d u r e ; S i t e P r o c e d u r e ; E n t e r p r i s e P r o c e d u r e
4 P h y s i c a l E n t i t y C a p a b i l i t y ; ; P r o c e s s A c t i o n I n p u t ; P r o c e s s O p e r a t i o n I n p u t ; P r o c e s s S t a g e I n p u t ;
P r o c e s s C e l l I n p u t ; A r e a P r o c e s s S e g m e n t I n p u t ; S i t e P r o c e s s S e g m e n t I n p u t ;
E n t e r p r i s e P r o c e s s S e g m e n t I n p u t
5 P h y s i c a l M o d e l ; ; P r o c e s s A c t i o n O u t p u t ; P r o c e s s O p e r a t i o n O u t p u t ; P r o c e s s S t a g e O u t p u t ;
P r o c e s s C e l l O u t p u t ; AreaP roces sSegmen tOu tpu t ; S i t e P r o c e s s S e g m e n t O u t p u t ;
E n t e r p r i s e P r o c e s s S e g m e n t O u t p u t
6 P r o c e d u r a l M o d e l ; ; P r o c e s s A c t i o n S t a t e ; P r o c e s s O p e r a t i o n S t a t e ; P r o c e s s S t a g e S t a t e ;
P r o c e s s C e l l S t a t e ; A r e a P r o c e s s S e g m e n t S t a t e ; S i t e P r o c e s s S e g m e n t S t a t e ;
E n t e r p r i s e P r o c e s s S e g m e n t S t a t e
7 S t a t e M o d e l I n p u t ; ; ; ; ; ; ; ;
8 S t a t e M o d e l ; ; ; ; ; ; ; ;
9 S t a t e M o d e l O u t p u t ; ; ; ; ; ; ; ;
10 TimeModel ; ; ; ; ; ; ; ;







AIMMS Advanced Interactive Multidimensional Modeling System
AMPL A Mathematical Programming Language





DSS Decision Support System
GAMS General Algebraic Modeling System
ISA International Society of Automation
ISA88 Standard S88
ISA882010 The ISA88 Standard Part1 (Batch Control Part1: Models and
Terminology) published in 2010
ISA88PART2 The ISA88 Standard Part2 (BatchControl Part2: Data Structures
and Guidelines for Languages)
ISA88PART3 The ISA88 Standard Part3 (Batch Control Part3: General and
Site Recipe Models and Representation)
ISA88PART4 The ISA88 Standard Part4 (Batch Control Part4: Batch Produc-
tion Records)
ISA88R2006 The ISA88 Standard Part1 (Batch Control Part1: Models and
Terminology) published in 2006 as a revision of first version
ISA95 Standard S95
ISO International Organization for Standardization




MILP Mixed-integer linear programming
MINLP Mixed-integer non-linear programming
NAMUR Interessengemeinschaft Automatisierungstechnik der Prozessin-





OWL Ontology web language
PS Process Systems
PSE Process Systems Engineering
PSM Process System Management
RFD Resource Description Framework
RFD-S Resource Description Framework Schema
RTN Resource task network
SCM Supply chaing management
SECOND SEmi-automatic CONstruction of Domain Ontologies
STN State task network
TBox Terminological box
XML Extensible Markup Language
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Decomposition of decision making model into 
set, variable, parameter, and constraint inputs
Step CI_2: 
Matching inputs with the CComps and 
CCompEls
Step CI_4: 
CC Domain network 
construction
Step CI_5: 
















































Enriching the constraint input with identified 










Input Files & Their 
Structure
Sequence of the Constraint Integration Procedure Output Files
Figurative 
Explanation
After Step CI_1
After Step CI_2
After Step CI_2
After Step CI_4
After Step CI_4
