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a b s t r a c t
Modeling genetic regulatory interactions is an important issue in systems biology.
Probabilistic Boolean networks (PBNs) have been proved to be a useful tool for the task.
The steady-state probability distribution of a PBN gives important information about the
captured genetic network. The computation of the steady-state probability distribution
involves the construction of the transition probability matrix of the PBN. The size of the
transition probability matrix is 2n×2n where n is the number of genes. Although given the
number of genes and the perturbation probability in a perturbed PBN, the perturbation
matrix is the same for different PBNs, the storage requirement for this matrix is huge
if the number of genes is large. Thus an important issue is developing computational
methods from the perturbation point of view. In this paper, we analyze and estimate the
steady-state probability distribution of a PBN with gene perturbations. We first analyze
the perturbation matrix. We then give a perturbation matrix analysis for the captured PBN
problem and propose a method for computing the steady-state probability distribution.
An approximation method with error analysis is then given for further reducing the
computational complexity. Numerical experiments are given to demonstrate the efficiency
of the proposed methods.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
There have been considerable interest in genomic signal processing recently. Since regulatory decisions within cells
utilize numerous inputs, analytical tools are necessary for modeling the multivariate influences on decision-making
produced by complex genetic networks. Mathematical modeling and computational study of regulatory interactions
between DNA, RNA, proteins and small molecules based on microarray data are hot topics in bioinformatics and have been
studied by a number of researchers [1–3]. There have been many formalisms proposed in the literature for studying genetic
regulatory networks such as directed graphs, Boolean networks (BNs) [4,5], probabilistic Boolean networks (PBNs) [6,7],
the multivariate Markov chain model [8,9] and many other mathematical models [10]. Among these models, BNs and PBNs
(an extension of BNs) have attracted much attention.
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BN was first introduced by Kauffman [11,12]. In this model, gene expressions are quantized into two levels: on and off
(represented as 1 and 0, respectively). The expression level (state) of each gene is functionally related to the expression states
of some other genes using logical rules. The formalism of BNs, which emphasize fundamental, generic principles rather than
quantitative biochemical details, establishes a natural framework for capturing the dynamics of regulatory networks and
regulation of cellular states, and provides the potential for the discovery of novel targets for anticancer drugs. BNs have
yielded insights into the overall behavior of large genetic networks and allow the study of large data sets in a global fashion.
Perhaps the most salient limitation of standard BNs is their inherent determinism. From a conceptual point of view, it is
likely that the regularity of genetic function and interaction known to exist is not due to logical rules, but the intrinsic
self-organizing stability of the dynamical system, despite the existence of stochastic components in the cell [13]. From an
empirical point of view, the assumption of only one logical rule per gene may lead to incorrect conclusions when inferring
these rules from gene expression measurements because of both the noise and the small number of samples available.
A new class of models called probabilistic Boolean networks (PBNs) [6,7], which are generalizations of the standard BNs,
are proposed to offer a flexible and powerful modeling framework. PBNs share the appealing properties of BNs in the way
that they incorporate rule-based dependencies between genes and allow the systematic study of global network dynamics.
However, because of their probabilistic nature, they are able to cope with the uncertainty. The dynamics of a PBN can be
studied in the context of a Markov chain [8], with standard BNs being the special cases. Owing to this, the rich theory and
numerous tools developed forMarkov chains are applicable to the analysis of PBNs aswell. PBNs also provide a naturalway to
quantify the relative influence and sensitivity of genes in their interactionswith other genes. The randomgene perturbations
are introduced into the PBN model in [7], where the perturbation describes the random inputs from the outside. The effect
of introducing the random gene perturbations is to make the network stable in the long run. A further extension of the PBN
model to the context-sensitive PBN model has been introduced by Pal et al. [14]. A brief review of BNs and PBNs will be
given in Section 2.
Given a PBN, an important problem is its steady-state probability distribution. It provides the first-order statistical
information for a PBN. On the basis of such information for a PBN, one can understand a genetic network, and identify the
influence of different genes in a network. Furthermore, one can figure out how to control some genes in a network, such that
the whole system can evolve into a target state or desirable steady-state probability distribution. It is well-known that in
Markov chain theory, if a Markov chain is irreducible and aperiodic, the steady-state probability distribution is independent
of the initial condition. We remark that in a PBN with random gene perturbations, the underlying transition probability
matrix can be shown to be irreducible and aperiodic. In [15], a matrix-based method has been proposed for computing the
steady-state probability distribution. Later an efficient matrix approximation method is proposed for getting the steady-
state distribution of a PBN [16]. In Shmulevich et al. [6], sensitivity of stationary distributions to gene perturbations has
been successfully analyzed on the basis of an effective construction of the transition probabilitymatrix of a PBNwith random
perturbation. Although given the number of genes and the perturbation probability in a perturbed PBN, the perturbation
matrix is the same for different PBNs, the storage of this matrix is huge if the number of genes is large. Thus an important
issue is developing computational methods from the perturbation point of view. The main aim of this paper is to propose a
new effective method for finding the steady-state probability distribution for a perturbed PBN.
The rest of the paper is organized as follows. In Section 2, a brief review on the mathematical formulation of BNs and
PBNs is presented. We then introduce the PBN with gene perturbations and analyze the perturbation matrix in Section 3.
Section 4 gives a perturbation analysis for the PBNandproposes amethod for the computation of the steady-state probability
distribution based on the perturbation matrix. A matrix approximation method is then introduced in Section 5. In Section 6,
numerical experiments are given to demonstrate the effectiveness of the proposed method. Finally in Section 7, we give a
brief summary to conclude the article.
2. A review of BNs and PBNs
In this section, we give a brief introduction to the BN and its extension the PBN with some examples.
2.1. A review of BNs
In this subsection, we give a brief review of BNs. A BN G(V , F) consists of a set of nodes V and Boolean functions F where
V = {v1, v2, . . . , vn} and F = {f1, f2, . . . , fn}.
Let vk(t) be the state of vk at time t , where vk = 0 represents that the gene is unexpressed and vk = 1 means that it is
expressed. The expression levels of all the genes in the network at time step t are given by the following column vector:
v(t) = [v1(t), v2(t), . . . , vn(t)]T .
This vector is called the gene activity profile (GAP) of the network at time t . We note that when v(t) ranges from
[0, 0, . . . , 0]T to [1, 1, . . . , 1]T , it takes on all the 2n possible states of the n genes. The list of Boolean functions represents
the rules of the regulatory interactions among the nodes (genes):
vk(t + 1) = fk(v(t)), k = 1, 2, . . . , n.
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Table 1
The truth table of Boolean functions for the Boolean network described in Example 1.
State v1v2v3 f1 f2 f3
(1) 000 0 0 0
(2) 001 1 1 0
(3) 010 1 1 0
(4) 011 1 0 1
(5) 100 0 1 0
(6) 101 1 1 1
(7) 110 1 0 1
(8) 111 1 1 1
Here each gene will update its state according to the states of its input genes in the previous step and its corresponding
Boolean function. Thus, a BN is a deterministic dynamical system.
Example 1. Suppose we are given a BN consisting of three genes V = (v1, v2, v3) and the function set F = {f1, f2, f3}. The
Boolean functions are given in Table 1.
The transition probability matrix is given by the following Boolean matrix (the column sum is 1):
A =

1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 1 0 0 1 0
0 1 1 0 0 0 0 0
0 0 0 0 0 1 0 1

.
2.2. A review of PBNs
A PBN, for each target gene, has a number of Boolean functions having equivalent prediction abilities. All these Boolean
functions can be selected randomly with certain probabilities. We assume that for the kth gene, there are l(k) possible
Boolean functions: F (k) = {f (k)j : for j = 1, . . . , l(k)} and the probability of choosing function f (k)j is c(k)j , where f (k)j is a
function with respect to the activity levels of n genes. A PBN is said to be independent if the elements from different F (k) are
independent. For an independent PBN of n genes, there are at most
N =
n∏
k=1
l(k) (1)
different possible BNs. This means that there are in total N possible realizations of the genetic network. Suppose fj is the jth
possible realization:
fj = [f (1)j1 , f (2)j2 , . . . , f (n)jn ], 1 ≤ jk ≤ l(k), k = 1, 2, . . . , n.
The probability of choosing the jth realization is given by
pj =
n∏
k=1
c(k)jk , j = 1, 2, . . . ,N. (2)
If the joint probability distribution of F (1), F (2), . . . , F (n) cannot be factorized as the product of F (k), then it is a dependent
PBN. For a dependent PBN, one can still use the same notation as for independent PBNs.
Let a and b be any two column vectors with n entries of either 0 or 1, which represent the states of the system at time
t + 1 and t . Then we have
Prob{v(t + 1) = a|v(t) = b} =
n−
j=1
Prob{v(t + 1) = a|v(t) = b, the jth BN is selected} · pj. (3)
Letting a and b range from [0, 0, . . . , 0]T to [1, 1, . . . , 1]T , one can get the transition probability matrix Awith size 2n × 2n.
It can be expressed as
A =
N−
j=1
pjAj
where Aj is the transition matrix corresponding to the jth BN.
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Table 2
The truth table of the Boolean functions for the probabilistic Boolean network in Example 2.
State v1v2v3 f
(1)
1 f
(1)
2 f
(2)
1 f
(3)
1 f
(3)
2
(1) 000 0 0 0 0 0
(2) 001 1 1 1 0 0
(3) 010 1 1 1 0 0
(4) 011 1 0 0 1 0
(5) 100 0 0 1 0 0
(6) 101 1 1 1 1 0
(7) 110 1 1 0 1 0
(8) 111 1 1 1 1 1
c(i)j 0.6 0.4 1 0.5 0.5
Example 2 ([6]). Suppose we are given a PBN consisting of three genes V = (v1, v2, v3) and the function sets F (1) =
{f (1)1 , f (1)2 }, F (2) = {f (1)1 } and F (3) = {f (3)1 , f (3)2 }. Let the functions be as given in Table 2.
The state transition probability matrix is then given by
A =

1 0 0 0.2 0 0 0 0
0 0 0 0.2 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0.3 0 0 0.5 0
0 0 0 0.3 0 0 0.5 0
0 1 1 0 0 0.5 0 0
0 0 0 0 0 0.5 0 1

.
3. PBNs with gene perturbations
In this section,we introduce the PBNmodelwith gene perturbations and give some analysis of the perturbations. Random
gene perturbation is the description of the random inputs from the outside due to external stimuli and this is meaningful
in an open genome system. The effect of the random gene perturbations is to make the genes flip from state 1 to state 0
or vice versa. It makes the underlying Markov chain of the PBN ergodic and therefore all the 2n states in the system are
communicated. When random gene perturbation is included, the transition probability matrix A˜ is
A˜(i, j) = (1− p)nA(i, j)+ P˜n ≡ Aˆ(i, j)+ P˜n, (4)
where
[P˜n]ij = ph(v(i),v(j))(1− p)n−h(v(i),v(j))Iv(i)≠v(j) (5)
is the perturbation matrix. Here h(v(i), v(j)) is the Hamming distance between the two vectors v(i) and v(j), p is the
perturbation probability of each gene and Iv(i)≠v(j) is the indicator function:
Iv(i)≠v(j) =

1 if v(i) ≠ v(j)
0 if v(i) = v(j).
FromEq. (4), we see that the final transitionmatrix A˜ is the sumof the transitionmatrixwithout perturbationAmultiplied
by (1−p)n and the perturbationmatrix P˜n. Given a PBNmodel, the Hamming distance h(v(i), v(j)) between the two vectors
v(i) and v(j) is defined. Thus from Eq. (5), we know that the perturbation matrix P˜n only depends on the number of genes
and the random gene perturbation probability.When the number of genes and the gene perturbation probability in different
PBNs are same, the perturbation matrices are the same. Although the construction of this matrix may cost much time, once
the matrix is constructed, it can be used later for the networks with the same number of genes and same perturbation
probability.We remark that in our case, the dominant eigenvector is actually the steady-state probability distribution vector.
Gene perturbation in PBNs has been studied by, e.g., Shmulevich et al. [7]. Using the example in the previous section, the
Hamming distances of the states of the PBN are as given in Table 3.
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Table 3
The Hamming distances of the states of the three-gene network.
(1)000 (2)001 (3)010 (4)011 (5)100 (6)101 (7)110 (8)111
(1)000 0 1 1 2 1 2 2 3
(2)001 1 0 2 1 2 1 3 2
(3)010 1 2 0 1 2 3 1 2
(4)011 2 1 1 0 3 2 2 1
(5)100 1 2 2 3 0 1 1 2
(6)101 2 1 3 2 1 0 2 1
(7)110 2 3 1 2 1 2 0 1
(8)111 3 2 2 1 2 1 1 0
The perturbation matrix P˜3 is then given by
0 p(1− p)2 p(1− p)2 p2(1− p) p(1− p)2 p2(1− p) p2(1− p) p3
p(1− p)2 0 p2(1− p) p(1− p)2 p2(1− p) p(1− p)2 p3 p2(1− p)
p(1− p)2 p2(1− p) 0 p(1− p)2 p2(1− p) p3 p(1− p)2 p2(1− p)
p2(1− p) p(1− p)2 p(1− p)2 0 p3 p2(1− p) p2(1− p) p(1− p)2
p(1− p)2 p2(1− p) p2(1− p) p3 0 p(1− p)2 p(1− p)2 p2(1− p)
p2(1− p) p(1− p)2 p3 p2(1− p) p(1− p)2 0 p2(1− p) p(1− p)2
p2(1− p) p3 p(1− p)2 p2(1− p) p(1− p)2 p2(1− p) 0 p(1− p)2
p3 p2(1− p) p2(1− p) p(1− p)2 p2(1− p) p(1− p)2 p(1− p)2 0

.
We note that each column sum of the matrix P˜3 is equal to 1− (1− p)n.
3.1. Some properties of the perturbation matrix
Here let us discuss some properties of the matrix P˜n in general. We note that the perturbation matrix has the following
nice tensor structure and recursive relation. For n = 1, the perturbation matrix is of the form
P˜1 =

1− p p
p 1− p

− (1− p)I2 ≡ Q1 − (1− p)I2. (6)
For n = 2, we have
P˜2 =

0 p(1− p) p(1− p) p2
p(1− p) 0 p2 p(1− p)
p(1− p) p2 0 p(1− p)
p2 p(1− p) p(1− p) 0
 = (1− p)Q1 pQ1pQ1 (1− p)Q1

− (1− p)2I4
or
P˜2 = Q1 ⊗ Q1 − (1− p)2I4.
The Kronecker product⊗ for two matrices A (n×m) and B (r × s) is defined as an (rn× sm) matrix
A⊗ B =

a11B · · · a1mB
a21B · · · a2mB
...
...
...
...
an1B · · · anmB
 .
The following can be shown:
Theorem 1. Let P˜n be the 2n × 2n perturbation matrix of a PBN with n genes; then we have for n = 1, 2, . . .
P˜n = Q1 ⊗ Q1 ⊗ · · · ⊗ Q1  
n terms
−(1− p)nI2n (7)
where
Q1 =

1− p p
p 1− p

.
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We note that Theorem 1 gives a recursive relation for the matrix–vector multiplication of the form P˜nx. Thus one need
not store the whole matrix P˜n, though the computational cost is still O(22n).
The eigenvalues of Q1 are 1 and 1− 2p and P˜n is symmetric. We note that for 1− 2p > 0, we have
1− (1− p)n > (1− 2p)− (1− p)n > (1− 2p)2 − (1− p)n > · · · > (1− 2p)n − (1− p)n.
Therefore we have the following theorem.
Theorem 2. The eigenvalues of P˜n are given by
1− (1− p)n, (1− 2p)− (1− p)n, (1− 2p)2 − (1− p)n, . . . , (1− 2p)n−1 − (1− p)n, (1− 2p)n − (1− p)n
with multiplicity
1, n, n(n− 1)/2, . . . , n, 1
respectively. Moreover, when 1− 2p > 0, we have
σmax(P˜n) = 1− (1− p)n
where σmax(P˜n) stands for the largest singular value of P˜n.
4. The matrix perturbation method for computing the steady-state probability distribution
In this section, we present the matrix perturbation method for solving the steady-state probability distribution of a PBN
with gene perturbations. The eigenvector in the normalized form is the steady-state probability vector. Let A be the 2n × 2n
transition probability matrix without gene perturbations and x be the corresponding steady-state probability vector. The
final transitionmatrix A˜ is the sumof the transitionmatrixwithout perturbationAmultiplied by (1−p)n and the perturbation
matrix P˜n, i.e.,
A˜ = (1− p)nA+ P˜n = Aˆ+ P˜n. (8)
Moreover, A and A˜ satisfy respectively
Ax = x and A˜x˜ = x˜. (9)
We are to compute the steady-state probability distribution x˜.
We define the following notation:
(1− p)nA =

Aˆ11 Aˆ12
Aˆ21 Aˆ22

, H =

Aˆ11 − I2n−1 Aˆ12
Aˆ21 Aˆ22 − I2n−1

, x =

x1
x2

,
P˜n =

∆P1 ∆P2
∆P3 ∆P4

and ∆x = x˜− x =

∆x1
∆x2

.
Then A˜x˜ = x˜ can also be rewritten as
H

∆x1
∆x2

= (1− (1− p)n)

x1
x2

− P˜n

x1
x2

− P˜n

∆x1
∆x2

. (10)
Therefore we have
∆x1
∆x2

= Nw− H+P˜n

∆x1
∆x2

, (11)
where H+ is the general inverse of H; for more details we refer readers to [17,18]. Here
N = H+

xT1 ⊗ I2n−1 xT2 ⊗ I2n−1 0 0
0 0 xT1 ⊗ I2n−1 xT2 ⊗ I2n−1

=

N11 N12 N13 N14
N21 N22 N23 N24

,
Nij(i = 1, 2; j = 1, . . . , 4) ∈ R2n−1×22n−2 , and
w = (wT1,wT2,wT3,wT4)T
w1 = vec(−∆P1 + (1− (1− p)n)I2n−1)
w2 = vec(−∆P2)
w3 = vec(−∆P3)
w4 = vec(−∆P4 + (1− (1− p)n)I2n−1).
2248 W.-W. Xu et al. / Journal of Computational and Applied Mathematics 235 (2011) 2242–2251
For any n×mmatrix K we define
vec(K) = (K11, . . . , Kn1, K12, . . . , Kn,2, . . . , K1m, . . . , Knm)T .
Suppose
‖w1‖2 ≤ d1, ‖w2‖2 ≤ d2, ‖w3‖2 ≤ d3, ‖w4‖2 ≤ d4.
Let d = (d1, d2, d3, d4)T ; then we have
‖Nw‖2 ≤ ‖N‖2‖d‖2. (12)
Also,
‖Nw‖22 = wTNTNw =
4−
i=1
4−
j=1
wTi (N
T
1iN1j + NT2iN2j)wj
≤
4−
i=1
4−
j=1
(‖NT1iN1j‖2 + ‖NT2iN2j‖2)||2‖wi‖2‖wj‖2
≤
4−
i=1
4−
j=1
(‖NT1iN1j‖2 + ‖NT2iN2j‖2)didj
= dT N˜d
where N˜ = (n˜ij) is a 4× 4 matrix with elements
n˜ij = ‖NT1iN1j‖2 + ‖NT2iN2j‖2,
which together with (11) gives∆x1∆x2

2
≤ ‖Nw‖2 + ‖H+‖2‖P˜n‖2
∆x1∆x2

2
≤ min{‖N‖2‖d‖2,

dT N˜d} + ‖H+‖2‖P˜n‖2
∆x1∆x2

2
. (13)
Here σ+min(H) denotes the smallest positive singular value. If
σmax(P˜n) ≤ σ+min(H),
then from (12) we obtain
‖∆x‖2 =
∆x1∆x2

2
≤ σ
+
min(H)min{‖N‖2‖d‖2,

dT N˜d}
σ+min(H)− σmax(P˜n)
. (14)
On the other hand, we let
B = (1− p)nA+ P˜n − I2n
and A˜x˜ = x˜ can also be rewritten as
B∆x = (1− (1− p)n)

x1
x2

−

∆P1 ∆P2
∆P3 ∆P4

x1
x2

. (15)
It follows that
∆x = Qx+ P⊥B∗z (16)
where
Q = B+((1− (1− p)n)I2n − P˜n) (17)
and
P⊥B∗ = I2n − B+B (18)
and z ∈ R2n .
We remark that if σmax(P˜n) ≤ σ+min(H) then one can obtain the bound of ‖∆x‖2 by (13). Furthermore, we can derive
the weights of the perturbation steady-state probability distribution. We note that the weights of the perturbation steady-
state probability distribution must be nonnegative. Hence, we should choose an appropriate z such that the weights of the
perturbation steady-state probability distribution are all nonnegative when we solve practical problems.
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Theorem 3. In the notation above, if σmax(P˜n) ≤ σ+min(H), then
‖x˜− x‖2 ≤ σ
+
min(H)min{‖N‖2‖d‖2,

dT N˜d}
σ+min(H)− σmax(P˜n)
,
and
x˜− x = Qx+ P⊥B∗z,
where z ∈ R2n .
5. The matrix approximation method
We remark that in [16], a matrix approximationwith a powermethod has been proposed for computing the steady-state
probability distribution. This idea is to approximate the PBN by dropping the BNswith small probability of being chosen and
this can reduce the computational cost. An error analysis has also been given to demonstrate the effectiveness of themethod.
Here for the PBN with gene perturbation, the farther from the diagonal, the smaller the entry in the perturbation matrix.
Thuswemay let some of theQ1 in (7), say r of them, be the identity I2. This is tomake the entry far from the diagonal be zero.
Then we have the following for the difference between the two perturbation matrices with and without approximation.
Theorem 4. We have
‖P˜n − P¯n‖1 ≤ 2(1− (1− p)r) ≈ 2pr,
where the approximation matrix is
P¯n = I2 ⊗ I2 · · · ⊗ I2  
r terms
⊗Q1 ⊗ · · · ⊗ Q1 − (1− p)nI2n .
The matrix–vector multiplication will be reduced to O(22(n−r)) and one can apply the analysis of matrix approximation
method in [16].
Suppose the steady-state probability distribution of A˜x = x is x˜, where
A˜ = (1− p)nA+ P˜n.
The steady-state probability distribution of A¯x = x is x¯, where
A¯ = (1− p)nA+ P¯n.
Then we have
A¯x˜− x˜ = ((1− p)nA+ P¯n)x˜− x˜
= ((1− p)nA+ P¯n)x˜− ((1− p)nA+ P˜n)x˜
= P¯nx˜− P˜nx˜
= (Q1 ⊗ Q1 · · · ⊗ Q1 − I2 ⊗ I2 · · · ⊗ I2 ⊗ Q1 ⊗ · · · ⊗ Q1)x˜.
Thus, we have
‖A¯x˜− x˜‖1 ≤ ‖(Q1 ⊗ Q1 · · · ⊗ Q1 − I2 ⊗ I2 · · · ⊗ I2 ⊗ Q1 ⊗ · · · ⊗ Q1)‖1‖x˜‖1
≤ 2(1− (1− p)r)
and
‖A¯x˜− x˜‖∞
‖x˜‖∞ ≤ ‖(Q1 ⊗ Q1 · · · ⊗ Q1 − I2 ⊗ I2 · · · ⊗ I2 ⊗ Q1 ⊗ · · · ⊗ Q1)‖∞.
Assuming that the perturbation probability p < 0.5, then
‖Q1 ⊗ Q1 · · · ⊗ Q1 − I2 ⊗ I2 · · · ⊗ I2‖∞ = 1− (1− p)r ,
so
‖(Q1 ⊗ Q1 · · · ⊗ Q1 − I2 ⊗ I2 · · · ⊗ I2 ⊗ Q1 ⊗ · · · ⊗ Q1)‖∞ = (1− (1− p)r)(1− p)n−r .
Thus we have the error bound
‖A¯x˜− x˜‖∞
‖x˜‖∞ ≤ (1− (1− p)
r)(1− p)n−r .
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6. Numerical experiments
In this section, we will test our proposed perturbation method and approximation method for computing the steady-
state probability distribution. The numerical resultswill show the efficiency of our proposedmethods.We first present some
numerical experiments based on the network described in Example 2. We then consider networks of different numbers of
genes.
6.1. The three-gene network
We consider the PBN discussed in Example 2. By direct computation we get
x = (0.15, 0, 0, 0, 0, 0, 0, 0.85)T ,
which satisfies Ax = x. Let us assume that the perturbation probability is equal to p = 0.01. By Theorem 3 and setting z = 0
we get
∆x = (−0.0634, 0.0032, 0.0428, 0.0087, 0.0423, 0.0488, 0.0774,−0.0078)T .
Then the steady-state probability distribution obtained with our perturbation method is
x˜ = (0.0866, 0.0032, 0.0428, 0.0087, 0.0423, 0.0488, 0.0774, 0.8422)T .
Then we get
‖A˜x˜− x˜‖2 = 7.5873× 10−17.
To test the approximation method, we will substitute some Q1 by identity matrices. Since there are only three genes in
this network, we set one Q1 to be the identity matrix. Using the proposed perturbation method with approximation, we can
get the steady-state probability distribution x¯ of the equation A¯x¯ = x¯:
x¯ = (0.3984, 0.0012, 0.0001, 0.0003, 0.3218, 0.0010, 0.0021, 0.1004)T .
Then
‖A¯x¯− x¯‖2 = 6.2895× 10−17.
Let x˜p and x¯p denote the steady-state probability distributions obtained by the power method. By the power method, we
have
x˜p = (0.0768, 0.0102, 0.0216, 0.0091, 0.0328, 0.0449, 0.0812, 0.7930)T ,
x¯p = (0.4012, 0.0010, 0.0013, 0.0008, 0.4984, 0.0060, 0.0018, 0.0012)T .
Then it follows that
‖A˜x˜p − x˜p‖2 = 2.1085× 10−15, ‖A¯x¯p − x¯p‖2 = 3.0642× 10−15.
The relative errors between our perturbation method and the power method without and with approximation are given
by
‖x˜− x˜p‖2
‖x˜p‖2 = 0.0697,
‖x¯− x¯p‖2
‖x¯p‖2 = 0.4204.
6.2. Examples on larger networks
We then consider the performance of our method for some cases of n. The transition probability matrix without gene
perturbation A is produced by using the function rand (2n, 2n) in Matlab and then following by a column normalization. The
steady-state distributions x˜ and x¯ satisfy A˜x˜ = x˜ and A¯x¯ = x¯. Since the weights of x are nonnegative and column sums are
close to 1, we set z = 0 for simplicity during the computation. In this case x˜ is also positive. Here we let the perturbation
probability p = 0.01. We set the number of substitutions of Q1 with I to be 2 when we test the approximation method. We
use the following notation when we present Table 4:
‖∆x‖2 .= d1, ‖A˜x˜− x˜‖2 .= d2, ‖A¯x¯− x¯‖2 .= d3,
‖x˜− x¯‖2
‖x¯‖2
.= d4, ‖x˜− x˜p‖2‖x˜p‖2
.= d5, ‖x¯− x¯p‖2‖x¯p‖2
.= d6,
where x˜p and x¯p denote the steady-state distributions of A˜ and A¯ obtained by the power method, respectively.
Table 4 shows the errors of the proposed method for different gene numbers n.
All the numerical results were obtained using MATLAB 7.0 on a CPU 1.86 GHZ and 1022MBmemory computer. d4 shows
the relative error between the steady-state distributions with and without approximation. With the approximation, the
results will change to some extent but not a lot. d5 and d6 show the relative errors between the results obtained with
our proposed perturbation method and the power method. The results obtained with our method are close to the results
obtained with the power method.
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Table 4
The errors of the proposed method for different gene numbers n.
n d1 d2 d3 d4 d5 d6
3 3.5× 10−3 1.8× 10−17 6.5× 10−17 0.002 0.003 0.121
4 2.6× 10−3 2.5× 10−17 2.4× 10−17 0.014 0.011 0.017
5 4.1× 10−4 1.7× 10−16 1.9× 10−16 0.006 0.013 0.029
6 8.0× 10−4 2.9× 10−16 3.6× 10−16 0.182 0.015 0.015
7 5.1× 10−4 4.2× 10−16 5.0× 10−16 0.005 0.005 0.043
8 2.7× 10−4 3.8× 10−17 1.3× 10−16 0.053 0.200 0.012
9 1.8× 10−4 5.7× 10−16 2.6× 10−17 0.240 0.005 0.037
10 4.8× 10−5 2.8× 10−17 4.9× 10−16 0.009 0.035 0.105
7. Discussion
In this paper, we present a new effective method for estimating the steady-state probability distribution of PBNs with
gene perturbations. By using the method, the storage requirement for the perturbation matrix can be reduced greatly. And
the error is quite small. The analysis of the proposed method and the errors is given in this paper. Numerical experiments
are given to demonstrate the effectiveness of the proposed method.
The matrix perturbation analysis here can be applied to gene control analysis. Given a PBN with transition probability
matrix Awith known steady-state distribution x, suppose a control can be applied to turn a particular gene off, say Gene 1.
Let q be the proportion of time for which a control is applied. We may assume that the controlled PBN has a new transition
probabilitymatrix (1−q)A+qP with a new steady-state distribution x˜. Here P is a rank 1matrix (1, 0, . . . , 0)T (1, 1, . . . , 1).
Then our perturbation analysis can be applied to get the new x˜ and the bound of ‖x˜ − x‖2. This is left as future research
work.
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