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RESUME
Cette these developpe un algorithme de controle adaptatif constitue uniquement de
reseaux de neurones. Cet algorithme utilise un entrainement specialise de reseaux de neurones.
Par rapport aux autres approches qui utilisent un entrainement specialise, celle-ci se demarque par
1'utilisation d'un reseau de neurones distinct pour modeliser la dynamique du precede, par une
utilisation coherente des coordonnees de temps ainsi que par une nouvelle fonction erreur a
minimiser qui est Ie reflet de la composante predictive de 1'algorithme. Cet algorithme est facile
a utiliser, car il n'y a qu'un seul parametre a ajuster pour Ie controleur.
Ce travail a permis de mettre au point un algorithme d'entramement des reseaux de
neurones repondant au besoin d'un controleur adaptatif qui suit un entrainement specialise. Cette
methode est une variante des methodes quasi-Newton et prend en compte la structure du reseau
dans la selection des elements d'interaction du deuxieme ordre a evaluer. De plus, il n'y a aucun
parametre a ajuster pour faire 1'entratnement.
Deux exemples d'utilisation du controleur neuronal adaptatif ont ete developpes. Les
resultats montrent que Ie controleur a une bonne reponse aux changements de consigne et qu'il
est capable de maintenir Ie precede stable en presence de perturbations qui introduisent des ecarts
entre Ie modele par reseau de neurones et Ie procede. L? adaptation du controleur aux nouvelles
conditions creees par les perturbations est rapide.
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1. INTRODUCTION
1.1 Les reseaux de neurones
L'utilisation de Pordinateur est profondement ancree dans les operations de la vie
courante en permettant d'effectuer des taches longues ou repetitives ou bien des taches complexes
que nous ne saurions accomplir. Les ordinateurs sont rendus indispensables et nous ne pourrions
imaginer evoluer sans eux. Nous devons toutefois constater que les ordinateurs ont encore
beaucoup de difficultes a effectuer des taches simples pour un humain telles que reconnaitre et
interpreter Ie sens des mots ou distinguer une forme d'une autre. Ce resultat peut sembler
surprenant lorsque 1'on sait que les neurones d'un cerveau sont tres lents, compares a la vitesse de
calcul d'un ordinateur de 1'ordre de la microseconde, un temps qui est considere comme une
etemite pour un microprocesseur modeme (Rich et coll. [1991]). Toutefois, comme Ie cerveau
contient un tres grand nombre de neurones et que ceux-ci travaillent en parallele, il pament a
effectuer un raisonnement en tres peu de temps.
Dans les annees cinquante et soixante, ces observations ont initie les recherches portant
sur les reseaux de neurones. Les travaux avaient pour objet d'utiliser Ie cerveau comme modele
atm de developper des architectures de traitement de 1'information. Un modele connexionniste
tres simple du fonctionnement du cerveau fut utilise. Ce modele est decrit ainsi : « 1'information
que contient Ie cerveau est distribuee d travers un vaste reseau, interelie, d'elements de
traitements elementaires appeles neurones ». Bien que ce modele simple reste valide, la science
medicale d'aujourd'hui montre a quel point il n'etait qu'une bien pale image de la complexite et
de la richesse du fonctionnement du cerveau.
Si les connaissances medicales ont evolue, les outils informatiques que sont les reseaux
de neurones ont eux aussi beaucoup evolue depuis cette epoque. Toutefois, une question demeure
entiere; est-il possible, en utilisant ce modele, aussi simple soit-il, d'approcher les performances
d'un etre humain pour Ie traitement de 1'information? Bien que peu de realisations actuelles ne
rivalisent en terme d'efficacite avec un cerveau humain, les percees effectuees dans des domaines
1
aussi varies que la reconnaissance de la parole (Lippmann [1989] ), la classification de cellules
cancereuses ( Moallemi [1991] ), 1'interpretation des biosenseurs (McAvoy et coll. [1989]),
1'analyse des marches boursiers ( Tilford [1994]) et Ie pilotage automatique de camion (Nguyen
et coll. [1990]) sont tres encourageantes etjustifient les efforts investis.
Le reseau de neurones, au sens informatique, est une structure parallele distribuee de
traitement d'informations. II est constitue de plusieurs elements de traitement, appeles neurones,
interconnectes par des canaux unidirectionnels. Un neurone peut avoir plusieurs entrees mais n'a
qu'une seule sortie. Cette sortie peut etre a son tour deployee, a travers les canaux de connexion,
vers plusieurs neurones. Toutes les informations necessaires au calcul de la sortie d'un neurone
doivent etre contenues localement, c'est-a-dire 1'evaluation de la valeur de sortie depend
uniquement des valeurs qui se presentent a 1'entree et de valeurs intemes au neurone.
Afm d'avoir une certaine utilite, un reseau de neurones doit passer par une phase
d'apprentissage durant laquelle les neurones s'adaptent pour reproduire les sorties desirees
correspondant aux entrees presentees. Les mecanismes par lesquels est effectuee 1'adaptation des
neurones sont appeles les lois de 1'apprentissage. Ces lois d'apprentissage sont regroupees en
trois grandes classes generales: apprentissage supervise, apprentissage par renforcement et
apprentissage par organisation autonome. Lors de 1'apprentissage supervise, pour chaque entree
X presentee au reseau correspond une bonne valeur de sortie Y. Dans 1'apprentissage par
renforcement, des entrees X sont presentees au reseau et a 1'occasion, a mtervalle regulier ou non,
Ie reseau re9oit une indication de 1'evolution de sa performance telle que mesuree depuis la
demiere evaluation. Les reseaux de neurones qui font un apprentissage par organisation
autonome re9oivent seulement des valeurs d'entrees et doivent s'organiser en une configuration
utile, generalement par des mecanismes de competition.
Parmi la tres grande diversite de reseaux de neurones, ceux qui presentent un interet
important pour Ie genie chimique sont regroupes sous Ie terme generique de reseaux de
correspondance. Un reseau de neurones appartient a cette classe s'il est capable de calculer une
relation fonctionnelle entre une entree et une sortie. Un reseau de correspondance pourrait, par
exemple, etablir la correspondance entre un nombre et la racine de ce nombre. Pour un exemple
si simple, 1'utilisation d'un reseau de neurones n'est nullement justifiee; par contre, pour une
situation plus complexe, ou la relation fonctionnelle n'est pas connue a priori mais dont des
exemples de correspondance sont disponibles, les reseaux de neurones sont des outils de
modelisation tres puissants. Hecht-Nielsen [1990] explique que c'est 1'habilete des reseaux de
neurones a trouver leurs propres algorithmes de correspondance qui font leur force. C'est aussi la
difference fondamentale entre les reseaux de neurones de correspondance et les methodes de
regression qu'elles soient lineaires ou non-lineaires. Dans tous les algorithmes de regression non
lineaire, la premiere etape consiste a choisir un modele de relation fonctionnelle, ou a tout Ie
mains une famille de modeles, avant de proceder a 1'etape de 1'identification des parametres.
1.2 Objectif des travaux de recherche
Depuis quelques annees, Ie Groupe de Recherche en Application Cognitive des
Ordinateurs (GRACO) de PUniversite de Sherbrooke poursuit des recherches dans divers
domaines de I'intelligence artificielle appliquee aux precedes. Des travaux ont ete effectues dans
les domaines du diagnostic de paimes par systeme expert ou par graphe oriente signe, d'autres
dans Ie developpement de tutoriels intelligents pour Ie transfert de connaissance dans des
domaines technoscientiflques, et enfin dans Ie developpement d'outils de caracterisation de 1'eau
et de modele de dispersion de charge minerale dans des polymeres extmdes a 1'aide de reseaux de
neurones.
L'objectif des travaux de recherche presentes dans cette these est de developper un
controleur adaptatif constitue uniquement de reseaux de neurones. Pour atteindre cet objectif, un
algorithme de controle qui utilise deux reseaux de neurones a ete mis au point. Dans cet
algorithme, Ie precede est modelise par un reseau de neurones qui suit un enti-ainement supervise
classique alors que la partie adaptative du controleur est constituee d'un reseau de neurones qui
suit un entrainement supervise specialise.
Comme tous les algorithmes de controle. Ie controle adaptatif par entramement
specialise de reseaux de neurones maintient Ie precede de fa9on stable lors de perturbations et
minimise les ecarts a la consigne. De plus, puisqu'il est adaptatif, il est a meme de suivre et de
controler un procede dont Ie comportement derive dans Ie temps. Get algorithme est facile a
utiliser, car il n'y a qu'un seul parametre a ajuster pour Ie controleur.
Pour entrainer Ie reseau de neurones qui suit un entrainement specialise, il faut une
methode d'entrainement qui soit perfbmiante, robuste et simple a implanter. De plus, comme
1'entrainement se fait en continu, une methode qui ne requiert pas d'ajuster les parametres
procure de la fiabilite au controleur. Parmi les techniques d'optimisation, et dans I'entrainement
des reseaux de neurones en general, les methodes quasi-Newton sont parmi les plus perfonnantes
et les plus fiables. Par contre, ces methodes necessitent d'emmagasiner beaucoup d'informations
et leurs performances, lorsqu'elles sent utilisees dans un contexte d'entratnement de reseau de
neurones, en sont souvent affectees. Afm de trouver un algorithme d'entrainement qui reponde
au besoin du controleur adaptatif, une nouvelle methode a ete mise au point. Cette methode est
une variante des methodes quasi-Newton. Elle tient compte de la structure du reseau dans la
selection des elements d'interaction du deuxieme ordre a evaluer, et n'a aucun parametre a ajuster
pour faire 1'entrainement.
La th^se est divisee comme suit. Le chapitre 2 est consacre aux methodes utilisees pour
effectuer 1'entrainement des reseaux de neurones. Plusieurs methodes sont presentees, dont Ie
tres utilise algorithme retro-propagation, en mettant un effort particulier pour regrouper les
methodes a 1'interieur de trois grandes families de methodes d'optimisation: les methodes
gradient simple, les methodes du gradient conjugue et les methodes quasi-Newton.
Le chapitre 3 presente la nouvelle methode d'entrainement. Trois configurations de cette
methode sont comparees aux methodes retro-propagation, gradient conjugue et methode quasi-
Newton avec mise a jour de la matrice hessienne BFGS au moyen de quatore exemples.
Le chapitre 4 presente, dans un premier temps, une revue des differentes approches
utilisees pour trouver un modele dynamique d'un procede. II expose ensuite une revue des
techniques de controle de procede en genie chimique qui utilisent des reseaux de neurones. Puis,
il developpe 1'algorithme de controle adaptatif par entrainement specialise de reseaux de
neurones, appele controleur neuronal adaptatif.
Deux exemples d'utilisation du controleur neuronal adaptatif sont ensuite developpes au
chapitre 5. II s'agit du controle d'un bioreacteur CFSTR, qui a une dynamique complexe avec
differents etats d'equilibre et un point de bifurcation. Dans 1'autre exemple, un reacteur CSTR
non isotherme avec une reaction reversible du premier ordre, sert de banc d'essai.
2. LES RESEAUX DE NEURONES A PROPAGATION AVANT
2.1 Introduction
Les reseaux de neurones a propagation avant trouvent plusieurs applications dans les
domaines du genie chimique. Cette section presente en premier lieu Ie formalisme de la
representation des reseaux de neurones a propagation avant. Ensuite, des exemples d'utilisation
de ces reseaux sont presentes. La partie suivante presente la regle du delta generalise et
1'evaluation du gradient necessaire a 1'entrainement des reseaux. Par la suite, plusieurs methodes
d'entrainement de reseaux de neurones qui ont ete proposees dans les dix demieres annees sont
presentees. Les methodes sont regroupees dans 1'une des trois grandes families qui rassemblent
la vaste majorite des methodes d'entrainement issues des techniques classiques d'optimisation.
Ces trois families sont : les methodes du gradient simple, qui incluent 1'algorithme retro-
propagation, les methodes du gradient conjugue et les methodes quasi-Newton.
2.2 Les reseaux de neurones a propagation avant, multicouche, entierement connectes
Les reseaux de neurones qui etablissent des correspondances servent done a approximer
des fonctions mathematiques. Les fonctions approximees peuvent etre soit discretes, comme
dans les problemes de classification, ou soit continues, comme dans 1'approximation de fonctions
phenomenologiques ou dans la correlation de donnees experimentales. Dans la majorite des cas,
1'approximation obtenue sera de forme continue. Les reseaux de neurones de correspondance
peuvent prendre une multitude de formes et d'aspects, et il existe des exemples de ces reseaux
appartenant a chacune des trois grandes classes d'apprentissage (Hecht-Nielsen [1990] ). Nous
nous limiterons dans cette etude a une sous-classe des reseaux de neurones necessitant un
apprentissage supervise : les reseaux de neurones a propagation avant, multicouches, et dont les
neurones entre deux couches adjecentes sont entierement connectes.
xo
j =0—>h
Figure 2.1 Schema d'un reseau de neurones a propagation avant, multicouche et entierement
connecte
La figure 2.1 montre un exemple d'un reseau a trois couches qui etablit la
correspondance de Rx —> R°. Les vecteurs [X, H, 0} representent respectivement les neurones
d'entree, de la couche cachee et de la sortie. Les poids associes aux branchements entre les
niveaux sent W W pour Ie niveau L tandis que la fonction d'activation pour ce meme niveau est
fW. Pour un reseau a une seule couche cachee, L prend la valeur de (1) ou de (2). Les valeurs
des poids du reseau sont determinees a partir d'un ensemble de P exemples d'entrainement (X/ ,
YI) , (X^ , ¥2) •> ••• •> Q^-P •> YP) , ou Fp = (f)(Kp) et (f) est la fonction mathematique a approximer.
XQ et HQ ont une valeur fixe, en general egale a un, et une fois multiplies par leurs poids associes,
ils constituent Ie seuil d'activation des neurones du niveau suivant. Ces seuils d'activation, qui
sont ajoutes lors du calcul des fonctions d'activation, sont optionnels. La pratique a demontre
que leur presence ajoute generalement des degres de liberte au systeme et accelere la convergence
du precede iteratifnecessaire pour Ie calcul des poids W(L) du reseau.





Le calcul des valeurs des poids W(V permettant d'approximer la fonction (f) est appele
Papprentissage du reseau de neurones. Le nombre de poids que contient un reseau de neurones
est exprime par la variable w, et se calcule, lorsque des seuils d'activation sont utilises, par:
w=(x+l).h + (h+l).o (2-3)
La technique d'apprentissage pour un reseau de neurones multicouche a propagation
avant requiert la presentation au reseau d'une paire de vecteurs enti'ee-sortie (Xp , Yp). Le
systeme utilise d'abord Ie vecteur d'entree pour produire son propre vecteur de sortie Op et Ie
compare ensuite au vecteur de sortie Yp. On appelle une epoque la presentation au reseau des P
exemples d'entrainement. Les politiques suivies pour ajuster les poids constituent les regles
d'apprentissage. Ces politiques sont en fait des techniques d'optimisation qui minimisent une




Dans 1'equation precedente, Ep est la fonction erreur a minimiser et la fonction F est
habituellement la norme euclidienne. Cette minimisation requiert Ie calcul du gradient de la
norme euclidienne du vecteur (0 - 7) par rapport aux poids WW du reseau. Plusieurs auteurs
auraient developpe de fa9on independante la technique qui permet 1'evaluation de ce gradient.
Werbos [1974] fut Ie premier puis Parker [1985] et Rumelhart et coll. [1986] ont suivi. Le credit
d'avoir developpe un formalisme tres simple, qui a popularise la technique, revient sans contredit
a Rumelhart et a son equipe du PDP « Parallel Distributed Processing ». Us ont appele regle delta
generalise la technique pour evaluer Ie gradient. Cette regle est presentee a la section 2.4 .
2.3 Exemple d'utilisation de reseaux de neurones
Les reseaux de neurones a propagation avant (Figure 2.1) en raison de leurs proprietes
mathematiques, sont tout indiques comme outils de modelisation. Des resultats mathematiques
prouvent que ces reseaux de neurones sont des approximateurs generaux de fonctions et qu'une
structure avec une seule couche cachee sera toujours suffisante pour representer toute fonction
arbitraire continue (Hecht-Nielsen [1990] ). Par contre, ces resultats n'indiquent pas Ie nombre
de neurones dans la couche cachee qui seront necessaires pour reussir cette tache.
II existe dans la litterature une grande quantite d'exemples de modelisation qui utilisent
des reseaux de neurones appliques au genie chimique et, afin de demontrer 1'etendue du domaine
possible d'application, quelques-uns sont presentes.
Thibault et coll. [1991] ont utilise un reseau de neurones pour modeliser une serie de
correlations qui relient Ie nombre de Nusselt au nombre de Rayleigh lors de la convection
naturelle Ie long d'un cylindre horizontal. Normandin et coll. [1993] ont employe un ensemble
de deux reseaux de neurones pour correler une quantite impressionnante de donnees: 1539
donnees de pression, de volume et de temperatire de gaz et de vapeur. Les reseaux ont pour
entree la temperature reduite, la pression reduite et un facteur acentrique qui caracterisent les
differents composes et pour sortie, une fonction du facteur de compressibilite. Deux reseaux ont
ete utilises afin de bien modeliser chacune des regions importantes. Un autre domaine
d'utilisation des reseaux de neurones qui gagne rapidement en popularite est celui des estimateurs
d'etats qui sont souvent appeles «logiciel senseur». Ruenglertpanyakul et coll. [1992] ont
developpe un estimateur d'etats a 1'aide d'un reseau de neurones qui estime la concentration de
cellule ainsi que la concentration de phenylalanine dans un bioreacteur « fed-batch ». Dans une
application industrielle, Chitra [1993] a utilise un reseau de neurones pour modeliser les effets du
chargement en catalyseur d'un reacteur batch par rapport aux constantes des taux de cinetique
dans un precede d'hydrogenation d'hydrocarbones.
2.3.1 La modelisation de la dynamique des procedes
La modelisation de precedes ayant une evolution dynamique occupe une place
importante parmi les exemples d'utilisation de reseaux de neurones, particulierement en genie
chimique, en raison de 1'importance traditionnelle qui est accordee a la modelisation pour la
regularisation et Ie controle des precedes. Bhat et coll. [1990] ont modelise Ie comportement
dynamique du pH dans un reacteur CSTR et ont compare leurs resultats avec une approche
traditionnelle ARMA (auto-regressive moving average). Cette comparaison a montre que Ie
reseau de neurones est capable de mieux caracteriser Ie comportementnonlineaire du systeme que
la methode ARMA. Dans un effort pour etablir des paralleles entre les reseaux de neurones
utilises a des fins de controle et la theorie du controle adaptatif, Ydstie [1990] a modelise un
reacteur CSTR, dans lequel se produit une reaction du second ordre, et a utilise Ie modele obtenu
dans un schema de controle adaptatifa un pas en avant.
2.3.2 La classification par des reseaux de neurones
Plusieurs articles portant sur I'utilisation des reseaux de neurones pour la classification
ont ete publics. La classification est 1'exercice par lequel sont separes des evenements discrets.
Citons, dans Ie domaine du diagnostic de pannes de precedes chimiques, Hoskin et coll. [1988],
Ungar et coll. [1990], Venkatasubramania et coll. [1989] et [1990]. Ces travaux ont demontre la
possibilite d'utiliser les reseaux de neurones pour classifier des evenements. Malgre tout
Pengouement existant autour de la technique, les travaux de Kramer et coll. [1991] n'ont pu
demontrer d'avantages marques a utiliser des reseaux de neurones lors d'exercice de
classification d'evenements discrets. Us ont montre que d'autres methodes, souvent beaucoup
plus simples, donnent des resultats comparables ou meme superieurs en tenne de pouvoir de
separation. Notamment la methode qui consiste a associer un evenement a la classe dont k
evenements se trouvent a la distance euclidienne la plus proche (souvent k=\} {«k nearest
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neighbors ») donne d'excellents resultats. Us constatent dans leur analyse que les travaux cites
precedemment ont ete realises avec des cas ideaux ou les points d'enti-ainement couvrent
F ensemble du domaine dans lequel les points nouveaux peuvent se trouver. C'est aussi avec ce
type de resultats que sont associes les concepts de generalisation souvent lies aux reseaux de
neurones. Des difficultes surviennent lorsque de nouveaux cas se trouvent a 1'exterieur du
domaine d'entrainement et que Ie reseau de neurones doit extrapoler. Ces difficultes proviennent
du fait que les reseaux de neurones associent arbitrairement des regions de classification aux
espaces qui ne sont pas couverts par les points d'entrainement, et que les classes attribuees a ces
espaces sont dependantes du minimum local ou se trouve Ie reseau a la fin de la periode
d'apprentissage. Kramer et coll. [1990] identifient cinq situations frequentes ou les reseaux de
neurones ont de la difficulte a bien extrapoler a partir des points d'entrainement.
• Le nombre de points d'entrainement est trop restreint. Cela peut se produire pour
plusieurs raisons: Ie manque de donnees experimentales, Ie peu de points disponibles
pour les regions a faible probabilite ou une capacite de calcul insuffisante.
• Un deplacement dans la distribution des classes qui se produit apres 1'entrainement; cela
est toujours possible lorsque Ie systeme modelise n'est pas parfaitement statique.
• Une panne de capteur corrompt les donnees d'entrees. Venkatasubramania et coll.
[1989], preconisent de prendre une valeur par defaut lors d'une panne de capteur. Cette
approche est tres risquee car elle peut induire des erreurs subsequentes tres difficiles a
deceler.
• Un exemple d'une nouvelle classe apparait apres 1'entrainement.
• Le reseau est entraine a partir de donnees simulees plutot que de donnees provenant
d'experiences. Evidemment, tout depend de la validite du modele.
2.3.3 Le controle de precede a 1'aide de reseaux de neurones
Comme les reseaux de neurones sont de bons outils pour modeliser les procedes qui ont
des dynamiques complexes a partir d'observations sur Petat des entrees et des sorties, Us sont tout
a fait indiques comme modele dans plusieurs algorithmes de controle, comme Ie conti-ole par
modele inteme (Nahas et coll. [1992]) ou Ie controle adaptatif (Ydstie [1990]). Des reseaux de
neurones ont ete utilises pour controler des procedes hautement non lineaires comme la regulation
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du pH (Saint-Donat et coll. [1991]) et plusieurs procedes biochimiques (Ungar [1990]).
Psichogios et coll. [1991] ont compare 1'utilisation de plusieurs algorithmes qui utilisent des
reseaux de neurones comme modeles du precede pour Ie controle d'un reacteur CSTR.
L'une des proprietes les plus interessantes des reseaux de neurones est, qu'a partir des
memes observations sur les entrees et sorties d'un procede, on peut tout aussi bien etablir Ie
modele de la dynamique directe que la dynamique inverse.
En plus de 1'utilisation comme modele, les reseaux de neurones trouvent aussi des
applications comme controleurs avec ou sans possibilite d'adaptation. En fait, un modele
dynamique inverse s'apparente beaucoup a un controleur a anticipation ou la prochaine
commande est anticipee a partir de 1'etat du systeme. Pour les procedes dont la dynamique
evolue dans Ie temps, Ie controleur ou Ie modele doit s'adapter pour suivre 1'evolution.
Lorsqu'un reseau de neurones est utilise comme controleur, cela implique une phase de
reentramement qui est soit periodique, comme dans les travaux deYdstie [1990], soit en continu,
comme dans les travaux de Psaltis et coll. [1987]. Un entrainement en continu d'un controleur
est appele un entrainement specialise puisque Ie controleur se specialise dans la zone d'operation
d'interet.
2.4 La regle delta generalise
La regle du delta generalise permet de calculer Ie gradient de la fonction erreur evaluee a
la sortie d'un reseau de neurones par rapport aux poids entre les neurones du reseau. L'evaluation
du gradient est I'etape preliminaire a tout algorithme d'entrainement des reseaux de neurones.
Soit U, un neurone a une position quelconque parmi les niveaux [X,H,0] de la
figure 2.1, et soit i,j,k, les elements d'un niveau tel que i est Ie niveau precedent de j et k est Ie
niveau suivant. (Ici, les indices ne sont pas strictement associes a la couche d'entree, aux couches
cachees et la couche de sortie).
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Soit E la fonction erreur a minimiser, qui est reliee a la nonne euclidienne de la
difference entre Ie vecteur d'entrainement Yet Ie vecteur de sortie du reseau, 0:
E=^Ep (2-6)
p=l
pour une presentation JP, telle que :
^=12X'-0.')2 (2-7)
^ j
Definissons la sortie d'un neurone :
U^f,(sum^ (2.8)
evaluee par la fonction d'activation/ ou:
""",,= ZtW» (2-9)
(
Pour minimiser la fonction objective Ep, on pose que la variation des poids du reseau est
proportionnelle a la direction opposee du gradient de la fonction objective par rapport aux poids
du reseau.
A^CC-H (2-10)





Par Pequation (2-9), Ie second terme de cette equation est egal a:
^Ew/^)^MTH, ^^rr^P^
• = u_:









lorsque l^i et ou / represente Ie meme niveau que i.
Par definition, posons :
s.-s- (2-H)
I .
P equation (2-11) devient:
SEp
= S^» (2-15)
Done, pour minimiser 1'erreur E selon Ie gradient, les poids doivent varier selon:
A^ = ffZ^^, (2-16)
p=\
ou s represente un pas de descente infmitesimal.
On doit maintenant determiner la valeur de bpj pour chacun des neurones Uj du reseau.
Les bpj sont fonctions du niveau auquel ils sont associes et de la fonction d'activation^- .
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En decomposant 1'equation (2-14) par la regle d'enchainement, on obtient
^--^--^^- ^ffsum^ SU^ asum^
Par 1'equation (2-8), Ie second terme devient:
'-S-=f;(sum^) (2-18)
^um^
qui est simplement la derivee de la fonction d'activation de I'unitey evaluee a sumo/. La valeur
de cette derivee sera presentee a la section 2.4.1 pour quelques fonctions d'activation.
Le premier terme est fonction du niveau auquel il est associe, et on obtient done deux
definitions, une pour la couche finale et une pour les couches intermediaires. Pour la couche
finale, on revient a la definition de Ep, soit 1'equation (2-6):
EP={^-°^ (2-19)
a partir de laquelle on calcule directement
l|—(y.-°») (2-20)
/PJ
et Ie Spj devient
S,,=fJ(sum^)(Y,,-0^ (2-21)
Pour la couche intennediaire, on utilise la regle d'enchainement pour ecrire:
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ou / represente Ie meme niveau quej
H—^A (2-23)^
et par 1'equation (2-17)
S^f^sum^S^, (2-24)
k
Le meme developpement s'applique quand on a plusieurs niveaux caches pour ecrire la
variation de Ep en fonction d'un neurone intermediaire comme une propagation de 1'erreur de la
couche precedente. Cette fa^on d'ecrire les termesSp/ implique que Pon doit les calculer couche
par couche depuis la couche finale. La methode propage 1'erreur a rebours, ce qui explique Ie
nom propose de retro-propagation par Rumelhart et coll. [1986].




et pour les couches intermediaires par:
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p
- =^-fJ(sum^(S^).U,, (2-26)^ ^ .^-...^.^
2.4.1 Les fonctions d'activation
L'implantation de la regle delta generalise necessite que les fonctions d'activation soient
croissantes ou decroissantes, bomees, continues et differentiables. Parmi les fonctions
d'activation les plus utilisees se trouvent les fonctions sigmoide et arctangente. La fonction
sigmoide est definie par:
/, (sum,,) = -—-^— (2-27)
J ^"""PJ -' , . -sum,
+ e
dont la derivee s'ecrit
f^sum^ ) = /, (^m,, ). (1 - /,. (sum,, )) (2-28)
et qui, pour la couche finale, est egale a:
f;{sum^^0^(\-0^ (2-29)
La figure 2.2 presente 1'allure generate de la fonction sigmoi'de. Cette fonction est bomee par 0 et
1.
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Figure 2.2 Fonction sigmoi'de
La fonction arctangente est defmie par:
>sumpj
f,(sum,,)=arct(sum,,)J v~ "'' 'PJ PJ (2-30)
dont la derivee est:
f;(sum,,)=[l-(f,(wm^)2] (2-31)
Cette fonction est bomee par -1 et 1 a un graph similaire a celui de la fonction sigmol'de tracee a
la figure 2.2.
Toutes les fonctions d'activation bomees utilisees dans les reseaux de neurones ont une propriete
similaire; lorsque la fonction d'activation approche une borne, c'est-a-dire qu'elle sature, la
valeur de sa derivee f'(sum^.) tend vers zero. Cela a pour effet de produire un gradient
SE
-dans les equations (2-25) et (2-26), qui tend vers zero, meme lorsque 1'erreur a la couche^
finale est importante. Dans certains cas, et pour toutes les methodes d'apprentissage faisant appel
au calcul du gradient, cela ralentit considerablement la procedure d'optimisation. Ces cas se
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produisent plus particulierement lorsque Ie reseau est utilise pour produire une sortie binaire et
quand les valeurs des vecteurs d'entrainement Y sont pres des bomes. On evitera done toujours
d'utiliser les seuils de saturation des fonctions d'activation comme valeurs cibles lors de
1'entrainement.
2.5 Les techniques d'optimisation
Les methodes presentees dans cette section sont developpees pour des reseaux de
neurones qui ont une seule couche cachee et qui suivent la notation de la figure 2.1. L'utilisation
d'une seule couche cachee a pour but de simplifier la notation. L'expansion de tous les modeles
pour les reseaux a couches cachees multiples est directe en utilisant les regles deretropropagation
qui ont ete presentees lors du developpement de la regle delta generalise a la section 2.4.
Pour cette section, i,j et k sont les elements correspondant aux couches [X,H, 0] et i\jf
sont les elements de couches quelconques successives.
2.5.1 Evaluation du gradient







Le gradient s'exprime done pour les poids de la couche finale comme:
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p
^ = E-/'<2)(^m,,).(^ - 0,,).^, (2-34)
Yjk p=l
et pour les couches intermediaires par:
^=t,-f'm(sum,,).^[f'm(sum^(Y^ -0^2>].^, (2-35)^f ^ J '"""""ti
Reecrivons les gradients en utilisant une notation compacte et en ajoutant un indice
d'iteration {n). Le gradient associe a un poids et pour une presentation s'ecrira ainsi:
Gpy(n)=^ <2-36)
et la somme des gradients pour 1'ensemble des presentations par rapport a un meme poids
s'ecrira:
G^(n)=Y^— (2-37)-17'-"7 ^,^(n)
Defmissons G(n) comme Ie vecteur gradient dont les composants G^(n) sont egaux a






m= U' -1)(^+ l)+z'+l+(x+ I)/? (x+l)(/!+l)^m<(jc+l)/?+(A+l)o
i' e[0,/?]
J" e[l,o]
2.5.2 Methodes du gradient simple et 1'algorithme retro-propagation
Les methodes presentees dans cette section ont toutes en commun un ajustement des
poids seul a seul qui neglige completement les interactions du second ordre entre les poids
susceptibles d'influencer la fonction objective.
La methode d'optimisation la plus simple a imaginer lorsque Ie gradient d'une fonction a
minimiser est connu, est de determiner une direction de descente S(n) opposee a la direction du
gradient et d'effectuer une recherche unidirectionnelle dans cette direction. C'est la methode
d'optimisation du gradient simple qui s'ecrit par:
^W(n)=^(n)S{n) (2-39)
S(n) = -G(n) (2-40)
et ou ^W(n) est la variation des poids pour une iteration, et fk(n) est Ie coefficient trouve a 1'aide
d'une technique de recherche unidirectionnelle qui minimise la fonction dans la direction de
descente. Des essais ont demontre qu'il n'est pas necessaire, ni meme avantageux, de calculer
^(n) de sorte que la fonction objective soit minimisee de fa9on exacte dans la direction de
descente (Denis et coll. [1983]). II est tres couteux de calculer Ie minimum exact selon une
direction de descente, ce qui explique la popularite des algorithmes de recherche unidirectionnelle
qui calculent 'k(n) en respectant des criteres qui assurent une minimisation suffisante, tel Ie critere
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d'Armijo (Armijo [1966]). L'algorithme de retro-propagation developpe parRumelhart et coll.
[1986] est base sur une variation de la methode du gradient simple.
A,^> (n) » -T/G^' (n) + aA^W (n - 1) (2-41)
Cet algorithme n'effectue pas de recherche unidirectionnelle mais choisit pour 2 une
quantite constante T| appelee la vitesse d'apprentissage; il ajoute alors une fraction a de la
variation de 1'iteration precedente. Cette seconde constante, appelee Ie momentum, sert a limiter
la variation de la direction de descente d'une iteration a 1'autre. Cette fa^on de garder en
memoire 1'information des iterations precedentes contient des elements de la methode du gradient
conjugue. Dans 1'equation (2-41), les poids sont ajustes a chaque presentation d'un couple de
vecteurs d'entrainement [X,Y]. Rumelhart et coll. [1986] appellent cette procedure 1'ajustement
continu. Us ont aussi developpe un algorithme qui effectue Pajustement des poids apres avoir
presente 1'ensemble des vecteurs d'entrainement ; cet algorithme est nomme ajustement
periodique et correspond a Pequation (2-42).
^W(n) = -r]G(n) + aAW(n -1) (2-42)
II faut remarquer qu'apres une epoque, les deux formules representees par les equations (2-41) et
(2-42) ne donnent pas les memes resultats. Cela provient du fait que les deux formules ne
minimisent pas les memes fonctions objectives. L'equation (2-41) minimise la fonction objective
decrite par 1'equation (2-5) alors que la formule (2-42) minimise la fonction objective decrite par
1'equation (2-6).
Dans ces algorithmes, Ie fait que Ie pas de descente soit constant ne garantit pas que
chaque iteration minimise bel et bien la fonction objective, et un nombre important de calculs
peut etre effectue inutilement. De plus, il n'est aucunement garanti que la procedure va s'arreter
dans un minimum de la fonction objective, soit-il local ou global. Par contre, dans une situation
ou la topologie de la fonction objective est tres particuliere, 1'algorithme peut escamoter des
minimums locaux. II s'agit en fait d'un faible avantage qui se produit de fa9on ponctuelle et qui
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est pratiquement impossible a prevoir. L'avantage majeur de cette approche est que chaque
iteration est tres rapide, puisqu'il n'y a pas de recherche unidirectionnelle comme avec la
methode du gradient simple, et que la methode necessite peu d'espace memoire, soit deux
vecteurs de dimension egale au nombre de poids totaux dans Ie reseau.
La principale difficulte avec ces algorithmes est de trouver la bonne valeur pour les constantesr|
et a. Selon la litterature, la valeur de r( se situe entre 0.3 et 0.9 alors que les valeurs pour la
constante de momentum vont de 0.0 a 0.9.
Une methode qui a obtenu un certain succes, et qui est inspiree de 1'algorithme deretro-
propagation, est 1'algorithme « Quickprop » developpe par Fahlman [1988].
(n}
A^(,L) (n) = -£C^) (n) + ^,^ ~lr^"^r^ . A^z) (n -1) (2-43)
'"' v"/ '"'''' v'/' Gff(n-l)-Gff(n)~"llJ' v' "
« Quickprop », tout comme retro-propagation, ne fait pas de recherche unidirectionnelle mais
utilise un pas de descente 8 constant. Par contre, Ie terme de momentum est remplace par une
expression qui ajuste automatiquement sa valeur en fonction de celle de la courbure de la
descente entre chaque iteration et pour chaque poids. Cette methode est en fait derivee des
methodes bien connues qui sont basees sur 1'approximation de Newton, mais elle neglige les
interactions du deuxieme ordre entre les poids
A^w=-/'(£)
f'\E} ^.44^
pour lesquelles les derivees secondes sont approximees par la difference des derivees premieres
entre deux iterations. Cette approximation de la derivee seconde conduit a la formulation de la
methode de la secante:
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(n\
A^z)(n) = ^-^—-——7—A^)(/! -1) (2-45)
'IT v" " Gff(n-V)-Gff(n)~"l'r
Fahlman [1988] combine done, dans 1'algorithme « Quickprop », la methode de la secante avec
^=1 et Ie gradient simple avec un pas de descente constant.
Pour les cas ou les sorties sont binaires, Van Ooyen et coll. [1992] ont propose de
remplacer la fonction erreur traditionnelle, qui est la norme euclidienne, par une fonction qui a la
forme:
P 0
E = -ZB°, hl?) + o - °.-)ln(1 - }I.)] (2-46)
p=\ k=\
Cette fonction, lorsqu'elle est utilisee conjointement avec une fonction d'activation sigmoide,
conduit a un gradient pour la couche finale qui s'exprime par:
^
-=Z(rM--°M)-^ (2-47)^ ^
qui est equivalent a I'equation (2-34) pour laquelle Ie terme de la derivee de la fonction
d'activation fl(2\sum ^) a disparu. Comme il a ete montre a la section 2.4.1, la derivee d'une
fonction d'activation tend vers zero lorsque la fonction tend vers une borne. Cela a pour effet
d'induire un gradient tres faible, lorsque Ie gradient est evalue par la regle delta generalise tel que
decrit a la section 2.4, meme s'il existe un ecart important entre la valeur predite par Ie reseau de
neurones et la valeur desiree. Pendant la phase d'optimisation d'un reseau, si une valeur de sortie
binaire tend vers Ie mauvais extreme, Ie faible gradient qui en resulte diminue considerablement
1' importance a accorder a 1'ajustement des poids face a cette valeur d'entrainement et prolonge
done Ie nombre d'iterations necessaires pour obtenir une bonne minimisation du reseau. Le
gradient evalue par 1'equation (2-47) contoume cette difficulte en etant uniquement fonction, par
rapport au neurone de la couche finale, a Pecart entre celle-ci et la valeur desiree. Les resultats
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obtenus montrent une nette amelioration de la vitesse de convergence pour des exemples ayant
une sortie binaire.
Jacobs [1988] a propose d'utiliser des pas de descente independants associes a chaque
poids. La valeur de ces pas est ajustee dynamiquement a chaque iteration a partir d'heuristiques
basees sur des informations comme 1'evolution du signe d'un poids dans Ie temps. Tollenaere
[1990] a presente 1'algorithme « SuperSAB » qui applique une strategic d? adaptation dynamique
a partir d'heuristiques basees sur les travaux de Jacobs[1988] mais en ajoutant un terme de
momentum a 1'algorithme de minimisation.
2.5.3 Methode du gradient conjugue
La methode du gradient conjugue fut d'abord proposee pour resoudre des systemes
d'equations lineaires et Fletcher et Reeves [1964] on adapte les concepts au cadre de
Poptimisation non-lineaire. Une extension en fait 1'une des methodes d'optimisation sans
contrainte les plus utilisee, plus specialement pour les problemes a grande echelle et les
problemes a matrice creuse. Cette methode utilise des directions de descentes conjuguees
evaluees a partir du gradient et du residu. Deux directions, Sl et SJ, sont dites conjuguees par
rapport a la matrice H si:
[5f]7H[^]=0 (2-48)
Dans les problemes d'optimisation, H est la matrice hessienne de la fonction objective.
Fletcher et coll. [1964] ont demontre que cette methode a des proprietes de convergence
quadratique lorsque qu'appliquee a des fonctions objectives quadratiques et lorsque la direction
de descente est minimisee exactement a chaque iteration. Elle offre une amelioration majeure par
rapport aux methodes du gradient simple tout en necessitant seulement un leger effort de calcul
supplementaire. Par la methode du gradient conjugue, les poids du reseau sont modifies a chaque




La direction de descente S(n) est determinee par:
1|G(")|1
S(n)=-G(n)+|j——j|S(n-l) (2-50)
ou G(n) et G(n-l) sont les gradients calcules a 1'iteration n et n-\.
Lorsque Ie pas de descente unidirectionnelle A(n) est egal a la vitesse d'apprentissage 77 et que Ie
1|G(")11
rapport des normes des gradients nj1^ /"ji de deux iterations successives est egal au terme de
momentum a, la methode du gradient conjugue formulee par les equations (2-49) et (2-50)
ressemble beaucoup a 1'algorithme de retro-propagation, equation (2-42).
Pour que les directions de descente demeurent vraiment conjuguees d'une iteration a 1'autre, la
recherche unidirectionnelle doit etre effectuee avec une tres grande precision. Neanmoins, apres
plusieurs iterations, les directions de descente peuvent devenir pratiquement paralleles ce qui
entraine la perte de la propriete de convergence quadratique. Pour remedier a cette difficulte,
Fletcher et coll. [1964] ont suggere de repartir la procedure en rempla9ant la direction de descente
S(n) par Ie gradient G(n) a toute les (t+1) iterations ou (t) est Ie nombre total de variables a
minimiser. Le choix de la precision de la recherche unidirectionnelle est un critere tres sensible
sur les performances de 1'algorithme. Un critere tres serre n'est pas necessairement optimum,
meme s'il permet de reinitialiser la procedure beaucoup moins souvent. D'un autre cote, une
recherche tres imprecise peut engendrer une direction de descente erronee, c'est-a-dire une
direction qui augmente la fonction objective.
Les methodes s'inspirant du gradient conjugue sont tres utilisees pour entrainer des
reseaux de neurones. Citons, entre autres, les travaux deNahas et coll. [1992] qui utilisent cette
approche pour 1'apprentissage de la dynamique de reacteurs chimiques. La methode du gradient
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conjugue decrite par Fletcher et coll. [1964] a ete utilisee par Leonard et coll. [1990] pour
entrainer des reseaux de neurones comme alternative a Palgorithme de retro-propagation. Les
methodes ont ete comparees sur deux exemples, Ie probleme du XOR et Ie probleme de
diagnostic de pannes presente parHoskin et coll. [1988]. Curieusement, la comparaison en terme
de temps de calcul necessaire pour converger entre la methode du gradient conjugue et
Palgorithme de retro-propagation n'est pas a 1'avantage de la premiere, puisque les deux
methodes ont produit des resultats similaires pour Ie probleme du XOR et que 1'algorithme de
retro-propagation a ete Ie plus performant pour Ie probleme de diagnostic.
Kinsella [1992] a etudie une variante de 1'algorithme du gradient conjugue qui evite la
recherche unidirectionnelle. La technique consiste a detenniner les directions conjuguees a partir
d'une approximation de la matrice hessienne que 1'on forcera a demeurer defmie positive par une
approche de type Levenberg-Marquardt. Lorsque la matrice hessienne est definie positive, on
peut localement remplacer la fonction a minimiser par une fonction quadratique. On trouvera
alors par un calcul direct Ie scalaire qui permet de minimiser cette fonction quadratique dans la
direction de conjuguee a la direction d'arrivee par rapport a la matrice hessienne.
Malheureusement, les resultats presentes avec cette approche sont moins interessants que ceux
obtenus par 1'algorithme traditionnel du gradient conjugue.
2.5.4 Methodes quasi-Newton
Lorsque Ron desire minimiser une fonction plus on a une idee precise de sa topologie,
plus on peut choisir une direction de descente efficace. En plus du calcul du gradient,
1'information la plus utile pour evaluer la topologie d'une fonction est la derivee seconde de la
fonction objective par rapport a chacun des parametres. Definissons d'abord la variation des
poids d'un reseau de neurones par rapport a une direction de descente :
^W{n)=^(n)S(n) (2-51)
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ou ^(n) est evalue par une recherche unidirectionnelle et ou la direction de descente est
determinee par:
1-1S(n) = -[H(n)r G(n) (2-52)
Bishop [1992] a public une procedure iterative qui pennet Ie calcul exact de la matrice
hessienne. Bien que cette procedure s'avere utile pour 1'evaluation des plages d'erreurs a la sortie
d'un reseau ou pour toute autre evaluation statistique du comportement d'un reseau, elle est tres
couteuse en temps de calcul et, par consequent, difficilement utilisable dans un algorithme
d'apprentissage d'un reseau de neurones.
Le calcul de la direction de descente donne par 1'equation (2-52) necessite Pinversion de
la matrice hessienne H(n) une procedure qui est tres fastidieuse a realiser a chaque iteration de la
procedure de minimisation. Les methodes quasi-Newton permettent de contoumer cette difficulte
en approximant directement la matrice hessienne inverse [H(n)] a partir des derivees premieres
de la fonction objective, G(n). Denis et coll. [1983] ont propose plusieurs formulations et ont
presente une tres bonne demonstration de la theorie qui a mene aux developpements des
methodes quasi-Newton. Ces methodes sont sans contredit les plus populaires en optimisation
sans contraintes. Plusieurs formules d'approximation ont ete developpees et les plus siuvent
mises en oeuvre sont BFGS (Broyden, Fletcher, Goldfarb, Shanno) et dans un ordre moindre, DFP
(Davidson, Fletcher, Powell). Seule la formule BFGS sera presentee ici.
Himmelblau [1990] a montre comment ecrire la matrice hessienne inverse approximee,
[ff(n)] , par la methode BFGS dans Ie cas d'un reseau de neurones.
i-l r rr/'— i i\i-l r rr/'—M-lA[ff(n)]-' = [H(n +1)]- - [ff(n)r (2-53)
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1-1r^r1 =[Ar(n) ~ W")]-lA(?(")][A^w]7' + [A^(n)][A^(n) - [^)]-1 AG(n)]7
[^G(n)]r^W<in) ^
[A^(n) - [HW A(?(n)]' AG(n) ^W(n) [A^(n)]'
[[^G(n)f^W(nm^G(n)]T MV(n)}
Watrous [1987] a compare les methodes BFGS et DFP a celles de retro-propagation et
du gradient simple avec recherche umdirectionnelle pour Pentramement de reseaux de neurones.
II a demontre, dans deux exemples, que Ie nombre d'evaluations de la fonction et du gradient
pour minimiser la norme euclidienne est nettement plus faible avec la methode BFGS.
L'inconvenient des methodes quasi-Newton consiste a devoir emmagasiner de 1'ordre de (Wf
valeurs a chaque iteration par rapport a (W) pour les methodes de gradient simple ou de gradient
conjugue; chaque iteration des methodes de quasi-Newton necessite plus de calcul que les
methodes de gradients. Lorsque la taille des reseaux est grande, Watrous [1987] et Nahas et coll.
[1992] considerent que cet inconvenient n'incite pas a utiliser des methodes quasi-Newton et que
ces methodes sont Umitees aux reseaux de taille moyenne. Pour remedier a cet inconvenient,
Becker et coll. [1988] ont propose une approximation tres simple de la matrice hessienne qui ne
considere que les tennes situes sur la diagonale. Cette approximation n'a pas reduit de fa9on
significative Ie temps necessaire pour optimiser les poids d'un reseau. Kollias et coll. [1989] ont
modifle la methode de Levenberg-Marquardt pour utiliser une approximation de la matrice
hessienne constituee des termes situes pres de la diagonale. Cette approximation conduit a
solutionner a chaque iteration un systeme lineaire qui peut etre resolu de fayon parallele.
Toutefois, lors de calculs en serie, la methode apporte peu d'avantage en terme de temps de calcul
par rapport a 1'algorithme de retro-propagation.
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3. UNE METHODE QUASI-NEWTON MODIFIEE POUR L'APPRENTISSAGE DES
RESEAUX DE NEURONES
3.1 Introduction
Plusieurs auteurs ont declare que les methodes quasi-Newton sont limitees aux reseaux
de neurones de dimension moyenne a cause de 1'espace memoire et du temps de calcul
necessaires pour effectuer la mise a jour de 1'approximation de la matrice hessienne ( Watrous
[1987], Nahas et coll. [1992] ). Ce chapitre presente des modifications a 1'approche classique des
methodes quasi-Newton, modification ayant pour but d'accelerer Ie temps necessaire a
Pentrainement d'un reseau de neurones et de reduire 1'espace memoire requis pour emmagasiner
P information a chaque iteration. Ces modifications consistent en de nouvelles approximations de
la matrice hessienne qui negligent certaines interactions du deuxieme ordre et qui sont construites
en tenant compte de la structure du reseau de neurones. De ces modifications, trois methodes
pour Foptimisation des poids d'un reseau de neurones sont developpees. Elles sont ensuite
comparees a d'autres methodes traditionnelles tels 1'algorithme de retro-propagation, Ie gradient
conjugue et la methode quasi-Newton BFGS.
3.2 Une formulation simplifiee de la matrice hessienne
Les trois methodes d'optimisation utilisees pour 1'apprentissage de reseaux de neurones
sont developpees a partir d'une simplification de termes dans 1'approximation de la matrice
hessienne, chacune d'elles negligeant un nombre different d'interactions en fonction de la
stmcture du reseau de neurones. Negliger des interactions du deuxieme ordre dans la methode
quasi-Newton se traduit par une direction de descente qui est moins efficace et done par une
augmentation du nombre d'iterations necessaires pour obtenir une solution. Cet effet va etre
compense par une reduction dans Ie temps de calcul demande pour renouveler 1'approximation de
la matrice hessienne et par une diminution de 1'espace memoire requis. En etudiant trois
differentes configurations, nous recherchons Ie meilleur compromis entre la dimension de la
matrice hessienne approximee et Ie temps de calcul necessaire pour optimiser les poids d'un
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reseau de neurones. Les mises a jour des approximations des matrices hessiennes se font par la
methode BFGS.
La premiere methode neglige les interactions du second ordre entre les poids des
differents niveaux d'un reseau de neurones et considere des matrices H independantes associees
a chaque niveau. Cette methode se nomme BFGS-L. Les travaux de Bishop [1992] ont montre
qu'il n'y a pas d'interaction entre les neurones de sortie d'un reseau, ce qui veut dire que la
matrice hessienne exacte est « creuse » par rapport aux poids de la couche finale. La seconde
methode s'inspire de ces resultats et modifle la methode BFGS-L en attribuant une matrice H
pour chaque neurone du niveau de sortie tout en conseryant une matrice H pour chaque niveau
intermediaire. Cette methode se nomme BFGS-M. La troisieme methode, nommee BFGS-N,
considere uniquement les interactions du deuxieme ordre entre les poids associes a un meme
neurone et evalue done des matrices H distinctes pour chaque neurone du reseau. Pour un reseau
de neurones qui a un seul neurone de sortie, les methodes BFGS-L et BFGS-M sont identiques.
Le reseau de neurones de la figure 3.1 a deux entrees, deux neurones dans la couche
cachee et deux neurones de sortie, ce qui fait un total de 12 poids en tenant compte des poids
associes au seuil d'activation. Pour ce reseau, la matrice H provenant de la methode BFGS
contient (12)2 = 144 elements; la methode BFGS-L en contient (6)2 + (6)2 = 72 ; la methode
BFGS-M en contient (6)2 + (3)2 + (3)2 = 54 ; la methode BFGS-N en contient (3)2 + (3)2 + (3)2 +
0iE
(3) = 36. Par exemple, la derivee seconde ,—^7^—, n'a pas a etre evaluee pour les methodes
SW^cW^
BFGS-L, BFGS-M et BFGS-N. Les matrices hessiennes approximees par les methodes
quasi-Newton sont toujours symetriques et done seule la partie triangulaire superieure doit etre
calculee. L'avantage d'associer des matrices H avec chaque niveau ou chaque neurone est la
reduction considerable de la matrice hessierme approximee resultante qui doit etre evaluee. La
figure 3.1 montre la dimension des matrices hessiennes provenant d'un reseau de neurones pour
les configurations suivantes : BFGS, BFGS-L, BFGS-M et BFGS-N.
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123 4 56789101112 23 4 56789101112
BFGS BFGS-L
23 4 56789101112 123 4 56789101112
BFGS-M BFGS-N
Figure 3.1 Structure des matrices hessiennes appliquees a un reseau de neurones pour quatre
methodes d'approximation.
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3.2.1 Formulation du vecteur de recherche
Dans ces 3 methodes. Ie calcul de la variation des poids est similaire a celui utilise dans
les methodes quasi-Newton. II differe seulement dans les elements choisis pour former Ie vecteur
gradient utilise dans 1'evaluation de 1'approximation de la matrice hessienne. Pour la methode
BFGS-L qui considere uniquement les interactions du deuxieme ordre entre les poids d'un meme
niveau, on defmit un vecteur gradient G^) qui a pour elements tous les G^) d'un meme niveau et
de la, on peut construire Ie gradient global du systeme comme etant:
G=[GW,GW] (3-1)
ou (r(l) contient [(x+1) h] elements et G{2) contient [(h+1) o] elements. Une direction de descente
est evaluee independamment pour chaque niveau par:
Sw (n) = -[H(L) (n)]-1 Gw (n) (3-2)
de telle sorte que la direction globale est definie par:
^=[5'(1),5'(2)] (3-3)
La variation des poids du reseau est toujours defmie par:
^W(n)=A(n)S(n~) (3-4)
Les deux matrices hessiennes H(]^ sont symetriques et de dimension [(x+1) h] et [(h+1) o] pour Ie
premier et Ie deuxieme niveau respectivement.
Definissons Gw (n) comme Ie vecteur gradient dont les elements sont tous les




Le gradient global du reseau est une combinaison des deux gradients G!<1) et GP) comme a
1'equation 3-1. Les gradients (7(1) contiennent (x+1) elements alors que ceux de G(2) en
contiennent (h+1). Une direction de descente est evaluee independamment pour chaque neurone
par:
SW(n)=-[HW(n)]-t Gw(n) (3-6)
Pour la methode BFGS-N, la direction globale de descente S est constituee de 1'assemblage de
directions de descente correspondantes aux neurones dans Ie reseau. L'ajustement des poids du
reseau s'effectue par 1'equation (3-4).
Pour la methode BFGS-M, la direction globale de descente, S, est construite par une
combinaison des deux methodes precedentes : un vecteur G(-^) qui a pour elements tous les Gff, du
premier niveau et un vecteur G(-^) tel que defini a 1'equation (3-5).
Un des avantages de ces methodes est que les approximations des matrices hessiennes
peuvent etre calculees independamment et done en parallele.
3.3 Comparaison de differentes methodes d'optimisation
Pour evaluer la performance des modifications proposees, six algorithmes sont compares
dans quatre exemples. Les six algorithmes sont retro-propagation (RP), Ie gradient conjugue
(GC), la methode quasi-Newton avec une mise a jour BFGS et les methodes quasi-Newton
modiflees avec respectivement les mises a jour BFGS-L (la mise a jour en fonction des niveaux),
BFGS-M (la mise a jour en fonction des niveaux caches et des neurones de sorties) et BFGS-N
(la mise a jour en fonction des neurones). L'algorithme retro-propagation utilise 1'ajustement
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periodique des poids, presente a 1'equation 2-42. L'algorithme du gradient conjugue est celui de
Fletcher et coll. [1964] avec une reinitialisation de la direction de descente a tous les (t+1)
iterations ou t est Ie nombre de variables a minimiser. Le pas de descente lk(n) est evalue avec
une precision relative de 10 a 1'aide de la methode de recherche unidirectionnelle du nombre
d'or (Edgar et coll. [1988]). Pour les algorithmes quasi-Newton et quasi-Newton modifies, Ie pas
de descente est evalue par une recherche unidirectionnelle qui respecte Ie critere d'Armijo
(Armijo [1966]). De plus, il n'y a pas de correction appliquee lorsque les matrices hessiennes ne
sont pas definies positives, une procedure qui consomme trop de temps de calcul. A la place,
lorsque les matrices hessiennes approximees deviennent non-definies positives, elles sont
remplacees par la matrice identite. Une fonction d'activation sigmoi'de (equation 2-27) est
utilisee pour tous les reseaux de neurones. Pour effectuer les comparaisons entre les differents
algorithmes, dix ensembles de poids initiaux sont generes aleatoirement et les six algorithmes
utilisent chacun des ensembles initiaux. Les calculs sont faits avec un ordinateur Unix IBM
RS/6000 a 1'exception du premier exemple, Ie test XOR, qui est fait avec un ordinateur PC-486
66 Mhz. Les algorithmes programmes pour Ie systeme IBM RS/6000 appellent les sous-
programmes d'algebre lineaire BLAS qui permettent d'augmenter considerablement les
performances des operations algebriques pour les grands systemes lineaires. La codification
inteme de ces sous-programmes est speciflque a chaque plate-forme et est optimisee pour obtenir
les meilleures performances possibles en fonction des caracteristiques de 1'architecture de
Pordinateur.
3.3.1 ExempleduXOR
Le premier exemple est Ie test du « ou exclusif» connu sous Ie nom anglais de XOR.
Get exemple est devenu celebre a la fm des annees soixante lorsqu'un article de Minsky et coll
[1969] a demontre que les reseaux de neurones de 1'epoque etaient incapables de classer des
systemes fort simples comme Ie «ou exclusif». Cet article a eu pour effet de ralentir
considerablement les recherches dans Ie domaine des reseaux de neurones, et il fut tout a fait
normal lors de la resurgence des activites de recherche au debut des annees quatre-vingt de
s'attaquer prioritairement a la resolution de ce probleme.
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C'est un exemple de classification qui consiste a apprendre la table de verite du « ou
exclusif». Le tableau 3.1 presente les valeurs utilisees pour 1'apprentissage. Afm de ne pas
saturer la fonction sigmoide, les valeurs de sorties Y dans la table de verite sont remplacees par
[0.1]et[0.9].
















Le reseau de neurones utilise possede deux neurones dans la couche cachee. Dans cet
exemple, un ensemble de poids W est considere une solution lorsque la valeur de la fonction
objective E est inferieure a 10'5. L'ensemble de poids a ajuster comprend 9 elements. Pour
1'algorithme de retro-propagation, la vitesse d'apprentissage ri et Ie momentum a sont fixes
respectivement a 0.7 et 0.9. Comme cet exemple n'a qu'un neurone a la couche de sortie, les
algorithmes BFGS-L et BFGS-M sont identiques.
Le tableau 3.2 rapporte Ie nombre de cas qui ont converge a partir des dix ensembles
initiaux de poids, Ie nombre d'iterations, Ie temps de calcul et Ie nombre d'elements des matrices
hessiennes. Les cas pour lesquels Ie critere d'arret n'est pas rencontre apres 2000 iterations sont
consideres comme ne convergeant pas et sont exclus des statistiques.
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Lorsque Ron compare Ie nombre d'iterations les methodes GC, BFGS-L (BFGS-M) et
BFGS-N ont des resultats similaires. Par contre, Ie temps requis pour une iteration est beaucoup
plus faible pour la methode du gradient conjugue et cette demiere obtient done des temps de
calcul de 3 a 3.5 fois inferieure. L'algorithme de retro-propagation a des resultats comparables en
terme de temps calcul a ceux obtenus par les methodes BFGS-L et BFGS-N bien qu'il demande
quatre fois plus d'iterations. L'algorithme BFGS n'est pas performant lorsque 1'on compare Ie
nombre d'iterations ou Ie temps de calcul. Les mauvaises performances de 1'algorithme BFGS
pour cet exemple proviennent du fait que 1'approximation de la matrice hessienne est souvent
non-definie positive. Dans ces situations, la matrice hessienne est remplacee par la matrice
identite, ce qui reduit la methode quasi-Newton a une methode de gradient simple et augmente
done Ie nombre d'iterations necessaire sans pour autant diminuer la charge de calcul pour chaque
iteration.
La comparaison du nombre de cas converges est curieuse. Plusieurs methodes ont
obtenue un tres faible pourcentage de cas converges et seul la methode de retro-propagation et la
methode BFGS-N ont des resultats satisfaisants. Cela est en grande partie cause par la faible
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valeur de la fonction E qui est retenue pour considerer qu'un ensemble de poids converge vers
une solution et que cet exemple est truffe de minimums locaux qui sont situes a une valeur de la
fonction objective superieure au critere d'arret. Pour ce reseau de neurones de petite taille la
reduction du nombre d'elements des matrices hessiennes (de 81 a 27) n'est pas appreciable.
3.3.2 Exemple de diagnostics de pannes
Le deuxieme exemple est tire des travaux d'Hoskin et coll. [1988] qui ont utilise un
reseau de neurones pour diagnostiquer des pannes dans une serie de trois de reacteurs CSTR dans
lesquels a lieu une reaction du second oTdreA=^B. Les trois reacteurs operent de fa9on
isotherme et a un debit volumique constant. Six variables d'etat du systeme sont utilisees comme
indicateurs de pannes a 1'entree du reseau : debit volumique, temperature et concentration des
composes A et B a Pentree et a la sortie des reacteurs. Six pannes possibles qui impliquent Ie
debit volumique, la temperature et la concentration du compose A a 1'entree des reacteurs
correspondent a la sortie du reseau de neurone. Le tableau 3.3 presente 1'ensemble
d'entramement des douze modeles d'Hoskin et coll. [1988].
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Pour cet exemple, les valeurs de sortie sont fixees a [0.9] ou [0.1] selon qu'elles
representent une forte ou une faible probabilite. Leonard et coll. [1990] ont utilise Ie meme
exemple pour comparer 1'efficacite de 1'algorithme de gradient conjugue par rapport a
1'algorithme de retro-propagation utilise par Hoskin et coll. [1988]. Les resultats ont demontre
que Ie gradient conjugue ne constitue pas une reelle amelioration lorsque Ie temps de calcul est
compare. Les resultats des deux groupes ont montre que, pour 1'algorithmeretro-propagation, Ie
nombre d'iterations minimal est obtenu avec une configuration de six neurones dans la couche
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cachee et des valeurs de r| et a flxees respectivement a 0.65 et 0.9 . Ces valeurs seront done
utilisees dans la presente etude. Le critere d'arret utilise parHoskin et coll. [1988] et par Leonard
et coll. [1990] est Ie suivant: 1'erreur absolue sur toutes les valeurs de 1'ensemble d'entramement
est inferieure a 10 ou la fonction£' change par un facteur de mo ins de 10'7 entre deux iterations
successives. Dans ces conditions, les auteurs ont obtenu respectivement des moyennes sur dix
essais de 34 et 31.5 iterations. En utilisant les memes criteres d'arret nous avons obtenu une
moyenne de 30.4 iterations. Leur critere d'arret est inapproprie pour comparer differents
algorithmes sur une base de temps de calcul, et il est remplace dans cette etude par un critere
global qui consiste a minimiser la fonction objective E a une valeur inferieure a 10'1. Le nombre
de poids w que contient Ie reseau est de 84. Les resultats des differents algorithmes pour cet
exemple sont presentes au tableau 3.4















































Les resultats montrent qu'a 1'exception de 1'algorithme BFGS-L, toutes les methodes
sont superieures a 1'algorithme retro-propagation si 1'on compare Ie temps de calcul ou Ie nombre
d'iterations. Sur une base de temps de calcul, Palgorithme Ie plus performant est BFGS-M alors
que les methodes BFGS, BFGS-N, GC et BP ont des temps relatifs qui varient de 1.39 a 1.63. De
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plus, il demande d'emmagasiner seulement Ie tiers des elements de la matrice hessienne
complete. Lorsque 1'ensemble des interactions du deuxieme ordre est considere pour les poids de
la couche finale ( methodes BFGS-L vs. BFGS-M), Ie nombre d'iterations double (443 vs. 264).
Ce resultat a priori surprenant n'a ete observe dans aucun autre exemple. II est associe a la
procedure de mise a jour de la matrice hessienne approximee par la methode BFGS. Dans un
reseau de neurones, Bishop [1992] a montre que la matrice hessienne est creuse pour les
interactions du deuxieme ordre entre les poids de differents neurones de la couche finale. Les
methodes quasi-Newton, telle BFGS, ne respectent pas necessairement cette propriete du reseau
en approximant la matrice hessienne et peuvent introduire artificiellement des interactions entre
ces neurones. Ce phenomene est surement amplifie lorsque 1'on ne considere pas 1'ensemble des
interactions comme dans la methode BFGS-L et cela peut, dans certains cas, modifier
suffisamment la nature de la matrice hessienne approximee pour la rendre semi-definie positive et
forcer Ie remplacement de F approximation par la matrice identite. C'est ce qui s'est produit dans
cet exemple de sorte que 1'algorithme BFGS-L se comporte comme une methode de descente
directe qui demande beaucoup plus d'iterations.
3.3.3 Exemple du bioreacteur
Le troisieme exemple consiste en la modelisation d'un systeme a la dynamique
complexe. II s'agit d'un reacteur bien melange a alimentation continue (CFSTR) dans lequel se
produit une culture de cellules dont la croissance est inhibee par une trop grande concentration de
substrat. Agrawal et coll. [1982] presentent Ie modele de ce systeme ainsi que 1'analyse de la
dynamique. Ce meme exemple est utilise au chapitre 5 comme banc d'essai du controleur
adaptatifpar entrainement specialise.





=-C,+Da C, (l-C^) e/Y
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rfc2 ^ ,^ ^ !+/? c,
^=-c-+z)ac-TT/T^(l-c-)e/r
et ou Q et C^ sont respectivement la masse adimensionnelle des cellules et la conversion de
substrat, R est un parametre relie au coefficient de rendement, y est un parametre relie au taux
speciflque de croissance maximal, Da, la variable manipulee, est Ie nombre de Damkohler. Ce
nombre est egal au rapport du taux speciflque de croissance aux concentrations d'entree sur Ie
taux de dilution dans Ie reacteur. Le temps de sejour adimensionnel T est Ie produit du temps et
du taux de dilution. Lorsque R est egal a 0.02 et y est egal a 0.48, une bifurcation de Hopf se
produit a un point Da=1.21 au-dela duquel Ie systeme se developpe vers un cycle limite.
Le reseau de neurones est utilise pour modeliser la dynamique du precede dans Ie regime
d'operation de Da appartenant a [1.2-2.0]. L'ensemble d'entrainement de quarante presentations
a ete developpe en generant un signal aleatoire de la variable Da dans la region correspondante
(figure 3.2) et en integrant Ie modele avec un pas d'integration de T = 0.1, a partir d'un point
initial Da=1.6 et des conditions d'equilibre correspondantes pour Q et C^ . La structure du
reseau est faite : d'une couche de neuf entrees qui correspondent a.Da, C} et C^ aux temps (T),
(T -7) et (T -2) ; d'une couche cachee de trente neurones; d'une couche de sortie de deux
neurones qui predisent Cy et Q a (T +1). Un ensemble de poids est considere comme converge
lorsque 1'erreur totaled est inferieure a 10 . Avec les 362 elements qui Ie compose, ce reseau est
de taille moyenne. Pour 1'algorithme retro-propagation, les meilleurs resultats ont ete obtenus
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Figure 3.2 Graphiques des donnees d'entramement pour Ie modele du bioreacteur.
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Le tableau 3.5 presente les resultats pour Pexemple du bioreacteur. Les essais pour
lesquels les methodes n'ont pas converge en moins de 2000 iterations ( 20 000 pour BP ) sont
exclus des statistiques. L'analyse de la moyenne des iterations pour les methodes quasi-Newton
montre que plus il y a d'elements inclus dans 1'approximation de la matrice hessienne plus la
methode est performante. Toujours en fonction du nombre d'iterations, la methode du gradient
conjugue se situe entre les methodes BFGS-M et BFGS-N. Comme Ie temps necessaire pour
effectuer une iteration varie beaucoup d'une methode a Pautre, les resultats les plus significatifs
sont observes en comparant Ie temps moyen pour obtenir une solution. Le meilleur resultat
provient de la methode BFGS-N suivie de pres de la methode BFGS avec un temps relatif a la
methode precedente de 1.11 et ce bien que la methode BFGS prenne en moyenne quatre fois
moins d'iterations que la methode BFGS-N. Toutes les methodes quasi-Newton se sont averees
plus performantes que la methode du gradient conjugue ou 1'algorithmeretro-propagation qui ont
des temps relatifs moyens de 3.6 et 6.4 respectivement. Dans la configuration du reseau de
neurones utilisee, la reduction du nombre de termes inclus dans 1'approximation de la matrice
hessienne entire les methodes BFGS et BFGS-N est tres importante avec un rapport de 26.6. Les
gains en espace pour les methodes BFGS-L et BFGS-M sont plus marginaux.
















































3.3.4 Exemple de 1'analyse de spectres d'absorptiometrie ultraviolette multi-longueur d'onde
L'analyse spectrale est un domaine d'etude qui pose des defis interessants pour les
reseaux de neurones. Leurs grands nombres d'elements a analyser et leurs caracteristiques
hautement non lineaires en font des exemples tout a fait appropries pour la comparaison des
methodes cTentrainement des reseaux de neurones. Dans cet exemple, un reseau de neurones est
utilise pour correler des spectres d'absorptiometrie ultraviolette multi-longueur d'onde d'eaux
usees a des parametres de qualite de 1'eau comme les solides en suspension (SS) et la demande
chimique en oxygene (DCO). Thomas et coll. [1990] ont demontre que plusieurs parametres de
qualite de 1'eau sont relies au spectre Pabsorptiometrie ultraviolette dans les longueurs d'onde de
200 a 350 nm. Ces spectres sont hautement influences par la presence de composes chimiques
dans les eaux tels les nitrates, Ie chrome et les phenols. Par une analyse mathematique des
spectres, Thomas et coll. [1990] sont arrives a predire, avec une bonne precision, la concentration
de ces produits. Plus recemment Renard [1995] a etudie 1'utilisation de reseaux de neurones pour
produire un modele qui estime, a partir d'un spectre d'absorptiometrie ultraviolette, des
parametres de qualite des eaux comme la demande biologique en oxygene (DBO), la DCO, Ie
carbone organique total (COT) et les solides en suspension. Ces reseaux de neurones sont de tres
grande dimension puisque Ie spectre utilise a 1'entree est parfois discretise en 150 longueurs
d'onde.
La figure 3.3 presente deux courbes types utilisees dans cette etude correspondant aux
valeurs de SS et de DCO associees. Le reseau de neurones contient cinquante et une entrees,
chacune representant Pabsorptiometrie a une longueur d'onde du spectre 200-350 nm, vingt
neurones caches et deux neurones de sortie indiquant la mesure de solides en suspension et la
mesure de DCO des echantillons d'eau. Ce reseau de grande taille contient 1082 elements a
ajuster. L'ensemble d'entrainement est fait de quinze spectres qui couvrent des plages de SS de 8
a 436 mg/1 et de DCO de 25 a 888 mg/1 03. Les calculs sont arretes lorsque 1'erreur totaled est
inferieure a 10 . La vitesse d'apprentissage T| et Ie momentum a pour Palgorithme de retro-







Exemple de deux spectres d'absorption utilises pour 1'identification des solides en
suspension (SS) et de la demande chimique en oxygene (DCO) d'eaux usees.
: SS = 182 mg/1; DCO = 633 mg/1 02
: SS = 68 mg/1 ; DCO = 199 mg/10^
Les resultats de ces essais sont presentes au tableau 3.6. Les cas qui n'ont pas converge
en mains de 3 000 iterations (50 000 pour BP) sont exclus des statistiques. Le nombre
d'iterations moyen necessaire pour les trois variantes de la methode quasi-Newton proposees sont
sensiblement les memes et sont pres du double du nombre d'iterations que demande la methode
BFGS. Les methodes du gradient conjugue et de retro-propagation necessitent passablement plus
d'iterations. Lorsque les temps de calculs sont compares, c'est la methode BFGS-N qui est de
loin la plus rapide avec un temps relatif 2.5 fois inferieur a la methode du gradient conjugue.
Pour les trois methodes qui emmagasinent des approximations de la matrice hessienne
considerable, BFGS, BFGS-L et BFGS-M, Ie temps de calcul par iteration est important puisque
la gestion de la memoire pour les grandes matrices diminue de fa^on importante 1'efficacite des
calculs meme lorsque les programmes emploient des sous-programmes performants de calcul
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algebrique. II est interessant de constater que, dans cet exemple, 1'algorithmeretro-propagation
n'est pas beaucoup plus lent que les methodes BFGS-L et BFGS-M. En ce qui a trait a Fespace
memoire utilise avec la methode BFGS-N, il est d'environ un vingtieme de celui que necessitent
les autres methodes quasi-Newton essayees.
















































3.3.5 Analyse des performances des nouvelles methodes
Trois modifications a 1'approche quasi-Newton classique, les methodes BFGS-L, BFGS-
M et BFGS-N, ont ete presentees aux sections precedentes. Ces differents exemples ont montre
que les hypotheses supportant ces methodes sont justes et que les resultats obtenus en terme de
temps de calcul rendent ces approches attrayantes. Lorsque les reseaux de neurones a entrainer
sont de taille moyenne ou grande (w > 300), la methode BFGS-N, qui considere uniquement les
interactions du deuxieme ordre pour les poids arrivant a un meme neurone, est plus performante
que la methode BFGS, la methode du gradient conjugue et 1'algorithme retro-propagation. Elle
apporte une amelioration majeure en terme de temps de calcul. Ce gain est obtenu sans une
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augmentation majeure de 1'espace memoire requis par rapport aux methodes de gradient conjugue
et retro-propagation. De plus, il n'y a pas de parametres de convergence a ajuster comme dans
1'algorithme de retro-propagation. A 1'exception de 1'exemple de diagnostic de pannes dans trois
reacteurs en serie ou la methode BFGS-M s'est avere Ie plus rapide, les methodes BFGS-L et
BFGS-M, dans les configurations de reseaux de neurones essayees, ne presentent pas un
compromis interessant en terme d'espace memoire et de temps de calcul. De fait, la methode
BFGS-L semble de peu d'interet puisque Palgorithme BFGS-M represente toujours un meilleur
compromis. Cette demiere contient une stmcture pour la couche finale ayant moins d'elements.
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4. CONTROLE DE PROCEDE PAR RESEAUX DE NEURONES
4.1 Introduction
Ce chapitre presente une revue des differentes approches utilisees pour trouver un
modele dynamique d'un precede par des reseaux de neurones. Vient ensuite une revue des
techniques de controle de precedes de genie chimique qui utilisent des reseaux de neurones.
Cette revue se limite aux precedes qui sont continus. La demiere partie presente 1'algorithme de
controle adaptatif par entrainement specialise de reseaux de neurones, aussi appele controleur
neuronal adaptatif.
4.2 Revue de Putilisation de reseaux de neurones pour 1'identification d?un procede
U identification d'un procede est la procedure par laquelle la dynamique d'un systeme
est modelisee a partir d'un ensemble de donnees compose de valeurs d'entree-sortie du systeme.
L'etape d'identification est une composante importante du design des politiques de controle de
precede. De plus, plusieurs algorithmes de controle utilisent directement un modele de la
dynamique du precede. Plusieurs travaux ont montre que les reseaux de neurones a propagation
avant sont un outil de modelisation non lineaire tout a fait indique pour proceder a 1'identification
d'un systeme (Narendra et coll. [1990], Bhat et coll. [1990], Ydstie [1990], Thibault [1991],
Nahas et coll. [1992], Latrille et coll. [1994]).
Les reseaux de neurones peuvent etre vus comme des approximateurs non lineaires
universels (Hecht-Nielsen [1989]). Pour 1'identification d'un procede, ils sont utilises pour
etablir la relation entre les sorties d'un systeme a un temps present et les entrees et sorties aux
temps precedents. De par leur structure, les reseaux de neurones etablissent Ie « modele » et ses
parametres lors de la phase d'apprentissage. Pour les systemes dont la dynamique est complexe,
il est souvent necessaire en travaillant avec des techniques comme NARMAX d'utiliser plusieurs
modeles (Chen et coll. [1989]) pour couvrir 1'ensemble du domaine dynamique alors qu'un seul
reseau avec suffisamment de neurones dans la couche cachee est toujours adequat. Comme les
reseaux de neurones sont hautement non lineaires, ils sont par ailleurs en mesure de capter
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beaucoup plus la dynamique d'un procede que les methodes basees sur des techniques de
convolution lineaire ou les techniques ARMA « autoregressive moving average ».
Plusieurs travaux ont compare la qualite de 1'identification d'un systeme obtenue par un
reseau de neurones a celle d'autres approches. Des comparaisons avec la methode ARMA ont ete
faites par Bhat et coll. [1990] et Psichogios et coll. [1991] et avec la methode NARMAX par
Chen et coll. [1990], Thibault [1991] et Seborg [1994]. Dans tous ces travaux, les reseaux de
neurones se sont averes plus performants en tenne de la qualite du modele dynamique qu'ils
foumissent
Un modele dynamique qui predit 1'etat du systeme a la prochaine periode d'echantillonnage est
appele « modele predictif a un pas en avant». Les reseaux de neurones a propagation avant
entierement connectes, tels que defmis a la Figure 2.1, sont tout a fait adaptes pour etablir des
modeles predictifs a un pas en avant. Sur la Figure 4.1 on peut voir la configuration generale de
la modelisation directe de la dynamique d'un precede qui a une variable mesuree y et une variable
manipulee u (systeme S.I.S.O. « single input and single output ») . Le vecteur d'entree du reseau
est compose de valeurs passees d'entrees et de sorties du systeme alors que Ie vecteur de sortie
predit 1'etat du systeme au prochain pas en temps. La variable d est Ie nombre de pas en temps
qui couvre Ie retard du precede, (n+1) represente Ie nombre d'echantillons de la variable de sortie
du precede, et (m+1) est Ie nombre d'echantillons de la variable manipulee. La fonctionF etablit
la correspondance entre 1'entree et la sortie du reseau et est deflnie par:
y{t+\)=F[y{t\...,y{t-n\u{t-d\..^t-d-m)\ (4-1)
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Figure 4.1 Schema general de la modelisation directe de la dynamique d'un precede, d est Ie
nombre de pas en temps qui couvre Ie delai du precede, (n+1) est Ie nombre
d'echantillons de la variable de sortie du precede; et (m+1) est Ie nombre
d'echantillons de la variable manipulee.
L'ensemble d'entrainement est constmit a partir d'une fenetre d'obseryation (Figure 4.2)
glissant sur les evolutions dynamiques enregistrees. Cette fenetre est appelee 1'horizon
d'obseryation. Le choix des valeurs d,m, et n est dicte par la nature du systeme a modeliser. Le
choix de d est souvent Ie plus simple a evaluer puisque 1'on a en general une boime idee du delai
inherent a un precede; par contre il n'existe pas de methode sure pour ti-ouver la meilleure
combinaison de m et de n. On peut toutefois utiliser les resultats qui proviennent des approches
lineaires ARMA qui sont basees sur 1'hypothese qu'un systeme S.I.S.O. non lineaire de N
variables d'etats peut etre reconstruit a partir de N valeurs d'entrees et de sorties, soit
^+1 = ^+1 = AT(Narendra et coll. [1990]).
L'exemple qui est illustre se rapporte aux situations qui sont frequentes en controle de
precedes ou seules les variables controlees et les variables manipulees sont mesurees. Dans les
cas ou d'autres variables mesurees ayant une relation avec la dynamique du systeme sont









Figure 4.2 Fenetre d'observation pour constituer les valeurs d'entramement
Pour constituer Ie fichier d'entrainement, il est tres important d'avoir des valeurs qui
refletent Ie plus possible Ie domaine et la dynamique dans lesquels Ie systeme va evoluer; par
exemple s'assurer de bien couvrir toute la plage d'operation et d'avoir des variations entre deux
iterations qui refletent Ie comportement dynamique du precede; si la variable manipulee du
controleur n'est pas autorisee a varier de plus de 20 %, cela devrait se refleter dans les valeurs
d'entramement. Les valeurs d'entrainement peuvent provenir de plusieurs sources comme d'une
succession d'echelons en boucle ouverte, une variation aleatoire des variables manipulees ou la
reponse d'un systeme a un signal P.R.B.S. (pseudo-random binary sequence).
Les reseaux de neurones a propagation avant peuvent aussi etre entraines pour etablir Ie
modele inverse de la dynamique d'un systeme, c'est-a-dire determiner a partir de 1'etat present et
passe du systeme quelle est la commande u(t+l) qui amenera Ie systeme vers une consigne
y\t+d+l) (Figure 4.3). La variable d est Ie nombre d'iterations qui couvre Ie delai du precede,
(n+1} represente Ie nombre d'echantillons de la variable de sortie du precede, et (m) est Ie
nombre d'echantillons de la variable manipulee. Une fonction G qui etablit la correspondance
entre 1'entree et la sortie du reseau peut done etre definie comme:
u(t)=G[y*(t+d+l~),y{t),...,y(t-n),u(t-l),...,u(t-m)} (4-2)
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Figure 4.3 Schema general de la modelisation de la dynamique inverse d'un precede.
y (t+d+1) est la valeur desiree du precede apres un delai de d periodes
d'echantillons ; (n+I) est Ie nombre d'echantillons de la variable de sortie du
procede ; et (m) est Ie nombre d'echantillons de la variable manipulee.
L'ensemble d'entrainement pour les modeles inverses est aussi constmit a partir d'une
fenetre d'observation et les memes soins doivent etre apportes dans les methodes utilisees pour
obtenir ces valeurs. Psichogios et coll. [1991] notent que, de par la nature meme des procedes, il
est en general plus difficile de bien choisir 1'approche pour constitier 1'ensemble d'entramement
des modeles inverses que pour constituer 1'ensemble d'entrainement des modeles directs.
Certaines situations demandent un modele dynamique qui predit Ie comportement du
systeme pour plusieurs periodes d'echantillonnage a venir. C'est Ie cas lorsque 1'on utilise un
modele dans une structure de controle predictif a plusieurs pas en avaat ou lorsque 1'on veut
controler 1'etat final d'un procede batch ou semi-batch. Les reseaux de neurones a propagation
avant peuvent etre stmctures de plusieurs fa9ons pour etablir ces modeles. L'approche la plus
commune consiste a introduire dans Ie vecteur d'entree du reseau de neurones les predictions des
iterations precedentes et a iterer Ie nombre de fois necessaire pour couvrir la periode desiree.
Cette approche est souvent appelee «recurrence exteme » (Su et coll. [1992]) puisqu'il n'y a
aucun lien recurrent a 1'interieur du reseau de neurones. L'entramement de ces reseaux est un peu
delicat. L'approche de Narendra et coll. [1990] appelee « approche parallele » est une technique
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d'identification qui consiste a entrainer Ie reseau de la meme fa^on dont il sera utilise par la suite,
c'est-a-dire par un ajustement continu des poids a chaque nouvelle presentation. L'entramement
des reseaux suivant 1'approche parallele pose souvent des difficultes. Selon Thibault et coll.
[1992], 1'experimentation a montre qu'il est tres difficile cPobtenir un modele par 1'approche
parallele a partir de poids initiaux determines aleatoirement. On peut facilement Ie concevoir car
lors des iterations initiales d'optimisation des poids du reseau, les predictions du modele peuvent
etre tres eloignees des valeurs souhaitees et ces memes predictions sont reinserees a 1'entree du
reseau. Thibault et coll. [1992] proposent plutot de faire une premiere optimisation en
rempla^ant dans Ie vecteur d'entree du reseau les valeurs predites par Ie modele par des valeurs
du systeme et d'utiliser les poids ainsi obtenus comme estimation de depart pour 1'approche
parallele ; c'est 1'approche queNarendra et coll. [1990] ont nommee « serie-parallele ». Latrille
et coll. [1994] ont utilise cette technique d'apprentissage avec succes pour la prediction du temps
final d'une fermentation de produit laitier.
Les reseaux de neurones recurrents sont une autre approche prometteuse pour etablir des
modeles predictifs a plusieurs pas en avant. Ces reseaux different des reseaux de neurones a
propagation avant entierement connectes : ils incluent des liens pour la retropropagation en plus
des liens entre les neurones pour la propagation avant; et certains neurones sont auto-excites,
c'est-a-dire que la sortie est redirigee vers 1'entree. La description plus approfondie de ces
modeles sort du cadre de notre etude, mais on peut trouver chez Su et coll. [1992] et chezYou et
coll. [1993] d'excellentes analyses.
4.3 Revue de litterature sur 1c controle de procedes a 1'aide de reseaux de neurones
Une grande quantite d'articles publies portent sur 1'utilisation de reseaux de neurones
dans des algorithmes de controle de procedes. Une revue exhaustive a ete presentee par Thibault
et coll. [1992]. Ceux qui sont presentes dans cette revue sont choisis de fa9on a illustrer les
differentes tendances en mettant 1' accent sur les applications reliees au genie chimique. Cette
section est divisee en trois parties: la premiere presente les definitions des termes et des symboles
utilises ; la seconde etudie les algorithmes de controle utilisant les reseaux de neurones comme
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modele direct de la dynamique du precede ; et la demiere presente des algorithmes de controle
employant les reseaux de neurones comme modele inverse c'est-a-dire produisant une commande
directe au precede.
4.3.1 Definitions des termes et des symboles
Sur la Figure 4.4, on peut voir Ie schema d'un procede et de son controleur. Le procede
a une variable mesuree y et une variable manipulee u (systeme S.I.S.O.) dont la valeur est
determinee par Ie controleur. La consigne du systeme^ est envoyee au controleur alors que les
perturbations extemes s'additionnent a la sortie du procede pour produire Veiaty. Dans une
structure de coordonnees de temps discretes, la consigne ysp(t) est envoyee au controleur et la
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Figure 4.4 A) Definition des symboles d'une structure de controle S.I.S.O.; ysp est la
consigne, u la commande du controleur,^ une perturbation exteme ety 1'etat du
systeme.
B) Definition des coordonnees de temps pour les algorithmes dans Ie domaine
discret.
Plusieurs approches modemes de controle de procede, appartenant a la famille du
controle par modele predictif, sont souvent utilisees en conjonction avec des reseaux de neurones.
Les grandes lignes de cette famille de controleur ainsi qu'un des membres les plus populaires, Ie
controle par modele inteme, seront done brievement presentes.
La strategic de controle par modele inteme (IMC) a ete formulee de fa9on rigoureuse par
Garcia et coll. [1982] (Figure 4.5). Us ont montre que, pour un systeme lineaire stable en boucle
ouverte, Ie controleur ideal est tout simplement 1'inverse du procede. Le controleur ainsi calcule
n'est pas toujours realisable. Us proposent done de factoriser Ie modele lineaire et de ne garder
pour 1'inversion que les termes qui ne contiennent pas de retards ou de zero hors du cercle
unitaire, done les composantes qui sont en minimum de phase. Le controleur resultant est tout de
meme Ie meilleur controleur possible en fonction de la somme du carre des erreurs puisque les
termes exclus du controleur sont inherents a la physique du procede et ne peuvent etre elimines
par aucune procedure de controle. Pour aj outer de la robustesse au controleur, un filtre passe bas
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est presque toujours ajoute a 1'entree. Economou et coll. [1986] ont etendu les resultats deGarcia
et coll. [1982] pour les systemes non lineaires. Us ont demontre que les memes proprietes
rendant Ie controle par modele inteme interessant pour les systemes lineaires se transposent pour
les systemes non lineaires. Principalement, un systeme stable en boucle ouverte peut etre stabilise
en boucle fermee en construisant un controleur base sur la pseudo-inverse du modele non lineaire.
perturbation
(p)










Figure 4.5 Schema de la structure de controle par modele inteme (IMC)
Les methodes regroupees dans la famille des controleurs par modele predictif (MPC)
partagent toutes Futilisation directe d'un modele explicite identifie de fa9on independante a
1'operation du controleur (Figure 4.6). Ce modele est utilise pour predire 1'impact des
mouvements des variables manipulees sur 1'etat futur du systeme. Garcia et coll. [1989] font une
excellente revue des principales methodes qui peuvent etre regroupees sous la denomination de
controle par modele predictif. Ces methodes se distinguent selon qu'elles utilisent un modele
lineaire ou non lineaire, qu'elles controlent une ou plusieurs variables, qu'elles font des
predictions d'un ou de plusieurs pas de temps en avant, qu'elles incluent de fa^on implicite des
contraintes sur les variables mesurees ou manipulees ou qu'elles minimisent une fonction
objective provenant de la nonne-1, de la norme-2 ou de lanonne-oo. Les plus connues sont Ie
controle par matrice dynamique (DMC) de Cutler et coll. [1979], Ie controleur predictif non
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lineaire multipas (MNPC) de Brengel et coll. [1989] et Ie controle par modele inteme (IMC) de
Garcia et coll. [1982]. Garcia et coll. [1989] ont demontre que Ie controle par modele inteme est
un cas particulier du controle par modele predictif et pouvait etre reformule sous la forme de













Figure 4.6: Schema general de la structure des controleurs par modele predictif (MPC); M est
1'horizon des variables manipulees et NYhonzon des variables controlees.
La plupart de ces techniques utilisent un horizon mobile de plusieurs pas
d'echantillonnage en avant qui permet d'estimer la meilleure sequence de variables manipulees a
implanter. A chaque periode d'echantillonnage, tout Ie processus d'optimisation est effectue et la
premiere commande evaluee est implantee. Les approches multipas ont 1'avantage de pouvoir
controler un systeme instable en boucle ouverte ou un systeme en non-minimum de phase, deux
cas que les techniques predictives a un pas ne peuvent pas trailer implicitement. Garcia et coll.
[1982] ont montre qu'avec Ie controle par modele inteme, on doit d'abord stabiliser Ie systeme
avec une boucle traditionnelle en retroaction avant cPimplanter Ie controleur IMC. De plus, on ne
peut controler un systeme en non-minimum de phase avec un predicteur a un pas que si Ie temps
d'inversion du systeme est inferieur a la periode d'echantillonnage.
Ces algorithmes utilises en temps reel demandent une grande puissance de calcul et
sont done generalement limites aux procedes ayant de fortes valeurs ajoutees.
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4.3.2 Controleur avec modele direct du systeme
Ydstie [1990] utilise un reseau de neurones comme modele dynamique du systeme dans
une structure de controle predictif a un pas en avant pour controler une simulation d'une reaction
du deuxieme ordre entre du thiosulfate de sodium et du peroxyde d'hydrogene dans un reacteur
CSTR. Cette approche compare la consigne avec la prediction du modele et trouve par iteration
avec Ie reseau de neurones la commande qui amene Ie systeme au point de consigne.
Parallelement a la phase prediction-controle, Ie reseau est entraine en continu pour capter la
dynamique du systeme, ce qui en fait une approche de controle adaptatif.
Dans les simulations presentees, la variable manipulee prend instantanement la valeur
voulue. L'apprentissage est toujours fait a partir de la meme sequence de variations de consigne.
Comme il est aussi d'usage en controle adaptatif linaire, 1'estimation du modele est interrompue
lorsque la variable manipulee atteint une contrainte (borne superieure ou inferieure).
Initialement, lors du demarrage de 1'apprentissage du modele, les performances sont similaires a
celle d'un controleur adaptatif lineaire. Ydstie [1990] conclut que les performances ne sont
bonnes qu'apres une longue periode d'apprentissage, c'est-a-dire lorsque Ie modele est excellent
dans la region d'operation. Le risque avec cette approche est qu'on doit recommencer
1'apprentissage si la dynamique du systeme evolue dans Ie temps et que, pendant cette periode,
les performances du controleur ne seront pas satisfaisantes. De plus, tous les problemes bien
connus des reseaux de neurones comme Ie surentramement et les minimums locaux sont toujours
presents. Done, si un point de consigne n'a jamais ete demande ou s'il ne 1'a pas ete depuis
longtemps, il peut se passer un temps relativement long avant que tout ecart au point de consigne
soit elimine. De plus, rien ne garantit que la consigne sera toujours atteinte exactement.
Psichogios et coll. [1991] ont etudie 1'utilisation d'un reseau de neurones comme modele
non lineaire dans une sti^icture de controle par modele inteme. Le controleur est calcule en
inversant directement Ie reseau de neurones a chaque iteration. Cette inversion est facilitee en
utilisant les travaux de Jordan [1988] montrant que les reseaux de neurones a propagation avant
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contiennent implicitement Ie jacobien de la sortie du reseau par rapport a 1'entree. Psichogios et
coll. [1991] utilisent la methode de Newton pour resoudre 1'equation non lineaire suivante:
F(u^~) -v=0 (4-3)
ou F(u^c) est la fonction de correspondance, etablie par Ie reseau de neurones, qui genere la
prediction;) : 1'entree du controleur v est donnee par v = y^y - (y-y) ; st x est Ie vecteur d'entree
du reseau sans la commande u.
La solution de ce systeme donne la commande u qui amene la sortie du procede y a la
consigne ysp (les termes y contenus dans 1'equation (4-3) s'annulent). Les iterations de la
methode de Newton se font par 1'equation:
^ _^n F(U",X)-V
u"+i=un- ^_ \" '"/ //, „ (4-4)
ff(F{u\x)-v^0un
qui est reecrite lorsque y = F(un,x) comme:
u"+l =""--& (4-5)
^'
La methode est utilisee pour Ie controle d'un reacteur CSTR non-isotherme avec une
reaction reversible du premier ordre. Economou et coll. [1986] ont etudie ce meme systeme pour
lequel ils ont presente la strategic de controle par modele inteme non lineaire (NIMC). Les
resultats obtenus par Psichogios et coll. [1991], lorsqu'ils considerent que toutes les variables du
systeme sont mesurees et integrees au modele par reseau de neurones, sont comparables a ceux
presentes par Economou et coll. [1986] utilisant les equations exactes du systeme. Les auteurs
concluent en exprimant certaines reserves quant a la difficulte associee a la solution de 1'equation
non lineaire par la methode de Newton. En effet, la methode peut ne pas converger en cas de
mauvais estimes de depart, ou de systemes ou pour certains points de 1'espace, les derivees sont
pratiquement nulles.
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Nahas et coll. [1992] ont aussi utilise un reseau de neurones comme modele non lineaire
dans une structure de controle par modele inteme tres similaire a celle presentee parPsichogios et
coll. [1991]. Toutefois, Us ont apporte deux modifications importantes a 1'approche. La premiere
conceme les conditions necessaires pour garantir qu'il n'y aura pas d'ecart a la consigne pendant
1'operation du systeme en boucle fermee. Comme Font demontre Economou et coll. [1986], Ie
controle par modele inteme non lineaire ne demande pas que Ie controleur soit 1'inverse exact du
modele, mais il doit contenir 1'inverse exacte du gain du systeme. Cette condition est essentielle
pour garantir qu'il n'y aura pas d'ecart a la consigne. Pour s'assurer que Ie gain du modele par
reseau de neurones est bien inverse, Nahas et coll. [1992] proposent d'utiliser les valeurs
presentes et passees predites par Ie modele plutot que celles du procede, dans 1'algorithme de
Newton.
La deuxieme modification apportee est 1'ajout de fa9on explicite d'un flltre a 1'entree du
controleur, une approche qui est tout a fait habituelle dans Ie contr61e par modele inteme. Le
filtre est du premier ordre defini dans Ie domaine discret par:
v(z) = -^^[y.p (^ - ^)] (4-6)
ou Q) est Ie parametre d'ajustement du filtre et doit etre choisi entre 0 et 1. Une valeur pres de
zero elimine Ie filtre et produit une reponse vigoureuse a tout changement de consigne ou a toute
perturbation alors qu'une valeur pres de un produira une reponse tres amortie. La valeur de (D est
Ie choix d'un compromis entre la performance et la robustesse.
Hemandez et coll. [1990] ont integre un reseau de neurones comme modele non lineaire
dans une structure de controle par matrice dynamique (DMC). L'algorithme originel de controle
par matrice dynamique utilise un modele lineaire du systeme et prevoit une correction du modele
a Paide d'un vecteur d'estimation des perturbations prenant en compte les ecartsmodele-systeme
et les perturbations du procede. L'approche utilisee par Hemandez et coll. [1990] ajoute au
vecteur des perturbations les ecarts entre les predictions du modele lineaire et les predictions du
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modele non lineaire obtenues par reseau de neurones. Les resultats presentes proviennent de
simulations et montrent une nette amelioration pour compenser les perturbations dans Ie systeme
par rapport a une approche strictement lineaire.
Saint-Donat et coll. [1991] ont implante un controleur predictifnon lineaire multipas
(MNPC) dans une structure tres similaire a celle de Brengel et coll. [1989] en rempla9ant Ie
modele analytique par un reseau de neurones. C'est une approche multipas appliquee a un
systeme a une variable controlee et une variable manipulee, dans laquelle on prend en
consideration les contraintes inferieures et superieures sur les variables. Us ont etudie deux
strategies pour la modelisation predictive multipas. La premiere est 1'utilisation d'un reseau qui a
comme sortie un vecteur de JVvaleurs futures de la variable controlee. Cette approche qui semble
attrayante a un defaut majeur ; en effet, Ie modele ne peut garantir qu'une valeur predite pour un
temps precis sera la meme d'une iteration a 1'autre. Ces differences sont suffisantes pour
empecher Palgorithme d'eliminer les ecarts a la consigne. La deuxieme utilise un reseau predictif
a un pas qui est itere N fois et qui donne de bons resultats.
4.3.3 Controleur avec modele inverse du systeme
Ydstie [1990] utilise un reseau de neurones comme modele inverse de la dynamique du
systeme dans une structure de controle adaptatif directe (Figure 4.7). Le vecteur d'entree du
reseau de neurones est compose de (^t) = [y(t),y(t-l),...,y(t-n),u(t-2),...,u(t-mjrl)} et Perreur de
prediction du reseau est eft) = u(t-l) - Gif, [^(t)] ou G^ est la sortie du reseau apres propagation
avant. La valeur de controle est calculee par u ft) = G^ [^(t)*] ou (^t)* est egal a [y(t+l)*,y(t),y(t-
1), ...,yft-n+l),u(t-l),...,u(t-m)]. La valeur^+7^)* est fixee a la valeur de la consigne ysp(t) pour





















Figure 4.7 Diagramme du controleur adaptatif avec modele inverse direct de Ydstie [1990]
II n'y a pas de difference entre une approche inverse directe et une approche predictive a
un pas en avant lorsque Ie systeme est lineaire et en minimum de phase et que Ie modele du
systeme est exact. Mais lorsque Pon est en presence d'un systeme non lineaire, de perturbation,
d'ecart modele-systeme ou d'un systeme qui n'est pas en minimum de phase, les lois de controle
obtenues par les deux approches sont differentes.
Ungar [1990] a utilise une methodologie mise au point par Jordan [1988] pour controler
un bioreacteur. L'approche de Jordan consiste a modeliser la dynamique d'un systeme a
controler a 1'aide d'un reseau de neurones et d'utiliser ce modele pour entrainer un autre reseau
de neurones qui represente Ie modele inverse et qui agit comme controleur. Cette approche a ete
developpee pour controler des bras manipulateurs, ou 1'objectif est principalement d'etablir une
trajectoire d'une fa9on similaire a celle deNguyen et Widrow [1990] qui controle la trajectoire
pour reculer un camion semi-remorque. La particularite de Papproche de Jordan est qu'il
incorpore dans la fonction objective du controleur a entrainer, des contraintes qui assurent une
trajectoire plus continue ou plus douce. II ajoute aussi des poids differents lorsqu'il y a plusieurs
variables controlees en fonction de leur importance ou de leur priorite. Les resultats d'Ungar
[1990] montrent un ecart important entre la consigne et Ie point d'operation. Cet ecart est
directement relie a 1'ecart qui existe entre Ie modele et Ie procede.
63
D'une fa^on generale, les algorithmes developpes pour Ie controle des trajectoires ou Ie
controleur est Ie resultat d'un apprentissage statique ne sont pas bien adaptes aux procedes en
continu du genie chimique.
Bhat et coll. [1990] ont suggere d'utiliser deux reseaux de neurones dans une structure
de controle par modele inteme : un reseau pour Ie modele du systeme et un reseau pour lemodele
inverse qui est utilise comme controleur. Psichogios et coll. [1991] ont essaye cette approche
pour Ie controle du reacteur CSTR non-isotherme etudie par Economou et coll. [1986]. La boucle
de controle obtenue est incapable de stabiliser les effets d'une perturbation dans Ie systeme. La
raison de cet echec est attribuee au fait que les deux reseaux de neurones utilises dans la boucle
de controle sont entraines de fa9on independante et que rien ne garantit qu'ils sont Pinverse 1'un
de 1'autre. En fait, dans Ie cas etudie, une difference de moins de 5% dans la prediction des deux
modeles est sufflsante pour empecher Ie controleur de fonctionner.
Psaltis et coll. [1987] et [1988] ont propose d'utiliser comme controleur un reseau de
neurones qui modelise directement 1'inverse de la dynamique du systeme autour du point
d'operation et qui est continuellement en entrainement en temps reel. Cette approche est souvent
appelee 1'apprentissage specialise (figure 4.8) par opposition a 1'apprentissage generalise qui
modelise, a partir d'un ensemble de donnees, la dynamique inverse du domaine d'operation.
Pour que y soit egal a ysp a la sortie du precede, Ie controleur devrait envoyer la
commande u qui est inconnue. On ne peut done pas proceder directement a 1'entrainement du
reseau de neurones par la fonction^? = J/2( u - u^)z. Pour contoumer la difficulte, la fonction
erreur qui est minimisee par Ie reseau de neurones est Ie carre de la difference entre 1'etat du
systeme y et la consigne ysp et elle est mesuree a la sortie du procede. La difference^ - ysp est
ensuite retropropagee a travers Ie modele du procede de fa9on a permettre 1'adaptation en continu




Pour minimiser 1 a fonction erreur, on doit trouver son gradient par rapport aux poids du
reseau de neurones z-=£-. Le gradient se decompose par la regle d'enchainement:
ffwij
SEp _ SEp BA
^. 0U ffWy
Le terme — est directement associe au reseau de neurones qui agit comme controleur.^ „. „„„.„...... „„„„ „„ „„„„ „ .„__„ ,„ „,„ „„..„„„„.
Pour enclencher la regle « delta generalise » qui permet de minimiser 1'erreur a la sortie du
precede par 1'ajustement des poids du reseau de neurones, Psaltis et coll. [1987] ont suggere de
modeliser Ie precede et de Fintegrer comme une couche supplementaire, dont les poids sont fixes,
a la fin du reseau de neurones. Par la regle d'enchainement et en prenant la derivee de la fonction
erreur Ep par rapport a la sortie du precede y on trouve que :
^=(y-yA (4-9)
Le terme ^- correspond au jacobien du systeme, qui est aussi Ie gain du systeme au point
ffu
d'operation. Dans Ie cas general ou il y aurait plusieurs variables mesurees en plus de la variable
manipulee, les valeurs dujacobien forment la couche fixe du controleur.
Lorsque qu'il n'y a pas de modele connu du precede, Psaltis et coll. [1987] determinent
experimentalement Ie jacobien local. L'entrainement du controleur suit une politique
d'identification recursive ou, a chaque pas de temps, une iteration est effectuee dans la procedure
d'optimisation. Les auteurs ont aussi experimente une procedure d'entrainement hybride ou Ie
controleur est d'abord entraine par un apprentissage generalise pour cemer Ie domaine
d'operation, avant de 1'implanter et d'effectuer 1'apprentissage specialise. Les resultats obtenus
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ne permettent pas d'observer un avantage a proceder a un apprentissage generalise avant
1'apprentissage specialise.
Saerens et coll. [1989] ont propose une variation a 1'apprentissage specialise dePsaltis et
coll. [1987] dans laquelle Ie modele du procede est simplifie pour n'inclure que Ie signe du
jacobien.
^-=(y-y^ signer) (4-10)
Cette simplification est justifiee lorsque Ie terme signe(-^-) est uniquement connu de
~ ffu'
fa^on qualitative. En general Ie gain du precede est une fonction du point d'operation, mais Ie
signe du gain est constant dans la plage d'operation. Evidemment 1'approche de
Saerens et coll. [1989] ne peut pas etre appliquee pour les precedes dont Ie gain change de signe
comme Ie reacteur CSTR de Economou et coll. [1986] utilise dans Pexemple de la section 5.2.
Schiffmann et coll. [1993] ont utilise 1'approche de Saerens et coll. [1989] et 1'ont
comparee a un controleur P.I.D. pour un systeme lineaire du troisieme ordre avec retard. Us
obtiennent avec 1'approche par reseau de neurones de meilleurs resultats que Ie controleur P.I.D.
regle a 1'aide des regles de Ziegler-Nichols (voir Seborg et coll. [1989]), mais ils constatent qu'en
augmentant Ie parametre ^ du controleur P.I.D., les reponses des deux methodes sont
pratiquement identiques. Ces resultats ne sont pas surprenants dans la mesure ou un controleur
P.I.D. est performant pour les systemes lineaires en minimum de phase et qu'il n'y a pas de
raison d'obtenir une nette amelioration en utilisant un controleur non lineaire, surtout si celui-ci












Figure 4.8 Diagramme d'un controleur par reseau de neurones entraine en continu par
apprentissage specialise.
4.4 Presentation du controleur neuronal adaptatif
L'approche proposee s'inspire des travaux dePsaltis et coll. [1987] dans Ie domaine du
controle a 1'aide de reseaux de neurones entraines par apprentissage specialise. Elle se demarque
par 1'utilisation d'un reseau de neurones distinct pour modeliser Ie precede, par une meilleure
utilisation des coordonnees de temps et par une nouvelle fonction erreur a minimiser.
Cette approche comporte les avantages des methodes adaptatives et peut done s'ajuster a
des procedes dont les proprietes derivent dans Ie temps. Elle allie aussi les avantages d'utiliser
les reseaux de neurones de correspondance pour modeliser la dynamique des procedes, ceux-ci
etant reconnus comme de tres bons outils d'identiflcation des procedes. L'apprentissage
specialise offre Pavantage d'adapter Ie modele inverse du precede dans la region d'operation
d'interet
4.4.1 Configuration proposee pour un controleur neuronal adaptatif
Dans tous les algorithmes de controle par entrainement specialise, on ne peut evaluer
directement Perreur de la commande u que Ie controleur neuronal adaptatif doit minimiser. On
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utilise done 1'erreur entre la consigne et Petat du systeme qui doit etre retropropagee a travers Ie
precede afm d'estimer une erreur sur la commande u. Evidemment, 1'erreur ne peut etre
retropropagee a travers un precede et Ron doit done utiliser un modele sous une fomie ou sous
une autre. Psaltis et coll. [1987] ont utilise comme modele une simple approximation du procede
par son gain alors que Saerens et coll. [1989] ont propose une variante n'utilisant que Ie signe du
gain. Ces approches, bien que fort simples a implanter, ont un desavantage majeur lors des
changements de consigne parce qu'on doit reentrainer Ie controleur dans la nouvelle region
uniquement a partir d'une approximation du gain du procede, c'est-a-dire sans indication precise
de la dynamique. Ces approches sont insatisfaisantes pour les precedes ou Ie gain et Ie temps de
reponse varient selon Ie domaine d'operation, cas que 1'on rencontre souvent en genie chimique.
La configuration proposee et schematisee a la figure 4.9 utilise deux reseaux de neurones
distincts. Le premier reseau est entraine comme modele dynamique du procede {y{t +1) = F()),
et Ie second, Ie controleur neuronal adaptatif, est un modele inverse de la dynamique du procede
(u(t) = G()) et il est adapte en continu. L'approche considere 1'etat actuel^(t), 1'etat estime a
Piteration precedente y(t), 1'etat estime actuel y(t+l)du procede et la valeur de consigne
y (t)et retropropage 1'erreur E(i) a travers Ie modele du procede puis a travers Ie controleur
adaptatifpour determiner la direction dans laquelle doit se prendre 1'action. Une fois la direction
determinee, la meilleure commande u(t} est evaluee en estimant son impact a 1'aide du modele
predictif. Par la suite Ie controleur est adapte.
II y a plusieurs avantages a utiliser deux reseaux de neurones distincts. Un modele fixe
du procede represente la dynamique dans 1'ensemble du domaine d'operation du procede et il est
remis a jour uniquement lorsque la dynamique a evolue et que 1'on dispose d'une bonne base de
donnees pour en faire 1'adaptation. Le controleur neuronal adaptatif est adapte en permanence
dans Ie domaine d'interet et peut suivre les precedes ayant des caracteristiques qui derivent dans
Ie temps. L'utilisation d'un modele dynamique du precede dans une structure de controle par
apprentissage specialise permet d'avoir une composante predictive dans la fonction erreur qui est
minimisee. De plus, ce modele permet de foumir en tout temps la dynamique du procede et
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Figure 4.9 Configuration du controleur neuronal adaptatif.
4.4.2 Algorithme de controle
On peut considerer que Ie systeme, tel qu'il est presente a la figure 4.10, est fait de deux
parties. La premiere est Ie controleur neuronal adaptatif entraine pour trouver la commande
Uy(t+d) (la constante d represente Ie retard pur dans Ie procede). La seconde partie est Ie modele
dynamique par reseau de neurones prealablement entraine. Les deux reseaux sont connectes par
une fonction lineaire Lu qui fait la mise a 1'echelle de Up pour obtenir la commande u. Les deux
reseaux ont une structure tres similaire avec Ie meme nombre d'elements dans Ie vecteur d'entree.
En fait seuls deux elements sont inter^ertis : Ie controleur neuronal a la consigne^(Q a Fentree
et la commande Up(t+d) a la sortie, tandis que Ie modele a la commande u(t+d) a Pentree et la
valeur estimee ;P(^+l)a la sortie. Le nombre de neurones dans la couche cachee peut etre
different pour les deux reseaux. Pour simplifier la notation, la constante de retard d est eliminee
pour la suite du chapitre.
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u,(t-d)
Controleur neuronal adaptatif Modele du precede
Figure 4.10 Schema des reseaux de neurones utilises pour Ie controleur neuronal adaptatif et Ie
modele du procede. Les deux reseaux sont relies par une fonction lineaire L de
mise a Fechelle entre Up et u.
L'entrainement du controleur suit une politique d'identification recursive ou, a chaque
pas de temps, une iteration est effectuee dans la procedure d'optimisation. Nous voulons done
estimer la direction dans laquelle uft) doit bouger pour minimiser la difference entre la variable
controlee a la sortie du procede et la consigne. Pour ce faire, il faut evaluer Ie gradient entre
Perreur a la sortie du procede et les poids du reseau de neurones du controleur. Cela se fait tres
simplement si 1'on considere les deux reseaux comme un seul reseau comportant plusieurs
couches cachees et ou 1'erreur evaluee a la sortie du modele est retropropagee a chaque couche
intermediaire par la regle du delta generalise. De cette fa9on, la valeur de 1'erreur de la
commande n'a pas a etre evaluee directement.
Dans 1'algorithme qu'ils out presente, Psaltis et coll. [1987] utilisent Perreur entre 1'etat
actuel du precede et la consigne pour evaluer la commande pour la prochaine iteration. Cette
approche entraine des incoherences dans 1'utilisation des cordonnees de temps, car on utilise alors
une estimation de Perreur ( Up(t-l} - u^(t-l} ) pour calculer Ie gradient, modifier les poids,
minimiser Perreur et evaluer ensuite la commande Up(t). Un des avantages a 1'utilisation d'un
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modele dynamique du procede est qu'il permet d'implanter une structure predictive a un pas en
calculant une erreur qui est fonction de la valeur estimee pour la prochaine iteration et de la
consigne couvrant cette periode. De cette fa9on, on n'utilise done pas 1'erreur au temps present
pour adapter Ie controleur pour la prochaine commande mais bien 1'erreur estimee pour la
prochaine iteration. Cette distinction est essentielle pour Palgorithme. Cette fa^on de faire
permet d'evaluer une direction de descente qui minimise les poids du controleur neuronal et qui
pourra etre utilisee en conjonction avec un algorithme de recherche unidirectionnelle en estimant
P impact d'une variation de la commande sur la valeur estimee y(t+l) produite par Ie modele.
Ceci est un net avantage puisqu'il permet d'utiliser tous les algorithmes d'optimisation enumeres
au Chapitre 2 pour faire 1'entrainement du controleur car, a 1'exemption de retro-propagation, ils
ont tous recourt a une methode de recherche unidirectionnelle. L'algorithme de retro-
propagation, utilise par Psaltis et coll. [1987] et Saerens et coll. [1989] est particulierement a
eviter car, avec un pas de descente fixe ,cet algorithme ne minimise nullement de fa^on optimale
Ferreur a chaque iteration.
Pour prendre en compte les differences entre Ie modele et Ie procede et minimiser les
ecarts par rapport a la consigne, on doit aussi inclure dans la fonction erreur 1'etat actuel du
precede. La fonction erreur utilisee est defmie par:
E(t)=^(t)-(y(t+l)+[y(t)-y(t)})}' (4-11)
Cette fonction est done la difference au carre entre la consigne et la valeur estimee par Ie modele,
valeur qui est augmentee de la difference entre 1'etat actuel du procede et 1'estimation pour la
presente iteration. On peut appeler cette fonction une erreur projetee corrigee. La minimisation
de cette fonction ne garantit pas qu'il n'y aura aucun ecart par rapport a la consigne, mais cet
ecart devrait toujours etre tres faible. Dans une region d'operation precise, un modele d^amique
par reseau de neurones a tendance a avoir un ecart constant par rapport au procede. Le systeme
controle par la minimisation de 1'equation (4-11) tendra done vers la consigne.
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L'algorithme de controle a 1'aide du controleur neuronal adaptatif est constitue des
etapes suivantes:
• Determiner la consigne pour la prochaine iteration, ysp(t)-
• Faire une propagation avant de 1'entree du controleur neuronal adaptatifjusqu'a la sortie
du modele du precede.
• EvaluerPerreur^)=^^(0-(j)0+l)+[^)-XQ])} .
• Retropropager Perreur par la regle du delta generalise jusqu'aux poids du controleur et
evaluer Ie gradient de 1'erreur par rapport aux poids.
• Determiner une direction de descente en fonction de 1'algorithme d'optimisation retenu.
Cette direction de descente est la loi d'adaptation du controleur.
• Effectuer une recherche unidirectionnelle dans la direction de descente par une
propagation a travers Ie modele du procede et adapter les poids du controleur.
• Evaluer la nouvelle commande u(t).
4.4.3 Loi d'adaptation du controleur
Appelons G Ie vecteur du gradient de 1'erreur E(t) par rapport aux poids. Comme Ie
controleur suit une politique d'identification recursive ou, a chaque pas de temps, une iteration est
effectuee dans la procedure d'optimisation, G(f) est egal a G(n). Une direction de descente S(t)
est calcule a partir du gradient G(t). Les poids du controleur sont adaptes selon cette direction de
descente a 1'aide d'un algorithme de recherche unidirectionnelle qui est decrit a la section
suivante (4.4.4).
Choisissons une fonction lineaire L de mise a Pechelle entre u et Up, de fa9on a ce que
0E ^ 0E





La valeur de la constante a de proportionnalite n'a pas d'effet sur Ie calcul de la direction de
descente.
0E
Le gradient —7— est evalue entre 1'entree et la sortie du modele dynamique (reseau de droite
}u(t)
sur la figure 4.10). II peut facilement etre calcule par la regle du delta generalise decrite a la
section 2.4. Pour ce reseau de neurones, notonsy Ie nombre de neurones dans la couche cachee.
Pour ce cas, seul 1'impact de Perreur sur la commande en position un du vecteur d'entree est
calcule. Reprenant la notation du chapitre 1, i est egal a 1 et, puisqu'il n'y a qu'un seul neurone
de sortie, k est egal a 1. Par analogie avec 1'equation (2-23) on peut poser :
^—SW (4-13)
0u(f)
et par 1'equation (2-24)
S,=f,(sum,)S,W,, (4-14)
Le terme 8^ est evalue de la meme fa^on que dans 1'equation (2-21), rnais en utilisant la
fonction objective (4-11); il s'ecrit:
S, =f\(szim,){y,,-[y(t+l)+(y(t)-y(t))\} (4-15)
A F aide des equations (4-13), (4-14) et (4-15) Ie gradient se reecrit comme :
0E
= -Z A (wmy) ^ /'t (""»,) {^ -[y(t+ l)+(y(t) - y(t))]} W,, W, (4-1 6)ffu(t}
avec i et k sont egaux a 1 tel que vu precedemment.
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Pour calculer Ie gradient de 1'erreur par rapport aux poids du reseau du controleur
BE
neuronal, on reprend les equations (2-34) et (2-35) en rempla9ant -(7^. - 0.) par
Ie gradient s'evalue pour la couche finale par:
^u(t)
Done
0E _ rr(2)/.._ ^ ^
[sumi.).———.H,'"k}' 0u(t~)'^j^ (4-17)
et pour la couche intermediaire par:
0
^=/'<'>(^).g f'w(sum,\^E-^0u(t~} 'Jk .X, (4-18)
Le gradient G(t) est constitue de tous les elements des equations (4-17) et (4-18). Dans
les exemples du chapitre 5, 1'algorithme BFGS-N est utilise pour calculer une direction de
descente S(t) qui incorpore les elements des interactions du second ordre entre les poids arrivant a
un meme neurone du controleur neuronal. Cet algorithme s'est montre tres efficace dans toutes
les situations d'adaptation en continu. Lors de changements de consigne importants, les matrices
hessiennes approximees peuvent devenir non-deflnies positives et sont remplacees par des
matrices identites. Dans ces conditions, Palgorithme se comporte comme une methode de
gradient simple. Dans les autres situations, lorsque Ie controleur fait de la regulation ou lorsque
Ie systeme s'approche du point de consigne, on peut evaluer les interactions du second ordre et
obtenir ainsi une meilleure direction de descente.
Le probleme des minimums locaux dans 1'optimisation des reseaux de neurones est bien
connu et bien documente et 1'on pourrait craindre que 1'adaptation en continu du controleur
souffre de ce probleme. Mais comme Ie vecteur d'entree du reseau controleur est toujours en
changement, il y a tres peu de chance de se trouver dans un minimum local puisque Ie domaine
dans lequel se fait 1'optimisation varie continuellement. En fait, et bien que cela ne constitue pas
une demonstration, aucun essai effectue avec Ie controleur neuronal adaptatif n'a conduit a un
minimum local.
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L'initialisation des poids du controleur se fait avec des valeurs aleatoires. Dans des
applications critiques, une copie du modele dynamique peut etre utilisee pour obtenir un
ensemble de poids de depart qui produit une commande initiale dans la plage d'operation.
Generalement peu d'iterations sont necessaires pour initialiser Ie controleur (typiquement de 30 a
40) mais cela depend de la qualite du modele dynamique du systeme.
4.4.4 Algorithme de recherche unidirectionnelle
L'objectifde 1'algorithme de recherche unidirectionnelle est de trouver Ie scalaire^ qui
minimise la fonction erreur estimee par reseaux de neurones (equation (4-11)) a la sortie du
modele dynamique. Les poids du controleur neuronal adaptatif sont ajustes a 1'aide de cette
quantite Ie long de la direction de descente, selon 1'equation (2-49) :
AW(t)= 2(0^(Q (4-19)
De plus, dans 1'algorithme, deux contraintes sont ajoutees au controleur. La premiere
contrainte assure que la commande du controleur reste a 1'interieur de bomes inferieure et
supeneure,
umin <u< umax (4-20)
Les valeurs de ces bomes sont souvent fixees par la nature de la variable manipulee. On
doit ajuster la fonction L de telle sorte que, avec 1'utilisation d'une fonction d'activation
sigmoTde, lorsque Up est egale a 0.1 la commande est a sa valeur mferieureM^^ et lorsque Up est
egale a 0.9 la commande est a sa valeur superieure u^ax ' Cette precaution est necessaire afin
d'eviter que les poids du controleur neuronal adaptatif deviennent tres grands en essayant de
generer une valeur Up qui tend vers les bomes de la fonction d'activation, ce qui pourrait
entrainer des difficultes a adapter Ie controleur lors d'un changement de consigne.
La seconde contrainte impose une limite sur la velocite de la commande entre deux
temps d'echantillonnage. Cette limite est en fait Ie seul parametre d'ajustement du controleur.
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u^t-V)-u^\<.@ (4-21)
La valeur de © est determinee par 1'utilisateur et reflete la confiance dans Ie modele dynamique
du precede ainsi que Ie degre de robustesse desire dans Ie systeme de controle.
L'algorithme est compose des etapes suivantes:
1) Poser ^=1, Ie plein pas de Newton que nous voulons utiliser Ie plus souvent possible.
2) Calculer des nouveaux poids par 1'equation (4-19) et la commande Up(t~).
3) Evaluer E(t) en propageant u(t) dans Ie modele par reseau de neurones.
4) Verifier que E(t~) < E(t-l) et que les contraintes, equations (4-20) et (4-21), sont
respectees. Si tel est Ie cas, fin de 1'algorithme. Sinon, passer au point 5.
5) Poser que ^ = fkll et retour au point 2. On verifle aussi si 'k < Xmm auquel cas la
recherche est terminee.
La valeur de ^ est generalement tres faible ( ^ 10"5) de sorte que, lorsqu'elle est
atteinte, Uy(t) ^ Uy(t-l). Ce cas se produit principalement lorsque Ie controleur atteint une des
bomes de 1'equation (4.20) ou, lorsque suite a une perturbation importante, la difference
[y(t) -y(t)] est devenue telle dans 1'equation (4-11) que la fonction erreur ne pourra pas etre
minimisee pour cette iteration.
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5. EXEMPLES DU CONTROLEUR NEURONAL ADAPTATIF
5.1 Introduction
Ce chapitre developpe deux exemples d'utilisation du controleur neuronal adaptatif. Le
premier exemple traite du controle d'un bioreacteur CFSTR ayant une dynamique complexe avec
differents etats d'equilibre et un point de bifurcation. Dans 1'autre exemple, un reacteur CSTR
non-isotherme avec une reaction reversible du premier ordre sert de banc d'essai. Chaque
exemple presente les etats d'equilibre du systeme ainsi que les valeurs et les resultats de
Fentrainement du modele du systeme par un reseau de neurones. Dans ce chapitre on entend par
precede Ie modele ideal provenant des equations d'etat.
5.2 Controle d'un bioreacteur
Le controle de precedes qui comportent des etats d'equilibre multiples, avec des points
de bifurcation vers des solutions oscillantes en regime permanent et des cycles limites, constitue
un defi important pour tout algorithme de controle. Ces phenomenes oscillatoires sont bien
connus et ont ete observes pour certains reacteurs CSTR lors de reactions exothermiques. Des
phenomenes similaires ont aussi ete observes lors de la culture de cellules dans des bioreacteurs.
Agrawal et coll. [1982] rapportent les travaux experimentaux de cinq equipes qui ont
observe des phenomenes oscillatoires lors de la culture d'une seule espece de cellules dans un
bioreacteur en continu. Cela les a amenes a etudier Ie comportement theorique de la dynamique
d'un bioreacteur isotherme en continu et plus particulierement les modeles pouvant conduire a des
systemes presentant des caracteristiques oscillantes. Un des modeles qu'ils ont etudies et qui
utilise une cinetique inhibee par la presence de substrat, est devenu un banc d'essai pour divers
algorithmes de controle. Citons les travaux de Brengel et coll. [1989] qui ont controle Ie niveau
de biomasse et de substrat de ce systeme avec leur algorithme "Multistep Nonlinear Predictive
Controller". Les auteurs obtiennent des resultats interessants dans la mesure ou ils ont une bonne
connaissance des deux parametres importants du systeme que sont Ie taux de reaction et Ie
coefficient de rendement. Us controlent Ie niveau de substrat (S) et de biomasse (X) autour d'un
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point d'equilibre oscillant en manipulant Ie debit d'alimentation. Dans leur exemple, Ie substrat et
la biomasse sont mesures a un intervalle de temps suffisamment rapide par rapport a la
dynamique du systeme pour obtenir en tout temps un modele tres precis. Comme ils Ie precisent,
ce systeme est sous-controle avec deux variables controlees pour une seule variable manipulee.
Ungar [1990] suggere d'utiliser ce meme systeme comme banc d'essai pour Ie controle
de precedes par des algorithmes a base de reseaux de neurones. Les resultats qu'il presente
utilisent la methodologie mise au point par Jordan [1988] pour Ie controle des robots. Avec cette
approche, la qualite de la reponse obtenue est directement fonction de la precision du modele de
la dynamique du systeme obtenue par Ie reseau de neurones. Avec un petit reseau de deux
couches cachees composees de cinq neurones chacune, il existe un ecart important entre la
consigne et la valeur d'equilibre du systeme.
5.2.1 Modele dynamique du bioreacteur etudie
Sf
x,s
Figure 5.1 Schema du bioreacteur bien melange en continu




ou Ie taux de reaction \y(S,X) = ^(5) X.
Dans ce systeme, Ie taux speciflque de croissance p-(<S) est inhibe par la presence de
substrat en forte concentration et est decrit par Ie modele a deux parametres « one-hump ».
^S)=k,Se~s/K (5-2)
Le taux specifique de croissance de ce modele atteint son maximum lorsque S est egale a
K. Agrawal et coll. [1982] ont utilise ce modele a deux parametres a la place des modeles plus
populaires a trois ou quatre parametres, comme Ie modele de Haldane, afin de minimiser 1'etude
parametrique du systeme. Le taux specifique de consommation de substrat a(5) est relie au taux
speciflque de croissance par un coefficient de rendement 7qui n'est pas constant:
Y(S)=^-=a+bS (5-3)
ff(S)
Agrawal et coll. [1982] ont demontre que la presence d'un point de bifurcation est
impossible lorsque Ie coefficient de rendement (Y) est constant. Us ont choisi un coefficient de
rendement qui est une simple fonction lineaire du substrat dans Ie but de minimiser 1'etude
parametrique du systeme.






ou D est Ie taux de dilution egal au rapport du debit massique F sur Ie volume du
reacteur K Le reacteur pourra presenter des etats de regime cyclique pour certaines valeurs des
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constantes a et b du coefficient de rendement et pour certaines valeurs de K du modele cinetique.
Agrawal et coll. [1982] ont regroupe ces constantes dans deux nombres adimensionnels, P et y :
ft-T^ (5-6)
r = -^ (5-7)
5/
Us ont enumere les conditions necessaires pour etre en presence d'un point de bifurcation.
Brengel et coll. [1989] ont utilise dans leur etude, des valeurs de P=0.02 et y=0.48 qui ont ete par
la suite reprises par Ungar[1990]. Les bilans de masse sont reecrits sous ime forme
adimensionnelle en fonction des variables Cy, representant la masse adimensioimelle des cellules,




^ ^ ^_^ ^_^
5/
Da, Ie nombre de Damkohler, est egal au rapport du taux specifique de croissance aux






Les equations des bilans de masse deviennent:
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c^
^=-C,+Da C, (l-C^) e/r (5-12)
dr
d^=-C, +Da C, , /^ (l-C,) e/r (5-13)
'1
5.2.2 Analyse de 1'etat d'equilibre du systeme
Cette section presente une analyse des etats d'equilibre du systeme. Le systeme est
dC^ dC^
etudie pour les valeurs de P=0.02 et y=0.48. A 1'equilibre, les derivees — et — sont nulles et
P equation (5-12) conduit a :
Da (1-Q) e/Y =1 (5-14)
et 1'equation (5-13) conduit a :
C2=—l±-/^ ci (5-15)
^2~l+fl-C, ^
Les conditions de lessivage du systeme conduisent a Q = 0. Par 1'equation (5-15), on trouve
qu'en condition de lessivage C^ est aussi egal a 0 et dans ce cas 1'equation (5-14) implique que



























































La figure 5.2 presente les etats d'equilibre de ce systeme calcules a partir des equations
(5-14) et (5-15). Le point de bifurcation de Hopf caracterise Ie passage d'un etat d'equilibre stable
a une solution periodique; il apparait lorsque les valeurs propres du jacobien du systeme
deviennent purement imaginaires et il est localise autour de Da = 1.21. Au point maximal de
production de cellules, lorsque Da est egal a 0.705, Ie jacobien du systeme est singulier. A ce
moment la Q est egal a 0.255 et Q a 0.52. Ce point est associe au moment ou Ie taux specifique
de croissance est maximal et qui se produit lorsque S est egal a K.
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On peut remarquer que Ie systeme est particulierement complexe lorsque Ie nombre de
Damkohler est inferieur aux conditions de lessivage (Da < 1) et superieur a la valeur qui
correspond au taux specifique de croissance maximal (Da > 0.705). Dans cette region, il y a trois
etats d'equilibre possible pour chaque valeur du nombre de Damkohler : un etat stable qui
correspond aux conditions de lessivage ; un etat instable et un etat d'oscillation periodique.
5.2.3 Modelisation du bioreacteurparreseaux de neurones
La representation de la dynamique du precede par un reseau de neurones est une
composante essentielle du controleur neuronal adaptatif. La structure de 1'entree du reseau est
une fonction des variables mesurees disponibles. Dans cet exemple, 1'on considerera que les
concentrations de cellule et de substrat sont mesurees a une periode AT = 0.5. Le modele du
bioreacteur est en non-minimum de phase avec un temps d'inversion qui peut atteindre r= 0.4
dans la zone d'equilibre stable. La periode d'echantillonnage choisie est done suffisamment
longue pour permettre au systeme de s'inverser, comme cela est requis pour les systemes de
controle predictif a un pas.
La couche d'entree du reseau est composee de 3 yalews,Da(n), Cj(n) et C^(n) qui sont
respectivement la variable manipulee (taux de dilution normalise), la variable controlee
(concentration normalisee de la biomasse) et une variable mesuree (concentration normalisee du
substrat) du systeme. La couche de sortie a un seul neurone qui represente la variable controlee
Cj(n+l) a un pas de temps en avant Ar. La variable controlee est normalisee entre 0 et 1
lorsqu'une fonction d'activation sigmoi'de est utilisee. Une couche cachee constituee de 15
neurones procure assez de degres de liberte pour bien capter la dynamique du precede.
Le choix du point d'operation d'un procede est base a partir de considerations
economiques. En general, on operera un reacteur a un point ou Ie rendement sera maximal tout
en permettant une production fiable. Pour ce bioreacteur. Ie point d'operation Ie plus interessant
se situe a 1'interieur de la zone d'equilibre stable pres du point de bifurcation. A cet endroit, il est
possible d'obtenir un bon rendement et un controle robuste. Au-dela du point de bifurcation, dans
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la zone d'oscillation periodique, Ie controle est tres difficile et entraine une manipulation
excessive de la variable Da. De plus, dans cette zone, Ie temps d'inversion du systeme peut-etre
superieur a la periode d'echantillonnage de AT =0.5. On devrait done utiliser soit une methode
predictive a plusieurs pas, soit une periode d'echantillonnage plus longue .
La figure 5.3 reprend les etats d'equilibre presentes a la figure 5.2 en y ajoutant Ie
domaine d'operation dynamique modelise. En abscisse, Ie nombre de Damkohler varie de 1.2 a
2.0 . Pour Q, la zone couverte s'etend approximativement de 0.08 a 0.155, alors que la variable
























Figure 5.3 Graphique des etats d'equilibre du bioreacteur. Les plages entourees representent




Les valeurs de C^(n), C^(n}, Da(n) et Cj(n+l) utilisees pour entramer Ie reseau de
neurones et pour valider 1'entrainement sont generees en integrant les equations de bilans de
masse (5-12) et (5-13) a partir d'un signal Da variant d'un point initial egal a 1.6 et des
conditions d'equilibre correspondantes Q = 0.102 et Q = 0.905. L'integration des systemes
d'equations differentielles qui comportent un point de bifurcation et des cycles limites, est
delicate et une attention particuliere doit etre accordee au choix de la methode numerique. En
regle generale, les methodes explicites sont a proscrire pour ces systemes pour des raisons de
stabilite numerique. Dans cet exemple, la methode implicite du trapeze solutionnee par Newton-
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Raphson est utilisee. Le signal provient d'une suite de valeur Da qui varie avec une composante
aleatoire. L'equation qui genere Ie signal a la forme suivante:
Da(n+l')=Da(n)+a-1.6 (5-16)
ou a est compris entre 0.1 et-0.1.
La variation de Da d'une iteration a 1'autre est bomee a un maximum de 10% de la
valeur moyenne de la plage d'operation (Da = 1.6), ce qui pemiet de bien se concentrer sur la
plage dynamique dans laquelle va evoluer Ie systeme. Lorsque Ie controleur neuronal adaptatif
utilise Ie modele genere a partir de ces valeurs, Ie changement maximum entre deux instants
d'echantillonage (Ie parametre ©) ne devrait pas exceder 10%. Pour s'assurer de bien couvrir Ie
domaine dynamique. Ie signal Da utilise pour generer les valeurs d'entramement est constitue de
deux series de 120 donnees (Figure 5.4) (P = 240). La premiere serie couvre la zone de Da
comprise entre 1.2 et 1.6 et la seconde couvre la zone de Da entre 1.6 et 2.0. De la meme fa9on,
Ie signal utilise pour generer les valeurs de validation provient de deux series de 50 donnees
(Figure 5.6) (P= 100) qui couvrent respectivement les deux zones. La figure 5.5 presente les
valeurs de C^ et C^ obtenues apres integration des equations de bilan de masse pour Ie signal
d'entrainement de la figure 5.4, et de la meme fa9on, la figure 5.7 correspond aux valeurs
utilisees pour la validation.
L'analyse de ces graphiques montre que lorsque les valeurs de Da sont plus faibles les
valeurs de C} sont plus elevees. Et de plus les valeurs de Q et de C^ oscillent beaucoup. C'est
lorsque Da approche du point de bifurcation (^1.2) que la dynamique du systeme est la plus
complexe.
Les graphiques des figures 5.5 et 5.7 presentent aussi Ie resultat de 1'apprentissage du
reseau de neurones obtenu apres 400 iterations. Apres 400 iterations, un plateau est atteint dans
la minimisation de la fonction d'erreur des valeurs de validation, ce qui indique qu'il serait inutile
de poursuivre 1'entramement. A ce stade, la valeur de la fonction erreur^ definie au chapitre 1
(equation 2.6), divisee par Ie nombre de valeurs P est de 1.2x10 pour 1'entrainement et de
86
2.2x10'8 pour la validation. La ligne continue represente les valeurs cibles et Ie cercle represente
les valeurs obtenues par Ie reseau de neurones. Les resultats du reseau de neurones sont
excellents tant pour les valeurs d'entrainement que pour les valeurs de validation. Les seuls petits
ecarts se trouvent lorsque la dynamique est la plus complexe, c'est a dire lorsque les valeurs de
Da sont les plus faibles.
100.0 120.0
Figure 5.4 Signal de la variable manipulee Da utilisee pour generer les valeurs
d'entramements des variables Q et C^.
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0.0 20.0 40.0 60.0
T
80.0 100.0 120.0
Figure 5.5 Graphiques des valeurs d'entrainement obtenues de la reponse du systeme a
Pexcitation du signal Da de la figure 5.4. Pour Q, la valeur obtenue a la fin de la
minimisation est aussi tracee.
: Q valeur desiree
: C} valeur obtenue0000000
2.00
1.20
0.0 10.0 40.0 50.0
Figure 5.6 Signal de la variable manipulee Da utilisee pour generer les valeurs de validation
de Pentrainement.
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0.0 10.0 20.0 30.0 40.0 50.0
Figure 5.7 Graphique des valeurs de verification de Pentrainement obtenues de la reponse du
systeme a 1'excitation du signal Da de la figure 5.6. Pour Cj, la valeur obtenue a
la fin de la minimisation est aussi tracee.
: Q valeur desiree
ooooooo : Cj valeur obtenue
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5.2.4 Dynamique en boucle ouverte- reponse a 1'echelon
La section 5.2.2 analyse des etats d'equilibre du bioreacteur et a montre que Ie systeme
etudie est complexe puisqu'il comporte plusieurs etats d'equilibre possible pour une meme valeur
de la variable Da et un point de bifurcation de Hopf. Cette section s'attarde a presenter 1'aspect
dynamique du systeme lorsqu'il sub it des variations de la variable manipulee Da.
La figure 5.8 montre la reponse du bioreacteur a un echelon qui fait passer la variable
manipulee de 1.63 a 1.34. Ces valeurs correspondent a un changement des valeurs d'equilibre
pour la variable Q de 0.1 a 0.12 et pour C^ de 0.908 a 0.881. En etudiant la reponse du systeme
a P echelon, on observe qu'elle ne ressemble en rien a celle d'un systeme lineaire du premier
ordre! Tout d'abord, c'est une reponse qui est inversee au tout debut pour la variable Cj et qui,
dans cet exemple, a une duree d'inversion de T = 0.35. De plus, Ie comportement des variables
C} et C^ est oscillant pour une duree approximative de T = 40.
La figure 5.9 presente la reponse a un echelon qui fait varierDa de 1.34 a 1.22, c'est-a-
dire tres pres du point de bifurcation qui se situe a Da = 1.21. Comme Ie systeme s'approche du
point d'oscillations periodiques, la reponse du systeme a cet echelon est tres oscillante et les
oscillations persistent pour un temps superieur a T = 200. Les nouvelles valeurs d'equilibre pour
Q tend vers 0.131 et pour Q vers 0.865. Pour cet echelon, la duree de 1'inversion pour la
variable Q est de T = 0.4.
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-10.00 0.00 10.00 20.00
T
30.00 40.00
Figure 5.8 Echelon en boucle ouverte de Da = 1.63 a 1.34. Les valeurs d'equilibre
correspondantes pour Q sont 0.1 et 0.12 et pour C^ 0.908 et 0.881.
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-10.00 0.00 10.00 20.00
T
30.00 40.00
Figure 5.9 Echelon en boucle ouverte de Da = 1.34 a 1.22. Les valeurs d'equilibre
correspondantes pour Q sont 0.12 et 0.131 et pour C^ 0.881 et 0.865.
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5.2.5 Resultats du controle du bioreacteur
Les figures 5.10, 5.11 et 5.12 presentent Ie comportement du bioreacteur controle par Ie
controleur neuronal adaptatif lors de changements du point de consigne. Chaque simulation est
effectuee en fixant Ie parametre d'ajustement du controleur © a 3% , 5% et 7% respectivement.
Les differents points de consigne couvrent Ie domaine d'operation choisi pour Ie
bioreacteur. Pour Ie temps -rinclus entre 60 et 90, la consigne est situee a Cy = 0.13. Cette
valeur est atteinte lorsque la commande Da est a 1 .22, une valeur qui est tres pres du point de
bifurcation (Da = 1.21). L'analyse de la dynamique dans cette region (figure 5.9) a montre que Ie
systeme a un comportement tres oscillant, et 1'on peut done prevoir qu'un controleur, qui a des
comportements brusques dans cette region, produira des oscillations dans Ie systeme.
La comparaison des trois figures (5.10, 5.11 et 5.12) conduit a la conclusion que Ie
meilleur compromis entre la vitesse de la reponse a un changement de consigne et Ie
comportement oscillatoire du systeme est obtenu lorsque © est egal a 0.05 (figure 5.11). Avec
cette valeur, les consignes sont atteintes rapidement sans aucun depassement significatif de la
valeur. Lorsque © est egal a 0.03, Ie comportement general est similaire, mais la reponse est
environ 50% plus lente. Pour une valeur de © de 0.07, la reponse au changement de consigne est
rapide mais lorsque la consigne est pres du point de bifurcation, Ie systeme oscille et des
depassements sont observes.
L'analyse de la figure 5.12 (© = 0.07) pour rcompris dans I'intervalle [60-90] montre
que Ie controleur met du temps a trouver la valeur de Da appropriee. En approchant rapidement
de la consigne, Ie systeme entre en oscillation et il devient par la suite difficile d'eliminer les
ecarts a la consigne. On peut done constater que dans les regions ou Ie systeme a une dynamique
tres sensible, les differences entre Ie modele et Ie precede rendent Pajustement de la variable
manipulee plus difficile. Dans les situations ou la dynamique est complexe et ou 1'on a moins
confiance dans la qualite du modele, on a tout interet a limiter la vitesse de variation de la
variable manipulee en fixant une valeur de © plus faible.
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Lors des changements de consigne, Ie systeme ne subit pratiquement aucune inversion
apparente si 1'on compare ces reponses a la reponse a un echelon de la variable manipulee. Cela


























0.00 20.00 40.00 60.00
T
80.00 100.00 120.00
Figure 5.10 Reponse du systeme pour des changements de consigne avec © = 0.03.
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Figure 5.12 Reponse du systeme pour des changements de consigne avec © = 0.07.
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Les trois prochaines figures (5.13, 5.14 et 5.15) montrent Ie comportement du systeme
lors de perturbations. Les perturbations sont introduites par des variations du parametrey. Une
fois la perturbation introduite, 11 existe un ecart entre Ie modele par reseau de neurones et Ie
precede. Les performances du controleur sont aussi etudiees lors de changements de consigne en
presence de tels ecarts.
A la figure 5.13, Ie parametre y est varie de -2%, passant de 0.48 a 0.47. Le parametre ©
est egal a 0.05. La perturbation a lieu a T = 10 et 1'on voit qu'elle est rapidement absorbee, la
commande du controleur passant de 1.63 a 1.58 rapidement. Le controleur neuronal adaptatif
s'est done bien adapte a la nouvelle situation. Lors des changements de consigne qui suivent, Ie
controleur se comporte encore tres bien. Les consignes a Q = 0.09 et 0.1 sont atteintes
rapidement alors que les consignes situees pres du point de bifurcation, Q = 0.12 et 0.13, sont
approchees avec un comportement oscillant. On constate que, dans les zones ou la dynamique est
plus complexe, les differences entre Ie modele et Ie precede ont un impact plus important sur la
qualite du controle.
Les figures 5.14 et 5.15 montrent les reponses lorsqu'une perturbation est introduite en
variant Ie parametre y de +4% de 0.48 a 0.50 a T = 10. Pour chaque simulation, © est fixe a 0.05
et 0.03 respectivement. Dans les deux cas. Ie controleur s'adapte bien a la perturbation et la
reponse est pratiquement identique. Pour les changements de consigne qui suivent, les reponses
sont semblables pour les consignes a Cy = 0.09 et 0.1 avec un temps plus rapide lorsque © est
egal a 0.05. Lorsque la consigne est a Cy = 0.12 et 0.13, les meilleurs resultats sont obtenus avec






















0.00 20.00 40.00 60.00
T
80.00 100.00 120.00
Figure 5.13 Reponse du systeme lors d'une perturbation. A T = 10, y = 0.48-> 0.47, suivie de




























Figure 5.14 Reponse du systeme lors d'une perturbation. A T = 10, y = 0.48-^ 0.50, suivie de





























0.00 20.00 40.00 60.00
T
80.00 100.00 120.00
Figure 5.15 Reponse du systeme lors d'une perturbation. A T = 10, y = 0.48-> 0.50, suivie de
changements de consigne (© = 0.03).
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5.3 Controle d'un reacteur CSTR
Le deuxieme exemple etudie est un reacteur non isotherme dans lequel a lieu une
reaction reversible du premier ordre. Ce systeme a d'abord ete presente par Economou et coll.
[1986] lorsque ces demiers ont introduit Ie controle par modele inteme non lineaire (NIMC). Us
ont developpe cet exemple, dont la dynamique n'est pas particulierement complexe, afin
d'illustrer les avantages du controle non lineaire sur Ie controle lineaire. Us affirment qu'aucun
controleur lineaire ne peut rivaliser en terme de perfomiance et de robustesse avec un controleur
non lineaire bien con9u meme lorsqu'ils appliquent Ie NIMC a des systemes dont les non
linearites ne sont pas tres prononcees.
Ce systeme partage les caracteristiques d'un bon nombre d'applications en genie
chimique ou, a cause d'un changement de signe dans Ie gain, un systeme n'est pas « controlable
integralement» sur toute la plage d'operation (voir Morari et Zafiriou dans Morari et coll.
[1989]). Economou et coll. [1986] ont abandonne 1'exigence de 1'elimination complete des ecarts
a la consigne pour que Ie systeme puisse etre stable avec un controle lineaire. Us font done des
comparaisons entre un controleur lineaire proportionnel et la technique NIMC qui elimine les
ecarts a la consigne.
Psichogios et coll. [1991] ont repris cet exemple lorsqu'ils ont compare quatre
differentes methodes de controle qui utilisent des reseaux de neurones. En prenant cet exemple
dans cette etude, nous pourrons comparer les resultats a ceux provenant d'autres approches qui
emploient des reseaux de neurones.
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5.3.1 Modele dynamique du reacteur CSTR
4, R,, T,
A,R,T
Figure 5.16 Schema du reacteur CSTR
Le systeme etudie est une reaction exothermique reversible qui se produit dans un
reacteur non isotherme bien melange en continu (CSTR) schematise a la Figure 5.16. La reaction
est du ler ordre entre les composants A et R.
k,
A -. —— ^ RT7
(5-17)
Le systeme est modelise par un ensemble d'equations differentielles couplees. Les bilans de












Les taux speciflques de reactions sont definis par:
k^ == Ci exp z0im (5-21)
k_^ = C_i exp r6d^T
(5-22)
Les constantes sont celles utilisees par Economou et coll. [1986] et sont presentees dans Ie
Tableau 5.1.










10 000 cal mol"1
15 000 cal mol-1






5 000 cat mol-1
1kg/L
1 000 da kg-1 K-1
1.0mol/L
0.0 mol/L
Les concentrations A[ et Ri a Palimentation du reacteur sont considerees constantes. La
temperature Tf du debit d'alimentation est la variable manipulee u et la concentration R du
produit a la sortie et la variable controlee y pour Ie systeme.
5.3.2 Analyse de 1' etat d' equilibre du systeme
Cette section presente une analyse des etats d'equilibre du systeme. Le systeme est
etudie pour les valeurs deAf =1.0 mol/L et Rj, = 0.0 mol/L. La figure 5.17 presente la courbe de
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la concentration 7? du produit en fonction de la temperature Tf du debit d'entree dans Ie reacteur













Figure 5.17 Courbe de la concentration R du produit en fonction de la temperature T{ du debit
d'entree dans Ie reacteur pour un systeme en etat de regime.
En boucle ouverte, ce systeme est toujours stable quelles que soient les conditions
initiales. L'analyse de la figure 5.17 montre que la relation entre la variable controlee et la
variable manipulee de ce systeme est non lineaire et que la conversion en produit R atteint un
maximum de 0.5085 lorsque Tj est egal a 434 K. A ce point, Ie systeme n'est pas inversible (Ie
gain est zero). De plus, ce systeme n'est pas biunivoque car la courbe entree-sortie a 1'etat de
regime n'est pas inversible (il y a deux temperatures qui peuvent produire une meme conversion).
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5.3.3 Modelisation de la dynamique du reacteur par reseaux de neurones
Dans un systeme SISO, il est commun que seules la variable controlee et la variable
manipulee soient mesurees. Dans cet exemple, afm de reproduire des conditions realistes et en
meme temps plus difficiles pour Ie controleur, la modelisation de la dynamique du procede par
reseau de neurones est faite uniquement a partir de valeurs de R, la variable controlee, et de Tj, la
variable manipulee. Lorsqu'ils ont modelise ce systeme Psichogios et coll. [1991] ont utilise deux
approches, une qui suppose que toutes les variables d'etats sont mesurees et une autre qui utilise
uniquement des donnees provenant des entrees-sorties du systeme. Us ont utilise Ie modele
provenant de la premiere approche avec les quatre methodes de controle qu'ils ont essayees et Ie
modele qui provient de la deuxieme approche avec la methode par modele inteme (SM.C) ou Ie
reseau est inverse a chaque iteration. La comparaison des resultats obtenus par les deux
approches montre des temps de reponse equivalents mais avec un systeme en boucle fermee plus
oscillant au niveau de la commande pour la deuxieme approche. Ce resultat est conforme a la
theorie du controle par modele inteme qui dit qu'en augmentant la qualite du modele, on diminue
Ie travail du controleur.
Le vecteur d? entree du reseau de neurones modelisant la dynamique du procede est etabli
selon les criteres utilises par la technique ARMA. Comme il y a trois variables d'etats, les trois
iterations precedentes de la variable manipulee et de la variable controlee sont utilisees a 1'entree
du reseau et la sortie est la prediction de la concentration a la prochaine iteration.
R(it+l)=F[R(t-),R(t-V),R(t-2\T,(t),T^-l),T^-2)] (5-23)
Le reseau contient une seule couche cachee de dix neurones. La periode
d'echantillonnage At est fixee a 30 secondes ce qui est la moitie du temps de sejour du reacteurT
egal a 60 secondes. Cette valeur est la meme que celle utilisee par Psichogios et coll. [1991]
(Economou et coll. [1986] n'ont pas indique la periode qu'ils ont utilisee).
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L'objectifdu controle est d'operer Ie reacteur pres du point de conversion maximale tout
en maintenant Ie systeme en boucle fennee stable face a des perturbations. Les resultats de
Economou et coll. [1986] montrent qu'un controleur lineaire proportionnel est incapable de
maintenir Ie systeme stable en presence de perturbations lorsque la consigne est pres du
maximum.
La figure 5.18 presente les etats d'equilibre de la figure 5.17 en ajoutant les frontieres du
domaine d'operation modelise et les valeurs du point optimal d'operation. La temperature T{ a
1' entree du reacteur est incluse entre 380 et 440 K. Le domaine encadre Ie point optimal
d'operation mais se concentre principalement sur une zone ou il existe une relation unique entre

















Figure 5.18 Graphique de la region modelisee du reacteur. La plage encadree represente
approximativement Ie domaine d'operation dynamique qui est modelise.
Les valeurs d'entrainement pour Ie modele sont generees en integrant les equations
d'etats (5.18), (5.19) et (5.20) autour d'un signal TI a partir d'un point initial de 410 K et des
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conditions d'equilibre correspondantes. Le signal est varie aleatoirement avec une distribution
uniforme entre 380 et 440 K pour Tf ce qui represente approximativement ± 9% de la valeur
mediane. L'ensemble d'entrainement est constitue de deux cents presentations. Les valeurs de
1' ensemble de validation sont obtenues de fa9on differente. Elles provierment de deux series de
trente valeurs obtenues en integrant les equations autour d'un signal de Tj = 400 K et 420 K
respectivement et qui est varie de ± 2% avec une distribution uniforme. Cette procedure a pour
but de s'assurer que bien que Ie modele soit entraine a partir de grandes variations de T{ sur
1'ensemble du domaine, il a bien capte la dynamique des petites variations de la commande.
Cette confirmation est particulierement importante dans la deuxieme serie de valeurs qui se
trouve tres pres du point de conversion optimale.
La figure 5.19 presente les valeurs d'entrainement et Ie resultat de 1'apprentissage apres
300 iterations et la figure 5.20 presente les valeurs de validation. A ce stade, la fonction erreur
(equation 2.6) divisee par Ie nombreP de valeurs est de 1.1x10 pour les valeurs d'entrainement
et de 1.2x10 pour les valeurs de validation. Si 1'on poursuit Poptimisation, 1'erreur calculee
pour les valeurs de validation augmente. L'ordre de grandeur sur Perreur entre les deux series
peut paraitre curieux de prime abord puisqu'il favorise les valeurs de validation. Dans ce
contexte, il faut se rappeler que les series sont obtenues de deux methodes differentes et que, dans



















Figure 5.19 Valeurs d'entramement pour Ie reacteur CSTR. Pour 7?, la valeur obtenue a la fm
de la minimisation est aussi tracee.
: R valeur desiree
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Figure 5.20 Valeurs de validation pour Ie reacteur CSTR. Pour R, la valeur obtenue a la fin de
la minimisation est aussi tracee.
: R valeur desiree
ooooooo :R valeur obtenue
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5.3.4 Resultats du controle du reacteur CSTR
Les figures 5.21 et 5.22 presentent la reponse du systeme lors de changement de
consigne lorsque Ie parametre © du controleur neuronal adaptatif est fixe a 0.03 et 0.05
respectivement. Dans cet exemple, la variable manipulee Tj est bomee entre 381 et 439 K,
bomes qui sont legerement a 1'interieur du domaine d'apprentissage du modele par reseaux de
neurones.
Pour la periode incluse entre 20 et 60 minutes, la consigne est etablie Q.R = 0.505, une
valeur qui est pres du point optimal de conversion (R = 0.508). Le second point de consigne est a
R = 0.45.
Les resultats sont tres bons lorsque © est egale a 0.03, on obtient une reponse rapide, peu
de depassement de consigne et peu d'oscillation. Lorsque © est egal a 0.05, la reponse est
evidemment plus rapide et est excellente pour Ie premier point de consigne a.R = 0.505. Pour Ie
second point de consigne a.R = 0.45, on observe un depassement initial assez important avecT? =
0.44 suivi d'oscillations autour de la consigne qui sont causees par des reactions trop bmsques et
trop importantes du controleur neuronal adaptatif aux ecarts par rapport la consigne. Cette valeur
du parametre © a 0.05 est done trop grande.
Ces resultats demontrent que 1'on peut tres bien utiliser un modele etabli a partir de
donnees partielles du precede (valeurs precedentes des variables controlees et manipulees) et
obtenir de bonnes reponses.
Les deux figures suivantes, 5.23 et 5.24, reprennent 1'exemple utilise par Psichogios et
coll. [1991]. Durant 20 minutes, de t = 20 a 40 min., Ie systeme subit une perturbation de -2%
dans la concentration Ai a 1'entree du reacteur et Ie controleur doit maintenir la consigne de R =
0.505. La perturbation est assez importante pour que Ie systeme, qui est deja pres du point de
conversion maximale, ne puisse atteindre la consigne. La reponse optimale du controleur a cette
perturbation est de positionner la temperature d'entree au point maximal de conversion, Tf =
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431.5 K, de fa9on a minimiser 1'ecart a la consigne et de reprendre la position initiale Tj = 427 K
a la fin de la perturbation. II faut remarquer que, si aucun flltre, comme utilise par Economou et
coll. [1986], ou autre limitation n'est impose au controleur, Ie systeme peut tout aussi bien se
positionner de 1'autre cote du point de conversion maximale a une valeur Tf qui se situe a 458 K,
et qui procure la meme conversion.
La figure 5.23 donne la reponse du controleur neuronal adaptatif a cette perturbation
lorsque © est egal a 0.03. Initialement, la variable 7? diminue et Ie controleur s'adapte en
augmentant la temperature. Lorsque la valeur de R commence a se stabiliser, Ie controleur
entraine Ie systeme vers la borne superieure situee a 439 K. Lorsque la perturbation est terminee,
Ie systeme est incapable de retrouver la consigne puisque qu'il ne peut passer par-dessus Ie point
maximal situe a Tj = 431.5 K.
Psichogios et coll. [1991] n'ont pas rencontre cette difficulte dans leur exemple
puisqu'ils ont borne Ie domaine du modele par reseau de neurones au point optimal de fa?on a
pouvoir bien limiter Ie controleur face a une perturbation sans utiliser de filtre dans la structure de
controle par modele inteme. De plus, comme leur approche demande d'inverser a chaque
iteration Ie modele par reseau de neurones, ils devaient bomer Ie modele dans une zone ou
1'inverse est unique.
La figure suivante 5.24 reprend la meme simulation mais en fixant la borne superieure
de la variable Tj au point maximal de conversion. Cette fois Ie systeme, apres avoir rencontre la
borne durant la perturbation, reprend la bomie valeur apres celle-ci. Cette reponse est similaire a
celle obtenue par Psichogios et coll. [1991] dans Pexemple de controle par un modele inteme
etabli a partir des variables controlees et manipulees. Elle est aussi legerement oscillante a la fin
de la perturbation et puisque Ie controleur ne reagit pas tant que la consigne n'est pas depassee, la
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Ce travail a developpe un algorithme de controle adaptatif constitue uniquement de
reseaux de neurones. Get algorithme utilise un entrainement specialise de reseaux de neurones.
Par rapport aux autres approches qui utilisent un entrainement specialise, celle-ci se demarque par
Pemploi d'un reseau de neurones distinct pour modeliser la d^amique du procede, par une
utilisation coherente des coordonnees de temps et par une nouvelle fonction erreur a minimiser
qui est Ie reflet de la composante predictive de 1'algorithme.
La configuration developpee est constituee de deux reseaux de neurones : Ie premier est
entraine comme modele dynamique du precede; et Ie second, appele controleur neuronal
adaptatif, est un modele inverse de la dynamique du precede et est adapte en continu. II y a un
avantage a utiliser deux reseaux de neurones distincts. Cela pemiet d'avoir un modele du procede
qui est fixe et qui simule la dynamique dans 1'ensemble du domaine d'operation pendant que Ie
controleur neuronal adaptatifest adapte en permanence dans Ie domaine d'interet et peut suivre
les precedes ayant des caracteristiques qui derivent dans Ie temps. Le modele du procede peut etre
remis a jour separement lorsque la dynamique a evolue et que 1'on dispose d'une bonne base de
donnees pour en faire 1'adaptation.
L'emploi d'un modele dynamique du procede dans une structure de controle par apprentissage
specialise permet d'implanter une structure predictive a un pas en calculant une erreur qui est
fonction de la valeur estimee pour la prochaine iteration et de la consigne qui couvre cette
periode. Le modele dynamique permet d'evaluer une direction de descente qui minimise les
poids du controleur neuronal et qui pourra etre utilisee en conjonction avec un algorithme de
recherche unidirectionnelle en estimant 1'impact d'une variation de la commande sur la valeur
estimee produite par Ie modele. Pour prendre en compte les differences entre Ie modele et Ie
precede et minimiser les ecarts par rapport a la consigne, la fonction erreur est corrigee par 1'ecart
entre Fetat actuel du procede et 1'estimation du modele pour la meme periode de temps. La
minimisation de cette fonction ne garantit pas qu'il n'y aura aucun ecart par rapport a la consigne,
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mais, en raison des proprietes des modeles dynamiques par reseaux de neurones, cet ecart devrait
toujours etre tres faible.
Le controleur neuronal adaptatif impose une limite sur la velocite de la commande entre
deux temps d'echantillonnage. Cette limite est en fait Ie seul parametre d'ajustement du
controleur. La valeur de cette limite doit etre determinee par 1'utilisateur et doit refleter la
confiance dans Ie modele dynamique du procede ainsi que Ie degre de robustesse desire dans Ie
systeme de controle.
Ce travail a mis au point un nouvel algorithme d'entrainement pour reseaux de neurones
qui repond aux besoins du conti'oleur neuronal adaptatif. Cette methode se do it d'etre
performante, robuste, simple a implanter et ne necessiter aucun ajustement de parametres afin de
procurer de la fiabilite au controleur.
Ce nouvel algorithme decoule de modifications a 1'approche classique des methodes
quasi-Newton, qui ont pour objectifd'accelerer Ie temps necessaire a 1'entrainement d'un reseau
de neurones et de reduire 1'espace memoire requis pour emmagasiner 1'information a chaque
iteration. Ces modifications consistent en de nouvelles approximations de la matrice hessienne
qui negligent certaines interactions du deuxieme ordre et qui sont constmites en prenant en
compte la stmcture du reseau de neurones. En negligeant des interactions du deuxieme ordre
dans une methode quasi-Newton, on obtient une direction de descente moins efficace et une
augmentation du nombre d'iterations necessaires pour obtenir une solution. Cet effet est
compense par une reduction du temps de calcul requis pour renouveler 1'approximation de la
matrice hessienne et par une diminution de 1'espace memo ire requis. Les mises a jour des
approximations des matrices hessiennes se font par la methode BFGS qui est reconnue pour etre
la plus perfomiante des methodes quasi-Newton.
Les resultats montrent que, lorsque la taille des reseaux de neurones a entrainer est
moyenne ou grande, la methode BFGS-N est plus perfonnante que les methodes traditionnelles,
tout en demandant d'emmagasiner beaucoup moins d'elements que la methode BFGS. Pour les
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reseaux plus petits, les methodes du gradient conjugue, BFGS et BFGS-N ont des performances
similaires. Le nombre de poids a minimiser a partir duquel la methode BFGS-N se demarque en
terme de performance ne peut etre detennine avec exactitude, ce point etant aussi une fonction de
la topologie du reseau de neurones. Mais a travers les quatre exemples, la methode BFGS-N a
demontre qu'elle peut etre utilisee de fa^on avantageuse dans toutes les situations. Les deux
autres configurations BFGS-L et BFGS-M presentent moins d'interet
Deux exemples d'utilisation du controleur neuronal adaptatif ont ete developpes. Dans
Ie premier exemple, il s'agit de controler un bioreacteur CFSTR ayant une dynamique complexe
avec differents etats d'equilibre et un point de bifurcation. En plus d'avoir une bonne reponse
aux changements de consigne, Ie controleur est capable de maintenir Ie procede stable a une
consigne pres du point de bifurcation meme en presence d'une perturbation pennanente qui
introduit des ecarts entre Ie modele par reseau de neurones et Ie procede. L'adaptation du
controleur aux nouvelles conditions creees par les perturbations est rapide.
L'autre exemple traite d'un reacteur CSTR non-isotherme avec une reaction reversible
du premier ordre. Le controleur a encore une fois une bonne reponse lors des changements de
consigne. Lors de 1'introduction d'une perturbation, la reponse du controleur neuronal adaptatif
est comparable a celle obtenue par une autre equipe qui utilisait aussi des reseaux de neurones
dans des conditions similaires avec une approche par modele inteme.
Pour la poursuite des travaux, deux axes sont a explorer. La premiere devrait porter sur
une phase experimentale a 1'echelle laboratoire de 1'algorithme de controle. Afin de bien evaluer
tout Ie potentiel de la methode, on devrait choisir un systeme hautement non lineaire comme
1'equilibre du pH d'une solution. Le deuxieme axe a explorer est d'etendre cet algorithme pour
les systemes a plusieurs entrees et plusieurs sorties (MIMO) et d'en verifier la controlabilite.
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