Despite the recent advances in sensor technologies and data acquisition systems, interpreting 4 measurement data for structural monitoring remains as challenge. Furthermore, due to the 5 complexity of the structures, materials used and uncertain environments, behavioral models are 6 difficult to build accurately. This paper presents novel model-free data-interpretation methodologies 7 that combine MPCA with each of four regression-analysis methods -Robust Regression Analysis 8 (RRA), Multiple Linear Analysis (MLR), Support Vector Regression (SVR) and Random Forest (RF) -for 9 damage detection during continuous monitoring of structures. The principal goal is to exploit the 10 advantages of both MPCA and regression-analysis methods. The applicability of these combined 11 methods is evaluated and compared with individual applications of MPCA, RRA, MLR, SVR and RF 12 through four case studies. Result showed that the combined methods outperformed non-combined 13 methods in terms of damage detectability and time to detection.
Introduction

17
The performance of civil engineering structures under operational and environmental actions may 18 decrease over time due to factors such as deterioration of structural materials, extreme and other 19 actions that were not adequately taken into account during design. In the USA, it has been estimated 20 that more than two trillion dollars are needed to bring America's infrastructure up to an acceptable 21 performance level. Current infrastructure budgets are only a fraction of this amount and future 22 deficit reduction plans will widen the gap (ASCE 2009). Structural Health Monitoring (SHM) has the 23 potential to save money through early detection and this may lead to cheaper repairs and 24 replacement avoidance. SHM is a process aimed at providing accurate and real-time information 25 concerning structural condition and performance (Glisic and Inaudi 2008) . It consists of periodic or 26 continuous monitoring that measures quantities such as structural responses and environmental 27 variations for the evaluation of structural performance. 28
Recent advances in sensor technologies and data acquisition systems allow complex structures to be 29 equipped with hundreds of sensors that measure quantities such as structural responses 30 (acceleration, deformation rotation etc) and environmental variations (temperature, humidity, wind, 31 etc.). Despite the continuous evolution and development of measurement technologies, interpreting 32 a large amount of measurement data to obtain useful information on structural conditions remains a 33 challenge. This task falls into the field of Structural Identification (St-Id) which is an application of 34 System Identification (Sys-Id) to civil structural systems. The Sys-Id concept (originated in electrical 35 engineering) was first studied in engineering mechanics by Hart and Yao (1977) and in structural 36 engineering by Liu and Yao (1978) . damage-detection method for vibration-based SHM. All these studies are limited to a single 60 methodology without comparison to other methods. Gul and Catbas (2011) 
Multiple Linear Regression (MLR)
137
The aim of multiple linear regression is to evaluate the relationship between several independent 138 (predictor) variables and a dependent (criterion) variable by fitting a linear equation to observed 139 data. Given observations, the multiple linear regression is formulated as 140 (2) 141 where is a regression coefficient associated with the input variable . Using the 142 dataset of observations in measurement time series, the unknown coefficients are determined 143 using the least squares method. In the application for damage detection, similar to robust regression, 144 detection is based on the regression residual. 145 Gaussian RBF is expressed as 173 
Support Vector Regression (SVR)
When using the RBF kernel function, only two tuning parameters, and , need to be determined 175 to formulate a prediction function and their optimal values could be determined using grid search 176 method. 177
Random Forest (RF)
178 Random forest is a nonparametric statistical regression method that offers an alternative to 179 parametric regression methods (Breiman 2001 ). The prediction is achieved by constructing an 180 ensemble of regression trees. Given a training dataset where is the number 181 of observations and is the number of input variables. 182
The first step is to generate training sub-datasets by continuously copying observations randomly 183 from the original training dataset until each sub-dataset has the same number of 184 observations as the original training dataset. Thus, some of the observations from the original 185 dataset can be repeatedly copied into each sub-dataset, while others are not copied at all. The set of 186 non-copied observations corresponding to each sub-dataset functions as a validation dataset. 187
The second step involves building regression trees using the generated training sub-datasets. 188
A regression tree is built by recursively splitting each sub-dataset into more and more 189 homogeneous groups. From the decision-tree point of view, the entire training sub-dataset is 190
represented by a root node and the splitting groups are represented by nodes, as shown in monitoring. Figure 2 shows the layout of the combined methodologies that is composed of two main 209 steps. The first step is to transform measurement data into main eigenvector time series (main 210 principal components) using MPCA. As mentioned in Section 2.1, MPCA is carried out by using a 211 fixed-size window that moves along the measurement time series to extract specified datasets. The 212 data within the window are used to compute a covariance matrix and then solve the eigenvalue 213 problem of the covariance matrix to obtain the eigenvector time series. 214
The second step involves analyzing the correlations between eigenvector time series to detect 215 damage in structures. The idea behind this step is built on an assumption that when damage occurs 216 in structures, the correlations between the principal components will be changed. Thus, damage can 217 be detected by tracking changes in these correlations over time. This step explores the correlations 218 between PCs by developing regression functions using RRA, MLR, SVR and RF. Figure 4 shows the minimum detectable damage-level 252 using 9 model-free data-interpretation methods, including the applications of single individual 253 method as well as combined methods. The figure demonstrates that combined methods are better in 254 terms of damage detectability than individual methods. As expected, MPCA is better than RRA in 255 terms of damage detectability. MPCA also shows a superior performance in comparison to other 256 individual methods. Generally, while RRA performs the least, combined MPCA-RRA shows the best 257 performance and it is able to detect a damage of 3% stiffness loss. Such small damage can be caused 258 by many sources such as cracks and localized corrosion. 259
To evaluate performance in terms of time to detection, a damage scenario of 50% loss of axial 260 stiffness in a member is chosen. Figure 5 instantly. Therefore, it is concluded that for this case study, combining MPCA with regression analysis 294 improves the performance in terms of time to detection. 295
While the previous case study shows that combination of MPCA and RRA (MPCA-RRA) performs best 296 in terms of damage detectability, this case study demonstrates that MPCA-SVR outperforms other 297 methods. These results indicate that the selection of regression analysis to be combined with MPCA 298 is case-dependent. A reason for this is that since combined methods conduct damage detection 299 based on the correlation of eigenvector time histories, detection is dependent on the characteristics 300 of these time series. 301 Figure 9 shows the plots of the relationship of two eigenvector time series for both case studies 302 above. For the first case study (Figure 9 left) , the relationship between eigenvector components of 303 sensor 13 and 14 is shown to be linear and thus linear regression is well-suited to analyze such 304 relationship. On the other hand, for the second case study (Figure 9 right) , the relationship between 305 eigenvector components of sensors 1 and 3 is shown to be non-linear. Therefore the combination of 306 MPCA with non-linear regression is more appropriate for the second case study. Results from both 307 case studies of damage detectability demonstrate that the most appropriate regression-analysis 308 methods to be combined with MPCA are those that are compatible with eigenvector-correlation 309 characteristics. 310
A full-scale test on the Ricciolo viaduct
311
The applicability of the combined methods for damage detection under environmental variations is 312 also assessed in this paper using measurements from a full-scale test on the Ricciolo viaduct that was 313 conducted by Posenato North exit of Swiss motorway A2. This bridge was continuously monitored at a rate of one 315 measurement session per hour. The monitoring system includes parallel and crossed sensor 316 topologies and inclinometers in order to monitor axial strain, horizontal and vertical curvature 317 changes, torsion, average shear strain and rotations in both vertical plans. The configuration of the 318 measurement system is given in Figure 10 and Figure 11 . 319
During the first four and a half months of the monitoring period, the bridge was under construction. 320
Several important stages in the construction process are listed in Table 2 . 321
During the monitoring period, the bridge is in a good condition and there are no damage events that 322 could generate anomalous behavior. Therefore, the time scale of the monitoring data is inverted so 323 that events during the construction period appear as anomalous events. Previously, Posenato et al. 324 (2010) demonstrated the successful application of MPCA and RRA in detecting construction stages. 325
Following this study, this section compares the performance of MPCA and RRA with the combined 326 methods in terms of detectability and time to detection. 327
As mentioned in Section 2.1, MPCA is carried out by observing the eigenvector time histories. For this 328 method, a window size of four months is used for data analysis. Figure 12 presents the resulting 329 eigenvector time histories and shows that detection is visible. One notable observation from this 330 figure is that the eigenvector time histories are highly correlated before event 6 occurs and this 331 correlation is suddenly changed when the anomalous event occurs. This is a good example that 332 verifies the data interpretation methods proposed in this study where detection is based on the 333 correlation of the eigenvectors (main principal components). 334 Figure 14 shows that these two methods are better than MPCA 342 in terms of time to detection. They are able to detect anomalous event almost instantaneously. 343
In addition, there is a remarkable observation in Figure 14 . Although the magnitude of the changes in 344 the regression residuals due to Event 6 is almost the same, there is a significant difference in the 345 amount of scatter. The threshold size within the reference period for MPCA-RRA is thus much smaller 346   6  than that of RRA. Unlike abrupt structural changes due to construction stages, in most cases, 347 structural degradation occurs gradually starting from small damage. Thus, the figure implies that it 348 will be more difficult for RRA to detect a change that is smaller than the change of Event 6 due to the 349 size of the threshold. Obviously, this is not the case for MPCA-RRA since the size of the threshold is 350 so small that detection is possible for relatively small changes. This shows that MPCA-RRA has the 351 potential for higher damage detectability than RRA alone. 
