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Abstract 
Cancer classification is one of the major applications of the microarray technology. When standard machine learning 
techniques are applied for cancer classification, they face the small sample size (SSS) problem of gene expression data. 
The SSS problem is inherited from large dimensionality of the feature space (due to large number of genes) compared 
to the small number of samples available. In order to overcome the SSS problem, the dimensionality of the feature 
space is reduced either through feature selection or through feature extraction. For achieving this objective different 
feature reduction schemes with a set of simple classifiers have been suggested in this paper. Firstly the dimension have 
been reduced using Principal Component Analysis(PCA), Factor Analysis(FA), Discrete Fourier Transform(DFT) and 
Discrete Cosine Transform(DCT).Then the reduced dimensions are used to design intelligent classifiers using different 
Functional  Link Artificial Neural Network (FLANN). The simulation results demonstrate that the reduction based 
Chebyshev classifier perform the best compared to other alternatives.  
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1. Introduction 
The analysis of microarray data [1] plays a very important role to improve health care, environmental 
studies and analysis of biological systems. In recent years, research has shown that accurate cancer 
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diagnosis can be achieved by performing microarray data classification. Various intelligent methods have 
been applied to this area. But the microarray data consists of a few hundreds of samples and thousands or 
even ten thousands of genes. The high dimensionality of the feature space degrades the generalisation 
performance of the classifier and increases its computational complexity. This problem is popularly in 
known as the small sample size (SSS) problem in the literature [2].It is difficult to accurately classify in 
such a high dimension space using traditional classification methods. To improve the classification 
performance of microarray data, the data is reduced from high dimension to low dimension using feature 
selection methods and feature reduction methods. Feature selection methods retain only a few useful 
features and discard others. Feature reduction methods construct a few features from the large number of 
original features through their linear (or nonlinear) combination. The feature reduction techniques we have 
used in this paper are PCA, FA, DFT, and DCT. Linear discriminant analysis (LDA) is a well-known 
technique for feature extraction-based dimensionality reduction. However, this technique cannot be applied 
for cancer classification because of the singularity of the within-class scatter matrix due to the small 
sample size problem [3]. The principal component analysis (PCA) is a potential feature reduction tool and 
it [4] attempts to find a set of orthogonal principal components to preserve as much variance as possible in 
independent variables. Gene expression data are usually of high dimensions [5] and contain relatively 
small samples, which possess the main difficulty for the application of clustering algorithms. In 
classification study first an efficient classifier is to be designed using training samples. Then the classifier 
is used to predict the class of new data. Hence an important aspect of a classifier design is to select the 
appropriate features which in turn help in better classification.   
 
 Classification predicts categorical class labels and classifies data based on the training set and the values 
(class labels) in a classifying attribute and uses it in classifying new data. Classification [6] two steps. The 
first one is model construction and the second process is model usage. Model construction describes a set 
of predetermined classes. Model usage is for classifying future or unknown objects. Bayesian linear model 
for microarray data classification based on a prior distribution is proposed in [7]. A semi-supervised graph-
based method [8] effectively improves the performance of tumour classification based on gene expression 
profiles. This work has employed multi-step dimensionality reduction and semi-supervised learning 
methods in the field of tumour classification. A correlation-based feature selector combined with decision 
trees, naïve Bayes and support vector machines [9] have been proposed for better classification of acute 
leukaemia and diffuse large B-cell lymphoma microarray data sets. In [10] a stomach cancer detection 
system based on artificial neural network (ANN) and discrete cosine transform (DCT) has been suggested. 
Literature review reveals that there is still a scope of further improvement of classification accuracy using 
proper choice of feature reduction, classifier structure and its training algorithm. In this paper four simple 
but efficient feature reduction methods have been proposed and a set of efficient classifiers is designed 
using the reduced feature as inputs. 
 
 This paper is organized as follows: Section 2 describes the source and types of data. Data reduction using 
principal component analysis, factor analysis, discrete Fourier transform and also using discrete cosine 
transform are carried out in Section 3. Section 4 outlines three different functional expansion techniques. 
The classification task of the proposed model is dealt in Section 5. Section 6 deals with the results obtained 
from the simulation study followed by discussions. Finally Section 7 presents the conclusion of the 
investigation. 
2. Source and types of data 
Different types of cancer data sets (Lung Cancer, Breast Cancer) have been collected from the website 
http://www.broadinstitute.org/scientific-community/data for classification purpose. Breast cancer 
originates from breast tissue and is a disease of humans and other mammal. The overwhelming majority of 
cases in humans are women. The lung cancer occurs when uncontrolled cell growth begins in one or both 
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lungs. Most machine learning and data mining techniques may not be effective for high-dimensional data 
and the accuracy and efficiency degrade rapidly as the dimension increases. Hence feature reduction is 
required for such large attributes to obtain reduced dimensions, to remove noise and enhance training 
speed. 
3. Reduction using principal component analysis, factor analysis, discrete Fourier transform  and  
discrete cosine transform tools 
The cancer data sets consist of high dimension in nature. Hence the principal component analysis (PCA) 
technique is used for the feature reduction purpose. The PCA is defined as an orthogonal linear 
transformation that transforms the data to a new coordinate system such that the greatest variance by any 
projection of the data comes to lie on the first coordinate (called the first principal component), the second 
greatest variance on the second coordinate, and so on. This technique uses an orthogonal transformation to 
convert a set of observations of possibly correlated variables into a set of uncorrelated variables called 
principal components. Using this technique the dimensions of different data sets are reduced as given in 
Table 1. This table provides the original as well as the reduced dimensions obtained using the PCA. 
Table 1 
Reduced dimension after using principal component analysis 
 
Data sets Original dimension Reduced dimension 
Lung cancer 197 X 581 197 X 196 
Breast cancer 98 X 1213 98 X 24 
 
 The factor analysis (FA) technique is used to reduce the number of variables and to detect structure in 
the relationship between variables. Thus factor analysis is applied as a data reduction or structure reduction 
method. Factor analysis is a statistical method used to describe variability among observed, correlated 
variables in terms of a potentially lower number of unobserved, uncorrelated variables called factors.Using 
this technique the dimensions of different data sets are reduced as given in Table 2. 
 
Table 2 
Reduced dimension after using factor analysis 
Data sets Original dimension Reduced dimension 
Lung cancer 197 X 581 197 X 81 
Breast cancer 98 X 1213 98 X 97 
The discrete Fourier transform (DFT) is a specific kind of discrete transform, used in Fourier analysis. It 
transforms one function into another, which is called the frequency domain representation or simply the 
DFT, of the original function. The input to the DFT is a finite sequence of real or complex numbers. A key 
enabling factor for these applications is the fact that the DFT can be computed efficiently in practice using 
a fast Fourier transform (FFT) algorithm. The sequence of N complex numbers x0, xN  is 
transformed into another sequence of N complex numbers according to the DFT formula: 
                                                                                                                                                                         
(1) 
 
Using this technique we have reduced the different cancer data sets and the results are presented in Table 3. 
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Reduced dimension after using discrete Fourier transform 
 
Data sets Original dimension Reduced dimension 
Lung cancer 197 X 581 197 X 443 
Breast cancer 98 X 1213 98 X 797 
 
 A discrete cosine transform (DCT) expresses a sequence of finite data in terms of a sum of cosine 
functions of different frequencies. The DCT is an efficient quasi orthogonal data reduction technique for 
image compression. The most common DCT definition of a 1-D sequence of length N is: 
 
                 
(2) 
 
 
where -1, x= 0,1,2, N 1 and )(u is defined as: 
 
 
                 
(3) 
 
 
Table 4 
Reduced dimension after using discrete cosine transform 
 
Data sets Original dimension Reduced dimension 
Lung cancer 197 X 581 197 X 540 
Breast cancer 98 X 1213 98 X 1167 
4. Functional link artificial neural network (FLANN) 
The FLANN [11] proposed by Pao, is a single layer artificial neural network structure is a nonlinear 
network with simple operations and provides comparable performance as that of multilayer ANN.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Functional link artificial neural network structure 
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Fig. 1 shows an adaptive FLANN architecture with one neuron and nonlinear inputs. The nonlinearity in 
the input is introduced by Trigonometric, Chebyshev and Legendre expansions of input values. After 
nonlinear mapping of the input features simple linear combiner is used to obtain the output which is then 
passed through a nonlinear function. The details of different nonlinear expansions are dealt in brief. 
The functional expansion block makes use of a functional model comprising of a subset of orthogonal 
sine and cosine basic functions and the original pattern along with its outer products. For example, let the 
input pattern consisting of 21, xx  can be expanded using trigonometric functions can be expanded as: 
                                                                                                                                                                          
(4) 
 
Similarly the enhanced pattern of x using Legendre polynomial is formed as: 
 
                                                                                                                                                                         
(5) 
 
The Chebyshev polynomials are also a set of orthogonal polynomials and for -1<x<1 these are generated 
using a recursive formula: 
                                                                                                                                                                          
(6) 
 
These nonlinear expansion schemes are used to develop the classifier structures. 
5. Proposed model 
A generalized FLANN classifier structure which can introduce three different nonlinearities discussed in 
the previous section is shown in Fig. 2. Except the nonlinearity expansion mechanism the remaining 
portion of the classifier remains the same for all three cases. The cancer data is collected and is then 
normalized as: 
                                                                                                                                                           
(7)                                                                                                                                                                         
 
Where kxk th sample value 
minx Minimum of the data set 
maxx Maximum of the data set 
    
 On the normalized data, four feature reduction techniques are applied using the four methods as 
discussed in Section 3. Out of the reduced data 80% is used for training the classifier and the remaining is 
used for validating the model. The design of the classifier proceeds as follows: 
 
Step 1: The reduced training features of each patient are applied sequentially.  
Step 2: The expanded features are multiplied with the corresponding weight of the model. The weights are   
initialized as random values between 0 and 1.  
Step 3: The weighted sum is then passed through a nonlinear function given by  
 
 
 
Step 4: The epoch based training of weights is carried out using the gradient descent algorithm.  
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Step 5: The mean square error is computed to assess the accuracy of the model. 
Step 6: The above process is repeated until the MSE is reduced to the largest possible level.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. The FLANN classification model for three classes 
 
6. Simulation study 
In the simulation study the FLANN structure is carried out using three different functional expansion 
schemes. These are Trigonometric, Chebyshev and Legendre Polynomial types. Firstly the PCA, FA, DFT 
and DCT are used for reducing the lung and breast cancer data. The reduced dimension has been indicated 
in Tables 1, 2, 3 and 4. Then the reduced data are applied to the FLANN. These data are expanded in three 
different ways and 80% of available data in each case are used for training the three models. The remaining 
20% data are employed for validation. The numbers of expansion used for each input in three cases are 3, 3 
and 3 respectively. The convergence characteristics for PCA using two types of cancer data are shown in 
Figures 3(a) and 3(b), the convergence characteristics for FA using two types of cancer data are shown in 
Figures 4(a) and 4(b), the convergence characteristics for DFT using two types of cancer data are shown in 
Figures 5(a) and 5(b) and the convergence characteristics for DCT using two types of cancer data are 
shown in Figures 6(a) and 6(b). In all these cases it is observed that the performance of DCT is better than 
that of other techniques. The classification results given in Tables 5, 6, 7 and 8 reveal that the Chebyshev 
FLANN with DCT feature reduction scheme provides the best classification for two types cancer data 
studied. 
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Fig. 3. Comparison of convergence characteristics of (a) breast  cancer data, (b) lung cancer data  using three different FLANN 
models for PCA 
 
 
 
 
 
 
 
(a)                                                                                 (b) 
 
Fig. 4. Comparison of convergence characteristics of (a) breast  cancer data, (b) lung cancer data  using three different FLANN 
models for FA 
 
 
                                                                                   
 
 
 
 
 
Fig.5. Comparison of convergence characteristics of (a) breast cancer data, (b) lung cancer data  using three different FLANN models 
for DFT 
 
 
                                                                                
 
 
 
 
                                                                                 
Fig.6. Comparison of convergence characteristics of (a) breast cancer data, (b) lung cancer data using three different FLANN models 
for DCT 
Table 5 
Comparison of classification results of FA 
 
 
 
 
 
Table 6 
Name of the data set Trigonometric Legendre Chebyshev 
Breast cancer 50% 54% 54% 
Lung cancer 82.9% 85% 85% 
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Comparison of classification results of DFT 
 
 
 
 
 
Table 7 
Comparison of classification results of PCA 
 
 
 
 
 
Table 8 
Comparison of classification results of DCT 
 
 
 
 
 
7. Conclusion 
This paper proposes a single layer ANN for cancer patient classification. For efficient classification the 
attributes of the patient have been reduced using PCA, FA, DFT and DCT  techniques and the reduced 
features have been applied for achieving better classification. To make classification faster and to make it 
possible for online application single layer FLANN model have been used as a classifier instead of using 
time consuming multilayer neural network  model.  
     In this paper a set of efficient single layer ANN structure are developed for classification purpose using 
Trigonometric, Chebyshev and Legendre expansion techniques. Further the accuracy also depends on the 
selection of adaptive structures for classification. In the present study it is observed that the DCT feature 
reduction based Chebyshev FLANN classifiers outperforms others.  
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Name of the data set Trigonometric Legendre Chebyshev 
Breast cancer 62.5% 66.6% 66.6% 
Lung cancer 63.4% 60.9% 63.4% 
Name of the data set Trigonometric Legendre Chebyshev 
Breast cancer 70% 75% 83% 
Lung cancer 70.7% 75.6% 85% 
Name of the data set Trigonometric Legendre Chebyshev 
Breast cancer 67% 79% 83% 
Lung cancer 92.6% 92.6% 92.6% 
