This paper proves that the stationary distribution over the populations in genetic algorithms focuses on the uniform populations with the highest fitness value as the selective pressure goes to infinity and the mutation probability goes to zero. The obtained sufficient condition is based on Albuquerque-Mazza (2000) who followed Cerf (1998) who initiated the large deviation principle approach (Freidlin-Wentzell theory) to the Markov chain of genetic algorithms.
Introduction
We wish to maximize the value of a given function f : {0, 1} * → (0, ∞), using evolutionary algorithms (EAs) which are computation methods inspired by evolutionary processes. They have been utilized for more than 20 years.
The EAs repeatedly update the set (population) of candidate solutions (individuals) each expressed by a binary string, using genetic operations to raise the probability of getting solutions with the highest value of the fitness function f .
Initially, evolutionary algorithms consisted of three genetic operators, namely selection, crossover, and mutation [9] , and were called genetic algorithms (GAs). However, currently, various genetic operations are applied in the context of the EAs.
In the GAs, a population containing of a definite number (population size) of individuals consisting of genetics is set up first. Then, individuals are selected according to the probabilities each of which is proportional to the fitness value multiplied by the number of occurrence. This process (selection) is repeated until individuals of the population size are contained in the updated population. Then, for a pair of individuals, we exchange genetics in some locations to replace them by the new pair. This process (crossover) is repeated several times, and a further updated population is obtained.
How to decide the locations, how to choose the pairs of individuals to be crossovered, etc, can be chosen arbitrarily. Finally, we randomly change several genetics in several individuals (mutation). The probability of mutation can be chosen arbitrarily.
Although various genetic operators may be applied in the EAs, all EAs share the following properties:
1. Aim to find the individuals that optimize the fitness function.
Their populations are states of a finite Markov chain.
However, in general, it is considered to be hard to mathematically analyze the performance of EAs. Several results on evaluating the performance of GAs expressed by Markov chains have been reported since the early 1990's. This paper analyzes GAs using large deviation principle, in particular the Freidlin-Wentzell theory [8] . The basic idea was initiated by R. Cerf [3] . Similar evaluation methods have been applied not just to GAs but also to EAs, following Cerf.
Olivier Francois [7] considered an algorithm which selects a definite number of individuals and randomly changes at most one genetic for each individual (mutation) with a probability, where the mutation probability gradually decreases as the generation change proceeds. The performance of his simulated annealing like algorithm was evaluated by the Cerf's method.
L. Rigal and L. Truffet [10] considered an algorithm which generates individuals no more than the population size via mutation and selects offspring among the parents and the newly generated individuals so that the number of individuals in the next generation is equal to that in the current generation. In their algorithm, the fitness function was powered by a value (selective pressure) which increases as the generation change proceeds. They proved that the stationary probability focuses on the populations each consisting of the same best individuals as the selective pressure increases.
Intuitively, decreasing the mutation probability and increasing the selective pressure are equivalent in the sense that both of them decreases the temperature in statistical dynamics. For both algorithms, it is proved that the uniform populations consisting of same individuals have positive probabilities when the temperature is low. Then, they concluded that the stationary probability focuses on the uniform populations (best uniform populations) each consisting of best individuals if the population size exceeds a definite limit. The derivation was due to the condition that the upper bound of virtual energies for the best uniform populations should be lower that the lower bound of virtual energies for the other uniform populations. Consult Olivier Catoni [2] for the details of the theoretical analysis.
Although this paper does not propose any simulated annealing methods, we show that the stationary probability focuses on the best uniform populations when the mutation probability goes to zero and the selective pressure goes to infinity, keeping the two factors balanced. The statement is similar to Cerf, but the obtained sufficient condition is different since our derivation is based on Paul Albuquerque and Christian
Mazza [1] who utilized the fact that the stationary probability is positive when the potential value is minimized, if a potential function exists.
This paper refines the Albuquerque-Mazza in the following sense:
1. This paper considers the effect of crossover as well as those of selection and mutation.
2. Our proof does not require a non-genetic operator to add random small value to each fitness value if more than one best individual exists.
3. The sufficient condition in this paper is more general than that of AlbuquerqueMazza.
4. While the result in Albuquerque-Mazza holds for the order "mutation → crossover → selection", the result in this paper holds for "crossover → mutation → selection" as well.
Cerf conjectured that the stationary probability would not focus on the best uniform populations unless the population size exceeds a limit. However, this paper shows that the property is true for any population size no less than two as long as the mutation probability and selective pressure are balanced properly.
Markov Chains of GAs
Using GAs, we find individuals 
We repeat the cycles consisting of genetic operations: "mutation → crossover → selection" in this order (even if we change the order to "crossover → mutation → selection", a similar discussion will follow).
The mutation operator randomly changes the LM bits in the current population x ∈ S with probability (mutation probability) 0 < µ < 1 to obtain a new population y ∈ S with probability
The crossover operator changes genetics
In particular, {1, · · · , k} with random 1 ≤ k ≤ L is often used as π. Although the pairs of individuals may be chosen in an arbitrary manner, crossover does not change the numbers of ones in
We write x ∼ y when C[x, y] > 0, so that x ∼ y =⇒ y ∼ x for any crossover.
Also, we write x ≻ y when {x 1 
The selection operator independently selects individuals y k ∈ I in the current population x ∈ S such that x ≻ y to obtain a new population y = (y 1 , · · · , y M ) ∈ S with probability
Our GA is defined as a repetition process (generation changes) of the three genetic operations:
1. apply mutation to x ∈ S with parameter µ to obtain u ∈ S;
2. apply crossover to u to obtain v ∈ S; and 3. apply selection to v with parameter β to obtain y ∈ S.
which converges into the individuals i ∈ I that maximizes f (i) [9] . Although it is not easy to define GAs generally, we require only the above assumptions for GAs in this paper. Then, the probability to obtain y ∈ S from x ∈ S is expressed by
where the matrix Q µ,β = (Q µ,β [x, y]) x,y∈S is the transition probability matrix of a finite Markov chain. Since the Markov chain is irreducible (Q µ,β [x, y] > 0) and acyclic which will be defined later, the stationary probability (q µ,β (x)) x∈S is unique for each
We define the set of uniform populations and the set of uniform populations consisting of individuals that maximize the fitness function by
respectively.
For stationary probabilities, several results have been known: Proposition 2.1. (Davis-Princeple, 1991 [5] .) When crossover is not present, for
Proposition 2.2. (Suzuki, 1998 [12] .) When crossover is not present,
It is not recommendable to exclude crossover to obtain successful performance, but mathematically analyzing GAs becomes hard if crossover is included.
This paper proves Proposition 2 even when crossover is present. In particular, we utilize the approach based on the Freidlin-Wentzell theory [8] in large deviation to evaluate the Markov chains.
In general, when the absolute temperature T µ,β goes to zero, the stationary probability (q µ,β ) µ,β will focus on the set S * := {x ∈ S|W (x) = min y∈S W (y)} of states that minimize the virtual energy W (x), x ∈ S which will be defined later (S * ⊆ U can be proved 
is a potential which will be defined later. However, in their derivation, 1. a non-genetic operation of adding a small random value to each fitness value so that f : I → (0, ∞) is injective was included, and that 2. crossover was not considered.
In this paper, we prove
Large Deviation Principle Approach
We consider a general finite Makov chain {X n } ∞ n=0 with state set S and transition probability Q ∈ R σ×σ , where σ := |S|. Since the sum of the row elements in the matrix Q is one, λ = 1 is a solution of the equation det(λI − Q) = 0, which does not mean that the dimension of the corresponding eigenvalue space is one. We say that the Markov chain {X n } ∞ n=0 is irreducible if all the elements become positive when the matrix Q is multiplied finitely many times. The integer gcd{n|P (X n = x|X 0 = x) > 0} is said to be a cycle of x ∈ S. If all the cycles of x ∈ S are one, then the Markov chain {X n } is said to be acyclic. In general, the dimension of each eigenvalue space for the irreducible and acyclic finite Markov chain is one (Perron-Frobenius). Then, the stationary probability (q(x)) x∈S of the transition probability Q is unique:
We express the set of irreducible finite Markov chains by thier transition probability 
Also, we say that sequence {(
, z i ∈ S for any k is a path from z 0 ∈ S to z k ∈ S, and that each (z i−1 → z i ) is an edge contained in the path. If there exists only one path from each x ∈ S\{y} to y ∈ S, then we say that the set of edges contained in those paths is a spanning tree rooted at y and write the set of spanning trees rooted at y by G(y). Let
and
It is known (Freidlin-Wentzell [8] ) that for
1. the stationary probability of the transition probability matrix (Q α [x, y]) x,y∈S is given by
, x ∈ S and that
Thus, for each x ∈ S, we have
Furthermore, for each (
Proofs of the following lemmas are presented in the appendix for self-containedness. 
Main Result
We express the mutation probability by µ(β) := ϵ exp(−λβ) via one parameter β with constants 0 < ϵ < 1 and λ > 0, where 0 < ϵ < 1 is required for 0 < µ(0) < 1.
Then, we apply the lemmas in the previous section, expressing
We notice that any uniform population remains the same via selection and via crossover:
where o(β) is a quantity satisfying 
Thus, there exists y ∈ U such that V (x → y) = 0.
2. For x ∈ U and y ∈ S\U , in x → u → v → y, where mutation, crossover, and selection are applied respectively, from the first item of Lemma 3, we have v ∈ S\U . From the second item of Lemma 3, we have u ∈ S\U . From x ∈ U , we
Thus, from Lemma 2, the dynamics in S is restricted to U .
Next, we show that φ((i)) = −M log f (i), i ∈ I, is a potential of U , which means from Lemma 1 to complete proof of Theorem 1. We evaluate the communication cost
If the population contains both of i, j immediately before the last selection, then the cost excluding the last selection and the one at the last selection are no less than λρ(i, j) and φ((j)) − φ((i)), respectively. In fact, in order to generate j, it is necessary either to generate j via mutation directly, or to generate k, h ∈ I via mutation and change one of them into j via crossover. However, for the latter case,
bits are necessary to change from i to have j in the population immediately before the last selection. Thus, before the last selection, the cost is at least λρ (i, j) . 
Suppose φ((j)) < φ((i)). The cost of the last selection can be at least zero, and the total becomesV ((i) → (j)) = V ((i) → (j)) = λρ(i, j) .
In particular, from (2), 
Lemma 1 is obtained from (1)(6).
Proof of Lemma 2
From Freidlin-Wentzell [8], From the assumption of Lemma 2, V (x → y) > 0, x ∈ S − , y ∈ S + . Therefore, for each y ∈ S + , there exists x ∈ S − such that W (y) > W (x), and W (y) ̸ = W min follows.
From (1), q ∞ (y) = 0 follows, which means x ∈ S − if q ∞ (x) > 0.
