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Abstract
Quotienting by simulation equivalences is a well-established technique for reducing the size of
nondeterministic Büchi automata. We adapt this technique to alternating Büchi automata. To this end
we suggest two new quotients, namely minimax and semi-elective quotients, prove that they preserve
the recognized languages, and show that computing them is notmore difﬁcult than computing quotients
for nondeterministic Büchi automata. Our approach is game-theoretic; the proofs rely on a speciﬁcally
tailored join operation for strategies in simulation games which is interesting in its own right. We
explain themerits of our quotienting procedures with respect to converting alternating Büchi automata
into nondeterministic ones.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
An obvious task of theory is to provide reasonable and practically useful notions
for comparing automata. For this purpose, simulation relations [23], which capture the
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intuitive notion that the moves of one automaton can be mimicked by the moves of another
automaton, were introduced and have been used successfully, especially in automated veri-
ﬁcation. For instance, it is often crucial to check whether the language of a given automaton
(describing a system) is contained in the language of another automaton (describing the
allowed computations); a sufﬁcient condition for this to hold is that the second automaton
simulates the ﬁrst automaton, and therefore algorithms computing simulation relations are
used for checking language containment, see, e.g., [5]. Also, it is often necessary to reduce
the state space of a large transition system or automaton (modeling the system or the spec-
iﬁcation considered) before space and time consuming algorithms are applied; one way to
do this is to replace the transition system or automaton in question by a quotient in which
states which mutually simulate each other are identiﬁed; for this purpose algorithms for
computing simulation relations and quotients have been applied as well, see, e.g., [8,28].
In previous work, simulation relations have been introduced for ordinary and alternating
transition systems, see, e.g., [24,19,1], and used for checking trace containment. In addi-
tion, there is a series of papers studying simulation relations for (nondeterministic) Büchi
automata, see, e.g., [17,8,9], and nondeterministic -automata with other acceptance con-
ditions. In this paper, we combine what has been done for alternating transition systems
and nondeterministic Büchi automata: we introduce and study simulation relations for al-
ternating Büchi automata, the motivation being threefold. First, alternation, in general, is a
natural and powerful concept, and simulation relations for alternating automata have only
been studied for transition systems without acceptance conditions (yet in a more general
setting, see [24,19,1]). Second, alternating Büchi automata are a generalization of Büchi
games (more precisely, two-player inﬁnite games on ﬁnite graphs with a Büchi winning
condition) in the sense that such a game can be viewed as a Büchi automaton over a one-
letter alphabet; thus, simulation relations for alternating Büchi automata cover Büchi games
as well. Third, over the last decade, alternating automata have proved to be the right devices
to study modal and temporal logics from an automata-theoretic point of view, in particular,
new automata-theoretic methods for automated veriﬁcation based on alternating automata
have been developed, see, e.g., [27,30,22], so that simulation relations for alternating Büchi
automata are of practical interest—a variant of the concepts described in this paper is used
in the LTL-to-Büchi automata implementation LTL→ NBA [11,10].
Our deﬁnitions of the various simulation relations for alternating Büchi automata are
game-based and follow closely the approach of [9]. The main technical difﬁculty to deal
with are the two different types—existential and universal—of states present in alternating
automata. Our deﬁnitions of the simulation relations are most general with respect to this
distinction as we allow that a universal state simulates an existential state and vice versa.
This yields smaller automata after quotienting, and, as we prove, does not increase the
complexity of the algorithms.
Treating existential and universal states at the same time makes the situation compli-
cated. The naive quotient construction, which was also used in [9] for nondeterministic
Büchi automata, does not work with alternating Büchi automata. For this reason, we in-
troduce new quotients, which we call minimax and semi-elective quotients, and show that
they can replace the naive quotient in the context of alternating Büchi automata: minimax
quotients with respect to direct simulation and semi-elective quotients with respect to di-
rect as well as delayed simulation preserve the recognized languages. For nondeterministic
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Büchi automata, the minimax quotient corresponds to direct simulation with edge deletion,
cf. [28], while the semi-elective quotient w.r.t. delayed simulation is the same as the quo-
tient construction of [9]. (Note that a quotient with respect to fair simulation usually cannot
preserve the recognized language [9], even in the absence of alternation, but see [16] for a
different minimization technique using fair simulation.) We also show that all three types
of simulation relations can be used for checking language containment.
Most of our results, especially the more complicated ones, rely on a speciﬁc construction
to compose strategies in simulation games, which is reminiscent of intruder-in-the-middle
attacks known from cryptography. Most of the technical work goes into analyzing this
strategy composition method.
Our paper is organized as follows. In Section 2, we review the basic deﬁnitions on
alternating automata and two-player games on graphs, which are the main tool of the paper.
In Section 3, we present our deﬁnitions of the various simulation relations and prove that
simulation implies language containment. Section4 is the technical core of the paper and lays
the ground for proving that direct and delayed quotients preserve the language recognized.
In Sections 5 and 6 the deﬁnitions of minimax and semi-elective quotient are presented and
it is shown that these quotients preserve the language recognized. In Section 7, we show that
our simulation relations are compatible with the standard translation of alternating Büchi
automata to nondeterministic Büchi automata. Section 8 presents efﬁcient algorithms for
computing the simulation relations introduced.
Related work. Henzinger et al. [17] and Henzinger and Rajamani [18] introduce fair
bisimulation and simulation relations and describe how they can be computed efﬁciently.
Somenzi and Bloem [28] and Etessami and Holzmann [8] use direct simulation to reduce
the size of nondeterministic Büchi automata in the context of checking linear-time temporal
properties and present efﬁcient algorithms for computing direct simulation. Etessami et al.
[9] improve on [17,18] and introduce delayed simulation to obtain better reductions; they
make use of Jurdzin´ski’s algorithm [20], which solves parity games. Gurumurthy et al. [16]
build on this; Etessami [7] follows a different direction by exploring multi-pebble simu-
lation. Fast algorithms for computing fair simulation using games were also presented by
Bustan and Grumberg [3]. Alur et al. [1] study ordinary simulation for alternating transition
systems. Gastin and Oddoux [13] use very weak alternating Büchi automata for translating
linear-time temporal formulas into Büchi automata; they suggest some simpliﬁcation rules
for alternating Büchi automata, see above. Generating Büchi automata from linear-time
temporal formulas is also dealt with in [14,4,10].
There is more work on simulation in general, see, e.g., [23,19], and on using simulation
for testing language inclusion in veriﬁcation, see, e.g., [5].
2. Notation and basic deﬁnitions
In this section, we ﬁx basic notation and deﬁnitions. We describe the games which all
our simulation relations for alternating Büchi automata are based on, and we review the
deﬁnition of alternating Büchi automata used in this article.
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The set of natural numbers is denoted . As usual, given a set , we denote the set of
ﬁnite, ﬁnite but nonempty, and inﬁnite sequences over  by ∗, +, and , respectively.
We set ∞ = ∗ ∪. Words over  are viewed as functions from an initial segment of
or  itself to , so when w is a word, then w(i) denotes the letter at its ith position where
the ﬁrst letter is in position 0, and w[i..j ] denotes the substring extending from position i
through position j .
When R is a binary relation, then uR denotes {v | (u, v) ∈ R}; similarly, Rv = {u |
(u, v) ∈ R}. When t is an n-tuple, pri (t) is the ith component of t (for 1 in).
2.1. Games
For our purposes, a game is a tuple
G = (P, P0, P1, pI , Z,W), (1)
where P is the set of all positions of G, {P0, P1} is a partition of P into the positions of
Players 0 and 1, respectively, where P0 = ∅ or P1 = ∅ are allowed, pI ∈ P is the initial
position of G, Z ⊆ P × P is the set of moves of G, andW ⊆ P is the winning set of G.
The directed graph (P, Z) is called the game graph of G and also denoted by G (with no
danger of confusion).
A play inG is a maximal path throughG starting in pI ; a partial play is any path through
G starting in pI . A play  = p0p1p2 . . . is winning for Player 1 if  is inﬁnite and  ∈ W ,
or if  is ﬁnite and the last position of  belongs to Player 0 (it is her turn, but she cannot
move). In all other cases, Player 0 wins the play.
A strategy for Player 0 is a partial function :P ∗P0 → P satisfying the following
condition for every  ∈ P ∗ and p ∈ P0. If pZ = ∅, then (p) ∈ pZ, else (p) is
undeﬁned. A partial play  is conform with  (-conform) if for every i such that i + 1 <
|| and (i) ∈ P0, we have (i + 1) = ([0..i]). The strategy  is a winning strategy
for Player 0 if every -conform play is winning for Player 0. Player 0 wins G if he has a
winning strategy. For Player 1, the same notions are deﬁned by exchanging 0 with 1.
Note that if Player 0 plays according to a strategy  and Player 1 plays according to a
strategy, the resulting play is completely determined. This play is called the (,)-conform
play.
In general, when is a strategy, not all partial plays are-conform,whichmeans strategies
need not be total functions. In fact, it is usually enough to require that a strategy for Player 0
is deﬁned for all -conform partial plays  ∈ P ∗P0.
2.2. Alternating Büchi automata
For the purpose of this paper, an alternating Büchi automaton (ABA) is a tuple
Q = (Q,, qI ,q, Eq, Uq, F q), (2)
whereQ is a ﬁnite set of states,  is a ﬁnite alphabet, qI ∈ Q is the initial state, {Eq,Uq}
is a partition ofQ in existential and universal states, whereEq = ∅ orUq = ∅ are allowed,
q ⊆ Q ×  × Q is the transition relation, and Fq ⊆ Q is the set of accepting states.







Fig. 1. Alternating Büchi automaton.
Automata will also be named R and S, with their components named accordingly; we will
always assume a common alphabet. We will omit the superscripts when no confusion can
arise.
Acceptance of alternating Büchi automata is best deﬁned via games. For an alternating
Büchi automaton Q as above and an -word w ∈ , the word game G(Q, w) is a game
where P = Q× is the set of positions with P0 = Uq ×, P1 = Eq ×, pI = (qI , 0),
Z = {((q, i), (q ′, i + 1)) | (q,w(i), q ′) ∈ }, andW = (P ∗(F q × )).
Following [15], in the above game, Player 1 is called Automaton while Player 0 is called
Pathﬁnder. Acceptance is now deﬁned as follows. The wordw is accepted by the automaton
Q if Automaton wins the game G(Q, w). The language recognized by Q is
L(Q) = {w ∈  | Automaton wins G(Q, w)}. (3)
A nondeterministic, i.e., nonalternating automaton, is an automaton as in (2) with
Uq = ∅.
For q ∈ Q, we will write Q(q) for the automaton which is obtained from Q by setting q
as the new initial state, i.e., Q(q) = (Q,, q,q, Eq, Uq, F q).
In ﬁgures, existential states are shown as diamonds and universal states as squares; ac-
cepting states have double lines, see, e.g., Fig. 1.
3. Simulation relations for alternating Büchi automata
In this section, we deﬁne three types of simulation relations for alternating Büchi au-
tomata, namely direct, delayed, and fair simulation, which are all based on the same simple
game, only the winning condition varies. We show that all these simulations have the prop-
erty that if an automaton simulates another automaton the language recognized by the latter
is contained in the language recognized by the former—we say simulation implies language
containment.
3.1. Direct, delayed, and fair simulation
Let Q = (Q,, qI ,q, Eq, Uq, F q) and S = (S,, sI ,s , Es, Us, F s) be alternating
Büchi automata. The basic simulation gameG(Q,S) is played by two players, Spoiler and
Duplicator, who play the game in rounds. At the beginning of each round, a pair (q, s) of
states q ∈ Q and s ∈ S is given, and the players play as follows:
1. Spoiler chooses a letter a ∈ .
2. The next step depends on the modes (existential or universal) of q and s.
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– If (q, s) ∈ Eq × Es , then Spoiler chooses a transition (q, a, q ′) ∈ q and after that
Duplicator chooses a transition (s, a, s′) ∈ s .
– If (q, s) ∈ Uq × Us , then Spoiler chooses a transition (s, a, s′) ∈ s and after that
Duplicator chooses a transition (q, a, q ′) ∈ q .
– If (q, s) ∈ Eq × Us , then Spoiler chooses transitions (q, a, q ′) ∈ q and (s, a, s′) ∈
s .
– If (q, s) ∈ Uq×Es , thenDuplicator chooses transitions (q, a, q ′) ∈ q and (s, a, s′) ∈
s .
3. The starting pair for the next round is (q ′, s′).
Intuitively, Spoiler produces, letter by letter, an -word as simultaneous input for the
automata Q and S. Spoiler controls the nondeterministic choices of Q while Duplicator
controls the nondeterministic choices of S. This is reversed at universal states: A player
loses control of “his” automaton, and the adversary gets to choose a successor state.
The ﬁrst round begins with the pair (qI , sI ). If, at any point during the course of the game,
a player cannot proceed any more, he or she looses (early). When the players proceed as
above and no player looses early, they construct an inﬁnite sequence (q0, s0)(q1, s1) . . .
of pairs of states (with q0 = qI and s0 = sI ), and this sequence determines the winner,
depending on the type of simulation relation we are interested in:
Direct simulation (di): Duplicator wins if for every i with qi ∈ Fq we have si ∈ F s .
Delayed simulation (de): Duplicator wins if for every i with qi ∈ Fq there exists j i
such that sj ∈ F s .
Fair simulation (f): Duplicator wins if there are only ﬁnitely many i with qi ∈ Fq or
inﬁnitely many j with sj ∈ F s .
In all other cases, Spoiler wins. This completes the description of the games.
The games above can formally be described in the following way, using the game notion
of the previous section. Spoiler takes over the role of Player 0, while Duplicator takes
over the role of Player 1. The positions in the game reﬂect the status of a round. We have
positions of the form (q, s) for the starting point of a round, and positions of the form
(q, s, a, A, b,A′, b′), which represent the fact that the round started out in (q, s), Spoiler
chose the letter a, player A (Spoiler or Duplicator) ﬁrst has to pick a transition inQ if b = 0
or in S if b = 1, and after that playerA′ has to pick a position inQ or S (depending on b′). 1
Finally, we have positions of the form (q, s, a, A′, b′) which represent the fact that Spoiler
chose the letter a, and player A′ still has to pick a transition in Q (b′ = 0) or S (b′ = 1).
That is, in the formal deﬁnition of the game, we use
Usp =Q× S × × {sp} × {0, 1} × {sp, du} × {0, 1}, (4)
Udu =Q× S × × {du} × {0, 1} × {sp, du} × {0, 1}, (5)
Vsp =Q× S × × {sp} × {0, 1}, (6)
Vdu =Q× S × × {du} × {0, 1}. (7)
1 The reader may have observed that in a position of the form (q, s, a, A, b,A′, b′), the last four components,
A, b, A′ and b′, are redundant, as they can be inferred from q and s. But our deﬁnition will facilitate reading the
proofs later.
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Given a game type x ∈ {di, de, f}, the game Gx(Q,S) is deﬁned by
Gx(Q,S) = (P, P0, P1, (qI , sI ), Z,Wx), (8)
where
P = (Q× S) ∪ Usp ∪ Udu ∪ Vsp ∪ Vdu, (9)
P0 = (Q× S) ∪ Usp ∪ Vsp, (10)
P1 =Udu ∪ Vdu, (11)
and the set Z ⊆ P × P contains all moves of the form
((q, s), (q, s, a, sp, 0, du, 1)), for q ∈ Eq, s ∈ Es, a ∈ , (12)
((q, s), (q, s, a, sp, 0, sp, 1)), for q ∈ Eq, s ∈ Us, a ∈ , (13)
((q, s), (q, s, a, du, 0, du, 1)), for q ∈ Uq, s ∈ Es, a ∈ , (14)
((q, s), (q, s, a, sp, 1, du, 0)), for q ∈ Uq, s ∈ Us, a ∈ , (15)
((q, s, a, x, 0, y, 1), (q ′, s, a, y, 1)), for (q, a, q ′) ∈ q, x, y ∈ {sp, du}, (16)
((q, s, a, sp, 1, du, 0), (q, s′, a, du, 0)), for (s, a, s′) ∈ s , (17)
((q, s, a, du, 0), (q ′, s)), for (q, a, q ′) ∈ q, (18)
((q, s, a, x, 1), (q, s′)), for (s, a, s′) ∈ s , x ∈ {sp, du}. (19)
Note that not all positions are reachable from the initial position of the game or from any
position in Q × S. These unreachable positions can be removed (cf. Section 8), but if we
did this here, this would make the proofs somewhat more complicated, so we keep them.
The winning condition depends on the type of simulation relation (see above). To phrase
it concisely, we will use the following notation. We will write Fˆ q for the set of all positions
with an element from Fq in the ﬁrst component and Fˆ s for the set of all positions with an
element from F s in the second component. Also, we will write F¯ q and F¯ s for P \ Fˆ q and
P \ Fˆ s , respectively. Now we can state the winning conditions formally:
The direct winning condition is
W di = ((F¯ q ∪ Fˆ s) ∩ (Q× S)). (20)
Always at the beginning of a round, it must be the case that the ﬁrst component is
not accepting or the second component is accepting.
The delayed winning condition is
W de = P \ P ∗(Fˆ q ∩ F¯ s)(F¯ s). (21)
It must not be the case that eventually the ﬁrst component is accepting while the
second component is not accepting and remains not accepting forever.
The fair winning condition is
W f = P \ P ∗((Fˆ q ∩ F¯ s)(F¯ s)∗). (22)
It must not be the case that eventually the second component is never accepting
while the ﬁrst component is accepting inﬁnitely often.
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For x ∈ {di, de, f}, we deﬁne a relation x on alternating Büchi automata. We write
QxS when Duplicator has a winning strategy in Gx(Q,S) (23)
and say that S x-simulates Q. For states q of Q, s of S, we write qxs to indicate that S(s)
x-simulates Q(q). We write Gx(q, s) instead of Gx(Q(q),S(s)) if Q and S are obvious
from the context.
As an example for a simulation game, consider the automaton Q given in Fig. 1, which
we view as an automaton over the alphabet {a, b}.
We argue that the games Gde(q0, q1), Gde(q1, q0), Gf(q0, q1) and Gf(q1, q0) are a win
for Duplicator. To see this, consider the strategy  deﬁned by
(P ∗(q0, q2, b, du, 0))= (q2, q2), (24)
(P ∗(q1, y, b, du, 0))= (q2, y), for y = q1, q2, (25)
(P ∗(q2, q2, b, du, 1))= (q2, q2). (26)
In a play starting in position (q0, q1), Spoiler has to choose the letter b, or he loses early,
and he has to choose transition (q1, b, q2), i.e., the play reaches position (q0, q2, b, du, 0)
after his move. Playing according to , Duplicator now chooses the transition (q0, b, q2),
and the next round starts in position (q2, q2). Now Spoiler always has to choose the letter b
and the transition (q2, b, q2), but Duplicator (using ) always chooses the same transition,
so the play stays in (q2, q2) and thus is a win for Duplicator.
If the play starts in (q1, q0), the strategy  also ensures that a play is either an early defeat
for Spoiler or eventually stays in (q2, q2). That is, states q0 and q1 are equivalent w.r.t.
delayed and fair simulation. Note that q2xq0 and q2xq1 for x ∈ {de, f}; the converse
is false.
Lemma 1 (Cf. Etessami et al. [9]). For every alternating Büchi automaton, the following
relations hold between the three types of simulation relations:
di ⊆ de ⊆  f , (27)
and these inclusions are strict for certain automata.
Proof. Since W di ⊆ W de ⊆ W f , the inclusions follow immediately. It is easy to see that
these inclusions are strict for the automata Q and S deﬁned by
Q= ({q0, q1}, {a}, q0, {(qi, a, q1) | i ∈ {0, 1}}, {q0, q1},∅, {q1}), (28)
S= ({s0, s1}, {a}, s0, {(si, a, s1) | i ∈ {0, 1}}, {s0, s1},∅, {s0}). (29)
In fact, we have q1deq0, but q1diq0, and s0 fs1, but s0des1. 
We say that an alternating Büchi automaton as in (2) is complete if for every q ∈ Q,
a ∈ , there is a state q ′ ∈ Q such that (q, a, q ′) ∈ q . Clearly, if we are given two
alternating Büchi automata Q and S such that QxS for some x ∈ {di, de, f}, then, by
adding at most two new states and at most || · (|Q| + 2) transitions, we can turn Q and S
into equivalent complete automata Q′ and S′ such that Q′xS′ still holds. Therefore, we
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henceforth assume that all automata are complete; we allow incomplete automata only in
Section 8, where we study algorithms for computing simulation relations, and in examples,
which we want to keep small.
3.2. Simulation implies language containment
The ﬁrst theorem states that all types of simulation imply language containment:
Theorem 1. Let x ∈ {di, de, f} and let Q and S be alternating Büchi automata. If QxS,
then L(Q) ⊆ L(S).
Before we turn to the proof, we introduce useful conventions and notations concerning
plays of simulation games.
Formally, a play of a simulation game is an inﬁnite sequence T = t0tU0 tV0 t1tU1 tV1 . . .
where ti ∈ Q × S, tUi ∈ Usp ∪ Udu and tVi ∈ Vsp ∪ Vdu. But the play T is obviously
completely determined by the inﬁnite sequence t0t1 . . . and the sequence of letters w ∈ 




2 . . . (recall that each tUi is
of the form (q, s, a, A, b,A′, b′) where a is a letter from ). A similar statement holds true
for a partial play ending in a position inQ× S. That is, there is a natural partial mapping
: (Q× S)∞ × ∞ → set of partial or complete Gx(Q,S)-plays, (30)
whichmaps ((qi, si)i<n,w) (where n ∈ ∪{}) to the corresponding partial play, provided
there is such a play. This is the case if |w| + 1 = n and, for all i with i + 1 < n,
(qi, w(i), qi+1) ∈ q and (si, w(i), si+1) ∈ s .
An element of the domain of  will be called a protoplay.
Proof of Theorem 1. Let  be a winning strategy for Duplicator in Gx(Q,S). Let w ∈
L(Q), and let q be a winning strategy for Automaton in G(Q, w). We have to show that
Automaton has a winning strategy s in G(S, w).
Weﬁrst give an informal description of thewayAutomaton plays.While playingG(S, w),
Automaton (inG(S, w)) simultaneously plays the gameGx(Q,S) and the gameG(Q, w).
In the two plays he makes the moves for all players, Spoiler and Duplicator as well as
Automaton and Pathﬁnder, and uses  and q to determine their moves. In other words,
Automaton works as a puppeteer and moves four puppets at the same time. In this spirit,
Automaton and Pathﬁnder in G(Q, w) and Spoiler and Duplicator in Gx(Q,S) will be
called the automaton puppet, the pathﬁnder puppet, the spoiler puppet, and the duplicator
puppet, respectively.
Automaton plays in such a way that after each round the state components in G(Q, w)
and G(S, w) agree with the two state components of Gx(Q,S), and the partial games in
Gx(Q,S) and G(Q, w) are conform with  and q . Then, clearly, since  and q are
winning, in the emerging plays in G(S, w) inﬁnitely many states will be in F s , that is,
Automaton will win G(S, w).
The above can be achieved when
◦ in Gx(Q,S), Automaton uses  to determine the moves of the duplicator puppet, and,
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◦ in G(Q, w), Automaton uses q to determine the moves of the automaton puppet.
This is explained in more detail now.
Suppose that a play ofG(S, w) is in a position (s, i) whileG(Q, w) is in position (q, i).
Consequently, Gx(Q,S) is in position (q, s). Automaton makes the spoiler puppet in the
game Gx(Q,S) choose the letter w(i). Automaton then proceeds as follows:
◦ If s is an existential state of S, then Automaton has to move in G(S, w). Automaton
proceeds according to the mode of q.
– If q is an existential state of Q, then Automaton makes the automaton puppet in the
gameG(Q, w)move according to the strategyq . Automatonmakes the spoiler puppet
inGx(Q,S)mimic this move and then makes the duplicator puppet inGx(Q,S) react
to this move by choosing a successor state s′ of s according to the strategy . This
state s′ is the successor state Automaton chooses as his move in G(S, w).
– If q is a universal state of Q, then Automaton makes the duplicator puppet in game
Gx(Q,S) choose successor states q ′ of q and s′ of s, according to . The pathﬁnder
puppet mimics the choice of q ′ inG(Q, w) while Automaton moves to s′ inG(S, w).
◦ If s is a universal state of S, then Pathﬁnder has to move in G(S, w). Again, Automaton
proceeds according to the mode of q:
– If q is an existential state of Q, then Automaton makes the automaton puppet in the
game G(Q, w) move according to the strategy q . He makes the spoiler puppet in
Gx(Q,S)mimic the automaton puppet’s move inG(Q, w) and the Pathﬁnder’s move
in G(S, w).
– If q is a universal state of Q, then Automaton makes the spoiler puppet mimic the
move of Pathﬁnder inGx(Q,S). Automaton thenmakes the duplicator puppet in game
Gx(Q,S) choose a successor state q ′ of q, according to . The pathﬁnder puppet in
G(Q, w) mimics this choice.
We now proceed with a formal treatment. In order to deﬁne the winning strategy s
of Automaton in G(S, w), we ﬁrst need a partial function pr0 mapping partial Gx(Q,S)-
protoplays to preﬁxes of G(Q, w)-plays. For any partial Gx(Q,S)-protoplay  =
((qi, si)in, w[0..n− 1]), we set
pr0() = (q0, 0) . . . (qn, n). (31)
As another auxiliary function, we deﬁne the partial function T by
T : (Q× S × )∗ → (Q× S)∗ × ∗, (32)
(qi, si , i)in → ((qi, si)in, w[0..n− 1]). (33)
Simultaneously, we deﬁne a partial function
ˆ: (Q× S × )∗ → Q× S × , (34)
describing the interplay of q and  for a given partialGx(Q,S)-play, and a partial function
h: (S × )∗ → (Q× S × )∗. (35)
The function ˆ will be deﬁned only for sequences  = (qi, si , i)in where sn ∈ Es and
T () is a partial Gx(Q,S)-protoplay; the function h assigns such sequences  to preﬁxes
of G(Q, w)-plays.
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To deﬁne the value of the partial function ˆ for a sequence  = (qi, si , i)in where
sn ∈ Es , we ﬁrst assume that qn ∈ Eq .
We then deﬁne
ˆ: → ((pp′), n+ 1), (36)
where  is the partial Gx(Q,S)-play (T ()), p = (qn, sn, w(n), sp, 0, du, 1) is the next
position of the play, and p′ = (pr1(q(pr0(T ()))), sn, w(n), du, 1) is the successor posi-
tion chosen via q .
For the case that qn ∈ Uq , we deﬁne
ˆ: → ((pp′), n+ 1), (37)
where again  is the partial Gx(Q,S)-play (T ()). The following position now is p =
(qn, sn, w(n), du, 0, du, 1), and p′ = (p) is the successor position chosen via .
The partial function h is inductively deﬁned as follows. For the initial case, we set
h: (sI , 0) → (qI , sI , 0). (38)
Now let s0 = sI and  = h((si, i)in), and assume that the last tuple in this sequence is
(qn, sn, n). If qn ∈ Eq , we deﬁne
h: (si, i)in+1 → p, (39)
where p = (qn+1, sn+1, n+ 1) with qn+1 = pr1(q(pr0(T ()))).
For the case qn ∈ Uq , we have to look at the sub-cases sn ∈ Es and sn ∈ Us . If sn ∈ Es ,
we deﬁne
h: (si, i)in+1 → p, (40)
where p = (pr1(ˆ()), sn+1, n+ 1), while for the sub-case sn ∈ Us , we deﬁne
h: (si, i)in+1 → (qn+1, sn+1, n+ 1), (41)
where (qn+1, sn+1) = ((T ())pp′) with p = (qn, sn, w(n), sp, 1, du, 0) and p′ =
(qn, sn+1, w(n), du, 0).
With these deﬁnitions, we can now deﬁne a Duplicator winning strategy s for
G(S, w) by
s : (si, i)in → (pr2(ˆ(h((si, i)in+1))), n+ 1), (42)
for sn ∈ Es .
With these deﬁnitions, it is tedious but routine to check the following:
1. The function s is deﬁned for (sI , 0) if sI ∈ Es , and if (si, i)i<n is a partial s-conform
G(S, w)-play such that sn−1 ∈ Es , then s is deﬁned for (si, i)i<n.
That is, s is in fact a Duplicator strategy for G(S, w).
2. If (si, i)i< is a s-conform G(S, w)-play, then pr0((T (h((si, i)i<n)))) is a partial
q -conform G(Q, w)-play, for all n < .
That is, since q is a winning strategy, in the G(Q, w)-play connected to (si, i)i<
via h there are inﬁnitely many occurrences of accepting states.
3. If (si, i)i< is a s-conform G(S, w)-play, then (T (h((si, i)i<n))) is a partial -
conform Gx(Q,S)-play, for all n < .













Fig. 2. Spoiler needs memory to win Gde(Q,S).
From 2 and 3 and since  also is a winning strategy, we conclude that there must
be inﬁnitely many occurrences of accepting states in (si)i<, that is, s is a winning
strategy. 
3.3. Positional strategies for simulation games
A strategy  of Player i, i ∈ {0, 1}, for a game G = (P, P0, P1, pI , Z,W) as deﬁned in
Section 2.1 is called positional or memoryless if, for every ,′ ∈ P ∗ and p ∈ Pi , either
(p) = (′p) or both (p) and (′p) are undeﬁned. That is, a positional strategy 
only depends on the last position of a partial play and can hence be seen as a partial function
Pi → P .
It iswell known that, ifG is a so-called reachability gameor a parity gameandPlayer iwins
G, then Player i has a positional winning strategy [6,26]. Corollary 1 follows immediately.
Corollary 1. Let Q and S be two ABA. Spoiler (Duplicator) wins Gdi(Q,S) or Gf(Q,S)
if and only if there is a positional winning strategy of Spoiler (Duplicator) forGdi(Q,S) or
Gf(Q,S), respectively.
For delayed simulation games, this is only true for Duplicator.
Proposition 1. 1. For alternating Büchi automata Q and S, Duplicator wins Gde(Q,S) if
and only if there is a positional winning strategy of Duplicator for Gde(Q,S).
2. There are Büchi automataQ and S such that Spoiler winsGde(Q,S), but no positional
winning strategy is winning for Spoiler.
We will only proof the second claim of the proposition here; the proof of the ﬁrst claim
needs some preparation and can be found in Section 8.2.
Proof of Proposition 1. part 2: Consider the Büchi automataQ (on the left) and S (on the
right) of Fig. 2.
We claim that Spoiler wins Gde(Q,S).
First, note that there are only existential states in the two automata. Therefore, in each
round ﬁrst Spoiler moves inQ and then Duplicator moves in S. Next, note that the automata
are deterministic. Thus, a play is completely determined bywhat Spoiler does and,moreover,
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the moves of Spoiler are completely determined by the letters he chooses at the beginning
of each round. That is, a strategy of Spoiler can be denoted by an -word, for instance,
aaab. It is easy to see that the set of all winning strategies for Spoiler can be denoted by
elements from
(aaa + b)∗aaab, (43)
in particular, SpoilerwinsGde(Q,S). However, the only two positional strategies for Spoiler
which do not result in an early loss are a and b, and do not belong to the above set. That
is, there is no positional winning strategy for Spoiler in Gde(Q,S). 
4. Composing simulation strategies
In this section, let x ∈ {di, de, f}. We will introduce the join of two Duplicator strategies,
a concept fundamental for the proofs of the results in Sections 4.2 and 6. The idea is that two
strategies for simulation games starting in positions (q, r) and (r, s), respectively, can be
merged into a joint strategy for a game starting in (q, s); this joint strategy inherits crucial
properties of the two original strategies (see Lemma 2 and Corollary 7), and will also be
used to show that the relation x is transitive.
4.1. Deﬁnition of the join of strategies
Let q ∈ Q, r ∈ R, s ∈ S. Let 0 be a Duplicator strategy for the basic gameG(q, r), and
let 1 be a Duplicator strategy for the basic game G(r, s).
To describe the join of the strategies0 and1, denoted0 1, informally, we can again
use the puppeteering metaphor of the previous section: Duplicator, playing G(q, s) using
0 1, simultaneously playsG(q, r) andG(r, s), using 0 and 1, respectively. His four
puppets are Spoiler and Duplicator of these games. We will call Spoiler and Duplicator of
G(q, r) the left spoiler puppet and the left duplicator puppet, while Spoiler and Duplicator
of G(r, s) are the right spoiler puppet and the right duplicator puppet.
Duplicator (ofG(q, s), our puppeteer) plays in such a way that after each round the ﬁrst
state component of G(q, r) and the second state component of G(r, s) agree with the ﬁrst
and second state components of G(q, s), respectively, and the second state component of
G(q, r) agrees with the ﬁrst state component of G(r, s), and the partial plays in G(q, r)
and G(r, s) are conform with 0 and 1, respectively.
This can be achieved in the following way. In G(q, r), Duplicator uses 0 to determine
the moves of the left duplicator puppet, while inG(r, s), he uses 1 to determine the moves
of the right duplicator puppet. The spoiler puppets just mimic the moves of Spoiler and the
duplicator puppets.
We will clarify this interplay by describing the course of two exemplary rounds.
Consider a position (qi, si) of G(q, s) where the simultaneous plays of G(q, r) and
G(r, s) are in positions (qi, ri) and (ri, si), respectively, such that (qi, ri , si) ∈ Eq×Ur×Es .
Let Spoiler choose a letter a in the G(q, s)-play.
At ﬁrst, Duplicator makes the two spoiler puppets choose the same letter a.
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Since qi is existential, Spoiler has to choose an a-successor state qi+1 as his next move
in G(q, s). Duplicator makes the left spoiler puppet mimic this move in G(q, r).
Since ri is universal and si is existential, Duplicator proceeds as follows. He lets the right
duplicator puppet choose a-successors ri+1 of ri and si+1 of si according to 1 in G(r, s).
The left spoiler puppet then mimics this and chooses ri+1 as its next move in G(q, r);
similarly, Duplicator chooses si+1 in G(q, s).
Now consider a situation where (qi, ri , si) ∈ Uq ×Er ×Es . After mimicking Spoiler’s
choice of a letter a by the two spoiler puppets, Duplicator makes the left duplicator puppet
choose a-successors qi+1 of qi and ri+1 of ri in the G(q, r)-play according to 0. The
choice of ri+1 is mimicked as its next move by the right spoiler puppet while the choice
of qi+1 is used by Duplicator as his next move in G(q, s). Duplicator then makes the right
duplicator puppet react to the move of the right spoiler puppet by choosing an a-successor
si+1 of si according to 1 in the G(r, s)-play. Duplicator copies this choice of the right
duplicator puppet as his next move.
That is, ﬁrst the spoiler puppets serve tomimic themoves of Spoiler. Themoves of the left
and right duplicator puppets are then guided by the two strategies 0 and 1, respectively.
That is, the left duplicator puppet controls the choice of ri+1 if ri is existential, and this
choice is mimicked by the right spoiler puppet, which in turn allows the right duplicator
puppet to react, if necessary. This situation is reversed if ri is universal.
To deﬁne this strategy formally, we also have to keep track of the sequence of theR-states
in the play ofG(q, r), which is identical to the sequence of R-states in the play ofG(r, s).
We now continue with the formal deﬁnitions.
We simultaneously and inductively deﬁne the joint strategy0 1,which is aDuplicator
strategy for G(q, s), and a sequence of R-states (starting with r) for partial (0 1)-
conform G(q, s)-plays, the so-called intermediate sequence.
The deﬁnition (construction) of the joint strategy 0 1 for the preﬁx of a play that has
lasted for n rounds uses the intermediate sequence of length n+1 for this preﬁx, and in turn
the (n + 1)th (0 1)-conform round deﬁnes the (n + 2)th element of the intermediate
sequence for the prolonged preﬁx.
The joint strategy and the intermediate sequence will have the following property.
Property 1. If ((qj , sj )j<n+1, w) is a partial (0 1)-conform protoplay and
(rj )j<n+1 is the intermediate sequence for this protoplay, then ((qj , rj )j<n+1, w) is a
partial 0-conform G(q, r)-protoplay and ((rj , sj )j<n+1, w) is a partial 1-conform
protoplay.
Initially, for the G(q, s)-protoplay ((q, s), 	) (i.e., for the preﬁx of the play where no
moves have been played), the intermediate sequence is q. Note that Property 1
holds.
Now assume that for a (0 1)-conform protoplay T = ((qi, si)i<n+1, w), the inter-
mediate sequence is given by (ri)i<n+1 (and q0 = q, r0 = r, s0 = s). In particular, T and
(ri)i<n+1 have Property 1. Let T 0 = ((qi, ri)i<n+1, w) and T 1 = ((ri, si)i<n+1, w). Recall
that the last position of (T ) is (qn, sn).
In order to deﬁne 0 1 and rn+1 for the round following T, we distinguish eight cases
depending on the modes of qn, rn, and sn.
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Case EEE, (qn, rn, sn) ∈ Eq ×Er ×Es : Assume Spoiler chooses theG(q, s)-positions
tUn = (qn, sn, a, sp, 0, du, 1) and tVn = (qn+1, sn, a, du, 1). Let
0((T 0)(qn, rn, a, sp, 0, du, 1)(qn+1, rn, a, du, 1))= (qn+1, rn+1), (44)
1((T 1)(rn, sn, a, sp, 0, du, 1)(rn+1, sn, a, du, 0))= (rn+1, sn+1). (45)
We deﬁne
0 1((T )tUn tVn ) = (qn+1, sn+1) (46)
anddeﬁne (ri)in+1 to be the intermediate sequence for the partial protoplay ((qi, si)in+1,
wa); note that the two have Property 1.
Case EUE, (qn, rn, sn) ∈ Eq ×Ur ×Es : Assume Spoiler chooses theG(q, s)-positions
tUn = (qn, sn, a, sp, 0, du, 1) and tVn = (qn+1, sn, a, du, 1). Let
1((T 1)(rn, sn, a, du, 0, du, 1))= (rn+1, sn, a, du, 1), (47)
1((T 1)(rn, sn, a, du, 0, du, 1)(rn+1, sn, a, du, 1))= (rn+1, sn+1). (48)
We deﬁne
0 1((T )tUn tVn ) = (qn+1, sn+1) (49)
and (ri)in+1 as the corresponding intermediate sequence.
Case UEU, (qn, rn, sn) ∈ Uq ×Er ×Us : Assume Spoiler chooses theG(q, s)-positions
tUn = (qn, sn, a, sp, 1, du, 0) and tVn = (qn, sn+1, a, du, 0). Let
0((T 0)(qn, rn, a, du, 1, du, 0))= (qn+1, rn, a, du, 1), (50)
0((T 0)(qn, rn, a, du, 1, du, 0)(qn+1, rn, a, du, 1))= (qn+1, rn+1). (51)
We deﬁne
0 1((T )tUn tVn ) = (qn+1, sn+1) (52)
and (ri)in+1 as the corresponding intermediate sequence.
Case UUU, (qn, rn, sn) ∈ Uq×Ur×Us : Assume Spoiler chooses theG(q, s)-positions
tUn = (qn, sn, a, sp, 1, du, 0) and tVn = (qn, sn+1, a, du, 0). Let
1((T 1)(rn, sn, a, sp, 1, du, 0)(rn, sn+1, a, du, 0))= (rn+1, sn+1), (53)
0((T 0)(qn, rn, a, sp, 1, du, 0)(qn, rn+1, a, du, 0))= (qn+1, rn+1). (54)
We deﬁne
0 1((T )tUn tVn ) = (qn+1, sn+1) (55)
and (ri)in+1 as the next intermediate sequence.
Case UEE, (qn, rn, sn) ∈ Uq × Er × Es : Assume Spoiler chooses the position tUn =
(qn, sn, a, du, 0, du, 1). Let
0((T 0)(qn, rn, a, du, 0, du, 1))= (qn+1, rn, a, du, 1), (56)
0((T 0)(qn, rn, a, du, 0, du, 1)(qn+1, rn, a, du, 1))= (qn+1, rn+1), (57)
1((T 1)(rn, sn, a, sp, 0, du, 1)(rn+1, sn, a, du, 1))= (rn+1, sn+1). (58)
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We deﬁne
0 1((T )tUn )= (qn+1, sn, a, du, 1), (59)
0 1((T )tUn (qn+1, sn, a, du, 1))= (qn+1, sn+1), (60)
and choose (ri)in+1 as the corresponding intermediate sequence.
Case UUE, (qn, rn, sn) ∈ Uq × Ur × Es , and the following Spoiler-chosen G(q, s)-
position is tUn = (qn, sn, a, du, 0, du, 1). Let
1((T 1)(rn, sn, a, du, 0, du, 1))= (rn+1, sn, a, du, 1), (61)
1((T 1)(rn, sn, a, du, 0, du, 1)(rn+1, sn, a, du, 1))= (rn+1, sn+1), (62)
0((T 0)(qn, rn, a, sp, 1, du, 0)(qn, rn+1, a, du, 0))= (qn+1, rn+1). (63)
We deﬁne
0 1((T )tUn )= (qn+1, sn, a, du, 1), (64)
0 1((T )tUn (qn+1, sn, a, du, 1))= (qn+1, sn+1), (65)
and choose (ri)in+1 as the corresponding intermediate sequence.
Case EEU, (qn, rn, sn) ∈ Eq × Er × Us : Assume that Spoiler chooses the G(q, s)-
positions tUn = (qn, sn, a, sp, 0, sp, 1) and tVn = (qn+1, sn, a, sp, 1) and tn+1 = (qn+1,
sn+1). Let
0((T 0)(qn, rn, a, sp, 0, du, 1)(qn+1, rn, a, du, 1)) = (qn+1, rn+1). (66)
We deﬁne (ri)in+1 as the corresponding intermediate sequence (the strategy 0 1
need not be deﬁned in this case, since Duplicator cannot move in a turn starting with a
Eq × Us-state).
Case EUU, (qn, rn, sn) ∈ Eq × Ur × Us , and the following Spoiler-chosen G(q, s)-
positions are the three positions deﬁned by tUn = (qn, sn, a, sp, 0, sp, 1), tVn = (qn+1, sn, a,
sp, 1) and tn+1 = (qn+1, sn+1). Let
1((T 1)(rn, sn, a, sp, 1, du, 0)(rn, sn+1, a, du, 0)) = (rn+1, sn+1). (67)
Wedeﬁne (ri)in+1 as the next intermediate sequence (again,0 1 need not be deﬁned).
This completes the description of 0 1. It will be thoroughly analyzed in the next
section.
4.2. Fundamental properties of composed strategies and simulation relations
In this section, we will show crucial properties of the simulation relations di, de,  f
(summarized as x) using the concept of a join of two Duplicator strategies, as deﬁned
above.
We ﬁrst want to show that x is reﬂexive and transitive, i.e., a preorder. Reﬂexivity is
obvious: whenever in a play a position (q, q) ∈ E × E is reached, Duplicator can move
in the second component to the state that Spoiler has chosen in the ﬁrst component; for
(q, q) ∈ U × U , he does the same in the ﬁrst component (Duplicator literally duplicates
Spoiler’s moves). Using this strategy, Duplicator wins the game in all three versions.
Transitivity needs some more care. Here, we will need the join of two Duplicator strate-
gies, as deﬁned in Section 4.1.
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Lemma 2 (Composing winning strategies). Let q ∈ Q, r ∈ R, and s ∈ S such that qxr
and rxs. Let 0 be a Duplicator strategy forGx(q, r), and let 1 be a Duplicator strategy
for Gx(r, s).
If 0 and 1 are winning strategies, 0 1 is a winning strategy (i.e., qxr and rxs
imply qxs).
Proof. Let 0,1 be winning strategies, and let T be a (0 1)-conform play with inter-
mediate sequence (ri)i<. Note that the plays T 0 and T 1 (as deﬁned in Section 4.1) are
0-conform and 1-conform, respectively.
In the case of direct simulation, since T 0 is 0-conform, for every i such that qi ∈ Fq ,
we have ri ∈ F r . And since T 1 is 1-conform, this implies si ∈ F s , that is, T is a win for
Duplicator.
In the case of delayed simulation, for every i such that qi ∈ Fq , there is a j0 i such that
rj0 ∈ F r , since T 0 is 0-conform. In turn, by the 1-conformity of T 1, there is a j1j0
such that sj1 ∈ F s . Hence, T is a win for Duplicator.
Finally, for fair simulation, if there are inﬁnitely many i such that qi ∈ Fq , the 0-
conformity of T 0 ensures that there are also inﬁnitely many j such that rj ∈ F r , and the
1-conformity of T 1 then ensures that there are inﬁnitely many l such that sl ∈ F s . So,
again, T is a win for Duplicator. 
Corollary 2. For x ∈ {di, de, f}, x is a preorder, that is, x is reﬂexive and transitive.
Being a preorder, x induces an equivalence relation ≡x by virtue of
q ≡x s iff qxs and sxq. (68)
By Theorem 1, q ≡x s implies L(Q(q)) = L(S(s)). The relations ≡di, ≡de, ≡f are called
direct, delayed and fair simulation equivalence, respectively.
While the join of two Duplicator winning strategies is again a winning strategy, the join
of two memoryless Duplicator strategies need not be a memoryless strategy.
Lemma 3. There are Büchi automataQ,R, S such thatQxRxS but, for all Duplicator
winning strategies 0 for Gx(Q,R) and 1 for Gx(R,S), 0 1 is not a positional
strategy, but, of course, a winning strategy.
Proof. We give a simple example of such automata for x ∈ {de, f}; this example can be
modiﬁed easily so as to work in the case x = di.
Consider the automata Q, R, S (from left to right) of Fig. 3.
The moves of Spoiler and Duplicator in Gx(Q,R), and hence Duplicator’s positional
winning strategy 0, are ﬁxed by the structure of the automata (if Spoiler does not want
to lose early), i.e., there is only one inﬁnite play of Gx(Q,R). A positional winning
strategy 1 for Duplicator in Gx(R,S) has to satisfy 1(r1, sI , a, du, 1) = (r1, sI ) and
1(r2, sI , a, du, 1) = (r2, s1).
Consequently, 0 1 maps the partial play  = (qI , sI ) (qI , sI , a, sp, 0, du, 1) (q1, sI ,
a, du, 0) to (q1, sI ), but the partial play  (q1, sI ) (q1, sI , a, sp, 0, du, 1) (q1, sI , a, du, 1)
is mapped to (q1, s1), i.e., 0 1 is not positional. 
















Fig. 3. Joint strategies are not positional.
Fundamental for the further study of x is the following lemma, which is similar to [9,
Lemma 4.1].
Lemma 4. Let Q, S be alternating Büchi automata and let q, s be states of Q and S,
respectively, such that qxs. Let a ∈ .
1. If (q, s) ∈ Eq × Es , there is, for every q ′ ∈ q(q, a), a state s′ ∈ s(s, a) such that
q ′xs′.
2. If (q, s) ∈ Eq × Us , for all q ′ ∈ q(q, a) and for all s′ ∈ s(s, a) we have q ′xs′.
3. If (q, s) ∈ Uq × Es , there are q ′ ∈ q(q, a) and s′ ∈ s(s, a) such that q ′xs′.
4. If (q, s) ∈ Uq × Us , there is, for every state s′ ∈ s(s, a), a q ′ ∈ q(q, a) such
that q ′xs′.
Proof. First, let (q, s) ∈ Eq × Es . Since qxs, in a play T of Gx(q, s) starting with
T0 = (q, s)(q, s, a, sp, 0, du, 1)(q ′, s, a, du, 1), i.e., q ′ ∈ (q, a), Duplicator can use a
winning strategy . Let (q ′, s′) = (T0). Since  is a winning strategy for Duplicator, there
is a winning strategy of Duplicator for Gx(q ′, s′), thus q ′xs′.
Similar arguments yield the claims for the other three cases, i.e., the case (q, s) ∈ Uq×Us
is symmetric, while the arguments for the other cases are as follows. Case (q, s) ∈ Eq×Us :
If Duplicator cannot move in a round but has a winning strategy at the beginning of that
round, he also has a winning strategy at the beginning of the next round, no matter what
Spoiler does. Case (q, s) ∈ Uq ×Es : If Duplicator has a winning strategy and can choose
both transitions, he can choose the transitions using his winning strategy. Then he has a
winning strategy at the beginning of the next round. 
In the sequel, we will call a Duplicator strategy  for a game G(q0, s0) x-respecting
if qxs holds true for every position (q, s) reachable in any play where Duplicator
follows .
The following is easy to see:
Remark 1. A winning strategy of Duplicator for an x-simulation game is x-respecting.
The converse is false for x ∈ {de, f}, as we will see at the beginning of Section 6.
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5. Quotienting modulo direct simulation
In general, when ≡ is an equivalence relation on the state space of an alternating Büchi
automaton Q, we call an alternating Büchi automaton a quotient of Q with respect to ≡ if
it is of the form
(Q/≡,, [qI ],′, E′, U ′, F/≡), (69)
where [q] = {q ′ ∈ Q | q ≡ q ′} for every q ∈ Q and M/≡ = {[q] | q ∈ M} for every
M ⊆ Q.
Furthermore, the following natural constraints must be satisﬁed:
1. If ([q], a, [q ′]) ∈ ′, then there exist qˆ ≡ q and q¯ ≡ q ′ such that (qˆ, a, q¯) ∈ , that is,
′ ⊆ {([q], a, [q ′]) | (q, a, q ′) ∈ },
2. if [q] ⊆ E, then [q] ∈ E′, and
3. if [q] ⊆ U , then [q] ∈ U ′.
Note that 1–3 are minimal requirements so that the quotient really reﬂects the structure
of Q and is not just any automaton on the equivalence classes of ≡.
In the following, when the considered equivalence relation is direct or delayed simulation
equivalence, we will, for instance, writeQde instead ofQ/≡de and Fdi instead of F/≡di.
A naive quotient is a quotient where the converse of the ﬁrst constraint is true, that is,
where transitions are representative-wise.
Direct simulation is particularly easy (compared to delayed or fair simulation), so one
might expect that a naive deﬁnition of the quotient automaton modulo direct simulation
should be equivalent to the original automaton. Problems arise for mixed equivalence
classes, i.e., classes containing both existential and universal states. In the naive quoti-
enting, these states can be made neither existential nor universal.
Consider Fig. 4, where an alternating Büchi automaton Q over  = {a, b} is shown on
the left, and the naive x-quotient is shown on the right. For simplicity in notation, we denote
the states in the quotients by representatives of the actual equivalence classes, for instance,
q0 on the right stands for [q0]. Note that we have q3xq1xq0 ≡x q2, but q3 ≡x q1 and
q1 ≡x q0 for x ∈ {di, de, f}.
The language recognized by the original automaton is (ba+a), while the naive quotient
recognizes. The other possible naive quotient, where the state [q0] is declared universal,
is not equivalent to the original automaton either: that naive quotient only accepts the
word a.
We overcome these problems for direct simulation quotienting by using a more sophisti-
cated transition relation for the quotient automaton, exploiting the simple structure of direct
simulation games.
5.1. Minimal and maximal successors
To deﬁne quotient automata modulo ≡x (in fact, for x = di and de only, since fair
quotienting does not preserve the language, see [9]), we will need the notion of maximal
and minimal successors of states.
Let Q = (Q,, qI ,, E,U, F ) be an alternating Büchi automaton. Let q ∈ Q, and
a ∈ . A state q ′ ∈ (q, a) is an x-maximal a-successor of q iff q ′′xq ′ holds for every














Fig. 4. Naive quotients do not work.
q ′′ ∈ (q, a) with q ′xq ′′. We deﬁne
maxxa(q) = {q ′ ∈ (q, a) | q ′ is an x-maximal a-successor of q}. (70)
A state q ′ ∈ (q, a) is an x-minimal a-successor of q iff q ′xq ′′ for every q ′′ ∈ (q, a)
with q ′′xq ′. We deﬁne
minxa(q) = {q ′ ∈ (q, a) | q ′ is an x-minimal a-successor of q}. (71)
We will also write mina and maxa instead of minxa and maxxa , respectively, if the context
determines the intended winning mode.
5.2. Minimax quotienting
We can now deﬁne a quotient that works for direct simulation, as follows. An x-minimax
quotient of Q is a quotient where the transition relation is given by
mx = {([q], a, [q ′]) | a ∈ , q ∈ E, q ′ ∈ maxxa(q)}
∪ {([q], a, [q ′]) | a ∈ , q ∈ U, q ′ ∈ minxa(q)}. (72)
In particular, mixed classes can be declared existential or universal arbitrarily.
We now show that the di-minimax quotient and the original automaton recognize the
same language.
We ﬁrst need some additional insights about maximal successors and the associated
strategies.
As a corollary of Lemma 4, we ﬁnd:
Corollary 3. Let q ∈ Q, s ∈ S be states of alternating Büchi automata Q and S such that
q ≡x s. Let a ∈ .
1. If (q, s) ∈ Eq × Es and q ′ ∈ maxxa(q), then there is a state s′ ∈ maxxa(s) such that
q ′ ≡x s′.
2. If (q, s) ∈ Uq × Us and q ′ ∈ minxa(q), then there is a state s′ ∈ minxa(s) such that
q ′ ≡x s′.
3. If (q, s) ∈ Eq×Us , then all x-maximal a-successors of q and all x-minimal a-successors
of s are x-equivalent.
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Proof. For the ﬁrst part, let (q, s) ∈ Eq × Es and q ′ ∈ maxa(q). By Lemma 4.1, we
ﬁnd an s′ ∈ (s, a) such that q ′xs′. Let s′′ ∈ s(s, a) such that s′xs′′. Applying
Lemma 4.1 again, there is a q ′′ ∈ q(q, a) such that s′′xq ′′, i.e., since q ′ is an x-maximal
a-successor, q ′xs′xs′′xq ′′xq ′xs′. Hence s′ is an x-maximal a-successor of s and
satisﬁes q ′ ≡x s′.
The second part is dual to the case (q, s) ∈ Eq × Es .
For the third part, let (q, s) ∈ Eq × Us , q ′ ∈ maxxa(q), s′ ∈ minxa(s). By Lemma 4.2
q ′xs′. By Lemma 4.3, there is a state q ′′ ∈ q(q, a) and a state s′′ ∈ s(s, a) such that
s′′xq ′′. Lemma 4.2 shows q ′xs′′xq ′′xs′. But since q ′ is an x-maximal a-successor,
q ′′xq ′ holds; since s′ is an x-minimal a-successor, s′xs′′ holds. Hence q ′ ≡x s′. So for
every r0, r1 ∈ minxa(s) ∪maxxa(q), we have r0 ≡x r1, using the transitivity of ≡x . 
This is the reason why mixed classes can be declared existential or universal in the
di-minimax quotient: From Corollary 3.3, we can conclude the following.
Remark 2. For a mixed classM ∈ Q/≡x and a ∈ ,
{[q ′] | ∃q(q ∈ M ∩ E ∧ q ′ ∈ maxa(q))}
= {[q ′] | ∃q(q ∈ M ∩ U ∧ q ′ ∈ mina(q))}, (73)
and the size of these sets is 1, i.e.,mixed classes are deterministic states ofminimaxquotients.
By Corollary 3, we also have
mx = {([q], a, [q ′]) | a ∈ , q ∈ E, q ′ ∈ maxxa(q)}
∪{([q], a, [q ′]) | a ∈ , [q] ⊆ U, q ′ ∈ minxa(q)}. (74)
Given an alternating Büchi automaton Q = (Q,, qI ,, E,U, F ), the two relations
di ⊆ Q×Q and ≡di ⊆ Q×Q obviously have the following property.
Remark 3. 1. For all q, q ′ ∈ Q, if qdiq ′ and q ∈ F , then q ′ ∈ F .
2. For all q, q ′ ∈ Q, if q ≡di q ′, then q ∈ F iff q ′ ∈ F .
Clearly, if ((qi, si), w) is a protoplay in an x-game which is conform with a winning
strategy for Duplicator, then qixsi holds for every i0. In the case of direct simulation,
the converse is true as well:
Lemma 5. Let q0dis0. In the gameGdi(q0, s0), every di-respecting strategy for Dupli-
cator is a winning strategy.
Proof. Let q0dis0, and let  be a di-respecting strategy of Duplicator for Gdi(q0, s0).
Let T = ((qi, si)i<, w) be a -conform Gdi(q0, s0)-protoplay. By assumption, we have
qidisi for every i0; by Remark 3, si ∈ F s whenever qi ∈ Fq , for every i0. Hence T
is a win for Duplicator and  is a winning strategy for Duplicator. 
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The di-respecting strategies are exactly the winning strategies. Of these winning strate-
gies, some are optimal in the sense that they choose moves to maximal successors in the
second component and to minimal successors in the ﬁrst component.
Let  be a Duplicator strategy for a game Gx(q0, s0). We call  a minimax strategy if,
for every -conform protoplay T = ((qi, si)i<, w) and every i < , if (qi, si) ∈ Uq × S,
then qi+1 ∈ minxw(i)(qi), and if (qi, si) ∈ Q× Es , then si+1 ∈ maxxw(i)(si).
We note:
Lemma 6. Let Q, S be alternating Büchi automata. There is a positional strategy  of
Duplicator such that for all q ∈ Q, s ∈ S where qxs,  is a x-respecting minimax
strategy for Gx(q, s).
Proof. Using Lemma 4, such a strategy can easily be deﬁned. 
Now it is easy to show:
Theorem 2 (Minimax quotients). LetQ = (Q,, qI ,, E,U, F ) be an alternating Büchi
automaton and Qm any di-minimax quotient of Q.
1. For all k0, q0 ∈ Q such that k0diq0, Q(q0) di-simulates Qm([k0]) and Qm([q0])
di-simulates Q(k0), that is, [k0]diq0 and k0di[q0].
2. Q and Qm di-simulate each other, that is, Q ≡di Qm.
3. Q and Qm are equivalent, that is, L(Q) = L(Qm).
Proof. Mixed classes are deterministic states by Remark 2, so existential choice is the same
as universal branching for these states. Hence, it sufﬁces to consider a quotient Qm where
every mixed class is existential. Also, it is enough to show the ﬁrst part, the other parts
follow immediately from this.
Let Qm = (Qdi,, [qI ],m, Em, Um, Fdi) such that m = mdi, Em = {[q] ∈ Qdi |[q] ∩E = ∅} and Um = Qdi \Em. We ﬁrst show thatQ(q0) di-simulatesQm([k0]). To do
so, we deﬁne a positional winning strategy  of Duplicator for Gdi([k0], q0). First, let di
be a positional strategy of Duplicator such that di is di-respecting and minimax for all
games Gdi(q, q ′) where q, q ′ ∈ Q and qdiq ′. Such a strategy exists by Lemma 6.
Further, for every class [k] ∈ Qdi, let rep([k]) be a ﬁxed representative of that class, i.e.,
rep([k]) ∈ [k]. We also require that rep([k]) ∈ E if [k] ∈ Em.
We now deﬁne  as follows. For all k, q ∈ Q, a ∈ , let
([k], q, a, du, 1) = ([k], pr2(di(rep([k]), q, a, du, 1))), (75)
([k], q, a, du, 0, du, 1)
= ([pr1(di(rep([k]), q, a, du, 0, du, 1))], q, a, du, 1), (76)
([k], q, a, du, 0) = ([pr1(di(rep([k]), q, a, du, 0))], q). (77)
This function is well-deﬁned because di is minimax, i.e., the result of  really is a
successor position in Gdi(Qm,Q).
We now show that  is, in fact, a winning strategy. Consider a round starting in a position
([k], q) /∈ Em × U such that kdiq. Since di is a di-respecting minimax strategy, if
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Duplicator uses  in this round, then the next round starts in a position ([k′], q ′) such that
k′diq ′.
We also consider the case of a round in which Spoiler acts alone, i.e., the round starts
in a position of the form ([k], q) ∈ Em × U such that kdiq. The round continues with
the positions ([k], q, a, sp, 0, sp, 1)([k′], q, a, sp, 1)([k′], q ′), that is, there are kˆ ∈ [k] ∩E
and k¯ ∈ [k′] such that (kˆ, a, k¯) ∈ . Now k′diq ′ follows directly by Lemma 4.2.
This shows that  is a winning strategy of Duplicator forGdi([k0], q0), since kdiq holds
for every position ([k], q) that occurs in a -conform play. Note that if we had a position
([k], q) occurring in such a play with ([k], q) ∈ Fdi× (Q\F), then we would have kdeq.
That Qm([q]) di-simulates Q(k) can be shown using a symmetrical construction and
reasoning. To prove this, we now deﬁne a Duplicator winning strategy  for Gdi(k0, [q0])
as follows. For all k, q ∈ Q, a ∈ , let
(k, [q], a, du, 1) = (k, [pr2(di(k, rep([q]), a, du, 1))]), (78)
(k, [q], a, du, 0, du, 1)
= (pr1(di(k, rep([q]), a, du, 0, du, 1)), [q], a, du, 1), (79)
(k, [q], a, du, 0) = (pr1(di(k, rep([q]), a, du, 0)), [q]). (80)
Again, if a round starts in a position (k, [q]) /∈ E × Um such that kdiq and if Duplicator
uses  in this round, then the next round starts in a position (k′, [q ′]) such that k′diq ′.
This again follows since di is a di-respecting minimax strategy.
Again, we ﬁnally consider the case of a round in which Spoiler acts alone, i.e., the last
position is of the form (k, [q]) ∈ E × Um such that kdiq. The round continues with the
positions (k, [q], a, sp, 0, sp, 1)(k′, [q], a, sp, 1)(k′, [q ′]), that is, there are qˆ ∈ [q] ⊆ U
and q¯ ∈ [q ′] such that (qˆ, a, q¯) ∈ . Now k′diq ′ follows directly by Lemma 4.2.
By an analogous argument as above, it follows that this  is a Duplicator winning strategy
for Gdi(k0, [q0]). 
The above proof does not require the set of transitions to be minimal—we may allow
more transitions, provided thatmixed classes are existential in the quotient and no transitions
induced by universal states to nonminimal successors are considered formixed classes. That
is, as a corollary of the proof of Theorem 2, we have:
Corollary 4. Let Q = (Q,, qI ,, E,U, F ) be an alternating Büchi automaton. Let
Q′ = (Qdi,, [qI ],′, E′, U ′, Fdi) be a quotient w.r.t. direct simulation of Q such that
◦ mdi ⊆ ′,◦ [q] ∩ E = ∅ implies [q] ∈ E′, and,
◦ for every q ∈ U such that [q] ∩E = ∅, if ([q], a, [q ′]) ∈ ′ then there are qˆ ∈ [q] ∩E,
q¯ ∈ [q ′] such that (qˆ, a, q¯) ∈ .
Then, Q and Q′ simulate each other.
Theorem 2 is false for delayed simulation, as we will see in the next section.














Fig. 5. The automaton of Fig. 4 (left) and its di-minimax quotient (right).
5.3. Example: minimax quotient
As an example, we reconsider the Automaton of Fig. 4. Remember that q3diq1diq0
≡diq2, but q3 /≡diq1 and q1 /≡diq0 for this automaton. That is, minb(q0) = {q1} = maxb(q2).
Fig. 5 shows the resulting di-minimax quotient where the state [q0] = [q2] is declared
universal.
6. Quotienting modulo delayed simulation
If there is a winning strategy for Duplicator in a game Gde(q, s), there is also a de-
respecting minimax strategy (cf. Lemma 6), but this may not necessarily be a winning
strategy; it is possible that no minimax strategy is winning. Consider the automaton in
Fig. 6.
For x ∈ {de, f}, we have q0xq1 but not q0 ≡x q1, i.e., maxa(q0) = {q0}. That is,
for a minimax strategy  of Duplicator, (P ∗(q1, q0, a, du, 1)) = (q1, q0) holds. Hence
((q1, q0)(q1, q0, a, sp, 0, du, 1)(q1, q0, a, du, 1)) is a -conformGx(q1, q0)-play, but not
a win for Duplicator. Consequently, the language of any minimax quotient is empty since
mde does not contain a transition from [q0]de to [q1]de.
To circumvent this problem, we deﬁne semi-elective quotients.
6.1. Semi-elective quotienting
LetQ = (Q,, qI ,, E,U, F ) be an alternating Büchi automaton. In the semi-elective
quotient of Q, denoted Qsex , the transition relation is given by
sex = {([q], a, [q ′]) | (q, a, q ′) ∈ , q ∈ E}
∪{([q], a, [q ′]) | a ∈ , [q] ⊆ U, q ′ ∈ mina(q)}, (81)
and every mixed class is declared existential, i.e., Esex = {[q] ∈ Qx | [q] ∩ E = ∅}.
That is, purely universal classes are treated like in the case of minimax quotienting while
purely existential and mixed classes are existential states having all transitions induced by
their existential states.




Fig. 6. De-minimax quotients do not work.
By Corollary 3.3, we have
sex = {([q], a, [q ′]) | (q, a, q ′) ∈ , q ∈ E}
∪{([q], a, [q ′]) | a ∈ , q ∈ U, q ′ ∈ mina(q)}, (82)
where again mixed classes are existential states.
We will show that Q and Qsex simulate each other. For x = di, this follows immediately
from Corollary 4, i.e.:
Corollary 5. For every alternating Büchi automatonQ, the automataQ andQsedi simulate
each other, in particular, L(Q) = L(Qsedi).
Note that usually theminimax quotient has less transitions than the semi-elective quotient.
That is, for direct simulation, the minimax quotient is the better choice, because it is advan-
tageous to also minimize the number of transitions. This is especially important because
states can become unreachable and can thus be deleted as a result of such a minimization.
The more complicated case, where x = de, is treated in the following sections.
6.2. Q simulatesQsede
Although a de-respectingminimax strategy  of Duplicator is not necessarily a winning
strategy, it is a de-respecting winning strategy for Duplicator in the basic simulation game
G(q, s); thewinning condition is assumed to be trivial in the sense that if no early loss occurs,
Duplicator wins. That is, the basic simulation game is a simulation game in the sense of
Section 3.1 with winning condition P.
We may extend this observation to a basic simulation game G(K0, q0) where K0 is a
state of the quotient automaton Qsede such that k0deq0 holds for some k0 ∈ K0, which we
write as K0 de q0:
Corollary 6. For allK0 ∈ Qde and for all q0 ∈ Q such thatK0 de q0, there is a minimax
strategy  of Duplicator forG(K0, q0) such that, for all Spoiler strategies  forG(K0, q0),
the (,)-conform protoplay ((Ki, qi)i<, w) satisﬁes Ki de qi for every i < .
We then say that  is a de-respecting minimax strategy.
Proof. Let K0 ∈ Qde, q0 ∈ Q. Let Ti be a preﬁx of a G(K0, q0)-play such that the last
position of Ti is a P1-position such that Ki de qi . Again, we make a case distinction.
In the ﬁrst case, if (Ki, qi)(Ki, qi, a, sp, 0, du, 1)(Ki+1, qi, a, du, 1) is a sufﬁx of T
(hence Ki ∈ Ese), we ﬁnd ki ∈ Ki ∩ E and ki+1 ∈ (ki, a) ∩Ki+1.
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By Lemma 4.1, the set {q ′ ∈ (qi, a) | ki+1deq ′} is not empty. We choose a de-
maximal element qi+1 of this set (which is an element of maxdea (qi)) and deﬁne (T ) =
(Ki+1, qi+1). Hence Ki+1 de qi+1.
In the other cases, the sufﬁxes are of the form (Ki, qi, a, du, 0, du1), of the form
(Ki, qi+1, a, du, 0), or of the form (Ki, qi)(Ki, qi, a, du, 0, du, 1)(Ki+1, qi, a, du, 1)
where Ki+1 is chosen such that there is a q ′ ∈ (qi, a) satisfying Ki+1 de q ′. These
cases are also treated using Lemma 4, i.e., by Lemmas 4.3 and 4.4, we can ﬁnd a de-
minimal a-successorKi+1 ofKi and use similar arguments if Duplicator has to move in the
ﬁrst component. Note that the case (Ki, qi) ∈ Ese × U , where Duplicator does not move
in the following round, can again be treated by Lemma 4.2. 
Moreover, we can show that the join of such a de-respecting minimax strategy and a
Duplicator winning strategy is again de-respecting.
Corollary 7. Let K0 ∈ Qde, q0 ∈ Q such that K0 de q0, and s0 ∈ S such that q0des0.
Let  be a de-respecting minimax strategy for Duplicator in G(K0, q0) and let de be a
Duplicator winning strategy for Gde(q0, s0).
Then  de is a de-respecting strategy for G(K0, s0).
Proof. Let  be some Spoiler strategy for Gde(K0, s0), and let T = ((tj )j<, w) be the
(, de)-conform protoplay. Initially, we have K0 de q0des0, hence K0 de s0.
Now let i ∈ , and Ti = ((tj )j i , w[0..i − 1]) be the preﬁx of T of length i + 1. Let
ti = (Ki, si), and let (qj )j i be the intermediate sequence of Ti . AssumeKi de qidesi .
We show that Ki+1 de qi+1desi+1 holds for the next (Qde × S)-position
ti+1 = (Ki+1, si+1) ofT and the next state of the intermediate sequence, distinguishing four
cases.
In the ﬁrst case, let Ki ⊆ Uq , si ∈ Us . Let tUi = ((Ti)) = (Ki, si, a, sp, 1, du, 0) and
tVi = ((Ti)tUi ) = (Ki, si+1, a, du, 0). Let  de((Ti)tUi tVi ) = (Ki+1, si+1), and let
qi+1 be the next state of the intermediate sequence according to Section 4.
If qi ∈ Eq , the deﬁnition of  de implies Ki+1deqi+1, since (T 0) is -conform
(both Ki+1 and qi+1 are chosen according to ). And qi+1desi+1 by Lemma 4, since
qidesi and (qi, si) ∈ Eq × Us . Hence Ki+1desi+1.
If qi ∈ Uq , the deﬁnition of  de also implies Ki+1desi+1, since (T 1) is de-
conform (qi+1 is chosen according to de, hence qi+1desi+1). Because (T 1i+1) is -
conform (i.e., Ki+1 is chosen according to ), we have Ki+1deqi+1desi+1.
The other cases are shown analogously, i.e., the caseKi ∩Eq = ∅, si ∈ Es is symmetric
to Ki ⊆ Uq , si ∈ Us , and in the cases Ki ∩ Eq = ∅, si ∈ Us and Ki ⊆ Uq , si ∈ Es , the
desired property also results from the deﬁnition of  de together with Lemma 4. 
And we can easily verify the following.
Lemma 7. Let K0, q0, s0,,de be chosen like in Corollary 7.
For every Spoiler strategy  in Gde(K0, s0), q0 ∈ Fq implies that the (, de)-
conform play contains a position (Kj , sj ) ∈ Qde × F s , i.e.,  de is a winning strategy
for Duplicator in G(K0, s0) with winning set {u ∈ P | ∃i(ui ∈ Qde × F s)}.
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Proof. Let  be a Spoiler strategy for Gde(K0, s0), and let q0 ∈ Fq . Let T = ((ti)i<, w)
be the (, de)-conform protoplay, and assume that there is no i ∈  such that ti =
(Ki, si) ∈ Qde × F s . Since T is  de-conform, the play T 1 (as deﬁned in Section 4)
is de-conform. But T 1 is not a win for Duplicator, in contradiction to de being a win-
ning strategy for Duplicator. Hence there must be a position ti = (Ki, si) in T such that
si ∈ F s . 
We are now ready to show Theorem 3, stating that in fact an alternating Büchi automa-
ton simulates its semi-elective quotient w.r.t. delayed simulation. The idea of the proof is
that, in order to win the respective simulation game, Duplicator uses the join of a de-
respecting strategy and a winning strategy. But this joint strategy is only de-respecting
and not necessarily a winning strategy: The intermediate sequence may miss the accepting
representatives of the states of the quotient automaton, so that Duplicator may stick to a
merely de-respecting strategy.
As a remedy, we deﬁne the Duplicator strategy as a modiﬁed join of the two strategies
such that Duplicator is forced to reach for accepting states when necessary.
Theorem 3. Let Q be a Büchi automaton, and let k, q be states such that kdeq. Q(q)
de-simulates Qsede([k]), i.e., there is a winning strategy for Duplicator in Gde([k], q).
Proof. To show that there is a winning strategy  for Duplicator in Gde([k], q), we ﬁx
1. for every K ∈ Qde, a representative rep(K) ∈ K such that if K ∩ F = ∅ then
rep(K) ∈ F ,
2. for every (K, q) ∈ Qde×Q such thatK de q, ade-respecting minimax strategy oKq
of Duplicator for G(K, q) (by Corollary 6, there is such a strategy), and
3. for every (k, q) ∈ Q×Q such that kdeq, a winning strategy dekq of Duplicator for
Gde(k, q).
For the preﬁx Tn of a Gde([k], q)-play T, let (ti)in = (Ki, qi)in be the subsequence
of the (Qde ×Q)-positions in Tn. Let
j = min{in | (Ki, qi) ∈ Fde × (Q \ F) ∧ ∀i′(i i′n→ qi′ /∈ F)}, (83)
or j = 0 if this set is empty. Let T[j,i] be the sufﬁx of Ti starting with tj , and deﬁne
(Ti) := oKj rep(Kj ) derep(Kj )qj (T[j,i]). (84)
By Corollary 7,  is de-respecting. Now if ti = (Ki, qi) is the ﬁrst (Fde × (Q \ F))-
position after the last (Qde×F)-position (or the ﬁrst (Fde×(Q\F))-position at all), we have
Ki de qi . The strategy  is updated to oKi rep(Ki) derep(Ki)qi where rep(Ki) ∈ Ki ∩ F ,
and only the sufﬁx starting with (Ki, qi) of the play is taken into account for the following
moves of Duplicator. (Remember that a joint strategy cannot be assumed to be positional.)
By Lemma 7, Duplicator’s use of  forces the play to reach a position (Kj , qj ) inQde×F
(andKj de qj ). Hence every position inFde×(Q\F) is followed by a position inQde×F
in a -conform play. Thus  is a winning strategy of Duplicator for Gde([k], q). 
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6.3. Qsede simulates Q
Theorem 3 states that Q(q) de-simulates Qsede([k]). We also want to show that Qsede([q])
de-simulates Q(k). The main idea is quite similar to the previous proof: we will not join
a de-respecting strategy with a winning strategy, but a winning strategy with a “≡de-
respecting” strategy, ensuring that the intermediate sequence is a path in the sequence of
second state components in the plays of Gde(k, [q]).
We start with the following corollary, a direct consequence of the construction of Qsede
together with Corollary 3.
Corollary 8. Let q ′0 ∈ [q0]. There is a Duplicator strategy ≡ for Gde(q ′0, [q0]) such that,for everyQ×Qde-position (q ′i , [qi]) of a ≡-conform play, q ′i ∈ [qi] holds.
We call such a strategy ≡de-respecting.
A ≡de-respecting strategy will replace the de-respecting minimax strategy of the pre-
vious proof. We will show that the join of a winning strategy for Gde(k0, q0) and a ≡de-
respecting strategy for Gde(q0, [q0]) is a winning strategy for Gde(k0, [q0]).
Theorem 4. Let Q be a Büchi automaton with states k0, q0 such that k0deq0. The au-
tomaton Qsede([q0]) de-simulates Q(k0), i.e., there is a winning strategy for Duplicator in
Gde(k0, [q0]).
Proof. Let de be a winning strategy of Duplicator for Gde(k0, q0), and let ≡ be a ≡de-
respecting Duplicator strategy for Gde(q0, [q0]). We show that de ≡ is a Duplicator
winning strategy for Gde(k0, [q0]).
Let  be a Spoiler strategy for Gde(k0, [q0]). Let T = (ti)i< be the (,de ≡)-
conform protoplay with the intermediate sequence (q ′i )i<.
Since (T 0) is de-conform, there is, for every i <  such that pr1(ti) ∈ F , a j i
such that q ′j ∈ F . Since (T 1) is ≡-conform, we have q ′j ∈ pr2(tj ), hence tj ∈ Q× Fde.
Consequently, de ≡ is a winning strategy. 
Theorems 3 and 4 yield:
Theorem 5 (Semi-elective quotients). For every alternating Büchi automaton Q, the au-
tomata Q and Qsede de-simulate each other, in particular, L(Q) = L(Qsede).
6.4. Remarks and possible optimizations
In the construction of the quotient automaton, a transition (qu, a, q ′) ∈  with qu ∈ U
only results in a transition ([qu]de, a, [q ′]de) ∈ sede if q ′ ∈ mina(qu), even if [qu]de is not a
mixed but a purely universal class. This is not a technical trick to permit an easier proof, but
a necessity, for without this restriction the resulting quotient automatonwould not recognize
the language of the original automaton.
Consider the automaton of Fig. 1 again, and remember that the alphabet is {a, b}.We have
q0 ≡de q1 >de q2. So aquotient constructionpreservingnonminimal successors of universal
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Fig. 8. The semi-elective and optimized semi-elective quotients of the automaton of Figs. 4 and 5.
states would result in the automaton given in Fig. 7. But the original Automaton accepts b
whereas the quotient does not; in the semi-elective quotient w.r.t. delayed simulation, there
is no edge from the state [q0] to itself.
Above we saw that in some cases existential classes need transitions to nonmaximal
successors. In certain situations, not all such transitions are really necessary. For example,
accepting classes only need maximal transitions:




de = {([q], a, [q ′]) | (q, a, q ′) ∈  ∧ q ∈ E ∧ ([q] ∩ F = ∅ → q ′ ∈ maxa(q))}
∪{([q], a, [q ′]) | a ∈ , [q] ⊆ U, q ′ ∈ mina(q)}. (85)
Then Qse′de de-simulates Q.
Proof. In a delayed simulation game, Duplicator can stick to a de-respecting minimax
strategy until the play reaches an (F ×(Q\F))-position, in which case he may be forced, in
order to win, to switch to another strategy until the play reaches a (Q×F)-position (cf. the
proof of Theorem 3). That is, we may assume that a Duplicator winning strategy behaves
like a de-respecting minimax strategy at all (Q×F)-positions. Hence, only de-maximal
successors are necessary at accepting existential states. 
In other words, if an existential state is de-equivalent to an accepting state, its transitions
to non-de-maximal successor states are superﬂuous.
As a simple example, consider the automaton of Figs. 4 and 5 once again. The semi-
elective quotient of this automaton is shown on the left-hand side of Fig. 8, while the
quotient deﬁned according to Remark 4 is shown on the right-hand side.
304 C. Fritz, Th. Wilke / Theoretical Computer Science 338 (2005) 275–314
State [q3] is disconnected from state [q0] on the right-hand side because state [q0] is an
accepting state.
Thus, a valid strategy for reducing the number of transitions is extending the set of
accepting states without changing the simulation relation. One way how this can be carried
out is explained in what follows. A necessary condition for the de-equivalence of a state
to an accepting state is its de-equivalence to an accepting copy of itself, as deﬁned below
(without proof). By checking this equivalence to an accepting copy, we can also identify
states which are not equivalent to an actual accepting state in the original automaton, but
which can be declared accepting without changing their status w.r.t. de.
Let Q = (Q,, qI ,, E,U, F ) be an ABA. Let Q′ = {q ′ | q ∈ Q} be a disjoint
copy of Q (analogously E′, U ′ ⊆ Q′), and let ′ = {(q ′, a, k) | (q, a, k) ∈ }. Let
Q′ = (Q ∪Q′,, qI , ∪ ′, E ∪ E′, U ∪ U ′, F ∪Q′).
We deﬁne
PFde = {q ∈ Q | q ′deq}. (86)
The elements of PFde are called pseudo-accepting states. Note that F ⊆ PFde. We deﬁne
QPF = (Q,, qI ,, E,U,PFde). (87)
Lemma 8. For every alternating Büchi automaton Q = (Q,, qI ,, E,U, F ), we have
Q ≡de QPF .
Proof. Obviously, QdeQPF . Conversely, let q be a Duplicator winning strategy for
Gde(q ′, q) for every q ∈ PFde \ F , where q ′ ∈ PFde is the copy of q in QPF . Let qq¯ be a
winning strategy for Gde(q, q¯) for every pair of states (q, q¯) ∈ Q×Q such that qdeq¯.
To win the gameGde(QPF,Q), Duplicator starts with the strategy  = qI qI , but when-
ever the play reaches a position (k, q) such that k ∈ PFde \ F , q ∈ Q \ F , Duplicator
switches to the strategy k . He then uses this strategy until the play reaches a position
(q, q¯) ∈ Q× F ; this is guaranteed to happen since both k and  are winning strate-
gies, and it is also guaranteed that qdeq¯ holds. At this point, Duplicator changes his
strategy to  = qq¯ and continues with that strategy until the play reaches a position in
(PFde \F)×(Q\F) once again, which again forces him to switch his strategy as explained
above. By Lemma 2, this strategy is winning. 
In summary, when computing the semi-elective quotient, wemay treat existential pseudo-
accepting states like accepting states, i.e., remove their nonmaximal successors. This and
similar simple modiﬁcations can greatly enhance the performance of an implementation,
see [10].
6.5. Example: semi-elective quotient
As an example of the construction of the semi-elective quotient automaton modulo de-
layed simulation, consider Fig. 9.
For the automatonQ on the left, we have q2 <de q1 ≡de q5 <de q0 ≡de q3 <de q4. Thus
there are four states in the quotient automatonQsede on the right. Since minb(q1) = {q2}, the
























Fig. 9. Automaton and de-semi-elective quotient.
edge ([q1], b, [q1]) is not in sede (cf. (82)); since mina(q0) = minb(q0) = {q1}, there is no
edge ([q0], c, [q3]) insede with c ∈ {a, b}. And since mina(q3) = minb(q3) = {q1}, there is
no edge ([q3], c, [q4]) in sede with c ∈ {a, b}. Consequently, the state [q4] is not reachable
in Qsede and should be removed in a successive optimization of the quotient automaton.
7. From alternating Büchi automata to nondeterministic Büchi automata
Given an alternating Büchi automaton Q, the standard approach for constructing an
equivalent nondeterministic (i.e., nonalternating) Büchi automaton is the construction of
Miyano and Hayashi [25].
In this section,wewill show that our simulation relations are compatiblewith theMiyano–
Hayashi construction. That is, if an ABA Q is simulated by an ABA S, the same holds true
for their nondeterministic versions resulting from the Miyano–Hayashi construction. We
conclude that our simulation quotienting can be applied to the alternating automaton prior
to the Miyano–Hayashi construction without changing its status w.r.t. the simulation re-
lation. This is of practical importance since we can further conclude that our simulation
relations can be used for on-the-ﬂy simpliﬁcations during the Miyano–Hayashi construc-
tion. (However, a subsequent simulation quotienting usually will still improve the result.)
Traditionally, simulation quotienting and simulation-based simpliﬁcations are only applied
to the nondeterministic automaton.
Fig. 10 shows these two possible ways from an ABA to a nondeterministic automaton
(NBA).
From a practical point of view, applying simulation quotienting to the alternating au-
tomaton is relatively cheap compared to simulation quotienting for the nondeterministic
automaton (cf. Section 8), since the MH-construction incurs an exponential growth (see
below). For this reason, a state space reduction of the alternating automaton often results
in a substantial reduction of the size of the nondeterministic automaton. Aside from these










Fig. 10. Two ways from alternating BA to nondeterministic BA (the symbol /≡ stands for quotienting).
savings in the state space, a smaller intermediate automaton speeds up a subsequent simu-
lation quotienting.
We will now give a short summary of the MH-construction. The construction of Miyano
and Hayashi for converting an ABA into a nondeterministic automaton is a subset con-
struction modiﬁed for de-universalization instead of determinization. The states are pairs
(M,N) of subsets of the state set Q. The ﬁrst component is used in a similar fashion as in
the normal subset construction, that is, if there is a universal state qu in the ﬁrst compo-
nent M with a-successors q ′ and q ′′, and (M ′, N ′) is an a-successor state of (M,N) then
{q ′, q ′′} ⊆ M ′. The second component is used to keep track of computation branches with
an obligation to reach an accepting state, i.e.,N ⊆ M andN is disjoint to the set of accepting
states F, because a state is deleted from N as soon as its computation branch reaches an
accepting state. Especially, (M,N) is accepting if the second component is the empty set,
and if (M ′, N ′) is a successor state of (M,∅) then N ′ = M ′ \ F .
We will call the automaton resulting from the Miyano–Hayashi construction the MH-
automaton and denote it by Qnd, i.e., Qnd is a nondeterministic Büchi automaton such that
L(Q) = L(Qnd). Note thatQnd is an exponential size automaton in the number of states of
Q (and that this is necessarily so in the worst case).
Proposition 2. Let Q = (Q,, qI ,q, Eq, Uq, F q) and S = (S,, sI ,s , Es, Us, F s)
be alternating Büchi automata, and let x ∈ {di, de, f}. If QxS, then QndxSnd.
Proof. The proof is somewhat similar to the construction of a joint strategy (Section 4)
and the proof of Lemma 2. Let  be a Duplicator winning strategy for Gx(Q,S). We will
now simultaneously and inductively construct a Duplicator strategy ′ for Gx(Qnd,Snd)
and a set of -conform Gx(Q,S)-protoplays L. This set is called the logbook of the partial
′-conform play.
Remember that, in a Gx(Qnd,Snd)-protoplay ((Pi)i<n,w), the positions Pi are pairs
consisting of a state ofQnd and a state of Snd, and these states in turn are pairs of subsets of
Q and S, respectively. Hence, every such position Pi is of the form ((Mqi , Nqi ), (Msi , Nsi ))
where Nqi ⊆ Mqi ⊆ Q and Nsi ⊆ Msi ⊆ S.
For such a protoplay ((Pi)i<n,w), the logbook Ln−1 will have the following properties
(for every i < n), called the logbook properties:
1. The elements of Ln−1 are -conform Gx(Q,S)-protoplays over the word w.
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2. For every s ∈ Msi , there is a q ∈ Mqi such that (q, s) is the (i + 1)th position of an
element of Ln−1, and, conversely,
3. if (q, s) is the (i + 1)th position of an element of Ln−1, then q ∈ Mqi , s ∈ Msi .
Initially, for the protoplay ((({qI }, {qI } \ Fq), ({sI }, {sI } \ F s)), 	) of length 1, L0 =
{((qI , sI ), 	)} is a valid logbook.
Now let Tn = ((Pi)i<n,w) be a partial′-conformGx(Qnd,Snd)-protoplaywith logbook
Ln−1, and assumeSpoiler chooses in(Tn) the position t ′n = ((Mqn ,Nqn ), (Msn−1, Nsn−1), a).
(Since Qnd and Snd are nondeterministic automata, we may assume that Spoiler chooses a
letter and a state simultaneously, cf. [9].)
To deﬁne ′((Tn)t ′n), we only have to deﬁne the ﬁrst component of the state Duplicator
chooses, i.e., the setMsn, sinceNsn is determined by this choice. For every protoplayKn−1 =
((qi, si)i<n,w) ∈ Ln−1, we distinguish the following four cases. Note that qn−1 ∈ Mqn−1
and sn−1 ∈ Msn−1 by the logbook property.
First case: (qn−1, sn−1) ∈ Eq × Es . Then, there is a qn ∈ Mqn such that (qn−1, a, qn) ∈
q . Let
((Kn−1)(qn−1, sn−1, a, sp, 0, du, 1)(qn, sn−1, a, du, 1)) = (qn, sn). (88)
We add sn toMsn and Kn = ((qi, si)i<n+1, wa) to the logbook Ln.
Second case: (qn−1, sn−1) ∈ Uq × Es . Then, q(qn−1, a) ⊆ Mqn . Let
((Kn−1)(qn−1, sn−1, a, du, 0, du, 1)) = (qn, sn−1, a, du, 1) (89)
and
((Kn−1)(qn−1, sn−1, a, du, 0, du, 1)(qn, sn−1, a, du, 1)) = (qn, sn). (90)
We add sn toMsn and Kn = ((qi, si)i<n+1, wa) to the logbook Ln.
Third case: (qn−1, sn−1) ∈ Eq ×Us . Then, there is a qn ∈ Mqn such that (qn−1, a, qn) ∈
q , and it must be the case that s(sn−1, a) ⊆ Msn. For every sn ∈ s(sn−1, a), we add
the protoplay ((qi, si)i<n+1, wa) to the logbook Ln.
Fourth case: (qn−1, sn−1) ∈ Uq ×Us . Then, q(qn−1, a) ⊆ Mqn , and it must be the case
that s(sn−1, a) ⊆ Msn. For every sn ∈ s(sn−1, a), let
((Kn−1)(qn−1, sn−1, a, sp, 1, du, 0)(qn−1, sn, a, du, 0)) = (qn, sn); (91)
we then add the protoplay ((qi, si)i<n+1, wa) to the logbook Ln.
Finally, we deﬁne ′((Tn)t ′n) = ((Mqn ,Nqn ), (Msn,Nsn)), where the construction ofMsn
is determined by t ′n and Ln−1 as deﬁned above (and Nsn in turn is determined by (Msn)).
It is easy to check that Ln again has the logbook property and that ′ is a Duplicator
strategy forGx(Qnd,Snd). We show that ′ is in fact a winning strategy. In the case x = de,
suppose that Spoiler reaches an accepting state (Mqm,∅) in themth turn of aGde(Qnd,Snd)-
play  such that Duplicator is in a nonaccepting state (Msm,Nsm), i.e., Nsm = ∅. Since
Nsm ⊆ Msm, by the logbook property there is, for every s ∈ Nsm, a q ∈ Mqm such that (q, s)
is the current position of a protoplay in the logbook Lm to  such that, in this protoplay,
Duplicator has the obligation to reach an accepting state in the second component in order
to win. Since the protoplays in the logbook proceed in a -conform way, there is a minimal
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m′ > m with the following property: For every protoplay P in the logbook Lm′ , if (q, s) is
themth position ofP andDuplicator has to reach an accepting state in the second component
in order to win P, then there is an l ∈ {m + 1, . . . , m′} such that the lth position of P is
of the form (q ′, s′) and s′ ∈ F s . By the above deﬁnition of ′, this implies that the m′th
Duplicator state in  is of the form (Ms
m′ ,∅), i.e., an accepting state.
For x = di and f, analogous argumentations can be used. 
For a set of states A of an ABA, let [A]x = {[q]x | q ∈ A} be the set of equivalence
classes of the states in A. We say that a set of states A′ is a set of x-minimal representatives
of A if (1) [A′]x ⊆ [A]x and (2) for every [q]x ∈ [A]x \ [A′]x , there is a [q ′]x ∈ [A′]x such
that q ′xq.
The following corollary follows immediately from the proof of Proposition 2.
Corollary 9. Let x ∈ {di, de}. Let Q be an ABA, and let (M0, N0), (M1, N1) be two states
ofQnd such thatM1 is a set of x-minimal representatives ofM0 andN1 is a set of x-minimal
representatives of N0.
Then (M0, N0) ≡x (M1, N1).
That is, we can remove the non-x-minimal elements of the subsets in the states of Qnd.
Corollary 10. For every ABA Q and x ∈ {di, de}, ((Qx)nd)x ≡x (Qnd)x holds.
Proof. We have Qx ≡x Q, so by Proposition 2, (Qx)nd ≡x Qnd holds, so ((Qx)nd)x ≡x
(Qnd)x follows immediately. 
That is, the original alternating automaton, the intermediate automata of Fig. 10 and the
resulting nondeterministic Büchi automaton are all simulation equivalent.
Moreover, optimizations using Corollary 9 can be applied on-the-ﬂy, that is, after the
construction of every single state of the MH-automaton [10].
But note that the simulation quotients of simulation equivalent (alternating or nondeter-
ministic) automata need not be isomorphic: Let Qde+ denote the de-semi-elective quo-
tient of Q optimized using pseudo-accepting states as described in Section 6.4. Then,
((Qde+)nd)de+, the result of taking the left-hand way in Fig. 10, is, for certain instances,
smaller than (Qnd)de+, the result of the right-hand way. This is because a state (M,N) of
Qnd is pseudo-accepting only if all elements ofN are pseudo-accepting. (Without additional
optimizations, the left-hand quotient will not be smaller than the right-hand quotient.)
8. Efﬁcient algorithms
Efﬁcient algorithms for computing simulation relations of nondeterministic Büchi au-
tomata are given in [9].We use the same ideas withminor modiﬁcations and adjustments for
computing simulation relations of alternating Büchi automata. This is explained in the ﬁrst
and third section, while in the second section, we prove part 1 of Proposition 1, which we
had postponed earlier. In the fourth section, we focus on weak alternating Büchi automata;
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we present a speciﬁc algorithm for computing simulation relations for weak alternating
Büchi automata with a lower time complexity.
8.1. Modiﬁcations for the delayed simulation game
For direct and fair simulation, the winning conditions of the corresponding games can
be phrased as parity or even simpler conditions. This is not true for delayed simulation.
But a simple expansion of the game graph will achieve this, as pointed out in [9]. The
crucial information for the players of a delayed simulation game is whether the play has
already visited a position in Fˆ q ∩ F¯ s without having visited a Fˆ s-position since or not
(cf. Section 3.1). Following [9], we encode this information in the positions of the delayed
simulation game. This yields a Büchi game.
For an alternating automaton Q = (Q,, qI ,, E,U, F ) and k, q ∈ Q, let
G(k, q) = (P, P0, P1, (k, q), Z) (92)
be the basic simulation game according to Section 3. We deﬁne the game
Gde2(k, q) = (P de, P de0 , P de1 , (k, q, bkq), Zde,W de2) (93)
by
P de = P × {0, 1}, (94)
P de0 = P0 × {0, 1}, (95)
P de1 = P1 × {0, 1}, (96)
W de2 = (P de∗(P × {0})) (97)
and
Zde = {((p, b), (p′, b)) ∈ P de × P de | (p, p′) ∈ Z,p′ /∈ Q×Q}, (98)
∪ {((p, b), (p′, b)) ∈ P de × P de | (p, p′) ∈ Z,p′ ∈ (Q \ F)(Q \ F)},
(99)
∪ {((p, b), (p′, 0)) ∈ P de × P de | (p, p′) ∈ Z,p′ ∈ Q× F }, (100)
∪ {((p, b), (p′, 1)) ∈ P de × P de | (p, p′) ∈ Z,p′ ∈ F × (Q \ F)} (101)
with bkq = 1 if k ∈ F, q /∈ F and else bkq = 0. Observe that the parameters k and q
inﬂuence the initial position only. The last component of these states will be called the
winning bit.
Note that the set PFde of pseudo-accepting states (see Section 6.4) can be computed
togetherwith the simulation relation de without changing the automaton:A state q belongs
to PFde iff q ∈ F or (q, q, 1) is a winning position of Duplicator in the above game graph.
We deﬁne that kde2q holds if Duplicator has a winning strategy for Gde2.
Remark 5. The gameGde(k, q) is a win for Duplicator if and only if the gameGde2(k, q)
is a win for Duplicator, i.e., de2 = de.
So in the remainder it sufﬁces to consider the gamesGdi(k, q),Gde2(k, q), andGf(k, q).
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8.2. Proof of Proposition 1, part 1
From [6,26], it follows that the winner of a game Gde2(q, s) always has a positional
winning strategy. We can now show that, if Duplicator has a positional winning strategy
for Gde2(q, s), then he also has a positional winning strategy for Gde(q, s). Together with
Remark 5, this proofs the ﬁrst part of Proposition 1.
The idea of the proof is that Duplicator, using a positional strategy for Gde(Q,S), plays
with a worst-case assumption: He does not “know” the current winning bit, but whenever
he can win under the assumption that the winning bit is 1, he does assume that it is 1
indeed.
Let Q = (Q,, qI ,q, Eq, Uq, F q) and S = (S,, sI ,s , Es, Us, F s) be alternating
Büchi automata such that Duplicator (Player 1) wins
Gde(Q,S) = (P de, P de0 , P de1 , (qI , sI , bI ), Zde,W de2), (102)
where bI = bqI sI .
LetD ⊆ Q×S×{0, 1} be the set of positions (q, s, b) inGde2(Q,S) such that Duplicator
has a (positional)winning strategy for a game starting in (q, s, b); in particular, (qI , sI , bI ) ∈
D by Remark 5. For every (q, s, b) ∈ D, let qsb be a winning strategy for the game starting
in (q, s, b).
We now deﬁne a game
GD(Q,S) = (P de, P de0 , P de1 , (qI , sI , bD), ZD,W de2) (103)
such that the set of moves ZD equals Zde2, but with the following changes. In ZD , we
replace every move (p, (q, s, 0)) by a move (p, (q, s, 1)) if s /∈ F s and (q, s, 1) ∈ D
(in this case, the winning bit of p is 0). We set bD = 1 if bI = 1, or if sI /∈ F s and
(qI , sI , 1) ∈ D, else bD = 0. Note that (qI , sI , bD) ∈ D.
Now Duplicator has a winning strategy forGD(Q,S). In a play ofGD(Q,S), Duplicator
starts with the strategy qI sI bD . Whenever a “new” move (p, (q, s, 1)) ∈ ZD \ Zde2 is
taken in this play, Duplicator switches his strategy to qs1 (remember that (q, s, 1) ∈ D by
deﬁnition of ZD).
This is a winning strategy, because whenever the winning bit switches from 0 to 1,
Duplicator effectively plays in Gde2(Q,S). Upon taking a move such that the winning bit
switches from 0 to 1, no “new” transitions can be taken and Duplicator will not switch his
strategy again until the winning bit switches back to 0. And this is guaranteed to happen
since Duplicator uses a winning strategy.
That is, Duplicator wins GD(Q,S), and since GD(Q,S) is a Büchi game, there is a
positional winning strategy  for Duplicator. Now it easy to see that in a -conform play
of GD(Q,S), for every (q, s) ∈ Q× S, at most one of the positions (q, s, 0) and (q, s, 1)
can be encountered. That is, we can assume that  is deﬁned for at most one value of the
winning bit, for every pair of states, and every -conform play  can be mapped (by just
deleting the winning bit) to a play ′ ofGde(Q,S) such that Duplicator is the winner of ′.
In other words, a positional Duplicator winning strategy ′ : P1 → P for Gde(Q,S) can





(p, 0) if (p, 0) is deﬁned,
(p, 1) if (p, 1) is deﬁned,
undeﬁned else,
(104)
for all p ∈ P . 
8.3. Reduction of the game graphs
By deﬁnition and by Remark 5 it is clear that in order to determine whether kdiq,
kdeq, or k fq holds it is sufﬁcient to determine the winner in the game Gdi(k, q),
Gde2(k, q), or Gf(k, q), respectively. A priori, the size of these games can be reduced in
order to reduce the complexity of determining whether one state simulates another state.
(We can safely ignore the winning bit in the considerations of this section.)
We call a position productive if it is reachable in the game graph from a (Q×Q)-position.
A position p ∈ P is a dead end if no (Q×Q)-position is reachable from p and p /∈ Q×Q.
Note that the game graph of a complete automaton does not have dead ends.
Remark 6. 1. A position (k′, q, a,A′, 1) is productive only if there is a k ∈ Q such that
(k, a, k′) ∈  and (k, q) /∈ U × U .
2. A position (k, q ′, a, A′, 0) is productive only if there is a q ∈ U such that (q, a, q ′) ∈ 
and k ∈ U .
3. A position (k, q, a,A, b,A′, b′) or (k, q, a,A, b) is a dead end if (k, a) = ∅ and
b = 0, or (q, a) = ∅ and b = 1.
That is, in the game graph of an automaton with n states and m transitions, there are
O(n2+nm) productive states that are not dead ends, and O(n2+nm)moves between them.
Since we may remove all unproductive positions from the game graph we may assume that
there are at most O(|Q|2+ |Q| · ||) positions and moves in the game graph. Since we also
may assume that every state is reachable from the initial state, we have || |Q| − 1. Note
that the size of the alphabet is not a factor here. So we conclude:
Remark 7. It can be assumed that the game graphs ofGdi(k, q),Gde2(k, q), andGf(k, q)
have O(|Q| · ||) positions and moves.
We may now compute the winning sets and thus the relations di, de and  f in the
reduced game graph using the algorithms given in [9]. This yields:
Theorem 6 (Computing simulation relations). Given an alternating Büchi automaton Q
with n states and m transitions, di can be computed in time O(nm). The relations de
and  f can be computed in time O(n3m) and space O(nm).
The same complexity bounds hold for computing the respective quotients.
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8.4. Computing simulation relations of weak alternating Büchi automata
Aweak alternating Büchi automatonQ = (Q,, qI ,, E,U, F ) is an alternating Büchi
automaton such that every strongly connected component (SCC) C ⊆ Q of the transition
graph satisﬁes C ⊆ F or C ⊆ Q \ F . This strong requirement lets us design more efﬁcient
algorithms for computing simulation relations and quotients, similar to what was done
in [22] in the context of emptiness tests for weak alternating automata over one-letter
alphabets.
The following is easy to see:
Remark 8. If C is an SCC of the game graph of Gx(Q,Q) for x ∈ {di, de2, f}, there
are SCCs C0, C1 of the transition graph of Q such that {pr1(p) | p ∈ C} ⊆ C0 and
{pr2(p) | p ∈ C} ⊆ C1.
As a result, ifC is an SCCof the game graph ofGde2(Q,Q), precisely one of the following
statements holds:
1. For all positions (p, b) ∈ C, pr1(p) ∈ F , pr2(p) ∈ F and b = 0.
2. For all positions (p, b) ∈ C, pr1(p) /∈ F , pr2(p) ∈ F and b = 0.
3. For all positions (p, b) ∈ C, pr1(p) ∈ F , pr2(p) /∈ F and b = 1.
4. For all positions (p, b) ∈ C, pr1(p) /∈ F , pr2(p) /∈ F and b = 0.
5. For all positions (p, b) ∈ C, pr1(p) /∈ F , pr2(p) /∈ F and b = 1.
For a game Gf(Q,Q) the situation is similar but simpler, because there is no winning bit.
That is, for an SCC of the game graph of Gde2(Q,Q) or Gf(Q,Q) from which no other
SCC is reachable the winning positions can be determined just as in an ordinary game:
Duplicator wins the delayed game starting in any position of C if and only if the winning
bit is 0. For the fair simulation game, types 4 and 5 collapse to a single type of SCC which
is a win for Duplicator, and Duplicator also wins in SCC types 1 and 2. In all other cases
Spoiler wins, except for the cases where the SCC consists of a single dead end, but these
cases are easy to handle.
Now assume that for an SCC C, the winning positions of all topologically smaller SCCs
have already been computed, i.e., for all positionsp ∈ C such that (p, p′) ∈ Z for ap′ /∈ C,
we already know whether p′ is a winning position either for Spoiler or for Duplicator. If
p ∈ P0 andp′ is awin for Spoiler, p also is awin for Spoiler; else ifp′ is awin forDuplicator,
we may simply ignore the move (p, p′) in the computation of the winning positions of C
(symmetrically for p ∈ P1). That is, the treatment of C reduces to a game of accessibility
in a boolean graph, and can be carried out in linear time, see [2].
This suggests the following algorithm to compute the winning positions of Duplicator in
Gde2(Q,Q) and Gf(Q,Q):
1. Compute the SCCs C0, . . . , Cn−1 of the game graph (the time expense is linear in the
number of positions and moves [29], that is, the SCCs can be computed in time O(nm)).
2. Compute a topological sorting Ci0T Ci1T · · · T Cin−1 of the SCCs of the game
graph (linear in the number of positions and moves [21]).
3. Compute in the order Cin−1 , Cin−2 , . . . , Ci0 the winning positions for the separate SCCs.
Since these are in fact winning positions of reachability games, this can be done in time
linear in the number of positions and moves, see [2].
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Using Remark 7 and Theorem 6, we conclude:
Theorem 7 (Weak alternating automata). Given a weak alternating Büchi automaton with
n states and m transitions, di, de and  f can be computed in time O(nm).
The same time bound holds for computing the respective quotients.
9. Conclusion
We have adapted direct, delayed, and fair simulation relations to alternating Büchi au-
tomata, introduced new methods for constructing simulation quotients, and analyzed the
complexity of computing these relations and quotients. As a result we can state that even
with alternating Büchi automata simulation relations are an appropriate, efﬁcient means for
checking language containment and state-space reduction. Since weak alternating Büchi
automata are closely related to linear temporal logic formulas, the results also open up new
directions for minimizing temporal formulas. In part, these have been investigated in [10].
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