Abstract: We propose a distributed moving horizon estimator (MHE) for a mobile robot localization problem using sensor networks. The application scenario represents a constrained nonlinear system, where the process is locally unobservable by each sensor alone. The proposed distributed MHE algorithm is based on a weighted average consensus process. Crucial aspects such as stability, unbiased estimates, and the approximation of the arrival cost are discussed. Simulation results show the performance of the algorithm in comparison to the centralized approach.
INTRODUCTION
Sensor networks typically consist of spatially distributed sensing devices that cooperate via a communication network and are often endowed with local computational capabilities. In recent years, due to the availability of cheap and reliable hardware components, sensor networks have been increasingly employed in a wide range of applications such as monitoring, surveillance and target tracking. Advances in the hardware and software infrastructure of such distributed sensing systems must be accompanied by efficient algorithms and development of reliable distributed estimation procedures in order to realize the full potential of this emerging technology.
Current research efforts have been focusing mainly on sensor-network based distributed state estimation of linear dynamical systems. The works of Alriksson (2008) ; Speranzon et al. (2008) ; Carli et al. (2008) ; Olfati-Saber (2007); Farina et al. (2010) give a comprehensive overview of the state-of-the-art methods.
There are many situations in which such a framework cannot be applied, due to nonlinearities in the dynamical system, the sensing equation, or due to the presence of constraints. One typical application example where all of these complicating characteristics are present, is the localization of a moving object via range-only measurements. This particular problem arises in applications such as indoor robot localization (Smith et al., 2004; Hossain et al., 2007) and underwater sensor networks (Chandrasekhar et al., 2006; Corke et al., 2007) . There are only a few approaches that consider distributed nonlinear estimation problems (Olfati-Saber, 2007; Gu and Hu, 2009; Cattivelli and Sayed, 2010; Simonetto et al., 2010) , however constraints on the estimates or noise process are typically absent.
In order to address this often omitted aspect of the existing distributed nonlinear estimation methodologies, we present a distributed implementation of a nonlinear Moving Horizon Estimator (MHE) in this paper. The proposed approach is then evaluated in a simulated mobile robot localization scenario using range-only measurements.
We consider as our starting point a centralized MHE problem formulation along the lines of Rao et al. (2003) . We consider the works of Farina et al. (2010) and Simonetto et al. (2010) as our main sources of inspiration in terms of insights into the linear distributed MHE case, and consensus mechanisms that form the bases of our approach, respectively.
The paper is organized as follows. Section 2 presents our general problem setting and describes the formulation of the distributed localization problem in particular. In Section 3 we introduce a centralized MHE that can be used to solve the problem. Our main contribution is discussed in Section 4, where a distributed implementation of the MHE is presented. Simulated results are evaluated in Section 5, while Section 6 summarizes our conclusions and proposed future research directions.
PROBLEM FORMULATION

Distributed Estimation Problem
We use a i (k) to represent the value of variable a for the agent i at time k. The expression y ∼ ℵ(a, B) means that the variable y is drawn from a Gaussian probability density function with mean a and covariance matrix B. We employ the following norm notation: ||y|| 2 A = y ⊤ Ay, where y is a vector and A is a symmetric positive-semidefinite matrix of appropriate dimensions.
We are interested in estimating the state x ∈ X ⊆ R n of a dynamic process that can be described by a discrete-time nonlinear time-invariant model
(1) where k is the discrete time instant, u ∈ U ⊆ R nu is the control, w ∈ W ⊆ R nw , 0 ∈ W is the process noise, and f : X × U × W → X is a smooth nonlinear function. The sets X , U, and W encode possible constraints.
We consider the process to be observed by N sensors each with some processing and communication capability. The sensors are labeled i = 1, . . . , N and form the set S. The communication topology is modeled as an undirected graph G = (S, E), where an edge (i, j) is in E if and only if node i and node j can exchange messages. We assume the graph to be connected, the sensor clocks to be synchronized and no delays or packet losses. The nodes with which node i communicates are called neighbors and are contained in the set N i . Note that node i is not included in the set N i . We define J i = N i ∪ {i} and
Each sensor can measure the quantity z i (k) according to the measurement equation
where
is the measurement noise, and g i : X × M i → R nz i are smooth nonlinear functions. The sets M i , i = 1, . . . , N encode possible constraints on the noise description.
We formulate the distributed estimation problem as follows. Allowing communication only within the neighborhood, each one of the N sensor nodes is required to compute a local estimate of the state, denoted byx i (k), such that the local estimates represent an unbiased estimate of x(k) at each time step k, and eventually all thex i (k) converge to the same value.
Distributed Localization Problem
We consider a distributed mobile robot localization problem using range-only measurements as an illustrative example that we use for evaluation purposes (see Figure 1 for illustration). This is a good benchmark since the underlying dynamics is nonlinear, different constraints can be imposed, and the state is unobservable by individual sensors, which justifies the need for communication among them.
We denote the position of a mobile robot on a 2-D space with (x, y), and let θ be its orientation. The velocity and angular velocity are denoted by v and ω, respectively. Let the state be defined as x = (x, y, θ)
⊤ and the control input be u = (v, ω) ⊤ with additive noise processes denoted by w = (w v , w ω ) ⊤ , w ∼ ℵ(0, Q). The nonlinear timeinvariant dynamical model of the robot is represented by the following discrete-time unicycle model (Thrun et al., 2005) with sampling time ∆t:
We consider the state and the noisy input to be constrained as
This represents the physical space and control limitations of the robot's movement, with the following assumption.
Assumption 1. The constraint sets X ,Ṽ, andW are convex. Remark 1. Assumption 1 is necessary for our proposed distributed solution approach since we will employ average consensus mechanisms that require convex combinations of local solutions to remain feasible as well.
We consider N sensors to be placed at a specified height h measuring the ranges to two beacons on the robot. The resulting two (range-only) measurement equations for each
where (ℓ xi , ℓ yi , h) is the position of the sensor, 2L is the distance between the beacons and the norm is the standard Euclidean distance. The noise process µ i ∼ ℵ(0, R i ) is assumed to be Gaussian, which is a common choice when using radio-frequency or ultrasonic ranging devices (Smith et al., 2004) . Unless otherwise stated, we will consider the mean of the initial state and its covariance (x(0), P (0)) as given, or previously estimated.
Our goal is to solve the distributed estimation problem with nonlinear dynamics (3), nonlinear measurement equation (5), and subject to constraints (4). We propose to use an approach that is based on moving horizon estimation (MHE), in order to handle the constraints and nonlinearities of the problem. In the next section we provide an overview of a centralized MHE solution to the problem above, which serves as a basis for our distributed implementation.
CENTRALIZED MHE
Moving Horizon Estimation (MHE) is an optimization based state estimation technique which has been developed to include constraints and nonlinearities in the problem formulation extending the popular Kalman Filter approach (Rao et al., 2003) . These characteristics make MHE particularly suitable for our application problem.
The basic strategy of MHE is to formulate an optimization problem using a moving, but fixed-size estimation window. This window is critical both for bounding the size of the problem and to determine the stability/convergence properties. In the following we provide a brief summary of a centralized MHE problem formulation and highlight its most crucial aspects and considerations. The reader is referred to Rao et al. (2003) for a more detailed description of the method.
We denote the current time instant with T , while T w represents the size of the estimation window. The set of all process disturbances from k = t to k = T is denoted by {w(k)} T t . We consider the following cost function:
where ∆T w = T − T w , and for negative values of ∆T w we consider its value to be 0. The different terms in the cost function are the following:
• J opt ∆Tw is the minimum of the cost function as defined below in (8), at the beginning of the moving window time ∆T w . This term is constant in (6) and could be neglected, however it plays an important role in establishing convergence properties (e.g., in Rao et al. (2003) ), thus it is kept for clarity of presentation.
•x mh (∆T w ) is the moving horizon state estimate T w steps before the current time instant T . (This also implies thatx mh (0) =x(0)).
is the chosen approximation of the arrival cost using an Extended Kalman Filter approximation. The covariance matrix P (∆T w ) is therefore recursively propagated by the Kalman Filter's covariance equations, as in Rao et al. (2003) .
Exploiting the measurement equation (5), we can rewrite the cost function (6) highlighting the dependence on the state, process noise, and measurements as
The MHE-optimization problem can thus be summarized as
whose solution gives the state estimatex(∆T w ) at the beginning of the moving window and the noise sequence {w(∆T w ), w(∆T w + 1), · · · , w(T − 1)}. These quantities determine the current state estimatex(T ), via the dynamic state equation (3).
The presented traditional centralized problem formulation assumes that all measurements are available in a common location for solving the optimization problem. In the next section, we propose a method to implement the Moving Horizon Estimator in a distributed way using local computational capabilities of the different sensors.
DISTRIBUTED MHE
Distributed implementations of Moving Horizon Estimators have only recently become a subject of investigation.
To the best of our knowledge, the single rigorous study of distributed MHEs for linear systems can be found in Farina et al. (2010) . Motivated by the insights provided there, we present in this section one possible distributed nonlinear MHE architecture and discuss the resulting main considerations.
General considerations and solution approach
Considering the centralized cost function (7), there are two terms for which global information is necessary. One is the measurement term, the other is the arrival cost. Although it is easy to imagine how one would distribute the measurement term by limiting the sharing of measurements to a certain neighborhood, treating the arrival cost in a similar fashion is more difficult to accomplish. Stability and bias are strongly affected by the arrival cost and naïve approaches for its distribution could have significant consequences. Besides these two main considerations, an additional desirable property is for each sensor to eventually converge to the same state estimate value. Our approach to handle these issues can be summarized in the following four steps:
1) Limiting the exchange of measurements to within the neighborhood of each sensor. 2) Approximating the arrival cost by implementing a consensus process on the different local couples (x mh i (∆T w ), P i (∆T w )). The interested reader is referred to Olfati-Saber et al. (2007) ; Cortés (2008) ; Fagnani and Zampieri (2008) for a general overview of consensus algorithms. We make use of the particular consensus mechanism from Simonetto et al. (2010) which is presented in Algorithm 1. The consensus results for each sensor will be denoted by (x mh i (∆T w ),P i (∆T w )). In order to ensure stability, we introduce a scaling factor β i (∆T w ) ∈ [0, 1], whose role will be clarified in the following subsection. 3) Constructing the following local cost function for each sensor:
and solving the minimization problem
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which delivers the solution pair:
4) Performing a consensus step using the local state estimates in order to agree onx(T ). We refer to this step as a posteriori consensus step, which is used to facilitate the convergence to the same estimate by each sensor. Due to Assumption 1, the state estimate will be feasible with respect to X even after the agreement process.
i (k) 3: Consensus step: 4: for κ = 1 to τ do 5:
Communicate within J i the couple (Z i (κ), Y i (κ)) 6:
Compute:
Arrival cost
There are two important aspects to consider when approximating the arrival cost: stability and bias. Stability of the estimator can be ensured in a relatively straightforward way (Rao et al., 2003) , by introducing a scaling factor β i (∆T w ) ∈ [0, 1] that forces the sequence of arrival costs to be monotonically non-increasing. The complete description of an algorithm to compute the scaling factor is given in Rao et al. (2003) . In our distributed solution, this translates into calculating β i by using the following local (auxiliary) cost function
and solving the local (auxiliary) minimization problem
Using the above calculated Φ opt iT , the β i scaling factors can be obtained based on Rao et al. (2003) .
Bias on the state estimate is not as straightforward to handle in the distributed case as stability. It is actually caused by the distributed agreement approach, and is due to the fact that in general the agreedx mh i (∆T w ) may not be in the reachable set. We note that computingP mh i (∆T w ) is not problematic, since it is generated without using the constraints (similarly to the centralized case). We note also that this effect is due to the nonlinear nature of the problem and it is not present in the linear case with convex constraints, (Farina et al., 2010) .
One way to tackle this problem is to formulate a constrained least squares problem for the consensus agreement. The solution will then provide both a reachablē x mh i (∆T w ) and an agreement on the corresponding process noise termw mh (∆T w − 1). Such a problem can be formulated for k = ∆T w as
where A and B are symmetric positive semidefinite matrices of appropriate dimensions, and these can be used as tuning parameters to indicate the relative importance of the state consensus with respect to the noise consensus.
(For instance, Algorithm 1 could be interpreted as having A = P −1 and B = 0).
In order to distribute this general problem, we consider zero-and first-order approximation strategies, which allow it to be solved as a collection of local problems:
• Zero-order approximation: estimation bias can be avoided if the localx mh i (∆T w ) terms are in the reachable set. Since the local estimate of each sensor satisfies this requirement, any (x mh i (∆T w ), w i (∆T w − 1)) couple can be chosen from the neighboring sensors, for example the one with a smaller trace of P i (∆T w ).
• First-order approximation: consider the following linear approximation of the dynamics f
where G is the partial derivative of f with respect to the process noise w. Assume that the consensus process in Algorithm 1 has converged in the previous step and Assumption 1 holds. The resultingx mh (∆T w ) then represents a reachable agreement with respect to the linearized dynamics.
The reachability property obtained by using the firstorder approximation strategy is formalized in the following theorem. Theorem 1. Given Assumption 1 and having the same state estimate on each sensor at ∆T w − 1, the statē x mh (∆T w ) obtained by running Algorithm 1 until convergence is reachable when considering the linearized dynamics (14).
Proof: Assume, without loss of generality, that A = B = I. Denoting the decision variable with ξ = (x(k) ⊤ , w(k − 1) ⊤ ) ⊤ , the unconstrained version of the minimization problem (13) can be written as
. These averages can be computed locally via a standard consensus mechanism, such as the one in Algorithm 1. Consider now the linearized dynamics and constraints
The individual local x i and w i values clearly satisfy the constraints. The theorem's claim regarding the feasibility of the their average value follows from Assumption 1 and the fact that x(k − 1) and is globally known (each sensor has the same state estimate, i.e., the previous consensus step is assumed to have converged).
2
Algorithm 2 summarizes our proposed distributed estimation strategy taking into consideration all the aspects discussed above. It involves two different optimization problems and three steps where communication within the neighborhood is required.
Algorithm 2 Distributed MHE 1: Input:x i (∆Tw), P i (∆Tw), z i (T ) 2: Measurement sharing: each sensor shares its measurements with its neighbors 3: Consensus on the arrival cost:
4: Construct local auxiliary cost function as (11) 5: Solve the minimization (12) to calculate Φ opt iT 6: Determine β i (∆Tw) as in Rao et al. (2003) 7: Construct local cost function as (9) 8 We remark that the direct application of Theorem 1 in practice is affected by two main limitations: the finite number of consensus iterations τ 1 and the linearized dynamics assumption.
SIMULATION RESULTS
Description of the simulation setup
We consider a localization problem using noisy range measurements for mobile robot tracking, which is representative of a real testbed currently under construction by the authors. We consider N = 6 sensors placed and connected as shown in Figure 2 Figure 3 via shaded areas. There are no constraints on the orientation of the robot, on the process noise, or on the noisy control input. We use τ 1 = 1 in the first consensus process (arrival cost) and we vary τ 2 in the set (0, 1, 3, 5). The case τ 2 = 0 represents the choice of no a posteriori consensus (which may be applied when the communication overhead needs to be reduced). We performed 50 simulation runs of the same trajectory and different random noise processes to investigate the behavior of the distributed estimator with respect to the centralized one. We define the error e i (k) of sensor i at time k, as the distance between the true position at that time and the one estimated by sensor i. The mean error e m is then defined as
The average error is calculated as the mean error averaged over a number of different simulations. Figure 3 depicts the results for a selected representative simulation run using τ 2 = 0. As it can be seen, the distributed MHE solutions of the 6 sensors satisfy the state constraints. Although the communication within the neighborhood is rather limited (τ 1 = 1 and τ 2 = 0), all the local solutions are qualitatively the same.
Results
In Table 1 we present the results for the 50 simulations while varying the number of a posteriori consensus iterations τ 2 . We can observe that by allowing more a posteriori consensus steps, the estimator delivers better solutions in terms of the average error. 
FUTURE DEVELOPMENTS AND CONCLUSIONS
We have presented a distributed implementation of a nonlinear moving horizon estimator and evaluated it on a mobile robot localization problem using a sensor network and noisy range-only measurements.
Several theoretical issues require still further investigation. We expect that better estimators can be obtained by an agreement over the different local process noise sequences. Assumption 1 could be relaxed by using a distributed constrained consensus mechanism that allows a formal proof of convergence to the same state estimate at each 
