Entropy estimation, due in part to its connection with mutual information, has seen considerable use in the study of time series data including causality detection and information flow. In many cases, the entropy is estimated using k-nearest neighbor (KozachenkoLeonenko) based methods. However, analytic results on this estimator are limited to independent data. In the article, we show rigorous bounds on the rate of decay of the bias in the number of samples, N , assuming they are drawn from a stationary process which satisfies a suitable mixing condition. Numerical examples are presented which demonstrate the efficiency of the estimator when applied to a Markov process with stationary Gaussian density. These results support the asymptotic rates derived in the theoretical work.
1. Introduction. For a random variable X ∈ R d with density f : R d → [0, ∞), the (differential) entropy of X is (1.1) H(X) = H(f ) = −E[log f (X)] = − f (x) log f (x)dx.
Here we have adopted the convention 0 log 0 = 0 in the case that f is not supported on all of R d . Entropy is the main quantity of interest in information theory and has numerous applications in statistics [3] making its estimation from data a desirable goal. One important case motivating this article is the estimation of mutual information, a measure of dependence capturing any relationship between random variables. Given random variables (X, Y ) the mutual information is defined in terms of the joint and marginal entropies of X and Y as ( 
1.2) I(X, Y ) = H(X) + H(Y ) − H(X, Y ).
This quantity is zero when X and Y are independent and positive otherwise. Mutual information has been a topic of considerable interest in causality detection and information flow in bivariate time series [6, 9, 10, [15] [16] [17] [18] [19] [20] [21] [22] [23] . Thus, methods for entropy estimation in dependent data are of clear importance. Unfortunately, given samples X 0 , . . . , X N drawn from f , one cannot typically construct an estimator for H(f ) of the form
as f is typically unknown. A myriad of strategies have been proposed including kernel-density and B-spline based estimators of H(X) [24] . Our focus is on the popular and well studied Kozachenko-Leonenko estimator of H(X) which uses the nearest neighbors of X i to estimate f (X i ) nonparametrically [3, 5, 11] . We begin with a brief review of this estimator. Suppose we have N + 1 samples of R d -valued random variables X 0 , . . . , X N drawn from f . For i ∈ {0, . . . , N }, let N i = {0, . . . , N }\{i}. We then define ρ i,k,N i to be the distance from X i to its kth nearest neighbor in the set {X j } j∈N i under a metric · defined on R d . Note there are k points in the set {X j } j∈N i contained in the closed ball centered at X i with radius ρ i,k,N i . Therefore, assuming regularity of f and that ρ i,k,N i is small we may rely on the estimate [5] f (X i )ρ
where ν d is the volume of the unit ball in R d under metric · . This leads to the approximation
For small k, a bias correction replaces k with e Ψ(k) where Ψ(k) is the digamma function [5] . The Kozachenko-Leonenko or k-nearest neighbor entropy estimator of H(f ) is then
Bias, variance, and central limit type theorems in the k = 1 case were presented in [5] . The k > 1 case was considered in [3] including a novel estimator using weighted averages of (1.4) to improve efficiency in higher dimensions.
Additionally, [12] presented a bias-corrected version of (1.4) specifically for the estimation of mutual information. However, in each of these cases, the data were assumed to be independent and identically distributed (iid ).
The primary focus of article, motivated by the performance of (1.4) for iid data and the desire for entropy estimation in time series, is to assess the bias of (1.4) when applied to a stationary process X 0 , . . . , X N with invariant density f . Notably, we demonstrate that the Poisson approximation used to study (1.4) in the iid cases holds when X 0 , . . . , X N satisfies a ψ-type mixing condition [4] in addition to a Hölder continuity requirement on f [3, 5] . We also present tail bounds on the distribution of ρ i,k,N i using a data-thinning approach in conjunction with asymptotics on order statistics. These results require bounds on the moments of f .
The remainder of this article is organized as follows: in Section 2, we introduce the relevant notation and present and discuss our primary assumptions. In Section 3, we introduce the main results and important lemmas. Finally, in Section 4, we compare the theoretical rates at which the bias decays with results from simulations of an autoregressive process which has an invariant Gaussian density. The proofs of all Lemmas are contained in an Appendix.
Theory.
2.1. Mathematical Formulation, Definitions, and Notation. Let Z denote the integers, R d denote d-dimensional Euclidean space, and B(R d ) denote the Borel σ-algebra on R d . Given X ∈ R d we let X (j) denote the jth coordinate of X. We let B(x, r) = {y ∈ R d : y − x < r} denote the ball of radius r centered at x and L (W ) denote the law of random variable W .
Expectation is denoted by E[·] and 1 A (X) is the indicator for X ∈ A. Given two probability measures µ and λ defined on the same probability space (Ω, F), we define the total variation distance between µ and λ to be
We use Pois(λ) to denote the Poisson distribution with rate λ > 0 and Γ(a, b) to denote the Gamma distribution with shape a > 0 and rate
be the Hölder space consisting of all functions from U to R which are -times continuously differentiable and have th derivatives which are Hölder continuous with exponent α. A function f :
if finite [8] where
Hereafter, we let C f = f C ,α (U ) . Let P be a probability measure on the infinite product space Ω = i∈Z R d equipped with the product σ-algebra F = ⊗ i∈Z B(R d ). Let X = {X i ; i ∈ Z} be a discrete-time stochastic process defined on Ω by the coordinate projections X(i, ·) = X i . For any subset I ⊂ Z, we let F I = σ(X i ; i ∈ I) ⊂ F denote the sub σ-algebra generated by {X i } i∈I .
Additionally, we assume that {X i ; i ∈ Z} is a stationary process so that for any s, τ ∈ Z with τ > 0, s ≥ 1 and
This implies L (X i ) is equivalent for all i ∈ Z which we assume is absolutely continuous with respect to the Lebesgue measure on R d with density f. Thus, {X i ; i ∈ Z} are dependent, identically distributed random variables with common marginal distribution
Of course, the dependency in our stochastic process should be expected to play an important role in the consistency of (1.4). For technical reasons, we assume that X i = X j , P -almost surely for all i = j to ensure that the ρ i,k,N i > 0.
2.2.
Assumptions. There are a few very important assumptions necessary to demonstrate the consistency of (1.4) in our setting. Namely, A1 (Regularity) There exists α ∈ (0, 1] such that the stationary density
is the support of f . A2 (Moments) There exists r > 0 such that
A3 (Mixing) There exists a function ψ : R → [0, ∞) and positive constants K and satisfying the bound
such that for i / ∈ J ⊂ Z and any events A ∈ B(R d ) and B ∈ F J (2.7)
Both (A1) and (A2) are similar to the assumptions necessary in the iid setting [3, 5] , and they have important implications. First, under (A1) it follows that f admits the following expansion,
where f (x), C(x), and D γ f (x) are bounded above by C f . Importantly, integrating this expansion over B(x, r) provides the bound (2.9)
as the terms B(x,r) (y − x) γ dy = 0 whenever |γ| is odd [5] . Secondly, under (A2) (2.10)
Briefly, we may write
Taking p = 1/(1 − θ) and q = 1/θ, it follows from Hölder's inequality that
The right side of the above expression is finite since
2.2.1. Consistency in the Independent, Identically Distributed Case. It will be useful to understand how the asymptotic analysis is performed in the iid case prior to proving our main result for time series data. Please see [3] for a more thorough exposition. Consider the distribution of Y i conditional on X i where f (X i ) > 0. For r ∈ (0, ∞), consider the sequence of distribution functions (2.11)
Note that (2.11) is equivalent to the requirement that at least k observations from the set {X j } j∈N i are within r N,u of X i . Assuming these random variables are independent, it follows that
at leading order, motivating the use of a Poisson approximation in (2.12) as N → ∞. Namely (2.14)
Importantly, the final expression in the equation above is E log T k,X i where
suggesting that (1.4) is a consistent estimator of H(f ).
The fundamental challenge to validating the use of (1.4) in time series is demonstrating the validity of the Poisson approximation in (2.14) for dependent data. There is considerable literature on this topic [1, 2, 7, 13, 14] . We will make use of the Stein-Chen method of [2] in our analysis, which relies on bounding the first and second moments of the number of times the process {X j } j∈N i visits a shrinking neighborhood of X i .
3.
Main results: efficiency of (1.4) in the time series setting. The central result of this is article is the rate at which the bias of (1.4) decays in the time series context, which we now state. 
There are a few notable implications of this result. First, the requirement that > min{3, 1 + √ 5} indicates that the process must mix more quickly in higher dimensions. Additionally, the mixing condition is trivially satisfied in the iid setting so this result extends to that case automatically. However, even when the stationary density has all moments (r = ∞), this result predicts a decay in the bias which is no faster than O(N −1/(d+1) ) (ignoring the log N factor) which is slower than the optimal rate from [5] .
To prove this result we begin with an integral formulation of the bias following the approach of [5] .
Integral formulation of the bias. Note that
From [5] Lemma 23, we may write
where the final expression follows from the change of variables r → ν d e −Ψ(k) r. For ξ ∈ (0, 1)) we will split (3.3) into the two separate integrals
so that we may bound the bias from above by
We turn our focus to constructing bounds on E|A N (X i )| and E|B N (X i )| which are uniform in i.
Bounds on interior terms:
Additionally,
and we may make the upper bound
By using the total variation distance, (3.6) is uniform in k. To control the total variation between L (W r,X i ,N | X i ) and L (Z r,X i ) we will make use of the following theorem from [2] .
Theorem 3.2 ([2]
). Let J be an arbitrary index set, and for each j ∈ J, let 1 j be a Bernoulli random variable with p j = P (1 j = 1) ∈ (0, 1). Let W = j∈J 1 j be the number of occurrences of dependent events, and let Z be a Poisson random variable with EZ = EW = λ. For each j, define a neighborhood
In our setting, we'll let p j = P (X j ∈ B(X i , (r/N ) 1/d | X i ) and use N i as our index set. Formally, we may think of X j as depending strongly on {X k } k∈B j and weakly on {X k } k / ∈B j .
Lemma 3.1. Fix β ∈ [1/(1 + ), 1) and r > 0. Suppose {X i } N i=0 satisfies assumptions (A1) and (A3), then
Importantly, for 0 ≤ r ≤ N ξ , p r,X i ,N is shrinking, and we may use Lemma 3.1 to bound |A N (X i )|.
satisfies assumptions (A1) and (A3). For ξ ∈ (0, 1), there exists constants C 1 , C 2 , and C 3 such that
The O(N ξ−1 ) term above will always decay fastest so the first and third terms ultimately govern the rate at which E|A N (X i )| decays. Since 2ξ −
1+ 2+
is a decreasing function of , the first term will decay faster when {X i } N i=0 mixes more rapidly, i.e. is larger. Alternatively,
is bounded from below by −2/d indicating A N (X i ) decays no faster than N −2/d which is a natural limit when one estimates N p r,X i ,N by f (X i )rν d under our regularity assumptions on f [5] . Unfortunately, the bound on E|B N (X i )| place a lower bound on ξ precluding this optimal rate. Proofs of Lemmas 3.1 and 3.2 are contained in Appendix A.1.
Bounds on tail terms: E|B N (X i )|. We begin with the trivial bound
Note, for any θ ∈ (0, 1), there exists a constant C > 0 such that
By (A2), choosing θ ∈ 0, d+r 2d+r , it follows that
Thus, we turn our focus to (3.10)
and present an important bound in terms of the binomial distribution.
satisfies assumption (A3). Then for β ∈ [1/(2 + ), 1)
where C k = ke k+K .
The proof of this result is contained in Appendix A.2. The key observation therein resides in considering the distribution of ρ i,k,A i where A i is some subset A i ⊂ N i so that ρ i,k,N i ≤ ρ i,k,A i . By choosing A i so that all indices are separated by at least N β from i and each other, it follows that {X j } j∈A i are nearly independent up to a multiplicative correction of the form 1 + ψ(N β ).
Following the approach of [5] , let g(X i ) = 1 + E X − X i d where X ∼ f is independent of X i and divide (3.10) into the separate integrals
Lemma 3.4. Suppose {X i } N i=0 satisfies (A2) and (A3), then for any θ > 0, there exists a C > 0 such that
This result follows from Lemma 3.3 and an application of Markov's inequality. The full details are contained in Appendix A.2. Importantly, as g(X i ) is integrable by (A2), then for any θ > 0, there is C > 0 such that EB 1,2 (X i ) < CN −θ leaving only B 1,1 (X i ) for consideration.
As
is decreasing in r, one may attain the trivial bound
While ρ i,k,N i is a decreasing function of N , the rate of decay depends largely on X i . Formally, we can expect ρ i,k,N i to approach zero rapidly when X i is in a region of high probability (f (X i ) large) but more slowly when f (X i ) is small. More concretely, when f (X i ) is not too small we may expect
to decay exponentially fast, captured by the following lemma.
Lemma 3.5. In addition to the assumptions of Lemma 3.3, suppose that
where is taken from (A3), then for ξ ∈ (0, 1) (3.15)
for some constant C, C > 0. Furthermore, under (A2) we may conclude that for any θ > 0, there is a constant C such that
Alternatively, we must consider the case where 0 < f
(d+1)(2+ ) . Assuming (A2), then for any θ ∈ 0, (d + r)/(2d + r) there exists a constant C > 0 such that
In summary, these results imply that
2(d+ +1)+d and θ ∈ (0, (d + r)/(2d + r)). The lower bound on ξ ultimately limits the efficiency of (1.4) one would hope to attain by only examining the contributions from E|A N (X i )|.
Proof of Theorem 3.1.
Proof. From Lemma 3.2,
, which is decaying when ξ < 2 2+d ∨ 2(1+ ) . From (3.9) and Lemmas 3.4, 3.5, and 3.6,
2(d+ +1)+d . Thus, we require that
which holds whenever > min{d, 1 + √ 5}. Importantly, sending , r → ∞ one can see that ξ ∈ (0, 1/2). Inserting these extremal values of ξ into the bounds on E|A N (X i )| and E|B N (X i )| gives the interval from Thm. 3.1. 
for r ∈ (−1, 1). Let N (µ, Σ) denote the (multivariate) Gaussian distribution with mean µ and (co)variance Σ. Suppose that [X i+1 , X i ] has joint distribution
is a Markov chain with stationary distribution
The true entropy of the stationary Gaussian distribution is
where the determinant of Σ d satisfies the recurrence relation
To study the efficiency of the k-nearest neighbor entropy estimator, we generated 2000 realizations of this stationary process with r = 1/4 and ρ = 1/4 and compared the mean estimate with the true entropy for various sample lengths N , dimensions d, and number of nearest neighbors k. The Euclidean norm was used in all distance calculations. The results are shown in Fig. 1 including variance estimates.
The stationary Gaussian density is Lipschitz and has moments of all orders. Additionally, the autoregressive nature of the process with −1 < ρ < 1 can be expected to mix exponentially fast. Thus, we may formally treat α = 1 in (A1) and r and as infinite from assumptions (A2) and (A3). In this case, by Thm. 3.1 the maximal rate of decay of the bias is O(N −1/(d+1) ) up to log N . This is consistent with the simulation results (Figure 1, left) which all show the bias decaying at faster rates than predicted. While not considered analytically, the numerical results show the variance ofĤ N is are approximately O(N −1 ) for all dimensions (Figure 1, right) . Both [3] and [5] identified a distribution-free inflation of the variance which one should expect to extend to the time series setting. However, the numerical results were too noisy to verify this fact.
APPENDIX A: PROOFS OF LEMMAS
A.1. Proofs for Section 3.2. In each frame, the squares correspond to the logarithm of the estimated bias or variance and the lines correspond to least-squares fits in log-log space. The slopes of these lines, rounded to two decimal places, are included in the legend for reference to identify the rate at which these quantities decay.
Proof. (Lemma 3.1) Note that (A3) implies
For b 2 , we again use (A3) to attain the bound
Finally,
Using these results,
Proof. (Lemma 3.2) Throughout this proof we set β = 1/(1 + ). Now
From Lemma 3.1,
From (A1) and (2.9)
where C 1 and C 2 are bounded constants which do not depend on
Making use of (A3), it follows that
Again from (A1) and (2.9),
. Applying these results to the last term in (A.2), and using the bound on p r,X i ,N ,
where C 3 and C 4 are bounded constants which do not depend on X i . Combining the O(N ξ−1 ) terms in (A.3) and (A.4) yields (3.7). For this bound to decay in N we then need ξ < 2(1+ ) , ξ < 1, and ξ < 2 2+d which is equivalent to the condition ξ < A.2. Proofs for Section 3.3.
Proof. (Lemma 3.3) Given any subset
to a multiplicative correction of the form (1 + ψ(N β )) |A i | . More explicitly,
Additionally, as |A i | ≤ N 1−β and 1 − β(2 + ) < 0 by assumption
. Applying these inequalities to (A.6) gives (3.11). Finally, bounding p r,X i ,N above by one, we have
where we have used the requirement that j ≤ k. This bound holds for all j = 0, . . . , k − 1. Applying it to each term in the sum from (A.6) yields the desired result.
Proof. (Lemma 3.4) We begin with the change of variables r → rN , so that
Taking β = 1/(2 + ) and applying Lemma 3.3 we have
Here, X ∈ R d is a random variable with density f independent of X i . From Markov's inequality,
Then,
The final bound follows as E X ∼f X − X i /r ≤ 1/2 for r > 2g(X i ). Finally, for any θ > 0, there exists a constant C > 0 such that and we may conclude that B 1,2 (X i ) ≤ Cg(X i )N −θ .
Proof. (Lemma 3.5) From Lemma 3.3, it follows that
The above expression decays exponentially if N 1−β p N ξ ,X i ,N > N for some > 0. We may apply (2.9) to attain a lower bound on p N ξ ,X i ,N ,
Importantly, (d+1)(2+ ) <
We may choose N sufficiently large so that the higher order terms within the parentheses of the last line of the preceding expression are both less than . Now assume 1 − β + (ξ − 1) 1 + (d+1)(2+ ) > 0, or equivalently, ξ > d+ +1 2(d+ +1)+d . In this case, for any θ > 0, there is a constant C > 0 such that the above expression is less than
As a result,
for some C > 0 since log 2g(X i ) ≤ 1 + 2 X − X i d which is integrable by (A2). 
