The absolutely Koszul and Backelin-Roos properties for spaces of
  quadrics of small codimension by Maleki, Rasoul Ahangari & Şega, Liana M.
ar
X
iv
:1
81
0.
05
81
3v
1 
 [m
ath
.A
C]
  1
3 O
ct 
20
18
THE ABSOLUTELY KOSZUL AND BACKELIN-ROOS PROPERTIES
FOR SPACES OF QUADRICS OF SMALL CODIMENSION
RASOUL AHANGARI MALEKI AND LIANA M. S¸EGA
Abstract. Let k be a field and let R be a standard graded quadratic k-algebra with
dimk R2 ≤ 3. We construct a graded surjective Golod homomorphism ϕ : P → R such
that P is a complete intersection of codimension at most 3. Furthermore, we show that
R is absolutely Koszul (that is, every finitely generated R-module has finite linearity
defect) if and only if R is Koszul if and only if R is not a trivial fiber extension of a
standard graded k-algebra with Hilbert series (1 + 2t − 2t3)(1 − t)−1. In particular, we
recover earlier results on the Koszul property of Backelin [4], Conca [7] and D’Al`ı [11].
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Introduction
Let k be a field and let Q denote a polynomial ring in finitely many variables of degree
1 over k. Let R =
⊕
i>0 Ri denote a standard graded k-algebra such that R = Q/I,
where I is a homogeneous ideal contained in Q>2. The algebra R is said to be quadratic
if I is generated by homogeneous polynomials of degree 2. In this paper we study several
homological properties of quadratic algebras satisfying dimk R2 ≤ 3.
A finitely generated graded R-module is said to be linear if it admits a graded free
resolution with maps described by matrices whose non-zero entries are linear forms. The
algebra R is said to be Koszul if k is a linear R-module. It is said to be absolutely Koszul
if every finitely generated R-module has finite linearity defect (equivalently, it has a syzygy
whose associated graded module with respect to the maximal homogeneous ideal of R is
linear); see Herzog and Iyengar [12] and Ro¨mer and Iyengar [13] for more information
on these concepts. Finally, we say that R has the Backelin-Roos property if there exists
a surjective Golod homomorphism ϕ : P → R of standard graded k-algebras, with P a
complete intersection.
The concepts recalled above are related. If R is Koszul, then it is quadratic. If R is
absolutely Koszul, then R is Koszul and has the property that the Poincare´ series of all
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finitely generated graded R-modules are rational, sharing a common denominator, see [12,
Proposition 1.13, Proposition 1.15]. Examples of Roos [17] show that not all Koszul algebras
have the latter property. Absolute Koszulness is thus stronger than Koszulness and it gives
information on minimal graded free resolutions of modules, rather than just the resolution
of k. A method for showing that an algebra is absolutely Koszul is provided in [12, Theorem
5.9] through the following implication: If R has the Backelin-Roos property and R is Koszul,
then R is absolutely Koszul. This method was used recently by Conca et al. [8] to show that
some Veronese subrings of polynomial rings are absolutely Koszul.
We say that R is a trivial fiber extension of a standard graded k-algebra R′ if there exist
linear forms u1, . . . , un in R such that uiR1 = 0 for all i and R
′ = R/(u1, . . . , un).
Main Theorem. Let R be a standard graded quadratic k-algebra with dimk R2 ≤ 3.
There exists then a surjective Golod homomorphim P → R of standard graded k-algebras
such that P is a complete intersection of codimension at most 3. Furthermore, the following
statements are equivalent:
(1) R is absolutely Koszul;
(2) R is Koszul;
(3) R is not a trivial fiber extension of a standard graded k-algebra with Hilbert series
equal to (1 + 2t− 2t3)(1 − t)−1.
Assume R satisfies the hypothesis of the theorem. We say that R is exceptional if R has
no socle elements in degree 1 and is not Koszul. With this terminology, the implication
(2) ⇐⇒ (3) says that, if R has no socle elements in degree 1, then R is exceptional if and
only if it has Hilbert series (1 + 2t− 2t3)(1 − t)−1.
The implication (2) =⇒ (3) is based on an easy numerical argument, see Lemma 6.4.
When chark 6= 2, the implication (3) =⇒ (2) recovers known results. It can be deduced
by putting together work of Backelin [4], Conca [7] and D’Al`ı [11]. More precisely, the
work in [4] covers the case when dimk R2 ≤ 2 (this case does not require the characteristic
assumption), the work in [7] covers the case when dimk R2 = 3 and R is Artinian, and the
work in [11] covers the case when dimk R2 = 3 and R is not Artinian.
When chark /∈ {2, 3} and k is algebraically closed there are exactly 2 isomorphism classes
of exceptional algebras. When chark = 3 there are three such classes. This classification is
proved by D’Al`ı [11, Theorem 3.1], who also notes that the classification needs to be enlarged
when chark = 2. We are able to describe the structure of such rings when chark = 2 as
well, see Remark 6.3, but we do not provide a classification in terms of isomorphism classes
of k-algebras.
We now describe the ingredients of the proof of the Main Theorem. A result of Avramov
et al. [3] gives the Backelin-Roos property when dimk R1 = 3, and in particular for all
exceptional rings. Since the homological properties of interest behave well under trivial
fiber extensions, see 1.10, we assume for most of the proof that R does not have any socle
elements in degree 1 and dimk R1 > 3 whenever dimk R2 = 3. With these assumptions,
we proceed to investigate structural properties of the ring, in terms of understanding the
ideal R>2. We then identify an appropriate complete intersection P such that the induced
homomorphism P → R is Golod.
Our methods for understanding the structure of R are inspired by and use some of the
approaches and results in [6], [7] and [11]. We develop new considerations in order to allow
for the treatment of the case chark = 2 as well. Akin to [11] and [7], we need to consider
a large number of cases. However, we do not develop structural results that are as detailed
as the ones in loc. cit., and we only establish structure as needed to be able to construct the
desired Golod homomorphism.
The Golod property is established as follows. When P is a quadratic complete intersection
and ϕ : P → R is a surjective homomorphism of standard graded k-algebras with Ker(ϕ) ⊆
3P>2, we show in Proposition 1.7 that R is Koszul and ϕ is Golod if and only if the map
νP : TorP (m2, k)→ TorP (m, k)
induced by the inclusion m2 ⊆ m is zero, where m denotes the maximal homogeneous ideal
of R. The minimal free resolution of k over the complete intersection P is well understood
due to a construction of Tate and it has a structure of DG Γ-algebra. We denote by D
the DG-algebra obtained by tensoring this minimal free resolution with R and we identify
νP with the map ν(mD) : H(m2D) → H(mD) induced by the inclusion m2D ⊆ mD. We
use the DG Γ-algebra structure of D to develop several results that allow us to prove that
ν(mD) = 0, under various structural conditions on the ring R. The work of Avramov et
al. [2] provided some of the inspiration in this direction. A particular aspect of our approach
is that the complete intersection P is only identified at the end of each case considered. We
identify a DG-algebra D first, we prove ν(mD) = 0, and then we define P to correspond to
this algebra. For this reason, many of the preliminary results are only stated in terms of
DG-algebras, rather than Golod homomorphisms.
We also give a local version of the Main Theorem. To describe it, assume now that R
is a commutative local Noetherian ring with maximal ideal m. We say that R is Koszul
if its associated graded algebra Rg with respect to m is Koszul. The absolutely Koszul
property can be defined for local rings in the same way we defined it earlier for graded rings.
In Lemma 7.2 we show that if R is Koszul and Rg has the Backelin-Roos property, then
the completion R̂ with respect to m has the Backelin-Roos property as well. This lemma,
together with the Main Theorem, settles the case when R is Koszul in the theorem below.
The non-Koszul cases are handled using the information on the Hilbert series of exceptional
rings given by the implication (2) =⇒ (3) of the Main Theorem. We show:
Theorem. (Local Version) Let R be a commutative local Noetherian ring with maximal
ideal m. Assume dimR/m m
2/m3 ≤ 3 and Rg is quadratic.
There exists then a surjective Golod homomorphim P → R̂ of local rings, with P a
complete intersection of codimension at most 3. Furthermore, if R is Koszul then it is
absolutely Koszul.
In view of a result of Levin, see for example [3, Proposition 5.18], this result adds the
rings satisfying its hypothesis to a growing list of local rings for which it is known that all
finitely generated modules have rational Poincare´ series, sharing a common denominator.
The structure of the paper is as follows. Section 1 explains the terminology and presents
the strategy for establishing the Golod property for various homomorphisms. Section 2
develops key homological tools involving DG-algebras that enable us to use the strategy.
The components of the proof of the Main Theorem are spread across Sections 3, 4, 5 and 6,
as indicated by the title of each section. The proof of the Main Theorem is given at the end
of Section 6, where we also describe the structure of exceptional rings. The local version of
the Main Theorem is proved in Section 7.
1. Preliminaries: Golod homomorphisms, Koszul rings and Tate resolutions
In this section we present concepts and preliminary results and we introduce notation
and conventions. To begin with, we indicate that the terminology of local ring includes the
convention that the ring is commutative and Noetherian. If k is a field, a standard graded
k-algebra is a graded algebra R = ⊕i>0Ri with R0 = k and dimk R1 <∞, and such that R
is generated by R1 as a k-algeba. If R is a standard graded k-algebra, then R can be written
as R = Q/I with Q a polynomial ring over k in finitely many variables in degree 1 and I a
homogeneous ideal generated by forms of degree at least 2. We say that R is quadratic if I
is generated by forms of degree 2 (quadrics).
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1.1. The ring R. Let k be a field. Let (R,m, k) denote a local ring with maximal ideal m and
residue field k or a standard graded k-algebra with maximal homogenous ideal m = R>1. In
the later case, we employ the assumption that all objects involved in our statements (such
as modules, free resolutions, homology, homomorphisms, etc.) are also graded. When we
want only the graded hypothesis to be in effect, we simply say “R is graded”. Some of the
results and definitions that we use and recall below are stated in the original references only
for local rings. It is however a standard observation that such results can be translated in
the graded case, with assumptions and notation as described above. We will expand the
statements as to cover the graded case as well, mostly without commenting on this issue.
Let M be a finitely generated R-module. We denote by
PRM (z) =
∑
i>0
rankk(Tor
R
i (M,k))z
i ∈ Z[[z]]
the Poincare´ series PRM (z) of M . When R is graded we also consider the bigraded Poincare´
series, which is denoted as follows:
PRM (z, t) =
∑
i,j>0
rankk(Tor
R
i (M,k)j)z
itj ∈ Z[t, t−1][[z]] ,
with j denoting internal degree. Also, we denote by
HM (t) =
∑
j∈Z
dimk(Mj)t
j ∈ Z[[t]][t−1]
the Hilbert series of M .
We let Rg, respectively M g, denote the associated graded algebra, respectively asscoci-
ated graded module, with respect to m; Rg is a standard graded k-algebra with maximal
homogeneous ideal (Rg)>1 and M
g is a graded Rg-module.
1.2. Koszul and absolutely Koszul rings. We say that a finitely generated R-module M is
Koszul if M g has a linear graded free resolution over Rg, meaning that the non-zero entries
of the matrices describing the differentials are forms of deegree 1. We say that the ring R
is Koszul if k is a Koszul module. This definition agrees with the classical definition of a
Koszul algebra when R is graded. Koszul algebras have been studied extensively. We refer
to Conca et. al [9] for some recent developments, as well as the classical properties recorded
below.
1.2.1. If R is Koszul, then Rg is quadratic.
1.2.2. A standard graded k-algebra R is Koszul if and only if PkR(z)HR(−z) = 1.
1.2.3. If R is graded and the defining ideal I of R has a Gro¨bner basis of quadrics with
repect to some term order (or in other words, R is G-quadratic), then R is Koszul. In
particular, R is Koszul when I is generated by quadratic monomials.
We say that R is absolutely Koszul if every finitely generated R-module has a Koszul
syzygy or, in other words, it has finite linearity defect; see [12] for the definition of linearity
defect. A consequence of the definition is as follows, cf. [12, Proposition 1.15]:
1.2.4. If R is an absolutely Koszul standard graded k-algebra, then PRM (z)HR(−z) ∈ Z[z]
for every finitely generated graded R-module M .
1.3. The maps ν. Let M be a finitely generated R-module. For each i ≥ 0 we let νRi (M)
denote the map
(1.3.1) νRi (M) : Tor
R
i (mM,k)→ Tor
R
i (M,k)
induced by the inclusion mM ⊆M . We write νR(M) = 0 to indicate that the maps νRi (M)
are identically zero for all i ≥ 0. The vanishing of these maps can be used to detect the
Koszul property, as described next.
51.3.1. By S¸ega [19, Proposition 7.5], R is Koszul if and only if νR(mn) = 0 for all n ≥ 0.
1.3.2. It is known that νR(m) = 0 if and only if the Yoneda algebra ExtR(k,k) is generated
in degree 1, cf. Roos [16, Corollary 1]. In particular, if R is graded, then νR(m) = 0 if and
only if R is Koszul.
1.3.3. If R is Koszul and M is a finitely generated R-module, it follows from [19, Theorem
3.2] that the Castelnuovo-Mumford regularity of M g over Rg is given by the formula:
(1.3.2) regRg(M
g) = inf{s ≥ 0 | νR(mnM) = 0 for all n ≥ s} .
1.4. The homomorphism ϕ; Golod rings and homomorphisms. Let ϕ : (P, p, k)→ (R,m, k)
denote a surjective homomorphism of local rings or of standard graded k-algebras. We let
ϕg : P g → Rg denote the induced map between the associated graded algebras; note that
ϕ = ϕg in the graded case.
1.4.1. By a result of Serre, cf. Avramov [1, Prop. 3.3.2] for example, the following coeffi-
cientwise inequality holds:
(1.4.1) PRk (z) 4
PPk (z)
1− z(PPR(z)− 1)
.
In the graded case, the bigraded version of this inequality is as follows:
(1.4.2) PRk (z, t) 4
PPk (z, t)
1− t2(PPR(z, t)− 1)
.
When R is local, we say that the homomorphism ϕ is Golod when equality holds in (1.4.1).
In the graded case, we say that ϕ is Golod if equality holds in (1.4.2). When P is a regular
ring, we have that R is a Golod ring if and only if ϕ is Golod, see [1, Section 5]; we will use
this equivalence for a working definition of a Golod ring.
In general, it is difficult to prove directly the equalities in (1.4.1) and (1.4.2), and methods
such as constructing trivial Massey operations need to be employed. We record below two
results that we use in establishing the Golod property for ϕ.
1.4.2. Assume that R is graded, and hence ϕ is a homomorphism of standard graded k-
algebras. By [12, 5.8] the following are equivalent:
(1) ϕ is Golod and R is Koszul;
(2) The P -module Ker(ϕ) has a 2-linear resolution (hence regP (R) = 1) and P is Koszul.
1.4.3. (Rossi, S¸ega [18, Lemma 1.2]) Suppose there exists a positive integer a such that
(1) The map TorPi (R, k)→ Tor
P
i (R/m
a, k) induced by the projection R→ R/ma is zero
for all i > 0.
(2) The map TorPi (m
2a, k)→ TorPi (m
a, k) induced by the inclusion m2a →֒ ma is zero for
all i ≥ 0.
Then ϕ is a Golod homomorphism.
Lemma 1.5. Assume Ker(ϕ) ⊆ p2. If νP (p) = 0 = νP (m), then ϕ is Golod.
Proof. We apply 1.4.3 with a = 1. Condition (2) is satisfied, given that νP (m) = 0. Let
i > 0. To verify (1), we see that the map TorPi (R,k) → Tor
P
i (R/m, k) factors through
the map TorPi (R/m
2, k) → TorPi (R/m, k) induced by the projection R/m
2 → R/m. Since
Ker(ϕ) ⊆ p2, this map can be identified with νPi−1(p), and it is thus zero for all i > 0. 
1.6. Complete intersections. We say P is a complete intersection of codimension d if P =
Q/(f1, . . . , fd), where (Q, q, k) is a regular local ring (when R is local) or (Q, q, k) is a
polynomial ring over k (when R is graded) and f1, . . . , fd is a regular sequence with fi ∈ p
2
for all i. The elements fi are assumed homogeneous in the graded case. Note that we
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do not consider completions in the definition in the local case. When R is graded and
deg(fi) = 2 for all i, we say that P is a complete intersection of quadrics or a quadratic
complete intersection.
1.6.1. If R is Koszul, ϕ is Golod and P is a complete intersection, then R is absolutely
Koszul, by [12, Theorem 5.9].
1.6.2. If R is graded, P is a complete intersection of quadrics and Ker(ϕ) ⊆ p2, then
νP (m) = 0 implies νR(m) = 0. The explanation for this statement is postponed to 1.13.
The next result is our main criterion for checking that a graded ring is absolutely Koszul.
Proposition 1.7. Assume that R is graded, Ker(ϕ) ⊆ p2 and P is a complete intersection
of quadrics. The following are equivalent:
(1) ϕ is Golod and R is Koszul;
(2) νP (m) = 0.
If these assumptions hold, then R is absolutely Koszul.
Proof. If (1) holds, then regP (R) = 1 by 1.4.2 and then ν
P (mn) = 0 for all n ≥ 1 by 1.3.3.
Conversely, since P is Koszul we have νP (p) = 0 by 1.3.2. Thus, if (2) holds then ϕ is Golod
by Lemma 1.5. To see that R is Koszul, note that νP (m) = 0 implies νR(m) = 0 by 1.6.2,
hence R is Koszul by 1.3.2. Apply 1.6.1 for the last statement. 
The next result contributes towards the proof of the local version of the main theorem.
Proposition 1.8. If ϕg is Golod and R is Koszul, then ϕ is also Golod.
Proof. Assume ϕg is Golod. By 1.4.2 we conclude that P g, thus P , is Koszul and regP g(R
g) =
1. In particular, we have Ker(ϕ) ⊆ p2. By (1.3.2) we conclude νP (mn) = 0 for all n. Since
P is Koszul, we also have νP (p) = 0 by 1.3.2. Then ϕ is Golod by Lemma 1.5. 
For simplicity, we state and prove the result below for local rings, and we note that this
statement (and its proof) can be translated in a standard manner to the graded situation.
Proposition 1.9. Let ϕ : (P, p, k)→ (R,m, k) be a surjective homomorphism of local rings
with Ker(ϕ) ⊆ p2 and let u ∈ pr p2. We set v = ϕ(u), R = R/(v) and P = P/(u) and let
ϕ : P → R denote the induced homomorphism.
If vm = 0, u is P -regular and ϕ is Golod, then ϕ is Golod.
Proof. Note v ∈ mr m2. The hypotheses on u and v give that the canonical maps R → R
and P → P are large, in the sense of Levin, see [15, Theorem 2.2]. In particular, [15,
Theorem 1.1] gives the equations below. (Note that we write PRM instead of P
R
M (z), to
simplify notation.)
PRk = P
R
k ·P
R
R
= PRk ·(1 + z P
R
k )(1.9.1)
PPk = P
P
k ·P
P
P
= PPk ·(1 + z)(1.9.2)
PP
R
= PP
R
·PP
P
= PP
R
·(1 + z)(1.9.3)
The equality PR
R
= 1 + z PRk used in the first equation comes from the fact that xm = 0,
which yields a short exact sequence
(1.9.4) 0→ k → R→ R→ 0 .
In addition, the fact that ϕ is Golod gives:
(1.9.5) PRk =
PPk
1− z(PP
R
−1)
.
7Using the formulas above, we obtain:
(1.9.6) PRk =
PRk
1− z PRk
=
PPk
1− z(PP
R
−1)− z PPk
=
PPk
1− z
(
(PP
R
+PPk −1− z)− 1
) .
More precisely, we used (1.9.1) for the first equality, (1.9.5) for the second equality and
(1.9.3) and (1.9.2) for the last equality.
The short exact sequence (1.9.4) induces a long exact sequence
· · · →TorPi (k,k)→ Tor
P
i (R,k)→ Tor
P
i (R,k)→ · · · → Tor
P
2 (R,k)→ Tor
P
1 (k,k)→
→TorP1 (R,k)→ Tor
P
1 (R,k)→ Tor
P
0 (k,k)
0
−→ TorP0 (R,k)
∼=
−→ TorP0 (R,k)→ 0 .
For each i and each finite P -module M we denote by βi(M) the number rankk Tor
P
i (M,k).
From the sequence above we can read the following (in)equalities:
β0(R) = β0(R) = β0(R) + β0(k)− 1
β1(R) ≤ β1(R) + β1(k)− β0(k) = β1(R) + β1(k)− 1
βi(R) ≤ βi(R) + βi(k) for all i > 1 .
Putting these inequalities together, we have the coefficientwise inequality
(1.9.7) PPR 4 P
P
R
+PPk −1− z .
Note that if A and B are power series with zero constant term, non-negative coefficients
and A 4 B, then 11−A 4
1
1−B , hence (1.9.7) yields the coefficientwise inequality below. The
equality comes from (1.9.6).
(1.9.8)
PPk
1− z(PPR−1)
4
PPk
1− z
(
(PP
R
+PPk −1− z)− 1
) = PRk .
We see that equality must hold in Serre’s inequality (1.4.1), hence ϕ is Golod. 
The result above allows for an important reduction, as described next.
1.10. Reduction. We say that R is a trivial fiber extension of a ring R if there exist elements
v1, . . . vn with vi ∈ mrm
2 and vim = 0 for all i, and such that R = R/(v1, . . . , vn). We say
that R is not a trivial fiber extension if there is no element v ∈ mrm2 with vm = 0.
Let R = Q/I with (Q, q, k) a regular local ring or, in the graded case, a polynomial ring.
Assume that R is a trivial fiber extension of R = R/(v1, . . . , vn), where vi are as above.
We may assume that the elements v1, . . . , vn are part of a minimal generating set of m. Let
w = w1, . . . , wn denote preimages of v1, . . . , vn in Q; they are part of a minimal generating
set of q and in particular they form a Q-regular sequence. Set
Q = Q/(w), q = q/(w), and I = (I + (w)) /(w) .
Then (Q, q, k) is also regular, I ⊆ q2 and R = Q/I. Let f1, . . . , fd be a Q-regular se-
quence contained in I, and let f1, . . . , fd denote preimages of these elements in I. Set
P = Q/(f1, . . . fd) and P = Q/(f1, . . . , fd) and for each i let ui denote the image of wi in
P . Note that w1, . . . , wn, f1, . . . , fd is a Q-regular sequence and in particular it follows that
u1, . . . , un is a P -regular sequence. Let ϕ : P → R and ϕ : P → R denote the canonical
projections. With this notation, we have the following properties:
1.10.1. If ϕ is Golod, then ϕ is Golod; this follows by applying inductively Proposition 1.9.
In particular, if R is Golod, then R is Golod.
1.10.2. The complete intersections P and P have the same codimension. In the graded
case, P is quadratic if and only P is quadratic.
1.10.3. When R is graded, R is Koszul if and only if R is Koszul, see [5, Theorem 4].
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Our main technique used in the proof of the Main Theorem is the use of DG-algebra
structures. We now proceed to describe it. Should the reader need it, a standard reference
for the definition of the notion of DG-algebra, DG module, divided power variables and
related background is the survey [1].
1.11. Semi-free Γ-extensions and a result of Levin. Let D be a DG-algebra. A semi-free
Γ-extension of D is a DG-algebra A = D〈X〉 obtained by iterated adjunction of variables, as
described in [1, 6.1]. Note that A is free as a graded D-module (i.e. forgetting differentials).
If A is a complex of R-modules, we say that A is minimal if ∂(A) ⊆ mA. It is known that
there exists a semi-free Γ-extension T = R〈X〉 of R such that T is a minimal free resolution
of k; such a resolution is called a Tate resolution of k.
We recall below a result of Levin.
Lemma. ([14, Lemma 2]) Let D be a DG R-algebra and A a DG D-module which is free
as a graded D-module and such that A is minimal. Let M , N be R-modules such that
mM ⊆ N ⊆M and the canonical map g : N ⊗R A →M ⊗R A is injective.
If the induced homomorphism H(N ⊗R D) → H(M ⊗R D) is zero, so is the induced
homomorphism H(N ⊗R A)→ H(M ⊗R A).
The context in which this lemma will be applied is as follows: Assume D is a semi-free
Γ-extension of R and A be a minimal semi-free Γ-extension of D. Since A is a free R-module,
the map g in the statement of the lemma is injective. Then the hypotheses of the lemma
are satisfied for this choice of D and A, with M and N such that mM ⊆ N ⊆M .
1.12. Short Tate complexes. Assume that there exists a local or graded regular ring (Q, q, k)
and an ideal I such that that R = Q/I with I ⊆ q2. (This assumption is satisfied whenever
R is graded or R is complete.)
Let K denote the Koszul R-complex on a minimal generating set of m. Let KQ denote a
Koszul complex on a minimal generating set of q such that K = KQ ⊗Q R. If z is a cycle
in K1, we associate to it an element f ∈ I as follows: Lift z to an element z˜ ∈ K
Q
1 so that
z = z˜ ⊗ 1, and set f = ∂(z˜). In turn, any element f ∈ I can be used to construct a cycle
z ∈ K1. While f and z do not determine each other uniquely, this construction yields an
isomorphism H1(K) ∼= I/qI.
Let z1, . . . , zd be a set of cycles in K1. For each i we construct fi ∈ I corresponding to
zi, as described above. Let D denote the semi-free Γ-extension of K defined by
(1.12.1) D = K〈Z1, . . . , Zd | ∂(Zi) = zi〉 .
If [z1], . . . , [zd] are linearly independent (equivalently, f1, . . . , fd is part of a minimal generat-
ing set of I) and f1, . . . , fd is a regular sequence in Q, we say that D is a short Tate complex
corresponding to the complete intersection P = Q/(f1, . . . , fd). Conversely, any complete
intersection ring P = Q/(f1, . . . , fd) such that the regular sequence f1, . . . , fd is part of a
minimal generating set of I can be used to construct a short Tate complex D corresponding
to P .
Assume now that D is a short Tate complex corresponding to a complete intersection
P = Q/(f1, . . . , fd). One can construct then a Tate resolution A of k over R to be a
semi-free Γ-extension of D. In particular, A is a free graded module over D.
The construction of a Tate resolution of k over the complete intersection ring P is well
understood: One starts with a Koszul complex KP over P , that can be chosen such that K =
KP⊗PR, and adjoins to K
P variables in degree 2 to kill the cycles z1, . . . , zd corresponding to
the regular sequence f1, . . . , fd . In particular, a minimal Tate resolutionF of k over P can be
chosen such thatD = R⊗PF . We see then that the maps ν
P
i (m) : Tor
P
i (m
2, k)→ TorPi (m, k)
can be identified with the canonical maps
(1.12.2) Hi(m
2 ⊗R D)→ Hi(m⊗R D)
9induced by the inclusion m2 ⊆ m. Also, since A is a minimal free resolution of k over R,
the maps νRi (m) : Tor
R
i (m
2, k)→ TorRi (m, k) can be identified with the maps
(1.12.3) Hi(m
2 ⊗R A)→ Hi(m⊗R A)
induced by the same inclusion.
1.12.1. As noted above, A is a free as a graded D-module, and thus Levin’s result 1.11
yields that νP (m) = 0 implies νR(m) = 0.
1.12.2. Assume that R is graded. In this case, note that if f1, . . . , fd is a regular sequence
of quadrics, then f1, . . . , fd is also part of a minimal generating set of I, for degree reasons.
1.13. Proof of 1.6.2. Assume R and P are as in 1.6.2, that is, R is graded, and P is a
complete intersection of quadrics. Then R = Q/I with Q and I as in 1.12. We may assume
that P = Q/J with J an ideal generated by a regular sequence of quadrics such that J ⊆ I.
As noted above, this regular sequence must be part of a minimal generating set of I. We
consider then a short Tate complex D = K〈Z1, . . . , Zd | ∂(Zi) = zi〉 corresponding to P .
Using 1.12.1, we conclude that νP (m) = 0 implies νR(m) = 0. 
1.14. Notation. If F is a complex of R-modules we denote by ν(F) the homomorphism of
complexes
(1.14.1) ν(F) : H(mF)→ H(F)
induced by the inclusion mF ⊆ F . When F is a free resolution of k, we identify ν(mF)
with the map
H(m2 ⊗R F)→ H(m⊗R F)
induced by the inclusion m2 ⊆ m. In particular, if D and A are as in 1.12, with D a short
Tate complex, and P is the corresponding complete intersection ring, then our conventions
yield for each i the identifications
(1.14.2) νPi (m) = νi(mD) and ν
R
i (m) = νi(mA) .
In view of the discussion in 1.12, 1.12.2 and the notation in 1.14, we can reformulate
Proposition 1.7 in terms of short Tate complexes as follows.
Corollary 1.15. Assume that R is graded and quadratic and write R = Q/I with Q and I
as in 1.12. Let D be a short Tate complex corresponding to a quadratic complete intersection
P = Q/(f1, . . . , fd).
The following are equivalent:
(1) The induced homomorphism ϕ : P → R is Golod and R is Koszul;
(2) ν(mD) = 0.
If these assumptions hold, then R is absolutely Koszul. 
Remark 1.16. Taking P = Q in the corollary above, we see that the following are equivalent
for a standard graded quadratic k-algebra R:
(1) R is a Koszul Golod ring;
(2) ν(mK) = 0.
2. Key homological techniques
The results in this section identify some of our main techniques in proving ν(mD) = 0,
under adequate conditions on a short Tate complex D. We record only the information on
the complex D and we leave for later the discussion of the conclusions that can be formulated
in terms of Golod homomorphisms, in view of Corollary 1.15.
Throughout this section, the ring R is assumed to be as in 1.1 (either local or graded),
and x1, . . . , xe denotes a minimal generating set of m. We fix integers s, t, u ∈ {1, . . . , e}, not
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necessarily distinct. In addition, we use the notation introduced below for Koszul complexes
and for reduction modulo an element.
2.1. Notation for Koszul complexes. Let K = R〈X1, . . . , Xe〉 with ∂(Xi) = xi for all i
denote the Koszul complex on x1, . . . , xn. In general, if a ∈ m, we use the corresponding
capital leter A to identify an element A ∈ K1 such that ∂(A) = a.
If X is a subset of {X1, . . . , Xe} we denote by K
X the DG-algebra
KX = R〈Xi | i ∈ {1, . . . , e}, Xi /∈ X} .
We regard KX as a subalgebra of K. If X = {Xi | i ∈ I} then we may also write K
I instead
of KX . If I = {i} or I = {i, j}, we also write KI = Ki, respectively KI = Ki,j .
As explained in Section 1, we adjoin DG Γ-variables of degree 2 to K to create a short
Tate complex. In order to easily distinguish beteween variables of degree 1 and variables of
degree 2, we denote the variables of degree 2 using capital greek letters such as Λ and Υ.
2.2. Reduction modulo xi. Let x ∈ {x1, . . . , xe}; the choice of the element x will be made
clear in each instance when the notation introduced here is used. We set R = R/(x). If A is
a complex of R-modules, we set A = A/xA. If a ∈ R or A ∈ A, we denote by a, respectively
A the corresponding class modulo (x), respectively xA. If a is an ideal of R, then a denotes
the ideal a + (x)/(x) of R. In particular, if x = xi, note that Ki is the Kozul complex on
the minimal generating set of m consisting of all xj with j 6= i.
Let a ⊆ m be an ideal. If A is a minimal semi-free Γ-extension of R, then the following
equivalence holds:
(2.2.1) ν(aA) = 0 ⇐⇒ Z(maA) ⊆ B(aA) + xmA .
Indeed, the equality ν(aA) = 0 is equivalent to the inclusion Z(maA) ⊆ B(aA)+ xA. Since
Z(maA) and B(aA) are both contained in m2A, this inclusion is equivalent to the inclusion
Z(maA) ⊆ B(aA) + xA ∩ m2A. If A is a homogeneous element in Aj for some j and
xA ∈ m2Aj , note that we must have A ∈ mAj , since Aj is a free R-module and x ∈ mrm
2.
We have then xA ∩m2A = xmA, establishing thus (2.2.1).
Proposition 2.3. Assume xsm
2 = 0. Let E = K〈Υ〉 be a minimal semi-free Γ-extension
of K and A = Ks〈Λ〉 be a minimal DG Γ-extension of Ks, where Υ and Λ are sets of DG
Γ-variables of homological degree 2. Set D = K〈Υ ∪ Λ〉.
Adopt the notation in 2.2 with x = xs. If ν(xsE) = 0 and ν(mA) = 0, then ν(mD) = 0.
Note that, since Υ and Λ in this statement are sets of variables in the same degree, the
order in which we adjoin these variables does not matter.
Proof. Set Υ′ = Υr Λ and Λ′ = Λ rΥ . The complex D can be identified with E〈Λ′〉 and
also with A〈Xs,Υ
′〉. Since D is free when considered as a graded module over E and Di is
a free R-module for each i, we use Levin’s result 1.11 and the hypothesis that ν(xsE) = 0
to see that ν(xsD) = 0.
Note that D is also free as a graded module over A. Using again 1.11 and the hypothesis
ν(mA) = 0, we obtain ν(mD) = 0. We use then (2.2.1) and xsm
2 = 0 to deduce:
Z(m2D) ⊆ B(mD) + xsmD = B(mD) + Z(xsmD) .
Since ν(xsD) = 0, we see then Z(m
2D) ⊆ B(mD), hence ν(mD) = 0. 
Proposition 2.4. Let b ⊆ m be an ideal such that mb = xtb = xsb and xtxs ∈ ann(b)m.
Set E = K〈Υ | ∂(Υ) = xtXs −K〉, where K ∈ ann(b)K1 is such that ∂(xtXs −K) = 0.
Then m2b = 0 and ν(bE) = 0.
Proof. First, note that there exists K ∈ ann(b)K1 such that ∂(xtXs −K) = 0. Indeed, we
write xtxs =
∑e
i=1 aixi with ai ∈ ann(b) and we can take K =
∑e
i=1 aiXi.
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Let K ∈ ann(b)K1 be such that ∂(xtXs −K) = 0. We have
m2b = m(mb) = m(xsb) = xs(mb) = xs(xtb) = (xsxt)b = 0 .
Let b ∈ b. Since bK = 0 and X2s = 0, we have then for every m ≥ 0:
∂(bΥ(m+1)) = b(xtXs −K)Υ
(m) = bxtXsΥ
(m) ;
∂(bXsΥ
(m)) = −bXs(xtXs −K)Υ
(m−1) + bxsΥ
(m) = bxsΥ
(m) .
Let i ∈ {0, 1} and m ≥ 0. Since mb = xsb = xtb, we see from the above that there exist
then i′ ∈ {0, 1}, and m′ ∈ {m,m+ 1} such that
(2.4.1) mbX isΥ
(m) ⊆ ∂(bX i
′
s Υ
(m′)) .
For every i ∈ {0, 1} and m ≥ 0, n ≥ 0 we have then
mbX isΥ
(m)E6n ⊆ B(bE) + bX
i′
s Υ
(m′)∂(E6n)
⊆ B(bE) +mbX i
′
s Υ
(m′)E6n−1
where in the first line we used the Leibnitz rule and (2.4.1) and in the second line we used
the fact that E is minimal. Arguing by induction on n and noting that the base case n = −1
holds trivially, we see
mbX isΥ
(m)E6n ⊆ B(bE)
for all n, i and m as above. We conclude mbE ⊆ B(bE), hence ν(bE) = 0. 
Corollary 2.5. Assume R is a standard graded quadratic algebra and the following hold:
xum = (xuxs) = (xuxt), xsxt ∈ ann(xu)m. Set D = K〈Υ | ∂(Υ) = xtXs − K〉, where
K ∈ ann(xu)K1 is such that ∂(xtXs −K) = 0.
If the ring R/(xu) is Golod and Koszul, then ν(mD) = 0.
Proof. We apply Proposition 2.4 with b = (xu) to get ν(xuD) = 0. We adopt the notation
in 2.2 with x = xu. Since Ku is the corresponding Koszul complex of the Golod Koszul ring
R = R/(xu), Remark 1.16 gives ν(mKu) = 0. We apply Proposition 2.3 with s = u, E = D
and A = Ku to conclude that ν(mD) = 0. 
Proposition 2.6. Assume xsxt = 0. Let A be a minimal semi-free Γ-extension of R. Set
E = R〈Xs,Λ | ∂(Xs) = xs, ∂(Λ) = xtXs〉 and D = E ⊗R A .
Let a ⊆ m be an ideal such that for any x ∈ {xt, xs} the following hold:
(1) m2 = xm+ am;
(2) xa = 0;
(3) ν(aA) = 0, where overbars denote the corresponding objects modulo (x) as in 2.2.
Then ν(mD) = 0.
Proof. Using (1), (2) and the assumption xsxt = 0, we see xm
2 = 0 for x ∈ {xt, xs}. Indeed,
without loss of generality, take x = xs. We have then xsm
2 = xs(xtm+ am) = 0.
With x ∈ {xs, xt}, hypothesis (1) further gives:
(2.6.1) Z(m2D) = xmD + Z(amD) .
Let w =
∑
i εi ⊗ ci ∈ amD with ci ∈ amA, where the elements εi form a basis of E
over R. (The sum has only finitely many non-zero terms, for degree reasons.) Note that
∂(εi) ∈ (xs, xt)E . We have (xs, xt)ci = 0 for all i by the hypothesis (2), hence ∂(w) =∑
i±εi ⊗ ∂(ci). Since A is free as an R-algebra, we have ∂(w) = 0 if and only if ∂(ci) = 0
for all i. We have thus
(2.6.2) Z(amD) = E ⊗R Z(amA) .
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In particular, one can see from (2.6.1) and (2.6.2) that we have for all n:
(2.6.3) Zn(m
2D) =
∑
i+j=n
(m2Ei⊗RAj)∩Z(m
2D) =
∑
i+j=n
(xmEi ⊗R Aj + Ei ⊗R Zj(amA))
where we are using the following notation convention: If M is a submodule of Ei and N is a
submodule of Aj , then we identify M ⊗R Aj and Ei ⊗R N with their homomorphic images
in Ei ⊗R Aj . (Recall that Ei and Aj are free R-modules.) In particular, if b is an ideal of
R, we have Ei ⊗R bAj = b(Ei ⊗R Aj) = bEi ⊗R Aj .
Note that xtXsΛ
(k) = ∂(Λ(k+1)) for all integers k, and hence xtE2k+1 = B2k+1(E). Also,
since X2s = 0 we see that xsΛ
(k) = ∂(XsΛ
(k)), thus xsE2k = B2k(E). We set r(i) = s if i is
an even integer and r(i) = t if i is odd. Therefore we have
(2.6.4) xr(i)Ei = Bi(E) for all i.
Let i ≥ 0, j ≥ −1. We use (2.6.4), the Leibnitz rule and the minimality of A to get:
(2.6.5) xr(i)mEi ⊗Aj ⊆ Bi(mE)⊗R Aj ⊆ Bi+j(mD) +m
2Ei+1 ⊗R Aj−1 .
Using (2.2.1) and the hypothesis (3), we have Z(amA) ⊆ B(aA) + xmA. This justifies the
first line below:
Ei ⊗R Zj(amA) ⊆ Ei ⊗R Bj (aA) + Ei ⊗R xr(i)mAj
⊆ B(E ⊗R aA) + aBi−1(Ei)⊗R Aj+1 + xr(i)mEi ⊗R Aj
⊆ B(mD) + axr(i−1)Ei−1 ⊗R Aj+1 + xr(i)mEi ⊗R Aj
= B(mD) +m2Ei+1 ⊗R Aj−1.
(2.6.6)
We also used the Leibnitz rule in the second line, (2.6.4) in the third, and the hypothesis
(2) and (2.6.5) in the last line.
Putting together (2.6.3) with x = xr(i), (2.6.5) and (2.6.6) we have:
(m2Ei ⊗R Aj) ∩ Z(m
2D) = xr(i)mEi ⊗R Aj + Ei ⊗ Zj(amA)
⊆ B(mD) + (m2Ei+1 ⊗R Aj−1) ∩ Z(m
2D) .
We induct on j. The inclusion (m2Ei⊗RAj)∩Z(m
2D) ⊆ B(mD) obviously holds for j = −1
and all i ≥ 0. Arguing now by induction on j we see that (m2Ei⊗RAj)∩Z(m
2D) ⊆ B(mD)
holds for all j ≥ −1 and all i ≥ 0. We obtain Z(m2D) ⊆ B(mD). 
Corollary 2.7. Assume xsxt = 0 and m
2 = xsm = xtm.
If D = K〈Λ | ∂(Λ) = xtXs〉, then ν(mD) = 0.
Proof. Apply Proposition 2.6 with a = 0 and A = Ks. 
In [2], an element x ∈ m such that xm = m2 and x2 = 0 is called a Conca generator. If
we take s = t in the statement of Corollary 2.7, then the hypothesis is that xs is a Conca
generator. Together with Corollary 1.15, Corollary 2.7 can be used to recover the statement
of [2, Theorem 1.4].
Lemma 2.8. Assume a and b are ideals contained in m such that:
(1) bm2 = 0 and m2 = bm+ xsa;
(2) ann(xs) ∩m
2 ⊆ bm.
If D is a minimal semi-free Γ-extension of R〈Xs | ∂(Xs) = xs〉, then the following hold:
(a) Z(m2D) ⊆ B(aD) + bmD;
(b) If b = (xt), then ν(aD) = 0, where overbars denote classes modulo (xt) as in 2.2;
(c) If ν(bD) = 0 then ν(mD) = 0.
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Proof. We first show that the hypothesis (1) implies
(2.8.1) Zi(m
2D) ⊆ Bi(aD) +
(
ann(xs) ∩m
2
)
Di + bmDi for all i ≥ 0.
Let k ∈ m2Di be a cycle. We write
k = k′ + xsk
′′ with k′ ∈ bmDi and k
′′ ∈ aDi .
Since bm2 = 0 and D is minimal, we see that k′ is a cycle, hence xsk
′′ must be a cycle as
well. We have then xs∂(k
′′) = 0. Since Di−1 is a free R-module and ∂(k
′′) ∈ m2Di−1, we
conclude ∂(k′′) ∈
(
ann(xs) ∩m
2
)
Di−1. We have then
xsk
′′ = ∂(Xs)k
′′ = ∂(Xsk
′′) +Xs∂(k
′′) ∈ ∂(aDi+1) +
(
ann(xs) ∩m
2
)
Di ,
where the second equality comes from the Leibnitz formula. This establishes (2.8.1). If we
further employ the hypothesis (2), we obtain (a). Part (b) follows directly from (a).
To explain (c), note that the hypothesis ν(bD) = 0 and the hypothesis bm2 = 0 imply
bmD = Z(bmD) ⊆ B(bD) .
In conjunction with (a), this shows ν(mD) = 0. 
Proposition 2.9. Assume b is an ideal contained in m satifying the following conditions:
m2 = bm+ xsa, bm = xtb, ann(xs) ∩m
2 ⊆ bm and x2t ∈ ann(b)m.
Let D = K〈Υ | ∂(Υ) = xtXt −K〉, where K ∈ ann(b)K1 is such that ∂(xtXt −K) = 0.
Then ν(mD) = 0.
Proof. Use Proposition 2.4 to see ν(bD) = 0 and bm2 = 0, then apply Lemma 2.8(c). 
Proposition 2.10. Assume m2 = xtm+ (x
2
s) and x
2
t = 0 = xsxt.
If R is not Artinian and D = K〈Λ | ∂(Λ) = xtXt〉, then ν(mD) = 0.
Proof. Observe first xtm
2 = x2tm+ xt(x
2
s) = 0. We further have
m3 = xtm
2 + xsm
2 = xsm
2 = xs
(
xtm+ (x
2
s)
)
= (x3s) .
An induction argument yields
(2.10.1) mi = (xis) for all i > 2 .
Since R is not Artinian, we have xis 6= 0 for all i. It follows that ann(xs) ∩m
3 = 0.
Let a ∈ ann(xs) ∩m
2. We have a = xty + βx
2
s with y ∈ m and β ∈ R. Then axs = βx
3
s,
hence βx3s = 0. Since x
3
s 6= 0, it follows that β ∈ m. Since ann(xs) ∩ m
3 = 0, we conclude
βx2s = 0. We have thus a = xty ∈ xtm. We proved thus the inclusion ann(xs)∩m
2 ⊆ (xt)m.
Consider the DG-Γ algebras
E = R〈Xt,Λ〉 and A = K
t
where ∂(Λ) = xtXt. We apply Lemma 2.8(b) with b = (xt) and a = (xs) to conclude that
ν(xsA) = 0, where overbars denote the corresponding classes modulo (xt). Note that D can
be identified with E ⊗R A. We have m
2 = xtm + (xs)m and x
2
t = 0 = xt(xs). We apply
Proposition 2.6 with a = (xs) to conclude ν(mD) = 0. 
Proposition 2.11. Assume that the following conditions hold:
(1) m2 = xsm and xsxt = 0;
(2) ann(xs) ∩m
2 ⊆ xtm;
(3) xim ⊆ xtm for all i 6= s.
Then ν(mD) = 0, where D = K〈Λ | ∂(Λ) = xtXs〉.
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Proof. Using the hypotheses (1) and (3) we get xtm
2 = 0 and m2 = xtm + (x
2
s). In view
of (2) as well, the hypotheses of Lemma 2.8 hold with a = (xs) and b = (xt) and we have
Z(m2D) ⊆ B(xsD) + xtmD. It suffices thus to show xtmD ⊆ B(mD).
Let n ≥ −1 and m ≥ 0. Let k′ ∈ (Ks)n−1 and a ∈ m. The Leibnitz rule gives
xtak
′XsΛ
(m) = ∂(ak′Λ(m+1))± a∂(k′)Λ(m+1) .
Since ∂(k′) ∈
∑
i6=s xiK
s, hypothesis (3) gives a∂(k′) ∈ xtm(K
s)n−2 and thus
(2.11.1) xtmXs(K
s)n−1Λ
(m) ⊆ B(mD) + xtm(K
s)n−2Λ
(m+1) .
In view of (1), there exists b ∈ m such that xta = xsb. If k
′′ ∈ (Ks)n, we have
xtak
′′Λ(m) = xsbk
′′Λ(m) = ∂(bXsk
′′Λ(m))± bXs∂(k
′′)Λ(m) .
As above, hypothesis (3) gives b∂(k′′) ∈ xtm(K
s)n−1, hence
(2.11.2) xtm(K
s)nΛ
(m) ⊆ B(mD) + xtmXs(K
s)n−1Λ
(m) .
Since xtmKn = xtm(K
s)n + xtmXs(K
s)n−1, equations (2.11.1) and (2.11.2) give
xtmKnΛ
(m) ⊆ B(mD) + xtmKn−2Λ
(m+1) .
Induction on n yields then the inclusion xtmKnΛ
(m) ⊆ B(mD) for all n and m. (For the
base case, note that the inclusion holds trivially for all m when n ≤ 1.) We have thus
xtmD ⊆ B(mD) and this finishes the proof. 
Corollary 2.12. Assume x21 = x1x2 = x
2
2 − x1x3 = x2x3 = xim = 0 for all i ≥ 4.
Then ν(mD) = 0, where D = K〈Λ | ∂(Λ) = x2X3〉.
Proof. We see that the hypotheses of Proposition 2.11 are satisfied with s = 3 and t = 2. 
Corollary 2.13. Assume e = 4 and
x21 = x1x4 = x1x2 = x2x4 = x2x3 = x
2
2 − x3x4 = x
2
4 − x1x3 = 0 .
Then ν(mD) = 0, where D = K〈Υ | ∂(Υ) = x2X2 − x4X3〉.
Proof. Note that m(x2) = (x
2
2) = x2(x2), x
2
2 = x3x4 and x4 ∈ ann(x2). We use Proposition
2.4 with b = (x2), xs = xt = x2 and K = x4X3 to see ν(x2D) = 0 and x2m
2 = 0.
Consider the ring R = R/(x2) and let overbars denote the corresponding objects modulo
(x2). We have m
2 = (x1x3, x
2
3) and the relations x1
2 = x1x4 = x3x4 = x4
2 − x1x3 = 0.
Corollary 2.12 gives ν(mA) = 0, where A = K2〈Υ′ | ∂(Υ′) = x4X3〉.
Note D = A〈X〉 with X = X2 and ∂(X) = 0. Since ν(mA) = 0 we see ν(mD) = 0 by
1.11. We also use (2.2.1) and the facts x2m
2 = 0 and ν(x2D) = 0 to conclude
Z(m2D) ⊆ B(mD) + x2mD = B(mD) + Z(x2mD) ⊆ B(mD) ,
hence ν(mD) = 0. 
3. Artinian quadratic k-algebras with dimk R2 ≤ 3
Let k denote a field, and consider the polynomial ring Q = k[x˜1, . . . , x˜e] with variables
x˜i in degree 1. Throughout this section, R denotes a standard graded quadratic k-algebra
with R = Q/I for a homogenous ideal I generated by quadrics.
For each i we let xi denote the image of x˜i in R and we let m denote the maximal
homogeneous ideal of R. In general, if a ∈ R, then a˜ denotes a preimage of a in Q; unless
otherwise indicated (such as in the case of x˜i) the choice of this preimage is not restricted.
If x ∈ R1, we denote by rank(x) the k-vector space dimension of the image of the map
R1 → R2 given by multiplication by x.
In this section we prove:
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Theorem 3.1. Let R be a standard graded Artinian quadratic k-algebra with dimk R2 ≤ 3.
The following then hold:
(a) R4 = 0 and dimk R3 ≤ 1. Furthermore, dimk R3 = 1 if and only if R is a trivial fiber
extension of a quadratic complete intersection of embedding dimension 3;
(b) R is Koszul and there exists a surjective Golod homomorphism P → R of graded
k-algebras, with P a quadratic complete intersection of codimension at most 3. In
particular, R is absolutely Koszul.
The proof of this result is given at the end of the section. We establish first needed
structural results. We follow some of the techniques in [6] and [7] and we develop new
considerations in order to handle the case chark = 2. The treatment of the case chark = 2
constitutes roughly half of the proof.
3.2. We consider the following conditions on the minimal generating set x1, . . . , xe of m:
(1) m2 = x1m and x
2
1 = 0;
(2) m2 = x1m+ x2m, x
2
1 = 0, x
2
2 ∈ x1m and x1m = (x1xj), where j = 2 if x1x2 6= 0 and
j = 3 if x1x2 = 0;
(3) m2 = x1m+ x2m, x
2
1 = 0 = x1x2 and x
2
2 ∈ x1m;
(4) m2 = x1m+ x2(x3), x
2
1 = 0 = x1x3 and x
2
2 ∈ x1m;
(5) m2 = x1m+ x2(x3), x
2
1 = 0 = x1x4, x
2
2 ∈ x1m, x2x4 ∈ x1m and x
2
4 − x2x3 ∈ x1m;
(6) m2 = x1m + x2m, x
2
1 = 0 = x1x3, x
2
2 ∈ x1m, x3m = (x
2
3), x1m = (x1xj , x
2
3) where
j = 4 if x1x2 ∈ x3m and j = 2 if x1x2 /∈ x3m;
(7) m2 = x1m + x2m + x3m, x
2
1 = 0, x
2
2 ∈ x1m, x
2
3 ∈ (x1, x2)m, x1m = (x1xi) for some
i 6= 1 and (x1, x2)m = (x1xi, x2xj) with x2xj /∈ (x1xi) for some j /∈ {1, 2};
(8) m2 = x1m = x2m and x1x2 = 0.
Proposition 3.3. Let R be a standard graded quadratic k-algebra. Assume R is Artinian
and k is algebraically closed.
The following hold:
(a) If dimk R2 = 1, then 3.2(1) holds, up to a change of variable.
(b) If dimk R2 = 2 then 3.2(1) or 3.2(2) holds, up to a change of variable.
(c) If dimk R2 = 3 then either one of the conditions 3.2(1)–(8) holds, up to a change of
variable, or else R is a trivial fiber extension of a complete intersection of embedding
dimension 3.
Remark 3.4. Using the terminology discussed after Corollary 2.7, the fact that 3.2(1) holds
up to a change of variable is equivalent to saying that R has a Conca generator.
Assume the hypothesis of the proposition holds. If chark 6= 2, then a statement stronger
than (b) holds, namely:
(b′) If dimk R2 = 2 then R has a Conca generator.
This statement can be deduced from the proof of [6, Proposition 6]. However (b′) does not
hold when chark = 2. Indeed, assume chark = 2 and let
R = k[x˜1, x˜2, x˜3]/(x˜
2
1, x˜1x˜2, x˜
2
3 − x˜1x˜3, x˜
2
2 − x˜2x˜3) .
In this ring we have m2 = (x22, x
2
3), and x
2
2, x
2
3 are linearly independent. Assume there exists
x ∈ R1 non-zero such that x
2 = 0 and m2 = xm. Let α, β, γ ∈ k so that x = αx1+βx2+γx3.
Since x2 = 0 and chark = 2, we have β2x22 + γ
2x23 = 0 and hence β = γ = 0, thus x = αx1.
Since x22 /∈ x1m, this contradicts the assumption that m
2 = xm.
We will use (repeatedly) the following result recorded in [6, Lemma 3]:
3.5. Existence of null-square linear forms. Assume k is algebraically closed and let U ⊆ R1
be a subspace. If dimk U > dimk U
2, then there exists x ∈ U with x 6= 0 and such that
x2 = 0.
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Proof of Proposition 3.3.
If R is a trivial fiber extension of an algebra R′, note that the conclusions of the propo-
sition do not change when replacing R with R′. We may assume thus that R has no socle
elements in degree 1, hence xR1 6= 0 for all x ∈ R1 with x 6= 0.
(a) Assume dimk R2 = 1. Note that e > 1. Using 3.5, we see that there exists x ∈ R1
non-zero with x2 = 0. Since xR1 6= 0, we have then xR1 = R2 and thus m
2 = xm. We can
take x1 = x after a change of variable and then 3.2(1) holds.
(b) Assume dimk R2 = 2. Note that e > 2. Using again 3.5, we see that there exists
x ∈ R1 non-zero with x
2 = 0. If rank(x) = 2, then 3.2(1) holds with x1 = x.
Assume rank(x) = 1. The ring R = R/(x) is an Artinian quadratic k-algebra with
dimk R2 = 1. We let overbars denote the corresponding objects modulo (x). Applying (a),
there exists y ∈ R1 with y 6= 0 such that y
2 = 0 and ym = m2. We have thus m2 = xm+ym.
We make a change of variable so that x = x1 and y = x2. Recall that rank(x1) = 1, so that
x1m = (x1z) 6= 0 for some z ∈ R1. If x1x2 6= 0, then we see that 3.2(2) holds with j = 2.
If x1x2 = 0, note that x1, x2, z are linearly independent. We take then z = x3 and see that
3.2(2) holds with j = 3.
(c) Assume dimk R2 = 3. Recall R = Q/I and I is generated by quadrics. If e = 3, then
the ideal I is minimally generated by 3 quadrics and dimQ = 3. Since dimR = 0, the ideal
I has height 3, and it is thus generated by a regular sequence. The ring R is a complete
intersection in this case.
Assume now e > 3. By 3.5, there exists x ∈ R1 non-zero such that x
2 = 0. After a change
of variable, we assume x1 = x. We distinguish between the possible values of rank(x). Most
of the work needs to be done when rank(x) = 2, so we treat the easier cases first.
If rank(x) = 3 then 3.2(1) holds.
Assume rank(x) = 1 and consider the ring R = R/(x), which has dimk R2 = 2. We apply
part (b) to the ring R to see that R satisfies 3.2(1) or 3.2(2), up to a change of variable. If
R satisfies 3.2(1) up to a change of variable, then proceed as in the proof of (b) to conclude
that R satisfies 3.2(2). Assume now that R satisfies 3.2(2), with x2, . . . , xe playing the
role of the minimal generating set of m. We have thus m2 = x2m + x3m, with x2
2 = 0,
x3
2 ∈ x2m and x2m = (x2xj) for some j /∈ {1, 2}. Lifting back to R we have
m2 = x1m+ x2m+ x3m , x
2
1 = 0 , x
2
2 ∈ x1m , x
2
3 ∈ (x1, x2)m , (x1, x2)m = (x2xj) + x1m .
Since rank(x1) = 1, we have x1m = (x1z) for some z ∈ R1. Since x
2
1 = 0 and R has no socle
elements in degree 1, we may assume z = xi for some i 6= 1 and thus 3.2(7) holds.
Assume now rank(x) = 2. We introduce the following notation:
W = {r ∈ R1 | rm ⊆ xm} , and V = ann(x) ∩R1 .
Since x ∈ W , note that (W )m = xm. We will consider now two cases: V 6⊆W and V ⊆W .
The second case requires most of the work.
Case 1. V 6⊆W .
There exists y ∈ V with ym 6⊆ xm. We have then
m2 = xm+ ym and xy = 0 .
If y2 ∈ xm, then 3.2(3) holds after a change of variable so that x2 = y.
Assume now y2 /∈ xm. Set R = R/(x). We denote by overbars the corresponding objects
modulo (x). The ring R has dimk(R2) = 1, hence m
2 = (y2). By (a), there is z ∈ R1 such
that z2 = 0 and m2 = zm, hence y2 − zz′ ∈ xm for some z′ ∈ R1, and z
2 ∈ xm
If y z 6= 0, we have yz /∈ xm, hence m2 = xm + z(y). The hypotheses that y2 /∈ xm,
z2 ∈ xm and yz /∈ xm imply that x, y, z are linearly independent. Then 3.2(4) holds, after
a change of variable with x2 = z and x3 = y.
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If y z = 0, then yz ∈ xm and we have m2 = xm + z(z′). The hypotheses that y2 /∈ xm,
zz′ /∈ xm, z2 ∈ xm and yz ∈ xm imply that x, y, z, z′ are linearly independent. Then 3.2(5)
holds, after a change of variable with x2 = z, x3 = z
′ and x4 = y.
Case 2. V ⊆W .
Since rank(x) = 2, we have dimk(V ) = e − 2, hence dimk(W ) ≥ e − 2. We cannot have
dimk(W ) = e, since m
2 6= xm. If dimk(W ) = e−1, then S = R/(W ) is an Artinian quadratic
algebra with dimk S1 = dimk S2 = 1. This is a contradiction, since no such algebra exists,
hence dimk(W ) = e− 2 and thus W = V and (V )m = (W )m = xm. One has
(3.5.1) (ann(x) ∩R1)m = xm .
The algebra S = R/(V ) = R/(W ) is an Artinian quadratic algebra with dimk S1 = 2 and
dimk S2 = 1. We denote by overbars the corresponding classes modulo (V ). By (a), we
know that 3.2(1) holds for S, hence there exists u ∈ S1 with u
2 = 0 such that um = m2
and there exists z ∈ R1 such that m
2 = (u z) 6= 0. We have found thus linearly independent
elements u, z ∈ R1 \ V such that
(3.5.2) R1 = W ⊕ ku⊕ kz , u
2 ∈ xm, uz /∈ xm and z2 ∈ (uz) + xm .
We have thus m2 = xm+ (uz) = (xu, xz, uz). If chark 6= 2, one may also assume z2 ∈ xm,
after possibly renaming the elements.
If chark 6= 2, the proof of [7, Proposition 2.1; Case (3)] shows that there exists a non-zero
element ℓ ∈ R1 with ℓ
2 = 0 such that if rank(ℓ) = 2 then (ann(ℓ)∩R1)
2 6⊆ ℓm. Replacing x
with ℓ, the cases when rank(ℓ) = 1 or rank(ℓ) = 3 have already been settled. Assume thus
rank(ℓ) = 2. Since (ann(ℓ) ∩R1)m 6= ℓm in this case, we see that, when replacing x with ℓ,
we cannot be in Case 2, and hence we must be in Case 1 above, which is already settled.
Thus, if chark 6= 2 then the proof ends here.
For the remainder of the proof we assume chark = 2. This assumption will be heavily
used in our computations below. We further distinguish several subcases of Case 2. The
convention is that the hypotheses and assumptions made within the discussion of a case get
passed on to its subcases.
Case 2.1. There exists y ∈ V \ kx such that y2 = 0.
If y is of rank 1 or 3 we can use our earlier work, with y playing the role of x. We assume
thus rank(y) = 2. Since y ∈ V = W , we have ym ⊆ xm, hence ym = xm since both x and
y have rank 2. Since Case 1 is already settled, we may also assume that we fall into Case 2
with y playing the role of x, and thus
ann(y) ∩R1 = {r ∈ R1 | rm ⊆ ym} =W = V .
The arguments above show that we may assume
(3.5.3) ann(y′) ∩R1 = ann(x) ∩R1 for all y
′ ∈ V \ kx such that y′2 = 0 .
If yu = αxu for some α ∈ k, we have then u(y − αx) = 0. Taking y′ = y − αx we obtain
a contradiction with (3.5.3), since ux 6= 0, uy′ = 0 and y′2 = 0.
We have thus yu /∈ (xu), hence xm = ym = (yu, xu) and m2 = (yu, xu, uz). We conclude
rank(u) = 3. We recall that u2 ∈ xm. Let α, β ∈ k such that u2 = αyu+βxu. We have then
uu′ = 0 where u′ = u−αy−βx. Note that u′x = ux, u′y = yu /∈ (xu), u′z = uz−αyz−βxz
and u′z /∈ xm because uz /∈ xm from (3.5.2) and yz ∈ ym = xm. We have then rank(u′) = 3.
If u and u′ are linearly independent, then 3.2(8) holds after a change of variable so that
x1 = u and x2 = u
′. Otherwise, we have u2 = 0 and 3.2(1) holds with x1 = u.
Case 2.2. y2 6= 0 for all y ∈ V \ kx.
If rank(y) = 1 for some y ∈ V \kx, then, since y2 6= 0 and y2 ∈ xm, we havem2 = xm+um,
ym = (y2) and xm = (xt, y2) with t = u or t = z. Recall u2 ∈ xm. Condition 3.2(6) is
satisfied with x1 = x, x2 = u, x3 = y and j = 2 if y
2 /∈ (xu) or j = 4 and x4 = z if y
2 ∈ (xu).
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We assume now rank(y) > 1 for all y ∈ V \ kx. Note that rank(y) 6= 3 because ym ⊆
(V )m = xm. We have thus
(3.5.4) rank(y) = 2 and xm = ym for all y ∈ V \ kx .
Since V 2 ⊆ (V )m = xm, we have dimk V
2 ≤ 2. As dimk V = e − 2 and e ≥ 4, note that
3.5 implies e = 4. Let y ∈ V \ kx. Note that x, y, z, u are linearly independent, hence
m = (x, y, z, u).
We further distinguish four subcases of Case 2.2. Before we proceed, we point out here
one of our strategies. Since x, u, z, y are linearly independent, we can choose the variables
x˜1, . . . , x˜4 such that {x, u, z, y} = {x1, . . . , x4}, say x1 = x, x2 = u, x3 = z and x4 = y. It
is however cumbersome to work with subindices, so we will only spell out such choices at
the end of each case. In what follows we will perform suitable changes of variables, that we
view as renaming certain elements. For example, when we want to rename an element z′
as z, we indicate the change of variable by writing z ← z′; this notation indicates that z′
becomes the new element z(= x3), and all other xi with i 6= 3 remain the same. Whenever
such a change of variable is performed, we need to be careful that the relevant hypotheses
are preserved. For example, in order for a replacement z ← z′ to preserve the hypotheses
introduced so far, one would need to check z′ ∈ R1 r V , the elements u, z
′ are linearly
independent, uz′ /∈ xm and z′2 ∈ (uz′) + xm.
Recall that z2 ∈ (uz) + xm, hence z2− θuz ∈ xm for some θ ∈ k. If θ = 0, then z2 ∈ xm.
Case 2.2.1. z2 ∈ xm.
Since u2 ∈ xm, (W )m = xm and R1 = W ⊕ ku ⊕ kz, the assumption that chark = 2
implies that w2 ∈ xm for all w ∈ R1. Since rank(x) = 2 we see that y
2, u2, z2 are not linearly
independent. Using again the fact that chark = 2, we conclude there exists w = αy+βu+γz
with α, β, γ ∈ k such that w 6= 0 and w2 = 0. Since w /∈ kx, we must have w /∈ V , in view of
the hypothesis of Case 2.2, hence β 6= 0 or γ 6= 0. Without loss of generality, assume β 6= 0.
After a replacement u← βu, we may assume β = 1. Note that wz = αyz + uz + γz2 /∈ xm
because yz ∈ xm, z2 ∈ xm and uz /∈ xm. We have thus m2 = (xw, xz, wz). Since w2 = 0, in
view of the work above, the only case that needs to be considered is when rank(w) = 2 and
the hypotheses of Case 2 hold, with w playing the role of x. We have thus wm = (xw,wz),
and (ann(w) ∩R1)m = wm. Note that wy ∈ w(V ) ⊆ (V )m = xm. We have
wy ∈ (wm ∩ xm)2 = (kxw ⊕ kwz) ∩ (kxw ⊕ kxz) = kxw .
We have thus wy = λwx for some λ ∈ k. Set y′ = y − λx. We have then wy′ = 0.
Note that y′ ∈ V \ kx, hence rank(y′) = 2 and y′m = xm by (3.5.4). We also have
y′m ⊆ (ann(w) ∩ R1)m = wm, hence y
′m = wm because rank(y′) = 2 = rank(w). We
conclude wm = xm and thus wz ∈ xm, a contradiction.
We now proceed with the cases when θ 6= 0. After the replacement u ← θu we may
assume z2 − uz ∈ xm.
Case 2.2.2. z2 − uz ∈ xm, yu = 0 and y2 /∈ (xu) for some y ∈ V r kx.
Recall that we also have u2 ∈ xm and uz /∈ xm from (3.5.2) and xm = ym from (3.5.4).
We write y2 = αxu+εxz with α, ε ∈ k and ε 6= 0. We may assume ε = 1 after the change
x← εx. We claim that after the replacement z ← z + αu, all the hypotheses of Case 2.2.2
still hold. Indeed, we only need to check (αu+ z)2 − u(αu + z) ∈ xm and u(αu + z) /∈ xm.
We have u(αu + z) = αu2 + uz /∈ xm because u2 ∈ xm and uz /∈ xm. We also have
(αu + z)2 − u(αu+ z) = (α2 − α)u2 + z2 − uz ∈ xm.
Since y2 = x(αu + z), the change z ← z + αu gives
(3.5.5) y2 = xz .
Recall from (3.5.4) that rank(y) = 2 and ym = xm.
19
We write yz = βxu + γxz with β, γ ∈ k. If β = 0, we see that ym = (xz) because
yx = 0 = yu and y2 = xz. This is a contradiction, since rank(y) = 2. We have thus β 6= 0.
Note that y(z − γy) = βxu and x(z − γy) = xz. The replacement z ← z − γy preserves the
hypotheses of Case 2.2.2 and (3.5.5). In addition, we now have
(3.5.6) yz = βxu with β 6= 0 .
Since z2 − uz ∈ (xu, xz) we write z2 − uz = εxu + λxz with ε, λ ∈ k. Set z′ = z + εx.
We have then z′2 = z2, xz′ = xz, yz′ = yz = βxu and uz′ = uz+ εux. In particular, we see
that rank(z′) = 3. We have then z′2+uz′+λxz′ = 0, hence z′v = 0, where v = z′+u+λx.
We have vx = xz+ux, vy = zy = βxu and vu = uz′+u2+λxu = uz+(ε+λ)ux+u2 /∈ xm.
We conclude rank(v) = 3. Condition 3.2(8) then holds with x1 = z
′ and x2 = v.
Case 2.2.3. z2 − uz ∈ xm, yu = 0 and y2 ∈ (xu) for some y ∈ V r kx.
Since y2 6= 0, we may assume (after replacing x with a scalar multiple of itself):
(3.5.7) y2 = xu .
Since rank(y) = 2 and yu = 0 = yx, we have yz = γxu + δxz for some γ, δ ∈ k with δ 6= 0,
hence y(z − γy) = δxz = δx(z − γy). With z ← z − γy we get
(3.5.8) yz = δxz with δ 6= 0 .
This replacement leaves intact the hypotheses of Case 2.2.3 and (3.5.7).
Furthermore, since z2 − uz ∈ (xu, xz) we have z2 − uz = αxu + βxz for some α, β ∈ k,
hence (z − αx)2 − u(z − αx) = z2 − uz + αxu = βxz. With z ← z − αx, we have
(3.5.9) z2 − uz = βxz .
This replacement leaves intact the hypotheses of Case 2.2.3, as well as (3.5.7) and (3.5.8).
Set w = z − u − (β + δ)x. We have then (z + y)w = z2 − uz − βxz − δxz + yz = 0.
Furthermore, note that x(z+y) = xz, y(z+y) = yz+y2 = δxz+xu and z(z+y) = z2+zy.
In particular, z(z+ y) /∈ xm because zy ∈ xm and z2 /∈ xm, hence rank(z + y) = 3. We also
have xw = xz−xu, yw = zy = δxz and uw = zu−u2− (β+δ)xu /∈ xm, hence rank(w) = 3.
We conclude that 3.2(8) holds, after a change of variable so that x1 = w and x2 = z + y.
Case 2.2.4. z2 − uz ∈ xm and y′u 6= 0 for all y′ ∈ V r kx.
Let y ∈ V rkx. If yu = λxu for some λ ∈ k, then (y+λx)u = 0. Since y+λx ∈ V rkx,
this contradicts the hypothesis of the case. We may assume thus yu /∈ (xu). We write
yu = γxu + εxz with γ, ε ∈ k and ε 6= 0. We may assume (after replacing x with a scalar
multiple of itself) ε = 1, and hence (y − γx)u = xz. With y ← y − γx we see that the
hypotheses of Case 2.2.4 are preserved and in addition we have
(3.5.10) yu = xz .
Now we write y2 = αxu + βxz with α, β ∈ k. Then y2 = αxu + βyu = (αx + βy)u.
Set y′ = αx + βy. We have y′y = βy2 = βy′u. We have thus y′(βu + y) = 0 and
y′ ∈ V r kx. Assume β 6= 0. With u← u + β−1y, we see that y′u = 0 and the hypotheses
of Case 2.2.2 or Case 2.2.3 hold, with y′ playing the role of y.
We assume now β = 0, hence y2 = αxu. Recall that y2 6= 0 by the hypothesis of Case
2.2, hence α 6= 0. We have thus
(3.5.11) y2 = αxu with α 6= 0 .
Since m2 = (xz, xu, uz), we see that rank(u) = 3, in view of (3.5.10). Recall u2 ∈ xm, hence
u2 = α′xu+ β′xz with α′, β′ ∈ k. Set u′ = u−α′x− β′y. We have then uu′ = 0. Note that
u′x = xu, u′y = uy − β′αxu and u′z = uz − α′xz − β′yz. Since ym = xm and uz /∈ xm, we
see that rank(u′) = 3. If α′ 6= 0 or β′ 6= 0, then condition 3.2(8) is satisfied after a change
of variable with x1 = u and x2 = u− α
′x− β′y. If α′ = β′ = 0, then 3.2(1) is satisfied with
x1 = u = u
′.
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We now proceed to prepare for the proof of Theorem 3.1. We first establish some notation
to be used in the proof, in reference to the cases introduced in 3.2. The notation for Koszul
complexes introduced in 2.1 will be used below.
3.6. Notation for cases (2)–(6) Assume that the following hypothesis holds:
(3.6.1) m2 = x1m+ x2a and x
2
1 = 0 , x
2
2 ∈ x1m
where a is homogeneous ideal such that a = m or a ⊆ (x2, . . . , xe). For each j we write
(3.6.2) x2j = x1aj + x2bj
with aj ∈
∑
i6=1(xi), bj ∈
∑
i6=1(xi) ∩ a.
We denote by Aj , Bj elements in the Koszul complex K
1 such that ∂(Aj) = aj and
∂(Bj) = bj . Since x
2
1 = 0, we make the convention that a1 = b1 = 0 and A1 = B1 = 0.
Also, since x22 ∈ x1m we make the convention that b2 = 0 and B2 = 0. For each j we
consider the following elements in Q:
fj = x˜
2
j − x˜1a˜j − x˜2b˜j ,
where a˜j , b˜j ∈
∑
i6=1(x˜i) are preimages in Q of the elements aj , bj . The elements fj give
rise to cycles xjXj −x1Aj −x2Bj in K1. In the proof of Theorem 3.1 we will adjoin divided
powers variables Λj of degree 2 such that
∂(Λj) = xjXj − x1Aj − x2Bj .
Considering the reverse lexicographic term order with x˜1 < x˜2 < ... we see that in(fj) = x˜
2
j
for all j, and hence fi, fj form a regular sequence for all j 6= i.
We need to set some special assumptions when case 3.2(6) holds. In this case, a = m and
one also has x3m ⊆ x1m and x1x3 = 0. For this reason, we may assume aj , bj ∈
∑
i/∈{1,3}(xi),
hence we may assume Aj , Bj ∈ K
1,3 for all j, and also b3 = 0, B3 = 0.
3.7. Notation for case (7). Assume that the following hypothesis holds:
(3.7.1) m2 = x1m+ x2m+ x3m and x
2
1 = 0 , x
2
2 ∈ x1m , x
2
3 ∈ (x1, x2)m .
For each j we write
x2j = x1aj + x2bj + x3cj
with aj , bj, cj ∈
∑
i6=1(xi). We denote by Aj , Bj , Cj elements in the Koszul complex K
1
such that ∂(Aj) = aj and so on. Since x
2
1 = 0, we make the convention that a1 = b1 = c1 = 0
and A1 = B1 = C1 = 0. Also, since x
2
2 ∈ x1m we make the convention that b2 = c2 = 0 and
B2 = C2 = 0 and, since x
2
3 ∈ (x1, x2)m we make the convention that c3 = 0 and C3 = 0.
For each j we consider the following elements in Q:
fj = x˜
2
j − x˜1a˜j − x˜2b˜j − x˜3c˜j ,
where a˜j , b˜j , c˜j ∈
∑
i6=1(x˜i) are preimages in Q of the elements aj , bj, cj , and f1 = x˜
2
1,
f2 = x˜
2
2 − x˜1a˜2, f3 = x˜
2
3 − x˜1a˜3 − x˜2b˜3. As before, the elements fj give rise to cycles
xjXj − x1Aj − x2Bj − x3Cj in K1. In the proof of Theorem 3.1, we will adjoin variables Λj
such that
∂(Λj) = xjXj − x1Aj − x2Bj − x3Cj .
Considering the reverse lexicographic term order with x˜1 < x˜2 < x˜3 < ... we see that
in(fj) = x˜
2
j for all j, hence fi, fj , fk form a regular sequence for all distinct integers i, j, k.
Proof of Theorem 3.1. In view of 1.10, we may assume that R has no socle elements in degree
1. We may also assume that k is algebraically closed, as the properties of interest remain
invariant through a faithfully flat extension. Using Proposition 3.3, we see that it suffices
to construct the desired Golod homomorphism in each one of the cases (1)-(8) from 3.2.
When R is a complete intersection, no further work is needed. These cases will be recalled
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below, as we handle them. We will also make the point that R3 = 0 in each of the cases
(1)–(8). If R is a complete intersection of embedding dimension 3 (and hence codimension
3, since R is Artinian), then R3 = 1 and R4 = 0. For the cases (1)–(8) we identify a short
Tate complex corresponding to a quadratic complete intersection P of codimension at most
3. Corollary 1.15 shows then that the induced homomorphism P → R is Golod and R is
absolutely Koszul.
Case (1). m2 = x1m and x
2
1 = 0.
We have m3 = x1m
2 = x21m = 0. By Corollary 2.7, the complex D = K〈Λ | ∂(Λ) = x1X1〉
satisfies ν(mD) = 0. The compex D is a short Tate complex corresponding to the quadratic
complete intersection is P = Q/(x˜21).
In what follows, we use the notation introduced in 3.6 and 3.7.
Case (2). m2 = x1m+ x2m, x
2
1 = 0, x
2
2 ∈ x1m and x1m = (x1xj), where j = 2 if x1x2 6= 0
and j = 3 if x1x2 = 0.
We use the notation in 3.6 with a = m. Consider the following DG Γ-algebras:
D = K〈Λn | n ∈ {2, j}〉 , E = K〈Λj〉 and A = K
1〈Λ2〉 .
We first show that ν(x1E) = 0 and x1m
2 = 0. If x1x2 6= 0, then j = 2 andm(x1) = x2(x1).
We have x22 = x1a2 and x1 ∈ ann(x1). Recall that ∂(Λ2) = x2X2 − x1A2. We apply
Proposition 2.4 with b = (x1), xt = xs = x2 and K = x1A2 to conclude that ν(x1E) = 0
and x1m
2 = 0. If x1x2 = 0, then j = 3 and m(x1) = x3(x1). We have then x
2
3 = x1a3+x2b3
and x1, x2 ∈ ann(x1)m. Recall that ∂(Λ3) = x3X3 − x1A3 − x2B3. We apply Proposition
2.4 with b = (x1), xs = xt = x3 and K = x1A3 + x2B3 to conclude that ν(x1E) = 0 and
x1m
2 = 0.
Let overbars denote the corresponding objects modulo x1 as in 2.2. In the ring R =
R/(x1) we have m
2 = x2m, x
2
2 = 0 and A = K
1〈Λ2〉, with ∂(Λ2) = x2X2. Corollary 2.7
gives ν(mA) = 0. Since ν(x1E) = 0 and ν(mA) = 0, Proposition 2.3 shows ν(mD) = 0. The
ideal J generated by fn with n ∈ {2, j} is a complete intersection ideal. Thus D is a short
Tate complex corresponding to the complete intersection ring P = Q/J . Note that P has
codimension 1 or 2.
Finally, to show m3 = 0, we recall that x1m
2 = 0 from above and x22 ∈ x1m. We have
m3 = x1m
2 + x2m
2 = x2m
2 = x2(x1m+ x2m) ⊆ x1m
2 = 0 .
Case (3). m2 = x1m+ x2(x3), x
2
1 = 0 = x1x2 and x
2
2 ∈ x1m.
We write x23 = x1a1+x3b with b = βx2, β ∈ k and a1 ∈
∑
i6=1(xi). Consider the following
DG Γ-algebras:
D = K〈Λ,Υ〉 , E = R〈X1,Λ〉 and A = K
1〈Υ〉
where Υ and Λ are such that ∂(Υ) = x3X3 − x1A1 − bX3 and ∂(Λ) = x1X1.
We now show ν(x2A) = 0, where overbars denote the corresponding objects modulo x1.
In the ring R = R/(x1) we have m
2 = m(x2) = x3(x2), x
2
3 = x3b and ∂(Υ) = x3X3 − bX3.
Note that bx2 ∈ (x
2
2) = 0, hence b ∈ ann(x2). We apply then Proposition 2.4 with b = (x2),
xs = xt = x3 and K = bX3 to get that the complex A = K1〈Υ〉 satisfies ν(x2A) = 0. We
also get x2m
2 = 0, hence x2m
2 ⊆ x1m
2.
Note that D can be identified with the complex E ⊗RA. We have m
2 = x1m+(x2)m and
x1(x2) = 0. Since ν(x2A) = 0, we apply Proposition 2.6 with xs = xt = x1 and a = (x2) to
conclude ν(mD) = 0. Since f1 = x˜
2
1 and g = x˜
2
3 − x˜1a˜1 − βx˜2x˜3 form a regular sequence, D
is a short Tate complex corresponding to the complete intersection ring P = Q/(f1, g).
Finally, to show m3 = 0, we recall that x2m
2 ⊆ x1m
2 from above and x1x2 = 0, hence
m3 = x1m
2 + x2m
2 ⊆ x1m
2 = x21m+ (x1x2x3) = 0 .
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Case (4). m2 = x1m+ x2(x3), x
2
1 = 0 = x1x3 and x
2
2 ∈ x1m.
We use the notation in 3.6 with a = (x3). Consider the following DG Γ-algebras:
D = K〈Λ1,Λ2〉 , E = R〈X1,Λ1〉 and A = K
1〈Λ2〉 .
We first show ν(x3A) = 0, where overbars denote the corresponding objects modulo x1.
In the ring R we have m2 = m(x3) = x2(x3), x
2
2 = 0 ∈ ann(x3)m and ∂(Λ2) = x2X2. We
apply then Proposition 2.4 with b = (x3), xs = xt = x2 and K = 0 to get that the complex
A = K1〈Λ2〉 sastisfies ν(x3A) = 0. We also get x3m
2 = 0, hence x3m
2 ⊆ x1m
2.
Note that D can be identified with the complex E ⊗RA. We have m
2 = x1m+(x3)m and
x1(x3) = 0. Since ν(x3A) = 0, we apply Proposition 2.6 with xs = xt = x1 and a = (x3)
to conclude ν(mD) = 0. Since f1, f2 is a regular sequence, D is a short Tate complex
corresponding to the complete intersection ring P = Q/(f1, f2).
Finally, to show that m3 = 0 recall that x3m
2 ⊆ x1m
2 and x1x3 = 0, hence
m3 = (x1m
2 + x2x3m) ⊆ x1m
2 = x21m+ x1x2(x3) = 0 .
Case (5). m2 = x1m+ x2(x3), x
2
1 = 0 = x1x4, x
2
2 ∈ x1m, x2x4 ∈ x1m and x
2
4 − x2x3 ∈ x1m.
We use the notation in 3.6 with a = (x3). Consider the following DG Γ-algebras:
D = K〈Λ1,Λ4〉 , E = R〈X1,Λ1〉 and A = K
1〈Λ4〉 .
We first show ν(x4A) = 0, where overbars denote the corresponding objects modulo x1.
In the ring R we have m2 = m(x4) = x4(x4) and x
2
4 = x2x3, with x2 ∈ ann(x4), and
∂(Λ4) = x4X4 − x2B4. We apply then Proposition 2.4 with b = (x4) and K = x2B4 to
get that the complex A = K1〈Λ4〉 sastisfies ν(x4A) = 0. We also get x4m
2 = 0, hence
x4m
2 ⊆ x1m
2.
Note that D can be identified with the complex E ⊗R A. We have m
2 = x1m+ x2(x3) =
x1m+(x4)m and x1(x4) = 0. Since ν(x4A) = 0, we apply Proposition 2.6 with xs = xt = x1
and a = (x4) to get ν(mD) = 0. Since f1, f4 is a regular sequence, D is a short Tate complex
corresponding to the complete intersection ring P = Q/(f1, f4).
Finally, to show that m3 = 0 recall that x4m
2 ⊆ x1m
2 and x1x4 = 0. We further have:
m3 = x1m
2 + x4m
2 ⊆ x1m
2 = x21m+ x1(x
2
4) = 0 .
Case (6). m2 = x1m+ x2m, x
2
1 = 0 = x1x3, x
2
2 ∈ x1m, x3m = (x
2
3), x1m = (x1xj , x
2
3) where
j = 4 if x1x2 ∈ x3m and j = 2 if x1x2 /∈ x3m.
We use the notation of 3.6 with a = m. Consider the following DG Γ-algebras:
D = K〈Λn | n ∈ {2, 3, j}〉 , E = K〈Λ3〉 and A = K
3〈Λn | n ∈ {2, j}〉 .
Note that the special assumptions for case (6) recorded in 3.6 give ∂(Λ3) = x3X3 − x1A3
and ∂(Λn) ∈ K
3 for any n 6= 3, hence A is well defined.
We have (x3)m = x3(x3) and x
2
3 ∈ x1m, x1 ∈ ann(x3). We apply then Proposition 2.4
with b = (x3) and K = x1A3 to conclude that ν(x3E) = 0 and x3m
2 = 0.
Now consider the ring R = R/(x3) and let overbars deote the corresponding classes
modulo (x3). In this ring we have m
2 = x1m + x2m and x1m = (x1xj). The ring R falls
into Case (2). Using the proof of Case (2), we see that ν(mA) = 0. The ring R satisfies
m3 = 0, hence m3 ⊆ x3m
2. Since ν(x3E) = 0 and ν(mA) = 0, we apply Proposition 2.3 to
conclude that ν(mD) = 0. Since the elements fn with n ∈ {2, 3, j} form a regular sequence,
the complex D is a short Tate resolution corresponding to the ring P = Q/J where J is the
ideal generated by this sequence.
Finally, to show m3 = 0, recall that we know x3m
2 = 0 and m3 ⊆ x3m
2.
Case (7). m2 = x1m+ x2m+ x3m, x
2
1 = 0, x
2
2 ∈ x1m, x
2
3 ∈ (x1, x2)m, x1m = (x1xi) 6= 0 and
(x1, x2)m = (x1xi, x2xj) with x2xj /∈ (x1xi), for some i 6= 1, j /∈ {1, 2}. We may further
assume that i = 2 if x1x2 6= 0 and i = 3 if x1x2 = 0 and x1x3 6= 0.
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Consider the following DG Γ-algebras:
D = K〈Λn | n ∈ {2, i, j}〉 , E = K〈Λi〉 and A = K
1〈Λn | n ∈ {2, j}〉 .
We first show that ν(mA) = 0, where overbars denote the corresponding objects modulo
x1. In the ring R = R/(x1) we have m
2 = x2m + x3m, x
2
2 = 0, x
2
3 = x2b3 ∈ x2m and
x2m = (x2xj). The proof of Case (2) above then gives ν(mA) = 0. Also, we know m
3 = 0,
hence m3 ⊆ x1m
2. Next we show ν(x1E) = 0 and x1m
2 = 0. We identify three cases that
are treated separately.
If x1x2 6= 0, then i = 2. Note that m(x1) = x2(x1) and x
2
2 = x1a2 ∈ ann(x1)m. We
then apply Proposition 2.4 with b = (x1) and K = x1A2 to conclude that ν(x1E) = 0 and
x1m
2 = 0.
If x1x2 = 0 and x1x3 6= 0, then i = 3. Note that m(x1) = x3(x1) and x
2
3 = x1a3+ x2b3 ∈
ann(x1)m. We then apply Proposition 2.4 with b = (x1) and K = x1A3+ x2B3 to conclude
that ν(x1E) = 0 and x1m
2 = 0.
Assume now x1x2 = x1x3 = 0. Note that m(x1) = xi(x1) and x
2
i = x1ai + x2bi + x3ci ∈
ann(x1)m. We then apply Proposition 2.4 with b = (x1) and K = x1Ai + x2Bi + x3Ci to
conclude that ν(x1E) = 0 and x1m
2 = 0.
Since ν(x1E) = 0 and ν(mA) = 0, Proposition 2.3 shows that ν(mD) = 0. Note that
the ideal J generated by fn with n ∈ {2, i, j} is a complete intersection ideal. Thus D is
a short Tate complex and the corresponding complete intersection ring is P = Q/J ; it has
codimension 1 or 2 or 3.
Finally, note that m3 ⊆ x1m
2 = 0.
Case (8). m2 = x1m = x2m and x1x2 = 0; In this case apply Corollary 2.7 to conclude
that ν(mD) = 0, where D = K〈V | ∂(Λ) = x2X1〉. The complex D is a short Tate comples
corresponding to the ring P = Q/(x˜1x˜2). Finally, one has m
3 = x1m
2 = x1(x2m) = 0.
In view of Corollary 1.15, the considerations above finish the proof of Theorem 3.1. 
4. Non-Artinian quadratic algebras k-algebras with dimk R2 ≤ 2
In this section we prove:
Theorem 4.1. Assume R is a quadratic standard graded k-algebra with dimk R2 ≤ 2.
Then R is Koszul and there exists a quadratic complete intersection k-algebra P of codi-
mension at most 1 and a surjective Golod homomorphism P → R. In particular, R is
absolutely Koszul. Moreoever, R is Golod when dimk R2 ≤ 1.
We use the notation introduced in the previous sections. As in Section 3, we first es-
tablish structure through the next proposition. When chark 6= 2, such structure is already
established in [6]. Our proof, while inspired by [6], develops arguments that are independent
of characteristic.
Proposition 4.2. Let R be a non-Artinian quadratic standard graded k-algebra with no
socle elements in degree 1. Assume k is algebraically closed.
The following statements then hold, up to a change of variable.
(1) If dimk R2 = 1, then R = k[x˜1].
(2) If dimk R2 = 2, then one of the following holds:
(a) m2 = x1m+ (x
2
2) and x
2
1 = 0 = x1x2;
(b) R is a hypersurface;
(c) R = k[x˜1, x˜2, x˜3]/(x˜
2
1, x˜1x˜2, x˜
2
2 − x˜1x˜3, x˜2x˜3).
4.3. Notation and general considerations. Assume R is a quadratic standard graded k-
algebra with no socle elements in degree 1. Let x ∈ R1 be a non-zero element with x
2 = 0.
We adopt the following notation:
W = {r ∈ R1 | rm ⊆ xm} , S = R/(W ) , V = ann(x) ∩R1 , and W
′ = V ∩W
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Note that kx ⊆ W and W/kx is the degree 1 component of socle(R), where R = R/(x).
The ring S is thus isomorphic to R/(socle(R)1). We record below some needed properties.
4.3.1. m(W ′) = m(W ) = xm. This can be easily seen from the definitions, together with
the assumption that x2 = 0, which guarantees x ∈ W ′.
4.3.2. dimk W = e− dimk S1 and dimk V = e− rank(x).
4.3.3. dimk Si = dimk Ri for all i ≥ 2 and in particular dimk S2 = dimk R2 − rank(x).
4.3.4. S is Artinian if and only if R is Artinian if and only if R is Artinian; the last
equivalence holds because x2 = 0.
4.3.5. S has no socle elements in degree 1. Indeed, let y ∈ socle(S)1, where y ∈ R1 and
overbars denote classes modulo (W ). We have then inclusions ym ⊆ Wm ⊆ xm, hence
y ∈W , and thus y = 0.
4.3.6. dimk W
′ ≥ e − dimk S1 − rank(x) and equality holds iff R1 = W + V ; this can be
explained using the equality dimk W
′ = dimk W +dimk V −dimk(W +V ) and 4.3.2, noting
that dimk(W + V ) ≤ dimk R1 = e.
4.3.7. Assume rank(x) = 1, hence dimk V = e − 1 and so R/(V ) is a quadratic algebra of
embedding dimension 1. We have thus R/(V ) ∼= k[t]/(t2) or R/(V ) ∼= k[t].
(i) If R/(V ) ∼= k[t]/(t2) then m2 = (V )m. This implies that xm2 = 0. We have
(V ) ⊆ ann(x), hence (V )m = m2 = ann(x)m. In particular, we see that the ideals
(V ) and ann(x) coincide in all degrees i with i ≥ 2. Since they also coincide in
degree 1 , we have thus (V ) = ann(x).
(ii) If R/(V ) ∼= k[t], then (V ) is a prime ideal.
Proof of Proposition 4.2. (1) Assume dimk R2 = 1. If e > 1, then by 3.5, there exists x ∈ R1
non-zero such that x2 = 0. Since R has no socle elements in degree 1 we have xm 6= 0 and
hence xm = m2. It follows that m3 = 0, a contradiction. We must have thus e = 1, and
hence R is a polynomial ring in one variable.
(2) Assume dimk R2 = 2, hence e ≥ 2. If e = 2, then (b) holds. Assume now e > 2.
Then by 3.5 there exists x ∈ R1 non-zero such that x
2 = 0. Since R is not Artinian we have
xm 6= m2. Since xm 6= 0, we see that rank(x) = 1. The ring R = R/(x) is not Artinian
by 4.3.4 and has dimk(R2) = 1. It follows by (1) that R is isomorphic to a trivial fiber
extension of a polynomial ring in one variable.
We adopt the notation of 4.3. By 4.3.4, the ring S is not Artinian. Since rank(x) = 1,
we have dimk S2 = 2 − 1 = 1 by 4.3.3. Since S has no socle elements in degree 1 by 4.3.5,
we use (1) to see that S is a polynomial ring in one variable, hence (W ) is a prime ideal
and dimk S1 = 1. We conclude dimk W = e − 1 by 4.3.2. We have then dimk W
′ ≤ e − 1,
since W ′ ⊆W . On the other hand, 4.3.6 gives an inequality dimk W
′ ≥ e− 2, with equality
when R1 = W + V .
Case 1. dimk W
′ = e− 2.
As noted in 4.3.6, it follows that R1 = W+V . We haveW = W
′⊕kz for some z ∈ R1rV
with zm ⊆ xm and V = W ′ ⊕ ky for some y ∈ V rW . We have then R1 = W
′ ⊕ ky ⊕ kz
and xm = (xz), since rank(x) = 1 and xz 6= 0. Since y /∈ W and (W ) is prime, we see
y2 /∈ (W )m = xm, hence m2 = (xz, y2) = xm+(y2). Note that x, y are linearly independent,
hence we can make a change of variable so that x1 = x and x2 = y, and thus (a) holds.
Case 2. dimk W
′ = e− 1.
Recall that dimk W = e − 1 and note that dimk V = e − 1 by 4.3.2. We have thus
W = W ′ = V . In particular, (V ) is a prime ideal and m(V ) = xm. Let z ∈ R1 such that
R1 = V ⊕ kz. Then xm = (xz) and z
2 /∈ (xz); otherwise, we would get z2 ∈ (V ), hence
z ∈ V , a contradiction. Thus m2 = (xz, z2).
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Set U = ann(z) ∩ R1. Note U ⊆ V because (V ) is a prime ideal and z /∈ (V ). We
have R1 = U ⊕ kx ⊕ kz. If UR1 6⊆ (xz), then there exists an element in UR1 of the form
αxz+βz2 with β 6= 0. It follows z2 ∈ (V ), a contradiction, hence we must have UR1 ⊆ (xz).
In particular, dimk U
2 ≤ 1. If dimk U > 1, there exists u ∈ U non-zero with u
2 = 0 by 3.5.
Since u is not a socle element and UR1 ⊆ (xz), we have um = (xz), hence m
2 = um+ (z2).
Condition (a) is satisfied, after a change of variable with x1 = u and x2 = z.
Assume now dimk U = 1. Note that dimk U = e − rank(z) = e − 2 by 4.3.2, and hence
e = 3 in this case. Let u ∈ U non-zero, so that we have U = ku. If u2 = 0 proceed as above.
If u2 6= 0, note that u2 ∈ (xz), hence we may assume u2 = xz, after possibly replacing z
with a scalar mutiple of itself. The relations x2 = xu = uz = u2 − xz = 0 define R. Since
x, u, z, are linearly independent, (c) holds with x1 = x, x2 = u, x3 = z. 
Remark 4.4. If condition (a) of Proposition 4.2 holds, then the argument in the proof of
Proposition 2.10 shows that mi is principal for all i > 2, see (2.10.1). The same conclusion
holds when (c) holds. Furthermore, if (b) holds, then mi is 2-generated for all i ≥ 2.
Let R be a standard graded quadratic k-algebra with dimk R2 ≤ 2. Set
s = dimk (socle(R) ∩R1) .
In view of the considerations above, and upon taking into account the socle elements in
degree 1 as well, Proposition 4.2 gives the following formula for the Hilbert series of R:
(4.4.1) HR(T ) = 1 + eT + (dimk R2)T
2 + (dimk R3)T
3(1− T )−1 .
In addition, one has:
(1) dimk R3 = 0 when R is Artinian, in view of Proposition 3.1;
(2) dimk R3 = 1 when R is not Artinian and e− s > 2 or dimk R2 = 1;
(3) dimk R3 = 2 if and only if e− s = 2 and dimk R2 = 2.
Proof of Theorem 4.1. As in the proof of Theorem 3.1, we may assume that R has no socle
elements in degree 1 and k is algebraically closed. We use now Proposition 4.2. If dimk R2 =
1, then R is a polynomial ring, and hence is Golod. Assume now dimk(R2) = 2.
If (a) holds, then we apply Proposition 2.10 with xt = x1 and xs = x2 and Corollary
1.15 to conclude that the induced homomorphism Q/(x˜21)→ R is Golod and R is absolutely
Koszul.
If (b) holds there is nothing to prove, since the ring is a hypersurface.
If (c) holds, we use Corollary 2.12 and Corollary 1.15 to conclude that the induced
homomorphism Q/(x˜2x˜3)→ R is Golod and R is Koszul. 
5. Non-Artinian quadratic k-algebras with dimk R2 = 3
The work in this section is done in the case when the embedding dimension e satisfies
e ≥ 4 and R has no socle elements in degree 1. The case e = 3 is handled in the next section,
within the proof of the Main Theorem. Here we prove:
Theorem 5.1. Let (R,m, k) be a non-Artinian quadratic standard graded k-algebra such
that dimk(R2) = 3, dimk R1 ≥ 4 and socle(R) ⊆ m
2.
Then R is Koszul and there exists a surjective Golod homomorphism ϕ : P → R with P
a quadratic complete intersection of codimension at most 2. In particular, R is absolutely
Koszul.
Remark 5.2. In the proof of this theorem we depart from the strategy of the earlier sections,
where structural cases were established in the beginning. This is in part due to the fact
that there are about 13 structural cases that need to be considered and we found it more
efficient to construct the Golod homomorphism (by identifying a short Tate complex D with
ν(mD) = 0) at the same time a particular structural case is identified. Our structural cases
are comparable to the ones in [11], but they do not use the hypothesis chark 6= 2.
26 R. A. MALEKI AND L. M. S¸EGA
Proof. As in the previous sections, we may assume k is algebraically closed. We proceed
by indentifying the complete intersection P and the corresponding short Tate complex such
that ν(mD) = 0. The conclusion follows then from 1.15.
Since dimk R1 > dimk R2 we apply 3.5 to find a non-zero element x ∈ R1 such that
x2 = 0. The ring R/xR is not Artinian by 4.3.4. If rank(x) = 3, then m2 = xm and this
implies R is Artinian, a contradiction. We consider next two main cases: rank(x) = 2 and
rank(x) = 1. We use the notation introduced in 4.3 for the subspaces V , W , W ′, together
with the properties recorded there.
Case 1. rank(x) = 2.
We recall from 4.3 that S = R/(W ) is not Artinian, has no socle elements in degree 1 and
dimk(S2) = dimk(R/xR)2, hence dimk(S2) = 1. By Proposition 4.2, R/(W ) is isomorphic
to a polynomial ring in one variable. Then (W ) is a prime ideal and dimk W = e − 1. We
also have dimk V = e− 2 by 4.3.3.
We further use 4.3.6 to see e− 3 6 dimk W
′ 6 e− 2, with dimk W
′ = e− 3 if and only if
R1 = W + V .
If dimk W
′ = e − 3, then R1 = W + V . We have V = W
′ + ky with y ∈ V rW , and
W = W ′⊕kz1⊕kz2 with mzi ⊆ xm for i = 1, 2. We have thus R1 =W
′⊕ky⊕kz1⊕kz2 and
m((z1, z2) + (W
′)) ⊆ xm. We have thus m2 = xm+ (y2) and xy = 0. We apply Proposition
2.10 with xt = x and xs = y to conclude that the short Tate complex D = K〈V | ∂(Λ) = xX〉
corresponding to P = Q/(x˜2) satisfies ν(mD) = 0.
If dimk W
′ = e− 2, then we haveW ′ = V and V ⊆W . In particular, we have Vm ⊆ xm.
Complete x to a basis of V , say x, y2, . . . , ye−2. Let V
′ denote the subspace generated by
y2, . . . , ye−2. We write R1 =W⊕kz andW = V ⊕ky1 for some z ∈ R1rW and y1 ∈ WrV .
Since xm ⊆ (W ) and (W ) is prime we have z2 /∈ xm. We have then m2 = (xy1, xz, z
2) and
yim ⊆ (xy1, xz) for all i ;(5.2.1)
xyi = 0 for all i > 1 .(5.2.2)
We write zyi = αixy1+βixz with αi, βi ∈ k, and thus z(yi−βix) = αixy1 = αix(y1−β1x).
The replacements yi ← yi−βix for all i do not affect any of the assumptions on the elements
yi that we made so far, and, in addition, yield
zyi ∈ (xy1) for all i .(5.2.3)
We also note that
(5.2.4) ann(z) ∩m2 ⊆ xm .
Indeed, let w ∈ m2 ∩ ann(z). We write w = xa + γz2 with a ∈ m and γ ∈ k. We have then
0 = wz = axz + γz3. If γ 6= 0, then z3 ∈ xm ⊆ (W ). This is a contradiction as (W ) is a
prime ideal and z /∈ (W ), hence γ = 0 and thus w ∈ xm.
Case 1.1. rank(y1) = 2.
Using the relations above, we have y1m = (xy1, xz). Since y1z ∈ (xy1) there exists i such
that y1yi /∈ (xy1).
Case 1.1.1. y1yi /∈ (xy1) for some i > 1.
The hypothesis implies xm = (xy1, y1yi). Set b = (x, yi). We have xb = (x
2, xyi) = 0,
hence x ∈ ann(b), and
bm = xm = (xy1, xz) = (xy1, y1yi) = y1b
with y21 ∈ xm ⊆ ann(b)m. We write y
2
1 = xa with a ∈ m. We apply Proposition 2.9 with
a = m, xs = z, xt = y1 and K = xA to conclude ν(mD) = 0, where D = K〈Λ〉 with
∂(Λ) = y1Y1−xA. The complex D is a short Tate complex and corresponds to the complete
intersection Q/(y˜21 − x˜a˜).
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Case 1.1.2. y21 /∈ (xy1) and y1yi ∈ (xy1) for all i > 1.
We assume first that yiyj /∈ (xy1) for some i > 1 and j > 1. Then yi(y1 − yj) /∈ (xy1).
The replacement y1 ← y1 − yj maintains the assumptions of Case 1.1, and we may thus
suppose that y1yi /∈ (xy1), after this replacement. This is Case 1.1.1.
We assume from now on that
(5.2.5) yiyj ∈ (xy1) for all i > 1, j > 1 .
Since zy1 ∈ (xy1) and y1yi ∈ (xy1) for all i > 1, we write zy1 = αxy1 and y1yi = βixy1 with
α, βi ∈ k. We have thus y1(z−αx) = 0 and y1(yi− βix) = 0. The replacements z ← z−αx
and yi ← yi − βix for all i > 1 preserve all assumptions of Case 1.1.2 and (5.2.5), and yield
(5.2.6) y1z = 0 = y1yj for all j > 1 .
Assume first that y2yj = 0 for all j > 1. We have then y2z 6= 0, as socle(R) ⊆ m
2. Since
m2 = (xy1, xz, z
2) and y2z ∈ (xy1), it follows that m
2 = zm.
Set x1 = x, x2 = z, x3 = y1, x4 = y2, . . . . We claim that the hypotheses of Proposition
2.11 hold for s = 2 and t = 3 ( so xs = z and xt = y1). The hypotheses (1)-(2) have all been
established above. It remains to check (3), namely xim ⊆ y1m for all i 6= 2. This is clear
once we recall y1m = xm = (xy1, xz) and see that yim ⊆ y1m by (5.2.1). Proposition 2.11
applies thus, and yields ν(mD) = 0, where D = K〈Λ〉 with ∂(Λ) = y1Z. The corresponding
complete intersection is P = Q/(y˜1z˜).
Form now on, we may thus assume:
(5.2.7) y2yj 6= 0 for some j > 1 .
Since y21 /∈ (xy1), y
2
1 ∈ (xz, xy1), we replace z with a scalar multiple of itself and assume
(5.2.8) y21 − xz ∈ (xy1) .
Since y2yj ∈ (xy1), we replace y2 with a scalar multiple of itself and assume
(5.2.9) y2yj = xy1 .
We write y2j = ax, with a ∈ (y1, z). Set R = R/(y2) and let overbars denote the correspond-
ing objects modulo y2. We have:
x2 = x y1 = y
2
1 − x z = y1 z = yk m = 0 for all k > 1 .
Make a change a variable so that x1 = x, x2 = y1, x3 = z, xi = yi−2 for all i ≥ 4 and
consider the DG-algebras
D = K〈Υ,Λ〉 , E = K〈Υ〉 , A = K4〈Λ〉
where ∂(Λ) = y1Z = x2X3 and ∂(Υ) = yjYj − aX . Corollary 2.12 yields ν(mA) = 0.
Since m(y2) = (xy1) = yj(y2) and y
2
j ∈ xm ⊆ ann(y2)m we apply Proposition 2.4 with
b = (y2), xs = xt = yj and K = aX to get ν(y2E) = 0 and y2m
2 = 0. We apply next
Proposition 2.3 to obtain ν(mD) = 0. The complex D is a short Tate complex corresponding
to the complete intersection ring P = Q/(y˜1z˜, y˜
2
j − a˜x˜).
Case 1.2. rank(y1) = 1.
In this case we have y1m = (xy1). After renaming the elements, we may assume, with no
harm to previous assumptions, that
(5.2.10) y1yi = y1z = 0 for all i > 1.
If for some i > 1, j > 1 we have yiyj /∈ (xy1), then note that (y1−yj)yi /∈ (xy1) = (x(y1−yj)).
This is Case 1.1.1, with y1 − yj playing the role of y1. Therefore we may further assume
(5.2.11) yiyj ∈ (xy1) for all i > 1, j > 1.
The ring R/(y1) is isomorphic to a trivial fiber extension of the hypersurface k[x˜, z˜]/(x˜
2),
and it is thus a Golod Koszul ring by 1.10. Since (y1)m = x(y1) and x
2 = 0 ∈ ann(y1)m
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we apply Corollary 2.5 with xu = y1, xs = xt = x and K = 0 to get ν(mD) = 0, where
D = K〈Υ | ∂(Υ) = xX〉. The complex D is a short Tate complex corresponding to the
hypersurface Q/(x˜2).
Case 2. rank(x) = 1.
In this case we have dimk V = e − 1 and so R/(V ) is a quadratic algebra of embedding
dimension 1. We have thus R/(V ) ∼= k[t]/(t2) or R/(V ) ∼= k[t].
Case 2.1. R/(V ) ∼= k[t]/(t2).
As noted in 4.3.7, we have (V ) = ann(x) and m2 = ann(x)m, hence xm2 = 0. Recall from
4.3.5 that S = R/(W ) has no socle elements in degree 1. By 4.3.3, we have dimk S2 = 2
and dimk Si = dimk(R/(x))i for all i ≥ 2 and thus dimk Ri = dimk Si for all i > 2.
We make a change of variable so that x = x1. Since x has rank 1, we write x1m = (x1v)
for some v ∈
∑
i6=1 kxi.
We consider now the structure of S, as given by Proposition 4.2.
Case 2.1.1. S satisfies condition (a) in Proposition 4.2.
Note that the ring R = R/(x1) satisfies the same condition as S, since S = R/((socleR)1).
After a change of variable in which x1 stays the same, we write m
2 = x2m + (y
2), with
x2
2 = x2 y = 0. Lifting back to R we get
(5.2.12) m2 = x1m+ x2m+ y
2R with x22 ∈ x1m, x2y ∈ x1m .
Since x22 ∈ x1m and x1m = (x1v), we write x
2
2 = αx1v with α ∈ k.
If x1x2 6= 0, we can take v = x2, hence x
2
2 = αx1x2. Consider the DG-algebras
D = E = K〈Λ2〉 and A = K
1〈Λ2〉
where ∂(Λ2) = x2X2 − αx1X2. Recall that (x1)m = (x1x2) = x2(x1). Since x
2
2 = αx1x2
and x1 ∈ ann(x1), we apply Proposition 2.4 with b = (x1), xs = xt = x2 and K = αx1X2 to
conclude that x1m
2 = 0 and ν(x1E) = 0. In the ring R one has ∂(Λ2) = x2X2. Proposition
2.10 gives that ν(mA) = 0 and finally Proposition 2.3 shows that ν(mD) = 0. The complex
D is a short Tate complex corresponding to the complete intersection P = Q/(x˜22− α˜x˜1x˜2).
If x1x2 = 0, then we can make a change of variables such that v = xe and x1, . . . , xe−1 is
a basis of V . Since m2 = (V )m, we write
(5.2.13) x2e =
∑
(i,j)∈I
αi,jxixj with I = {(i, j) | 1 ≤ i ≤ e− 1, 1 ≤ j ≤ e} .
with αi,j ∈ k. Consider the DG-algebras
D = K〈Υ,Λ〉 , E = K〈Υ〉 and A = K1〈Λ〉
where ∂(Υ) = xeXe −
∑
(i,j)∈I αi,jxiXj and ∂(Λ) = x2X2 − αx1Xe. Recall x1m = (x1xe)
and note that xi ∈ ann(x1) for all i with (i, j) ∈ I, hence x
2
e ∈ ann(x1)m. We apply
Proposition 2.4 with b = (x1), xs = xt = xe and K =
∑
(i,j)∈I αi,jxiXj to conclude
that ν(x1E) = 0 and x1m
2 = 0. Consider the ring R = R/(x1). Let overbars denote the
corresponding objects modulo (x1). The ring R is not Artinian and m
2 = x2m+ (y
2), with
x22 = 0 and x2 y = 0. Proposition 2.10 applied to the ring R shows that ν(mA) = 0. Then
Proposition 2.3 gives ν(mD) = 0. The complex D is a short Tate complex corresponding to
the complete intersection P = Q/(x˜22 − α˜x˜1x˜e, x˜
2
e −
∑
(i,j)∈I α˜i,j x˜ix˜j).
Case 2.1.2. S satisfies condition (b) in Proposition 4.2.
S is thus a hypersurface. Since R/(x) is a trivial fiber extension of S and S is a Golod
Koszul ring, R/(x) is also Golod and Koszul by 1.10. We make a change of variable such
that xe = v and x1 = x, x2 . . . , xe−1 is a basis of V . We write x
2
e as in (5.2.13). Recall that
x1m = (x1xe) and x
2
e ∈ ann(x1)m. We apply then Corollary 2.5 with xu = x1 and xs = xt =
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xe to conclude that ν(mD) = 0, where D = K〈Υ〉, with ∂(Υ) = xeXe −
∑
(i,j)∈I αi,jxiXj .
The corresponding complete intersection is P = Q/(x˜2e −
∑
i,j α˜i,j x˜ix˜j).
Case 2.1.3. S satisfies condition (c) in Proposition 4.2.
Since R = R/(x) is trivial fiber extension of S, we have m = (y1, y2, y3, . . . , ye−1),
y21 = y1y2 = y
2
2 − y1y3 = y2y3 = 0 and yim = 0 for all i ≥ 4, where overbars denote the
corresponding objects modulo (x). Lifting back to R we get m = (x, y1, . . . , ye−1) and
y21 , y1y2, y
2
2 − y1y3, y2y3 ∈ xm and yim ⊆ xm for all i ≥ 4.
We have m2 = (xv, y22 , y
2
3) = (xv, y1y3, y
2
3).
Assume first xy2 = 0. If xyi = 0 for all i 6= 3, then xy3 6= 0 and a basis for V consists
of x and all yi with i 6= 3. It follows that m
2 = (V )m ⊆ (xy3, y1y3). This contradicts
the hypothesis dimR2 = 3. Therefore x(y2 + yi) = xyi 6= 0 for some i 6= 3. With the
replacement y2 ← y2 + yi (which leaves intact the hypotheses of the case), we assume
(5.2.14) xy2 6= 0 .
Since y1y2, y2y3 ∈ xm = (xy2), we have y2(y1 − βx) = 0 and y2(y3 − γx) = 0 for some
β, γ ∈ k. The replacements y1 ← y1 − βx and y3 ← y3− γx do not modify the assumptions
above, and we can thus make a change of variables as to assume
(5.2.15) y1y2 = y2y3 = 0 .
We now argue below that we may further assume
(5.2.16) xy3 = 0 or xy1 = 0 .
Indeed, if xy3 and xy1 are non-zero, then (xy1) = (xy3) and hence x(y3−αy1) = 0 for some
α ∈ k. Note that we also have y2(y3 − αy1) = 0. All assumptions above then hold when
replacing y3 with y3 − αy1, and thus one may assume xy3 = 0.
We assume thus (5.2.16) holds. Also, we may take x1 = x and xi = yi−1 for i > 1. We
write y22 = y1y3 + εxy2 with ε ∈ k. Consider the DG-algebras
D = K〈Υ,Λ〉, E = K〈Υ〉 and A = K1〈Λ〉.
with ∂(Υ) = y2Y2 − εxY2 − yiYj and ∂(Λ) = y2Y3, where (i, j) = (1, 3) if xy1 = 0 and
(i, j) = (3, 1) if xy3 = 0. In both cases, we have yi ∈ ann(x).
Using (5.2.16), we see that y22 ∈ ann(x)m. We also have m(x) = y2(x). Applying
Proposition 2.4 with b = (x), xs = xt = y2 and K = εxY2 + yiYj we have then ν(xE) = 0
and xm2 = 0. Let overbars denote congruence classes modulo x. Corollary 2.12 gives
ν(mA) = 0 and then it follows from Proposition 2.3 that ν(mD) = 0.
The complex D is a short Tate complex corresponding to the complete intersection P =
k[x˜, y˜1, . . . , y˜n−1]/(y˜
2
2 − εx˜y˜2 − y˜1y˜3, y˜2y˜3).
Case 2.2. R/(V ) ≃ k[t].
The ideal (V ) is prime in this case. Let z ∈ R1 such that R1 = V ⊕ kz. We have then
xm = (xz). Note that zi 6∈ (xz), since otherwise we get z ∈ (V ) and this is a contradiction.
Then rank(z) > 1 holds.
Set U ′ = ann(z) ∩ R1. Since (V ) is prime and z /∈ (V ), we have thus U
′ ⊆ V . Let U
denote a k-vector space such that U ′ ⊆ U ⊆ V and V = U ⊕ kx.
Case 2.2.1. rank(z) = 2.
In this case we have U = U ′, since both spaces have dimension e−2, hence Uz = 0 = Ux.
We have R1 = U ⊕ kx ⊕ kz, hence UR1 = U
2 and R2 = kxz + kz
2 + U2. If dimk U
2 = 3,
then U2 = R2, hence z
2 ∈ U2 and in particular z2 ∈ (V ). This is a contradiction, since (V )
is prime and z /∈ V . We have thus dimk U
2 6 2.
Assume there exists u ∈ U non-zero such that u2 = 0. Set x′ = x+ u, and note that we
have x′
2
= 0. Since xu = uz = 0 we have uv 6= 0 for some v ∈ U . If rank(x′) = 2, then
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the hypothesis of Case 1 is verified, with x′ playing the role of x. Assume now rank(x′) = 1
and set V ′ = ann(x′) ∩ R1. If R/(V
′) is not Artinian, then we have R/(V ′) ∼= k[t], which
implies that (V ′) is a prime ideal. Since zv = 0 and z /∈ V ′ we obtain v ∈ V ′. Then
0 = x′v = (x + u)v = uv which is a contradiction. Therefore R/(V ′) is Artinian. This is
Case 2.1, with with x′ playing the role of x.
From now on we assume
(5.2.17) u2 6= 0 for all u ∈ U with u 6= 0 .
Note that if dimk U
2 = 1, or if e > 4, then dimk U
2 < dimk U . In this case, there exists
u ∈ U non-zero such that u2 = 0 by 3.5, a contradiction. We have thus
(5.2.18) e = 4 and dimk U
2 = 2 .
Since z2 /∈ U2, we have R2 = U
2 ⊕ kz2. Let v, w be a basis of U . Since v2, w2, vw are
linearly dependent, k is algebraically closed, and u2 6= 0 for all non-zero u ∈ U , we see that
there exist linearly independent elements v′, w′ in U such that v′w′ = 0. Renaming the
elements, we may assume thus
(5.2.19) vw = 0 .
In particular, it follows that U2 = (v2, w2) and
(5.2.20) m2 = (v2, w2, z2) = m(v, w) + (z2) .
Since z2 /∈ (V ), we also see that xz ∈ (v2, w2). Without loss of generality, we may assume
(5.2.21) w2 ∈ (xz, v2) .
Assume first w2 ∈ (xz). After replacing x with a scalar multiple of itself, we may assume
w2 = xz. We make a change of variables so that x1 = x, x2 = w, x3 = v and x4 = z. We
see that the ring R is defined by the following relations
x21 = x1x2 = x1x3 = x4x2 = x4x3 = x2x3 = x
2
2 − x1x4 = 0 .
We see that x2m = (x
2
2) and x
2
2 = x1x4 ∈ ann(x2)m. Furthermore, note that R/(x2) is a
trivial fiber extension of k[x˜3, x˜4]/(x˜3x˜4), which is a Golod Koszul ring, hence R/(x2) is a
Golod Koszul ring by 1.10. We use Corollary 2.5 with u = s = t = 2 and K = x1X4 to
conclude that ν(mD) = 0, where D = K〈Λ〉 with ∂(Λ) = x2X2− x1X4. This is a short Tate
complex corresponding to the hypersurface Q/(x˜22 − x˜1x˜4).
Finally, assume w2 /∈ (xz). In view of (5.2.21), we can replace v and w by appropriate
scalar multiples of themselves as to assume v2 + w2 = xz. (Recall that k is algebraically
closed.) Using (5.2.19), note that (v + w)2 = v2 + w2 = xz. Set u = v + w. We have
u(v, w) = (v2, w2) = m(v, w). With b = (v, w), we have thus ub = mb. Also, note that
u2 = xz ∈ ann(b)m and ann(z) ∩ m2 ⊆ (U)m = bm. We also have m2 = bm + z(z) by
(5.2.20). Note that x, z, u are linearly independent, so we can make a change of variable so
that x1 = u, x2 = z and x3 = x. Apply then Proposition 2.9 with t = 1, s = 2, a = (x2)
and K = x3X2 to see that ν(mD) = 0, where D = K〈Υ〉 with ∂(Υ) = x1X1 − αx3X2. This
is a short Tate complex corresponding to the complete intersection P = Q/(x˜21 − x˜2x˜3).
Case 2.2.2. rank(z) = 3.
In this case we have dimk U = dimk U
′ + 1. Let u ∈ U r U ′. We have then U = U ′ ⊕ ku
and R1 = U
′ ⊕ kx⊕ ku⊕ kz.
Assume there exists v ∈ U ′ non-zero such that v2 = 0. Since Case 1 is already settled,
we may assume rank(v) = 1. Set V ′ = ann(v) ∩ R1. If R/(V
′) is Artinian we are in Case
2.1, with v playing the role of x. Otherwise, since vz = 0 = xv and vm 6= 0, there exists
z′ ∈ U such that vz′ 6= 0. We have then R1 = V
′⊕kz′, hence rank(z′) > 1 as argued in the
beginning of Case 2.2, with z′ playing the role of z. On the other hand, we have z′m ⊆ (V )
hence rank(z′) ≤ 2 because z2 /∈ (V ). We have thus rank(z′) = 2. We are then in Case
2.2.1, with v playing the role of x and z′ playing the role of z.
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We may assume thus from now on
(5.2.22) v2 6= 0 for all v ∈ U ′ with v 6= 0 .
Assume now there exists u′ ∈ U ′ such that rank(u′) = 2. We have inclusions
u′R1 ⊆ U
′R1 ⊆ UR1 ⊆ V R1 .
Since z2 /∈ (V ) and rank(u′) = 2, we see that these inclusions must be equalities and in
particular u′m = (V )m and m2 = u′m + (z2). Let w = u′v + αz2 ∈ m2 with v ∈ m and
α ∈ k. If wz = 0, then αz3 = 0, hence α = 0. We have thus ann(z)∩m2 = u′m. We see that
the hypotheses of Proposition 2.11 are satisfied with xs = u
′ and xt = z. By Proposition
2.11, we have ν(mD) = 0, where D = K〈Λ〉 with ∂(Λ) = xtXs. This is a short Tate complex
corresponding to the complete intersection Q/(u˜′z˜).
Assume from now on
(5.2.23) rank(u′) = 1 for all u′ ∈ U ′ with u′ 6= 0.
Assume first that e > 4, hence dimk U
′ ≥ 2. Let u1, u2 be linearly independent in U
′. If
u1u2 6= 0, then we have u1m = (u1u2) = u2m. If u1u2 = 0, then we have u1(u1+u2) 6= 0 and
u2(u1 + u2) 6= 0 and then we have u1m = (u1 + u2)m = u2m. We conclude that u1m = u2m
for all u1, u2 ∈ U
′ non-zero, and hence dimk(U
′2) = 1. By 3.5, there exists u ∈ U ′ such that
u2 = 0 and u 6= 0, a contradiction with (5.2.22).
Assume now e = 4. Let v ∈ U ′ with v 6= 0, so that U ′ = kv and U = ku⊕ kv. We have
thus m = (x, u, v, z).
If uv 6= 0, then (5.2.22) implies (uv) = (v2) since rank(v) = 1. We have thus (u−αv)v = 0
for some α ∈ k. After replacing u with u− αv, we may assume
(5.2.24) uv = 0 .
Note that since rank(z) = 3 and zv = 0 we have m2 = (xz, uz, z2). Since z2 /∈ V , we must
have u2, v2 ∈ (xz, uz).
If u2 /∈ (xz), then we write u2 = αxz+βuz for some α, β ∈ k with β 6= 0. Set z′ = u−βz.
We have then uz′ ∈ (xz), xz′ = −βxz, zz′ = uz − βz2 and vz′ = 0, hence rank(z′) = 2.
This is Case 2.2.1, with z′ playing the role of z.
We assume from now on u2 ∈ (xz). We review now the relevant assumptions so far:
(5.2.25) m2 = (xz, uz, z2), u2 ∈ (xz), 0 6= v2 ∈ (xz, uz), x2 = zv = xv = xu = uv = 0 .
We first assume u2 ∈ (v2). Note that, since rank(z) = 3 and vz = 0 we have v2 ∈
ann(v)m. We have R/(v) ∼= k[x˜, u˜, z˜]/(x˜2, u˜2, x˜u˜). Using [1, Proposition 5.2.4(b)] we see
that R/(v) is a Golod ring, since z is regular on R/(v) and R/(v, z) ∼= k[x˜, u˜]/(x˜, u˜)2 is
Golod. Set x1 = x, x2 = v, x3 = z, x4 = u. The hypothesis of Corollary 2.5 are satisfied
with u = s = t = 2 and so ν(mD) = 0, where D = K〈Υ | ∂(Υ) = x2X2 − x1X3〉. This is a
short Tate complex corresponding to the complete intersection P = Q/(x˜22 − x˜2x˜3).
Assume now u2 /∈ (v2). We have then v2 = αxz + βuz with α, β ∈ k and β 6= 0. The
replacement u← αx+ βu does not modify the assumptions (5.2.25). Hence we can make a
change of variables as to assume that v2 = uz. We can furthermore assume that u2 = xz
by replacing x with a scalar multiple of itself. With x1 = x, x2 = v, x3 = z, x4 = u, we see
that the following relations hold:
(5.2.26) x21 = x1x4 = x1x2 = x2x4 = x2x3 = x
2
2 − x3x4 = x
2
4 − x1x3 = 0 .
We apply Corollary 2.13 to see ν(mD) = 0, where D = K〈Υ〉 with ∂(Υ) = x2X2 − x4X3.
This is a short Tate complex corresponding to the complete intersection P = Q/(x˜22− x˜3x˜4).
The proof in all cases is now complete, in view of 1.15. 
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6. Non-Koszul quadratic k-algebras with dimk R2 ≤ 3
Let k be an algebraically closed field. A complete classification, up to isomorphism, of
non-Koszul quadratic k-algebras with dimk R2 ≤ 3 is provided by D’Al`ı [11, Theorem 3.1] in
the case when chark 6= 2 and is recalled in Remark 6.1 below. D’Al`ı also points out in [11,
Remark 3.2(b)] that the classification needs to be enlarged when chark = 2. In this section
we establish structure when chark = 2 as well, but we stop short of providing a classification
up to isomorphism. We provide information on the Hilbert series of non-Koszul quadratic
k-algebras with dimk R2 ≤ 3. This information is then used at the end of the section to
finalize the proof of the Main Theorem from the introduction.
Remark 6.1. Assume R is a standard graded quadratic non-Koszul k-algebra, with k an
algebraically closed field, dimk R2 ≤ 3 and chark 6= 2. As shown by D’Al`ı [11, Theorem
3.1], R is isomomorphic, up to trivial fiber extension, with one of the following non-Koszul
quadratic algebras:
(i) k[x, y, z]/(y2 + xy, xy + z2, xz);
(ii) k[x, y, z]/(y2, xy + z2, xz);
(iii) k[x, y, z]/(y2, xy + yz + z2, xz).
Furthermore, if the characteristic is not 3, then the algebras (ii) and (iii) are isomorphic.
In particular, we see that dimk Ri = 1 for all i ≥ 3. The result below shows that the
same conclusion on the Hilbert series of R holds when chark = 2. In its proof we will use
repeatedly basic results that show an algebra is Koszul, as recalled in 1.2.3.
Theorem 6.2. Let k be a field and let (R,m, k) be a standard graded quadratic k-algebra
with dimk R2 ≤ 3 and socle(R) ⊆ m
2.
If R is not Koszul, then dimk R1 = 3 = dimk R2 and dimk Ri = 1 for all i ≥ 3.
Proof. The statement of the theorem remains invariant under faithfully flat extensions, so
we may assume k is algebraically closed. If R is not Koszul, then Theorems 3.1, 4.1 and
5.1 show that we must have dimk R2 = 3 = dimk R1 and R is not Artinian. We write
R = k[x˜, y˜, z˜]/I, where I is a homogeneous ideal minimally generated by 3 quadrics. The
elements x, y, z denote the corresponding images of the variables in R.
In view of Remark 6.1, we only need to consider the case chark = 2. Although our
work here could be adapted to recover the case chark 6= 2, we will assume from now on
chark = 2, in order to simplify computations. If R is not Koszul, we will show that R
satisfies dimk Ri = 1 for all i ≥ 3.
First, assume there is a linear form ℓ such that ℓ2 = 0. We may assume ℓ = x. If
rank(x) = 3, then R is Artinian. This is a contradiction. Hence we have rank(x) ≤ 2.
Assume rank(x) = 1. We use the notation introduced in 4.3, namely
V = ann(x) ∩R1 and W = {r ∈ R1 | rm ⊆ xm} .
We proceed as in Case 2.1 in the proof of Theorem 5.1. Assume first that R/(V ) ∼= k[t]/(t2).
In this case, we consider the ring S = R/(W ) and note that dimk S2 = 2. Since e = 3 and
x ∈W , we must have dimk S1 = 2 as well, hence S is a hypersurface. We see that the proof
of Case 2.1.2 in Theorem 5.1 carries through. We may assume thus R/(V ) ∼= k[t] and (V )
is a prime ideal. After a change of variable, we may also assume V = kx ⊕ ky. We have
thus x2 = xy = 0 and xz 6= 0.
Since (V ) is prime and z 6∈ V , we see that z2 /∈ (x, y)m. If yz ∈ (xz), then, after a
change of variable, the ring R is defined by the relations x2 = xy = yz = 0 and is Koszul.
If yz /∈ (xz), then yz /∈ (z2, xz), hence m2 = (z2, xz, yz). We write
y2 = αxz + βyz for some α, β ∈ k .
If α = β = 0, then the ring R is defined by x2 = xy = y2 = 0 and is Koszul. If β = 0 and
α 6= 0, we can make a change of variable as to assume that the ring is defined by the relations
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x2 = xy = y2 + xz = 0. In this case, it can also be seen that R is Koszul; for example, one
can check that x˜2, x˜y˜, y˜2+ x˜z˜ is a Gro¨bner basis of I with respect to the lexicographic order
with y˜ > x˜ > z˜. If β 6= 0 we have (y + αβ−1x)(βz + y + x) = 0, and we can make a change
of variable as to assume that the ring is defined by the relations x2 = xy = yz = 0, and is
thus Koszul.
Assume now rank(x) = 2, hence dimk V = 1 and thus V = kx. Set
H = {u ∈ R1 | rank(u) < 3} .
The proof of [10, Lemma 2.8(1)] shows that H is a variety in the projective space P(R1) and
dimH ≥ 1. In particular it follows that there exists ℓ ∈ R1 with rank(ℓ) < 3 and ℓ /∈ kx.
We may assume rank(y) < 3 and thus dimk ann(y) ∩R1 ≥ 1. Let u ∈ R1 such that yu = 0.
Since y /∈ kx = V , we have yx 6= 0, and hence u /∈ kx. We may assume u = y or u = z.
Assume u = y, hence y2 = 0. If z2 ∈ (x, y)m, it follows that z4 = 0. Recalling that
x2 = 0, we see that R is Artinian, a contradiction. We have thus z2 /∈ (x, y)m. Since
rank(x) = 2 and x2 = 0, we see that xm = kxy ⊕ kxz. We have thus m2 = (z2, xy, xz).
Since z2 /∈ (x, y)m, we have yz ∈ (xy, xz). Let α, β ∈ k such that yz = αxy + βxz. After a
change of variable, we may assume the ring R is defined by the relations x2 = y2 = yz = 0,
hence is Koszul. (The assumption chark = 2 is used here.)
Assume now u = z, hence yz = 0. As in the beginning of Case 1 of the proof of Theorem
5.1, we see that dimk W = 2. Let W = kx ⊕ kw, where w = αy + βz, with α, β ∈ k. Then
w(y, z) ⊆ xm = (xz, xy). By symmetry we can assume that α 6= 0 and since yz = 0 we have
then y2 ∈ (xz, xy). We write y2 = βxz + γxy, with β, γ ∈ k. The ring R is then defined by
the relations x2 = yz = y2 + βxz + γxy = 0. Clearly, this ring is Koszul when β = γ = 0.
Otherwise, R is isomorphic to either (ii) or (iii) from Remark 6.1.
Now suppose that there is no null-square non-zero linear form in R. Using [10, Lemma
2.8(1)], we see that there exists a non-zero linear form ℓ with rank(ℓ) < 3. We may assume
ℓ = x, and then, since x2 6= 0, we may further assume xy = 0.
Assume rank(x) = 1. In this case we may also assume xz = 0. If y2 ∈ (yz) we can make
a change of variable to assume R is defined by xy = xz = yz = 0, and hence is Koszul.
Assume now that y2, yz are linearly independent. If z2 ∈ (y2, yz), then we may asssume
z2 = y2 + αyz or z2 = αyz with α ∈ k. If z2 = αyz, we have z(z − αy) = 0 and the
replacement y ← z − αy further yields that R is defined by the relations xz = xy = yz = 0
and R is Koszul. Assume now z2 = y2+αyz. If α = 0, we get (z− y)2 = 0, a contradiction.
We have thus α 6= 0. Since k is algebraically closed, we see that there exists a ∈ k such
that (z + ay)2 = αy(z + ay). (We need a2 +αa = 1.) With this value of a, the replacement
z ← z + ay yields z2 − αyz = 0, and this case has been treated already. We may assume
thus z2 /∈ (y2, yz) and thus m2 = (z2, yz, y2), and in particular x2 ∈ (y, z). Note that the
ring R/(x) is a hypersurface, hence is Golod. Apply Corollary 2.5 with xs = xt = xu = x
and Corollary 1.15 to see that R is Koszul.
Proceed similarly when rank(y) = 1.
Assume now that rank(x) = 2 = rank(y). We have thus xy = 0 and xz 6= 0, yz 6= 0.
Set R = R/yR. We have then dimR1 = 2 and dimR2 = 1. Applying 3.5, there exists
u ∈ R1 \ ky such that u
2 ∈ yR1. We consider two cases.
Case 1. x2 ∈ yR1.
We write x2 = αy2+βyz with α, β ∈ k. If β = 0 then we see that (x+α1/2y)2 = 0 which
is a contradiction. Hence β 6= 0. After the replacement z ← αy + βz, we get x2 = yz. In
particular, it follows that xz, yz are linearly independent, since rank(x) = 2 and xy = 0.
If y2 ∈ (yz, xz), then y2 = αyz + βxz for some α, β ∈ k. Note that β 6= 0, since
rank(y) = 2 implies that y2, yz are linearly independent. The ring R is thus defined by the
relations
(6.2.1) xy = x2 − yz = y2 − αyz − βxz = 0 with β 6= 0 .
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We see that m2 = (yz, xz, z2). Using the relations (6.2.1), we see that mi = (zi) for all
i ≥ 3, hence R satisfies the desired conclusion.
If y2 /∈ (yz, xz), then m2 = (xz, yz, y2). We have then z2 = αx2 + βy2 + γxz for
α, β, γ ∈ k. If β 6= 0, then we see that R is Artinian, a contradiction. We have then β = 0,
so z2 = αx2 + γxz. Since k is algebraically closed, we see that there exists a ∈ k such that
(z+ax)2 = γx(z+ax). (We need a2+γa = α.) With this choice of a, the change of variable
with z ← z + ax gives that R is defined by the equations
(6.2.2) xy = x2 − yz = z2 − γxz = 0 .
We see that mi = (yi) for all i ≥ 3, hence R satisfies the desired conclusion.
Case 2. x2 /∈ yR1.
We have thus u ∈ R1 \ (kx + ky) and we may assume u = z, hence z
2 ∈ yR1. We have
then m2 = (y2, yz, x2) and there exist α′, β′, γ ∈ k such that xz = α′y2 + β′yz + γx2 = 0.
If β′ = 0 = α′, then rank(x) = 1 which is a contradiction. If β′ = 0 6= α′, then y2 ∈ xR,
and this is Case 1 with y and x interchanged. Therefore we may assume β′ 6= 0. Replacing y
with β′y we can assume that β′ = 1. The replacement z ← α′y+ z yields xz+ yz+ γx2 = 0
and it does not change the fact that z2 ∈ yR1. We have thus z
2 = αy2+βyz, with α, β ∈ k.
If γ = α = 0 then rank(z) = 1 and we are done by one of the previously considered cases.
We may assume thus (α, γ) 6= (0, 0). The ring R is thus defined by the relations:
(6.2.3) xy = z2 + αy2 + βyz = xz + yz + γx2 = 0 with (α, γ) 6= (0, 0) .
If γ = 0 6= α we use the defining relations to see that xz2 = x2z = yz2 = y2z = z3 =
y3 = 0, and hence mi = (xi) for all i ≥ 3.
Assume now γ 6= 0. We obtain xz2 = y2z = z3 + βyz2 = αy3 + yz2 = yz2 + γx2z =
x2z + γx3 = 0 and we further see that mi = (xi) = (yi) = (zi) for all i ≥ 3. 
Remark 6.3. The proof of Theorem 6.2 describes the structure of exceptional rings in
any characteristic. More precisely, we have: If k is algebraically closed, R is a non-Koszul
standard graded quadratic k-algebra with socle(R) ⊆ m2, then R is isomorphic to one of
the rings in Remark 6.1 or to one of the rings defined by the relations (6.2.1), (6.2.2) and
(6.2.3).
Lemma 6.4. If R is a standard graded k-algebra with Hilbert series (1+ 2t− 2t3)(1− t)−1,
then R is not Koszul.
Proof. Assume HR(t) = (1 + 2t − 2t
3)(1 − t)−1. Let PRk (z) =
∑
i≥0 biz
i be the Poincare´
series of k over R, where bi = dimk Tor
R
i (k,k).
If R is Koszul, then the relation PkR(t)HR(−t) = 1 holds by 1.2.2. We have thus
(b0 + b1t+ b2t
2 + ...)(1− 2t+ 2t3) = 1 + t .
The sequence {bi} satisfies b0 = 1, b1 − 2b0 = 1, b2 − 2b1 = 0 and bi+3 − 2bi+2 + 2bi = 0 for
all i ≥ 0. We have thus b1 = 3, b2 = 6, b3 = 10, b4 = 14, b5 = 16, b6 = 12 and b7 = −4. The
last equality is a contradiction. 
We are now ready to prove the Main Theorem, as stated in the introduction.
Proof of Main Theorem. Assume R is a standard graded k-algebra with dimk R2 ≤ 3. We
first prove the following statement: There exists a surjective Golod homomorphism P → R
with P a complete intersection of codimension 3.
To prove this statement, we may assume there are no socle elements in degree 1, in view of
1.10. If dimk R1 = 3, then the existence of a Golod homomorphism P → R from a complete
intersection follows from [3, Proposition 6.1]; one can also see that codim(P ) ≤ 3. Assume
now dimk R1 6= 3. The statement is proved then by Theorem 3.1 when R is Artinian and
by Theorem 4.1 when dimk R2 = 2. Assume thus R is not Artinian and dimk R2 = 3. If
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dimk R1 < 3, then R is a polynomial ring, hence it is a Golod ring. If dimk R1 > 3, then
the statement is proved by Theorem 5.1.
We now prove the equivalence of the three statements in the theorem. Since the ring is
graded, we know (1) =⇒ (2) by [12, Proposition 1.13]. We use 1.10.3 and Lemma 6.4 to
see (2) =⇒ (3). The implication (3) =⇒ (2) follows from Theorem 6.2, in view of 1.10.3.
Finally (2) =⇒ (1) follows from 1.6.1. 
7. Local rings
We now prove the local version of the Main Theorem. We discuss first some preliminaries.
In this section, the notation (R,m, k) identifies a local (meaning also commutative and
Noetherian) ring R with maximal ideal m and residue field k = R/m.
7.1. Initial forms. Let (R,m, k) be a local ring. We denote Rg the associated graded ring
⊕i≥0m
i/mi+1. Each a ∈ R has a natural image in Rg which is denoted by a∗ and we call
it the initial form of a. More precisely, if a 6= 0, then a∗ = a+ mi+1, where i is the unique
integer such that a ∈ mi \mi+1; otherwise a∗ = 0. If J is an ideal of R we denote by J∗ the
ideal consisting of the initial forms of the elements of J .
Lemma 7.2. Let (R,m, k) be a local ring and set A = Rg. Assume A is Koszul and there
exists a complete intersection of quadrics P ′ and a surjective Golod homomorphism of graded
k-algebras ϕ′ : P ′ → A.
There exists then a local complete intersection ring P with codimP = codimP ′ and a
surjective Golod homomorphism of local rings ϕ : P → R̂.
Proof. We write R̂ = Q/I with (Q, q, k) a regular local ring and I ⊆ q2. We identify
A with Qg/I∗. Note that Qg is a polynomial ring over k. Since the homomorphism ϕ′
in the hypothesis is surjective, we may assume P ′ = Qg/J ′, where J ′ is generated by a
regular sequence, J ′ ⊆ I∗ and ϕ′ is the canonical map. Let f∗1 , . . . , f
∗
d be a regular sequence
generating J ′, where fi ∈ I for all i, and consider the ideal J = (f1, . . . , fd) of Q. Note
the inclusion J ⊆ I. By Valabrega and Valla [20, Proposition 2.1], we see that P = Q/J
is a complete intersection and J∗ = J . We have thus P g = P ′ hence the canonical map
ϕ : P → Q/I satisfies ϕg = ϕ′. We use then Proposition 1.8 to conclude that ϕ is Golod. 
Lemma 7.3. Let (R,m, k) be a local ring and set A = Rg. Assume the following hold:
(a) There exists an element u ∈ A1 such that Ai = uAi−1 for all i ≥ 3.
(b) dimk Ai = dimk Ai+1 6= 0 for all i ≥ 3.
Then the graded vector spaces socle(A) and (socle(R))∗ coincide in degree 1. In particular,
if socle(R) ⊆ m2, then A has no socle elements in degree 1.
Proof. The inclusion (socle(R))∗ ⊆ socle(A) is clear.
To prove the reverse inclusion, let x1 ∈ (socle(A))1 . Complete x1 to a basis x1, x2, . . . , xe
of A1 such that u = xe. Let y1, . . . , ye ∈ mr m
2 such that y∗i = xi for all i. We have thus
y∗1y
∗
i = 0 for all i.
The hypothesis (a) implies mi = yem
i−1 +mi+1 for all i ≥ 3. Nakayama’s Lemma gives:
(7.3.1) mi = yem
i−1 for all i ≥ 3.
Assume y1ye 6= 0. Since y
∗
1y
∗
e = 0, there exists p ≥ 3 such that y1ye ∈ m
p. By (7.3.1)
there exists then b ∈ mp−1 such that y1ye = bye, hence ye(y1− b) = 0. Note that (y1− b)
∗ =
y∗1 = x1, since b ∈ m
2. We may replace thus y1 with y1 − b as to assume y1ye = 0.
Assume now y1ye = 0. Let 2 ≤ i ≤ e and assume y1yi 6= 0. There exists then p ≥ 3 such
that y1yi ∈ m
p
r mp+1. The multiplication map mp/mp+1
ye
−→ mp+1/mp+2 is surjective by
(7.3.1). Hypothesis (b) yields that this map is injective as well. Since ye(y1yi) = (y1ye)yi =
0, we conclude that y1yi ∈ m
p+1, a contradiction.
We proved thus y1yi = 0 for all i, hence y1 ∈ socle(R) and thus x1 ∈ (socle(R))
∗. 
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Theorem 7.4. Let (R,m, k) be a local ring. Assume dimk m
2/m3 ≤ 3 and Rg is quadratic.
There exists then a surjective Golod homomorphim P → R̂ of local rings, where P is a
complete intersection of codimension at most 3. Furthermore, R is absolutely Koszul when
R is Koszul.
Proof. The property that R is Koszul, respectively absolutely Koszul, is invariant under
faithfully flat extensions, hence we may assume R is complete and k is algebraically closed.
We write R = Q/I with (Q, q, k) a regular local ring and I ⊆ q2.
We prove below the existence of the Golod homomorphism. The fact that R is absolutely
Koszul when R is Koszul follows then from 1.6.1. In view of 1.10, it suffices to assume that
socle(R) ⊆ m2. We set A = Rg = Qg/I∗. Note that Qg is a polynomial ring over k in e
variables, where e = dimk m/m
2 = dimk A1.
Assume first that R, hence A, is not Koszul. Using Theorem 6.2 we see that the hypothe-
ses of Lemma 7.3 are satisfied and dimk A2 = 3 . We apply then Lemma 7.3 to conclude
that A is not a trivial fiber extension. Since A is not Koszul, Theorem 5.1 gives that e < 4,
and hence e = 3. We use then [3, Proposition 6.1] as in the proof of the Main Theorem
to see that there exists a Golod homomorphism onto R from a complete intersection of
codimension at most 3.
If R, hence A, is Koszul, we use the Main Theorem to see there exists a complete inter-
section of quadrics P ′ of codimension at most 3 and a surjective Golod homomorphism of
graded k-algebras ϕ′ : P ′ → A. We use then Lemma 7.2. 
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