Introduction
Let β > 1 be a real number. In [11] , Rényi introduced representations of real numbers in the base β, so called β-expansions. Little is known on the digits of β-expansions of algebraic numbers. For instance, Borel [2] conjectured for any integer b ≥ 2 that all algebraic irrational numbers are normal numbers in base-b. However, if b ≥ 2, then it is still unknown whether the digit 1 appears infinitely many times in the base-b expansions of algebraic irrational numbers. In this article, we investigate the complexity of the digits of β-expansions of algebraic numbers. In particular, we consider the number of nonzero digits and digit exchanges in the case where β is a Pisot or Salem number. We now recall the definition of Pisot and Salem numbers. Let β be an algebraic integer greater than 1. We call β a Pisot number (resp. Salem number) if the conjugates of β except itself have moduli less than 1 (resp. if the conjugates of β except itself have absolute values not greater than 1 and there exists a conjugate of β with absolute value 1).
We introduce the notation throughout this article as follows: We denote the set of nonnegative integers (resp. positive integers) by Z ≥0 (resp. N). We denote the integral and fractional parts of a real number x by ⌊x⌋ and {x}, respectively. We denote by ⌈x⌉ the minimal integer not less than x and use the Landau symbol O and the Vinogradov symbols ≫, ≪ with their usual meaning. We denote the algebraic closure of the rational number field by Q and fix an embedding σ : Q ֒→ C. For an algebraic number β, we denote the conjugates of β by β i for 1 ≤ i ≤ [Q(β) : Q] with β 1 = β and β 2 is the complex conjugate of β if σ(β) / ∈ R. Moreover, let Z (⊂ Q) be the set of algebraic integers.
Let ξ be a real number with 0 ≤ ξ ≤ 1. If β = b ∈ Z, we also assume ξ < 1. For n ∈ N, we put t n (β; ξ) := ⌊βT
For a positive integer N , the number of digit exchanges γ(β, ξ; N ) and the number of nonzero digits ν(β, ξ; N ) are defined by
respectively, where Card denotes the cardinality. It is easily seen that we have the following relations among γ(β, ξ; N ) and ν(β, ξ; N ):
Suppose that ξ is normal with respect to β-expansion. Then the sequences (N −1 γ(β, ξ; N )) N ≥1 and (N −1 ν(β, ξ; N )) N ≥1 converge to positive values. The lower bounds for the number of digit exchanges of algebraic numbers were studied in [3] , [4] , [5] , [7] and [8] , which gives partial results on the normality of algebraic numbers. In particular, Bugeaud [4] proved the following: Let β be a Pisot or Salem number and t n (β, ξ) = t n+1 (β, ξ) for infinitely many n. Then there exist effectively computable positive numbers C 1 (β, ξ) and C 2 (β, ξ), depending only on β and ξ, such that
In particular, combining (1) and (2), we have
for any sufficiently large N . Lower bound (3) was improved in [9] and [10] as follows: (i) There exists a positive integer B such that, for any n ∈ Z ≥0 ,
Moreover, there exist infinitely many n such that t n > 0.
(ii) We have
Then there exist effectively computable positive constants C 3 = C 3 (β, ξ, B) and C 4 = C 4 (β, ξ, B), depending only on β, ξ and B, such that, for any integer N with N ≥ C 4 ,
We note that the theorem above is also applicable to general representations of algebraic real numbers ξ by infinite series in base-β.
It is natural to conjecture that an analogy of Theorem 1.1 holds also for the number of digit exchanges. Consider the case where β = b is a integer greater than 1. If the minimal polynomial of algebraic irrational ξ satisfies certain assumptions, then it is known for any sufficiently large N that γ(β, ξ; N ) ≫ N 1/d , where [7] and [8] ). The main result of this article gives an analogy of Theorem 1.1 for more general Pisot and Salem numbers β. Moreover, our method is also applicable to more general class of algebraic numbers, quasi-Pisot numbers and quasi-Salem numbers, which we define in Section 2. Note that our main result also gives new lower bounds for the number of nonzero digits in the case where β is not a positive real number. We prove our main result in Section 3.
Main result
To state our main result, we introduce quasi-Pisot and quasi-Salem numbers as follows: For a complex number z, we denote its complex conjugate by z. Let β be an algebraic integer with |β| > 1. We say β is a quasi-Pisot number (resp. quasi-Salem number) if |β i | < 1 for β i / ∈ {β, β} (resp. |β i | ≤ 1 for β i / ∈ {β, β} and there exists 1 ≤ j ≤ [Q(β) : Q] satisfying |β j | = 1). For instance, any rational integer b with |b| ≥ 2 is a quasi-Pisot number. Any quadratic algebraic integer β with |β| > 1 and β / ∈ R is a quasi-Pisot number. If β is a negative real number such that −β is a Pisot number (resp. Salem number), then β is a quasi-Pisot number (resp. quasi-Salem number). For examples of complex quasi-Salem number β, see [6] . For instance, two zeros β, β of
We give lower bounds for the digit exchanges in the representations of complex algebraic numbers by infinite series in base-β in the case where β is a quasi-Pisot or quasi-Salem number.
Theorem 2.1. Let β be a quasi-Pisot or quasi-Salem number and ξ an algebraic number.
Let N 0 be the minimal positive integer n with t n = 0. Assume there exist π,
Then there exist effectively computable positive numbers
Remark 2.2. Note that, under the assumption on Theorem 2.1, we have Card{n ∈ N | t n = t n+1 } = ∞. Assume we have Card{n ∈ N | t n = t n+1 } < ∞. Then there exist t ∈ Z and N 1 ∈ Z ≥0 satisfying t n = t for all n > N 1 . Then we have
By the equality (4), we have D = [Q(β, ξ) : Q(β)] = 1. Then by assumptions (i) and (ii), we obtain
Combining (4), (5) and (6), we have
which contradicts assumption (iii).
Proof of Theorem 2.1
In what follows, the implied constants in the symbols ≫, ≪ and the constants C 7 , C 8 , . . . are effectively computable positive ones depending only on β, π, A 0 , . . . , A D , T, N 0 .
Reduction to the case of
Firstly, we reduce Theorem 2.1 to the case of N 0 = 1. Putξ = β −1+N0 ξ,t = (t n ) n∈N witht n = t n−1+N0 .
Then we haveξ
Then the numberξ satisfies the assumptions in Theorem 2.1. If we can obtain the assertion of Theorem 2.1 forξ, we can also obtain that for ξ. Then we may assume N 0 = 1.
Reduction to the lower bounds for the number of nonzero digits
Define the sequence of nonnegative integers
Denote t v(m)+1 by x(m) for any m ∈ Z ≥0 . Then we have
where the sequence of integers (s n ) n∈Z ≥0 is defined by
Note that |s n | ≤ 2T for any n ≥ 0. Put η = (β − 1)ξ and
Then by assumptions (i), (ii) and (iii), we have
Since x(1) = 0, put Γ := {n ∈ N | s n = 0} = {0} ∪ {n ∈ N | t n = t n+1 } and λ(Γ; N ) := Card{n ∈ Z ≥0 | s n = 0, n < N } for N ∈ N. Under the notation above, to prove Theorem 2.1, it is enough to show
Preliminaries
For a positive integer k, we have
For m ∈ Z ≥0 , we denote the integer 
For any integer k with 0 ≤ k ≤ D, we define the sets of integers kΓ by
Note that if m / ∈ kΓ we have ρ(k; m) = 0. Moreover, 1Γ = Γ, 0 ∈ Γ and 0Γ ⊂ Γ ⊂ · · · ⊂ DΓ. Put λ(kΓ; N ) = Card(kΓ ∩ [0, N )). By the definition of kΓ, we have
By (12), we shall estimate the lower bounds for Card{m ∈ Z ≥0 | m < N, ρ(k; m) = 0}. But it is difficult to estimate the lower bounds for them directly, we consider the following linear forms of ρ(k, m).
For a nonnegative integer R, we define the complex number Y R by
We prove that Y R = 0. By the equality (8), we have
Multiplying β R to (13), we obtain
By (14),
In particular, Y R is an algebraic number. If Y R = 0 then, by (15) and
. But, as we have (9), this is contradiction. So we conclude Y R = 0.
Lemma 3.1. There exist effectively computable positive integers
Proof. Put d = deg β and denote the set of embeddings of Q(β) into C by {σ 1 , . . . , σ d }. We describe σ 1 (x) = x for all x ∈ Q(β) and denote the complex conjugate of
. By (15), we have
Note that in the inequality (16), we use |σ i (β)| ≤ 1 and (11). Take a positive integer J satisfying JB 0 ∈ Z. By the equality (15), we have JY R ∈ Z. If β ∈ R, then we have
by (17). In the case of β / ∈ R, also using (17), we have
In any cases, there exist effectively computable positive numbers C 7 , C 8 satisfying |Y R | > R −C7 for all R ≥ C 8 , which completes the proof of Lemma 3.1.
Let N be a positive integer. We put C 9 = |B D |/(2|β|) and
Lemma 3.2. For all sufficiently large integer N , we have
Proof. Put K = ⌈(D + 1)log |β| N ⌉, where log |β| x = (log x)/(log |β|). Then by the definition of y N , we have
We estimate the upper bound for
To obtain the assertion of Lemma 3.2, it is enough to prove
First, we estimate the upper bound for
Note that (19) is obtained by the inequality (11) . Second, we estimate the upper bound for S 2 (k).
Note that in the inequality (21), we use (11) . If N ≫ 1, we have
Then combining (22) and (23), we obtain
Combining (20) and (24), we obtain (18), which completes the proof of Lemma 3.2. 
By the definition of Y R−1 , we have
Note that in the equality (30), we use the relations (29), which completes the proof of Lemma 3.3. Then we have
Proof. By the definition of |Y R |, we have
Then by the inequality (33) we have for any N ≫ 1 that
Put S = ⌈C 10 log |β| N ⌉. Assume that we have
Then, since we have i(h) < R − S < · · · < R − 1 < R < i(h + 1), by using Lemma 3.3 and the above assumption, we obtain
Then, by (35), we have
where C 7 is the positive real number considering in Lemma 3.1 and we take N satisfying (34) and R − S − 1 ≥ log |β| N ≥ C 7 . By the inequality (36), we get S + 1 = ⌈C 10 log |β| N ⌉ < C 10 log |β| N, a contradiction. Then there exists an integer m
Under the above preparetion, let's prove the inequality (32). Put R 1 := max{R ′ | R ′ < R, |Y R ′ | ≥ C 9 }.
Let h and R be integers with 1 ≤ h ≤ τ and (31). Then we have R − m ′ ∈ (i(h), i(h + 1)) and
First we assume that |Y R−m ′ | ≥ C 9 = |B D | 2|β| .
Then we have R 1 ≥ R − m ′ and R − R 1 ≤ m ′ ≤ 2C 10 log |β| N . In this case, we obtain (32).
In the case of |Y R−m ′ | < C 9 = |B D |/(2|β|), we get
and so
Therefore, we deduce R − R 1 ≤ m + 1 ≤ 2C 10 log |β| N, which completes the proof of Lemma 3.4. In the case of CardI h ≥ 4C 10 log |β| N , (37) follows from Lemma 3.4. We suppose CardI h < 4C 10 log |β| N . Taking C 11 with C 11 > 4C 10 , we get (37) because the right-hand side is equal to 0. Using the relations (27), (26) and (25), we obtain y N = By the inequality above, we conclude for any N ≫ 1 that
(1 + C 12 )λ(Γ; N ) D ≥ N 2C 11 log |β| N , which completes the proof of Theorem 2.1.
