Introduction
Coe cients of partial di erential equations are often changing across many spatial or temporal scales, whereas we might be interested in the behavior of the solution only on some relatively coarse scale. In such a case one would like to nd a set of equations on a coarse scale that reproduces the solution on that scale. The di culty, of course, is that such a solution is in uenced by the ner scale behavior of the coe cients. Capturing the in uence of ne scales (exactly or approximately) on the behavior of the solution on the coarse scale is the problem generally known as that of homogenization (although particular formulations may be rather di erent).
Typically such problems were addressed by using asymptotic methods or weak limits, see for example, 1], 12], 22], 18], 5] and references therein. The basic limitation of these methods is that they require the ne scale behavior to be fairly well separated from the behavior on the coarser scales, so that small parameters may be found in the problem. Recently, a multiresolution strategy for homogenization has been proposed in 3]. Using the notion of Multiresolution Analysis (MRA), the transition between two adjacent scales is considered explicitly. Namely, one obtains an equation for the projection of the solution on the coarser scale. This procedure (the so-called reduction) may then be repeated over many scales and, thus, does not require the small parameter assumptions typical for asymptotic methods.
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y This research was supported by an NSF Graduate Research Fellowship Two problems have to be addressed in order for the multiresolution strategy for homogenization to be a practical method. First, the transition between the two scales has to be computationally e cient. Second, the form of equations has to be preserved so that one can use the reduction step in a recursive manner. By the \form of the equations" we understand either algebraic form or some alternative algebraic structure. The only requirement is that it may be used recursively. The meaning of this remark will become clear further in this paper.
In 3] the multiresolution strategy for reduction and homogenization has been applied to a system of linear ordinary di erential equations. It is observed in 3] that the transition between two consecutive scales may be achieved by eliminating variables locally and that a certain algebraic form of the equations is preserved, thus permitting a multiscale reduction.
A. Gilbert in 8] has applied the approach in 3] to a system of two ordinary di erential equations which is equivalent to the one dimensional elliptic problem. It turns out that in this case one reproduces with some modi cations the classical results for homogenization problem, thus establishing a connection between the multiresolution strategy and the classical approach to homogenization. M. Dorobantu in 7] also applies the techique of MRA homogenization to the one-dimensional elliptic problem, but in a di erent manner than in 8]. Nevertheless, Dorobantu also derives results related to the classical homogenization theory. In both Gilbert's and Dorobantu's consideration, the Haar basis is used.
In this paper we describe the multiresolution strategy for elliptic partial di erential equations. One of the important points of our approach is the use of high order wavelets (or MRA associated with such wavelets) rather than the Haar basis. There are two compelling reasons for using high order wavelets in elliptic problems. First, the use of high order wavelets permits us to develop e cient numerical methods for the reduction procedure. Second, we demonstrate that if the MRA is chosen correctly for a given problem, then the small eigenvalues of the reduced operators di er only slightly from those of the original operator. In particular, correctly here means that the basis must have a su cient number of vanishing moments. As a result, we obtain a method for constructing a low-dimensional approximation to a multiscale elliptic problem such that this approximation accounts for both small eigenvalues and the corresponding eigenvectors. Computing these quantities is desirable in many applications, e.g. computational chemistry.
Our results strongly indicate that the multiresolution strategy for homegenization of elliptic equations does not preserve the form of di erential operators. Instead, pseudodi erential operators appear to be appropriate classes to consider. Such classes may be characterized by the rate of the o -diagonal decay of the blocks of non-standard form.
A model operator that we consider is of the form
where a(x) > 0 and b(x) > 0 is an elliptic operator with periodic boundary conditions. However, our method is applicable to other boundary conditions as well in which case the wavelet basis has to satisfy the boundary conditions. For the eigenvalue problem we also assume that the ratio max a(x)= mina(x) is not very large.
We are not familiar with prior numerical algorithms of the type presented in this paper. Although similar goals have been sought by multigrid methods (see 17] , 16], and 4]), the approach and the results of this paper appear to be di erent. Papers on classical homogenization of elliptic eigenvalue problems (see e.g. 14], 15]), also yield a di erent type of results.
We start in Section 2 by introducing notation and brie y reviewing related results on homogenization of elliptic equations. In Section 3 we address the problem of the multiresolution reduction for elliptic equations using high order wavelets. We prove that the rate of the o -diagonal decay of the blocks of the reduced operator is preserved and is the same as that of the blocks of the non-standard form. Thus, the reduced operator is compressible in wavelet bases and, for a given accuracy, the sparsity is controlled by the number of vanishing moments of the wavelet basis. We demonstrate that the spectral bounds for the reduced operator on all scales are the same as those for the original operator. We obtain estimates for small eigenvalues which show that the reduced operator is better at preserving them than the projection of the original operator on the corresponding scale. We also introduce a modi ed reduction procedure to improve the accuracy of preservation of small eigenvalues. Finally, in Section 4 we present results of our numerical experiments.
2 Preliminary considerations 2.1 Notation.
In this section we set our notation and give a brief description of the concept of multiresolution analysis (MRA) and wavelets. For the details we refer to e.g. 6]. As usual, we consider a chain of subspaces : : : V 2 V 1 V 0 V ?1 V ?2 : : :
The subspace V j is spanned by an orthonormal basis f j k (x) = 2 ?j=2 (2 ?j x ? (R d ), let us consider its projection S j on V j , S j = P j SP j . Since V j is a subspace spanned by translations of j , we may represent the operator S j as a (possibly in nite) matrix in that basis. With a slight abuse of notation, we will use the same symbol S j to represent both the operator and its matrix. Since V j = V j+1 W j+1 , we may also write S j : V j ! V j in a block form
where A S j = Q j+1 S j Q j+1 ; B S j = Q j+1 S j P j+1 ; C S j = P j+1 S j Q j+1 ; T S j = P j+1 S j P j+1 :
We note that T S j = S j+1 . Each of the operators in (2.2) may be considered as a matrix. We note however, that in the matrix form the transition from S j in (2. Likewise, we may reduce n times to produce an equation on V j+n the solution of which is the projection of the solution of (2.3) on V j+n .
We note that in the nite-dimensional case, the reduced equation (2.5) has half as many unknowns as the original equation (2.3). Reduction, therefore, preserves the coarse-scale behavior of solutions while reducing the number of unknowns.
In order to iterate the reduction step over many scales, we need to preserve the form of the equation. In (2.3) and (2.5), both S j and R S j are matrices, and thus the procedure may be repeated. However, just identifying the matrix structure is usually not su cient.
In 3] the multiresolution strategy for reduction and homogenization has been applied to a system of linear ordinary di erential equations where a more special structure of the equations is preserved. For example, an equation of the form Bx + q + = K(Ax + p) (2.7) corresponds to the integral equation when subject to the same reduction and limit procedure as (2.8) yields on V 0 the same equation as in (2.12) . Again the details may be found in 3].
Besides establishing the general framework for multiresolution reduction and homogenization, it is observed in 3] that, for systems of linear ordinary di erential equations, using the Haar basis provides a technical advantage. Since the functions of the Haar basis on a xed scale do not have overlapping supports, the recurrence relations for the operators and forcing terms in (2.10) may be written as local relations and solved explicitly. We note that to improve the order of approximation, using multiwavelets has been suggested and succesfully tested. Since (groups) of multiwavelets have disjoint support on each scale, for systems of ODE's the recursion relations need to be solved only locally.
For elliptic partial di erential equations it appears that only in dimension one is a local reduction procedure possible. Later in the paper, we brie y review the results of A. Gilbert 8] and M. Dorobantu 7] where they apply the multiresolution strategy of 3] to one-dimensional elliptic problems. First we present some classical homogenization results.
Classical homogenization of the one-dimensional secondorder elliptic problem
The classical homogenization of the one-dimensional second-order elliptic problem may be found in e.g. 1]. A family of elliptic equations,
where a is periodic and u 2 H of the sequence u as ! 0. This weak limit may be used to nd \e ective" coe cients as the coe cients in (2.14) become more oscillatory in the limit ! 0. In e ect we consider the coe cients on an asymptotically ne scale and the solution on some xed coarse scale. We note that multiresolution reduction/homogenization is di erent in that it permits the coe cients to vary on many scales. Thus, considering the coe cients in the ne-scale limit yields a constant-coe cient equation for u 0 on the coarse scale. The classical homogenization process outlined in 1] applies to multi-dimensional elliptic equations as well; the results are naturally more complicated, but the core of the process is represented in the one-dimensional case. 
: (2.17) (At this point one may set f(x) = 0; the justi cation being that (2.15) holds for all f). By writing (2.17) in an integral form, we have u(x) v(x)
Thus, in the notation of (2. Using the reduction procedure in the Haar basis for a system of linear di erential equations (as in 3]), the goal is to nd constant B h and A h , such that
will after reduction to the scale V 0 be the same as (2.18) reduced to that same scale. This 
As a rst-order system of ordinary di erential equations this yields 8 < :
The result is somewhat di erent than the classical result and we refer to 8] for the discussion of these di erences.
In 7] M. Dorobantu also examines multiresolution homogenization applied to (2.16), but the approach is di erent than that in 8]. By directly using the discretization of The operator H is somewhat complicated, but Dorobantu shows that in general it will be strongly diagonally dominant and that in the case of highly-oscillatory a(x) it closely approximates the classical homogenized coe cients in (2.15). However, even though L is banded, R L will in general be dense. Dorobantu devotes some discussion to various methods for approximating R L to facilitate numerical computation, such as truncating R L itself or truncating H and/or terms which appear in the construction of H. Both Gilbert's and Dorobantu's analysis of multiresolution homogenization applied to (2.16) show that (using the Haar basis) some structure or \form" of the equation is preserved, at least in one dimension.
Dorobantu's approach may be extended to multi-dimensional elliptic equations, and the reduction procedure of (2.6) may formally be applied to any operator. However, the problem is that the decay of the elements in A ?1 S j is rather slow and without modication is insu cient for practical applications. Dorobantu suggests increasing the order for computational purposes, but in this case the form (2.24) is not the correct object to consider for analysis.
Gilbert's results depend on the local solvability of the recurrence equations, a property that does not appear to hold for multi-dimensional elliptic problems. It is our observation that for elliptic equations in more than one dimension the loss of locality (in solving for the variables in W j+1 in terms of the variables in V j+1 ) is a generic situation and the one-dimensional case is special due to the ability to express the problem using a system of ordinary di erential equations.
If the locality of reduction cannot be achieved for multi-dimensional elliptic problems, then one might as well consider the general scheme oulined in 3] where high order wavelets are used (since the Haar basis o ers no special advantage). In fact, it turns out that in elliptic problems it is important to use high order wavelets (see Section 3).
3 Multiresolution homogenization of elliptic equations using high order wavelets
The use of high order wavelets to perform multiresolution homogenization is desirable for two distinct reasons which we will explore in this section, namely, the sparsity of reduced operators and the preservation of small eigenvalues. We show that under the reduction procedure the rate of the o -diagonal decay of the A, B and C blocks of the reduced operators is preserved. Also, the spectral bounds are preserved as well as (approximately) small eigenvalues and the corresponding eigenvectors. The accuracy of the preservation of small eigenvalues as well as the number of eigenvalues which are preserved with a given accuracy strongly depends on the order of wavelets (and some other properties of the basis).
The approximation of small eigenvalues and their corresponding eigenvectors has some important implications for the numerical solution of hyperbolic and parabolic PDE's, and we make some observations on this topic.
We brie y consider computational issues since in (2.5) the term A ?1 S j may appear to present some computational di culty. Using an algorithm from 9], the operator R S j may be computed without computing A ?1 S j directly.
Preservation of ellipticity
An important observation made in 7] is that the reduction procedure preserves the lower bound in the estimate of ellipticity. The proof is very simple and we present a slightly more general result here, using some relations from 20]. for all x 2 V j+1 . Proof: Note that using (2.2) we can write C S j = P j+1 S j Q j+1 = (Q j+1 S j P j+1 ) = B S j ; (3.4) T S j = P j+1 S j P j+1 = (P j+1 S j P j+1 ) = T S j ; (3.5) and A S j = Q j+1 S j Q j+1 = (Q j+1 S j Q j+1 ) = A S j : This completes the proof. We note that the properties (3.3) and (3.2) do not depend on dimension or the choice of wavelet basis.
The ellipticity estimate of (3.3) raises the important question of whether it is possible (and under which conditions) to have exactly or approximately the lower eigenvalues of S j as eigenvalues of R S j . We will consider these questions in Section 3.4 below.
Rate of the o -diagonal decay and sparsity of reduced operators
In this section we show that the reduction scheme preserves the rate of the o -diagonal decay in the A, B and C blocks of the reduced operator at all scales. This rate is a ected by the number of vanishing moments of the wavelet function. As was shown in 2], the elliptic operators considered in this paper (and their Green's functions) are compressible in wavelet bases. Let us represent the operators A j ; B j ; C j ; T j by the matrices j ; j ; j ; s j , where We also assume that the kernel K de nes a bounded operator on L 2 or satis es a substantially weaker condition (the so-called \weak cancellation condition"), Z Let us consider bi-in nite matrices fm kl g k;l2Z which decay away from the diagonal according to the estimate jm kl j < C (1 + jk ? lj) ?r ; (3.14) where r > 1 is a parameter and C is a constant. The following elegant theorem dealing with the algebra of invertible matrices fm kl g k;l2Z has been communicated to us by Ph. In other words, invertible matrices fm kl g k;l2Z satisfying (3.14) form an algebra.
The proof uses relations between commutators of an unbounded operator X on l 2 de ned by X(y k ) = fk y k g and operators M = fm k;l g k;l2Z and M ?1 = fm ?1 k;l g k;l2Z ; it is quite elaborate and we refer to 23] for details.
We use Theorem 3.3 to show that at all stages of the reduction procedure the matrices representing the A, B and C blocks of the reduced operators (2.6), satisfy the same o -diagonal decay estimate (3.13) as the blocks of the non-standard form in Theorem 3.2. In other words, the reduction procedure preserves sparsity for a wide class of elliptic operators. In this sense the form (or structure) is preserved under the reduction procedure which allows us to apply it over an arbitrary number of scales.
Theorem 3.4 (Preservation of structure) Let us assume that the operator T and the wavelet basis satisfy conditions of Theorem 3.2. Let R j be the reduced operator on some scale j, where reduction started at some scale n, n j, n; j 2 Z, and let A R j , B R j and C R j be its blocks. Then the bi-in nite matrices r;j , r;j and r;j representing these blocks satisfy j r;j k;l j + j r;j k;l j + j r;j k;l j C M (1 + jk ? lj) ?M?1 ; (3.16) for all integer k, l.
Proof: Our starting point is the operator S n and its blocks, A S n , B S n , C S n and T S n = S n+1 . Matrices representing these blocks satisfy the estimate of Theorem 3.2. Since S n is positive de nite, so is A S n (see Section 3.1) and, thus, A ?1 S n exists and, according to Theorem 3.3, satis es the estimate in (3.13). Since B S n and C S n satisfy the same estimate (3.13), the product C S n A ?1 S n B S n satis es it as well. The reduced operator R n+1 , R n+1 = R S n = T S n ? C S n A ?1 S n B S n ; (3.17) consists of the di erence of two terms, R n+1 = S n+1 ? F n+1 ; (3.18) where F n+1 = C S n A ?1 S n B S n : (3.19) The operator S n+1 is the projection on the scale n+1 of the operator T and the operator F n+1 has fast decay and satis es the estimate (3.13). The blocks A R n+1 , B R n+1 , C R n+1 and T R n+1 of the operator R n+1 may be written as a di erence of the corresponding blocks of these two terms. Theorem 3.2 guarantees that the contribution from S n+1 has the proper decay. On the other hand, the contributions from F n+1 have at least the same rate of decay as F n+1 itself since the blocks are obtained by a wavelet transform.
We prove Theorem 3.4 by induction assuming that on some scale j we have R j = S j ? F j ; (3.20) where S j is the projection on the scale j of the kernel K and F j satis es the estimate in (3.13). The induction step is a repeat of the considerations above with the additional use of Theorem 3.1 (preservation of spectral bounds) in order to assure the invertibility of the A R j block. Remark. There are (more narrow) classes of operators for which the rate of the odiagonal decay is faster than that in Theorems 3.2 and 3.4. For example, if we consider strictly elliptic pseudo-di erential operators of order n with symbols satisfying j@ @ x (x; )j C( ; )j j n?j j+j j ; then the rate of the o -diagonal decay is faster than that in (3.13), namely (using a wavelet basis with all vanishing moments) j j k;l j + j j k;l j + j j k;l j C m 2 nj (1 + jk ? lj) ?m ; (3.21) for all integer k, l and m. Since matrices fm kl g k;l2Z which are invertible on l 2 and which satisfy for all integer m the inequality jm ?1 k;l j < C m (1 + jk ? lj) ?m ; (3.22) form an algebra (see 23]), we may repeat the above considerations to prove a version of Theorem 3.4 with the decay condition replaced by a decay condition of the form of (3.22) .
Finally, we note that the above considerations apply in higher dimensions as well.
A fast method for computing the reduced operator
In practical application of the reduction procedure (2.5) one of the critical issues is the cost of computing the reduced operator (2.6). The sparsity of the operators involved in the reduction is assured by Theorem 3.4. However, one still needs an algorithm for computing the reduced operator. It turns out that a multiresolution LU decomposition algorithm may be used to obtain the reduced operator 9]. The multiresolution LU decomposition is performed with respect to the product of non-standard forms rather than the ordinary matrix product.
It has complexity O(N) and provides a direct solver for linear systems written using the non-standard form. 
Eigenvalues and eigenvectors of the reduced operators
In this section we further investigate the relations between the spectra of the operators S j and R S j . In Section 3.1 we established relations between the spectral bounds of these operators and in this section we consider relations between the small eigenvalues and corresponding eigenvectors of the operators S j and R S j .
First, let us consider a positive de nite self-adjoint elliptic operator T in the Hilbert space H. If it has a compact inverse, then the spectrum of T consists of isolated eigenvalues with nite multiplicity and the only accumulating point is at in nity. The eigenvalues may be ordered, 0 < 0 1 2 : : : :
The eigenvectors of such operators form an orthonormal basis in the Hilbert space H.
Heuristically, it is well known that the eigenvectors which correspond to small eigenvalues are less oscillatory than those which correspond to large eigenvalues and the \number" of oscillations increases monotonically as n ! 1.
There are many examples of theorems where this property is a subject of consideration, see e.g. 11]. Let us formulate a proposition capturing this property for the purposes of this paper.
De nition. Let S be a subspace of the Hilbert space H. We will say that the subspace V n of MRA is an -approximating subspace for S if any function in S may be approximated by functions from V n with accuracy .
Let us denote by S l the span of eigenvectors of T which correspond to all eigenvalues k , k l . Clearly, S 0 S 1 S 2 : : : Proposition. For any there exists a monotone sequence k l 0, k l 2 Z, such that the subspaces V k l of the MRA, V k 0 V k 1 V k 2 : : :
are each -approximating subspaces for S l .
At this point we do not have a complete proof of this proposition. In 19] a very similar idea is suggested and formulated in terms of spectral equivalence of operators. Unfortunately, the proof is restricted to a class of operators equivalent to a fractional derivative of an order that is required to be small.
The main application of the proposition and of the idea of spectral equivalence is that the MRA may be used to approximate the eigenspaces in a natural sequence. For practical purposes, however, we have to construct the MRA carefully. It is clear that in order to have good approximating properties, the basis functions of the MRA have to satisfy the boundary conditions. For the same reasons, in choosing an MRA for equations where the coe cients have singularities it makes good sense to incorporate appropriate singularities into the basis.
Let us illustrate our approach by a simple example. Suppose that > 0 is an eigenvalue and x an eigenvector of the self-adjoint positive de nite operator S j , x 2 V j and Q j+1 x = 0 (in other words, x 2 V j+1 ). Then we have S j x = x; (3.25) and Q j+1 x = 0 implies that P j+1 x = x, so that T S j x = P j+1 S j P j+1 x = P j+1 S j x = P j+1 x = x In other words, eigenvectors of S j which are exactly represented on the subspace V j+1
will be preserved (with the same eigenvalue) under the reduction step.
The condition Q j+1 x = 0 is certainly too stringent for a general elliptic operator. However, it is the case that the lower modes of an elliptic operator are not very oscillatory (we will discuss this remark further below). If we accept that eigenvectors x corresponding to small eigenvalues are not very oscillatory then Q j+1 x is small on all scales except for a few coarse scales provided we choose wavelets with su ciently many vanishing moments. More precisely, if the MRA is chosen so that a set of eigenvectors may be well approximated at some coarse scale then, up to that scale, the eigenvalues corresponding to these eigenvectors will not be signi cantly a ected by the reduction procedure. Let us now consider approximations of the left-hand side of (3.29). The simplest approximation we could make is to consider the eigenvalue problem T S j s 0 = 0 s 0 ; (3.31) by completely neglecting the B S j (A S j ? I) ?1 B S j term in (3.29). We must determine the accuracy of solutions of (3.31) in approximating solutions of (3.29 In order to estimate the error in using solutions of (3.31) to approximate solutions of (3.29), let us select W = T S j ? I and f( ) = ?(Ws; s), where S j x = x, kxk 2 = 1, s = P j+1 x, and also d = Q j+1 x. From We note that using (3.31) simply means using a direct discretization on a coarse level (which is a typical practice). The estimate (3.38) shows that if the eigenvector x of S j is well represented on V j+1 , i.e. if d = Q j+1 x is small, then T S j will have an eigenvalue 0 close to and the approximation (3.31) may be quite reasonable. However, our goal is to nd better approximations to (3.29) than that of (3.31).
Let us rewrite We may now identify two factors that a ect the estimate, kdk 2 and the ratio =m j A . In order for kdk 2 to be small, we have to assume that the eigenvector of the problem in (3.28) has a small projection on the subspace W j+1 . If the subspace V j+1 is -approximating for a subspace of eigenvectors, then kdk 2 and the perturbation of the corresponding eigenvalues is small. In (3.51) and (3.52) the additional factor =m j A is also small (in a generic situation) since the operator A S j is typically well conditioned and its lower bound satis es m j A >> . Let us now develop estimates similar to (3.38) for the equations (3.45) and (3.46) using Theorem 3.5. Again, let x be an eigenvector of S j such that S j x = x, kxk 2 = 1, s = P j+1 x, and d = Q j+1 x. Let Remark. It is reasonable to expect that the di erence between the projections of the eigenvectors of S j on the subspace V j+1 and the solutions of the reduced eigenvalue problems (3.44), (3.45), and (3.46) should be of the same order as the di erences between the corresponding eigenvalues in Theorem 3.6. Since the eigenvalues n ( ) and orthonormal basis of eigenvectors v n ( ) of symmetric perturbations S + S 0 of symmetric operators are analytic functions of (see e.g. 13]), it is reasonable to expect such an estimate although we do not have it at the moment of writing.
Of great importance is the fact that all of the considerations in this section are independent of dimension. As stated before, the di culty of higher-dimensional problems lies in other areas, which we will discuss later in this paper.
Hyperbolic and parabolic PDE's
The reduction scheme for elliptic equations has important implications for solving hyperbolic and parabolic initial value problems. Let us consider, for example, the di erential equation u tt (x; t) + Su(x; t) = 0; (3.64) where S is a second-order elliptic operator with variable coe cients, supplemented with some boundary conditions and the initial conditions u(x; 0) = g(x); u t (x; t)j t=0 = 0: (3.65) This equation describes wave propagation in a medium with variable velocity. Let us consider a problem where the velocity is changing very rapidly (one may think of a highly strati ed rock structure) but the initial condition g(x) has relatively low wavenumbers, i.e. the wavelength of the initial condition is large compared with the typical length over which the velocity changes. A space-discretization of this problem would typically require a step-size smaller than the smallest length over which the velocity changes, which may be prohibitively expensive in practical applications. The key point of this section is that this di culty may be overcome by replacing S by the reduced operator on some scale.
Let us project S onto V j and write, as usual, S j = P j SP j . We assume that the space V j has ne-enough resolution to capture smallest features of the behavior of the coe cients of S. Consider the eigenvalue problem S j v j n (x) = j n v j n (x); (3.66) where v j n (x) satis es the boundary conditions. The eigenvalues f j n g of S j are all real and positive, and we enumerate them in ascending order. The eigenvectors fv j n (x)g of S j form an orthonormal basis for V j .
We may, therefore, look for solutions of the equation @ @t ! 2 u j (x; t) + S j u j (x; t) = 0 (3.67) in the form u j (x; t) = X n (a n cos( q j n t) + b n sin( q j n t)) v j n (x): (3.68)
Satisfying the initial conditions u j (x; 0) = g j (x); @ @t u j (x; t)j t=0 = 0; (3.69)
we obtain u j (x; t) = X n a n cos(( j n )
where the coe cients a n are obtained from P j g(x) = g j (x) = P n a n v j n (x).
We observe that there is no mixing between the eigenfunctions fv j n (x)g over time. In particular, if g j (x) = P K n=0 a n v j n (x), and V j+k is an -approximation of the span of fv j n (x)g n=K n=0 , then we may approximate solutions of (3.67) projected onto V j+k by solutions of @ @t ! 2 u j+k (x; t) + R j+k u j+k (x; t) = 0;
where R j+k is the k-step reduction of S j , with the initial conditions u j+k (x; 0) = g j+k (x); @ @t u j+k (x; t)j t=0 = 0; (3.72) and the accuracy of our approximation will be at worst O(K ). Solving (3.71) on V j+k is less expensive than solving (3.67) on V j since in a compact domain there are 2 d k -times as many degrees of freedom in V j than in V j+k , where d is the spatial dimension.
The considerations for the hyperbolic case above also apply in the parabolic case u t (x; t) + Su(x; t) = 0; (3.73)
(with boundary and initial conditions). The situation for (3.73) is even more favorable.
Namely, on V j we may write the solution of (3.73) in the form u j (x; t) = X n a n e ? 
Numerical Experiments
In this section we present preliminary results of numerical experiments. The goal of these experiments is to study the in uence of the number of vanishing moments of the wavelet bases and the e ect of using di erent reduction procedures on the preservation of small eigenvalues. Numerical experiments were performed using Matlab TM and the accuracy of computation appears to be limited to about 10 ?12 (and 10 ?9 in computations related to the modi ed reduction procedure).
We . Although we could have computed the proper projection of this operator, we prefer to use the nite di erence discretization in our experiments since we have in mind using our method as a linear algebra tool and want to demonstrate the robustness of the method.
We examine eigenvalues of the reduced operators for two choices for a(x). In the rst series of examples, a(x) = 2 + sin(2 x): In this case we expect all three reduction techniques to perform well. The rst reduction technique is to simply consider the T block of S 0 on the coarse scale. The second is to use the reduced operator R S 0 (2.6). Finally, we consider the modi ed reduced operator de ned by (3.48). Figures 1 and 2 compare the performance of these three techniques after one reduction step using wavelets with 12 vanishing moments. Experiments clearly show the advantages of using the reduced and modi ed reduced operators.
In Figures 3 and 4 we perform reduction over 4 scales so that the reduced matrix is of size 64 64 (the original matrix is of size 1024 1024) and compare the 64 smallest eigenvalues of the original matrix with eigenvalues of the reduced 64 64 matrix. The three curves correspond to using wavelets with di erent number of vanishing moments. In our second example we use as a(x) the diagonal matrix with uniformly distributed pseudo-random numbers in 1; 3]. In this case we do not expect the block T to approximate well the eigenvalues of S 0 . However, the reduced operator and the modi ed reduction procedure still give us a reasonable approximation for the eigenvalues. Figure 5 and Figure 6 compare performance of the three techniques. In Figure 7 and Figure 8 the reduction is performed over 4 scales. Clearly, the modi ed reduction yields better results than the ordinary reduction. We note that the number of vanishing moments of the wavelets does not appear to have a strong e ect in this case. Relative error using wavelets with 4 vanishing moments Relative error using wavelets with 8 vanishing moments Relative error using wavelets with 12 vanishing moments Figure 8 : Relative error of eigenvalues of the operator from Figure 5 reduced via the modi ed reduction procedure over four scales, using wavelets with four, eight, and twelve vanishing moments.
Conclusions and generalizations
In this paper we discuss only the reduction problem and defer the discussion of the connections between the classical and multiresolution approaches to homogenization of elliptic PDE's to a future paper. The multiresolution strategy for homogenization introduced in 3] and developed for systems of linear ordinary di erential equations is extendable as an e ective approach to homogenization of linear partial di erential equations and we plan to develop it in detail.
Although we present results for one dimension, the generalization of the reduction procedure to multiple dimensions is fairly straightforward since our considerations do not use any special properties of the one-dimensional problem. We would like to point out that an e ective implementation of the reduction procedure in domains with complicated boundaries does require nding practical constructions of wavelet bases in such domains.
Clearly, it is the reduction procedure that determines the practical applicability of the multiresolution approach (sparsity, fast algorithms, preservation of form) and the homogenization part serves more as an interpretation tool (although we do not want to diminish its importance). The connection established in this paper between the reduction of elliptic operators and approximate preservation of their spectra is of fundamental importance. Our results indicate that it might be possible to develop fast algorithms to nd improved small eigenvalues and, perhaps, all eigenvalues of an elliptic problem and we plan to work in this direction.
Our results e ectively include an algorithm for nding small eigenvalues in O(N) operations, where N is the number of degrees of freedom in the discretization of an elliptic problem on the ne scale.
We note that the class of operators on which the reduction procedure can be performed and for which sparsity is preserved is wider than the classes of operators described in this paper but we leave this dicussion for the future as well.
Eigenvalue problems for operators of the type (1.1), where max a(x)= mina(x) is large, require special treatment since its eigenvectors have large derivatives in the neighborhood where the above ratio is large. Since such operators represent interesting physical phenomena in elasticity, it presents an interesting problem for the future.
Finally, the remarks in Section 3.5 appear to open a number of opportunities for reduction and homogenization of hyperbolic and parabolic problems. These problems present a separate subject matter with many practical applications.
