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ABSTRACT: Individual or organizational sensitive data 
and information need to be prevented from unauthorized 
access. Several reports of middle man attacks and intrusion 
in form of hacking have been reported over the years when 
data are sent over wired or wireless media. One of the 
ways to prevent these is to either secure the medium 
through which information is being sent or to put measures 
in place to secure the actual information being sent. 
Though implementing both options could be expensive, 
however, implementing any of the option could still be 
effective. This could be achieved by making the data being 
sent meaningless to a third party but meaningful to the 
intending recipient. Cryptography is a proven way to 
achieve this. It entails using certain mathematical 
techniques to make a data unreadable and meaningless to 
any other person except the actual recipient who has the 
key needed to decrypt the encrypted data. Rijndael 
algorithm; which is the Advanced Encryption Standard 
(AES) for implementing cryptography is presented in this 
paper. It is a symmetric approach to implementing 
cryptography as it uses the same key for encryption and 
decryption. A detailed analysis of its implementation using 
its various 128, 192 and 256 bits key lengths is presented 
in this paper. The encryption and decryption process is 
made more secured by sending the encrypted text to the 
recipients email while the decryption key is sent to the 
recipient’s phone number. This is done to prevent instances 
where the recipients email is hacked. 
KEYWORDS: Advanced Encryption Standard, 
Cryptography, Encryption, Decryption, Rijndael 
algorithm. 
 
1. INTRODUCTION   
 
An increase in the use of internet for data and 
information communication has increased the 
security concerns of its users. Measures are expected 
to be put in place to ensure the continuous 
confidentiality, guarantee integrity and availability of 
sensitive information such as credit card numbers, 
patient medical records, bank transactions, students’ 
academic results e.t.c. being transferred over wired or 
wireless internet medium or being stored. A total 
security approach will entail securing the data being 
transferred or stored and securing the medium though 
which they are being transferred or stored. Though, 
implementing both approaches will always come with 
a cost, any attempt at fully implementing any of the 
two can still guarantee the safety of data being 
transferred. Cryptography; which attempts to make 
data being transferred meaningless to a third party but 
meaningful to the intending benefactors is a leading 
approach at securing data. This can be achieved in 
many ways using several algorithms. One of these 
algorithms is Advanced Encryption Standard (AES) 
algorithm aptly called Rijndael algorithm.  
AES uses a uniquely generated key to encrypt as well 
as decrypt data; therefore, it is called a symmetric 
data encryption approach. In AES encryption, the 
data to be encrypted and the encryption key to be 
used are of different lengths; this could be 128, 192 
or 256 bits ([KR16]). Furthermore, AES employs an 
iterative encryption process in encrypting a data; this 
varies depending on the data length being used. The 
number of iterations called could be 10, 12 and 14 for 
bits 128, 192 and 256 bits respectively. Also, every 
AES algorithm implementation carries out byte 
transformations in four steps which are: substituting 
the byte using a substitution table (S-box), using 
different offsets to shift rows of the state array, 
manipulating the data within each column of the state 
array and adding a round key to the state array 
([PDP12]).  
Due to the complexities involved in implementing 
AES in 192 and 256 bits, most literature had focused 
on the implementation of AES algorithm using 128 
bits. However, this works reports the implementation 
of AES data encryption algorithm using 128, 192 and 
256 bits. 
 
2. LITERATURE REVIEW 
 
Several implementations of AES algorithms have 
been reported in literature. To start with, a 
comprehensive comparative analysis of top five 
cryptographic algorithms such as Data Encryption 
Standard (DES), Triple DES, AES, Blowfish and 
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Rivest, Shamir and Adelman (RSA) was carried out 
by ([P+16]). 25KB, 50KB, 1MB, 2MB, 3MB file 
sizes were used to measure encryption time, 
decryption time, memory used, avalanche effect and 
entropy of the cryptographic algorithms considered. 
Results obtained revealed that RSA requires the 
highest encryption time while blowfish requires the 
least encryption time across all the file sizes 
considered. However, AES achieved a minimal 
difference in encryption time compared to other 
algorithms. Furthermore, all the decryption time of all 
the algorithms increases with time while that of AES 
seems to be uniform across the entire file sizes. 
Blowfish algorithm requires the least memory while 
RSA consumes the highest memory. However, AES 
and DES require minimum memory size. This 
evaluation revealed the strength and weaknesses of 
the encryption algorithms. This further justifies the 
reason for the wide implementation and acceptance of 
AES algorithm. Similarly, a comparative analysis of 
five different 128 bit key length AES 
implementations was reported by ([FA17]). How 
cipher key expansion was carried out and how cipher 
module was executed was varied in these 
implementations. Result obtained revealed that when 
AES encryption designs are carried out using 
parallelism, higher frequency which ultimately results 
in improved throughput is achieved. With a view to 
study the encryption and decryption speed of AES 
algorithm, Smekal, Frolka & Hajny ([SFH16]) 
implemented AES algorithm in VHSIC Hardware 
Description Language (VHDL) and was tested on 
Field Programmable Gate Array (FPGA) network 
card. When  987MB, 4934MB and 9868MB file sizes 
were used, encryption time were 5094Mbit/secs, 
5173Mbit/secs and 5028Mbits/secs respectively. This 
showed that file size has an insignificant effect on 
AES encryption and decryption speed when tested on 
FPGA. 
An attempt to improve the performance of AES 
algorithm was reported by Abdulazeez & Tahir, 
([AT13]). The SubByte and ShiftRow 
transformations were merged during the encryption 
process while inverse SubByte and inverse ShiftRow 
were also merged for the decryption process. VHDL 
was used for the coding and FPGA was used for the 
simulation. For the encryption and decryption 
process, chip resources used were 9% at operating 
clock frequencies of 382.988MHz and 382.988MHz 
respectively. This showed that minimal hardware 
resources were used.  
When AES algorithm is implemented on Central 
Processing Unit (CPU), it is conjectured that vast 
amount of time is still consumed especially when 
large data size is involved. However, Graphics 
Processing Unit (GPU) is known to possess a massive 
parallel processing power when compared to CPU. 
Therefore, AES algorithm was implemented on GPU 
by Awadallah, Abdelrahman & Fouad ([AAF17]). Its 
performance was evaluated on Pascal, Kepler and 
Maxwell GPU architectures with eight different 
parallel schemes. Result obtained showed that full 
optimization was achieved with higher input block 
sizes as the throughput of the proposed method 
increases as the block size increases. Also, with 
Maxwell and Pascal GPUs, 128 and 256 thread block 
size produces the best performance while 512 thread 
block size achieved the best throughput for Kepler 
GPU.  
In contrary to the widely accepted key size with 
corresponding key length, Kumar & Rana ([KR16]) 
introduced 32obits key size and conducted 16 
iterations for the encryption and decryption process. 
However, results obtained revealed that when 15, 42, 
90, 157, 303, 412Kb file sizes were experimented 
with; more time was consumed across all the file 
sizes when compared to the actual AES algorithm. 
Result obtained also showed that as the file sizes 
increase, execution time also increases.  
256 AES key length was implemented by Nti, Gymfi 
& Nyarko ([NGN17]). The implementation was 
evaluated by using wireshark hacking tool to 
intercept and retrieve the encrypted messages sent 
over an unsecured network. The tool successfully 
obtained the sent encrypted file but scrambled letters 
which were not meaningful were displayed.   
Literature reviewed so far have implemented 128bits 
AES key lengths with the expected 10 iterations, 
however, literature that have implemented 192 and 
256 key lengths are hard to come by. As a result of 
this, this research focuses on the implementation of 
128, 192 and 256 AES key lengths for textual data 
encryption and decryption.  
 
3. RESEARCH METHODOLOGY  
 
The implementation of 128, 192, 256 AES key length 
is discussed in this session. As required, 10, 12 and 
14 rounds were carried out for the 128, 192, 256 AES 
key lengths respectively.  The AES encryption entails 
the following:  
a) Determining the set of round keys from the cipher 
key: Round Keys are generated from the Cipher key 
using AES key schedule. It entails turning the key 
bits into round keys that can be used by the cipher. 
AES block and key length determines the number of 
round Keys to be generated. 128, 192 and 256 bits 
Key length requires 11, 13 and 15 round keys 
respectively. 
b) Generate a new state array by computing an XOR 
operation between the plaintext (starting state array) 
and the initial round key. 
c) Performing “N” rounds of state manipulation: This 
is the major encryption task where states are 
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manipulated. This consists of four (4) different 
transformations which are SubByte, ShiftRow, Mix 
Column and AddRoundKey.  
d) Copying the final state array out as the encrypted 
text. 
 
3.1.  AES State Transformations 
 
The following AES state transformations will be 
carried out:  
 
a)Sub Bytes  
This is a non-linear substitution process where each 
byte in the state is replaced with another as specified 
in the substitution box called s-box. This entails 
computing the multiplicative inverse of the byte using 
Galois field inverse operation (2
8
) and then applying 
a fixed affine transformation on the data. 
 
b)Shift Row 
This entails computing n-1 left shift operation on the 
byte alternatingly, where n is the number of row. 
Row 0 of the byte remain untouched while the first, 
second and third rows of the byte will be shifted once 
to the left. With this arrangement, the column of the 
output byte will contain bytes from each columns of 
the input state.  
 
c)Mix Columns 
This is a column by column linear transformation of 
the input byte. Each column of the byte is considered 
to be a four-term polynomial over the Galois field 
and is then multiplied by a fixed polynomial c(x) 
which is given as 3x
3
 + x
2
 + x + 2. Such that: 
 
 
  
 
where  is the block size. 
The polynomial is multiplied by a fixed polynomial 
and the result is taken in modulo x
4
 + 1. The fixed 
polynomial is represented as; c(x), where the c(x) is 
given as 3x
3
+1x
2
+1x+2.  
 
d)Add Round Key 
For the add round key transformation, bitwise XOR 
operation is performed between the present state data 
and the round key. The key selector block is used to 
choose the round key using the value of the expanded 
key and the current round.  
 
 
 
 
3.2. The Proposed System Model 
 
The AES encryption and decryption were carried put 
using the following Algorithm: 
   
3.2.1. AES Encryption Process 
 
Given: 
Plain text: I Like This Book    
Cipher key: Garba Abdulqudus 
The encryption process will entail the following:  
a) Generating the round keys 
Step 1: converting the plain text to Hex (128bit): 49,  
20, 4C, 69, 6B, 65, 20, 54, 68, 69, 73, 20, 46,     
6F, 6F, 6B. 
Step 2: converting the cipher text to Hex (128bits):  
           47, 61, 72, 62, 61, 20, 41, 62, 64, 75, 6C, 71,   
           75, 64, 75, 73. 
Step 3: Generating the round key by breaking down  
           the cipher text into words produces:  
           W0 = 47, 61, 72, 62       W2 = 64, 75, 6C, 71       
           W1 = 61, 20, 41, 62         W3 = 75, 64, 75, 73 
           Then left shift row operation is performed on    
           W3 to produce a temporary word G (W3): 64,                       
           75, 73, 75 
Step 4: Performing byte substitution of G (W3) using  
           S-box produces 43, 9D, 8F, 9D 
Step 5: Add round constant (Rcon1) to G(W3) for the  
           first round i.e. 01, 00, 00, 00. This produces   
           new word NG (W3) : 42, 9D, 8F, 9D.  
Step 6: compute XOR of NG (W3) and W0 to produce  
           new byte W4 i.e.  42, 9D, 8F, 9D ⊕ 47, 61,  
           72, 62. This produces 05, FC, FD, FF  
Step 6: compute XOR of W4 and W1 to produce new  
            byte W5 i.e. 05, FC, FD, FF ⊕ 61, 20, 41, 62.  
           This produces 64, DC, BC, 9D  
Step 7: compute XOR of W5 and W1 to produce new  
            byte W6 i.e. 64, DC, BC, 9D ⊕ 64, 75, 6C,    
            71. This produces 00, A9, D0, EC. 
Step 8: compute XOR of W6 and W1 to produce new  
             byte W7 i.e. 00, A9, D0, EC ⊕ 75, 64, 75, 73.  
            This produces 75, CD, A5, 9F. 
Step 9: merge bytes W4, W5, W6, and W7 together to  
            produce the round key (RKey1) for first    
            iteration. 
RKey1 = 05, FC, FD, FF, 64, DC, BC, 9D, 00, A9, 
D0, EC, 75, CD, A5, 9F.  
This could be converted to a matrix form, such that 
Rkey1 becomes: 
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Repeating steps 3 to 9 for the 10 rounds required by 
128bits key length produces the following round 
keys:  
Rkey2: BA, FA, 26, 62, DE, 26, 9A, FF, DE, 8F, 4A, 
13, AB, 42, EF, 8C 
Rkey3: 92, 25, 42, 00, 4C, 03, D8, FF, 92, 8C, 92, 
EC, 39, CE, 7D, 60 
Rkey4: 11, DA, 92, 12, 5D, D9, 4A, ED, CF, 55, D8, 
01, F6, 9B, A5, 61 
RKey5: 15, DC, 7D, 50, 48, 05, 37, BD, 87, 50, EF, 
BC, 71, CB, 4A, DD 
RKey6: 2A, OA, BC, F3, 62, OF, 8B, 4E, E5, 5F, 64, 
F2, 94, 94, 2E, 2F 
RKey7: 48, 3B, A9, D1, 2A, 34, 80, 9F, CF, 6B, E4, 
6D, 5B, FF, CA, 42 
RKey8: DE, 4F, 85, E8, F4, 7B, 05, 77, 3B, 10, E1, 
1A, 60, EF, 2B, 58 
RKey9: 1A, BE, EF, 38, EE, C5, EA, 4F, D5, D5, 
0B, 55, B5, 3A, 20, 0D 
RKey10: AC, 09, 38, CD, 42, CC, D2, 82, 97, 19, 
D9, D7, 22, 23, F9, DA 
b) Compute a new state array by performing XOR 
operation between the initial cipher key in step 2 and 
the plain text in step 1.   
 
⊕ = 
 
 
Using the new state array, state manipulations in 10 
rounds will be computed as required for AES 128key 
lengths. This will also involve sub byte, shift row, 
mix column, and add round key process.                  
ROUND 1 
Step 1: using the sub byte of the new state array, 
substitute its entries with corresponding entries in the 
AES S-box. This produces: 
 
 
 
Step 2: Perform 0, 1, 2, 3 bytes left shift row 
operation on the sub byte in step1. This produces: 
  
 
 
Step 3: perform a mix column matrix by multiplying 
state array in step 2 by a fixed matrix 
 
                
 
specified in the AES encryption process. This 
produces a new state matrix: 
 
 
 
Step 4: perform add round key operation by XORing 
the round key for iteration 1 i.e. RKey1 with the new 
state matrix produced in step 3. i.e.  
 
⊕
 
 
this produces a new state matrix: 
 
  
 
Step 5: repeat steps 1-4 to generate the new state 
matrix for the remaining 9 iterations. 
The matrices generated are: 
Round 2: EB, B9, A0, 13, 65, 43, FA, E7, C8, 3A,  
               F9, 4B, DF, 57, F3, DF. 
Round 3: 72, D6, CF, 6A, 3D, 3F, 88, 5F, C0, 7D,    
               5D, 47, 90, 3C, 2D, 39. 
Round 4: 40, B7, 09, CF, D3, 6A, 3F, A7, C3, 68,  
               CC, 30, 73, FB, 5B, 58 
Round 5: 88, CE, BD, 9D, F8, 28, B3, 64, 97, 3F, 28,           
               78, E5, 96, 8E, 83. 
Round 6: FB,75,68,C2,38,F1,6F,5D,7C,21,4D,1D,  
               6A,4B,6B,C8. 
Round 7: 58,9B,F9,4B,62,76,EB,5E,28,85,19,33,EF,  
               9B, E9,22. 
Round 8: 05, A1, CB, 87, B4, 75, CA, 66, AE, E4,  
               00, 7B, D3, FB, 77, 42. 
Round 9: 3F, 7D, AB, 3A, B6, 89, C6, 71, EB, 3D,    
               8B, 14, 7A, 85, 7F, A3. 
Round 10:D9,AE,05,C7,0C,EB,00,02,7E,8E,BB, 
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                74,F8,DC,66,20. 
Results obtained at round 10 is the required cipher 
text for the plain text “I Like This Book”. 
For the 192 and 256bits, the following algorithm as 
used in 128 bits was implemented:  
i. Convert the plain text to Hex (192 bits or 256 bits    
     depending on the key length) 
ii. Convert the cipher text to Hex (192 bits or 256  
     bits depending on the key length) 
iii. Generate round keys by breaking down the  
     converted cipher text into words  
iv. Perform left shift row operation on the rightmost  
     word generated in (iii) so that rows 1,2,3,4 are    
     shifted by 0,1,2,3 bytes respectively. 
v. Performing byte substitution of the word  
     generated in (iv) using S-box 
vi. Add the round constant of the current iteration n to  
     the word generated in (v) to produce a new word 
vii. Compute XOR of the new word in (vi) with the   
      remaining word bytes in (iii) 
viii. Repeat steps (vi) to (vii) till the last word in (iii)  
      has be XORed  
ix. Merge the words generated in (viii) together to  
      produce the round key (RKey1) for the first    
      iteration. 
x. Compute a new state array by performing XOR  
     operation between the initial cipher key in (ii) and   
     the plain text in (i).   
xi. Using the sub byte of the new state array in (x),  
     substitute its entries with corresponding entries in  
     the AE   S S-box. 
xii. Compute a left shift of the rows in the modified  
      states produced in (xi) cyclically so that rows  
     1,2,3,4 are shifted by 0,1,2,3 bytes respectively. 
xiii. Perform a mix column matrix by multiplying  
  shifted array by a fixed matrix  
 
 
 
xiv. Perform add round key operation by XORing the  
       round key iteration n with the new state matrix     
       produced in the previous iteration n-1 
xv. Steps (xiii) to (xiv) are repeated 9, 11 more times  
      As required for 192 and 256 key lengths  
      respectively. 
xvi. The result of the last iteration is the cipher text of  
      the input plain text 
 
3.2.2. AES Decryption Process 
 
The decryption process is a reverse of the encryption 
process discussed above. The encrypted messages 
when decrypted are expected to produce the same 
text as the ones encrypted. The decryption algorithm 
for each bit key length uses the same round number, 
round key and performs all the round transformations 
similar to the encryption algorithm but in opposite 
way using inverse function of each transformation 
(InvSubByte, InvShiftRows, InvMixColumn) by 
reversing all the steps taken in the encryption.  XOR 
Round key doesn’t take an inverse function here 
because XORing twice gives the original value. 
InvSubByte works the same way as SubBytes but 
uses a different table that returns the original value. 
InvShiftRows involves rotating left instead of right 
and the InvMixColumn uses a different constant 
matrix to multiply the columns. 
The steps involved in the decryption algorithm are as 
follows: 
i. Examine the cipher text and divide it into a group 
of 4 bytes. 
ii. Process each of the bytes of the cipher text in n 
rounds where n can be 10, 12, 14 depending on 
the selected bit key length 
iii. The cipher text is XORed with the initial round 
key “n” to produce a new state  
iv. Perform left row shift on the new state generated 
in (iii) where rows 1,2,3,4 are shifted by 0,1,2,3 
bytes respectively.  
v. Substitute each single byte in the state matrix 
produced in (iv) by the inverse value of the S-
box. 
vi. XOR the result in step (v) with the current round 
key to generate a new state.  
vii. Perform an inverse mix column matrix 
multiplication on the new state produced in (vi)  
viii. Substitute each single byte in the state produced 
in (vii) with corresponding inverse value in the S-
box. 
ix. Steps iii to vii are repeated 7, 9, 11 more times 
depending the key selected using the output of 
the preceding round. 
x. A final round which involves XORing the round 
key 0 with the last output in (ix). 
xi. The output in (x) is the original plain text that 
was encrypted. 
 
4. RESULTS AND DISCUSSION 
 
The AES 128, 192 and 256 encryption and decryption 
algorithms discussed in section 3 were implemented 
using Java programming language on Netbeans 
Integrated Development Environment (IDE) 7.0. The 
Netbeans IDE was run on a windows 8.0 operating 
system with 2.0GHz processor and 2GB RAM.  
As illustrated in Figure 1, users are expected to enter 
a plain text to be encrypted inside the text box then 
provide receiver’s email address and phone number. 
The preferred encryption key length is expected to be 
selected after which the generate new key button is 
expected to be clicked to generate an encryption key 
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that will be sent to the receiver’s phone number while 
the encrypted message will be sent to the receiver’s 
email address. 
 
 
Figure 1: Encryption Interface 
 
Figure 2 shows the encrypted message that will be 
sent to the receiver’s email address while the 
encrpted key will be sent to the receiver’s phone 
number.  
 
 
Figure 2: Encryption Interface Showing the Encrypted 
Message 
 
For the decryption process, the receiver is expected to 
paste the encrypted message received through the 
email inside the decryption textbox while the 
decryption key is expected to be provided as shown 
in Figure 3 in order to decrypt the encrypted message 
as shown in Figure 4.  
 
 
Figure 3: Decryption Interface 
 
 
Figure 4: Decryption Interface Showing the Decrypted 
Message 
 
With this, middle man atack has been prevented and 
the message has been secured. Should an intruder 
gain access to the reciever’s email account, the 
encryption key which doubles as the decryption key  
that was sent to the reciever’s phone will be needed 
to decrypt the encrypted message. The only way 
through which this process could be undermined is 
when an intruder gain access to both the receiver’s 
email and phone. Depending on the interest of the 
sender, any of the AES key lengths  can be used to 
encrypt the message i.e. the message can be 
encrypted using 128, 192, 256 AES key lengths.  
  
5. CONCLUSION AND FUTURE WORK 
 
AES encryption process using 128, 192 and 256 key 
lengths has been implemented. Results obtained have 
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demonstrated that AES encryption technique could be 
used to effectively make a textual information 
meaningless to intruders while it will be meaningful 
to the target receiver. In the future, a comparative 
analysis to measure the performance of these key 
lengths using the text length, encryption and 
decryption time, as well as memory consumption will 
be carried out. Also, the work will be extended to 
image encryption while the effect of the file size on 
the key lengths will also be studied.    
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