In this paper, we establish structural properties for the class of complement reducible graphs or cographs, which enable us to describe efficient parallel algorithms for recognizing cographs and for constructing the cotree of a graph if it is a cograph; if the input graph is not a cograph, both algorithms return an induced P 4 . For a graph on n vertices and m edges, both our cograph recognition and cotree construction algorithms run in O(log 2 n) time and require O((n+m)/ log n) processors on the EREW PRAM model of computation. Our algorithms are motivated by the work of Dahlhaus (Discrete Appl. Math. 57 (1995) 29-44) and take advantage of the optimal O(log n)-time computation of the coconnected components of a general graph (Theory Comput. Systems 37 (2004) 527-546) and of an optimal O(log n)-time parallel algorithm for computing the connected components of a cograph, which we present. Our results improve upon the previously known linear-processor parallel algorithms for the problems (Discrete Appl. Math. 57 (1995) 29-44; J. Algorithms 15 (1993) 284-313): we achieve a better time-processor product using a weaker model of computation and we provide a certificate (an induced P 4 ) whenever our algorithms decide that the input graphs are not cographs.
Introduction
The complement reducible graphs, also known as cographs, are defined as the class of graphs formed from a single vertex under the closure of the operations of union and complementation. More precisely, the class of cographs is defined recursively as follows: 
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(i) a single-vertex graph is a cograph, (ii) the disjoint union of cographs is a cograph and (iii) the complement of a cograph is a cograph.
Cographs have arisen in many disparate areas of applied mathematics and computer science and have been independently rediscovered by various researchers under various names such as D * -graphs [16] , P 4 restricted graphs [8, 9] , 2-parity graphs and Hereditary Dacey graphs or HD-graphs [24] . Cographs are perfect and in fact form a proper subclass of permutation graphs and distance hereditary graphs; they contain the class of quasi-threshold graphs and, thus, the class of threshold graphs [5, 11] . Furthermore, cographs are precisely the graphs which contain no induced subgraph isomorphic to a P 4 (chordless path on four vertices).
Cographs were introduced in the early 1970s by Lerchs [18] who studied their structural and algorithmic properties. Along with other properties, Lerchs has shown that the class of cographs coincides with the class of P 4 restricted graphs, and that the cographs admit a unique tree representation, up to isomorphism, called a cotree. The cotree of a cograph G is a rooted tree such that:
(i) each internal node, except possibly for the root, has at least two children; (ii) the internal nodes are labelled by either 0 (0-nodes) or 1 (1-nodes); the children of a 1-node (0-node resp.) are 0-nodes (1-nodes, resp.), i.e., 1-and 0-nodes alternate along every path from the root to any node of the cotree; (iii) the leaves of the cotree are in a 1-to-1 correspondence with the vertices of G, and two vertices v i , v j are adjacent in G if and only if the least common ancestor of the leaves corresponding to v i and v j is a 1-node.
Lerchs' definition required that the root of a cotree be a 1-node; if, however, we relax this condition and allow the root to be a 0-node as well, then we obtain cotrees whose internal nodes all have at least two children, and whose root is a 1-node if and only if the corresponding cograph is connected. There are several recognition algorithms for the class of cographs. Sequentially, lineartime algorithms for recognizing cographs were given in [9, 6] . In a parallel setting, cographs can be efficiently (but not optimally) recognized in polylogarithmic time using a polynomial number of processors. Adhar and Peng [1] described a parallel algorithm for this problem which, on a graph on n vertices and m edges, runs in O(log 2 n) time and uses O(nm) processors on the CRCW PRAM model of computation. Another recognition algorithm was developed by Kirkpatrick and Przytycka [17] , which requires O(log 2 n) time with O(n 3 /log 2 n) processors on the CREW PRAM model. Lin and Olariu [19] proposed an algorithm for the recognition and cotree construction problem which requires O(log n) time and O((n 2 + nm)/ log n) processors on the EREW PRAM model. Recently, Dahlhaus [10] proposed a nearly optimal parallel algorithm for the same problem which runs in O(log 2 n) time with O(n + m) processors on the CREW PRAM model. Another cograph recognition and cotree construction algorithm was presented by He [12] ; it requires O(log 2 n) time and O(n + m) processors on the CRCW PRAM model.
Since the cographs are perfect, many interesting optimization problems in graph theory, which are NP-complete in general graphs, have polynomial sequential solutions and are the only type of P 4 s with not all its vertices in the same co-componentĈ i or in the same component C j ; note that any P 4 with all its vertices in N [v] has all its vertices in the same co-component of G[N (v) ], and any P 4 with all its vertices in V (G) − N [v] has all its vertices in the same component of G[V (G) − N [v] ]. Definition 2.2. Let G be a graph, v a vertex of G, and (v;Ĉ 1 ,Ĉ 2 , . . . ,Ĉ ; C 1 , C 2 , . . . , C k ) the component-partition of G with respect to v. We say that this component-partition is good if and only if G contains no P 4 with vertices in both N [v] and V (G) − N [v] .
Clearly, if the component-partition (v;Ĉ 1 ,Ĉ 2 , . . . ,Ĉ ; C 1 , C 2 , . . . , C k ) of a graph G with respect to a vertex v is good and if the graph G contains a P 4 as an induced subgraph, then this P 4 entirely belongs either to one of the co-componentsĈ i (1 i ) of the subgraph G[N (v) ] or to one of the components C j (1 j k) of the subgraph G[V (G) − N [v] ]; recall that no P 4 with its vertices in N (v) has vertices belonging to two or more co-components of G[N (v) ], and no P 4 with its vertices in V (G)−N [v] has vertices belonging to two or more components of G[V (G) − N [v] ].
In Lemma 2.1 we establish necessary and sufficient conditions for a component-partition to be good.
Lemma 2.1. Let G be a graph, v a vertex of G, and (v;Ĉ
1 ,Ĉ 2 , . . . ,Ĉ ; C 1 , C 2 ,
. . . , C k ) the component-partition of G with respect to v. Then, the component-partition of G with respect to v is good if and only if the following two conditions hold:
(i) every co-componentĈ i either sees or misses every component C j , and (ii) if, for each co-componentĈ i , 1 i , we define the setÎ i = {j |Ĉ i sees C j }, then the co-components of G[N (v) ] have the following monotonicity property: |Î i | |Î j | implies thatÎ i ⊆Î j .
Proof. (⇒)
We assume that the component-partition of G with respect to v is good, i.e., the graph G does not contain a P 4 with vertices in both N [v] and V (G) − N [v] ; we will show that conditions (i) and (ii) hold. If condition (i) did not hold, then there would be a vertex x of someĈ i which would be adjacent to a vertex y in some C j but non-adjacent to a vertex z of C j ; then, the path vxyz would be a P 4 with vertices in both N [v] and V (G) − N [v] , a contradiction. Therefore, condition (i) must hold.
Suppose now that condition (ii) does not hold; then, there would exist co-componentsĈ i andĈ j such that |Î i | |Î j | andÎ i Î j . Then, there exists t ∈Î i −Î j , which implies thatĈ i sees C t whereasĈ j misses C t . Additionally, since |Î i | |Î j | and t ∈Î i −Î j , there exists t ∈Î j −Î i , which in turn implies thatĈ j sees C t whereasĈ i misses C t . But then, any four vertices a, b, c, d, such that a ∈ C t , b ∈Ĉ i , c ∈Ĉ j , and d ∈ C t , induce a P 4 abcd in G; a contradiction.
(⇐) We assume that the conditions (i) and (ii) hold; we will show that the graph G does not contain a P 4 with vertices in both N [v] and V (G) − N [v] . Suppose for contradiction ( ) - that G contained such a P 4 . We distinguish the following cases:
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(a) v participates in the P 4 : Since v is adjacent to all the vertices in N (v) , such a P 4 can either be of the form vxyw with x ∈ N(v) and y, w ∈ V (G) − N [v] (see Fig. 1(a) ), or of the form zvxy with x, z ∈ N (v) and Fig. 1(b) ). In the former case, y, w belong to the same connected component of G[V (G) − N [v] ] and x sees exactly one of them, while, in the latter, x, z belong to the same co-component of G[N (v) ] and y sees exactly one of them; in either case, condition (i) does not hold, which leads to a contradiction. (b) v does not participate in the P 4 : Then, the P 4 contains vertices from V (G) − {v} and at least one edge, say, xy, with x ∈ N(v) and y ∈ V (G) − N [v] . The edge xy cannot extend to a P 3 xyz of the P 4 : if it did, then z ∈ N (v) , for otherwise y, z would belong to the same connected component of G[V (G) − N [v] ] and x would see exactly one of them, in contradiction to condition (i); since x, z ∈ N(v), the P 4 would be (without loss of generality) xyzw which violates condition (i) no matter whether w ∈ N(v) (then, x, w belong to the same co-component and
(then, x, z belong to the same co-component and w ∈ N(z) − N(x)). Hence, if a vertex of the P 4 which belongs to V (G) − N [v] is adjacent in the P 4 to a vertex in N (v) , it cannot be a midpoint of the P 4 . This implies that no vertex in V (G) − N [v] is a midpoint of the P 4 ; thus, the only possible cases are:
• the P 4 is abxy where a, b ∈ N(v): Then, the path avxy is a P 4 , which as in case (a) contradicts the fact that condition (i) holds.
• the P 4 is wzxy where z ∈ N (v) and w ∈ V (G) − N [v] : Since condition (i) holds, it must be the case that the vertices x, z belong to different co-components of G[N (v) ] and the vertices y, w belong to different components of G[V (G) − N [v] ] (see Fig.  1 (c)). Let x ∈Ĉ i , z ∈Ĉ p , where i = p, and suppose without loss of generality that |Î i | < |Î p |. Then, condition (ii) implies thatÎ i ⊆Î p . Moreover, if y ∈ C j , from condition (i) we have that j ∈Î i . SinceÎ i ⊆Î p , we get that j ∈Î p , which contradicts the fact that the vertices y and z are not adjacent (see P 4 wzxy).
In all cases, we reached a contradiction; therefore, the graph G cannot contain a P 4 with vertices in both N [v] and V (G) − N [v] , that is, the component-partition of G with respect to v is good.
From the proof of Lemma 2.1, we see that if G contains any P 4 with vertices in both N [v] and V (G) − N [v] which is of a general form other than those shown in Fig. 1 , then G contains a P 4 of the form of Fig. 1(a) or Fig. 1(b) . Thus, condition (ii) of Lemma 2.1 guarantees that no P 4 of the form of Fig. 1(c) exists, while condition (i) guarantees that no other P 4 exists with vertices in both N [v] and V (G) − N [v] . In fact, condition (ii) can be phrased in another equivalent way, as given in the following corollary. (⇒) Suppose that condition (ii) of Lemma 2.1 holds; we will show that condition (ii) of Corollary 2.1 holds. For any component C i such that I i = ∅, it suffices to show that if h ∈ I i then ∀j > h, C i seesĈ j . Consider any such j ; since h < j, it holds that |Î h | |Î j |, which according to condition (ii) of Lemma 2.1 yields thatÎ h ⊆Î j . Since h ∈ I i , we have that C i seesĈ h , or equivalently thatĈ h sees C i ; that is, i ∈Î h . SinceÎ h ⊆Î j , then i ∈Î j , i.e., C i seesĈ j .
(⇐) Suppose that condition (ii) of Corollary 2.1 holds; we will show that condition (ii) of Lemma 2.1 holds. Let us consider two co-componentsĈ p andĈ q , and suppose without loss of generality that |Î p | |Î q |. We need to show thatÎ p ⊆Î q . Let t ∈Î p ; this is equivalent to the fact that the component C t seesĈ p . But then, p ∈ I t and in fact q ∈ I t , since the inequality |Î p | |Î q | implies that p < q in the ordering of the co-components of G[N (v) ] by non-decreasing |Î i |. Therefore, t ∈Î q . Since this holds for any t ∈Î p , we have that I p ⊆Î q , as desired.
Consider the partition of the set of co-components {Ĉ 1 ,Ĉ 2 , . . . ,Ĉ } of the subgraph G[N (v) ] into a collection of sets where any two co-componentsĈ i ,Ĉ j belong to the same set if and only ifÎ i =Î j , i.e.,Ĉ i andĈ j see the same components of the subgraph G[V (G) − N [v] ]. Let us denote these partition setsŜ 1 In light of the above observations and due to condition (ii) of Corollary 2.1, in a good component-partition of a graph G with respect to v, we can partition the set of connected components
. . , S as follows:
The definition of the setsŜ j , j = 1, 2, . . . , , implies that S i = ∅ for all i = 2, 3, . . . , . However, S 0 and S 1 may be empty. In particular, S 0 is empty if and only if the graph G is connected; in fact, S 0 contains the connected components of G except for the component to which v belongs. Fig. 2 illustrates the partitions of the set of co-components and of the set of components described above and their adjacencies in a good component-partition of the graph G with respect to vertex v; the dotted ovals indicate the partition sets, and the circles inside the ovals indicate the components or co-components belonging to the partition set. In terms of the partitions into setsŜ 1 ,Ŝ 2 , . . . ,Ŝ and S 0 , S 1 , . . . , S , the cotree of a cograph G has a very special structure, which is described in the following lemma (clearly, the component-partition of a cograph with respect to any of its vertices is good so that the Fig. 3(a) ; (ii) if S 1 = ∅, the cotree of G has the general form depicted in Fig. 3(b) .
In either case, the dashed part appears in the tree if and only if
The circular nodes labelled with a 0 or a 1 in Fig. 3 are 0-and 1-nodes, respectively, whereas the shaded node is a leaf node; the triangles denote the cotrees of the corresponding connected components or co-components. Lemma 2.2 gives us a way of constructing the cotree of an input cograph G: we compute the partitionsŜ 1 , . . . ,Ŝ and S 0 , S 1 , . . . , S ; we recursively construct the cotrees of the elements of each of the above partition sets; we link these cotrees as indicated in Fig. 3 . By carefully selecting the vertex v, we can guarantee that the cotree construction takes O(log 2 n) time, where n is the number of vertices of G.
The good selection of the vertex v based on which we compute the co-components of the subgraph G[N (v) ] and the components of the subgraph G[V (G) − N [v] ] is crucial both for the cograph recognition and the cotree construction. We will follow the selection principle used by Dahlhaus [10] , although we will be more concrete in our choices. If the number of vertices of the graph G is n, we define the sets L, M, and H of the low-, middle-, and ( ) -
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high-degree vertices of G, respectively, as follows:
Clearly, the sets L, M, and H partition the vertex set V (G) of G. Then, we can show the following results:
Proof. The definition of the set M implies that Proof. Let v be an arbitrary vertex of F , and suppose for contradiction that the componentpartition of F with respect to v is good, that is, F contains no P 4 with vertices in both N [v] and V (F ) − N [v] . Then, from Corollary 2.1, conditions (i) and (ii) hold. Assuming that the ordering of the co-componentsĈ 1 (v) . If we solve for q, we get: q deg(x) + deg (v) . Since all the vertices of F belong to L, their degrees are less than 1 4 n, and thus we have that q < 2 4 n; a contradiction. Lemma 2.3 can be used to prove Lemma 6 of [10] in a different way. More importantly, however, for a subgraph F as described in Lemma 2.3 which has at least n 2 vertices, it gives us the location of a P 4 ; this proves very useful in our certificate producing step. Moreover, thanks to Lemma 2.3, we establish in Lemma 2.4 an extension of a result given in [10] ; Lemma 2.4 has a simpler proof than the proof in [10] and also gives us a way of locating a P 4 whenever the graph G is not a cograph. Proof. Observe that every vertex x ∈ H − C i is adjacent to at least one vertex of C i ; if not, then the degree of x would be at most equal to n − |C i | < 1 4 n, which contradicts the definition of the set H . But then, from Lemma 2.1 condition (i), such a vertex x sees the entire C i ; this follows from the fact that x belongs to a co-component of G[N (v) ], since x is adjacent to a vertex in C i and it does not belong to C i . If C i contains no high-degree vertex, it would be a connected subgraph of G whose vertices all belong to L and then, according to Lemma 2.3, G[C i ] is not a cograph and more specifically the component-partition of G [C i ] with respect to any of its vertices is not good.
Suppose now that C i contains at least one high-degree vertex. We show that C i contains no low-degree vertices. Suppose that there existed such a vertex z. Since C i is connected and contains a high-degree vertex, there would exist a path from z to that high-degree vertex in G[C i ]; since M = ∅, such a path would contain an edge connecting a low-degree vertex, say, w, to a high-degree vertex. Then, w is adjacent to at least one high-degree vertex in C i and to all the high-degree vertices in H − C i because every vertex in H − C i sees the entire 
Proof. The definition ofĈ i s (1 i ) implies that every vertex ofĈ i sees every vertex ofĈ j , for every j = i. Thus, there exist at least
edges connecting vertices in different co-components of G[N (v) ]. Since G contains a total of m edges and there are at least edges connecting v to its neighbors, we conclude that m In this section, we present a parallel algorithm which takes as input a graph and computes its connected components or detects that the graph contains a P 4 as an induced subgraph; in Section 3.1, we also show how to augment the algorithm to return a P 4 whenever it detects such a subgraph in the input graph.
Let G be an undirected graph on n vertices and m edges, and suppose without loss of generality that V (G)={1, 2, . . . , n}. We define the function f :
The function f is well defined since, for any vertex v, N [v] = ∅; additionally, the following properties hold:
Property P1 follows trivially from the definition of f (v) ; Property P2 is easily established by induction on k. Property P3 is a consequence of Property P2, whereas Property P4 follows from Property P1 and the fact that in such a case v < u < w. 
. , V k the partition of V (G) such that any two vertices x, y belong to the same partition set if and only if f (f (x)) = f (f (y)). Then, the following statements hold:
(i) All the vertices in each V i belong to the same connected component. 
Algorithm Components-or-P 4
Input: an undirected graph G. Output: either a message that G contains a P 4 as an induced subgraph or an array comp[]. [v] then mark the edge uv {G contains a P 4 with wing uv} if there exists a marked edge of G then print that G contains a P 4 as an induced subgraph; return.
The correctness of the algorithm is a direct consequence of Lemma 3.1.
Time and processor complexity:
Next, we analyze the time and processor complexity of the algorithm; for details on the PRAM techniques mentioned below, see [3, 13, 23] . We assume that the input graph G is given in adjacency-list representation, i.e., for each vertex v, we have a linked list List (v) of the neighbors of v in G.
Step 1: Clearly, the assignment operation performed in Step 1 can be executed in O(log n) time using O(n/ log n) processors on the EREW PRAM model.
Step 2: In order to compute the new value of A [v] for each vertex v ∈ V (G) avoiding concurrent read operations, we use for each vertex v an auxiliary array A v [] of size equal to the degree deg (v) of v in G. We also use another auxiliary array W [] of size n × n; it must ( ) -
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be noted that, although W [] has n 2 entries, only O(m) of these will be processed. Then, the computation of A [v] is carried out as follows: 
Clearly, by taking advantage of the "twin" entries W [v, u] and W [u, v] in Step 2.3, we ensure that A [v] is correctly updated. In Step 2.1, the ranks of the elements of List (v) and their maximum can be optimally computed in O(log deg (v) ) time using O(deg (v) / log deg (v) ) processors, or in O(log n) time using O(deg(v)/ log n) processors, on the EREW PRAM model. Steps 2.2, 2.3, and 2.4 can also be executed without concurrent read or write operations in O(log n) time with O(deg(v)/ log n) processors. Thus, the computation of the values A [v] for all vertices v ∈ V (G) can be done in O(log n) time with O((n + m)/ log n) processors on the EREW PRAM model. Since the rest of Step 2, i.e., the updating of the array B[], is executed in the very same way, the entire step takes O(log n) time with O((n + m)/ log n) processors on the EREW PRAM model.
Step 3: Here, we mark all the edges uv of G such that B[u] = B [v] . • For each vertex v ∈ V (G) do in parallel 3.1. copy the value B [v] (as computed in
Step 2) to each of the deg (v) 
. Using parallel techniques similar to those used in Step 2, it is easy to see that the entire step for all vertices v ∈ V (G) can be executed in O(log n) time with O((n + m)/ log n) processors on the EREW PRAM model.
Step 4: The assignment operations performed in this step are executed in O(log n) time with O(n/ log n) processors on the EREW PRAM model.
Taking into consideration Lemma 3.1 and the time and processor complexity of each step of the algorithm, we obtain the following result. It must be noted that the goal of Algorithm Components-or-P4 is not to detect whether the input graph contains a P 4 . So, in some cases, it terminates without reporting that the graph contains a P 4 even if this is so; in any such case, however, it correctly reports the connected components of the given graph.
Finally, it is worth mentioning that the main idea employed by theAlgorithm Componentsor-P4 can be used to yield an optimal parallel computation of the connected components of any graph with constant diameter. For any graph with diameter at most some constant d, it suffices to replace the body of the for-loop in Step 
First, it is important to observe that if the Algorithm Components-or-P4 has terminated and reported that it has computed the connected components of G, then every pair of adjacent vertices of G have the same value of B[]. Additionally, in order to ensure that each vertex will be collected exactly once, during the computation of B [v] in Step 2 of the algorithm, we keep track of the vertex that has contributed the minimum in the computation of B [v] , and we break ties in favor of the lowest-index vertex; let us denote this vertex by p (v) . Then, the definition of the quantity p() implies that the following hold:
• If the quantity p(v) is interpreted as the "parent" of vertex v, then, the pairs (v, p(v) ) form a tree in parent-pointer representation.
As in the description of the Algorithm Components-or-P4, we assume that the input graph G is given in adjacency-list representation, and that List (v) For 1 i k, the resulting packed array associated with vertex v i contains each of the vertices in C i − {v i } exactly once; adding an entry for v i yields the entire set of vertices of the connected component C i . It is easy to see that the above computation can be carried out using standard and simple parallel techniques in O(log n) time with O((n + m)/ log n) processors on the EREW PRAM model.
Having computed the vertices of each connected component C 1 , C 2 , . . . , C k of the graph G, we can also compute the adjacency-list representation of each induced subgraph
within the same time and processor bounds using the same model of computation.
Finding a P 4
The algorithm Components-or-P4 can be easily augmented so that it finds and prints a P 4 of the input graph G whenever it decides that G contains a P 4 . To do that, we replace
Step 3 of the algorithm by 3.
For each edge uv [v] then mark the edge uv with the vertex-pair (u, v) ; [v] then mark the edge uv with the vertex-pair (v, u) ; if there exists an edge which is marked with a pair and let (x, y) be this pair then call Subroutine Find-P 4(G, (x, y)); return;
where Subroutine Find-P4 (G, (x, y) ) finds and prints a P 4 xypq of G; its description is given below. The correctness of the augmented Step 3 follows from Lemma 3.1, statement (ii), and from the correctness of the subroutine Find-P4. From a complexity point of view, the augmented Step 3 is nearly identical to the original Step 3; since a call of the subroutine Find-P4 on a graph on n vertices and m edges takes O(log n) time using O((n + m)/ log n) processors on the EREW PRAM, the augmented algorithm Components-or-P4 has the same time and processor complexity.
The subroutine Find-P4 works very similarly to the algorithm Components-or-P4; it involves the following steps.
Subroutine Find-P 4
Input: a graph G and a pair of vertices (x, y) such that G contains a P 4 of the form xypq. Output: a P 4 of G with wing xy. [v] then mark the edge uv with the vertex-pair (u, v) {P 4 xyvu} else if B[u] < B [v] then mark the edge uv with the vertex-pair (v, u) {P 4 xyuv} if there exists an edge which is marked with a pair and let (a, b) be this pair then print the P 4 xyba.
Compute the subgraph H of G by deleting the edges xz for all
Given a graph G and a pair of vertices (x, y) such that G contains a P 4 xypq, the subroutine Find-P4 removes all the edges incident on x in G except for the edge xy (Step 1), and works on the resulting subgraph H . Because of this, if a vertex w of G, other than x and y, ends up with B[w] = 0 at the end of Step 3, then w is adjacent to y and non-adjacent to x in G; moreover, if a vertex w ends up with B[w ] = 0, then B[w ] = 1 and w is adjacent neither to x nor to y. Thus, since G contains a P 4 of the form xypq, a P 4 is guaranteed to be found. Then, the correctness of the subroutine Find-P4 follows from Lemma 3.1, statement (ii).
It is important to note that it is necessary for the subroutine Find-P4 to work on the subgraph H which results from the input graph G after the removal of the edges incident on x except for xy: if the sought P 4 participates in a chordless cycle on 5 vertices or is the top of a "house" (a simple cycle on 5 vertices with exactly one chord), then applying Steps 2-4 of subroutine Find-P4 on the entire graph G would not produce any P 4 .
Steps 2-4 are very similar to Steps 1-3 of the augmented algorithm Components-or-P4 and can all be executed in O(log n) time using O((n + m)/ log n) processors on the EREW PRAM, where n and m are the numbers of vertices and edges of the input graph G.
Step 1 can be executed by computing the subgraph of G induced by the vertices in V (G) − {x} and then by adding x and making it adjacent only to y; the former can be easily done in O(log n) time using O((n + m)/ log n) processors on the EREW PRAM by removing from the adjacency-list representation of G the adjacency list of x and any records storing x; the latter can be done in constant sequential time. Therefore, we obtain the following result.
Theorem 3.2. Subroutine Find-P 4 runs in O(log n) time using O((n + m)/ log n) processors on the EREW PRAM model.

Checking whether a component-partition is good
In this section we present a parallel algorithm which takes as input a graph G and a vertex v ∈ V (G) and checks whether the component-partition of G with respect to v is good (see Definition 2.2); if so, the algorithm returns an appropriate message, otherwise it returns a P 4 using Subroutine Find-P4. The input graph G is assumed to be given in adjacency-list representation. We also assume that for each edge uv of G, the two records in the adjacency lists of u and v are linked together; this helps us re-index the vertices in subgraphs of the given graph fast. We give next the detailed description of the algorithm.
Algorithm Good-Partition-or-P4 Input: a graph G and a vertex v ∈ V (G).
Output: a message that the component-partition of G with respect to v is good, or an induced P 4 with vertices in both N [v] and V (G) − N [v] .
1. Compute the following induced subgraphs G 1 and G 2 of the graph G:
Compute the co-componentsĈ 1 ,Ĉ 2 , . . .Ĉ of the graph G 1 .
Use Algorithm
Components-or-P 4 on the graph G 2 in order either to compute its connected components C 1 , C 2 , . . . , C k or to detect and return a P 4 using Subroutine Find-P 4 ; if a P 4 is returned then stop and return this P 4 . 4. For each co-componentĈ i , 1 i , of G 1 do in parallel check if there exist two non-adjacent vertices x, y ∈Ĉ i such that ∃z ∈ V (G) − N [v] which is adjacent to y and is not adjacent to x; if there exists such a vertex x then mark vertex x {G contains the P 4 xvyz} if there exists a marked vertex x then call Subroutine Find-P 4 on the graph G and the vertex-pair (x, v) ; stop and return the P 4 that Subroutine Find-P4 returned. 5. For each connected component C i , 1 i k, of G 2 do in parallel check if there exist two adjacent vertices x, y ∈ C i such that ∃z ∈ N (v) which is adjacent to y and is not adjacent to x; if there exist such vertices x, y then mark the vertex-pair (x, y) {G contains the P 4 xyzv} if there exists a marked vertex-pair (x, y) then call Subroutine F ind-P 4 on the graph G and the vertex-pair (x, y); stop and return the P 4 that Subroutine Find-P4 returned. 6. Sort the co-componentsĈ 1 ,Ĉ 2 , . . . ,Ĉ of the graph G 1 in non-decreasing number of the connected components of the graph G 2 that each co-component sees; letŜ = (Ĉ (1) ,Ĉ (2) , . . . ,Ĉ ( ) ) be the sorted list. 
ARTICLE IN PRESS
Time and processor complexity: The analysis of Algorithm Good-Partition-or-P4 is done on the PRAM model of computation; for details on the PRAM techniques mentioned below, see [3, 13, 23] . Let n and m be the number of vertices and edges of the input graph G; recall that the graph G is assumed to be given in adjacency-list representation where additionally for each edge uv of G, the two records in the adjacency lists of u and v are linked together.
Step 1 , it is not difficult to see that the resulting lists for all the vertices w ∈ N(v) form an adjacency-list representation of the induced subgraph G 1 (on n 1 vertices and m 1 edges). Using standard and simple parallel techniques, such as interval broadcasting and array packing, it is easy to see that the linked list representation of G 1 can be computed in O(log n 1 ) time with O((n 1 + m 1 )/ log n 1 ) processors or in O(log n) time using O((n 1 + m 1 )/ log n) = O((n + m)/ log n) processors, on the EREW PRAM model. The computation of the linked list representation of the induced subgraph G 2 is done in a fashion similar to that previously described and in the same time and processor complexity.
Step 2: The computation of the co-components of the graph G 1 can be optimally done in O(log n 1 ) time using O((n 1 + m 1 )/ log n 1 ) processors, or in O(log n) time using O((n 1 + m 1 )/ log n) = O((n + m)/ log n) processors, on the EREW PRAM model [7] .
Step 3: Here, we use Algorithm Components-or-P4 that we have presented in Section 3, and either compute the connected components C 1 , C 2 , . . . , C k of the graph G 2 or detect that the graph G 2 contains a P 4 as an induced subgraph. Thus, if the number of vertices of G 2 is n 2 and its number of edges is m 2 , the step is executed in O(log n 2 ) time using O((n 2 + m 2 )/ log n 2 ) processors or in O/(log n) time using O((n 2 + m 2 )/ log n) = O((n + m)/ log n) processors on the EREW PRAM model.
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Step 4: In this step, we check whether for each pairĈ i , C j , the co-componentĈ i either sees or misses the connected component C j , where 1 i and 1 j k. To do that, we first construct a subgraph G * of the graph G as follows:
we will use the graph G * in the execution of Step 5 as well. An adjacency-list representation of G * can easily be constructed from the graph G in O(logn) time with O((n + m)/ log n) processors on the EREW PRAM model (see Step 1) . By taking advantage of the graph G * , for each co-componentĈ i , we will check whether there exist two vertices x, y ∈Ĉ i which are non-adjacent in G such that ∃z ∈ V (G) − N [v] which is adjacent to y and is not adjacent to x in G * . To do that for a co-componentĈ i , 1 i , we work in two phases: first, we check whether there exist two vertices x, y ∈Ĉ i which are not adjacent in G and have different number of neighbors in G * ; next, if all the vertices of the cocomponentĈ i have the same number of neighbors in G * , then we check whether there exist two vertices x, y ∈Ĉ i which are not adjacent in G and have no identical neighborhoods in G * . It is important to note that if there exists any such pair of vertices x, y, then G contains a P 4 of the form xvyz if deg
, or of the form yvxz otherwise, where
Each of the phases involves three substeps which are executed separately on each of the co-components of G 1 and three substeps which are executed on all the co-components together; note that any two vertices from different co-components are adjacent in G. In detail, Step 4 is as follows:
• For each co-componentĈ i , 1 i , do in parallel 4.1. compute a linked list LC i containing the vertices inĈ i ; 4.2. for each vertex x ∈ LC i , compute the degree deg * (x) of x in G * ; 4.3. find a vertex u with minimum degree in G * and, then, partition the vertices of the co-componentĈ i into two vertex sets S i,1 and S i,2 as follows: In case Step 4.6 finds no marked vertices, then we proceed to the second phase where we check whether all the vertices of each co-componentĈ i , 1 i , have identical neighborhoods in G * . Letv 1 ,v 2 , . . . ,v andn 1 ,n 2 , . . . ,n be the representatives and the number of vertices, respectively, of the co-componentsĈ 1 For the correctness of the computation, observe that if the condition "deg G (x) < degG(x)+ |S 2 |" in Step 4.4 is true, then x is not adjacent to a vertex in S 2 . Then, for the sets S i,1 and S i,2 computed in Step 4.3, this is equivalent to the existence of a vertex y such that xy / ∈ E(G) and deg
for the sets S i,1 and S i,2 computed in Step 4.9, this is equivalent to the existence of a vertex y such that
. In either case, there exists a vertex z ∈ V (G) − N [v] such that yz ∈ E(G) and xz / ∈ E(G); this implies that the graph G contains the P 4 xvyz as reported by the algorithm thanks to Subroutine Find-P4.
We next compute the time and processor complexity of Step 4 of Algorithm GoodPartition-or-P4 by analyzing Steps 4.1-4.8.
Having computed the vertices of each co-componentĈ i , 1 i , we can easily construct the linked list LC i (Step 4.1) in O(log n) time with O((n + m)/ log n) processors on the EREW PRAM model.
The computation of the degree deg * (x) of a vertex x of the graph G * can be done by applying list ranking on the adjacency list of x in G * and by taking the maximum rank; this can be done in O(log n) time using O(deg * (x)/ log n) processors on the EREW PRAM. Since the graph G * has n − 1 vertices and O(m) edges, the computation for all the vertices takes O(log n) time and O((n + m)/ log n) processors on the same model of computation. Additionally, finding a vertex ofĈ i of minimum degree in G * can be easily done optimally. For the construction of the sets S i,1 and S i,2 , we use two auxiliary arrays of sizen i each, in which we first set the entries of the vertices of each set equal to the respective vertex and then use array packing to collect these vertices together. Thus, all the operations in Steps 4.2 and 4.3 can be executed in O(log n) time with O((n + m)/ log n) processors on the EREW PRAM model.
Forming the sets S 1 and S 2 is done in a fashion similar to forming the sets S i,1 and S i,2 , hence, in O(log n) time and O(n/ log n) processors on the EREW PRAM model. The computation of the adjacency-list representation of the induced subgraphG can be computed using standard and simple parallel techniques, such as list ranking, interval broadcasting, and array packing [3, 13, 23] Since the number of marked vertices x is less that n, the selection of a marked vertex in Step 4.6 can be done in O(log n) time with O(n/ log n) processors on the EREW PRAM model.Additionally, from Theorem 3.2, Subroutine Find-P4 has the same time and processor complexity on the EREW PRAM model.
If the algorithm does not return in Step 4.6, then, for every vertex From the above time-processor analysis, we conclude that we can check whether all the vertices of each co-component have identical neighborhoods in G * in O(log n) time with O((n + m)/ log n) processors on the EREW PRAM model. If not, then in the same time and processor complexity we find an induced P 4 by means of Subroutine Find-P4.
Step 5: Processing the vertices of the connected components C i , 1 i k, is done in a similar fashion using the graph G * : we look for an edge xy of G, where x, y ∈ C i such that either deg
and the vertices x, y have no identical neighborhoods in G * . Such an edge xy is a wing of a P 4 xyav in G, where a ∈ N (v) . Based on the time and processor complexity of Steps 4.1-4.9, we can show that the execution of
Step 5 takes O(log n) time and requires O((n + m)/ log n) processors on the EREW PRAM model as well.
Step 6: Here, we sort the co-componentsĈ 1 ,Ĉ 2 , . . . ,Ĉ in non-decreasing number of the connected components C 1 , C 2 , . . . , C k that each co-component sees. Let (a 1 , a 2 , . . . , a ) be the list such that a i is the number of the connected components thatĈ i sees; then, a i is equal to the degree of the representativev i ofĈ i in the subgraph of the graph G * induced by the representatives of the co-componentsĈ i , 1 i
, and the components C j , 1 j k. Thus, the a i s can be computed in O(log n) time with O((n + m)/ log n) processors on the EREW PRAM model. Since the number of co-components is O(
sorting the a i s can be executed in O(log n) time with O((n + m)/ log n) processors on the EREW PRAM model; note that log = O(log m) = O(log n), and that if
Step 7: For simplicity, we assume that (Ĉ 1 ,Ĉ 2 , . . . ,Ĉ ) is the sorted list of the cocomponents of the graph G 1 , i.e., (i) = i for i = 1, 2, . . . , (see Step 6 in the description of the algorithm). In a way similar to the one we used in order to compute the list (a 1 , a 2 , . . . , a ) in the previous step, we compute the list (b 1 , b 2 , . . . , b k ) where b j , 1 j k, is the number of co-components of the graph G 1 that the connected component C j sees. Then, we implement Step 7 as follows:
• For each connected component C j , 1 j k, do in parallel 7.1. find the co-componentĈ i with the minimum index that the representative v j of C j sees; 7.2. if b j = − i + 1 then select a vertex x from C j and a vertex y fromĈ i ; call Subroutine Find-P 4 on the graph G and the vertex-pair (x, y); stop and return the P 4 that Subroutine Find-P4 returned.
The correctness of the computation follows from Corollary 2.1, condition (ii): note that if b j = − i + 1, then there exists a co-componentĈ p where p > i such that C j does not seê C p . Since p > i, we have that |Î p | |Î i |, and since j ∈Î i −Î p , there exists q ∈Î p −Î i ; thus, G contains a P 4 of the form shown in Fig. 1(c) , which proves the correctness of the computation. The computation of the list (b 1 , b 2 , . . . , b k ) takes O(log n) time using O((n + m)/ log n) processors on the EREW PRAM model. Moreover, it is easy to see that the representative of the minimum-index co-component that each component C j sees, can also be computed within the same time and processor bounds. Thus, Step 7 is executed in O(log n) time with O((n + m)/ log n) processors on the EREW PRAM model.
Step 8: In this step, the algorithm returns in O(1) sequential time the message that the component-partition of the input graph G with respect to v ∈ V (G) is good, i.e., G contains no P 4 with vertices in both N [v] and V (G) − N [v] .
Taking into consideration the time and processor complexity of each step of the algorithm Good-Partition-or-P4, we obtain the following result. Theorem 4.1. Algorithm Good-Partition-or-P 4 runs in O(log n) time using O((n+m)/ log n) processors on the EREW PRAM model.
The recognition algorithm
In this section, we present a parallel algorithm for recognizing whether a given graph G is a cograph, and if it is not, a P 4 of G is returned. As in Section 4, the input graph G is assumed to be given in adjacency-list representation where additionally for each edge uv of G, the two records in the adjacency lists of u and v are linked together.
Algorithm Recognize-Cograph
Input: an undirected graph G on n vertices and m edges. Output: either a message that G is a cograph or a P 4 of G. with a P 4 then return such a P 4 ; else return that G is a cograph.
It is important to note that the following lemma holds. 
Time and processor complexity:
We use a step-by-step analysis for computing the time and processor complexities of each step of Algorithm Recognize-Cograph on the PRAM model of computation (see [3, 13, 23] ).
Step 1: The computation of the degree deg (v) 
Constructing the cotree or finding a P 4
Given a graph, we give below a parallel algorithm which constructs its cotree if the input graph is a cograph, or otherwise prints an induced P 4 . The algorithm first calls Algorithm Recognize-Cograph on the input graph to determine whether it is a cograph and to provide a P 4 if it is not. If the graph is a cograph, then the algorithm constructs its cotree by taking advantage of Lemma 2.2 which gives the structure of the cotree of a cograph in terms of the graph's component-partition with respect to any of its vertices. In particular, the algorithm selects an appropriate vertex v of the input graph G, recursively computes the cotrees of the subgraphs induced by the co-components of the subgraph G[N (v) ] and the connected components of the subgraph G[V (G) − N [v] ], and then uses Lemma 2.2 to link these cotrees in order to form the cotree of G. As in the case of the cograph recognition algorithm, we assume that the input graph is given in adjacency-list representation where additionally for each edge uv of G, the two records in the adjacency lists of u and v are linked together.
Algorithm Cotree-or-P 4 Input: an undirected graph. Output: the root-node of the cotree of the input graph if it is a cograph, or an induced P 4 otherwise. The correctness of Steps 2 and 5 follows as in the case of the cograph recognition algorithm in Section 5, and from the fact that any two co-components of a graph see each other. The correctness of the rest of the algorithm directly follows from Lemma 2.2: note that, for i = 1, 2, . . . , , the tree nodet i corresponds to the 1-node that is the parent of the roots of the cotrees of the co-components in the setŜ i , and the tree node t i corresponds to the 0-node that is the parent of the roots of the cotrees of the components in S i (see 
Time and processor complexity:
Since the execution of Algorithm Recognize-Cograph on a graph on n vertices and m edges takes O(log 2 n) time using O((n+m)/ log n) processors on the EREW PRAM (Theorem 5.1), it suffices to compute the time and processor complexities of each step of Subroutine Construct-Cotree.
Steps 1-5: All the operations performed in these steps are also performed in Steps 1-3, 5, and 6 of Algorithm Recognize-Cograph. Thus, it is easy to see that, if we ignore the time taken by the recursive calls, the execution of Steps 1-5 of Subroutine ConstructCotree takes O(log n) time and requires O((n + m)/ log n) processors on the EREW PRAM model.
Step 6: The subgraphG coincides with the subgraph of the graph G * (see the analysis of Step 4 of Algorithm Good-Partition-or-P4) induced by the vertex set {v 1 ,v 2 , . . . ,  v , v 1 , v 2 , . . . , v k }, and can be constructed from G * in a way similar to the one used to obtain the subgraphs , can be computed in O(log n) time with O((n + m)/ log n) processors on the EREW PRAM.
Step 7 Step 8: This step involves the construction of O( ) nodes and O(n) pointer assignments. Since = O( √ m), it is easy to see that the execution of the step takes O(log n) time and requires O((n + m)/ log n) processors on the EREW PRAM model.
Step 9: The only operations performed in Steps 9(a) and (c) are the construction of at most one tree node and O(n) pointer assignments (the degrees of the vertices v i have been computed in Step 6). Thus, both substeps can be executed in O(log n) time with O(n/ log n) processors on the EREW PRAM model.
Let us now analyze the time-processor complexity of Step 9(b). Here, k = O(n) pointer assignments are performed on the root-nodes r i , where r i is the root-node of the cotree of the graph G[C i ], 1 i k. In particular, the node r i gets attached as a child of the tree node t p i , where p i is such that v i is adjacent to the co-component representativev p i in the graphG, and it is not adjacent to anyv j with j < p i . By using an auxiliary array It is easy to see that the above Steps 9.1-9.3 can be completed in O(log n) time using O((n + m)/ log n) processors on the EREW PRAM model. Thus, the entire Step 9 is completed within the same time and processor bounds.
If we take into consideration the time and processor complexity of each step of Subroutine Construct-Cotree and the recursive calls, and work in a fashion similar to the one used in the analysis of Algorithm Recognize-Cograph, we obtain the following result. 
Concluding remarks
In this paper, we have presented parallel algorithms for recognizing cographs and for constructing the cotree of a graph if it is a cograph; if the input graph is not a cograph, the algorithms return an induced P 4 . When applied on a graph on n vertices and m edges, both algorithms run in O(log 2 n) time using O((n + m)/ log n) processors on the EREW PRAM model of computation. Thus, our results improve upon the previously known linearprocessor parallel algorithms for the same problems [10, 12] . Instrumental in our work is an optimal parallel algorithm which computes the connected components of a graph or detects that it contains a P 4 ; this algorithm is interesting in its own right as it provides an optimal parallel connectivity algorithm for cographs and can be extended to yield an optimal connectivity algorithm for graphs with constant diameter.
An interesting open question is whether the class of cographs can be optimally recognized on the EREW PRAM model of computation, i.e., whether there exists an O(log n)-time cograph recognition algorithm which runs on the EREW PRAM model and requires O((n+ m)/ log n) processors. Moreover, since cographs form a proper subclass of permutation graphs, a direction for further research would be to investigate whether a similar technique applies for the purpose of recognizing the class of permutation graphs within the same time-processor bounds.
More general classes of perfect graphs, such as the classes of P 4 -reducible and P 4 -sparse graphs, also admit unique tree representations up to isomorphism [14, 15] . Recently, Lin and Olariu presented parallel recognition and tree construction algorithms for P 4 -sparse graphs [20] ; for an input graph on n vertices and m edges, both the recognition and the tree construction algorithms run in O(log n) time using O((n 2 + nm)/ log n) processors on the EREW PRAM model of computation. Thus, it would be interesting to see whether the approach and algorithmic techniques used in this paper can help develop efficient parallel recognition and tree construction algorithms for these two classes of graphs.
