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Aim of the Investigation
Science should indicate the best quality. Science should attract the strongest
energies. Let the knowledge of the spirit shine over every workbench.
The Teaching of Living Ethics.
1.1 Motivation of the study
Block copolymers are long chain molecules consisting of chemically different types of
blocks. Block copolymers containing two distinct monomers A and B have various
architectures, which can be controlled during the synthesis, such as linear diblock
(AB), triblock (ABA), pentablock (ABABA), multiblock or segmented copolymers
(AB)n, and star diblocks (AB)nX. Some examples molecular architectures are shown
in Figure 1.1(a). Although the building blocks are simple, block copolymers are very
interesting objects from a chemical point of view. Even with the small variety of
available blocks that industrial chemistry allows, one can, like in a lego-play, tailor
a tremendous variety of polymer molecules by changes in the architecture and/or
composition. Given this explosion of possibilities, theoretical predictions of structural
properties of an ensemble of these molecules become very desirable.
Block copolymers are also fascinating materials from a technological point of view.
They are capable of forming a large variety of nanostructures depending on the chem-
ical composition of blocks and the molecular architecture [1]. Block copolymers self-
assemble into these nanostructures at certain temperatures. In general, a character-
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Figure 1.1: a: Schematic representation of several (A−B)n architectures. Solid and dashed
lines represent A and B blocks, respectively. b: Block copolymer structures on a mesoscopic
scale. Structures with different symmetry groups are denoted as: lamella (L), cylinders (C),
spheres (S), gyroid (G), perforated lamella (PL) and double diamond (D).
istic feature of block-copolymer melts and concentrated block-copolymer solutions is
a fluid-like disorder on the molecular scale (0.1 to 1 nm) combined with crystal-like
order on the mesoscale (10 nm to 100 nm). The orientation of these mesostructures
is often isotropic. On the macroscopic scale, the systems behave as fluids at certain
temperatures. Schematic examples of some of the nanostructures are shown in Fig-
ure 1.1(b). These structures are just a very tiny part of the vast realm of possible
structures in general block copolymer systems. [2]
Thin films of block copolymers have attracted an increasing interest in nanotech-
nology as self-organized templates to pattern magnetic storage media [3,4], photonic
crystals [5–7], quantum dots [8], nanowires [9, 10] and other synthetic nanostruc-
tures [11]. Furthermore, they have been studied as models for biomembranes [12,13].
Block copolymers are an interesting model system for the study of supramolecular
self-assembly in biological systems, resulting in highly regular and complex struc-
tures.
A challenging task for the application of block copolymers in nano-manufactured
devices is the formation of perfect or defect-low arrays of nanostructures for the
simplest AB block copolymer systems confined in a film. The presence of a confining
interface with energetic preference for one of the polymer blocks will have an influence
on the nanostructure, but this influence cannot easily be tuned. One possible way to
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increase the control over the mesostructures is by the application of other external
fields. Examples of fields commonly used in experimental practice are e.g. shear
flow [1,14], electric field [8,9,15–17], temperature gradients [18] and surface patterning.
[19]. A systematic study of the phase behavior of block copolymers in confinement
and under each of these additional external fields is required.
Polymer and block copolymer systems have been studied in a vast amount of
theoretical work for several decades [1]. The emphasis of most studies has been on
the bulk (unconfined) material and equilibrium properties. Much less is known for
the dynamic properties of systems under the influence of external fields; the behavior
of which is often very complex. Theory and numerical modelling can help in gaining
understanding of the fundamental physics behind observed complex phenomena. On
the other hand theory can be validated by appropriate experiments.
Most of the studies presented in the thesis were driven by experiments. We found
that an understanding of the detailed kinetics of phase transitions is essential for the
prediction of pattern formation in structured fluids. In experiments, it is often very
difficult to follow phase transitions in structured fluids in real time and with high
spatial resolution; most of the information relies on static images and indirect experi-
mental evidence from spatially averaging scattering experiments. Moreover, it is more
an more recognized that many experimental systems are rather frozen in structures
determined by the kinetic pathway than equilibrium structures. As a result, the ex-
periments are often not well described by static theoretical calculations, which assign
structures based on free energy minimization. The synergetic approach considered in
this thesis therefore provides a means of improving the study and understanding of
pattern formation processes in nanostructured fluids. In particular, several specific
questions were addressed during the project: what is the actual 3D mesostructure (as
experimental techniques like atomic force microscopy (AFM) only provide images of
the top structures, and cannot penetrate below the surface), why are the observed
mesostructures formed (general mechanisms) and how can one manipulate structures
in an effective way?
In general, the description of pattern formation with computer models is a chal-
lenge because of the multiple time and length scales involved. The work in this thesis
also possess a validation component. The experiments validate our versatile simu-
lation model, which, in turn, gives physical insight into the nature of the process.
Moreover, beyond this validation we have employed our method for a systematic
study of the parameters influencing the pattern formation. We found that the dy-
namic density functional theory (DDFT) theory on which our simulations are based
allows for the in-silico prediction of structure formation in a wide parameter range
with remarkable accuracy.
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1.2 Outline of the present thesis
The aim of the present thesis is to understand the fundamentals of phase behavior
of block copolymers under different external fields. We have considered the influence
of confinement, applied electric field, applied shear field and a change of temperature
for different specific block copolymer systems and compared our simulation results in
detail to experimental findings. In addition, we have considered system with different
applied external fields for more generic systems. In all studies, the DDFT theory was
used by means of the parallel computer simulation package MesoDyn.
In Chapter 2, the phase behavior of cylinder-forming ABA block copolymers in
thin films confined by similar interfaces is modeled and compared with experiments
on polystyrene-block-polybutadiene-block-polystyrene (SBS) triblock copolymers.
In Chapter 3, the effect of dissimilar interfaces on the phase behavior of cylinder
forming block copolymers in thin films is studied. We show that dissimilarity of the
interfaces induces hybrid structures. Our aim is to give a unifying description of phase
behavior of cylinder forming block copolymer films.
In Chapter 4, we report a comparative study of the dynamics and the elemen-
tary processes occurring during phase transitions between parallel cylinders (C||) and
perforated lamellae (PL) in a thin film. A simulation for a confined film is com-
pared with dynamic atomic force microscopy measurements in real space and time
for an experimental thin film of cylinder-forming polystyrene-block-polybutadiene-
block-polystyrene (SBS) triblock copolymer swollen in chloroform vapor. While in
the experiments the phase transition is initiated by a change of film thickness, in the
simulation it is initiated by a change of the surface energetics. The interfacial tension
between the two phases is estimated from an analysis of the Gibbs-Thomson effect
on the C|| and PL transformation kinetics.
In Chapter 5, we mimic the experimental situation of Chapter 4 even more by
simulating the dynamics of pattern formation for a ABA block copolymer thin film
that is unconfined on one side (referred to as a free surface in the remainder) and
is able to form terraces. We compare the obtained sequence of phases as function
of film thickness to experiments on terrace formation for the same polystyrene-block-
polybutadiene-block-polystyrene (SBS) triblock copolymer film of Chapter 4. We find
a qualitative agreement in both the sequence of phases and the dynamics of the
transition.
In Chapter 6, the kinetic pathways of phase transitions in thin films of block
copolymers subjected to an applied electric field are studied for initial structures
ranging from spheres to lamellae. We study the transition kinetics of systems with
different degree of phase separation and concentrate on intermediate states of phase
transitions.
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In Chapter 7, electric field alignment in thin films is studied for a specific diblock
copolymer melt forming cylindrical microdomains. Electric field was applied to ini-
tially ordered state (cylinders parallel to the surface) and the orientation transition
between parallel and perpendicular cylinders with intermediate spherical phase was
observed. The simulation results are compared to experimental images of a thin film
of PS-PMMA asymmetric diblock copolymer film obtained by SAXS and TEM. All
simulation details of the transition are in good agreement with experiment.
In Chapter 8, we study the dynamics of order-to-order transitions in block
copolymers under a temperature quench. In particular, the details of a lamella-to-
perforated lamella transition is considered and compared with the experimental data
on polymer solution (aqueous solution of a poly(ethyleneoxide)-poly(butyleneoxide) -
E18B10) and melt (polystyrene-poly(ethylene-propylene)).
In Chapter 9, the effect of shear on polymer blends and a ternary mixture of
two homopolymers with a block copolymer compatibilizer is studied. We study the
influence of shearing on the structure coarsening at late stages of phase separation.
We concentrate on details of sphere-to-string transition and investigate conditions in
which the systems can be trapped in a metastable multiple sphere morphology. The
effect of molecular architecture as well as architecture of block copolymer compatibi-
lizer is also studied.
In Chapter 10 a new simulation method is presented that allows for the con-
straining of three dimensional structure formation by experimental data on part of
the simulation volume. Using this method it is possible to ’grow’ mesoscopic struc-
tures using experimental data, for instance 2D AFM measurements, or other patterns
of choice.






The phase behavior of cylinder-forming ABA block copolymers in thin
films is modeled in detail using dynamic density functional theory and
compared with recent experiments on polystyrene-block-polybutadiene-
block-polystyrene triblock copolymers. Deviations from the bulk struc-
ture, such as wetting layer, perforated lamella, and lamella, are identified
as surface reconstructions. Their stability regions are determined by an
interplay between surface fields and confinement effects. Our results give
evidence for a general mechanism governing the phase behavior in thin
films of modulated phases.
Parts of this chapter are published as
Knoll A., Horvat A., Lyakhova K.S., Krausch G., Sevink G.J.A., Zvelindovsky A.V.,
Magerle R. “Phase behavior in thin films of cylinder-forming block copolymers”, Phys. Rev.
Lett. 89, 035501 (2002);
Horvat A, Lyakhova K.S., Sevink G.J.A., Zvelindovsky A.V., Magerle R. “Phase behavior
in thin films of cylinder-forming ABA block copolymers: Mesoscale modeling” J. Chem. Phys.
120, 1117 (2004).
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2.1 Introduction
Block copolymers self-assemble into ordered structures with characteristic lengths de-
termined by the molecular size, which is in the 10-100 nm range. [1,20] This property
has attracted much interest in the area of soft condensed matter physics and nan-
otechnology. There is large interest to understand, predict, and control structure
formation in this class of ordered polymeric fluids.
The block copolymer microdomain structure in bulk is determined mainly by the
molecular architecture and the interaction between the different components (blocks).
At the air-polymer interface and the film-substrate interface additional driving forces
for structure formation exist. Typically, one component has a lower interfacial energy
than the other. This causes a preferential attraction of one type of blocks to the
interface (or surface), which can result either in an alignment of the bulk structure at
the interface [21,22] and/or a deviation of the microdomain structure from the bulk.
These deviations in the vicinity of the interface have been shown to be analog to
surface reconstructions of crystal surfaces. [23] The presence of a surface or interface
is known to influence the microdomain structure in the vicinity of the surface, even if
the bulk is not ordered. [24] Generally, the block with the lower surface energy tends
to accumulate at the surface.
In thin films, additional constraints play an important role. Here, the microdomain
structure has to adjust to two interfaces and a certain film thickness, which can be a
noninteger multiple of the microdomain spacing in the bulk. Both constrains together
cause a complex and interesting phase behavior.
Since the seminal work of Anastasiadis et al., [21] the behavior of lamellae forming
block copolymers in thin films has been studied in detail and two major effects have
been identified (for reviews, see Refs. [19, 25, 26]). The preferential attraction of one
type of block to the surface (the surface field) causes the lamellae to align parallel
to interfaces and the film forms islands or holes where the film thickness is a (half)
integer multiple of the lamellae spacing in the bulk. In cases, where the film thickness
is not compatible with the natural bulk domain spacing or when the film/air and the
film/substrate interfaces are not selective, lamellae can orient perpendicular to the
sur/interfaces. [22]
Symmetric diblock copolymer forming lamellae sandwiched between two silicon
substrates was considered by Lambooy [27] and Russell [28]. The microdomain dis-
tance deviated from bulk microdomain period and was a function of film thickness.
Koneripalli et al [29] studied diblock copolymers confined between two hard walls.
In all the cases investigated, the domain thickness adjusted so as to form an in-
tegral number of domains. Ordering in the film was always found to be parallel
to the surface, regardless of the state of frustration created by the confinement.
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The transition in the number of domains appears to be discontinuous (first-order-
like).
The behavior of cylinder forming systems is more complex and less understood.
Here, the natural hexagonal packing of cylinders can not be retained close to the
planar interface, which, regardless of its orientation always breaks the symmetry of
the bulk structure. As a result, besides cylinders oriented parallel and perpendicular
to the surface [3, 30–32], a variety of deviations from the bulk structure have been
observed near surfaces and in thin films, such as a disordered phase, [30] a wetting
layer [33], spherical microdomains [34], a perforated lamellae [34], as well as more
complicated hybrid structures such as cylinders with necks [35], a perforated lamellae
with spheres [36], and an inverted phase [37]. A brief summary of experiments on
thin films of asymmetric diblock copolymer forming cylindrical morphology in bulk
is given in Ref. [38].
Various theories have been used to describe behavior of cylinder forming block
copolymers in thin films. [38–45] With dynamic density functional theory (DDFT), a
dynamic variant of self-consistent field theory, Huinink et al. [41,42] have calculated a
phase diagram for thin films of cylinder forming diblock copolymers. They found, that
non-cylindrical structures are stabilized by the surface field in the vicinity of surfaces
and in thin films. With increasing strength of the surface field a sequence of phase
transitions were predicted: from a wetting layer, to cylinders oriented perpendicular
to the surface, to cylinders oriented parallel to the surface, to a hexagonally perforated
lamella, and to a lamella.
Theoretical and experimental results agree qualitatively only in parts. From the
experimental point of view, only single deviations from the bulk structure are observed
and no phase diagrams have been reported. Therefore it remains unclear, which of
the reported phenomena are specific to the particular block copolymer and/or route
of film preparation and which are general behavior. From the modeling point of view,
no model predicts all experimentally observed phases. In particular, a detailed and
quantitative comparison between modeling and experimental results is missing. The
underlying fundamentals remain unclear.
As measured three-dimensional volume images of a thin film’s microdomain struc-
ture are rather rare [35,36,46,47] and difficult to obtain experimentally, three-dimen-
sional DDFT simulations facilitate us to interpret the experimentally easy observed
surface structures in terms of the volume structure of the films. Furthermore, com-
pared to the experiments [48, 49] and previous simulations on diblock copolymers
[41,42] our simulations cover a much larger parameter space. Only this enabled us to
distinguish between the different physical phenomena governing the phase behavior
in thin films. The phenomena and their interplay can be summarized in the following
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way: (1) The surface field can either orient the bulk structure or it can stabilize de-
viations from bulk structures, such as wetting layer, perforated lamella, and lamella,
which we identified as surface reconstructions. [23] (2) The film thickness is modulat-
ing the stability regions of the different phases via interference of surface fields and
confinement effects.
In this Chapter we give a detailed report of simulation results of collaborative
project combining experiments and simulations. The experimental part is reported
in the Refs. [48, 49]. First, we discuss briefly the phase behavior of an A3B12A3
melt in the bulk. Then we focus on the phase behavior of cylinder forming systems
in thin films. The basic types of surface structures and surface reconstructions are
introduced and the underlying physics is explained. Finally, we compare our results
with the corresponding experiments of Knoll et al. [48,49] and the phase behavior of
other cylinder and lamella forming block copolymers.
2.2 Model
We have modelled the phase behavior in thin film of block copolymers with dynamic
density functional theory (DDFT). [50, 51] For details of simulation procedure see
Chapter 11. As a molecular model an ideal Gaussian chain is used with interaction
parameter between beads εAB , which we express in units of kJ/mol. This parameter
can be related to the conventional Flory-Huggins parameter χN (see Section 2.3.1).
Interfaces are treated as hard walls, with the flux perpendicular to the interface
and the density at the interface kept equal to zero (see Section 11.3). The interaction
between components and interfaces is characterized by corresponding mean field in-
teraction parameters εAM and εBM . As only the difference between the interaction
parameters is relevant for structure formation, [52] we used an effective interface-
polymer interaction parameter εM = εAM − εBM , which characterizes the strength of
the surface field. A positive εAB parameter corresponds to a repulsion between the
components A and B.
The Langevin diffusion equations are solved numerically with homogeneous initial
conditions. As MesoDyn is based on the same type of free energy functional as self-
consistent field theory (SCFT), [53] it is expected to approach on long time scales
the same solutions as SCFT does by searching for the absolute minimum of the free
energy. With MesoDyn, however, structure formation proceeds via local gradients of
chemical potentials that are intrinsic to the system. In this way, long lived transition
states can also be visited in a simulation run. This ambiguity, however, is shared with
the experiments, where the specimen is also quenched after a finite annealing time. [49]
The simulations were done on a cubic grid of dimensions x × y × (H + 1), with
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the interface positioned at z = 0. Due to the periodicity of boundary conditions,
the system is confined between two interfaces separated by H grid points. The tri-
block copolymer is modeled as a melt of A3B12A3 chains, which can be seen as two
connected A3B6 chains-molecules. The architecture of the A3B12A3 chain enters
specifically in the calculation of the density fields from the external potentials and
in the partition function, respectively, the free energy (see Section 11.2). For our
simulations we partly relied on previous results (Refs. [41,42]). Apart from the chain
architecture all simulation parameters are the same as for the A3B6 diblock system
studied in Refs. [41,42], with an exception for the interaction parameter εAB . In ad-
dition, we have varied this interaction parameter in a range were the A3B12A3 system
forms cylinders in the bulk. Doing so we can also study the influence of the molec-
ular architecture on the observed phenomena by comparing our results on A3B12A3
triblock copolymer with the behavior of the corresponding A3B6 diblock copolymer.
At the same time, this study allowed us to determine the value of the interaction
parameter εAB that best matches the experimental situation. Like in Refs. [41, 42],
we followed the temporal evolution in the system until significant changes of the free
energy, the order parameter, and the microdomain structure no longer occurred.
2.3 Results
2.3.1 Bulk structure
As a first step, we parameterized the system studied experimentally by Knoll et
al. [48, 49]. First, we investigated the phase behavior in the bulk and determine the
range of εAB where the system forms cylinders. In Figure 2.1 the phase diagrams
of a melt of ABA triblock copolymers with A-volume fraction fA = 1/3 are shown,
which were calculated with DDFT and SCFT [54]. The Flory-Huggins parameter χ
and εAB are related through χ = ν
−1/2kT [2εAB − εAA − εBB ]. (Eq. 32 in Ref. [51]).
In our case, with ν = 1, εAA = εBB = 0, N = 18, and T = 413 K, χN ≈ εAB × 5.43
kJ/mol.
The phase separation process was simulated with DSCF in a cubic box with
32 × 32 × 32 grid points and periodic boundary conditions. The calculations were
started with a homogeneous melt. During the simulation run we observe similar
processes as reported in Ref. [50]. First the segregation of the A and B blocks into
interconnected domains takes place. The separation process continues with the break-
up of an initially connected network of different domains into well defined structures.
Microdomains with different orientations form simultaneously during the phase sepa-
ration process, which leads to a very defective structure. The last and slowest process
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Figure 2.1: Bulk phase diagrams for ABA triblock copolymer melts with fA = 1/3 as a
function of interaction parameters χN and εAB . Results of M.W. Matsen (Ref. [25]) obtained
with SCFT are compared with our results calculated with DDFT for an A3B12A3 melt in
32 × 32 × 32 large simulation boxes. Phases are labelled as G (gyroid), ’G’ (gyroid-like), C
(cylinders), S (spheres), and ’dis’ (disordered).
is the long-range ordering of the microdomain structure, which proceeds via anneal-
ing of defects. Our calculations were done till 4000 time steps, where the long-range
ordering process is still not completed. Nevertheless, the result is sufficient to char-
acterize the formed microdomain structure. For εAB = 5.75 no phase separation
occurs. The A-density ρA is spatially inhomogeneous with a mean value (averaged
over all grid points) of 0.33 and standard deviation of 0.03. The mean value of 0.33
corresponds to the volume fraction fA of the A component. As the interaction pa-
rameter εAB increases, A-rich domains of spherical shape (S) form in a B-rich matrix,
for 5.8 ≤ εAB ≤ 6.0. In the range 6.1 ≤ εAB ≤ 6.5, well separated cylindrical A
microdomains (C) embedded in the B matrix were observed. For εAB ≥ 6.6, we ob-
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serve an A-rich network of microdomains embedded in a B-rich matrix. Because of
the large amount of 3-fold connections we relate this structure to a defective gyroid
phase. We have also done simulations in smaller simulation boxes, 16 × 16 × 16 in
size, and obtained similar results but with better ordered structures.
Our results are similar to those obtained with SCFT. With increasing interaction
parameter both methods predict transitions from a disordered state to spheres, then
cylinders, and a gyroid phase. We observe the transition from the disordered state
to spheres at a higher value of εAB than predicted by Matsen et al. [54] The dis-
crepancy could be due to the relatively small size of the chain and the nonlocality of
the non-ideal interactions. [51] The phase boundary between the cylinder and gyroid
phase is the same in both simulation results and this region of the phase diagram is
of particular interest of the present study. An obvious difference is the presence of
defects in the microdomain structures simulated with DDFT, which Matsen’s SCFT
does not take into account. If defects cost very little energy a rather high density of
defects might be thermally excited in the system.
For εAB = 6.5 we determined the distance between cylinders in the bulk. For this
purpose we did a simulation in a 64 × 64 large box, analogous to Huinink et al. [41].
Here, due to the periodic boundary conditions, the cylinders orient perpendicular to
the 64 × 64 plane and show up as hexagonally packed dots. The distance between
next-nearest cylinders was determined to be a0 = 6.9 ± 0.5 grid units.
2.3.2 Surface reconstructions
We now turn to the question, what happens when interfaces are added to the system.
On varying the film thickness, H, and the strength of the surface field, εM , we observe
a complex phase behavior. The presence of the interfaces has several effects. One is a
speed-up of the long range order formation. In Figure 2.2 two systems with different
boundary conditions and otherwise identical parameters are compared: an A3B12A3
melt with εAB = 6.5 in the bulk (Figure 2.2(a)) and in a film with H = 54 (Figure
2.2(b)). The surface field was chosen to be εM = 6. In both systems, the simulation
time was 4000 time steps and both show cylinders. In the film, the temporal evolu-
tion of structure formation is similar to that of a bulk system. In addition, however,
the cylinders start to align at the interfaces and the alignment propagates from the
surface into the film. This causes the cylinders in the film to orient parallel to the
surface and to pack in a neat hexagonal array (Figure 2.2(b)). In the bulk, however,
the microdomain structure is still very defective (Figure 2.2(a)). Although the sim-
ulation box of the film system is larger than that of the bulk simulation it shows a
higher degree of long-range order.
The most intriguing effect of the presence of interfaces are deviations from the
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Figure 2.2: Effect of the surface on the long range ordering process. Simulations for a
cylinder forming system with interaction parameter εAB = 6.5 after 4000 time steps. (a)
In the bulk, in a 32 × 32 × 32 large simulation box. (b) In a confined film, where X = Y
= 32 and H = 54, surfaces at z = 0 and 55, and the effective surface-polymer interaction
parameter εM = 6.
Figure 2.3: Effect of the strength of the surface field εM on microdomain structures and
surface reconstructions. Simulation results for an A3B12A3 melt (εAB = 6.5) in a rather
thick film (H = 54) with surfaces at z = 0 and 55 at εM = −4, 3, 7, 12, 30. Isodensity
surfaces (ρA = 0.45) are shown for typical structures. Gray boxes indicate εM values were
simulations have been done.
bulk microdomain structure in the vicinity of the interface. This effect is called
surface reconstruction and it is best seen at large film thicknesses, for instance at
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Figure 2.4: Effect of the strength of the surface field on the distribution of A-density. (a)
The laterally averaged A-density < ρA >x,y as function of the distance z from the surface
(depth profiles) for different surface fields and surface reconstructions: (◦) parallel cylinders,
εM = 5; (4) perforated lamellae, εM = 10; () lamellae, εM = 25. (b) Histograms of the
lateral averaged A-density < ρA >x,y at z = 3, approximately in the middle of the first
A-rich microdomain next to the surface, for the surface fields shown in (a).
H = 54 (Figure 2.3). In such films the interfaces are separated by approximately
9 layers of cylinders and in the vicinity of one interface the influence of the other
one is negligible. In the middle of the film, in most cases the microdomain structure
remains hexagonally ordered cylinders aligned parallel to the film plane. Depending
on the strength of the surface field, considerable rearrangements of microdomains near
the interfaces, i.e., surface reconstructions, occur. For εM < 2, the A-component is
preferentially attracted to the interface and a wetting layer (W) is formed. When εM
increases, cylinders oriented perpendicular to the surface are stabilized for εM ≈ 3.
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As εM is further increased, the A-component is weakly repelled from the interface and
cylinders orient parallel to the surface in the range εM ≈ 4−9. For larger εM , surface
reconstructions with non-cylindrical microdomains are induced: first, at εM ≈ 10, a
transition to a perforated lamellae (PL) occurs in the layer next to the surface which
transforms to a lamellae (L) at εM ≈ 25.
For the surface structures shown in Figure 2.3 we examined the density distribu-
tion of each component. In Figure 2.4(a) the in the (x,y) plane averaged A-density
< ρA >x,y is plotted as function of the distance z. For all three εM values (5, 10, and
30), a modulation is observed, which corresponds to a layered microdomain structure
oriented parallel to the interface. In all three of the displayed cases the B-component
is attracted to the interface. This causes a depletion of the A-component at the in-
terface and an increase of (A in the middle of the first A-microdomain next to the
interface. The effect increases with increasing surface field εM and it is accompanied
with formation of different surface reconstructions. At z = 3, approximately in the
middle of the first A-rich microdomain next to the interface, ρA increases with in-
creasing surface field εM from ρA = 0.55 for cylinders (εM = 5), to ρA = 0.62 for the
perforated lamella (εM = 10), and ρA = 0.70 for the lamella surface reconstruction
(εM = 30). In Figure 2.4(b), the lateral distributions of the A-density at z = 3 are
plotted as histograms for the same values of the surface field as in Figure 2.4(a). Re-
sults for εM = 5 show a broad density spectrum with two peaks, which correspond
to the presence of two microphase separated components: A-rich cylinders and the
B-matrix. For εM = 12, the distribution is still broad and A is the majority compo-
nent in this layer, the isodensity surface is a perforated lamella. For εM = 30, the
density distribution shows one narrow peak, as expected for a lamella. These results
indicate that with increasing surface field the density variations parallel to the inter-
face are suppressed in the vicinity of the interface. In these structures the averaged
mean curvature is gradually decreased in order to adopt to the planar symmetry of
the interface.
2.3.3 One microdomain thick films
We now turn to the effect of the film thickness H. In thinner films two additional
factors influence the microdomain structure in the film: the interference of the two
surface fields (of the bottom and the top interface) and the commensurability of the
natural domain spacing with the film thickness. First, we present the interference
effect of surface fields for H = 6, which corresponds to one layer of cylinders (Figure
2.5). For this thickness we observe similar structures as in thick films (H = 54) in the
vicinity of the interface. For H = 6, however, the strength of surface field needed to
form noncylindrical microdomains is strongly reduced. We observe the lamella phase
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already for εM = 7, compared to εM = 25 for H = 54. Also the perforated lamella
phase appears already at εM = 6 instead of εM = 10 and it has a much smaller
existence range. Perpendicular cylinders, which at H = 6 are very short and almost
spheres, appear in both cases at εM = 3. An additional feature of thin films is the
presence of a disordered phase with no well-defined microdomain structure, however,
with the two components A and B being still slightly segregated. Figure 2.6 shows
depth profiles of the laterally averaged A-density for different structures in thin films
of thickness H = 6. For εM < 1, the A block is preferentially attracted to the surface
and a wetting layer forms at each surface. For 1 ≤ εM ≤ 2 the disordered phase
forms and the A-component is only weakly attracted to the interface. Interfaces with
εM = 3 appears as neutral. For this surface field value very short cylinders oriented
perpendicular to the surface are formed. The fact that the interface appears neutral
at εM = 3 and not at εM = 0 can be explained by an entropic attraction of the
shorter A-block to the interface. [41] For εM > 3 the surface preferentially attracts
the B block and A-rich microdomains form in the middle of the film.
2.3.4 Phase diagrams of surface reconstructions
We have done simulations with εAB = 6.3, 6.5, and 7.1 and have varied the strength
of the surface field, εM , and the film thickness, H. We have also calculated a phase di-
agram where we varied εAB and εM simultaneously while keeping εAB = εM . Figures
2.7 and 2.8 show the phase diagrams of surface reconstructions for εAB = 6.5 and 6.3,
respectively. For both values cylinders are formed in the bulk (see Figure 2.1) as well
as in the middle of the films where influence of surface field is negligible. Both phase
diagrams clearly show that microdomain structures oriented parallel to the surface
are dominant. Cylinders orient perpendicular to the surface for the neutral surfaces
at εM ≈ 3 and at certain thicknesses (H = 9 and 15) which strongly deviate from
an integer multiple of a natural layer thickness. For hexagonally packed cylinders
the natural thickness is c0 =
√
a0/2, where a0 is the distance between next-nearest
cylinders in the bulk. In our case (see Section 2.3.1), a0 = 6.9 ± 0.5 and the natural
thickness of one layer of cylinders is c0 ≈ 6.
Interference of surface fields. The important feature of the thin film phase behav-
ior is the existence of surface reconstructions with non-cylindrical morphologies: the
wetting layer, the perforated lamella, and the lamella. For thick films with H > 3c0
the critical surface field required to induce a surface reconstruction is independent of
the thicknesses. For thinner films, this threshold value decreases: for the perforated
lamella, εM ≈ 10, 8, 7, and 6 at H = 9c0 3c0, 2c0, and c0, respectively. This indicates
that surface fields extend into the bulk with a decay length of about one microdomain
spacing. Furthermore, they are additive and for very thin films the effects of both
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Figure 2.5: Simulation results for a cylinder forming A3B12A3 melt (εAB = 6.5) in thin
films (H = 6) with different strength of the surface field εM . Isodensity profiles (ρA = 0.45)
for typical structures are shown. Gray boxes indicate parameters were simulations have been
done.
surfaces combine. This explains why, in thin films a weaker surface field is sufficient
to form a PL (or L) than in thick films. It also explains the formation of a PL beneath
a wetting layer for εM = 0 at H = 12 and εM = −2 at H = 19.
Confinement effects modulate the stability regions of phase oriented parallel to the
interfaces. An integer multiple of a natural layer thickness is energetically favored.
This causes easier deformable phases to occur at intermediate film thicknesses. For
very small thicknesses (H < c0) and weak surface fields, confinement prevents mi-
crophase separation and stabilizes a disordered phase.
The phase diagram for εAB = 6.3 (Figure 2.8) displays a very similar behavior
as the one for εAB = 6.5 (Figure 2.8). The two main differences between the two
phase diagrams is, that for εAB = 6.3 the stability region of the disordered phase is
larger and that the threshold values for the formation of surface reconstruction are
shifted to larger strengths of the surface field, in particular for the lamella surface
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Figure 2.6: Effect of the strength of the surface field on the depth profiles of the laterally
averaged A-density < ρA >x,y in thin films. Depth profiles are shown for: () a lamella at
εM = 9, (4) a perforated lamella at εM = 7, (◦) cylinders oriented parallel to the surface
at εM = 5, (•) cylinders oriented perpendicular to the surface at εM = 3, (F) a disordered
phase at εM = 2, and () a wetting layer at εM = −2.
reconstruction.
Order of phase transitions. An important feature of our simulations is the coexis-
tence of different phases in one layer. Figure 2.9 shows such a situation where parallel
cylinders and a perforated lamella coexist. This simulation was done till 11000 time
steps and after 5000 time steps no significant changes were observed. The coexistence
of phases corresponds nicely to the experimental observation (see Figures 2.13(b) and
Refs. [48, 49]). The presence of coexistent phase clearly indicates a first order phase
transition. The same is also valid for the PL to L transition. The dashed lines in the
phase diagrams denote continuous transitions between the W and ’dis’, and the ’dis’
and L phase.
2.3.5 Structured wetting layer
A result not displayed in the phase diagrams is the structure of the wetting layer. For
thin films (4 ≤ H ≤ 8), where the entire film consist only of two wetting layers, the
wetting layer has no lateral structure. However, in thicker films and for small values of
the surface field (−1 . εM . 2) the wetting layer has a structure which is complemen-
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Figure 2.7: Phase diagram of surface reconstructions calculated for an A3B12A3 melt with
εAB = 6.5 as function of film thickness H and surface field εM . Boxes indicate were simula-
tions have been done. Boxes with two shades of gray indicate that two phases coexist after
the finite simulation time. Smooth phase boundaries have been drawn to guide the eyes.
The right scale indicates the film thickness in units of the natural layer thickness c0 ≈ 6.
tary to the microdomain structure next to it in the middle of the film (Figure 2.10).
The entire structure shown in Figure 2.10(a) is very similar to hexagonally packed
cylinders. [55] In Figure 2.11, histograms of the lateral density distributions within
the wetting layer are shown for different values of the surface field εM . For εM = 1
and 2, two peaks appear in the histogram which correspond to a lateral microphase
separation, for example, stripes of A and B density. For smaller values εM , the two
peak merge, which reflects the fact that the structure continuously transforms to a
homogeneous wetting layer. Its histogram is similar to that in the middle of a lamella
at εM = 25 (see Figure 2.4(b)) which supports an interpretation of wetting layer as a
half lamella.
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Figure 2.8: Same as Figure 2.7 but for εAB = 6.3.
Figure 2.9: Coexistence of parallel cylinders and perforated lamellae for an A3B12A3 melt
with εAB = 6, εM = 6.0, and H = 7. The isodensity level is ρA = 0.45. The size of the
simulation box is 64 × 64 × 8.
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Figure 2.10: Structured wetting layers for an A3B12A3 melt, εAB = 6.5 (simulation box 32
× 32 × (H+1), after 2000 time steps). a) H = 12, εM = 2, and isodensity level ρA = 0.45; the
wetting layer resembles half-cylinders. b) H = 12, εM = 0, and isodensity level ρA = 0.45;
the wetting layer consists of isolated dots. c) a perforated wetting layer at H = 9, εM = −1,
and isodensity level ρA = 0.6.
Figure 2.11: Effect of the strength of the surface field on the lateral density distribution in
the wetting layer. Histograms of the A-density at the surface (z = 1) are shown for different
surface interactions εM . Simulations have been done in 32 × 32 × 13 large simulation boxes
with H = 12. With decreasing εM , the A blocks are stronger attracted to the surface and
the lateral homogeneity of the wetting layer increases.
2.4 Discussion
2.4.1 General
Effect of the wetting layer
In Figure 2.12 depth profiles of the laterally averaged A-density are compared. The
profiles of the film forming the lamella and wetting layer surface reconstruction co-
incide with that of the film forming parallel cylinders when the profile corresponding
to the lamella is shifted by c0 and that of the wetting layer is shifted by c0/2. This
indicates that the wetting layer can be regarded as a half lamella with thickness c0/2.
Furthermore, both the lamella and the wetting layer, screen the surface field and the
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Figure 2.12: Depth profiles of the laterally averaged A-density < ρA >x,y in thin films with
H = 54 and εAB = 6.5 for different surface fields. The depth profiles are shifted according
to z′ = z for C|| (εM = 6), z
′ = z − 3 for W (εM = −4), and z
′ = z − 6 for L (εM = 30).
The solid line is a spline through the L data.
depth profile below them is that of a film forming cylinders oriented parallel cylinders
to the interface. Effectively, the A-wetting layer induces a B-rich layer at c0/2 which
correspond to a situation at the interface of a film which preferentially attracts the B
component. The lamella screens a strong surface field in a similar way. In experiments
with supported films the interactions at the air/film and the film/substrate interface
are in general different. In a situation where one interface attracts the A and the
other the B component, the formation of a wetting layer at one interface can lead to
a situation where the film can be treated having effectively both interfaces attract-
ing the B component. Therefore, the phase diagram measured by Knoll et al. [49].
can be well described in simulations with equal interfaces, although the experiments
clearly indicate the presence of a A-wetting layer at the film/substrate interface and
the preferential attraction of the B component at the air/film interface.
Comparison with cylinder forming diblock copolymers
The influence of the molecular architecture on the observed phenomena can be studied
by comparing our results on A3B12A3 triblock copolymers with the behavior of the
corresponding A3B6 diblock copolymer studied by Huinink et al [41]. The comparison
is made easy since in both studies the same parameters were used and we varied (in
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addition) the interaction parameter εAB only slightly. For both systems we are well
in the part of the phase diagram, where cylinders form in the bulk. At first glance,
no utterly significant difference between the phase diagrams of the A3B6 diblock
copolymer (Figure 5 in Ref. [41] and Figure 4 in Ref. [42]) and our A3B12A3 triblock
copolymers is visible. Only the position of phase boundaries between different phases
differs slightly. This fact leads us to the important conclusion that the observed
phenomena and mechanisms are present in many cylinder-forming block copolymers.
In particular, the molecular architecture plays only a minor role and enters only via
the specific values of the interaction parameters. This is further corroborated by
results of Wang et al. [38] obtained with Monte-Carlo simulations, which also show a
similar phase behavior for cylinder-forming systems in thin films.
Comparison with lamella forming diblock copolymers
We note that the orientation behavior of the cylinders is analogous to the phase
behavior of lamella-forming diblock copolymers as both are controlled by the interplay
between the surface field and confinement effects. [22, 56]. Thus, the sequence C|| →
C⊥ → C|| at steps between terraces corresponds to the sequence L|| → L⊥ → L||. [57].
Secondly, in cases where the two confining surfaces favor different orientations (L||,
L⊥ the two orientations can coexist and a hybrid (or mixed) structure (HY) forms [58]
which is similar to cylinders with necks. [35] We note that in such a HY structure,
the bulk microdomain structure is preserved and a grain boundary is stabilized in
the thin film by the antisymmetric surface field. Furthermore, a disordered phase has
been reported for ultrathin films of lamella-forming diblock copolymers [21, 30] and
is in nice agreement with our findings and the experiments of Knoll et al. [48, 49] In
addition to the alignment effect, hexagonally ordered cylinders can adopt to the planar
surface by formation of surface reconstructions (W, PL, L) which also dominate the
phase behavior in thin films.
2.4.2 Comparison with experiments
Our simulations reproduce all essential features of the experimentally observed phase
behavior of thin films of polystyrene-block-butadiene-block-polystyrene (SBS) triblock
copolymers studied by Knoll et al. [48, 49] In particular, the sequence of phases as
function of film thickness is correctly predicted. In this section we first compare a
simulation done in a wedge-shaped geometry with TM-SFM phase images of thin
SBS films on silicon substrates. Then we compare our simulation phase diagrams
with phase diagram of thin SBS block copolymer films. And finally we investigate
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the range of parameters covered by our simulations which gives characteristic features
same as experiment of Ref. [48, 49].
Simulation in wedge-shaped geometry in comparison with TM-SFM phase
images
In Ref. [48] thin film of a cylinder forming polystyrene-block-polybutadiene-block-poly-
styrene (SBS) triblock copolymer swollen in chloroform vapor was studied. During
vapor annealing, the non-selective solvent, CHCl3, acts as a plasticizer, which merely
induces chain mobility. The films form terraces with thicknesses smaller and larger
than the original thickness. In Ref. [48] the step heights were determined using
TappingModeTM scanning force microscopy (TM-SFM). TM-SFM phase images were
recorded along with the height images to map (via the difference in modulus) the
lateral distribution of PS and PB near the air/film surface [59].
Figure 2.13(a) and (b) shows TM-SFM phase images of two annealed SBS films
with different initial film thickness. Both films have formed regions of well-defined
film thickness as indicated by the height profile shown in Figure 2.13(c). At the same
time well defined microdomain patterns have formed, which change systematically
as a function of the gradually changing film thickness (at steps between terraces).
In particular, boundaries between different structures correspond to height contour
lines. A major fraction of the surface displays bright stripes, which are indicative of
PS cylinders oriented parallel to the surface (C‖). In thinner regions of the film two
additional patterns are found: One is characterized by hexagonally ordered dark spots,
indicative of PB microdomains in an otherwise continuous PS layer, i.e., a perforated
PS lamella (PL). The slopes between neighboring terraces display a hexagonal pattern
of bright dots, indicative of PS cylinders oriented perpendicular to the surface (C⊥).
Finally, the thinnest parts of the films display no lateral structure at all, indicative
of either a disordered (dis) phase or a lamellar wetting layer (W). In thicker films,
the sloped regions between terraces display stripes as well. In this experiments, all
phases appear in a single system and under identical experimental conditions. This
finding indicates that the film thickness is an important control parameter.
In order to mimic the block copolymer system with changing film thickness we have
done a simulation in a wedge-shaped geometry where the thickness of polymer film
was different within one simulation box. For this simulation we have used εAB = 6.5
which matches experimental data best.
Figure 2.13(d) shows the result of a wedge-shaped geometry simulation. The
simulation was done in box 352× 32×H(x) (x× y× z) with gradually changing film
thickness from z=3 till z=11 (each 32 grid points in x direction thickness was increased
z = z+ 1). It exhibits exactly the same sequence of phases as the experimental data.
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Figure 2.13: (a,b) TappingModeTM scanning force microscopy phase images of thin
polystyrene-block-polybutadiene-block-polystyrene (SBS) films on silicon substrates after an-
nealing in chloroform vapor. The surface is covered with a homogeneous ≈ 10-nm-thick PB
layer. Bright (dark) corresponds to PS (PB) microdomains below this top PB layer. Con-
tour lines calculated from the corresponding height images are superimposed. (c) Schematic
height profile of the phase images shown in (a,b). (d) Simulation of a A3B12A3 block copoly-
mer film in one large simulation box with from left to right increasing film thickness H(x),
εAB = 6.5, and εM = 6.0. The isodensity surface ρA = 0.5 is shown.
Starting from a disordered phase (dis) for H = 3 grid units, spheres or very short
upright cylinders, C⊥, form (H = 4). These are followed by parallel cylinders, C‖,1 (H
= 5), a perforated lamella, PL (H = 6), a PL coexisting with C‖,1 (H = 7), cylinders
with ripples or necks (H = 8), then upright cylinders, C⊥ (H = 9), and two layers
of parallel cylinders, C‖,2 (H = 10, 11, and 12). The film thickness at which phase
transitions occur as well as the relative domain spacings are correctly predicted. The
distance between next-nearest holes of the PL is found to be 1.15 times larger than
the distance between next-nearest cylinders, a0 = 7.0 ± 0.5 grid units, of the C‖ and
C⊥ phase. The similar relation between distances in PL and C|| phases was observed
in experiments (Figure 2.13(b)).
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Figure 2.14: Phase diagram of thin SBS block copolymer films on silicon subtrates after
annealing in chloroform vapor. Data are given for equilibrium film thicknesses of C‖,n (•)
and ‘dis’ (F) and for upper and lower bounds (open and closed symbols, respectively) of
C⊥ (, ) and PL (M, N) phases. The latter correspond to contour lines as those shown in
Figure 2.13(a) and (b). All lines and areas are drawn to guide the eye. (Reprinted from: A.
Knoll et al., Phys. Rev. Lett. 89, 035501 (2002); c©2002 American Physical Society).
Experimental vs simulation phase diagrams
In Ref. [48] the series of SBS block copolymer films were annealed in different sol-
vent vapor pressure p̃ in order to explore the role of the strength of the surface field.
With increasing p̃, the total polymer concentration, ΦP , in the film decreases, which
effectively reduces the interaction parameter between the two polymeric components
and between the polymers and the confining surfaces. The experimental results were
summarized in a phase diagram (Figure 2.14) displaying the stability regions of the
various phases as function of solvent vapor pressure p̃ and film thickness (after dry-
ing). Films annealed at larger p̃ shrink more in the vertical z-direction upon drying
than films prepared at smaller p̃.
The PL phase is predominantly observed in the lower terrace when the neighboring
terrace forms the C‖,2 phase. With increasing p̃, the area fraction of the lower terrace
forming a PL decreases. For p̃ = 0.64, 0.68, and 0.70 the area fraction is 90%, 80%,
and 50%, respectively. For p̃ > 0.71, no PL is observed. In thicker films only for
h ≈ 60 nm and p̃ = 0.66, a small fraction, 10%, of the terraces forms a PL.
In order to keep the model as simple as possible we chose to model the SBS/chloro-
form solution as a melt of A3B12A3 block copolymer. As chloroform is a nonselective
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Figure 2.15: a) Range of parameters covered by our simulations. The planes εAB = 6.3 and
6.5 correspond to Figures 2.7 and 2.8, respectively. The dark gray surfaces are displayed in
detail in b), c), and d). b) Surface reconstructions formed in films with H = 12 as function
of εAB and εM . c) Same as b) for H = 6. d) Surface reconstructions next to the region
of the disordered phase. This region is approximatively bounded by H = 4. Lines indicate
phase boundaries. e) The phase boundaries C||,2/PL, C||,1/PL, and C⊥/C||,1 taken from b),
c), and d), respectively. The arrows α and β correspond to two possible models how the
interaction parameters can change with changing polymer concentration ΦP . Both models
cross the gray region where a characteristic sequence of phases observed in experiments and
simulations coincides.
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solvent it acts as a plasticizer, which merely induces chain mobility. [48, 49] The
non-selective solvent chloroform screens the interaction between the block copolymer
components and the interfaces. This effect is modeled by interaction parameters
εAB and εM which depend on the polymer concentration ΦP . The simulation phase
diagram with εAB = 6.5 (see Figure 2.7) match nicely the experimental diagram.
In both experimental and simulation diagrams the film thickness which are integer
multiple bulk microdomain distances are occupied by C|| structure. At unfavored film
thickness C⊥ is observed. For high surface fields PL structure is found as a surface
reconstruction. We also observe the effect of interference of surface fields (the fact that
in thin films surface fields add). As indication of this effect we observe the formation
of PL surface reconstruction at high film thickness for stronger surface fields then for
thin films. Same effect was found in experimental diagram (Figure 2.14).
2.4.3 Mapping simulation diagram to the experimental phase
diagram
The experimentally observed phase diagram (see Figure 2.14) has three characteristic
features: (1) The disordered phase neighbors the C⊥ phase for all polymer concentra-
tions. (2) Both regions of the PL phase have a limited range of polymer concentrations
where they are stable. (3) The thicker the film, the higher the critical polymer con-
centration is, where the PL appears.
We investigate the range of parameters covered by our simulations (Figure 2.15(a))
which gives these three characteristic features. As first reference point, the phases
neighboring the disordered phase are shown in Figure 2.15(d). The critical phase
boundary C⊥/C||,1, that limits the regime where simulations and experimental results
are compatible, is shown as a bold dashed line. Figures 2.15(c) and 2.15(b) show the
phases occurring for H = c0 and 2c0 including the characteristic phase boundaries
C||,1/PL and C||,2/PL, respectively.
We look for paths in the parameter phase space which include all three character-
istic features. This can be done by projecting the surfaces shown in Figures 2.15(b),
2.15(c), and 2.15(d) on each other, which is done in Figure 2.15(e). The paths have
to fulfill the following three conditions: (1) They should completely lay in the C⊥
region and should not cross the C⊥/C||,1 boundary. (2) They should first cross the
C||,1/PL and (3) then the C||,2/PL boundary.
The gray region displayed in Figure 2.15(e) centers at εM = 6.0 and it corresponds
to a region in the experimental phase diagram centered at ΦP = 0.59 (Figure 2.14).
Therefore, the most simple way to parameterize such a path is given by the linear
relation εM = ε
melt
M ΦP , with ε
melt
M = 10 ± 1, which is displayed in Figure 2.15(e) as
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arrow α.
By adjusting a single parameter the measured and calculated phase diagrams can
be perfectly matched. In particular the predicted εM values for the onset of the
PL phase at H = 6 and 12 agree nicely with the experiments. Remarkably, the
experiments can be described by a parameterization where only εM changes with
ΦP while εAB is constant. Other possibilities would be arrows like β, where both
parameters, εAB and εM , change with φP . The choice of the path α is supported by
the experimental observation that the SBS/chloroform system studied by Knoll et al.
[49] forms cylinders in the bulk in the whole range of accessed polymer concentrations.
This suggests that the influence of ΦP on εAB is rather weak. This is consistent with
the fact that the gray region in Figure 2.15(e) has a considerable larger extent along
the εM axis than along the εAB axis.
2.5 Summary
Though based on a rather simple microscopic model, our DDFT simulations cor-
rectly predict a phase diagram with intriguing complexity. This close match with
the experimental data together with the large range of parameters covered by both,
experiments and simulations, make us believe that we have identified the relevant
physical parameters and the mechanisms governing structure formation in the films
of cylinder forming block copolymers. In particular, the large parameter space cov-
ered allows us to distinguish the effects of the two constraints being simultaneously
present in a thin film situation: the surface field and the film thickness. Our results
also reveal the mechanism how both interplay.
We identified the deviations from the bulk structure, both in the vicinity of surfaces
and in thin films of cylinder-forming block copolymers as surface reconstructions.
Together with what is known for lamella-forming systems our results give evidence
for a general mechanism governing the phase behavior in thin films of modulated
phases: The strength of the surface field and the deformability of the bulk structure
determines how the system rearranges in the vicinity of the surface. This causes
either an orientation of the bulk structure or the formation of surface reconstructions.
The stability regions of the different phases are modulated by the film thickness via
interference of surface fields and confinement effects. This concept along with the
presented method might provide the means to understand and eventually control a
wealth of thin film structures in a wide class of ordered fluids, such as linear and star
multiblock copolymers as well as surfactant based fluids.
Chapter 3
Role of dissimilar interfaces in
thin films of cylinder-forming
block copolymers
We study the effect of dissimilar interfaces on the phase behavior of
cylinder forming block copolymers in thin films by means of dynamic
self consistent field theory (DSCFT). We show that dissimilarity of the
interfaces induces hybrid structures. These structures appear when the
surface fields at the two interfaces stabilize different surface structures
and/or reconstructions. We propose a general classification of hybrid
structures and give an unifying description of phase behavior of cylinder
forming block copolymer films. Our results are consistent with experi-
mental observations.
This chapter was previously published as
Lyakhova K.S., Sevink G.J.A., Zvelindovsky A.V., Horvat A., Magerle R.
“Role of dissimilar interfaces in thin films of cylinder-forming block copolymers”
J. Chem. Phys. 120 (2): 1127-1137 (2004)
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3.1 Introduction
It is well-known that block copolymers self-assemble into mesostructures at certain
temperatures. These mesostructures are receiving increasing attention, [20, 25] since
self-organization can be utilized in various applications in nanotechnology. Shear-
ing, electric fields, temperature gradients and confinement are frequently employed
to induce long range ordering of structure resulting from spontaneous self-assembly.
Understanding and controlling the important factors of structures formation of these
materials is therefore of great interest.
Numerous studies have dealt with thin films of block copolymers that form lamellar
structures in bulk (for an overview see [19, 25, 26]). Two major factors have been
identified to control structure formation: 1) the preferential attraction of one type
of block to the surface (the surface field) causes the lamella to align parallel to the
interfaces and 2) the system’s natural microdomain spacing causes the film to form
islands or holes (terraces) where the film thickness is a (half) integer multiple of bulk
lamella spacing.
In systems that form other microdomain structures in bulk, such as cylinders, the
situation is more complex and much less studied. While any cross section parallel
to a lamella exhibits the same symmetry as a planar surface, this is not the case in
cylinder forming systems. Here, a planar surface, regardless of its orientation, always
breaks the symmetry of the bulk structure and the microdomain structure has to
adjust. For cylinder forming systems, a variety of deviations from the bulk struc-
ture have been observed near surfaces and in thin films such as a wetting layer [33],
spherical microdomains [34], a perforated lamella [34], cylinder with necks [35], and
more complicated structures [36]. The phase behavior for cylinder forming systems
was studied in detail for diblock [38–44] and for triblock copolymers [45,48,60,61].
In Chapter 2 of this Thesis, we have shown our simulation results of thin films
with similar interfaces, where the film/interface interactions are equal at both in-
terfaces. Based on a comparison of experiments and simulations for a polystyrene-
block-polybutadien-block-polystyrene (SBS) triblock copolymer, we have shown that
the phase behavior in this type of films is dominated by surface reconstructions [23].
While in the case of lamella forming diblock copolymers [19] only the orientation of
the lamella depends on the two parameters mentioned above, for cylinder forming
systems also the type of microdomain structure can change. The stability regions
of the different surface structures and surface reconstructions are determined by the
surface field and the film thickness, and we have shown how these two effects interact.
In experiments, supported films are usually studied that are asymmetric with
respect to interactions at the air/film and film/substrate interfaces. In addition, sev-
eral types of di- and triblock copolymers are employed as compatibilizers in binary
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and ternary blends to enhance the macroscopic material properties [62–64]. As these
copolymers usually migrate to the blends interfaces, this gives rise to a confined situ-
ation, and the observed triblock structures at the blend interfaces might be compared
to our findings. One problem is that this situation is much more complex than the
case of supported films: apart from the asymmetry in the (unknown) interface in-
teractions, both interfaces themselves are deformable. Besides complex, the study is
far from complete and scattered over many types of block copolymers. We therefore
focus our comparison to the experimentally observed phase behavior in supported
films [49]. In Chapter 2 we parametrized this system and showed that its behavior
can be well described by simulations with symmetric boundaries. In this Chapter we
would like to understand the reasons for this paradox behavior and study in detail
the role of dissimilar interfaces on the phase behavior in thin films of cylinder forming
block copolymers.
In theoretical studies [56, 58, 65, 66] dissimilar interfaces were mostly studied for
systems that form lamellae in bulk. In cases where the two confining interfaces favor
different orientations of lamella (L||, L⊥), these two orientations can coexist and a
hybrid structure (HY) forms [58]. This is also observed in experiments [58]. In thin
films of cylinder forming block copolymers, cylinders with necks have been observed
[35], which are a combination of parallel and perpendicular oriented cylinders. This is
one example of a so-called hybrid structure. Another experimentally observed hybrid
structure is a layer of spheres on top of a perforated lamella [36]. The interplay
between the strength of the two surface fields, their dissimilarity, and the film thickness
is expected to cause a complex phase behavior, an example of which is shown in
Figure 3.1. In the following, we analyze the phase behavior as a function of the film
thickness H and the two surface fields. In addition to the phases already observed
in the symmetric case we find a rich zoo of hybrid structures. We set up an unifying
classification for these microdomain structures and explain the physics behind this
complex phase behavior.
3.2 Model
We model the polymer film as a collection of Gaussian chains ANA/2BNBANA/2,
with a total length N = NA +NB , each representing a triblock copolymer molecule
in a mean field environment. The polymer is confined between two parallel solid
surfaces. Dynamic density functional theory (DDFT) [51,61,67,68] is used to describe
the temporal evolution of the system. We describe the simulation procedure only
briefly [52, 69]. The details of simulation procedure can be found in Appendix 11 of








Figure 3.1: (a) The geometry of the simulation box. (b) The effect of dissimilar interfaces
on the microdomain structures of an A3B12A3 block copolymer melt in a film of thickness
H = 10c0 and different interaction parameters εM1 and εM2 at the two interfaces. At the
top, cylinders orient perpendicular to the interface, at the bottom, a perforated lamella is
stabilized. In the middle of the film, cylinders form corresponding to the bulk structure of
this system [60]. (c) Same as in (b) but only layers next to the interface are shown (d) The
same as in (b) for H = 1.5c0.
this thesis. The free energy functional has the form:








































where n is the number of polymer molecules, Φ is the intra-molecular partition func-
tion for ideal Gaussian chains, ρI is the density of the copolymer component I (in our
case A and B), and V is the system volume. The external potentials UI are conjugate
to the densities ρI via the Gaussian chain density functional [51]. The volumes of
all bead types are chosen to be equal (νA = νB = ν). The forth term models the
asymmetric interaction between polymer beads and the top and bottom interface.
The different interfaces, which are only different in terms of interaction εIMα(r) and
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location, are labeled by an index α. The interface-bead interaction and bead-bead
interaction have the same Gaussian kernel









where a represents the bond length. The surface field is of relatively short range.
However, the system experiences this interaction away from the surfaces due to the
connectivity of the beads. In spirit of our previous work the extrema of the free
energy functional F are found in a dynamic fashion. The time evolution of the
density fields is described by the time dependent Landau-Ginzburg type of equation
(see for instance [51,52,68])
∂ρI
∂t
= MI∇ · ρI∇µI + ηI (3.3)
where MI is the mobility of the different components of the chain, µI are the chemical
potentials with proper boundary conditions at the surfaces [52] and ηI is a noise field
that satisfies the fluctuation-dissipation theorem.
In the model presented here, the film is confined between two solid interfaces. In
most experiments, however, films are placed on a solid substrate; the other side is a
deformable interface (solvent, solvent vapor, or air). In these films, terrace forma-
tion is an important phenomena, since in this way unfavorable film thickness can be
avoided by the system. Some information about the formation of terraces can be
deduced from films confined between two hard surfaces by analyzing the free energy
as a function of the film thickness H [41, 65]. We will not consider this approach in
the current article.
3.3 Parameterization.
The system studied in this Chapter is identical to the system of Chapter 2 including
all simulation parameters, except for the dissimilar interface/bead interactions. It
consists of a melt of A3B12A3 Gaussian chain molecules with equal bead mobilities
MA = MB = M . The dimensionless timestep was set to ∆τ = M∆t/h
2kT = 0.73
[41]. In the vicinity of surfaces rigid wall boundary conditions are used [52], and
periodic boundary conditions in all Cartesian directions where no walls are present.
The A-B interaction εAB = 6.5 was chosen such that the experimental and simulated
phase diagrams match best, for details see Section 2.4.2 in Chapter 2. With this
interaction the distance between next nearest cylinders in the bulk was found to be
a0 = 7 ± 0.5 grid cells. The resulting distance between subsequent horizontal layers
of cylinders is therefore c0 =
√
3
2 a0 ≈ 6 grid cells.
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All simulations were started from the same initial condition, corresponding to uni-
form A-B density distributions (complete mixing) with external fields UI = 0. The
integration procedure was carried out as long as the density fields change significantly
by monitoring the phase separation process with the help of an order parameter P [51].
The average simulation time was 4000 dimensionless timesteps, however, we checked
the stability of some non perfect structures by continuing simulations till 8000 or more
timesteps. All simulations were performed in a box of size 32×32× (H+2). The two
substrates M1 and M2 are located at z = 1 and z = H+2, respectively, and span the
box in the x and y direction completely. We have four different surface interaction
parameters εAM1 , εAM2 , εBM1 , and εBM2 . Since for each surface only the difference
between interaction parameters counts in the chemical potential, we introduce effec-
tive interactions [61] εM1 = (εAM1 − εBM1) and εM2 = (εAM2 − εBM2), which reduces
the number of surface interaction parameters to two. The value εBM1 and εBM2 was
set to 0. The sign of the effective interaction εM shows the preferential attraction of
A-beads (negative) or B-beads (positive) to the surface. We have explored the param-
eter space εM1, εM2, H by integer increments. The resulting density fields ρA(r) were
visualized by an isosurface with threshold value 0.5 and classified by visual inspection.
3.4 Results and Discussion
3.4.1 3D Phase Diagram
In this Chapter we consider four planes in the three-dimensional diagram (Figure
3.2), with the film thickness H (in grid-cells) on the vertical axis and the effective
surface interactions εM1 and εM2 (in kJ/mol) on the horizontal axis. In Figure 3.2(b)
the location of the planes H = c0, H = 3/2c0, H = 2c0 and the plane εM1 = 6 are
depicted. The results for εM1 = εM2 are considered in Chapter 2.
Surface structures of parallel (C||) and perpendicular (C⊥) oriented cylinders as
well as the surface reconstructions perforated lamella (PL), lamella (L), and wetting
layer (W) were already observed in thin ABA block copolymer films as it is shown
in Chapter 2. For the description of hybrid structures we introduce the following
notation and classification scheme:
i) Two A-rich layers separated by a B-rich layer are denoted by a hyphen (−)
between the corresponding A structures, for example, PL−C⊥ in Figure 3.1(d).
ii) Lateral coexistence of A-structures in one horizontal layer is denoted by a slash
(/), for example, C||/PL in Figure 2.9.
iii) No separating symbol is used for connected structures, for example, C||C⊥,
which denotes cylinders with necks [35].






















Figure 3.2: (a) Schematic 3D phase diagram of surface structures in thin films of A3B12A3
block copolymers as a function of the film thickness H and two effective interactions of
the polymer with the surfaces εM1 and εM2. The interaction εM1 = εM2 corresponds to
the symmetric case published in [48]. (b) Subset of (a) representing the parameter space
covered in this article. (Constant film thickness H = c0, H = 3/2c0, H = 2c0, and constant
interaction with one of the surfaces εM1 = 6).
The vertical plane (εM1 = 6, εM2, H)
First we consider the phase diagram for constant εM1 = 6 varying H and εM2. Since
the phase diagram is invariant with respect to the interchange of εM1 by εM2, this
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slice represents two pairwise orthogonal slices in the phase diagram (Figure 3.2 at
εM1 = 6 and εM2 = 6).
In Figure 3.3 the 2D phase diagram is shown in the range −10 < εM2 < 10 (∆ε =
1) and 3 < H < 14 (∆H = 1). The microdomain structures are shown for εM2 =
6 (equal interface/bead interactions) and for εM2 = −3 (dissimilar interface/bead
interactions). In the latter case, due to preferential attraction of A blocks to one of
the interfaces, a wetting layer is formed at this interface.
All microdomain structures observed in Figure 3.3 are combinations of basic sur-
face structures shown in Figure 2.5. A distinct feature is that for εM2 ≤ 2 a wet-
ting layer forms at one side of the film. The border of this region depends on the
film thickness H. The phase diagram can roughly be divided into 3 regions. For
εM2 ≤ −1 the wetting layer is homogeneous and has no lateral structure. In this
region the microdomain structures are almost independent of εM2. For εM2 ≥ 4
the microdomain structures are mostly basic surface structures and the phase be-
havior is similar to that for equal interfaces (see Chapter 2). Between these two
regions (−1 < εM2 < 4) different hybrid structures form and the type of the struc-
ture is very sensitive to the film thickness and the combination of interaction pa-
rameters εM1 and εM2. The wetting layer formed in this regions is structured
and is complementary to the microdomain structure of its neighboring layer (Fig-
ure 3.3(b)). For a detailed discussion of this effect see Section 2.3.5. We have
studied the thickness of the wetting layer by plotting the laterally averaged den-
sity profiles < ρA >x,y as a function of z. The effective thickness of the wetting
layer was found to be c0/2 regardless whether the wetting layer is structured or
not.
The phase behavior in the region εM2 ≤ −1 can be explained in the following way.
When a wetting layer is present, it effectively reduces the film thickness and screens
the surface field, in the sense discussed in Huinink et al. [42]. Following this idea,
for a homogeneous wetting layer, the effective surface interaction at the side of the
wetting layer is εAB , rather than εM1 or εM2. Indeed we observe that in this region at
a certain film thickness H the same microdomain structures forms above the wetting
layer as for εM2 = 6 ≈ εAB and H − c0/2.
In the other regions each interface creates its own surface structure depending on
the surface field acting at each interface. The two are rather independent of each other
as long as the film thickness is large enough. In thinner films the two surface fields
add (see subsection ’Addition of surface fields’ in Section 2.3.3) and the microdomain
structure depends on how the two surface structures fit and in some cases connect to
each other. The details of this are determined by the commensurability effects both
in the z and in the (x, y) direction.
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Figure 3.3: (a) The phase diagram as a function of the film thickness H and effective surface
interaction εM2 at constant εM1 = 6. The microdomain structures that correspond to equal
(εM2 = 6) and to dissimilar (εM2 = −3) surface interactions are shown. For each square,
the structure found at its center point (εM1, H), was determined by visual inspection and
colored by different shades of gray. The border of the region where a wetting layer forms is
indicated by a solid line. (b) Structure of the wetting layer in (a). The homogeneous wetting
layer corresponds to a half lamella, which is denoted as L1/2. Accordingly, structured wetting
layers can be considered as half structures denoted by PL1/2, C
1/2
|| , and C
1/2
⊥ .
































Figure 3.4: The phase diagram as a function of εM1 and εM2 for H = c0. For selected
points the microdomain structures are shown. For •, εΣ = 6. For , εM1 = 7 and only εM2
varies.
Next we consider three horizontal planes H = c0, H = 3/2c0 and H = 2c0 of
the 3D phase diagram (Figure 3.2(b)) in order to separate two effects: the interplay
between the confinement and deformability of structures and the additivity of surface
fields. For all planes the effective interactions εM1 and εM2 are chosen in the range
[−1, 10] with integer increment. The three diagrams are symmetric with respect to the
diagonal εM1 = εM2 (bottom left to upper right). An extra parameter εΣ = εM1+εM2
is introduced for convenience.
The horizontal plane (εM1, εM2, H = c0)
In Figure 3.4 the phase diagram is shown for H = c0 = 6. The first observation is that
the phase diagram is dominated by basic surface structures. The phase boundaries of
these surface structures can be approximated by a constant εΣ, except for the regions
where one of the εM is large. With increasing εΣ we observe the same sequence of
structures, W → dis → C⊥ → C|| → PL → L as we do for the case of equal interfaces.
This is also the case when εM1 is constant and only εM2 is varied. In Figure 3.4, part
of this sequence is shown for εM1 = 7.
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In the lower left part of the diagram a wetting layer (W) is always present, since
the A-block is attracted to the surface. Off diagonal we also observe a hybrid W−dis
region, which is an intermediate between the region dominated by wetting layers and
structures oriented perpendicular to the film plane.
In a previous work [41] the extend of the effective surface field was determined to
be approximately c0. The fact that phase boundaries are determined by εΣ indicates
that surface fields are simply additive for this film thickness and phase transitions
occur when a certain threshold value is reached.
The horizontal plane (εM1, εM2, H = 3/2c0)
In Figure 3.5 the phase diagram is shown for H = 3/2c0 = 9. The phase diagram is
dominated by hybrid structures, which are combinations of basic surface structures.
In the part of the phase diagram where a wetting layer is present (Figure 3.5(b))
the film thickness is effectively reduced by c0/2 grid points. The microdomain struc-
tures at the other interface follow with increasing εM1 the same sequence C⊥ → C||
→ PL → L as for H = c0 with increasing εΣ.
In the part of the phase diagram where no wetting layer is present, we observe
mostly C⊥ and C⊥ coexisting with C||.
For equal interactions at both interfaces, C⊥ forms, as the film thickness is in-
commensurable to the natural layer thickness (see Figure 2.7). The stability of C⊥
is limited to a narrow region close to the line with equal interactions at the two in-
terfaces. In other regions where no wetting layer forms, the hybrid structure C⊥C||
forms and sometimes coexists with C||.
The horizontal plane (εM1, εM2, H = 2c0)
In Figure 3.6 the phase diagram is shown for H = 2c0 = 12. We observe many
different hybrid structures. The surface structures formed at each interface are rather
independent of each other and follow with an increase of εM1 or εM2 the usual sequence
of surface structures W → C⊥ → C|| → PL → L as observed at the surface of thick
films (see Section 2.3.2).
In the center of the phase diagram, for intermediate value of εM1 and εM2, we see
a tiny region of C||C⊥ which connects to a region of C⊥ where C⊥ is stabilized at
both interfaces.
For εM2 ≈ −1, when only one wetting layer forms we observe C||C⊥ and C⊥C||.
In between two wetting layers, C|| and PL can form. In the regions where a wetting
layer forms the microdomain structures in the remaining part of the film resemble
the phase behavior observed for H = 3/2c0 and H = c0. In case of presence of a
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Figure 3.5: (a) The phase diagram as a function of εM1 and εM2 for H = 3/2c0. For selected
points the microdomain structures are shown. For , εM1 = 10 and only εM2 varies. For •,
εΣ = 10. Dependence of the structure of the wetting layer on the underlying structure (,
εM2 = 3). (b) The structure of the wetting layer in (a). The notation is according to the
Figure 3.3.
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Figure 3.6: The phase diagram as a function of εM1 and εM2 for H = 2c0. For selected
points, the microdomain structures are shown. For , εM2 = −1; for ♦, εM2 = 1; for ,
εM1 = 7.
wetting layer (for example, W−C||) or two or several layers of different structures (for
example, PL−C||), the thickness where each individual morphology can be formed (C||
in this case) is effectively reduced. This reduced film thickness we call the effective
film thickness Heff . In case of the presence of one wetting layer, Heff = H − c0/2. If
two wetting layers are present, Heff = H − c0.
Shape modulations of cylinders
A feature not represented in the phase diagrams shown in Figures 3.3-3.6 are shape
modulations of C⊥ and C|| (Figures 3.7-3.8). Shape modulations are an impor-
tant physical phenomenon as they show how transitions between different basic mi-
crodomain structures occur.
i) The C|| structure
We first discuss shape modulations of C||. This structure appears to be a flexible
structure and adjusts its shape to a rather large range of film thickness. The ideal a’-
shape is observed when the effective film thickness is commensurable with the natural
layer spacing c0. This is observed for H = c0 (Figure 3.7(b)), H = 3/2c0 (Figure 3.8)


































Figure 3.7: Shape modulations of C⊥ and C|| for H = c0. The complete phase diagram is
shown in Figure 3.4. Crops of the simulation box showing representative shapes of individual
microdomains in different regions of the phase diagram are shown. Different shapes of C⊥
are marked by the letters a, b, c, representing: symmetric shape, touching both surfaces
(shape a), touching the surface at one side (shape b) and touching the surface at one side
and thickened in the center (shape c). Different shapes of C|| are marked by letters a’ and
b’ representing: the perfect cylinders (shape a’); cylinders modulated in hight from one side
(shape b’).
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Figure 3.8: Shape modulations of C⊥ and C|| for H = 3/2c0. See Figure 3.5 for the complete
phase diagram. The classification is according to the scheme shown in Figure 3.7. Additional
shapes are classified in this figure. For C⊥: symmetric cylinders not connected to interfaces
(shape d) and touching the interface at both sides and thickened in the middle (shape e);
for C||: elongated cylinders (shape c’).
when a wetting layer forms at one interface (W−C||), for H = 2c0 (Figure 3.6) when
two wetting layers form (W−C||−W) and in the case of C||−C||, PL−C|| and C||−C⊥.
When the effective film thickness deviates from the natural layer spacing c0 the
cylinder shape adjusts. If the thickness Heff < c0 the C|| is compressed in the z
direction and whenHeff > c0 the C|| is elongated (Figure 3.8, shape c’). The elongated
c’-shape is observed for equal interactions at the two interfaces, for example εM1 =
εM2 = 10 and H = 3/2c0 (see Figure 3.8). The shape of the cylinder cross section
varies depending on the surface field from the neighboring interfaces. In all cases
a thin B-rich layer is present at the top and bottom of the cylinders. Elongated
cylinders are usually stabilized by high surface fields.
In the case of weaker surface fields and commensurable effective film thickness,
cylinders can form undulations at one side of the film (Figure 3.7, shape b’). This
shape forms at the boundary between the C|| and C⊥ phases, see, for example, Figure
3.7(b). The b’-shape can also be considered as cylinders with very short necks.
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ii) The C⊥ structure
We also observe shape modulations of C⊥. The symmetric shape, touching both
surfaces (Figure 3.7(a), shape a) is only observed in a region around εM1 = εM2 ≈ 3
for H = c0, 3/2c0 and 2c0. For H = c0 this region extends off the diagonal along
the line εΣ = 6 (Figure 3.7(a)). Next to this region, for dissimilar interfaces, the
C⊥ adopts the b-shape, touching the surface at one side, and eventually the c-shape,
touching the surface at one side and thickened in the center (Figure 3.7(a)), when the
interaction at the two interfaces are very dissimilar. This sequence of shape transitions
occurs for H = c0 along the line εΣ = 6.
For H = 3/2c0 different shapes of C⊥ occur along the line εM1 = εM2 and extend
locally off diagonal. We consider the diagonal for decreasing εΣ. Symmetric cylinders,
not connected to the interfaces form (shape d, Figure 3.8) for large values of εΣ, which
have a dumbbell shape. The d-shape transforms to the a-shape and then transforms
to the e-shape for εM1 = εM2 = 1. The e-shape touches the interface at both sides of
the film and is a bit thickened in the middle. It forms at H = 3/2c0 in the absence
of wetting layer for small values of εM at both interfaces.
For the smallest values of εM , where W−C⊥−W forms, C⊥ adopts the d-shape.
Next to the diagonal, for dissimilar interfaces, C⊥ has c- or d-shapes, depending on
the strength of the surface field at the interface next to the end of the cylinder.
In general, when a wetting layer forms, C⊥ never connects to it. C⊥ also never
connects to PL and L. C⊥ can, but does not always, connect to C||, when the two
phases form in neighboring layers.
3.4.2 General mechanisms of structure formation
The complex interplay between the strength of the two surface fields, their dissimi-
larity and the film thickness can be summarized as follows:
i) For thicknessH = c0, the phase diagram is dominated by basic surface structures
and the film thickness is such that only shape modulations can occur.
ii) For incommensurable thickness H = 3/2c0, the phase diagram is dominated
by hybrid structures. We observe combinations of wetting layers and basic surface
structures as well as perpendicular cylinders, parallel cylinders and coexistence of C⊥
and C||.
iii) For thickness H = 2c0, the surface structures formed at each surface are rather
independent of each other and the microdomain structure depends on how the two
surface structures fit and sometimes connect to each other.
An important understanding is in the role of the wetting layer, as it screens the
interface/bead interactions and effectively reduces the thickness, from H = c0 to
H = 1/2c0, H = 3/2c0 to H = c0 or H = 1/2c0 and H = 2c0 to H = 3/2c0 or
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H = c0. This effect is discussed below in Section 3.4.2. In the following we give an
overview of the main mechanisms of structure formation in thin films.
Addition of surface fields
We found that transitions between surface structures occur when the surface field
exceeds a certain threshold value. From previous work we determined that the extend
of the surface field is limited to about one microdomain thick region next to the
interface [41, 42]. For thin films the surface fields from both interfaces act on the
whole film and add. This results in a reduction of the value of εΣ that is necessary
to cause transitions to surface reconstructions in thinner films.
The boundaries of the different phases at H = c0 follow approximately the ex-
pression a ≤ εΣ ≤ b (with constant a and b). For the different phases these are:
a = 8 and b = 10 for C||; a = 11 and b = 13 for PL, and a = 13 for L. Further away
from the symmetry line εM1 = εM2 the boundaries deviate slightly from this simple
approximation.
The interference of surface fields plays a smaller role and the effect is less pro-
nounced in thicker films. For the film thickness H = 2c0 the threshold values for
transitions between structures are shifted to higher values: a = 8 and b = 12 for C||;
a = 13 and b = 19 for PL, and a = 20 for L. The threshold values for C⊥ are a = 6,
b = 7 for H = c0 and H = 2c0. They do not change with thickness while the surface
fields needed to stabilize surface reconstructions rise dramatically.
The wetting layer: screening of the surface field
An important issue is the presence of a wetting layer. When one wetting layer is
present, it effectively reduces the film thickness by c0/2 ≈ 3 grid points and gives
rise for an effective interface for the reduced film (the so-called screening effect [42]).
As the wetting layer screens the substrate from the reduced part of the film, the
interaction of the effective interface is different, but hard to determine explicitly. A
complicating factor is the structure of the wetting layer. For εM ≤ −2 (Figure 3.3),
the wetting layer is homogeneous. For εM ≈ 0 the structure of wetting layer depends
on the neighboring film structure.
We found that the thickness of the wetting layer is three grid cells everywhere,
which means that we can speak of a half structure. Accordingly, we can consider
the homogeneous wetting layer as a half lamella (L
1
2 ) and the structured wetting
layers as a half perforated lamella (PL
1
2 ), half parallel cylinders (C
1
2
|| ), and extremely
short perpendicular cylinders (C
1
2
⊥). Although the mean value of the A density in
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the wetting layer changes significantly with structuring, the thickness of the wetting
layer is not affected. A qualitative conclusion is that the effective surface field next
to the wetting layer depends on the structure of the wetting layer, which on its turn
depends on the strength of the surface field.
The following combinations of thin film structures and structured wetting layers
are observed: L
1

















2 next to a C⊥ structure. The limited number of combinations is
due to restrictions caused by the chain architecture.
A good example of the screening effect is the transition of W−C||−W to W−PL−W,
found between the two wetting layers, in case the interaction εΣ is decreased (see 
in Figure 3.6). This transition is in contrast to the transition from C|| to PL in
the absence of a wetting layer that takes place with an increase of the surface field.
This phenomenon can be explained by the fact that the film thickness is effectively




to a homogeneous wetting layer (L
1
2 ) with decreasing εM1, such that the surface field
is finally fully screened in the middle of the film for the smallest value of εM1. The






and reaches a maximum at W = L
1
2 .
A similar mechanism is observed in the W−C⊥C|| → W−C⊥ → W−C||C⊥ tran-
sition in the presence of one wetting layer (, Figure 3.6): at εM1 = 5, C⊥ with a
symmetric d-shape forms next to the structures wetting layer PL
1
2 . The direction of
the necks switches from W−C||C⊥ (with W = L
1
2 ) at εM1 = 4 to W−C⊥C|| (with
W = PL
1
2 ) at εM1 = 8. As C|| is formed from the side where the surface field
has a higher value, this phenomena reflects the changing location of the surface field
maximum from one side of the film to the other.
Basic surface structures
As observed previously [41, 42, 48, 60, 61] basic parallel surface structures are present
in films with commensurable (effective) thickness, where one of blocks preferentially
wets the surface. For relatively weak surface fields, C|| is formed. With increasing
strength of the surface field non-cylindrical structures are induced and a decrease of
curvature of the A-B interface in the closest layer to the surface is observed: C||
transforms first to PL and then to L (which has the same symmetry as the surface).
With increasing film thickness these phase boundaries shift to higher surface field
strength: an effect that can be attributed to interference of surface fields from both
surfaces (see Section 3.4.2).
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The basic surface structure C⊥ differs from C|| only in orientation. One source of
this structure is a balance between enthalpic and entropic contributions to the free
energy [41]: the weak repulsion of the A-component from the surface is balanced by a
gain in entropy when the shortest part of the chains is close to the surface. In our case,
the interactions at each interface are mostly not equal, and there is a subtle balance.
For small thickness, C⊥ is stable further away from the diagonal εM1 = εM2 into
higher εM values (εΣ = 6, 7). For larger commensurable film thickness, the stability
region of C⊥ shrinks to a region close to the diagonal (at the same εΣ = 6, 7 values).
Another source of C⊥ is incommensurability; when the thickness of the film is
incommensurable with the natural periodicity of the bulk microdomain structure. In
this case the formation of C|| is frustrated and C⊥ often forms throughout the film.
However, perfect C⊥ structures are only observed close to the symmetry line εM1 =
εM2; further away from this line, coexistent parallel and perpendicular structures as
well as connected structures are dominant.
Hybrid structures
In the classification of microdomain structures for equal interactions with the inter-
faces (see Chapter 2), hybrid structures were absent. Here, we aim to extend the
classification scheme with these new structures. The hybrid structures can be classi-
fied in the following 3 classes:
1. Any combination of not-connected different basic surface structures (W, C⊥,
C||, PL, L). These microdomain structures appear when the surface fields at
each of the interfaces supports different surface structures. For large thickness,
these combinations are separated by layers of the bulk (C) morphology.
2. Connected basic structures. The only observed connected basic structures are
combinations of parallel and perpendicular cylinders: C||C⊥ and C⊥C||.
3. Combination of 1) and 2). In the explored parameter range, we only observed
W−C||C⊥, W−C⊥C|| and C||−C⊥C||.
The behavior of the (bulk) cylindrical structures (C||, C⊥) is somewhat different
from the surface reconstructions W, PL, and L. An important observation is that
connected C||C⊥ and C⊥C|| structures are present at several film thickness due to
their flexibility in adopting to different thickness. In experiments, this structures are
observed and referred to as ’cylinders with necks’ [35]. The C|| is the only structure
C⊥ can connect to when the two structures are simultaneously formed in neighboring
layers. The phase boundaries between these two basic structures C|| and C⊥ are less
60 CHAPTER 3. DISSIMILAR INTERFACES . . .
distinct than boundaries between cylindrical and non-cylindrical structures, as both
(C|| and C⊥) are able to modulate their shapes. In particular, C|| transforms with
increasing film thickness continuously to C||C⊥ which leads us to the conclusion that
this phase transition is not of first order.
The following Table 3.1 summarizes the observed hybrid structures (marked by
×). The W−dis structure has only been observed for H = c0. We claim that all other
combinations not marked by × may be possible, but are not observed in the studied
parameter range.
- W C⊥ C|| PL L C⊥C|| C||C⊥
W ◦ × × × × × ×
C⊥ × ◦ × ×1 ×∗,2
C|| × × ◦ × ×
PL × ×1 × ◦
L × ◦+
C⊥C|| × ×∗,2 ×
C||C⊥ ×
Table 3.1: All possible combinations of basic and connected structures in two layers. Hybrid
structures observed in this work are marked with ×; other combinations, which are not
classified as hybrids are denoted as ◦. The structure ◦+ is out of the range of this article,
but was observed for the symmetric case and a larger parameter space (Chapter 2). The
structure ×∗ is equal to C⊥C|| in our notation. Structures with superscript numbers were
observed in experiments: 1 - in Harrison et al. [36] (spheres can not be distinguished from
the very short C⊥),
2 - in Konrad et al. [35].
Coexistence of microdomain structures
On the boundaries between basic surface structures, we often find laterally coexisting
structures within one layer. These structures are also observed in experiments [48].
As in experiments, the system can have difficulties to overcome shallow energy barri-
ers in the free energy landscape. The coexisting structures (for example, PL/C||) are
therefore found when the free energy differences between the two structures is rela-
tively small. Due to our dynamic scheme the system can sometimes visit long-living
metastable states.
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3.4.3 Comparison to other results
Comparison to confined lamellae forming systems
As mentioned in the introduction, several groups have studied thin films of lamella
forming block copolymers (for a review, see [19]). Here, we compare our new results for
cylinder forming triblock copolymers to existing results for lamella forming systems.
In both cases the film thickness and the surface field strength determine the phase
diagram. The orientational phase transition L|| → L⊥ → L|| [70] with increasing
thickness is analogous to our C|| → C⊥ → C|| transition.
In Fasolka et al. [58], the effect of dissimilar substrates was considered theoreti-
cally using self-consistent field theory and compared to their own experiments. Apart
from the two basic surface structures L|| and L⊥, a few hybrid structures were ob-
served. For very small thickness (H < 1/2L0), with L0 the equilibrium lamella period,
and slightly dissimilar conditions they observed a wetting layer with a perpendicular
structure connected to it. (HY in their notation); for larger thickness (H > 3/4L0)
and one attracting and one repulsive interface, a wetting layer with a disconnected
perpendicular structure, separated by a layer of the other component (AHY in their
notation) and an anti-symmetric surface parallel lamellae (AFL) were found. Due
to the fact that the calculations are two dimensional, the exact nature (the in plane
structure) of the perpendicular structure can not be determined.
As in [58] only ultra-thin films were considered (H < L0) and the interaction
range considered is limited, a comparison with our system is hard to make. From
a conceptual point of view, the observed hybrid structures (HY, AHY and AFL)
can be universally classified in terms of our cylindrical system as C||C⊥ (HY) and
W−C⊥ (AHY) and W−C|| (AFL) structures respectively. If we consider the sequence
εM2 = −3, εM1 = 6 with increasing film thickness in Figure 3.3, it may be compared
to a line through the phase diagram of the lamella forming system for R ≈ −0.5
(Figure 8 in Fasolka et al. [58]). The observed sequence of microdomain structures
with increasing H is HL, AHY, and AFL. This is indeed analogous to the sequence
W−dis, W−C⊥ and W−C|| observed in Figure 3.3 of the present Chapter.
Comparison to simulations with equal interfaces
In this section we consider the following question: to what extend does dissimilarity of
the interfaces alter the main features of the phase diagrams of cylinder forming ABA
block copolymers? In order to answer this question, we compare the four newly sim-
ulated phase diagram slices for dissimilar interfaces to the simulation phase diagram
for equal interfaces εM1 = εM2 (Figure 2.7)
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The main difference is the presence of hybrid structures. The hybrid C||C⊥ struc-
ture was only observed as modulated cylinders for equal interfaces at incommensurable
film thickness in the wedge-shape geometry (Figure 2.13 in Chapter 2). This structure
is not very pronounced and might be a long-living transient state between between
C|| and C⊥. On the contrary, in the situation of dissimilar interfaces C||C⊥ are well
pronounced stable structures. We have checked the stability of the C||C⊥ in our case
of dissimilar interfaces by extending the time range of the simulation, and found them
indeed to be stable.
Concentrating first on the phase diagrams for constant film thickness H (c0, 3/2c0,
2c0) we observe that for the smallest H = c0, changing either εM1 or εM2 only leads
to a shift of the phase boundaries, apart from shape modulations far away from the
diagonal line εM1 = εM2. For the incommensurable H = 3/2c0, a small change in
one of the surface interaction values εM1 or εM2 leads to a drastic change of the film
structure. Away from the diagonal line of equal surface interactions, we observe large
regions dominated by wetting layers or hybrid structures C⊥C||. In the presence of
wetting layers, the transitions of the structures in the remaining film follow the route
C⊥ → C|| → PL → L with increasing εMα . For H = 2c0, large structural changes
appear only in the region where one εMα is small and the other large.
Upon comparing Figure 2.7 from Chapter 2 with the phase diagram shown in
Figure 3.3 of the present Chapter, where εM1 = 6 and εM2 was varied, we see that
the main features are relatively well preserved. In both phase diagrams we observe
nested regions of C||, PL (and L), both in the presence and absence of wetting layers.
In the case of dissimilar interfaces in regions of negative values of εM2, the wetting
layer is only present at one side of the slit, which shifts this region to somewhat
lower H values compared to Figure 2.7 in Chapter 2. In Figure 2.7 there is a very
distinct and fully connected center region of C⊥ around εM = 3, where the enthalpic
contribution balance the entropic effect. This region has outliers at incommensurable
H due to the frustration of parallel structures, with an extend that is decreasing with
increasing H. In Figure 3.3 of the present Chapter (εM2 = 6) a region of similar shape
can be found at the same or slightly smaller εM2 position for H < 7. For higher H
values, this region is absent since the balance of energetic and entropic interaction is
not strictly satisfied at both interfaces simultaneously.
Comparison with experiments
In Knoll et al. [48, 49] the phase diagram for polystyrene-block-polybutadien-block-
polystyrene was measured as function of the film thickness and polymer concentra-
tion. In Section 2.4.2 we have shown that the effect of polymer concentration can be
modeled by effective interaction parameters that depend on polymer concentration.
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Figure 3.9: (a) Position of the planes displayed in (b). (b) Phase diagram for constant film
thickness H = 6, 7..12. For every H, the region where the sequence of surfaces structures
at the air/film interface (corresponding to εM2) matches the experiment, is marked in gray.
In the bottom right panel the region where for all H the gray regions overlap, is marked in
black.
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In Section 2.4.2 we used the sequence of phases at the air/film interface to map the
interaction parameters to the experimentally controlled parameter polymer concen-
tration ΦP . We found a very good match with the experimental phase diagram for
at εAB = 6.5 and εM ∼ ΦP .
The interactions between poly-styrene(PS)/poly-butadiene(PB) and the silicon
substrate have not been determined experimentally. A homogeneous ≈ 10 nm thick
PB layer was found experimentally to cover the air-polymer interface [71], indicating
a positive εM value at the film/air interface. Moreover, recent experiments show
that a wetting layer is present at the silicon substrate [49], indicating a negative
εM at the film/substrate interface. In the simulation phase diagram (Figure 3.3),
the region where the sequence of phases matches the experiments is a rather narrow
region around εM1 = εM2 = 6. An interesting observation is that for εM1 < −2 the
same sequence of surface structures is observed as in the experiment, however with a
wetting layer at one side of the film. Moreover, in this part of the phase diagram the
sequence of phases with increasing H is rather insensitive to changes of εM2. This
observation led us to an attempt to map out the possible interactions parameters εM1
and εM2 that are compatible with the experimentally observed sequence of phases.
In the spirit of Section 2.4.2, the constraining information is the experimentally
observed sequence of phases with increasing height and the experimental evidence for a
A-rich wetting layer at the film/substrate interface [49]. For different H we have done
simulations for (εM1, εM2) ∈ [−10.. − 1, 4..10] and determined the regions were the
surface structure matches the experiment and forms at the film/substrate interface a
wetting layer (Figure 3.9). The regions where we observe the same sequence of phases
as in the experiment, namely, W−dis, W−C⊥, W−C||, W−PL, W−C||, W−C||C⊥
is limited by 5 ≤ εM2 ≤ 6 and is broad in the direction of εM1. We emphasize
that in atomic force microscopy only the lateral structure at the air/film interface is
observed and that C||C⊥ can be distinguished from C⊥ only by the different spacing
of microdomains [35]. This result demonstrates the screening effect of the wetting
layer. The wetting layer reduces the effective film thickness by c0/2 and creates
for the remaining film almost equal surface interactions at both ’effective’ interfaces.
Remarkably, this region is rather independent of εM1. This also explains the good
agreement between the experiments and the simulations with equal interfaces, despite
the dissimilar interfaces in the experiment.
3.5 Summary
In general, the phase behavior of block copolymer films can be understood in terms of a
balance between surface fields and commensurability effects (competition between the
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bulk equilibrium structural periodicity and the film thickness). We have studied the
phase behavior of thin films of cylinder forming triblock copolymers between dissimilar
interfaces. The situation of dissimilar substrates is closer to the experimental reality
than the case of similar substrates considered before (Chapter 2). In many surface
supported films, the polymer blocks have different interaction with the supporting
substrate and the free surface. The situation, were one of the interfaces is ’free’
(deformable), is considered in Chapter 5.
In this Chapter we present the results which comprise the latest step toward an
unifying picture of the phase behavior in thin films of cylinder forming block copoly-
mers. The main feature of systems with dissimilar interfaces is the presence of hybrid
structures. These structures are combinations of basic surface structures: C|| (cylin-
ders, oriented parallel to the interface), C⊥ (cylinders, oriented perpendicular to the
interface), PL (perforated lamella), L (lamella) and W (wetting layer). Stable hybrid
structures appear when different surface structures are stabilized at each interface of
the film. In thick films (H ≥ 2c0) the surface structures at both interfaces form rather
independent of each other. In thinner films commensurability effects determine how
different structures connect to each other. In addition, additivity of surface fields
plays an important role in thin films (H ≤ 2c0). The only connected basic structures
found are combinations of the bulk microdomain structures C|| and C⊥.
Compared with lamella forming system [19], the situation for cylinder forming
block copolymers is similar, but much more complex as more combinations of surface
structures and reconstructions are involved. By comparing our results with dissimilar
substrates to previous work with equal interfaces (Chapter 2) we have shown that
the apparent paradox - the experimentally studied SBS triblock copolymer thin films
with dissimilar interfaces can be modeled in great detail with simulations with equal
interfaces - is due to the effect of screening of the surface field by a wetting layer.
We propose a general classification of hybrid structures and qualitatively deter-
mined the main factors in the formation of these structures. We found that the gen-
eral mechanisms of structure formation for cylinder forming systems are essentially
transposable to the case of lamellar forming system.
The experimental observation of hybrid structures is difficult, as layer by layer
imaging of the polymer film with high resolution is required. Techniques capable of
doing this are rather new, for instance nanotomography, and still under development.
Examples can be found in recent papers [35, 36, 47]. In these experiments hybrid
structures were found, in agreement with our findings.
Our simulation method allows the in-silico prediction of structure formation in a
wide parameter range with remarkable accuracy. The results could be valuable in
many nano-technological applications.
Chapter 4
Kinetics of phase transitions
in a nanostructured fluid
We study the phase transition dynamics in thin films of cylinder-forming
triblock copolymer. Here we report on the dynamics and the elemen-
tary processes occurring during phase transitions between parallel cylin-
der and perforated lamellae phase in thin film. From an analysis of the
Gibbs-Thomson effect on the C|| and PL transformation kinetics, we esti-
mate the interfacial tension between the two phases. The simulation was
compared with experiment carried out for cylinder-forming polystyrene-
block-polybutadiene-block-polystyrene (SBS) triblock copolymer swollen
in chloroform vapor.
Parts of this chapter were previously published as
Knoll A, Lyakhova K.S., Horvat A., Krausch G., Sevink G.J.A., Zvelindovsky A.V.,
Magerle R.
“Direct imaging and mesoscale modelling of phase transitions in a nanostructured fluid”
Nature Materials 3 (12): 886-890 (2004).
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4.1 Introduction
The kinetics of phase transitions is essential for understanding pattern formation
in structured fluids [1, 72]. Until now, it has not been possible to experimentally
follow phase transitions in structured fluids in real time and with high spatial reso-
lution. Previous works [1, 72] has relied on static images and indirect experimental
evidence from spatially averaging scattering experiments. Simulating the processes
with computer models is a further challenge due to the multiple time and length scales
involved [50–53,73–77].
Here we model the phase transition dynamics in thin films of cylinder-forming
polystyrene-block-polybutadiene-block-polystyrene (SBS) triblock copolymer. Exper-
iments confirm that this material forms a hexagonal lattice of polystyrene cylinders
embedded in a continuous matrix of polybutadiene [49]. In thin films, the equilibrium
phase behavior is more complex. [48,49,60,78] Besides cylinders oriented parallel (C||)
and perpendicular (C⊥) to the film plane, additional phases, such as the perforated
lamella (PL), are formed. In Figure 4.1 a part of the schematic phase diagram is
shown for varying film thickness and surface interaction which reflects the equilib-
rium phase behavior of ABA block copolymer as obtained in [48,60,78]. In Chapters
2, 3 we have shown that this equilibrium phase behavior is controlled by the inter-
play of two factors: the mismatch between the natural size of microdomains and the
film thickness (commensurability effects) and the degree of preferential attraction of
polybutadiene to the surface of the film (the surface field). The simulation diagram
matches the experimental phase diagram from [48,49] in stunning detail.
In the present work we compare the details of the phase transition dynamics
obtained by simulation with our method with experiments of Knoll from Ref. [79].
In experiment a block copolymer film of uniform thickness on a silicon substrate
was placed in a scanning force microscope (SFM) and exposed to a controlled vapor
pressure of chloroform. Initial, intermediate and final structure of annealed film are
shown in Figure 4.2. The film swells and a concentrated solution of SBS in chloroform
forms. The film thickness in the swollen state is chosen so that it corresponds to about
1.5 layers of cylinders. Under these conditions [48], the PS cylinders orient themselves
perpendicular to the plane of the film (C⊥) because of the mismatch between the
film thickness and the natural thickness of a single cylinder layer (see Figure 4.1).
Because this situation is energetically unfavorable, the film starts to form thinner and
thicker regions with energetically favorable film thicknesses corresponding to either a
single layer or two layers of cylinders oriented parallel to the plane of the film (C||).
In the thinner region, the cylinders eventually transform into a perforated lamella
(PL), which is the stable structure for this particular film thickness and polymer
concentration (see Figures 4.1, 4.2).
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Figure 4.1: Schematic phase diagram of a thin film of polystyrene-block-polybutadiene-
block-polystyrene block copolymer (see Chapter 2, Figures 2.7 and 2.14). Depending on
the film thickness H (in units of the thickness of one layer of cylinders, c0) and the surface
field εM (characterizing the strength of the preferential attraction of polybutadiene to the
surface of the film), the system forms three different phases of polystyrene microdomains
in a polybutadiene matrix: cylinders oriented perpendicular (C⊥) and parallel (C||) to the
film plane and a perforated lamella (PL). The shapes of polystyrene microdomains within
the film are depicted by computer simulations. In the experiment we observe the sequence
of phase transitions C⊥ → C|| → PL as the film thickness decreases (see Exp. arrow). The
process is imaged in situ with tapping mode scanning force microscopy. In our computer
simulation we model the phase transition C|| → PL with increasing surface field εM (see
Sim. arrow).
With in situ tapping-mode scanning force microscopy images in real space and
time of the processes occurring on the mesoscale were recorded by group of Prof.
G.Krausch during the sequence of phase transitions C⊥−C||−PL as depicted in Fig-
ure 4.1 by the arrow ”Exp”. The time-resolution of scanning force microscopy (SFM)
allows the observation of processes on a large range of time scales: shape fluctuations
of microdomains on a time scale of few minutes as well as domain rearrangements on
a time scale of hours. Connections between the cylinders form and break up between
successive frames, corresponding to a time scale of a few minutes. Averaging suc-
cessive frames of the SFM movie over the time scale of the fluctuations allows for a
better graphical representation of the collective rearrangements in the microdomain
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Figure 4.2: The dynamic scanning force microscopy (SFM) of initial, intermediate and final
stages of terrace formation (from left to right and from the top to the bottom). Bright (dark)
corresponds to PS (PB) microdomains. The film thickness corresponds to 1-2 microdomain
distances (up to 100 nm). The film hight axis is scaled in comparison with the lateral axis
in order to focus on the formation of terraces. (AFM images are provided by A.Knoll.)
structure on a larger timescale. The resulting movies reveal details of the elemen-
tary processes of the phase transitions. From the corresponding SFM height images,
we observe that the C||-to-PL transition is associated with a very small change in
film thickness (when compared with the C⊥-C|| transition). For this reason, we have
chosen to investigate the C||-PL phase transition using a computer simulation with
constant film thickness via the path ”Sim.” depicted in Figure 4.1. In both the ex-
periments and simulations, the C||/PL phase boundary is crossed at approximately
the same point. As we will show later the simulations match the time averaged
experimental data in stunning detail.
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4.2 Simulation Results
Computer simulations were performed with the parallel MesoDyn code [50–52], which
was modified to account for asymmetric boundary conditions (for details see Chapter
3) and the change of interaction parameters with time. For modelling of SBS tri-
block copolymer the same model was used as in Chapters 2 and 3, namely A3B12A3
Gaussian chain with interaction parameter εAB = 6.5 kJ/mol. The film interfaces
were treated as hard walls. The initial surface fields were set to εM1 = 5.5 kJ/mol
at wall No 1 and εM2 = −1 kJ/mol at wall No 2. Under these conditions, an A-rich
wetting layer forms at wall No 2 in agreement with the experiments [49]. The size of
the simulation box (x× y× z) is 128× 128× 12 with walls at z = 0 and 11. All other
relevant parameters were the same as in Chapters 2 and 3.
4.2.1 C||-to-PL transition
Two dynamical scenarios were studied. In the first scenario (system A) after 16000
initial timesteps, the surface field at wall No 1 (top) was changed to εM1 = 6.5 in
steps of 0.1 every 2000 timesteps. The crops of simulation box at different stages of
the C||-to-PL transition are shown in Figures 4.4-4.6 following dynamic scenario A. In
the second scenario (system B) after 12000 initial timesteps the surface field at wall
No 1 was instantaneously changed to εM1 = 6.5. This value was kept constant till the
C||-to-PL transition occurred in the whole simulation box. After that the surface field
at wall No 1 was instantaneously changed to εM1 = 5.5 in order to test a reversibility
of the transition. Scenario B is illustrated in Figure 4.3.
In both scenarios (for system A and B) we choose a system with coexisting C|| and
PL structures as a starting point. This structure is analogous to the one described
in Chapter 2, Figure 2.9. Such coexisting morphologies can be stable close to the
phase boundary for a long time and only an external impact can force the system to
transition into one of the pure phases. From the schematic phase diagram in Figure
4.1 we see that PL phase is stabilized by high values of surface field. Increasing surface
field in system forming one layer of cylinders we therefore force system into PL phase.
This process was observed for both simulation scenarios (A and B) when PL phase
slowly replaces C|| phase.
4.2.2 PL-to-C|| transition
Following simulation scheme B we observe the reversible C||-to-PL transition. In this
scheme considerably big jump in surface energy caused the transition while in the first
scheme the transition was induced by stepwise changes in surface interaction. The
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Figure 4.3: Simulation of C||-PL-C|| transition at initial, intermediate and final stages
following dynamic scenario B. (From left to right and from the top to the bottom.)
phase transition dynamics of system B is shown in Figure 4.3. The remaining island
of C|| phase serves as nuclei for the reverse C||-to-PL transition. In the first stage
of the transition connections between microdomains broke in the direction parallel
to the C||/PL boundary increasing region of C|| structure. One cluster of parallel
cylinders is formed where cylinders are aligned parallel to each other. The phase
boundaries moves in such a way that length of cylinders grow as the phase boundary
moves perpendicular to crossection of cylinders.
4.3 Comparison with experiment and discussion
We now focus on the elementary processes of the microdomain rearrangement dynam-
ics at C||-PL phase transition. We compare the detailed dynamics of phase transition
obtained by simulation (pathway ’Sim’ in Figure 4.1) with that obtained in experi-
ment. (pathway ’Exp’ in Figure 4.1, for details of experiment see [79]).
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Figure 4.4: Nucleation and growth of a cluster of perforations forming a perforated lamella
phase. White dots indicate perforations and the star denotes a three-armed defect in the C||
phase. a-d, Snapshots of SFM movie show the polystyrene microdomains after 237, 267, 333,
and 460 min of annealing. e-h, Corresponding snapshots of a large scale simulation movie
after 8350, 10900, 17000, and 21650 timesteps.
4.3.1 Elementary processes of the microdomain rearrangement
Nucleation and growth
Figure 4.4 shows the nucleation and growth of the PL phase in detail. In both
experiments and simulations, we observe structural defects in the C|| phase, such as
ends of cylinders and three-armed connections between cylinders. These connections
always serve as nucleation centers for the PL phase, which can be considered as
a regular network of three-armed branching points. A single defect is sufficient to
create a nucleus of the PL phase. First, three-armed connections cluster and form
a single ring, which becomes the minimal nucleus of a PL phase. In the vicinity
of such an isolated ring, additional connections between cylinders form, leading to
a doubling of the perforation number. This cluster continues to grow at its border.
The elementary process of this growth is the movement of kinks parallel to the C||/PL
border. The existence of sharp borders between the C|| and PL phase in all images
is a clear indication that the C||-to-PL transition is a first order phase transition.
The kink movement is similar to the zippering transition that has been proposed by
Sakurai et al. [80] for the transition from cylindrical to lamellar microdomains in bulk
specimens.
74 CHAPTER 4. MODELLING OF PHASE TRANSITIONS . . .
Figure 4.5: Annihilation of remaining patches of parallel cylinders in a surrounding perfo-
rated lamella phase. Dots indicate perforations at the PL/C|| boundary, crosses mark spots
where with time connections between microdomains form. a-e, Snapshots of SFM movie
show the polystyrene microdomains after 538, 556, 607, 621, and 629 min of annealing. f-j,
Corresponding snapshots of large scale simulation movie after 22300, 24000, 24600, 25100,
and 25300 timesteps.
Annihilation
At later stages of the C||-to-PL transition, grains of PL with different orientation
touch and only small patches of the C|| phase remain (Figure 4.5). The annihilation
of these patches proceeds via movement of kinks at the phase borders. The final
state is a two-dimensional poly-crystal of differently oriented grains of PL with grain
boundaries and dislocations as typical defects.
Defect movement
At the latest stage, we observe long-range ordering of the PL phase proceeding via
the movement and annihilation of individual defects. One example is shown in Figure
4.6(a-h) where a perforation in the PL phase splits into two. The corresponding
elementary step is the movement of the elongated perforation surrounded by 7 other
perforations (Figure 4.6(b,f)), which is a characteristic defect in this type of lattice,
by one lattice unit.
4.3.2 Transition kinetics and surface tension between C|| and
PL phases
Figure 4.7 shows the temporal evolution of the area A of the small grains of the C||
phase displayed in Figure 4.5. This area is estimated by number of potential con-
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Figure 4.6: Splitting of a perforation during the diffusion of a dislocation defect in the
perforated lamella phase. The process is emphasized with white circles. a-d, Snapshots of
SFM movie visualizing the polystyrene microdomains after 544, 554, 559, and 599 min of
annealing. e-h, Corresponding snapshots of large scale simulation movie after 26950, 31650,
32400, and 34050 timesteps.
nection between microdomains. Both experiments and simulations follow the same
kinetics, clearly displaying the stepwise and stochastic nature of the transformation
process with the formation of a new connection between microdomains as the elemen-
tary step. This is best seen by watching the movies frame by frame. New connections
form faster than the time between two frames (2.5 min) and reduce the area A of
the C|| grain by one lattice unit of the PL phase. From an analysis of the kinetics
of the C||-to-PL transformation, we can estimate the interfacial tension between the
two phases. The decay rate clearly accelerates as A decreases. This phenomenon is
a structured fluid analog of the Gibbs-Thomson effect: With decreasing area A, the
driving force for the phase transformation increases due to the increasing contribution
of the interfacial area (the Laplace pressure) to the free energy. For this reason, we
adapt the description of the decay of a two-dimensional island of an atomic monolayer
on a crystal surface [81].
Accordingly, we can fit our data with the same model as in Ref. [81] and find
that the area A is proportional to time to the power of β = 0.50, which indicates
a diffusion limited kinetics. We approximate the shape of the grain with a circular
disk and neglect an orientation dependence of the line tension γ. In the steady state
the island’s decay rate is given by J = κ∆ρ, where κ is a rate constant and ∆ρ is
difference between equilibrium concentration of a cluster with radius r and equilibrium
concentration ρ∞(r) of surrounding medium. The equilibrium concentration is given
by the Gibbs-Thomson relation
ρeq(r) = ρ∞e
γ/kTnsr (4.1)
where k is the Bolzmann constant, T is temperature, ns is density at the surface, γ is
line tension. The decay of island of one component in the other is therefore expressed
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Figure 4.7: Area A of the small grains of the C|| phase displayed in Figure 4.5. plotted as a
function of time t (experiment: ; simulation: dashed line). The area A is estimated by the
number of potential connections marked in Figure 4.5 with crosses. At t = 0 s the C|| grain
disappears. The solid line is a fit based on the Gibbs-Thomson formula. The inset shows






γ/kTnsr − 1) (4.2)
In order to discuss the island size influence on the decay rate we define γ̃ = γ/kTns
and the size dependent factor g(R) = κρ∞/ns and we rewrite Eq. 4.2 as
dr2
dt
= −g(R, r)(eγ̃/r − 1). (4.3)
An estimate of the physical quantities is obtained by comparing the measured
data (experimental and simulational) with a numerical integration of Equation 4.3
which is derived from the Gibbs-Thomson formula.
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The two adjustable fitting parameters are the area decay rate g and the effective
line tension γ̃ between the C|| and the PL phase. A good description of the experi-
mental data is obtained with g = 6 connections per 9000 s and γ̃ = 1kBT per formed
connection (where kB is the Boltzmann constant and T = 300 K, the temperature).
The latter value is comparable with the calculated energy barrier of 0.2 -0.5 kBT per
rupture of a cylinder during the cylinder-to-sphere phase transition [76]. By relating γ
to the effective cross section of one connection (40×40 nm2), we get an estimate for the
interfacial tension σ = 2.5 µN/m between the C|| and the PL phase. This is a reason-
able value if we compare it with the interfacial tension of 25 - 30 µN/m measured be-
tween coexisting nematic and isotropic phases in lyotropic polymer liquid crystals [82].
The small effective interfacial tension together with the large viscosity of the polymer
explains the difficulty of annealing defects in block copolymer melts and solutions and
it supports the characterization of the ordered fluid as soft condensed matter.
The simulations match the time averaged experimental data remarkably well. The
close match on all length and time scales validates important assumptions of dynamic
density functional theory. The dynamics of the system is modelled as a diffusion
of local averages (the densities of the different components) in the gradients of cor-
responding chemical potentials which are calculated in a self-consistent way under
assumption of local equilibrium. Upon the change of an external parameter (the
surface field), the structure transforms via the pathways determined by its natural
diffusion dynamics. Apparently this local information is sufficient to correctly describe
the mesoscale dynamics during the structural phase transition occurring on small as
well as large length and time scales. In particular, the stepwise and stochastic na-
ture of the transition process is correctly predicted without any a priori knowledge
about structural details of the ordered phases involved. By comparing the speed of
corresponding elementary processes in experiments and simulations (Figure 4.7), we
can calibrate the time scale in the simulation. One timestep corresponds to about 6
s of real time and the simulation covers more than 100 hours of real time. This is
remarkable since computer simulations based on molecular dynamics can hardly cover
a few microseconds on state-of-the-art computer hardware. Our simulation method,
however, is based on self-consistent mean field theory and models the averaged density
distribution of different components in the system. The molecular architecture of a
single polymer chain only enters in the underlying free energy functional, describing
the energy of an individual polymer molecule in the mean field of all other molecules.
During the simulation, only the dynamics of the density distribution is followed, which
effectively averages the movement of individual molecules. With this approximation,
the model spans the molecular to the macroscopic scale by covering multiple length
(10 - 1000 nm) and time scales (1 s - 10 h).
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4.4 Summary
In summary, we have studied the elementary processes of a structural phase tran-
sition in ABA block copolymer thin film using dynamic density functional theory.
It was found that the C||-to-PL transition goes via nucleation and growth mecha-
nism. We found the following elementary processes: nucleation, annihilation of C||
island in PL matrix and local rearrangements of defects. The elementary step of the
cylinder to perforated lamella transition in a thin film is the stepwise and stochastic
movement of kinks parallel to the C||/PL border. From the analysis of the Gibbs-
Thomson effect on the transformation kinetics, we have estimated the interfacial ten-
sion between the cylinder and the perforated lamella phases. Simulation results were
compared to in situ dynamics AFM experiments on cylinder-forming polystyrene-
block-polybutadiene-block-polystyrene. Experiments validate a versatile mesoscopic
simulation method which captures the same sequence of transient states upon cross-
ing a phase boundary as observed in the experiment and gives physical insight into
the nature of the process.
Chapter 5
Modelling a free surface of
block copolymers thin films
We have used dynamic density functional theory to simulate the struc-
tural evolution of a ABA block copolymer thin film with a free surface.
A free surface can change its shape during simulations and the structure
adjusts to locally changing film thickness. Starting from a flat surface,
we observe formation of terraces which correspond to energetically favor-
able film thickness. The sequence of phases obtained in simulation and
the kinetics of terrace formation process are compared to experiments
on cylinder forming SBS triblock copolymer. The C||-PL transition is
modelled with experimentally realistic pathway - varying film thickness.
Parts of this Chapter will be published as
Lyakhova K.S., Sevink G.J.A., Zvelindovsky A.V.
“Modeling a free surface of block copolymer thin films: A dynamic density functional
study”.
79
80 CHAPTER 5. FREE SURFACES . . .
5.1 Introduction
Thin films of block copolymers play an important role in various industrial applica-
tions. In many surface supported as well as free standing films the polymer system
can adjust its thickness in order to avoid an unfavorable film thickness. If one of the
two surfaces of the film is faced to the air or to a liquid solvent, this surface should
be regarded as a free surface. If the initial film thickness is incompatible to the mi-
crodomain spacing, the microdomains need to thicken or compress, which leads to an
increase of the free energy of entropic contribution. Therefore supported films form
regions of different film thickness (terraces), which correspond to an integer multiple
of the natural microdomain spacing.
Experimentally terrace formation was studied for lamellar system [83–86] as well
as for asymmetric block copolymers forming cylinders in bulk [34, 36, 49]. It was
found that in a diblock copolymer system, where one of the blocks is located at the
substrate whereas the second segregates to the air inteface, if the initial thickness
differs from (n+1/2)d, where d is lamellar period and n is an integer, islands form on
the surface. [83,84] For example, if the initial film thickness is (n+ 1)d, islands form
with a height (n+ 3/2)d. With time, the islands coalesce, minimizing the area of the
surface of the film. For a cylinder forming system it was shown [31] that if the average
thickness of the film is not compatible with the repeat distance, the film develops
variations in thickness such that the thicker regions are an integer of the repeat
distance. In the thinner regions, the cylinders orient perpendicular to the surface.
A phase diagram of thin films of concentrated solutions of a cylinder forming
polystyrene-block-polybutadiene-block-polystyrene triblock copolymer in chloroform
was studied in [49]. During annealing the film forms islands and holes with energet-
ically favored values of film thickness. The thin film structure depends on the local
thickness of the film and the polymer concentration. Typically, at a thickness close
to a favored film thickness parallel orientation of cylinders is observed, while per-
pendicular orientation is formed at an intermediate film thickness. At high polymer
concentration the cylindrical microdomains reconstruct to a perforated lamella struc-
ture. Deviations from the bulk structure, such as a perforated lamella and a wetting
layer are stabilized in films thinner than 1.5 domain spacings.
Sphere forming systems can also form terraces [87]. Islands and holes consisting
of layers of spherical domains of asymmetric diblock copolymers were observed exper-
imentally, similar to the islands and holes in lamellar block copolymer systems. As
the thickness of the film increases, the shape of the island becomes diffuse. With a
further increase in thickness, no islands or holes are formed, but the layered structure
in the film is distorted when the original film thickness is not a natural thickness of
the diblock copolymer.
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The behavior of polymer systems with a free surface was investigated with dif-
ferent simulation methods. The free surface profile and surface tension of a polymer
melt was studied in Ref. [88] using Monte Carlo type simulations. In Ref. [89] a
variable-density lattice model was developed for the prediction of structure and ther-
modynamic properties at free polymer melt surfaces and polymer melt/solid inter-
faces. A general mean-field lattice model was used in Ref. [90] to study free surfaces
of polymer blends. The Dynamic Density Functional method was applied to study
thin polymer blend films with a free surface in Ref. [91].
In the present study, we simulate a ABA triblock copolymer thin film with a free
surface using the dynamic density functional method (DDFT). [50, 52, 92] (for de-
tails of method see Appendix). First we describe our simulation setup and show how
we account on presence of free surface in the block copolymer film. Then we show
the simulation results and compare them with experiments of Ref. [48, 49]. Further
we consider the dynamics of terrace formation process. In particular, we are inter-
ested in the relation between varying film thickness and adjusting structure. The
thickness driven C||-PL transition is considered as well. In Chapter 4 this transition
was modelled for a constant film thickness and varying surface field. Here we in-
vestigate C||-PL transition driven by changing film thickness and compare results to
corresponding experiments from Chapter 4.
5.2 Method
The effect of the free surface can be taken into account by explicitly considering
the void component in the system [89–91]. This void is treated as the solvent in
the standard path-integral calculation for polymer solution. The volume of solvent
is assumed to be the same as the volume of the polymer beads, and its interaction
with the polymer is specified by the parameters εAS and εBS , where εAS and εBS
are taken to be large since polymers cannot diffuse into the solvent. In practice, we
cannot make the polymer concentration in the solvent phase zero, but we optimized
the parameters so that the concentration of polymer in the void phase is less than 1
%.
The starting simulation configuration is presented in Figure 5.1. Hard substrates
M1 and M2 confine the simulation box (x × y × z) from both sides. The initial
shape of the free surface is given by cos2φ. Typically the dimension x is taken large
(128) while we take the y dimension smaller (32 or 64) in order to keep simulation
time in reasonable limits. Half of the simulation box (in the z direction) is occupied
with block copolymer film which is confined by the hard substrate M=M1 (with
energetic interaction εAM1 and εBM1 and has a local thickness H(x,y,t). The surface









Figure 5.1: Schematic illustration of simulation box. The block copolymer film placed on
solid substrate. Above the film void is modelled as solvent and the boundary between the
void phase and the polymer film corresponds to a free surface.
M2 does not play an important role, appropriate values for interactions with M2 are
considered. Initially the block copolymer is not microphase separated. The upper
half of the simulation box is occupied by solvent. The interface between polymer film
and solvent represents a free surface.
As a reference for our study we use the experimental system from Refs. [48, 49]
(Tapping ModeTM scanning force microscopy of thin polystyrene-block-polybutadiene-
block-polystyrene (SBS) film on silicon substrate). In Chapters 2 and 3 this exper-
imental system was parametrized in detail within our method. In present Chapter
this parametrization used. The block copolymer melt is modelled as a collection of
A3B12A3 Gaussian chains with εAB = 6.5 kJ/mol, ensuring a cylindrical morphol-
ogy in bulk according to our previous studies (see Chapters 2, 4). The initial film
thickness is chosen such that the block copolymer film adopts 1,5 layer of structure in
the beginning of the simulation procedure (z=20 grid points; H=9). This situation is
energetically unfavorable and the film starts to form thinner and thicker regions with
energetically favorable film thicknesses corresponding to either a single layer or two
layers of cylinders in agreement with the experiment (see Chapter 4). In the thinner
region, the cylinders eventually transform into a perforated lamella (PL), which is the
stable structure for the particular film thickness.
In line with our previous work, we introduce an effective surface interaction pa-
rameter εM = εAM1 − εBM1 since only the difference counts in the calculation of the
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chemical potential [42]. Analogous we introduce the effective interaction with solvent
as εS = εAS − εBS .
5.3 Results and Discussion
The simulation system described above is complex and contains many parameters.
As the interaction between A and B blocks (εAB) is fixed 4 important parameters
remain a matter of choice: the interaction of polymer blocks with the hard substrate
and the free surface (solvent). Introducing effective parameters for the interaction
with Mask 1 (hard substrate) - εM and solvent (εS), we reduce the number of free
parameters to two, but both solvent-polymer interaction parameters can change the
phase behavior and in the general case one would need 3 parameters to describe the
system. Another important parameter is the initial thickness of block copolymer
film. If the initial polymer film thickness is compatible with the bulk microdomain
distance (it was calculated in Chapter 2 as c0 = 6 grid points) or close to this value,
the system forms one layer of parallel cylinders (C||). In Chapter 2 we show that for
sufficiently high surface field the formation of surface reconstructions (such as PL or
L) is possible. Similar to the case of asymmetric boundary condition (see Chapter 3)
cylinders can elongate or compress responding to small deviations of film thickness
from c0. The same holds for a simulation system with initial thickness z ∼ 2c0. The
two layers of structure can be formed with one of the layers being deformed (elongated
or compressed). In the remainder we choose the initial film thickness z = 1.5 c0 in
order to insure maximum frustration of the structure. In such a case we force the
system to form terraces. In experiment of A.Knoll (see description of experiment in
previous Chapter, section 4.1) the initial film thickness was also chosen H = 1.5c0.
We found that in the case εS = εM , when the polymer film is effectively confined
between two symmetric interfaces, the free surface often remains flat after the phase
separation in block copolymer film. The structure adjusts to unfavorable thickness by
forming perpendicular cylinders or W-C||. (Here W according to our notation from
Chapters 2 and 3 denotes wetting layer). In case of asymmetric boundary conditions
(εS 6= εM ) the free surface can curve. The shape of free surface for the symmetric and
asymmetric surface energy is shown in Figure 5.2. We see that while in symmetric
conditions only a small bump was observed on the free surface, interface between poly-
mer and solvent in asymmetric case in sufficiently curved. The interaction with the
solvent should be high enough in order to avoid mixing of polymer and solvent. This
interaction should not be too high as this can lead to dewetting of the polymer film.
We attempt to modell the experimental sequence of top structures from Refs.
[48,49]. The experimental system is very complex and little is known of the underlying
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a) b)
Figure 5.2: The shape of free surface for two simulation systems shown as isodensity surface
of solvent. a: symmetric case (εM = εS = 6); b: asymmetric case (εM = 2; εS = 6). All
other parameters in a) and b) are the same.
structure, as AFM technique can provide only with a top image of the structure. In
Figure 2.13(a,b) the two phase images with different initial thickness are shown. The
schematic height profile of the phase image is shown in Figure 2.13(c) and gives rise to
the sequence of phases that we want to model: dis-C⊥-C||-PL-C||(elongated)/C||C⊥-
C⊥-C||. Here C||C⊥ in agreement with the notations of Chapter 3 denotes parallel
cylinder with necks - combination of parallel and perpendicular cylinders. We note
again that experimentally one can not distinguish between C⊥ and C||C⊥ or PL-C⊥
by Tapping ModeTM scanning force microscopy. In Figure 5.3 we show two examples
of simulated terrace formation vs the experimental image. By braces we denote the
parts of experimental image which we were able to modell. In Figure 5.3(c) top we
show a system with a free surface which has a bump in a middle of simulation box.
The deviations in film thickness are rather small and elongated C|| and C||C⊥ are
formed as neighboring phases. This structure is rather stable. Three neighboring
phases are shown in Figure 5.3(c) (bottom). Here PL-C|| (elongated)-C||C⊥ coexist
in one simulation box.
The dynamics of terrace formation process in illustrated in Figure 5.4. Here we
show the A-block isodensity surface (left) and corresponding shape of free surface
(Figure 5.4, right). The interaction with substrate is relatively large (εM = 12) which
results into fast surface induced phase separation in layer next to the substrate M1
(see timestep 200). Small variations in film thickness can be observed all over the
free surface. At the next stage (timestep 12000) the free surface shows small bumps
(see the right column in Figure 5.4) while the polymer structure forms better defined
structures. One layer of elongated cylinders coexists with C||C⊥ (cylinder with necks).
In region of C||C⊥ one can see the tendency to form a C||-C|| structure with increase
of thickness H. The thickness tends to grow to H = 2c0 in order to avoid frustration of
structure. In the next snapshots we distinctly see formation of lower (left) and higher
(right) terrace. At timestep 20000 we observe the formation of a PL structure at the
lower terrace accompanied by decrease of film thickness and the formation of C||-C||




Figure 5.3: a: Tapping ModeTM scanning force microscopy phase image of thin polystyrene-
block-polybutadiene-block-polystyrene (SBS) film on silicon substrate after annealing in
chloroform vapor. Bright (dark) corresponds to PS (PB) microdomains. (Reprodiced from
Ref. [48]) b: Schematic height profile of the phase image shown in (a). c (top): Simulation
of A3B12A3 block copolymer film with a free surface (100000 timesteps). The simulation
box is 128 × 32 × 20. Block-block interaction parameter is εAB = 6.5. Interaction with
solid substrate (M1) εM = 8; interaction with the free surface (solvent) εS = 6 (εAS = 16,
εBS = 10). c (bottom): Simulation of A3B12A3 block copolymer film with a free surface
(70000 timesteps). The simulation box is 128 × 64 × 20. Block-block interaction parameter
is εAB = 6.5. Effective interaction with solid substrate (M1) εM = 11; Effective interaction
with the free surface (solvent) is εS = 6 (εAS = 16, εBS = 10).
at the higher terrace. Further on in the evolution of thin film at the higher terrace
PL-C|| is formed while at the lower terrace the structure starts to form a disordered
layer with decrease of film thickness.
At the lower terrace in Figure 5.4 (timesteps 12000-56000) we observe the PL-
C|| transition that was studied in Chapter 4. While in Chapter 4 we modelled the
PL→C|| transition by changing the surface interaction at constant film thickness,
here we observe the same PLrightarrowC|| transition driven by a thickness change.
The current pathway resembles the situation in experimental system (see description
of Knoll’s experiment [79]) where the C||→PL transition was driven by a thickness
change. The details of the thickness driven transition C||→PL are shown in Figure 5.5.
At timestep 12200 we see one defect in the C|| structure (three-armed connection)
which migrates and further serves as a nucleus for the PL phase. After the first
perforations are formed they disappear in the top of the box and appear in the right








Figure 5.4: Dynamics of terrace formation in a A3B12A3 block copolymer film with a
free surface. The simulation box is 128 × 64 × 20. The block-block interaction parameter
εAB = 6.5. Interaction with solid substrate (M1) εM = 12; Interaction with free surface
(solvent) is εS = 6 (εAS = 16, εBS = 10). Left: The isodensity surface ρA = 0.5 is shown;




Figure 5.5: The detail of simulation box from Figure 5.4 showing dynamics of C||-PL
transition driven by film thickness change.
bottom corner. The reason of migration of newly formed nucleus of PL phase is
not clear. It can be caused by lateral migrations of small local deviations of film
thickness. The transition has the same nucleation and growth mechanism as the
C||rightarrowPL transition in Chapter 4 driven by surface field change. We also
observe the next stages following the nucleation: annihilation of C|| island in PL
matrix and rearrangement of defects. The observed transition kinetics hints that the
thickness driven transition shows the similar sequence transient states (nucleation,
annihilation, rearrangement of defects), as in C||→PL transition driven by surface
field change, but larger simulation volumes are necessary to conclude this definitely.
5.4 Summary
In the present study, we have studied the dynamics of the phase separation of the
block copolymer thin film with a free surface using the dynamic density functional
method. Thin film was composed of ABA triblock copolymer. We obtained the same
sequence of phases as in experiments of Ref. [79] (see also Chapter 4). A more detailed
investigation of the dynamics of terrace formation process is needed. In our previous
works it was shown that for given block copolymer system mesoscopic structures are
functions of both the surface field and the film thickness. Here we observe that the
film thickness varies during the terrace formation and series of order-order transitions
are induced (all other parameters are fixed during simulation and experiment).
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As extension of previous work (Chapter 4) the details of C|| − PL transition was
studied. In this Chapter the transition was modelled with experimentally realistic
pathway - varying film thickness. The thickness driven transition shows a similar
sequence of transient states (nucleation, Annihilation of C|| phase in PL matrix and
rearrangement of defects) as in C||-PL transition driven by surface field change (shown
in Chapter 4).
5.5 Outline for the future
The flexibility of adjustable (free) surface brings us closer to more realistic experimen-
tal setups. At the same time it allows us to verify how well we can use our knowledge
of structure formation in thin films confined between two hard surfaces for these more
realistic conditions. Here, we identify several open issues. They have to be considered
in detail and will be the subject of future work.
1. From our simulations we found that the shape of the free surface depends to
a large extend on the interface energetics parameters (εM , εS). In the exper-
iments, this energetics is fully determined by the polymer chemistry and the
nature of the substrate. While experimental systems experience rather smooth
slopes (an increase of approximately 40 nm for a lateral distance of 4 µm) the
slopes in our simulations are not that smooth (an increase of approximately 6
grid points in height for lateral 120 grid points). One source of this effect is the
standard assumption of periodic boundary conditions in the lateral directions
(leading to a decrease of the lateral extend of the terraces), another source is the
difficulty of tuning the parameters entering the simulations to real ones. Given
time, we will be able to be more decisive in this respect.
In several simulations we observed a tendency to dewet. The origin of this
tendency can be guessed from relatively simple arguments, but is not yet fully
resolved. Strong macrophase separation between the polymer and ’air’ could
give rise to a tendency of the block copolymer to form a large droplet, in order
to minimize the interface between polymer and solvent. Surface tensions and/or
frustration of the underlying structures could also lead to (partial) dewetting.
2. The structure diagram ‘Morphology vs height’ can be constructed from our
free film simulations and should be compared to diagrams for symmetric and
asymmetric boundary conditions from the Chapters 2 and 3, where the film is
confined from both sides. Deviations would hint on an influence of the kinetics,
which is observed in some experimental situations. [93]
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The structure diagrams can be constructed as function of the selectivity of
surface M1 to the block copolymer blocks (εM ).
3. The details of the C||-PL transition driven by a change in thickness should be
compared to the analogous transition considered in Chapter 4 resulting from a
instant change in surface energetics, concentrating on local deviations of the film
thickness, in order to understand how the film height determines the mesostruc-
ture and vise-versa. The surface tension between the C|| and PL phases can be




transitions in block copolymer
films under an electric field
We study kinetic pathways of phase transitions in thin films of block
copolymers subjected to an applied electric field. The aim is to iden-
tify a unifying mechanism for the transitions by means of dynamic self-
consistent field simulations. We consider structures ranging from spheres
to lamellae. The transition dynamics depends on the degree of phase
separation, and takes detours across phase boundaries depending on the
position with regard to the phase boundary.
This chapter is submitted for publication as
Lyakhova K.S., Sevink G.J.A., Zvelindovsky A.V.
“Kinetic pathways of order-to-order phase transitions in block copolymer films under an
electric field”
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6.1 Introduction
Block copolymers are fascinating materials capable of forming a large variety of soft
nanostructures depending on the chemical composition of blocks and the architecture
of relatively simple molecules. [1] A challenging task for the application of block
copolymers in nano-manufactured devices is to form perfect arrays of nanostructures.
One possible way to do so is by the application of an external field to a block copolymer
sample. Examples of such fields commonly used in experimental practice are shear
flow, [1, 14] electric field [9, 15–17] and temperature gradients. [18]
Often experimental samples are thin films. [19] Recently we have shown that the
phase behavior of cylinder forming block copolymers in thin films is extremely complex
even without external fields like shear and electric fields. [48] Both the transition
dynamics and the equilibrium behavior in the experimental situation is found to
be well explained by means of dynamic self-consistent field theory. [48, 51, 60, 78,
79]
In the presence of an electric field, an orientation of microdomains parallel to the
external electric field is energetically favored due to the different dielectric properties
of the two blocks. For lamellar and cylindrical systems this effect counteracts any
interfacial alignment due to preferential attraction to the electrode surfaces. For
spherical systems, this effect leads to an elongating of the spheres in the direction of
the electric field.
Several theoretical groups have studied electric field induced orientational and
order-to-order phase transitions [94–100, 106] and compared with experiments. [101–
105,107] Most of the theoretical analysis is based on the calculation of an extra con-
tribution to the free energy due to electrostatics for different orientation of structures,
and then comparing the energies of the static patterns.
As to the dynamic behavior, Onuki and Fukuda examined the dynamics of lamellar
undulation instability induced by the electric field. [95] To answer the question how
a phase transition proceeds further in time one needs to develop an approach to
examine the dynamics of the pattern evolution. Recently, such method has been
proposed [108] for an arbitrary block copolymer system under an electric field. It
employs an approximation to more general dynamics studied earlier in Ref. [109] for
polymer melts.
In contrast to most of the static theoretical studies, experimental studies have
intrinsically considered the dynamics pathways of electric field induced phase tran-
sitions. [110, 114–116] It was observed that the initial stage of the process history
prior to the application of an electric field is an important factor in the transition
kinetics. When a block copolymer system is not or poorly phase separated prior to
the application of the electric field, composition fluctuations can already be oriented
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by the electric field, [101] and the orientation of microdomains takes place directly
after cooling through the order-disorder temperature. In an initially ordered system
the rearrangement dynamics depends on the defect density [102] and on the degree
of phase separation, [105] which determine the growth of undulation instability to a
great extent.
Electric field induced thin film sphere-to-cylinder (S-to-C) transition was observed
experimentally by Ting it et al [107] for a sphere forming system. In this system, cross-
sectional TEM snapshots of the intermediate stages of the alignment process indicated
that spherical microdomains were first deformed in ellipsoids under an electric field
and then interconnect in cylindrical microdomains oriented in the direction of electric
field.
Electric field induced reorientation of a cylinder forming block copolymer (C||-
to-C⊥) was studied by Thurn-Albrecht et al [104, 115] for different initial situations.
The electric field was found to orient composition fluctuations in the disordered state,
resulting in a preferred growth of oriented nuclei. An electric field applied to a phase
separated copolymer led to a disruption of grains into smaller pieces that were able
to rotate. This disruption occurred via the growth of undulations at the cylinder
interfaces. For lamellae forming block copolymer the electric field induced alignment-
kinetics has been studied by many groups. Amundsen et al [102, 103] proposed two
mechanisms: selective electric-field-induced disordering and alignment through move-
ments of defects. Only the latter mechanism was supported by their experiments, and
the fundamental process was found to be the movement of edge dislocations. [103] In
Ref. [116] an in-situ SAXS alignment study of an ordered lamellar block copolymer
melt in an electric field was found to indicate that reorientation of lamellar domains
goes via a disruption or disordering of the original structure, leading to a substantial
loss of long range order. In the intermediate stage the system tends to reduce the
grain sizes so the rotation of domains can occur. Similar Ting et al [114] showed that
the dominant mechanism is one where lamellae are locally disrupted and reappear in
the direction of the applied field. Böker et al [110] identified two distinct microscopic
mechanisms of electric field induced L||-to-L⊥ transition in a concentrated diblock
copolymer solution: nucleation and growth of domains, and grain rotation. This
behavior was initially attributed to the difference in viscosity due to the different
solvent concentrations. It was later argued [105, 108, 111] that viscosity may play a
role, but that these mechanisms are intrinsic to the degree of phase separation of the
system.
The objective of this work is to consider the detailed kinetic transition pathways
of order-to-order (S) and orientational (C and L) phase transitions induced by an
electric field and to identify unifying mechanisms.
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6.2 Model
Dynamic self consistent field theory is used to describe the block copolymer system.
[52,68] The time evolution of the system is modelled by diffusion dynamics
∂ρI
∂t
= M∇2µI + ηI , (6.1)
where ρI is the concentration of blocks of type I, which has dimensions of inverse
volume; µI is chemical potential, M is constant mobility and ηI is thermal noise, which
is related to M via the fluctuation-dissipation theorem. [68] The chemical potential
µI = δF/δρI can be found from the free energy: [52, 68]


































where nought at F indicates that the free energy is calculated for the system in the
absence of any external fields. The Boltzmann constant is denoted by k, T is the
temperature, n is the number of polymer molecules in the volume V occupied by
the system, and Φ is the intra-molecular partition function for ideal polymer chains.
The parameter κ determines the compressibility of the system and ρ0I is the mean
concentration of the I-block (where the avarage is taken over the sample volume V ).
For κ → ∞ the system becomes incompressible. The external potentials UI and
the concentration fields ρI are related via the density functional. [68] The polymer
chains are modelled as so-called Gaussian chains, where the single chain Hamiltonian






(Rs − Rs−1)2 (6.3)
with a being the Gaussian chain bond length, N the number of beads in the chain,
Rs the coordinate of bead s. The time evolution of the system as described by Eq.
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6.1 assumes that the system is in quasi-equilibrium, so that there exists a free energy
functional, Eq. 6.2. This free energy functional does not explicitly depend on time.
On every time instance of the systems evolution, Eq. 6.1, all intra-molecular degrees
of freedom are assumed to be equilibrated. This is a good approximation in case
that the internal dynamics of a single chain is faster than the collective dynamics of
the ensemble of chains. Althougt the free energy description, Eq. 6.2, incorporates
spatial resolution on the level of beads of chains, the time evolution described by Eq.
6.1 is coarse grained, and the smallest physical volume entering it is the volume of
a single polymer chain v. We use this volume to introduce a dimensionless variable
ψ = v(ρA − ρ0A). Here A stands for A-blocks. One variable is sufficient in case of
incompressible copolymer melts with only two block types, which we will consider in
the remainder. Therefore we will drop the subscripts for block types. The variable ψ
is an order parameter, which is the local deviation of the volume fraction of blocks A
from their uniform distribution. It is small for weakly segregated systems.
In the presence of an electric field E(r) the chemical potential can be split into
two terms: [117]









where E = |E|, ε(r) is the dielectric constant of the dielectric, and the CGS system
of units is used.
Next, we assume a linear expansion for the dielectric constant ε(r) ≈ ε̄ + ε1ψ(r).
This approximation is good for a system in the weak segregation regime. However,
it is also valid for stronger segregated systems with weak dielectric contrast, when
ε1 is small (and higher derivatives of the dielectric constant with respect to composi-
tion vanish). The electric field inside the material can be expressed via an auxilary
potential ϕ: E = E0 − ∇ϕ, where E0 = (0, 0, E0) is the uniformly applied electric
field along the z-axis. Then the electric part of chemical potential, Eq. 6.4, can be
written as ξ = −ε1(E20 − 2E0∇zϕ+ (∇ϕ)2)/8π. In the linear approximation, the last
term should be omitted. We note however, that the second term vanishes if there are
no gradients in the z-direction, which is the case of a fully aligned structure in the
field direction. Thus the approximation fails only at the very last stages of alignment
process, which is of no particular interest here. Using the Maxwell equation divεE = 0








and for the time evolution of the order parameter
ψ̇ = b∆µ0 + α∆zψ + η̃, (6.6)
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where b = Mv is the mobility in Einstein sense [118], associated with the volume of
one polymer chain; α = bvge, ∆ is the Laplacian, ∆z ≡ ∂2/∂z2, and η̃ is the properly
redefined noise term. The coefficient ge describes the strength of the electrostatic









where ε0 is the dielectric constant of vacuum. In the numerical simulations the electric
field strenght is parameterized by the dimensionless variable α̃ = α/kTb.
The purpose of the present simulation is to determine general features of the ki-
netic pathway of the transitions, and not to search the parameter space for exact
values. Nevertheless it is instructive to estimate whether our parameters are in rea-
sonable experimental reach. We choose the experimental system from our previous
study, [107] for which estimates of the electric field strenght also have been made
in several other theoretical studies. [100, 122] We note, that the reference [122] mis-
takenly used a bit lower temperature for this system, which however does not make
much difference for their final estimates. The experimental system was a PS-b-PMMA
diblock copolymer melt with molecular weight 151K and avarage PMMA volume frac-
tion f̄ = vρ0PMMA=0.1. [107] Using the values for the molecular weight of monomers
MPMMA = 100g/mol, and MPS = 104g/mol, and polymer densities 1.1g/cm
3 for
PMMA and 1.04g/cm3 for PS, one finds the volume occupied by one polymer chain
equal to v = 240nm3. [122] We assume linear dependency of the dielectric constant
on composition ε = εPMMAf + εPS(1 − f) (where f = vρPMMA = f̄ + ψ) and use
the values for dielectric constants of pure components from Ref. [100] εPMMA = 6,
and εPS = 2.5. Using the expression for the parameter α̃ in SI units, Eq. 6.7, we find
that for the experimental temperature T=170 oC and a typical value of α̃ = 0.1 the
electric field E0 ≈ 8V/µm is well within experimental range. In the reference [107]
a field of 40V/µm was used. As discussed in the reference [122] a full solution of
the Maxwell equation would give a somewhat higher value for E0. However, as both
methods use a linear expression for the dielectric constant as function of composition,
we believe our treatment is sufficient. Another comment is that for εPMMA = 3.8,
which is taken from Ref. [103] and differs from the one used in Ref. [100], we end up
with the value E0 ≈ 20V/µm, which is even closer to the experimental value. [107]
The dimensionless time step is ∆τ = kTbh−2∆t = 0.5, where h is the numerical
grid spacing and the value 0.5 is chosen to ensure stability of the numerical scheme.
[68] The Gaussian bond lenght parameter a, Eq. 6.3, and the grid spacing h are
related via a so-called grid scaling parameter ah−1 = 1.15, which value is chosen from
numerical considerations as well. As b and t enter the simulations only as the product,
all simulations can be done in dimensionless time without specifying either of them
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explicitly. Determining the exact value of the time step is a difficult problem which is
out of scope of the present paper. By comparing details of experimentally observed
kinetics of phase transition in block copolymers with simulations we have shown
earlier, that one simulation time step is about 6 seconds for the specific system studied.
[79] Nevertheless it is instructive to estimate this value here. Using the notation
for the diffusion coefficient D = kTb, we get for the time step introduced above
∆t = 0.378a2/D. We give an estimate for the same system as above. [107] As the
majority component (90%) is PS, this block will be the limiting block in the molecular
diffusion of the PS-PMMA block copolymer. We take the value for the diffusion of
hydrogenated PS (hPS) reported in Ref. [123] by means of dynamic secondary ion
mass spectrometry. For hPS material with molecular weight of 150K at temperature
scaled to 150 oC the bulk diffusion was found as D ≈ 5 · 10−15cm2/sec. However, as
the temperature in Ref. [107] was 170 oC, the diffusion would be somewhat higher,
while, on another hand, the block copolymer molecule diffusivity would decrease due
to presence of microphase boundaries. Moreover, there will be a difference in diffusion
between hPS and the PS used in Ref. [107]. On top of all this, the diffusion in thin
films (the systems of our study) slows down by about one order of magnitude as
reported in Ref. [123]. The above value is therefore only a rough estimate, which we
shall employ in the derivation of the timestep.
Our model in the work [107] is a Gaussian chain A2B10, which gives a volume
fraction of the A-block equal to f̄ = 0.167 and chain lenght N = 12. To estimate
the Gaussian bond lenght a we compare the experimental value for the first-order
peak position [107] q∗ ≈ 0.174 nm−1 with the analytic expression for f̄ = 0.167:
q∗ ≈ 2.19/R (where R2 = a2N/6). [124] Substitution leads to a ≈ 8.9 nm. Again,
this is a rough estimate, as Leibler’s expression is not a good approximation for such
short chains. Finally all estimates combined in the expression for the timestep gives
∆t ≈ 60 sec, which is well within the experimental range.
We model confined systems by positioning two solid surfaces in the simulation
box, representing the electrodes. Both surfaces span the box in the x and y direction
completely; in the vicinity of surfaces rigid wall boundary conditions apply. [52] The
energetic interactions are fully parameterized by the interaction parameter ε0IJ (bead-
bead) and ε0IM (bead-surface), which are the weights of the Gaussian kernels in the
expressions for εKL in Eq. 6.2. [52] We omit zero-superscripts in the following for
simplicity. These parameters are directly related to the more familiar Flory-Huggins
interaction parameter χ. [68] Although we will operate with ε in the remainder, we
will provide the corresponding χN value for all systems under consideration. For the
surface interaction in AB and ABA systems the strength is characterized by the value
of εAM and εBM . In line with our previous work, we introduce an effective interaction
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parameter εM = εAM − εBM since only the difference counts in the calculation of the
chemical potential. [42] For all simulations we set εBM = 0. The sign of εM shows
the preferential attraction of A-beads (negative) or B-beads (positive) to the surface.
6.2.1 Minkovsky functionals method
Modern integral-geometry morphological image analysis provides the tool to assign
numbers to the shape and connectivity of patterns formed by pixels of 3-D images, by
means of additive image functionals. An example of such additive image functionals
are the Minkowski functionals, that describe the morphological information contained
in an image by numbers that are proportional to very simple geometrical and topo-
logical quantities: the volume, the surface area, the mean curvature, and the Euler
characteristic. Our implementation of the numerical calculation of the Minkowski
functionals [130] is adapted from the work of Michielsen et al [127, 128]. The Euler
characteristic can be understood as the number of connected components minus the
number of tunnels (holes) plus the number of cavities. For instance, it is 1 for a solid
sphere, 2 for a hollow sphere, 0 for a torus, and -1 for an ∞-shape which has 2 holes.
Due to the additivity, we can use this knowledge for the determination of the topol-
ogy of the majority part of the local structures from the Euler characteristic. For
AB and ABA block copolymers, the amount of amenable mesostructures is limited
to micellar, cylindrical, bicontinuous, cylindrical or lamellar morphologies. This ob-
servation leads to a few very simple rules for the interpretation of structures: a very
positive Euler characteristic can be interpreted as majority of micellar (spherical or
cylindrical) structures, a very negative Euler characteristic as highly connected struc-
tures with many tunnels. From the Euler characteristic it is impossible to distinguish
between spherical and cylindrical micelles.
6.3 Objective of the study
6.3.1 Systems of interest
The same ABA triblock copolymer A3B12A3 as in our previous studies was chosen to
study the electric field induced transitions in spherical micellar (S) and cylindrical (C)
systems. The behavior of the cylindrical morphologies in confinement was excessively
studied for both the symmetric film-surface interactions [48, 60] and the asymmetric
case; [78] we can use this knowledge to our advantage. Moreover, the bulk diagram
of A3B12A3 was simulated in detail, [60] and we found the following structures as
a function of the energetic interaction εAB : εAB ≤ 5.75 - no phase separation, for
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system nr architecture εAB χN Bulk
1 A3B12A3 5.8 30.4 S
2 A3B12A3 5.9 31 S
3 A3B12A3 6.1 32 C
4 A3B12A3 6.5 34 C
5 A4B4 7.0 16.3 L
6 A4B4 8.0 25.7 L
Table 6.1: The architecture of systems studied in the Chapter with corresponding εAB , χN
parameters and bulk morphologies.
5.8 ≤ εAB ≤ 6.0 - A-rich spherical micelles (S), for 6.1 ≤ εAB ≤ 6.5 - hexagonally
packed A-rich cylinders (C) and for εAB ≥ 6.6 - A-rich bicontinuous structure (Bic).
For electric field induced transitions in a lamellar system we have chosen the same
symmetric diblock A4B4 which was already considered in Refs. [105, 108]. For this
diblock we obtain no phase separation in bulk for εAB = 6, while at εAB ≥ 7 we
observe well defined lamellar domains.
In Table 6.1 we present a list of chain architecture, εAB , χN , and bulk morphology
for the systems studied in this Chapter.
6.3.2 Transitions of interest
In the presence of surfaces (electrodes), microstructures will experience surface effects
due to commensurability and surface energetics. For lamellar systems the selective
surfaces (εM 6= 0) induce a parallel orientation and non-selective (εM = 0) a perpen-
dicular orientation of the lamellae in the vicinity of the electrodes. [19] For cylindrical
structures, the same is true albeit that the perpendicular orientations are found at a
non-zero εM value, due to a different balance of energetic and entropic contributions
to the free energy. [42] For spherical systems, there is a fundamental difference with
cylindrical or lamellar systems in the fact that a single perfect sphere does not possess
an orientation with respect to the electrodes. The presence of surfaces leads to the
formation of layers of spheres. [87]
In the presence of an electric field, an orientation of microdomains parallel to
electric field lines (perpendicular to the electrodes) is energetically favored due to the
different dielectric properties of the two blocks. For lamellar and cylindrical systems
this effect counteracts the interfacial alignment. In consequence, a minimum electric
field strength (threshold electric field strength) is required to overcome the parallel
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interfacial alignment. [105] Above this threshold, L and C undergo an orientational
transition, a L||-to-L⊥ and C||-to-C⊥ transition respectively. For spherical systems,
the system responds to the applied electric field by elongating in the direction of the
electric field, the amplitude of which depends on the strength of the electric field. For
spheres the threshold value of interest is the electric field strength at which a S-to-C⊥
transition occurs.
For all film simulations, the electrode surfaces have a preference to the B-block; the
strength of which depends on the value of the effective surface interaction parameter
εM . In sphere forming systems we consider two cases, the thin film system and a
bulk system. The phase behavior for a bulk spherical system under an electric field
is summarized in Figure 6.1. We see that a S-to-C transition exists in bulk. The
threshold electric field strength for the electric field inducing this transition is around
α̃ = 0.02. For small values of α̃ the spheres elongate. Upon an increase of the
electric field strength, the spheres merge into short cylinders. We found coexisting
morphologies of spheres and cylinders (an example is shown as a crop of the simulation
box for α̃ = 0.018 in Figure 6.1), where the cylinders are not precisely aligned along
the field lines. Even higher values of electric field strength lead to ordered cylindrical
domains along the field direction.
The same type of transition was observed in Tsori et al. [100] The difference with
that work is that their transition is abrupt: below the threshold electric field strength
there are only elongated spheres, above this value only cylinders. The discrepancy can
have several grounds. First, as we emphasised above, our structures are obtained by a
simulation method that incorporates dynamics, and therefore they can be metastable.
The results of Ref. [100] are obtained by static calculations, where all structures
are in equilibrium. Moreover, as the calculations of Ref. [100] are done for Fourier
modes, only energies of pure morphologies were compared. Coexisting morphologies
are simply no natural subset of the structures considered by this method. Finally, the
simulation box in Ref. [100] accommodates only 4 layers of spheres, which is much less
than our boxes in Figure 6.1. In this case, box size effects play a role and may serve
as some sort of confinement, as suggested by our film simulations (see our discussion
of the same issue at the end of section 6.4.1).
The phase behavior of block copolymer systems confined in a thin film is presented
in Figure 6.2. Each square represents one simulation. For all thin films no coexisting
morphologies were observed in the parameter space studied. For a spherical system
confined in a thin film (Figure 6.2a) all relevant parameters are the same as in system
from Figure 6.1. The threshold dependents on the strength of the surface interaction:
the stronger the preference of one of the blocks to the surface, the larger the strength
of electric field required for the order-to-order transition. Below the threshold value
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Figure 6.1: Diagram of structures of a A3B12A3 block copolymer melt in bulk with εAB =
5.9 (kJ/mol) as a function of the electric field strength parameter α̃. The box size is 32 ×
32 × 32 grid points (shown completely only for the lower row). The upper row are details
taken from the total simulation volume. All simulations were performed for 6000 timesteps
in absence of an electric field and consequently 6000 timesteps with electric field.
the middle layer of spheres is considerably elongated while layers next to the surface
are flattened. We see that the threshold values for the confined system with neutral
surfaces (interpolated to εM = 0) and the bulk system are roughly in the same
range (α̃ ≈ 0.02). The line for εM = 3 is absent in Figure 6.2a as for this value
of εM the confinement induces a C⊥ structure in the whole simulation box. For
cylinder and lamellae forming system the results are shown in Figure 6.2b and 6.2c,
respectively. We see that above the threshold electric field strength all structures
swap their orientation. The dependence of this threshold on the surface interaction
is approximately linear in both cases.
We note that the diagrams presented here are essentially no phase diagrams, as
the final structures are pathway dependent. In our case, the electric field is applied to
an already well-developed microstructure. Even the situation where in all simulations
the electric field is applied from the beginning would not be the same as in the case
of the static phase diagram, [99] as the surface induced phase separation (initiated
by the presence of the electrodes) will play a role as well. This is a fundamental




































Figure 6.2: Diagrams of structures block copolymer film with for varying electric field
strength parameter α̃ and surface interaction εM for sphere (a) cylinder (b) and lamellae
forming system. The electrodes are located at the top and at the bottom of the box and not
displayed. The box size is 32× 32× 20 grid points. All simulations were performed for 2000
timesteps in absence of an electric field and consequently at least 2500 timesteps with electric
field. For sphere forming system (a) a A3B12A3 block copolymer with εAB = 5.9 (kJ/mol)
was considered; For cylinder forming system (b) a A3B12A3 block copolymer with εAB = 6.5
(kJ/mol) was studied and for Lamellae forming system (c) a A4B4 block copolymer with
εAB = 7 (kJ/mol) was simulated.
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difference between static calculations aimed at deriving equilibrium morphologies, and
our dynamic simulations. Generally speaking, the phase boundaries in our diagrams
show some sort of ”hysteresis”, depending on the history of the sample: the order of
applying an electric field and the temperature quench leading to phase separation. In
the following sections we concentrate on the kinetics of the transitions.
6.4 Sphere forming system.
System 1 with εAB = 5.8 (χN = 30.4) is a spherical system close to the order-disorder
transition (ODT) while system 2 with εAB = 5.9 (χN = 31) is further away from
ODT. Although the morphology is spherical, the influence of surface field on the
spheres in layers next to the surface can be seen from the fact that these spheres are
slightly flattened in the direction parallel to the electrodes. The electrode surfaces
have a preference to the B-block.
6.4.1 Results
S-Dis-C⊥ transition: close to disorder
We start with a spherical system close to the ODT boundary (system 1 in Table 6.1).
The box was chosen to be large enough in both lateral directions to avoid the influence
of periodic boundary conditions in these directions.
First the system was quenched from a homogeneous melt for 4000 timesteps to
form a film of three layers of spheres (see Figure 6.3a, left, timestep 4000). At this
point an electric field was applied for another 6000 timesteps. The final stage after
10000 timesteps is shown in Figure 6.3a (right). We see that on its way to the final
cylindrical state, the system has made a detour through the disordered state. The
formation of cylindrical structures proceeds via a nucleation and growth mechanism,
as there is still a rather large disordered region (gray in Figure 6.3a) in the middle of
simulation box at timestep 10000. A more detailed look at the top view of the system
after 4000 timesteps (Figure 6.3a, left) shows equally sized spheres (dots) with grain
boundaries between different patches; the inset (detail of the larger box) shows that
the structure is indeed spherical in all three layers. The top view of the system after
10000 timesteps (Figure 6.3a, right) shows thinner dots (indicating perpendicular
cylinders, as seen from the inset) with a much better lateral ordering than the initial
spheres, and fewer grain boundaries. Due to limitation of computational time we
stopped our simulation when the tendency of this transition was clear.
The details of transition are shown in Figure 6.3b. From this figure we see that the
layers next to the electrodes melt almost completely upon application of the electric






Figure 6.3: Phase transition kinetics of a A3B12A3 block copolymer film with εAB = 5.8;
box 256×256×20. The interaction with the surface is εM = 4. a: Top view of simulation box
at timesteps 4000 (electric field α̃ = 0.05 was applied) and 10000 (simulation was stopped)
two different stages of time. Details of simulation boxes are shown as insets. b: Details of the
phase transition dynamics of the system from (a) shown in selected areas of the simulation
box: top view of the selected area (above) and a side view at corresponding timesteps.
Structures are isodensity surfaces with mean value ρA = 0.5.
field while the middle layer melts only partly, leaving a small patch. The C⊥ structure
grows from the remaining and partially melted spheres in the middle layer. Several of
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these seeds (like the one showed in detail in Figure 6.3b) remain in the full simulation
box after melting, being the source of the grain boundaries where the emerging C⊥
clusters meet. The overall structure shows a hexagonal ordering.
S-to-C⊥ transition: far from disorder.
The second example is a sphere forming system further away from ODT denoted by
one of the squares in Figure 6.2a (system 2 in Table 6.1). Figure 6.4a shows details of
the pathway of S-to-C⊥ transition. When the electric field is applied on a phase sep-
arated melt, the spheres first elongate and become ellipsoidal in shape. Subsequently
the elongated spheres merge to form undulating cylinders. The interconnections are
not oriented in the field direction but, rather, are dictated by the proximity of the
ellipsoids. The undulations in the newly formed cylinders decay. At the end the
cylinders are perpendicular to the electrodes (the C⊥ shown top-right in the diagram
of Figure 6.2a).
Just below the threshold electric field strength the elongation in the direction of
the electric field is not sufficient to form perpendicular cylinders. We analyzed the
degree of elongation for a constant surface field by plotting the aspect ratio of one
sphere as function of the electric field strength (Figure 6.4b). The selected sphere is
taken from the middle layer where all spheres are equally elongated. We note that no
coexistence of spheres and cylinders is observed in any of the confined simulations.
The aspect ratio of spheres is approximately linear for the values of α̃ below the
threshold. The aspect ratio drops when the S-to-C⊥ transition takes place, indicative
of a discontinuous process. The difference with the bulk sphere simulation, where a
coexisting morphology is observed (Figure 6.1), can be attributed to the confinement
and the small thickness of the film accommodating 3 layers of spheres. The abrupt
transition seen in Figure 6.4 is very similar to the one earlier reported by static
calculations in Ref. [100] (compare their Figure 1; see also the discussion of our Figure
6.1 in Section 6.3.2 above).
6.4.2 Discussion of the kinetic pathways of S-to-C⊥ transition
When a system is close to ODT (system 1 in Table 6.1), the S-to-C⊥ transition
proceeds via partial melting into the disordered phase in thin film, as illustrated
in Figure 6.3. In the vicinity of surfaces there are two opposite tendencies: the
surface field tends to elongate spheres along the surface, and the electric field tends to
elongate spheres along the field lines. Close to ODT, this competition leads to partial
disordering (melting) of the system. For the thin film the remaining or partially
melted spheres in the middle layer serve as a nuclei for a new C⊥ phase. The overall










Figure 6.4: a: Phase transition dynamics of a A3B12A3 block copolymer film with εAB = 5.9
kJ/mol in a 32 × 32 × 20 box (isodensity surfaces ρA = 0.5). The electric field strength is
α̃ = 0.04 and the surface interaction εM = 4. The electric field was applied after initial 2000
timesteps. Right column shows side views at corresponding timesteps. b: The aspect ratio
of spheres as function of electric field strength for selected points from Figure 6.2a.
mechanism can be characterized as a nucleation and growth mechanism. As the
surface field is of short range, [42,48] its influence on the microstructure is the strongest
in the vicinity of electrodes. This explains why we observe melting in the layers next to
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the surfaces. To verify this statement we performed a simulation for a twice thicker
film and smaller lateral dimensions (32 × 32 × 40, results not shown here). After
application of the electric field the layers next to the surface melt while spheres in
the middle of the film elongate and connect into perpendicular cylinders. No melting
was observed in the middle of the film.
In a system further away from ODT (system 2 from Table 6.1, illustrated by
Figures 6.2a and 6.4), the competition of surface field and electric field does not lead
to melting, but to the elongation of spheres in the direction of the electric field; the
shape depends on the balance between the ponderomotive force and surface tension.
Experimentally, electric field induced sphere-to-cylinder transition in thin films
was observed in detail for a diblock system. [107] In [107] a direct comparison of our
method with experimental TEM and AFM snapshots for a diblock copolymer melt and
one degree of phase separation showed a 1-1 correspondence of the transition pathway,
including the coexistence of spheres and cylinders during the merging process. Here
we show that these details are also observed for an ABA triblock. We conclude that
the transition pathway is most sensitive to the degree of phase separation, and rather
independent of the polymer architecture.
6.5 Cylinder forming system.
In the phase diagram, the cylinder forming system is surrounded by the spherical
(lower χN) and the bicontinuous (higher χN) phase. System 3 from Table 6.1 with
εAB = 6.1 (χN = 32) is close to the phase boundary with the spherical phase while
system 4 with εAB = 6.5 (χN = 34) is close to the boundary with bicontinuous phase.
All simulations were performed in a simulation box that accommodates three
parallel layers of cylinders. The electrodes have an energetic preference to the B
block.
6.5.1 Results
C||-to-C⊥ transition: close to spheres.
For system 3 the electric field was applied between 2000 and 6000 timesteps only. The
transition kinetics is shown in detail in Figure 6.5. Upon application of an electric
field the parallel cylinders start to undulate with a wavelength roughly equal to the
distance between the cylinders (timestep 2200). At the next stage the system breaks
up into well-distinguished spherical micelles in the whole box (timestep 2800). Upon
comparing the time evolution of the sphere forming system from Figure 6.4 (timesteps
2200-4200) and the cylinder forming system from Figure 6.5 (timesteps 3000-3400)
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we see that the next stages in the C||-to-C⊥ transition follows exactly the same route
as the S-to-C⊥ transition (Section 6.4.1).
The detailed snapshots in Figure 6.5 (right) show that the spheres merge with each
other to form undulating cylinders in a tilted direction with respect to the direction
of the electric field; the origin is similar to described in Section 6.4.1. At the end the
cylinders are perpendicular to the electrodes.
In order to ensure that the final cylinders are not a kinetically driven metastable
phase in the region of the phase diagram where spheres are the actual stable equi-
librium structure, we have continued our simulation with the electric field switched
off for another 4000 timesteps to see if they eventually break up into spheres. Figure
6.5 (timestep 10000) shows that the structure remains cylindrical, but experiences a
slight tilt with respect to the direction perpendicular to the electrodes. This tilt is due
to the interplay of energetic and entropic factors associated with the surfaces. The
surface prefers the B-blocks; the A-rich cylinder caps close to the surface represent an
energy penalty. In a search for the least frustrated situation the system finds a slightly
tilted orientation. In the presence of an electric field this tilt is suppressed by the
tendency of the system to avoid dielectric interfaces under an angle to the field lines.
C||-to-C⊥ transition: close to bicontinuous.
Next we focus on a system 4 from Table 6.1. We compare two systems with the same
χN but different defect density. We consider systems at different positions in the
diagram in Figure 6.2b, as it is not easy to find a system without long lasting defects
due to the relative low energy cost of these defects. The system in Figure 6.6a, has no
defects in the initial structure prior to applying an electric field, while that in Figure
6.6b has a defect in the form of an open end of a cylinder before the electric field was
applied. In both cases the electric field is close to the threshold electric field strength.
In the system without defects (Figure 6.6a) the transition goes via undulation
instabilities, leading to a break up of the system in the whole box almost instantly.
The system with a defect (Figure 6.6b) follows a defect-mediated transition: the open
end of the cylinder serves as a nucleus for the formation of the new C⊥ phase.
We provide additional insight on the pathway of the defect-free system, by con-
sidering the top view of the structure (right column in Figure 6.6a). It confirms that
the transition takes place via undulations with primary wavelength roughly equal to
the distance between the cylinders, and that the breakup takes place in whole box
almost simultaneously. The cylinders not only undulate in shape, but also at larger
scale adapt their position and curvature in space. The latter leads to a complete
rearrangement of the undulations into a hexagonal lattice even before the cylinders
actually break and reconnect to form the new perpendicular cylinders.








Figure 6.5: Transition dynamics of a A3B12A3 block copolymer film with εAB = 6.1 in a
32×32×20 box (isodensity surfaces ρA = 0.5). The electric field strength is α̃ = 0.06 and the
surface interaction is εM = 4. The electric field was applied after an initial 2000 timesteps.
Between 6000 and 10000 timesteps no electric field was applied. Structures between 3000
and 3400 timesteps are shown in parts of the total simulation box.













Figure 6.6: Transition dynamics of a A3B12A3 block copolymer film with εAB = 6.5 in a
32×32×20 box (isodensity surfaces ρA = 0.5). The electric field was applied after an initial
2000 timesteps in both cases (the numbers in the figure denote timesteps). a: εM = 6 and
α̃ = 0.15; b: εM = 4 and α̃ = 0.082. c: Top view of the time evolution of the system shown
in (a).
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Figure 6.7: Time evolution of free energies without the electrostatic contribution of se-
lected systems from Figure 6.2(b) with constant εM = 4. The electric field strength
α̃ was varied. Lines 1,2,3 and 4 correspond to values of electric field strength parame-
ter α̃ = 0.082, 0.084, 0.086 and 0.088 respectively. The electric field was applied at 2000
timesteps. The orientation transition time ∆τ as function of electric field strength α̃ is
shown as an inset. Exponential decay (∆τ = τ0 + τ1exp[−α̃/α̃0]) was found to be the best
fitting function for this graph.
The transition times in Figures 6.6a (undulation and break-up at once) and 6.6b
(defect-mediated) can not be directly compared to each other due to the difference
in both electric field strengths and surface interactions. Figure 6.7 shows the free
energy without electrostatic contribution for a range of electric field strengths (black
squares in Figure 6.2b) and constant effective interaction with surface. We have
chosen to consider the free energy without electrostatic contribution, as this reduced
free energy will provide us insight into the change of the degree of phase separation
in time and changes in shapes of the cylinders, like undulations. The simulation, of
course, has accounted for the total free energy, as described in Section 6.2. In all cases,
at 2000 timesteps the electric field was applied which is seen in the graphs as a small
jump down, after which the systems reaches a plateau. This plateau corresponds
to undulated cylinders (see Figures 6.6a,b). One may consider the plateau as an
excited state with a lifetime that depends on the strength of the applied electric field.
Consequently, the length of the plateau is an indication of the characteristic lifetime
of this exited state. This length (in timesteps) is plotted as an inset in the Figure 6.7
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as a function of electric field parameter. The simulations show an exponential decay
for the life time as a function of the electric field strength. Cylinders break up and
the recombination is fast: after the plateau, the free energy without the electric field
contribution decreases quite rapidly to the value that corresponds to a perpendicular
orientation of cylinders.
The defect-mediated transition can be seen most clearly in a laterally larger box
(see Figure 6.8). For this simulation we took one of the systems from the diagram in
Figure 6.2b. In the absence of an electric field, the system forms three layers of parallel
cylinders with many typical defects like open ends of cylinders (timestep 1700). After
the electric field was applied, nuclei of the C⊥ phase form at the position of defects
in the structure. At their edges the newly formed perpendicular clusters grow in
the lateral direction leading to the formation of several grains of hexagonally packed
cylinders perpendicular to the electrodes. The electric field cannot help in eliminating
the grain boundaries, as the free energy of the hexagonal pattern is invariant with
respect to rotation around the cylinder axis (the electric field direction).
Figure 6.8b shows the details of the transformation kinetics, focusing on a nucleus
of the C⊥ phase still surrounded by C||. The open end of a cylinder initiates the
appearance of open ends in the neighboring layers. Consequently the open ends swell
and eventually connect with each other in a characteristic three-arm connection. Due
to this connections between neighboring cylinder layers, the system becomes bicon-
tinuous: a three-arm connection is characteristic for the gyroid phase. We observe
rows of such three-arm connections forming a front. This front propagates inside the
C|| phase, thus forming a cluster of perpendicular cylinders. Figure 6.8b shows that
the three-arm connections break and transform into banana-shape cylinders, which
slowly straighten. A whole box of these banana-shape cylinders can be already seen
in Figure 6.6a (timesteps=3300), suggesting that newly formed cylinders are never
perfectly aligned in the direction of the electric field.
If the electric field is switched off after all cylinders have reoriented themselves into
perpendicular ones, they will remain in this perpendicular orientation, and not trans-
form back to the parallel orientation. In Figure 6.8c we show the free energy without
electrostatic contribution of the system from Figure 6.8a. After 4000 timesteps the
electric field was switched off. In the absence of the electric field, i.e. before 1700
timesteps and after 4000 timesteps, the free energy shown in Figure 6.8c is the total
free energy of the system, and it is lower for the perpendicular cylinders. Therefore
the starting configuration of parallel cylinders was a kinetically trapped state caused
by the surface induced phase separation. Without external help, like the electric field
in this case, the system will never change its orientation, as the thermal fluctuations
are too small to overcome the energetic barrier imposed by the presence of selective
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Figure 6.8: Transition dynamics of a A3B12A3 block copolymer film with εAB = 6.5 in a
256×256×20 box with εM = 4. The electric field (α̃ = 0.1) was applied after an initial 1700
timesteps. a: Top view at 1700, 2100, 2500 and 4000 timesteps and side view at 1700 and
4000 timesteps. Details of the total simulation box are shown as insets (isodensity surfaces
ρA = 0.5). b: Time evolution of a single defect in the system from (a) shown via selected
regions of the total simulation box (isodensity surfaces ρA = 0.5). c: Time evolution of free
energy without the electrostatic contribution of system from Figure 6.8(a) An electric field
is applied between 1700 and 4000 timesteps.
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surfaces preferring the parallel orientation. This is the fundamental reason for the
previously mentioned ’hysteresis’, meaning, that the location of phase boundaries
depends on the kinetic history of the system.
6.5.2 Discussion of kinetic pathways of C||-to-C⊥ transition.
We have considered two types of cylinder forming systems with different degree of
phase separation depending on which the system undergoes the C||-to-C⊥ transition
via different pathways. The C||-to-C⊥ transition via an intermediate S phase was
found experimentally. [129] We will confirm our earlier statements more quantitatively
using the evolution of the Euler characteristics. [130]
As an example of a cylinder forming system with lower degree of phase separation
(system 3 in Table 6.1) we considered the system from Figure 6.5. From visual
inspection it is clear that spheres are an intermediate structure for the C||-to-C⊥
transition in this system. As an example of a cylinder forming system with higher
degree of phase separation (system 4 in Table 6.1) we considered two systems from
Figure 6.6a,b. Visual inspection of images suggests that the intermediate structure in
the C||-to-C⊥ transition for defected and defect-free structures is a bicontinuous one.
The temporal Euler characteristic plots in Figure 6.9 provide additional information.
While the initial and final values are similar for all systems, the intermediate region
for system 3 (dotted line) is highly positive, corresponding to spheres. Both graphs
for systems 4 (dashed and solid) start from the value close to 0, which corresponds
to parallel cylinders seen as tori (with Euler characteristic equal to 0) due to periodic
boundary conditions in the lateral directions. The solid line for the system shown
in Figure 6.6b has a positive starting value, due to the broken cylinder which is
topologically seen as a sphere (Euler characteristic equal to 1). With time both
graphs drop to negative values corresponding to an interconnected structure. In the
defect-free case this intermediate state is very short living. At the final stage both
graphs take a positive value, corresponding to perpendicular cylinders, which are
topologically seen as spheres due to the presence of the electrodes. As a matter
of fact, the Euler characteristic at the final stages is equal to the total number of
perpendicular cylinders (as the Euler characteristic for a single cylinder is equal to 1).
In all observed transitions in cylinder forming systems undulation instability plays
an important role. In the C||-C⊥ transition for lower degree of phase separation the
undulations enable the system to break up to spheres (see Figure 6.5). The growth of
undulation instability enables the C||-to-C⊥ transition in a defect free structure as well
(see Figures 6.6a,c). Undulation instability also plays a role in the defect mediated
transition (see Figures 6.6b, 6.8a,b). In such systems undulations are particularly
important for the formation of nuclei of the C⊥ phase at the location of defects in
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Figure 6.9: Time evolution of the Euler characteristics in cylinder forming systems. Dotted
line: system from Figure 6.5 (C||-S-C⊥ transition); dashed line: system from Figure 6.6a
(C||-Bic-C⊥ transition, defect-free initial structure); solid line: system from Figure 6.6b
(C||-Bic-C⊥ transition, defected initial structure).
the parallel microstructure. This finding is in agreement with an earlier suggested
mechanism [115] where transitions in cylinder forming thin film was enabled by a
developing undulation instability, leading to the disruption of an oriented domain
and followed by reorientation or rotation of small grains.
6.6 Lamellae forming system.
We showed earlier for 2D system [105,108] that nucleation (via undulations and local
structure breakage) and growth is the governing mechanism for lamellar systems with
lower degree of phase separation, while rotation of grains (via movement of defects
and annihilation of opposite sign defects) is the main mechanism for lamellar systems
with a high degree of phase separation. Here, we focus on the detailed kinetics of
these orientational transitions in three dimensions. We have chosen a diblock A4B4
melt, the same as used in our previous studies in 2D. [108]
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6.6.1 Results.
L||-to-L⊥ transition: close to disorder.
Figure 6.10a shows the details of the dynamics of the transition from lamellae parallel
to the electrodes (L||) to lamellae perpendicular to the electrodes (L⊥) for system 5
(Table 6.1), corresponding to one of the squares in Figure 6.2c. We observe lamellar
undulations appear after the electric field was applied. The wavelength of the undu-
lations is roughly equal to the inter lamellar spacing, which can be seen from the 2D
slices (side view, right column in Figure 6.10a, 2200 and 2300 timesteps). Undulated
lamellae evolve into a highly connected bicontinuous structure (timestep 2300). This
intermediate structure quickly changes to a L⊥ structure (timestep 2600) with some
remaining defects. The defects in the L⊥ are persistent even after a long time: only a
small defect rearrangement is visible between 2600 timesteps and 8000 timesteps. At
stronger electric fields defect free structures are easily obtained (see right snapshot in
Figure 6.2c).
Our intermediate stage of undulated lamellae is visually similar to the morphol-
ogy found in static calculations in Ref. [99] as a superposition of L|| and L⊥ close to
the threshold electric field strength (compare their Figure 4b and our Figure 6.10a
at 2200 and 2300 timesteps). The nature of the intermediate stage of the L||-to-L⊥
transition in Figure 6.10a is clarified by the time evolution of Euler characteristics
presented in Figure 6.10b. The zero Euler characteristic value at timestep 2000 corre-
sponds to perfect lamellae. After the electric field is applied the Euler characteristic
rapidly drops to very negative values, corresponding to a highly interconnected (bi-
continuous) structure. At the final stage the Euler characteristic has a small negative
value reflecting the presence of long-living defects in the final L⊥ structure (see Figure
6.10a, timestep 8000).
The left column in Figure 6.10c shows details of L||-to-L⊥ transition by means of
horizontal slices through the lamellae shown in Figure 6.10a. Initially, the density of
A-component is homogeneous, corresponding to well microphase separated lamellae,
parallel to the xy plane. After the electric field is switched on, several brighter and
darker patches appear. These patches reflect the undulations in the lamellae. The
regions of perpendicular structures that are formed when time progresses, rearrange
themselves quickly into parallel stripes. It is remarkable that the whole process of ori-
entational phase transition as seen in the 2D slices is visually similar to a microphase
separation of a 2D lamellar system following a temperature quench in the absence of
an electric field (Figure 6.10c, left). Starting from a homogeneous mixture, fluctua-
tions lead to the formation of spherical micelles, followed by merging into elongated
micelles, and finally to the formation of lamellar stripes. The naive conclusion would



















Figure 6.10: a: Transition dynamics of a A4B4 block copolymer film with εAB = 7 in an
32× 32× 20 box. The electric field strength is α̃ = 0.12 and the surface interaction εM = 3.
The electric field was applied at 2000 timesteps. The structures are shown in an isodensity
surfaces representation (ρA = 0.5, left) and as side view of the simulation box (xz plane)
at corresponding timesteps (right). b: Time evolution of three dimensional Euler number
characteristic for the system from (a). c: left - Details of the phase transition for the system
shown in (a) in 2D slices parallel to the xy plane at z = 6 at different time steps. right -
The same for a A4B4 block copolymer in a 2D box (32 × 32) with εAB = 7, in the absence
of an electric field. d: Time evolution of the 2D Euler characteristic for the systems shown
(c) (left column - solid line) and (right column - dashes line). We shifted the time axes for
the system from left column in (c) in order to enable the comparison of the systems.
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be that the paths through the energy landscapes of these two phenomena are similar,
although they are very different in nature.
In order to challenge the presumed similarity from this visual inspection, we com-
pare evolution of the Euler characteristic for both simulations in Figure 6.10d. From
this comparison we see that the behavior is quite different: the 2D slices of the 3D
system (solid line) have a rather positive Euler characteristic in the initial stages, in-
dicating many disconnected micelles. The system from right column of Figure 6.10c is
somewhat negative, indicating a bicontinuous structure. From this comparison, we see
that it can be dangerous to compare different systems based on visual inspection alone.
L||-to-L⊥: far from disorder.
Finally we consider system 6 (Figure 6.11) which is the 3D analogue of the 2D sys-
tem in our earlier simulation study [108] and the associated experimental/simulation
work. [105] In the simulations in these works confinement was absent (we considered
structures in the bulk) while here electrodes are present at the top and bottom of the
sample, and have a preferential attraction to one of the blocks. The interaction with
the electrodes is relatively short ranged. The small y-dimension of the simulation
box allows us to keep the computational effort within limits while it still gives addi-
tional freedom to the lamellae. We don’t expect much to happen in this direction,
and therefore we choose to keep only the other two dimensions as large as possible.
This practice is accepted in large scale simulations, when one of the dimensions is
considered not to be of crucial importance. [131]
First the system was quenched for 2500 timesteps, after which it was presheared
for another 2500 timesteps (total shear strain was 250 %). The role of the preshearing
is to create a sample with reasonable uniform alignment but still with a high defect
density. [108] At 5000 timesteps, the electric field was applied. In Figure 6.11 we
observe that rotation by defect movement is the dominant mechanism of realignment,
similar to the mechanism observed for this system in 2D. [108] In the middle of the
film lamellae orient in the electric field direction, while close to the substrates, regions
of predominantly parallel orientation remain. At the positions where perpendicular
and parallel lamellae meet, a connection in the shape of a T-junction is formed. This
structure is very similar to the mixed morphology in static calculations [99] (their
Figure 5). In experiments with much thicker films of polymer solutions and relatively
strong polymer-electrode energetic interaction, a mixed morphology was also found
to be persistent. [132] The final structure at 19000 timesteps is highly defected but
shows a clear tendency for lamellae to align in the electric field direction. During
this transition, the system remains lamellar. No intermediate structures with other
symmetries have been observed.





Figure 6.11: Transition dynamics of a A4B4 block copolymer film with εAB = 8 in a
256 × 4 × 128 box. The electrodes are placed at z = 0 and z = 127. An electric field
with strength α̃ = 0.2 was applied at 5000 timesteps after an initial 2500 timesteps of phase
separation and additional 2500 timesteps of preshearing with total shear strain of 250 %.
The surface interaction was set to εM = 2. The structures are shown in slices parallel to xz
plane.
6.6.2 Discussion of kinetic pathways of L||-to-L⊥ transition
For systems with a weak A/B interface the L||-to-L⊥ transition takes place via a
bypass in the neighbouring bicontinuous phase. We do not observe any significant
melting of the structure into a disordered state. Therefore, the present pathway is
not trivial to guess. The naive suggestion would be that the application of an electric
field just shifts the system along the temperature axis in phase space. This would
lead to (partial) melting and consequent buildup of new lamellae from disorder, as
the symmetric block copolymer melt can only form lamellar or disordered phases.
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Our results suggest that the pathway in phase space is much more elaborated, and
can take detours. The system develops undulation instability. It was already shown
by Onuki and Fukuda [95] that this process can happen in a certain range of the
parameters controlling the lamellar interfacial strength and the electric field value.
Such interfaces are considered to be weak (this term should not be mixed up with
weak segregation, which is indifferent to the presence or absence of an electric field).
Another important conclusion from our results is that the new L⊥ phase emerges
immediately from the intermediate bicontinuous phase. Therefore, the system can in
principle have clusters of only two lamellar orientations: decaying L|| and growing
L⊥. Although we do not perform very large scale simulations here, our earlier 2D
study in very large simulation boxes supports this conclusion. [108] As we showed in
Ref. [108], the new L⊥ phase appears via nucleation at the position of defects. It
was shown in [105, 108] that nucleation and growth is the main mechanism in the
orientational transition in lamella systems with low degree of phase separation.
For the systems with stronger A/B interface (higher χN parameter) the transition
follows another pathway. During the whole transition, the system remains completely
in the lamellar phase. Due to a stronger interfacial tension, undulation instability will
not grow for electric field strengths sufficient to initiate undulations in systems with
weaker interfaces. The presence of defects is therefore a prerequisite in this transition.
Typical defects are open ends of lamellae. Under the influence of an electric field,
defects propagate perpendicular to the lamellar stripes. Defects of different sign
propagate in opposite direction, and occasionally annihilate when two of them meet.
This leads to local rotation of a small piece of lamellae. The process continues until
all defects are gone.
6.7 Summary
We studied the behavior of confined systems of sphere, cylinder and lamellae forming
block copolymers under an applied electric field by means of dynamic self-consistent
theory.
Threshold value of electric field strength. When no electric field is applied, the
majority of cylinder and lamella forming systems experiences alignment parallel to
the electrodes. In sphere forming systems, the presence of electrodes leads to the
formation of layers of spheres. When an electric field is applied, an orientation of
microdomains perpendicular to the electrodes (parallel to an external electric field)
develops. Sphere forming systems respond to the applied electric field by elongating
spheres in the direction of the electric field, the amplitude of which depends on the













Figure 6.12: Schematic diagram summarizing kinetic pathways of sphere (S), cylinder (C)
and lamellae (L) forming systems under an electric field. Open squares are initial positions;
black squares denote positions after the phase transition. ’Dis’ denotes disordered phase.
required to induce a phase transition in all systems of study. Above this threshold,
lamellar and cylinder forming systems undergo an orientational transition. For spheres
the phase transition is one with a change of symmetry: they transform to cylinders.
The threshold value of the electric field strength α̃ (quadratic in E0) is found to be
approximately linear in the effective surface interaction parameter εM . For spheres
surface energetics modifies the behavior similar to the cylindrical and lamellar case.
Kinetic pathways of phase transitions.
The pathways obtained are summarized in the schematic diagram in Figure 6.12.
We conclude that if a system is far from a boundary with any other phase, the
transition takes place without a change of the phase symmetry. If a system is close to
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a phase boundary with another phase this neighboring phase may serve as a transient
phase in the transition.
Sphere forming systems close to ODT undergo a sphere-to-cylinder transition with
partial disordering of a system in a transient state (schematically shown as pathway
1 in Figure 6.12). Sphere forming systems further away from ODT transform into
cylinders via elongation and merging of spheres (pathway 2 in Figure 6.12). Cylinder
forming systems close to the boundary with spheres make a detour into the spher-
ical phase on their way to the C⊥ structure (pathway 3 in Figure 6.12). Cylinder
forming systems close to the boundary with the bicontinuous phase transform via an
intermediate bicontinuous structure (pathway 4 in Figure 6.12). In a lamella forming
system we found two distinctly different mechanisms for the L||-to-L⊥ transition. In
a system relatively close to the ODT the transition goes via a transient bicontinuous
phase (pathway 5 in Figure 6.12). The transition via a local rotation of lamella grains
caused by defect movement was observed in a system further away from ODT (path-
way 6 in Figure 6.12). The system remains in the lamellar phase during the whole
transition.
Defects and undulations. Structural defects and undulation instability play an im-
portant role in the phase transition under an electric field, and the associated mecha-
nisms depend on the initial ordering as well as compete on different time scales. Undu-
lation instability is important in the transition kinetics in systems close to any phase
boundary as shown for sphere (Section 6.4.1), cylinder (Section 6.5.1) and lamella
forming systems (Section 6.6.1). In the only system far from any phase boundary
(lamellae forming system of section VII.A2) defect movement is the only mechanism
of alignment. In other systems defects may serve as nuclei of a new phase. We show
an example of such a defect-mediated transition for a cylinder forming system (Sec-
tion 6.5.1). For spherical systems close to ODT (Section 6.4.1) we observe partial
melting as an intermediate stage.
The general conclusion is that the pathway of the phase transition in a block
copolymer film under an electric field strongly depends on an initial degree of phase
separation of a system. The fact that the same tendencies were observed for systems
with different symmetries (spheres, cylinders and lamella) shows that this conclusion
is rather general.
Chapter 7




Electric field alignment of cylindrical microdomains in diblock copoly-
mer thin films was studied using Dynamic Self Consistent Field Theory.
Starting from an ordered state with cylinders parallel to the surface,
the applied electric field enhanced fluctuations at the interfaces of the
microdomains with a wavelength comparable to the center to center
distance of the cylindrical microdomains. The enhancement of the fluc-
tuations broke cylindrical microdomains into spheres which further de-
formed into ellipsoids and reconnected forming cylindrical microdomains.
The simulation result was compared in detail with experiments on thin
film of PS-PMMA asymmetric diblock copolymer film from Ref. [129].
All details of the transition predicted by simulation are in good agree-
ment with experiment.
Part of this Chapter is submitted for publication as
Xu T., Zvelindovsky A.V., Sevink G.J.A., Lyakhova K.S., Jinnai H., Russell T.P.
“Electric field alignment of asymmetric diblock copolymer thin films”
123
124 CHAPTER 7. BLOCK COPOLYMERS UNDER AN ELECTRIC FIELD . . .
7.1 Introduction
Block copolymer thin films have significant potential as templates for the fabrication
of arrays of nanometer-scale structures. [8, 9, 133] The microdomains are typically
oriented parallel to the surface due to the preferential wetting of one blocks with
the surface. [21, 24] Electric fields, however, have proven to be an effective means
to align microdomains, as shown experimentally and theoretically. [9, 16, 95–97, 99,
101–104, 108, 110, 114, 115, 134–138] For example, cylindrical microdomains in thin
films of diblock copolymers of polystyrene-block-poly(methyl methacrylate) can be
oriented normal to the substrate using an electric field. [9,104,115] Nanoporous films
can be made subsequently by the selective removal of cylindrical component. [17]
The pore size can be easily tuned by varying the molecular weight of the copolymer.
[139]
Electric field alignment of lamellar and cylindrical microdomains in diblock copoly-
mers has been studied in both the bulk and in thin films. [9,16,17,95,96,99,101–104,
110, 134–137] For lamellae system Amundson suggested that, starting from a disor-
dered state, the final oriented morphology was obtained by a simultaneous orientation
and ordering of the lamellar microdomains, whereas, starting from randomly oriented
lamellar microdomains, alignment would occur by movement of ”grain boundaries”
such that regions of favorable orientation grow at the expense of others. [101, 102]
Krausch et al. [105] and Zvelindovsky et al. [108,110] found that with ordered lamel-
lar microdomains in concentrated copolymer solutions, whether the orientation occurs
through grain boundary migration or grain rotation is determined by the magnitude
of the interactions between two blocks. Thurn-Albrecht et al. followed the alignment
process of cylindrical microdomains using in-situ small-angle X-ray scattering and
found that the pathway is depended on the initial state. [115]
From the disordered melt, the applied field based concentration fluctuations that
templated the formation of an oriented microphase-separated morphology. They as-
sumed that the orientation of the copolymer obtained after spin-coating would oc-
curred by a similar route. For a copolymer having ordered microdomains normal to
the field direction, the applied field led to an instability that enables the large grains in
the initial copolymer to be broken up into smaller sections. However, the wavelength
of this instability was not determined. [95, 135] Transmission electron microscopy
study on electric field alignment of lamellar microdomain in thin films showed that
the applied electric field enhanced fluctuations at the interfaces of the microdomains
with a wavelength comparable to L0, the equilibrium period of the copolymer. [138]
The enhancement in the fluctuations led to a disruption of the microdomains into
sections L0 in size that, with time, reconnected to form microdomains oriented in
the direction of the applied field.
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Most of these studies were performed with films that were at least 20 − 50 µm
thick using scattering techniques. For many applications, copolymer thin films having
cylindrical microdomains with thicknesses less than 1 µm are desirable. Interfacial
interactions become increasingly more important with decreasing thickness and grain
rotation is precluded due to the film thickness. Combining electron microscopy with
scattering techniques, information in both reciprocal space and real space can be
extracted to address the alignment process thoroughly. In particular, the length scale
of the fluctuations, the effect of interfacial interactions and the formation of defects
can be studied. Fully understanding the alignment process of these thin films with
different initial states is key to success in generating nanoporous films with a desired
orientation.
In Chapter 6 we have studied the kinetics of phase transition under an applied
electric field as function of degree of phase separation. We have considered sphere,
cylinder and lamella forming systems with different block-block interaction parameters
(εAB). We found that cylinder forming systems close to the boundary with spheres
can make detours in the spherical phase on their way to the C⊥ structure (C||-S-
C⊥ transition in Section 6.5.1) while cylinder forming systems close to the boundary
with the bicontinuous phase transform via an intermediate bicontinuous structure
(C||-Bic-C⊥ transition, Section 6.5.1). Here we present a validation study of first
kinetic pathway: the C||-S-C⊥ transition is studied in detail and simulation results
are compared with experiments from Ref. [129].
The experimental system considered is asymmetric diblock copolymers of poly-
styrene and poly(methyl methacrylate), PS-b-PMMA. SANS studies were performed
with PS-b-PMMA where the polystyrene block was deuterated, denoted as dPS-b-
PMMA (a number-average molecular weight of 4.7 × 104 g/mol and a PS volume
fraction of 0.72). 3-D TEM tomography was employed to investigate 3-D morphology
of PS-b-PMMA with particular emphasis of alignment of cylindrical microdomains in
thin films. The center to center distance between cylindrical microdomains of dPS-b-
PMMA was measured and is D ∼ 32 nm. Films (∼ 200 nm-700 nm) were prepared by
spin coating a toluene solution of the copolymer onto a silicon substrate. The silicon
substrate was modified with a random copolymer of styrene and methyl methacylate in
such a way that the modified substrate has a lower interfacial interaction with PS than
that of PMMA [140,141]. The copolymer thin films were annealed at 1700C for 72 hrs
under vacuum. Thin films of dPS-b-PMMA were annealed at 1700C under 40V/µm
for a predetermined time and quenched to room temperature while the electric field
was on. For details of experiment see [129].
It was observed in experiment that starting from an ordered state with cylinders
parallel to the surface, electric field enhances fluctuations at the interfaces of the
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microdomains with a wavelength comparable to the center to center distance of the
cylindrical microdomains. The enhancement in the fluctuations led to a disruption
of the cylindrical microdomains and the formation of spherical microdomains. With
time, the spheres deformed into ellipsoids and reconnected to form cylindrical mi-
crodomains oriented at ∼ 450 with respect to the applied field. Further annealing
aligned the cylinders along the applied field direction.
In Ref. [129] electric field was applied to two different kinds of samples: poorly
separated and well microphase separated samples. With our simulation we model the
case when electric field is applied to already phase separated system. The experimen-
tal system was parametrized and the process of reorientation of cylindrical domains
under an applied electric field was studied.
7.2 Model
The simulations are based on the dynamic self-consistent field (DSCF) theory (de-
scription of this theory for a system with an applied electric field see in Section 6.2).







where εA and εB are dielectric constants of pure A and B components, fA and fB are
corresponding volume fractions, E0 is applied electric field strength, k is Boltzmann
constant and T is temperature, ε0 is dielectric constant of vacuum.
Experimental system considered consists of PS-PMMA diblock with volume frac-
tion fPMMA = 0.28. Dielectric constants of PS and PMMA are εPMMA = 3.6 and
εPS = 2.5 [142]. For this diblock copolymer with molecular mass Mw = 4.7 × 104
g/mol [129], we estimate the volume of polymer chain as vp ∼ 73.87 (nm3).
Using the above mentioned values in the expression (7.1) gives us E0 ≈ 32 V/µm
(α̃ = 0.05 and T = 413K). As shown recently by static calculations [122] the full
solution of the Maxwell equation give somewhat higher value for E0. In experiment
with PMMA-PS diblock copolymer melt in Ref. [129] electric field of strength E0 =
40 V/µm was used.
The dimensionless time step is ∆τ = Dd2a−2∆t, where a is the bond length and
the value ∆τ = 0.5 is chosen to ensure stability of the numerical schemes. D is
diffusion coefficient which is connected to mobility via D = kTMvp. As one can
see from this expression, the diffusion coefficient D and timestep ∆t only appear in
combination. The constant stencil coefficient d = 1.1543 in this relation was optimized
for efficient numerical integration [68]; the bond length a is determined by the mapping
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of the real polymer onto the effective Gaussian chain. For the experimental PS-PMMA
diblock copolymer system studied in [129] the total number of segments N = 457;
the number of styrene segments NS = 320, each with volume vS ≈ 0.15 nm3, and the
number of methyl methacrylate segments NMMA = 137 (vMMA ≈ 0.16 nm3). The
minimal model chain to describe this system was found to be A3B7; the associated
bond length a is approximately 5 nm.
The value of diffusion coefficient is sensitive to several experimental parame-
ters, such as temperature, concentration (in solution) and the presence of geometry
constraints, resulting in a scatter of measured values of about 2-3 orders of mag-
nitude. The self diffusion coefficient of PS-PMMA system with molecular wight
Mw = 1.48 × 104 g/mol [126] was experimentally measured by a forced Rayleigh
scattering technique at temperature T=170K as D ∼ 10−16 m2/s. Using this value
in expression for timestep gives us time increment ∆t ≈ 2 × 10−2 (sec) and the total
simulation time of hours. The diblock copolymers used in the electric field study [129]
has higher weight Mw = 4.7 × 104 g/mol vs Mw = 1.48 × 104 g/mol [126]. Increase
of molecular weight of polymer decreases the mobility of polymer chains and as con-
sequence increases time interval and the total time covered by our simulation.
The model system we study in the following is a A3B7 melt in a 32×32×44 (x×y×
z) simulation box (in units of grid spacing h=a/d), which, with the mean field inter-
actions described by the Flory-Huggins parameter χAB = 1.9, gives a cylindrical mor-
phology in the absence of the electric field. The volume fraction of the minority com-
ponent, fA = 0.3, matches the experimental system. The melt is confined between two
electrodes placed as hard impenetrable walls (numerically implemented as masks with
appropriate boundary conditions) at z=1 and z=44 (in units of h), which have a lower
interfacial interaction with the longer block (χAM = 2.3, χBM = 0, where M stands
for ”mask”) to qualitatively mimic the thin film situation of the experiments. [52]
7.3 Results and Discussion
7.3.1 Simulation Results
All simulations start with a homogeneous diblock mixture. Figure 7.1 shows an
initial sample prepared in the absence of an electric field. As the longest copolymer
block has a lower interfacial energy with the substrates (electrodes) the surface field
favors cylindrical microdomains parallel to substrates. Moreover, the surface-field-
induced parallel orientation is present throughout the film, as the film is rather thin
(42 grid spacings). In the simulation, we can follow the dynamics of the microphase
separation from the homogeneous mixture in detail (not shown here), and observe
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a) b)
Figure 7.1: DSCF simulation snapshots of the asymmetric block copolymer melt prior to
applying an electric field. (a) microstructure after 5000 timesteps (TMS). (b) Microstructure
after an additional 5000 TMS of phase separation with preshearing at dimensionless shear
rate 0.001 (see Chapter 9 for definition). Here and further the images show isodensity surfaces
(50% of the maximum concentration) of the minority block. The electrodes are located at
the top and the bottom of the boxes and are not shown in the images.
that the phase separation starts at the substrates. This is a clear example of surface
induced (initiated) phase separation. [52]
After the initial stages, the microdomain structure formation proceeds into the
bulk of the film away from the substrate, leading to the appearance of many grain
boundaries roughly in the middle of the film due to incommensurability effects. After
the initial stage of 5000 timesteps the structure is already fully phase separated, and
all cylinders lay parallel to the substrate, Figure 7.1(a). Following the procedure
used for lamellar systems in Ref. [143], we perform additional pre-shearing of the
sample by applying a simple shear flow to achieve a better alignment of the cylinders,
shown in Figure 7.1(b). One objective for preshearing is to get the desired initial
structure faster (better alignment can be achieved without shearing as well, but will
take much longer simulation time as the energy associated with defects is rather low),
a second objective is to check whether the obtained morphology is a stable cylindrical
phase, and not a kinetically trapped state. Challenging the sample by shearing for
an additional 5000 timesteps with a shear rate which results in a total shear strain of
500 %, [143] we ensure that the system is indeed of cylindrical morphology and has
no lower energy state with other symmetry.
Application of an electric field between the electrodes perpendicular to the cylin-
ders, destabilizes the cylindrical morphology, Figure 7.2(a). The cylinders develop
undulations with a characteristic wavelength equal to the distance D between cylin-
ders. The undulations grow, as shown in Figure 7.2(b), and eventually lead to the











Figure 7.2: (a) DSCF simulation snapshots of the microstructure after 900 TMS of applying
an electric field: Onset of breakup to spheres. The electric field parameter is α̃ = 0.05.
Separate pictures show details of the third and fifth layer, in which D is the cylinder-cylinder
distance. (b) DSCF simulation snapshots of the side view of an individual cylinder in time
elapsed after the electric field was applied (×104 timesteps, TMS). The cylinder is taken
from the third layer from the bottom electrode. (c) DSCF simulation snapshots of the
microstructure after 1300 TMS of applying an electric field. The right image shows only
a part of the box on the left side, focusing on details of merging of the spheres into new
cylinders.
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a) b)
Figure 7.3: DSCF simulation snapshots of microstructures after 10000 TMS of applying an
electric field. (a) Final morphology and (b) final morphology in case of higher electric field
strength α̃ = 0.1).
breakage of the cylinders into spheres. As seen from Figure 7.2(b) this process is
rather fast (approximately 400 timesteps). It starts in the middle of the film, which
is the region of many grain boundaries and therefore the most stressed region of the
film, Figure 7.2(a). As time proceeds, the spheres elongate to become ellipsoidal in
shape and merge with their neighbors, Figure 7.2(c). This process also starts in the
middle of the film and proceeds toward the electrodes. The newly forming and yet
short cylinders often align in a direction that is not along the electric field direction,
but, similar to the experimental observations, shows a tilt of about 450 in some parts
of the simulation box, Figure 7.2(c). The initial stage of merging into short cylin-
ders is comparable in time with the stage of breakage into spheres and is about 500
timesteps. The formation of well-aligned cylinders takes much longer. Figure 7.3(a)
shows the final stage after 104 timesteps of applying the electric field. All cylinders
are almost perfectly aligned in the direction of electric field. Close inspection shows
that some dislocations in the structure, which have a low energy cost to the system.
Adjacent to the copolymer/substrate interface of each electrode one layer of spheres
survives as a result of the competition of the electric field and the surface field of
the electrode, which favors one of the blocks. The dislocations are very long-living
defects in the structure. They can be eliminated at higher electric field strengths,
Figure 7.3(b). At this field strength all spheres merge and form perfect single grain
of hexagonally packed cylinders.
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7.3.2 Comparison with experiment
For a copolymer having ordered microdomains oriented normal to the field direction,
Thurn-Albrecht et al. showed that the applied field leads to an instability that enables
large grains in the initial copolymer to be broken up into smaller sections. However,
the wavelength of this instability was not determined. The re-orientation process
of cylindrical microdomains under an electric field was studied with films less than
1 µm thick where the interfacial interactions become increasingly more important
and grain rotation is precluded. Previous studies showed that the propagation of the
parallel orientation of the lamellae into the film depends on the strength of the surface
field. For a finite surface field, there is a certain distance beyond which the parallel
orientation is lost and the microdomain orientation randomizes. [144] This is also the
case for cylindrical microdomains.
A detailed study on the reorientation of cylindrical microdomains parallel to the
surface was performed using TEM in Ref. [129]. Figure 7.4(a) shows a cross-sectional
TEM image after annealing the film under a ∼ 40V/µm electric field for 29 hrs. In
the center of the film where interfacial interaction effects dissipate, the cylinders were
oriented along the field direction at some tilt angle. At the copolymer/substrate in-
terfaces, the microdomains have not been aligned along the electric field direction due
to the preferential interfacial interactions. Spherical objects, instead of projections of
parallel cylinders, were seen in most areas across the image. 3-D TEM tomography
was used to clarify this 2-D image. Figure 7.4(b) shows a series of snap shots of the
3-D TEM image. In the center of the film, 3-D TEM tomography shows an image
similar to the case where the cylindrical microdomains were aligned normal to the
substrate. Adjacent to the copolymer/substrate interfaces, the electric field enhances
the fluctuations and broke the cylindrical microdomains into smaller, spherical-like
microdomains. The SANS image indicates the presence of only spherical objects
within the field of view (∼ 5.5 µm in length). Considering the small grain size typi-
cally obtained with annealed block copolymer thin films, it is highly unlikely that the
spherical objects were edge-on cylindrical microdomains. Instead, the electric field
may enhance fluctuations at the interfaces of the cylindrical microdomains with a
wavelength D, the center-to-center distance between cylindrical microdomains, and
break the cylinders into spheres. There are striking similarities between Figure 7.5(a)
with those TEM images of OOT shown by Lodge and Hashimoto. [145, 146] The
process of electric field induced cylinder-to-sphere transition should be very similar
to the thermoreversible order-order transition (OOT) that has been studied thor-
oughly. [76, 80, 124, 145–149] The < 100 > plane of hexagonally packed cylinders
becomes the < 110 > plane of body centered cubic (BCC) packed spheres and the
long axis of the cylinder is the < 111 > direction of BCC spheres that is parallel to
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Figure 7.4: (a) Cross-sectional TEM images of a 500 nm pre-annealed dPS-b-PMMA (47K)
thin film after annealing under a ∼40V/µ m electric field for 29 hrs. Scale bar: 100 nm. (b)
A series of snap shots of PS-b-PMMA morphology (3-D TEM tomography of (a)) viewing
from different angles. The section was tilted from -730 to 570 with 10 increment. The box
size is 288 nm × 288 nm × 77 nm. Scale bar: 100 nm. (TEM images are provided by T.Xu)
the surface in diblock copolymer thin films. Figure 7.5(a) shows the projections of
the distorted hexagonal array of the spherical microdomains.
The intermediate state of spherical microdomains under an applied electric field
was not stable and the spheres will be deformed into ellipsoids and connect to form
cylinders oriented along the electric field direction to lower the free energy as shown
before. [107] Figure 7.5(b) shows a zoom-in TEM image where the deformed spheres
marked with circles were clearly seen. Interestingly, the spheres were not deformed
along the applied electric field direction but instead tilted under an angle. Copolymer
morphologies having cylinders tilted with respect to the field direction are not ener-
getically the most favorable situation and the cylinders will be reoriented along the
field direction with further annealing under the applied electric field. This should be
achieved with local arrangement of the microdomains. Figure 7.5(c) shows a series of




Figure 7.5: (a) Cross-sectional TEM images of a 300 nm pre-annealed dPS-b-PMMA (47K)
thin film after annealing under a 40V/µm electric field for 29 hrs. Scale bar: 100 nm. (b)
Zoom in image of (a). (c) A series of snap shots of PS-b-PMMA morphology (3-D TEM
tomography of Figure 7.5(b)) viewing from different angles. The section was tilted from
−700 to 630 with 10 increment. The box size is 1290 nm × 940 nm × 100 nm. Scale bar:
100 nm.(TEM images are provided by T.Xu)
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snap shots of 3-D TEM tomography that further proved the 2-D TEM observations.
Fluctuations along the cylindrical microdomains can be clearly seen.
Overall, the re-orientation of the cylindrical microdomains was achieved through
(1) electric field enhanced fluctuations at the interfaces of the cylindrical microdomains
with a wavelength D, the center to center distance between cylindrical microdomains,
and break the cylinders into spheres; (2) the spheres are deformed into ellipsoids which
connect to form cylinders oriented at an angle (∼ 450) with respect to the electric field
direction; (3) the tilted cylinders are reoriented along the field direction with further
annealing through local arrangement of the microdomains. This re-orientation pro-
cess is much slower compared to that in a poorly ordered initial state and takes tens
of hours. Adjacent to the copolymer/substrate interface, the presence of the surface
field suppressed the fluctuations and slows down the reorientation process.
Regarding the question of why the cylinders were tilted at ∼ 450 with respect to
the field direction, instead of along the field direction, there is a reason of geometrical
nature. First, the spheres need to deform into ellipsoids in order to connect with other
spheres. The further apart the neighboring spheres are, the more the spheres need
to be deformed. The distance to reach another sphere along the field direction is D.
The closest spheres (D) are at 450 with respect to the field direction. Deformation of
spheres leads to formation of more interfaces between two blocks and to stretching or
compressing of polymer chains and, consequently, a higher energetic barrier. Though
deforming spheres along the electric field direction is thermodynamically favored, it
is much easier kinetically for spheres to connect with closest neighbors.
7.4 Summary
Electric field alignment of cylindrical microdomains in diblock copolymer thin films
was studied using Dynamic Self Consistent Field Theory. Starting from an ordered
state with cylinders parallel to the surface, the applied electric field enhanced fluctu-
ations at the interfaces of the microdomains with a wavelength comparable to D, the
center to center distance of the cylindrical microdomains. The enhancement of the
fluctuations broke cylindrical microdomains into spheres. This electric field induced
sphere to cylinder transition was similar to thermoreversible cylinder to sphere order-
order transition. With time, the spheres deformed into ellipsoids and reconnected
forming cylindrical microdomains oriented at ∼ 450 with respect to the applied field
direction. Further the tilted cylinders align along the applied field direction. The
simulation result was compared with experiments on thin film of PS-PMMA asym-
metric diblock copolymer film (∼500 nm) from Ref. [129]. All details of the transition
predicted by simulation are in good agreement with experiment.
Chapter 8
Hexagonally perforated
lamellae as an intermediate in
the Lamella-to-Gyroid
transition
We study the dynamics of order-to-order transitions in block copoly-
mers under temperature quench. We consider the detailed lamella-
to-perforated lamella (L-HPL) transition as an intermediate stage in
lamella-to-gyroid transition. It was found that thermotropic transfor-
mation between L and HPL is accompanied with reduction in domain
spacing. Our simulations also indicate that perforations within layers
initially form with irregular ordering followed by the development of
hexagonal packing. We compare our findings with the experiments on
diblock copolymer surfactant in aqueous solution and melts and find a
good agreement in details of transition kinetics.
Parts of this chapter are published as
Hamley I.W., Castelletto V., Mykhaylyk O.O., Yang Z., May R.P., Lyakhova K.S., Sevink
G.J.A., Zvelindovsky A.V. “Mechanism of the transition between lamellar and gyroid phases
formed by a diblock copolymer in aqueous solution”
Langmuir 20 (25): 10785-10790 (2004).
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8.1 Introduction
Termoreversible transitions in block copolymers were object of study in framework
of both experimental and theoretical approaches. In diblock copolymer solutions
and melts the following order-order transitions can be observed: BCC (cubic spher-
ical) ↔ C (hexagonal-packed cylindrical) [148–150], C ↔ G (bicontinuous cubic gy-
roid) [150–152], L (lamelae) ↔ C [153], L ↔ G [154–156]. It was found experimen-
tally [150,157,158] that in some transitions (L↔G,BCC↔G) the intermediate phase
(hexagonally perforated lamellae (HPL)) is involved. In triblock copolymer systems
similar transitions were detected (C ↔ BCC [146,147,159]; L ↔ C [160,161]).
There have been a number of theoretical approaches to study order-order tran-
sitions. Turner [39] considered a cylinder to lamellae transition in thin film using
Ginzburg-Landau formalism. Qi and Wang [74, 112] examined pathways between
various morphologies including visiting intermediate states using a Landau-Ginzburg
free energy. A stability analysis of different ordered phases was performed using an
exact mean-field Landau free energy functional [162, 163]. The epitaxial transitions
between C and G phases [75] and between C and S phase [76] was studied by SCFT
calculations. For weakly segregated diblock copolymer systems numerical simulations
based on single mode [77] and two-mode expansion [164] have been performed by a
time-dependent Ginzburg-Landau approach.
In block copolymer melts, it is now firmly established that lamellar (L), hexagonal-
packed cylindrical (H), cubic spherical (bcc and hcp/fcc) and bicontinuous cubic gy-
roid (G) phases are the only stable equilibrium structures [1, 165, 166]. A hexagonal
perforated lamellar (HPL) structure has been observed as a metastable phase between
L and G phases, [151,156,167] but is not stable in equilibrium, at least in neat diblocks
(a perforated lamellar structure has also been observed in blends [168]). This was pre-
dicted first using Semenov’s model for strongly segregated diblocks [169] and in the
random-phase approximation mean field theory in the weak segregation limit [170]
as well as self-consistent mean field theory [165, 171] and later confirmed experimen-
tally. A perforated lamellar (PL) structure was first observed for a poly(ethylene
propylene)-poly(ethylethylene) diblock copolymer melt [172].
Later work using SANS on a shear-oriented specimen of the same sample identified
both hexagonal modulated lamellar (HML) and hexagonal perforated lamellar (HPL)
structures as intermediate between lamellae and hexagonal cylindrical phase, [167]
although it is now believed that the HML phase is a transient structure and the
HPL phase is metastable. [74,152,162] It was concluded that it consists of hexagonal
close-packed layers with predominantly ABC packing but with a contribution from
ABAB stacking. [173, 174] The relationship between the topology of the HPL and
G phases was also noted. For other diblocks where the PL phase is observed at
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higher temperature, the transformation into G can be monitored. [175, 176] Hajduk
et al. undertook a particularly thorough examination of the transition from L to
G in several diblock copolymers. [156] They report that direct L-G transitions are
suppressed by the high surface tension associated with grain boundaries between L
and G. In contrast, the transition L to PL occurs readily. The transition from PL
to G depends on the mismatch between spacings of the PL lamellae and the dense
G 211 planes, the transition slowing as the mismatch increases. They note that
the reverse G to L transition can occur directly, although it is slow. They propose
that all transformations occur through nucleation and growth of the final phase for
shallow quenches. However, for fast quenches, they comment that thermodynamically
unstable states could be accessed [157].
Qi and Wang have modelled pathways between ordered structures in weakly segre-
gated block copolymers via cell dynamics simulations [74,112] although they have not
considered the case of the L to G transition. The transition between H and G phases
in a diblock copolymer blend was found to occur epitaxially, with well-defined rela-
tionships between the lattices of the shear-aligned structures. [152] Matsen developed
a model for this transition based on self-consistent mean-field theory and proposed
that it occurs epitaxially, although it was not established that the domain spacing
is conserved across the transition. [75] The transition from L to G phase in diblock
copolymer melts has been found to occur via a transient hexagonal PL structure
although as yet a detailed mechanism for this transition has not been proposed.
8.2 Model
We model polymer system as a collection of Gaussian chains E4B6 with χEB = 2.91.
The time-evolution of the density fields for the two components E and B is given by
a set of Langevin equations for diffusion dynamics (see Eq. 11.13 in Appendix), with
appropriate noise term. The set of equations is solved numerically by the application
of a Crank-Nicolson scheme, with a dimensionless time increment ∆τ = 0.45 (for more
details see Appendix). By using this dynamic scheme we follow an experimentally
realistic pathway, including visits to long-living metastable states.
For system under consideration first the bulk phase diagram was obtained. We
found order-disorder transition between χEB = 1.44 and χEB = 1.6 (at χEB = 1.44 a
disordered phase was obtained while at χEB = 1.6 interconnected cylindrical structure
was observed). For higher χEB parameter the system transforms into interconnected
lamellar phase. The system with χEB = 2.91 was chosen to study thermotropic
L-HPL transition.
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8.3 Results and Discussion
8.3.1 Thermotropic L-HPL transition
The initial homogeneous mixture (all density field are equal to the mean densities) is
quenched at timestep 0 till χEB = 2.91. The system evolves into a highly defected
structure. Shear with dimensionless shear rate 0.001 is applied between timesteps 4000
and 8000 to remove defects and induce global orientation [143]. After preshearing
we obtain a perfect lamellar phase (Figure 8.1(a) - left). At timestep 35000, the
Flory-Huggins χ parameter is instantaneously changed to χEB = 1.63. Following
this change, a HPL phase develops. The perforations within a single layer initially
develop with irregular order, however, later the hexagonal packing develops as shown
in Figure 8.1(b). Thus the process of lamellae perforation can be derived into two
steps. The first step is a random perforation of the L phase layers. The second step
is the ordering of the perforations into close-packed hexagonal arrays. In the early
stage the development of perforations is accompanied by the formation of connections
between lamellar segments in the originally kinked part of the lamellae, resulting in
a global reorientation and flattening of the resulting HPL phase (details are shown
in Figure 8.1(b)). The resulting HPL phase has a reduced inter lamellar distance
compared to the initial L phase.
The final HPL phase is perfectly ordered in contrast to result of Hajduc et al
[156] where HPL have often found to have poorly-ordered structure. Zhu at al [173]
concluded that the stacking of perforations was controlled by the shear, rather being
an intrinsic feature of the structure. In our case HPL structure was developed in the
absence of shear (shear was applied only before temperature was changed in system in
order to achieve ordering in the initial L phase). The L-to-HPL transition is driven by
change of temperature in our simulation. A perfect hexagonal ordering with ABAB
packing was obtained (which is illustrated in Figure 8.2).
The HPL phase obtained in the simulation is remarkably stable; it remains stable
in interval from 120000 timesteps (see Figure 8.1(a) - middle) up to 330000 timesteps
(at which time the simulation is stopped). As HPL is known to be an unstable bulk
structure for this type of systems, the system is stuck in a metastable state with a
lifetime that exceeds our simulation range. For this reason we also consider a quench
to χEB = 1.63 starting from a homogeneous mixture, resulting in the gyroid-like
structure G (Figure 8.1(a) - right) after only 4000 timesteps. Long lifetime of a
metastable phase is in agreement with Ref. [157] where HPL phase was qualified as
an exceptionally long-lived metastable structure.
Both HPL and G structures are composed of minority component domains which
can be constructed from arrangements of planar, threefold connected structural ele-
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Figure 8.1: Snapshots of the L-HPL transition from a mesoscopic computer simulation. The
initial lamellar morphology (L) was obtained by quenching from a homogeneous mixture and
consequent preshearing. After 35000 timesteps, the interblock interaction parameter was
changed (reflecting a change of the temperature). Isodensity surfaces of E block are shown
at the level 0.5. (a) From the left to the right: L structure at 35000 timesteps (εEB = 2.91);
hexagonal perforated lamella (HPL) at 120000 timesteps (εEB = 1.63); reference gyroid-like
structure (G) starting from a homogeneous mixture and εEB = 1.63. (b) Details of the L
to HPL transition. The snapshots focus on one layer taken from the whole simulation box.
From left to right and top to bottom: structures for 97000, 97400, 97600, 98000, 99000 and
145000 timesteps.
ments. Moreover these elements are nearly identical for HPL and G phases. Both
structures can be generated from a planar tripod. A hexagonally perforated layer is
obtained by connecting such units in plane (angle of rotation between the planes asso-
ciated with each tripod set to zero) while gyroid structure is produced by rotation of
tripods to 70.53 0 followed by the appropriate symmetry operations [177]. Difference
in chain packing must be rather small between the two structures and the latter ap-
pear in phase diagram adjacent to each other. Despite of similarity in local structure
the 3D arrangement of HPL and G phases is quite different. A planar orientation of
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Figure 8.2: The detail of simulation box from Figure 8.1 showing ABAB packing of hexag-
onal perforations.
fundamental topology associated with HPL phase resembles the L phase, while the
G phase is characterized 3D inter penetrating networks. The combination of lamella-
like and gyroid-like structures might cause the fact that HPL serves as intermediate
in L-G transition. The similarity of local structures between HPL and G leads to
extremely small free energy difference which drives PL → G relaxation. This feature
in its turn can cause long living metastability of HPL structure.
The reverse G-to-L transition was not observed even after additional 100000
timesteps of simulation with change of χ parameter from χEB = 1.63 to χEB = 2.91.
Thus the transition time exceeds our simulation time limits.
8.3.2 HPL phase as intermediate in L-HPL-G transition in
diblock copolymer in aqueous solution
In [158] Hamley at al provided the detailed SAXS and SANS experiments highlighting
the nature of L-to-G transition. The transition between L and G phases in a diblock
copolymer surfactant in aqueous solution was found to proceed via a transient per-
forated lamellar intermediate, and with a discontinuous change in domain spacing.
The signature of the appearance of perforations in the lamellae is the development of
pronounced diffuse scattering just below the first Bragg reflection (with an additional
higher order peak). SAXS profiles obtained during a quench from the L phase 65 0C
to the G phase at 25 0C are shown in Figure 8.3. The sharp Bragg reflections confirm
an initial L structure. A large increase in diffuse scattering is observed as a shoulder
at the low q side of this peak (with an associated second order peak) prior to the
development of higher order peaks at q* and 2q*, indicating a hexagonal structure
which appears as the temperature reaches 25 0C. After approximately one minute,
additional reflections are observed at high q corresponding to the G structure. The
transition from a HPL to the final G structure occurs with a distinct difference in q*
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Figure 8.3: SAXS intensity profiles recorded during a quench from 65 0C to 25 0C (cooling
rate 22 0C/min). Inset: Position and area of first order peak as a function of time following
temperature profile indicated. The squares refer to the L (HPL) structure and the circles to
G.(Reprodiced from Ref. [158])
for the HPL structure (which follows the temperature dependent q* for the L phase)
to that for the G phase, two sets of peaks coexisting for 140 s after 25 0C is reached
(Figure 8.3, inset). It is clear from the data that q* is not the same in L and G
phases, i.e. the gyroid 211 planes do not form directly from the lamellar planes. The
development of in-plane perforations occurs with a concomitant decrease in lamellar
spacing in a symmetry-breaking transition that establishes local three-dimensional or-
der based on hexagonally perforated layers as a precursor to the 3D crystalline order
of the G phase.
The two characteristic features of the order-to-order transition which we would
like to compare with experiments are the change of interdomain spacing and the
mechanism of perforation of lamellae layers. The reduction of interdomain spacings
observed in SAXS experiment is in good agreement with our simulation (see for com-
parison left and middle images in Figure 8.1(a)). After transition into HPL phase the
substantial decrease of domain spacing (11%) is observed. Accoding to our simulation
first random perforation of layers is observed then perforations arrange in hexagonall
order. In experiment same two steps in develoment of perforations were monitored.
A random perforation of the L phase layers causes the diffuse scattering peaks in
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Figure 8.4: Results from Monte Carlo computer simulations on perforated layer structures
with increasing order (left to right, see text for details). Top row: structures (disks rep-
resent perforations in layer). Middle row: corresponding fast Fourier transforms (centers
of the images correspond to q=0). Bottom: one-dimensional diffraction patterns obtained
from radially integrated FFT images (to satisfy the Debye-Scherrer geometry, the obtained
patterns were normalized by the radius of integration, Lorentz-polarization factors were not
included). (Reproduced from Ref. [158])
the diffraction patterns. The ordering of the perforations into close-packed hexagonal
arrays are characterized by a continuous disappearance of the diffuse scattering in the
diffraction patterns and simultaneous evolution of the sharp diffraction peaks indexed
to a hexagonal lattice. The diffuse scattering was modelled in [158] based on Monte
Carlo simulations of close-packed holes in two dimensions, with initial random orien-
tation but developing near close-packed order as the density of perforations increases
(see Figure 8.4). In the initial stage of the transformation, it is assumed that the
holes have a liquid-like arrangement, i.e. no preferred packing, however as the trans-
formation proceeds and the density of perforations increases, hexagonal close-packing
was favored. The resulting profile in the perforated lamellar (PL) phase just before
transformation to G is in very good agreement with the experimental data. The de-
velopment of perforations may occur via a nucleation and growth or ”spinodal”-type
mechanism. Ordering of the perforations into a hexagonal lattice occurs in a subse-
quent step as the precursor to development of the three dimensional crystalline order
of the G structure.
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8.3.3 Stability of the HPL phase.
In block copolymer melts the HPL phase was often found, for instance in [156]. A
highly regular hexagonally perforated lamellar structure in diblock copolymer melt
(polystyrene-poly(ethylene-propylene)) was also observed in [178]. This latter system
resembles our simulation system well, as the volume fractions of minority component
in the experiment (styrene fV = 0.39) and simulation (E component fE = 0.4)
are close. In [156] prolongated isothermal annealing converted the HPL phase into
the G phase in all of the examined systems, showing the metastability of the HPL
phase. However, the time required for this transition ranged from several hours to
31 days. The HPL structure in [178] forms spontaneously over a broad temperature
range between gyroid at higher temperatures and lamellar at lower temperature. A
thermotropic transformation between L and HPL phase was rapid in either direction
and accompanied with difference in layer spacing. The L and HPL phase coexisted in
temperature range between 220 0C and 245 0C. However it was not possible to confirm
the stability of HPL phase due to general sluggishness of transformation out of the G
phase. Only upon heating the sample to 290 0C, the system rapidly transforms from
a HPL phase into a G phase.
In general, the long annealing time complicates the observation of the HPL-G
transition in experiment and therefore in simulations that follow the experimental
pathway (due to a limitation of computer time). The fact that the HPL-G transition
for the solution in Hamley et al [158] is rather fast compared to the ones observed in
melts may have to do with the solvent present in the system. Solvent increases the
mobility of polymer chains and in general speeds up transitions. We have rationalized
before that the free energy difference between the G and HPL is rather small. This
may be an explanation why the transition in block copolymer melts takes a very long
time and is difficult to observe.
We compared our simulation of L-HPL transition with experiments on both solu-
tions [158] and melts [178]. Although the systems have their significant peculiarities
the main features of L-HPL transition in solution and in melt are similar and are
well reproduced by our simulations. Both experiments and simulations confirm that
L-to-HPL transition goes with significant decrease of intradomain spacing. We found
also a good agreement in mechanism of perforation development.
8.4 Summary
The hexagonally perforated lamella was found as an intermediate in the transition
between lamellar and gyroid phases. The transition is accompanied by reduction in
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domain spacing as the lamellar phase transforms into a hexagonal perforated lamellar
intermediate. Perforations within layers initially form with irregular ordering fol-
lowed by the development of hexagonal packing. Simulation results were compared
to experiments both with solutions and melts. Our simulations are able to capture
the L-HPL transition and show details of transitions. HPL phase obtained in our
simulation is an exceptionally long living metastable phase.
Chapter 9
Polymer blends under shear
flow
The dynamic density functional theory was applied for sheared poly-
mer systems. The method is illustrated on polymer blends and ternary
mixture of two homopolymers with block copolymer. Shearing slows
down coarsening of structures at later stages of phase separation. Under
certain conditions the system is found trapped in a metastable multi-
ple sphere morphology, while under other conditions a sphere-to-string
transition is observed.
Parts of this chapter were previously published as
Zvelindovsky A.V., Sevink G.J.A., Lyakhova K.S., Altevogt P.
“Dynamic density functional theory for sheared polymeric systems”
Macromolecular theory and simulations, 13 (2): 140-151 (2004)
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9.1 Introduction
Although binary fluids, and polymer blends in particular, have been studied exten-
sively over the last decades, they still bring surprises to experimentalists and chal-
lenges to theoreticians. [179] It has been shown that flow fields affect mesoscale struc-
tures formed by block copolymers, giving rise to global orientation [14,180] of lamel-
lae or cylinders. In particular, many experimental works study the direction of final
(or steady) alignment of lamellae of block copolymers under shear, varying both the
shearing conditions and the temperature [181–184]. The structure alignment achieved
by shear was first found to be parallel to the shear gradient direction [180]. Other
alignments such as perpendicular and transverse alignments in which the lamellar
normals are parallel to the vortex direction [181, 182, 185, 186] and to the velocity
direction [183,184] respectively, have been also observed.
Theoretical understanding of the behavior of block copolymers under shear flow is
partly reached for the lamellar geometry [187, 188] and for the hexagonal cylindrical
phase [189–191]. Theories based on kinetic equations have been proposed by Fredrick-
son [192] and by Goulian and Milner [193] who analyzed the steady-state orientation
of lamellar phases under the steady shear flow.
Homopolymer molecules do not naturally form nanostructures as immiscible poly-
mers separate macroscopically. However, recent advances in using external fields like
shear [179] and electric field [194] made it possible to think about micro and nano
length scale technologies using simple polymer blends. The size and morphology of the
dispersed components is determined during processing and is crucial to the final phys-
ical properties of the material. For instance, fibers can provide great enhancement
in unidirectional strength, sheet structures can possess ultralow permeability and the
spherical inclusions provide impact resistance. [195] Sphere and string morphologies,
as well as sphere-to-string transformation, are of particular interest. [18, 179]
In blends of two homopolymers with a block copolymer, there is an interplay be-
tween macrophase separation of homopolymers and microseparation of block copoly-
mer. The morphology and properties depend on length of polymers and composi-
tion of mixture. Addition of block copolymers can be used in order to compatibi-
lize immiscible homopolymers. The compatibilization results from the reduction of
interfacial tension due to segregation of block copolymers at the interfaces. This
leads to strengthening of polymer/polymer interfaces. Addition of block copoly-
mers decreases domain size. Compatibilization of polymer blend by the respec-
tive diblocks was studied in [85, 196, 197]. The strengthening of polymer inter-
faces by addition of block copolymer was studied by measuring the fracture tough-
ness [198–200]. Reduction in interfacial tension of such systems has been studied
in [201–203]. Spatial distribution of block copolymers within mixture was also stud-
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ied (see [196, 197,204]). Block copolymers can affect the phase separation kinetics of
blends [203,205–207].
Theoretically blend of block copolymers with two homopolymers has been studied
by several techniques. Polymer brush theory for polymer blends was proposed by
Leibler [208]. Self consistent field theory (SCFT) for these systems was developed by
Noolandi [209,210]. Later SCFT was used for ternary blends by Babaszak et al [211],
Janert [212]. Florry-Huggins and Landau mean field theories were also used to study
block copolymers as compatibilizers [213, 214]. The detailed review of experimental
and theoretical study of polymer blend containing block copolymer can be found in [1].
The very complex behavior of various nanostructures in sheared block copolymer
systems can be well explained using a very simple model of diffusion-convection with
imposed linear velocity profile [92,143,215,216]. This minimal model appeared to be
good enough to capture essential features of the experimentally observed behavior.
Many physical phenomena are already captured within this model. Incorporation of
more realistic dynamical models (well studied in the phenomenological approaches)
into SCF theory of sheared polymers is a challenge for future. Our method allows
to account for the different chemistry (architecture) of polymer molecules and block
copolymer compatibilizers. As we show, these changes in molecular chemistry are
reflected drastically in the blend morphology under shear.
9.2 Model
We will be interested in the time evolution of the densities ρI(r) of polymer com-
ponents (labeled by I) under simple steady shear given by the velocity vx = γ̇y,
vy = vz = 0, where γ̇ is the shear rate (the time derivative of the strain γ). In the
framework of dynamic density functional theory (DDFT) this can be described by
a time dependent Landau-Ginzburg type equation (see Equation 11.13 in the Ap-
pendix) [92,143,215,216]
ρ̇I = MI∇ · ρI∇µI − γ̇y∇xρI + ηI (9.1)
where MI is a mobility, ηI is the thermal noise and µI is the chemical potential of a
polymer component. The polymer system is treated as a collection of ideal Gaussian
chains with interactions taken into account via a mean field (the details are given in the
Appendix). The free energy is calculated using the path-integral formalism. A similar
free energy calculus is known in static self-consistent field (SCF) theory, for instance
by Matsen and Schick, [165] or in “quasi-dynamical” field-theoretic simulation by
Fredrickson and co-workers. [53, 217] Only recently, similar to ours, dynamical ways
of minimization of SCF free energy have been pursued by other groups. [218, 219]
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We refer to a nice review, [53] where the position of various SCF methods, including
DDFT, is described in detail.
On another hand, there is a vast polymer community using mean field approach
with phenomenological or truncated series (e.g. within the random phase approx-
imation) free energies (see references in [1]). They range from the static calculus
like Leibler’s already classical text-book approach in Fourier space [1] and a modern
real-space minimization, [220] to Landau-Ginzburg dynamics of microphase separa-
tion (e.g. [112, 188, 191,221–225]). The work [225] has a special place in between the
above two directions, as it, along with truncated free energy, employs the path-integral
formalism for the kinetic coefficient in the Landau-Ginzburg model.
Specially for polymer blends and solutions, two fluid models have been devel-
oped. [226, 227] However, similar to the works mentioned above, they are phenome-
nological as well, and as such they cannot account easily for the change in polymer
architecture or, what is even more sophisticated, for the architecture of block copoly-
mer compatibilizers.
The linear velocity profile in Equation 9.1 is an exact solution of the hydrody-
namics problem only in the disordered (homogeneous) state of polymer system. In
a weakly segregated system the interfaces inside the system are not sharp but very
diffuse, and the inhomogeneity in viscosity is small. [192] Therefore, the linear velocity
profile is a zero approximation to the solution of the hydrodynamic problem, neglect-
ing a viscosity mismatch and interfacial tension driven flows. The general solution for
the velocity field can be found from hydrodynamics. It was shown for a layered system
(lamellae) with different viscosities of the polymer components, that the solution is
an adaptation of the linear velocity profile. [192] Such a refinement is important for
the description of a temperature dependency of the orientation of the mesostructure
lattice in the gradient-vorticity plane at high shear (see discussion in [228]). How-
ever, in the weak segregation regime the basic features of the process of alignment
in flow (regardless of fine details of orientational transitions) can be described accu-
rately by a diffusion-convection equation, with an imposed velocity profile, Equation
9.1. [92,143,215] It was convincingly shown by many authors, that this equation can
describe rather well many physically relevant phenomena in sheared inhomogeneous
fluids. [221, 222, 229–237] Moreover, if the polymers are of equal bulk viscosity, the
approximation becomes even better. Taking into account that the complete hydro-
dynamic solution would be very complex, and an experimental polymeric system can
be always brought to a weakly separated state simply by varying the temperature, we
consider this approximation to be a natural start. On another hand, the interfacial
tension contribution to the free energy in the diffusion term in Equation 9.1 can not
be neglected and is intrinsically included in the calculation. In the weak segrega-






















Figure 9.1: The illustration of boundary conditions for the simulation box and eight sur-
rounding boxes while time proceeds.
tion regime one can also simplify the diffusion operator MI∇ · ρI in Equation 9.1 by
expanding the density around the average value and leaving only the leading term.
However, it will not change the qualitative predictions. The work [225] suggests a
more elaborated approach to the mobility operator issue. We note, that the diffusion
term in Equation 9.1 is decoupled from the convection term in the approximation
that the polymer molecule conformation is not affected by shear.
The Equation 9.1 is solved numerically on a grid, and should be accompanied by
a proper boundary conditions. For a L × L × L cubic grid we use sheared periodic
boundary conditions [238] (see Figure 9.1):
ρI(x, y, z, t) = ρI(x+ iL+ γjL, y + jL, z + kL, t) (9.2)
To perform a large-scale shear simulation one needs to make use of parallel processor
computers. The boundary conditions should then be modified in a very nontrivial
way. This modification is new and the fundamentals are described in Appendix B of
Ref. [239].
We model a mixture of two homopolymers (represented by Gaussian chains A8 and
B8 respectively) and a mixture of two homopolymer with a block copolymer AxBy
where x and y are length of block copolymer blocks which we vary.
For all systems, the immiscibility parameter was kept the same: εAB = 7.5 (kJ
mol−1). The mobility was taken the same for both components, MA=MB=M, and
was the same in all runs. The mobility of blocks of block copolymers was the same M.
Discretization of Equation 9.1 in time and space and using Crank Nickolson numerical
scheme lead to the following dimensionless combinations entering the simulations.
The numerical time step was taken to be ∆τ = 0.5. From numerical experience, this
value of dimensionless timestep was found to be acceptable for most purely diffusive
systems, in the sense that it did not lead to instabilities in the numerical solution. The
physical interpretation is that the maximum allowed timestep is, up to a numerical
factor, the diffusion time across a cell of width ∆x (the dimensionless timestep is
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connected to the physical time step ∆t by the relation ∆τ = β−1Mh−2∆t, where h
is the grid mesh size, β = 1/kT . The dimensionless shear rate entering simulation is
˜̇γ ≡ ∆tγ̇ In all simulations it was set to value ˜̇γ = 10−3. The shear strain is γ = γ̇t.
9.3 Results
In Ref. [239] the dynamic self consistent field theory was applied to several binary
A/B polymer blends in 2D and 3D simulations. Here we show the part of this study
concerning influence of blend composition on a final morphology under shear.
We have shown in [239] that one could bring the sheared blend system into the
string state by varying both the composition and the shear rate. The string structure
was observed in 2D for symmetric composition of blend (50%A8 − 50%B8). Partial
sphere-to-string transition was observed for asymmetric blend (30%A8 − 70%B8).
9.3.1 Polymer blend of symmetric composition
Simulation of symmetric blend (50%A8 − 50%B8) were done in 128 × 128 simulation
box. Figure 9.2 shows the time evolution of a sheared blend of two polymers (modeled
as Gaussian chains A8 and B8) in the volume ratio 1:1. As the constant simple shear
was applied at the moment of quench, t = 0, the time axis can be replaced by a shear
strain axis. Note, that shear strain γ = 1 means 100% strain, or simulation-wise,
the opposite shear planes y = 0 and y = L are shifted with respect to each other on
the length of a simulation box L (see Equation 9.2). At the initial stages the shear
deforms and brings the domains of the same polymer close to each other so that they
merge. At later stages the shear breaks up the coarsened structures with a wave vector
in a flow direction and aligns them parallel to the flow. The final structure consists
of stripes, and is a metastable one as, thermodynamically the binary blend would
separate into a semi-space of A-polymer and a semi-space of B-polymer. This is a
kinetically driven structure stabilized by shear on a very long (simulation accessible)
time. The fact that the size of simulation box is big (128 × 128) decreases influence
of the periodic boundary conditions in the y-direction on the final structure.
9.3.2 Ternary polymer blend: two homopolymers and block
copolymer as compatibilizer
For highly asymmetrical blend composition in 3D (10%A8 − 90%B8) the spheres-to-
cylinders transition is difficult to obtain. Due to asymmetry of composition spheres are
stable in such a system (see Figure 9.3). The number of droplets however is decreasing
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γ =  0. 5
γ =  50. 0
Figure 9.2: The morphology of symmetric polymer blend, 50%A8 – 50%B8 in a 128 × 128
box, as function of shear strain. The arrow indicates the shear direction
due to both merging of droplets and Ostwald ripening. Also it was observed that the
rate of elongation and the angle between the long axis of an elongated droplet and
the flow direction differs depending on the droplet size. The increase of shear rate for
order of magnitude leads to quick (500 timesteps) transition to cylinders.
A polymer blend can significantly change its morphology due to presence of small
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Figure 9.3: The morphology of 10%A8 90%B8 in a 32 × 32 × 32 box. The dashed arrow
indicates the shear direction. The velocity gradient is in the vertical direction. The dimen-
sionless time 10−3τ/∆τ is (from top to bottom and from left to right): 1, 2, 6, 9, 12, 14, 18,
18.5, 19, 32.5. The shear was applied at the time 1. The small arrows indicate dissolving of
a small droplet due to the polymer diffusion (Ostwald ripening). Figure is reproduced from
Ref. [239]
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(a) (b)
Figure 9.4: The morphology of 10%A8 – 85%B8 polymer blend with 5% of different CD-
block copolymers as a compatibilizer in a 32 × 32 × 32 box (A-component is shown), (a):
C1D1, (b): C12D12. The dashed arrow indicates the shear direction. The velocity gradient
is in the vertical direction. The dimensionless time 10−3τ/∆τ is (from top to bottom): 2,
12, 22. The shear was applied at the time 1.
amount of block copolymer. As was mentioned above, block copolymer aggregates at
the interfaces between polymers and influences surface tension. The final morphology
can consist from highly elongated spheres and cylinders. [239]
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Figure 9.5: The time evolution of the segregation parameter of the A component P =
ρ2A − ρA
2 for the systems from Figure 9.4. Dashed line: the system A8 + B8 + C1D1, Figure
9.4a; solid line: the system A8 + B8 + C12D12, Figure 9.4b.
The effect of the molecular architecture of block copolymer compatibilizer
To study block copolymers as compatibilizers we have chosen the highly asymmetrical
system with 10% of minority component (Figure 9.4). The time evolution of polymer
blend system with the same fraction of minority component is shown in Figure 9.3.
By comparing the two systems (with and without block copolymer) we can draw a
conclusion about the role of compatibilizers in polymer blends. A small amount of
block copolymer was added. Thus polymer blend had composition 10%A8−85%B8−
5% block copolymer. In order to study the influence of block copolymer chain length
on the final morphology of blend we model compatibilizer as a very short (C1D1) and
a relatively long (C12D12) chain. Parameter-wise the C and D blocks of copolymer
are taken the same as A and B homopolymers, respectively. In such a situation the
compatibilizer aggregates on the interface between homopolymers.[38] Therefore, the
compatibilizer is changing the interfacial tension. As SCF calculations intrinsically
takes polymer architecture into account, the difference in molecular chemistry will be







Figure 9.6: The size distribution of aggregates for the final morphologies in Fig. 9.4 (at the
time 22), (a): the system A8 + B8 + C1D1, (b): the system A8 + B8 + C12D12. The size is
given in grid points.
reflected in the difference in interfacial tension and as a result in the morphology of
the sheared blend.
A system with short compatibilizer is shown in Figure 9.4(a). Both initial stages
and later ones show droplets only. The true equilibrium state would be a singe droplet.
However, shear traps the system in the long-living state with several droplets, which
are convected by the shear fast enough so that they cannot merge. Thus, shearing
slows coarsening down at later stages of phase separation.
The final morphology in Figure 9.4(a) is hardly distinguishable from the one with-
out a compatibilizer (see Figure 9.3). For a longer block copolymer the final mor-
phology consists of longer, often cylindrical droplets (Figure 9.4(b)). In Figure 9.5
the order parameter of A component is shown. It is calculated as
P = ρ2A − ρA2
We see that for system with long block copolymer compatibilizer the phase segregation
is stronger. Also the size of aggregates (clusters) differs sufficiently as it is shown in
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Figure 9.6. In the system with long compatibilizer the size of the droplets is larger at
the same time their number is smaller (Figure 9.6(b)).
9.4 Summary
In summary, we have illustrated the dynamic density functional theory for sheared
polymer systems by simulation polymer blends with compatibilizers. Shearing is
found to slow down coarsening of structures in polymer blends at later stages of
phase separation, trapping system in kinetically driven metastable states. Under
certain conditions the system is found trapped in a metastable sphere morphology
under shear, while under other conditions a sphere-to-string transition is observed.
The molecular architecture of both polymer blend components and block copolymer
compatibilizer is found to have a profound influence on the blend structure under
shear.
The essential difference of our method from other theories and simulations of
sheared polymers is that we can easily account for the different architecture of polymer
molecules and block copolymer compatibilizers. Combination of more sophisticated
hydrodynamic description of flow in sheared polymer systems (well studied in the
phenomenological approaches) and the dynamic self-consistent field theory remains a
challenge for future.
Chapter 10
Inverse mapping of block
copolymer morphologies
Polymer morphologies can be analyzed by various experimental projec-
tion methods. Since most structures live in three dimensions the problem
is to extrapolate the underlying 3D morphology from the projection. We
propose an approach in which the free energy functional of a 3D sample
is minimized to fit experimental 2D information, serving as an addi-
tional constraint. The method is very general and can be applied to any
physical system described in terms of a density functional theory.
This chapter was previously published as
Lyakhova K.S., Zvelindovsky A.V., Sevink G.J.A., Fraaije J.G.E.M.
“Inverse mapping of block copolymer morphologies”
J. Chem. Phys. 118 (18): 8456-8459 (2003).
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10.1 Introduction
Morphological structures in block copolymer melts, blends and concentrated solutions
are receiving increasing attention [2,25,240]. In the area of block copolymer melts and
solutions, there is a limited number of methods to reconstruct bulk three dimensional
(3D) morphologies from experimental series of 2D density profiles, such as electron
microscopy, atomic force microscopy [47] and laser scanning confocal microscopy [241].
In this Chapter we propose a generally applicable inverse mapping theory for refine-
ment and extension of the experimental reconstructions. To demonstrate the principle
we carry out a series of toy simulations in lower dimensional systems (1D and 2D),
and conclude with realistic calculations for a defected lamelar 3D system, and recent
experimental observations from the Bayreuth group on defected cylindrical phases in
thin films [71].
From a theoretical point of view, the problem of reconstructing of volume struc-
tures from 2D images was addressed some time ago in stereology. The stereological
technique deals, for example, with the derivation of information on the bulk of an
ensemble of isotropically arranged monodisperse objects from measurements made on
the cross-section through the ensemble [242, 243]. However, experimental structures
of block copolymer systems often are far from perfect. Rather, the key novelty in our
method is to combine a proper free energy functional for polymer system directly with
the experimental data. The method does not restrict the symmetry of the system,
nor does it require a perfect geometry: it is soft and flexible.
10.2 Theory
10.2.1 Model
The block copolymer melt is modeled as a system of Gaussian chain molecules in a
mean field environment. The free energy functional is [51, 67,68]:










where n is the number of polymer molecules, Φ is the intra-molecular partition func-
tion for ideal Gaussian chains, I is an index for S components (S = {1, ..., S}) and V
is the system volume. The external potentials UI are conjugate to the densities ρI via
the Gaussian chain density functional [51]. The non-ideal free energy F nid describes
the mean-field interaction between chemically different blocks [67]. In thermodynamic
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equilibrium, the morphology is implicitly determined by the self-consistent-field condi-
tion µI ≡ δF/δρI = 0 with Fρρ > 0. In the usual case there are many such equilibria,
each corresponding to a different metastable morphology.
We include the experimental constraining field by following the method of La-
grange [244]. We suppose that in a certain domain Ω ⊆ V the densities ρ0I of the






λI(r)[ρIr) − ρ0I(r)]dr (10.2)
where λI is the Lagrange multiplier field for the Ith component.
The mathematical problem is reduced to finding the extremum of R = F+E, such
that RρI ≡ δR/δρI = 0 and RλI = δR/δλI = 0, by variation of both ρI(r) and λI(r).
The determinant RρρRλλ − R2ρλ = −R2ρλ is negative and hence the extremum is a
saddle point in {ρ, λ} space - this is a fundamental property of the Lagrange method.
If the saddle point coincides with the true equilibrium µI = 0, the Lagrange multiplier
field is zero too (λI = 0), otherwise the Lagrange multiplier field will have a finite
value. One can give a physical interpretation to λI , such as a selective pressure field
which forces the component I in the desired morphology in the domain Ω. But we
believe that physical nature should be determined by the experimental environment,
when such field cannot physically be present, λI is simply a mathematical artifice.
In the spirit of earlier work the extremum of R is found in a quasi-dynamical
fashion, by adaption of the external potential dynamics algorithms [69]. An equation
of motion for the auxiliary field UI is derived from the collective dynamics of con-
centration fields ρI ; for propagation of the λI the equation that corresponds to the
dynamics of non-conserving property.
∂UI
∂τ
+MρI ∆RρI + ηI = 0 (10.3)
∂λI
∂τ
−MλI RλI + ηλI = 0 (10.4)
whereM
(ρ,λ)
I is a positive mobility coefficient, and η
(ρ,λ)
I is a small random field (white
noise). The random field is not essential, but it helps in small barrier crossings.
The constrained intrinsic chemical potential is RρI ≡ δR/δρI = µI + ωλI , with
ω > 0 a shape field determined by the domain Ω, and the constraining potential
is RλI ≡ δR/δλI = ω(ρI − ρ0I). The dynamical equation for λI does not in any
way suggest a model for a physically realistic process. Here, it is merely a convenient
numerical technique for finding the solution for a very large set of non-linear equations.
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10.2.2 Stability analysis
We limit the analysis to a one-component system, omit the noise, and use compact
symbolic notation for spatial operator products. The relaxation matrix of the dynam-





where we have used RρU = −PRρρ = −PFρρ, with P the polymer correlation matrix
P ≡ −δρ/δU > 0. All eigenvalues are negative when the saddle point coincides with
a minimum in the free energy (Fρρ > 0): the saddle point is then a stable stationary
point in the time-iteration. If the saddle point coincides with an unstable point of
the free energy (at least one eigenvalue of Fρρ negative), the system of equations may
diverge in pathological cases. It is rather cumbersome to find an exact measure for
such behavior from the stability analysis; there is a bit of trial-and-error inherent in
selecting the proper values for mobility coefficients and free energy parameters. In
practice we have found that with Mλ << Mρ the system also converges when the
Lagrange multiplier fields remain within reasonable limits, corresponding to roughly
the thermal energy kT per computational cell.
By construction of R and the quasi-dynamical equations, nothing definite can be
said about the sign of the time-evolution of R or F . During the course of the iteration
both may go up and down - indeed they should have precisely this behavior, since
the starting configuration may either be below or above the saddle point. This is in
contrast to the original external potentials algorithm which guarantees a decrease in
free energy always.
10.3 Results and discussion
10.3.1 Demonstration: 1D, 2D, 3D model systems
We first discuss a few simple examples of constrained diblock polymer phases in 1D,
2D and 3D. For all these simulations the Flory-Huggins parameter was chosen as
χN = 20, slightly above the order-disorder transition.The other numerical parameters
and integration method are as we used before [51], with M ρ = 1 and Mλ = 0.05.
(1D) Polymer A8B8 on a line of 30 grid points with periodic boundary conditions.
In the middle of the line the density of the A component is fixed (ρ0A(x0 = 15) =
0.2), and the proper constraining field λ (which is in this case only one scalar) and
concentration fields ρI are calculated. The position of the constrained value of the A
component is denoted as a black dot on the slope of the oscillatory density profile in
Figure 10.1.




Figure 10.1: Density profile of the A8B8 block copolymer with fixed density of the A
component in the point x0 = 15 (shown as dot).
(2D) Polymers A6B10 and A8B8 in a rectangular box (30× 30) with constraining
mask - a rectangle of 4×8 grid points. Inside of the rectangle the concentration of the
A component is constrained to ρ0A = 0.9. The system outside of rectangle is free of
any constraints, see Figure 10.2. The symmetric polymer forms perturbed lamellae,
and the asymmetric polymer 2D micelles. Figure 10.3 shows the time evolution of
the order parameter for the A component P = (ρA − ρA)2 and the norm of Lagrange
multiplier field (λ = ||λ(x, y)||2) for the symmetric case of figure 2D. The constraining
field λ is 0 at the beginning of calculation. Since the constrained rectangle is not a
natural morphology of this particular polymer system, the stationary value of λ is
nonzero.
(3D) Polymer A7B9 in a box of 51× 51× 51 grid points. First we fixed in the xy
plane at z = 1 the density of component A to ρ0A = 0.99, and left the remainder of the
box unconstrained. The final state is a perfectly lamellar structure (Figure 10.4(a));
this is a true free energy minimum of the system. In reality such lamellar systems
often contain defects or undulations. Likewise, 2D images of such lamellar systems
contain holes. With the method presented here, we can study the influence of the
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Figure 10.2: For the timestep τ = 500 in 2D box: a) the constraining mask: ρ0A = 0.9 in
a black rectangle; b) λ field for A8B8 block copolymer; c) morphology for the A6B10 block
copolymer; d) morphology for the A8B8 block.
undulations on the underlying 3D morphology. In order to do this we performed the
simulation using a single lamella with a hole defect as a constraint in the first layer
(Figure 10.4(b)). In this case an artificial set of experimental data ρ0(x, y) was used
to constrain on the xy plane at z = 1. The constraining field consists of a lamellar
structure with a hole defect. The circles that make up the hole are centered around
the midpoint x = y = 25 and z = 1. The inner circle has a radius r1 = 6; the radius
of the outer circle r2 = 8. The concentration is constrained to ρ
0
A(0 < r < r1) = 0.01
and ρ0A(r > r2) = 0.99. The system is unconstrained in the ring between r1 and r2 and
in the remainder of the box. The schematic overview of the constraint is presented
in Figure 10.4(c).
From the Figure 10.4(d,e) one clearly sees how the defect carries through the
whole box. The block copolymer still forms a lamellar structure but because of the
undulation in the constraint surface, adjacent parallel lamellae possess hole defects as
well. In figure 4e the spatial distribution of the λ field is shown. Since the constraint
is confined to the first layer z = 1, λ is only defined in this layer; λ is also undefined in
the unconstrained open part between the inner and outer circle (in fig. 4c λ is given
the value zero in this region for visualization purposes). The Lagrange multiplier field
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Figure 10.3: The time evolution of the order parameter P (1) and the L2 norm of Lagrange
multiplier λ (2) for the A8B8 block copolymer (see Figure 10.2(d)).
is negative in the outer region (ρA = 0.99) and positive in the inner region (ρA = 0.01),
reflecting the additional potential which a hole defect brings to the system. On the
edges of the constraint region the field has wiggly wings; these intricate effects are
related to the mathematical properties of the inverse polymer density functional.
10.3.2 Demonstration: an experimental system
The important application of the presented method is the reconstruction of 3D struc-
tures of block copolymers from a set of 2D experimental data. Figure 10.5(a) shows
an example of such experimental image of a cylinder forming system obtained by
TM-AFM [48], a thin film of polystyrene− block − butadiene− block − polystyrene
(SBS) triblock copolymer. A simulation was done in a box 32x32x20 with the exper-
imental image as a constraint and the block copolymer modeled as a Gaussian chain
A3B12A3 [48]. The experimental data were laterally scaled to match the microdomain
distances of the experiments and simulations and were positioned in the middle of the
simulation box (z=10) . The final 3D structure is presented in Figure 10.5(b); in Fig-
ures 10.5(d,e,f) slices through the middle of the layers of the cylinders are shown. One
can see that the cylinders in the system with the constraint are situated in layers while
the unconstrained system (Figure 10.5(c)) has random orientation of cylinders. The
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Figure 10.4: Simulation of A7B9 block copolymer in 3D box with the 2D constraint in a top
layer. a) Isosurface for density of A-beads for the case when a plane with uniform density
serves as a constraint; b) Isosurface for density of A-beads for the case when a uniform
density of the constraint contains a hole; c) constraint with hole; d) defect propagation in a
bulk for Figure 10.4(b); e) λ field at the constraint plane. (Isodensity level is 0.5)
slice through the middle layer is identical to the constraint structure while the layers
above and beneath the constraint layer contain defects which are rather symmetrical.
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Figure 10.5: The A3B12A3 triblock copolymer in 3D box with experimental data serving
as a constraint. a) The scaled experimental image used as a constraint; b) Isosurface for the
A3B12A3 block copolymer with constraint at z=10. c) simulation without constraint; d,e,f -
the slices through the middle of the layers of cylinders from Figure 10.5(b). (Isodensity level
0.5; τ = 5000).
10.3.3 Discussion.
An important question is the uniqueness of the predicted morphology. In the general
case the information enhanced self-consistent-field equations have many solutions.
But a few interesting limits are apparent: a) When the system is highly symmetrical
the symmetry can impose uniqueness (Figure 10.4). In experimental system this
might be the case when one measures a slice through a perfect domain structure, for
example. b) When multiple constraint are included, each such constraint will reduce
166 CHAPTER 10. INVERSE MAPPING . . .
the space of solutions. Clearly, in the limit where a 3D experimental image is used as
a constraint, the equations have only one solution, namely the constraint itself. The
method is powerful, but must be used with care, and the predictions are more accurate
given a realistic molecular model and an experimental image of high symmetry.
10.4 Summary
In this Chapter we have introduced a method for the simulations of a bulk structure
of block copolymers with given constraining condition at a lower dimensional hyper-
surface. The method is able to illustrate the extent of surface defects in the bulk.
The method can be used ’to grow’ observed experimental data into three dimensions.
The method is very general and can be applied to any physical system described in
terms of a density functional theory.
Chapter 11
Appendix: Dynamic self
consistent field theory for
block copolymer systems
11.1 Computer Simulation Methods for Polymers
and Complex Fluids
Computer simulation methods for polymers can be grouped into three classes: atom-
istic, coarse-grained particle-based, and field-based. Fully atomistic methods typi-
cally involve description of a polymeric fluid with atomic resolution. Equilibrium
or nonequilibrium properties calculation is carried out with a computer simulation,
usually Monte Carlo or molecular dynamics techniques. The major disadvantage of
atomistic methods is that it is often very difficult to simulate a sufficiently large
systems in order to to extract information about structure and thermodynamics.
In coarse-grained, particle-based methods [245] atoms or groups of atoms are ap-
proximated as ”particles”. For example, bead-spring polymer chains are often em-
ployed in which each bead might represent the force center associated with 10 or
more backbone atoms. A difficulty with such models is that the effective interactions
between beads (particles) are often difficult to parametrize accurately.
Field theory models have been extensively used as the basis for approximated
analytical calculations for polymer solutions, melts, blends, and copolymers [124,
246,247] The general procedure of field theoretical method can be divided to several
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important steps. First a suitable particle-based model is developed. In the next stage
the particle-based model is converted into a field theory field theory. Then follows
discretization of the simulation domain and numerical solution of field theory.
The simulation method used in this thesis is called Dynamic Self Consistent Field
Theory (DSCF) and was originally proposed by Fraaije in 1993 [50]. This method
belongs to field-based computer simulation methods. In our model polymers are
represented as coarse grained Gaussian chains which means that elementary units
(’beads’), which can represent thousands of real atoms are connected by ’springs’
in a flexible chain. The system is described with spatially varying chemical poten-
tial and polymer segment densities. The polymer dynamics is described by a set
of stochastic partial differential equations (functional Langevin equations) for poly-
mer diffusion. Noise sources, with correlations dictated by the fluctuation-dissipation
theorem, introduce the thermal fluctuations. The numerical calculations involve the
time-integration of functional Langevin equations, given an implicit Gaussian density
functional expression for the intrinsic chemical potentials.
In this Chapter we first briefly review the general SCFT equations then we show
the extension of DDFT for confined polymeric systems.
11.2 Dynamic Self Consistent Field Method for block
copolymers
Consider a system of n Gaussian chains of N beads of, generally speaking, several
different species (for example, ANABNB , N = NA + NB for diblock copolymer,
ANABNBBNA , N = NB + 2NA for symmetric triblock copolymer, or just AN for
a homopolymer). The system contains n polymer molecules situated in volume V .
The free energy functional is defined as follows:








UI (r) ρI (r) dr + βF
nid[ρ] (11.1)
where Φ is the partition functional for the ideal polymer chains in the external field UI ,
ρI (r) is a concentration of the beads of type I (say, A or B), F
nid[ρ] is the contribution
from the non-ideal interactions, and β = 1/kT . The free energy functional (11.1) is
derived from an optimization criterium which introduces the external potential as a
Lagrange multiplier field. The external potentials and the concentration fields are
related via the density functional:
ρI [U ](r) = n
N∑
s=1
δIsTrψδ (r − Rs) (11.2)
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Here δIs is a Kronecker delta with value 1 if bead s is of type I and 0 otherwise. The
trace Trc is limited to the integration over the coordinates of one chain
























(Rs − Rs−1)2 (11.4)
with a the Gaussian bond length parameter.
The density functional is bijective: for every set of fields {UI} there is exactly one
set of fields {ρI}. Thus there exists a unique inverse density functional UI [ρ]. There
is no known closed analytical expression for the inverse density functional, but for
our purpose it is sufficient that the inverse functional can be calculated efficiently by
numerical procedures.
The non-ideal free energy functional is splited into two parts
Fnid[ρ] = F c[ρ] + F e[ρ]
where F e contains the excluded volume interactions, and F c the cohesive interactions.












= −UI (r) + µcI (r) + µeI (r)














εIJ (|r − r′|)ρJ (r′)dr′ (11.7)
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where εIJ (|r − r′|) = εJI(|r − r′|) is defined by the Gaussian kernel









The excluded volume interactions are accounted via the phenomenological Helfald
penalty function:











with compressibility parameter κ.
The density functional eq.11.2 can be calculated via Green propagators
ρs(r) ∝ Gs(r)×σ[Ginvs+1](r) (11.10)
The set of (once integrated) Green functions Gs(r) and G
inv





Ginvs (r) = e
−Us(r)σ[Ginvs+1](r)
with G0(r) = G
inv
N+1(r) = 1. The linkage operator σ is defined as a convolution with
a Gaussian kernel:












In equilibrium µI (r) is constant; this yields the familiar self-consistent field (SCF)
equations for Gaussian chains. When the system is not in equilibrium the gradient




= −∇ · JI + ηI (11.13)
JI = −DI∇µI (11.14)
where DI is a diffusion coefficient, which in Equation 11.13 is taken to be DI = MIρI
and ηI is a thermal noise, distributed according to the fluctuation-dissipation theorem.
As at any time the free energy, Equation 11.1, is optimal, the dynamics, Equation
11.13 is suppose to be slow enough to ensure quasi-equilibrium approximation.
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11.3 Dynamic Density Functional Theory for con-
fined systems
We model confined systems by positioning two solid surfaces in the simulation box and











εIMα(|r − r′|)ρI(r)ρMα(r′)drdr′ (11.15)
In general case polymer can be placed between two dissimilar substrates (α = 1, 2
indicates number of substrate).
Both surfaces span the box in the x and y direction completely; in the vicinity of
surfaces rigid wall boundary conditions apply [52] which mean that no flux is allowed
perpendicular to the confining substrate.
∇µI · n = 0. (11.16)
The energetic interactions in 11.13 are fully parameterized by the interaction pa-
rameter ε0IJ (bead-bead) and εIMα (bead-interface), where we drop the superscript
for convenience. These parameters are directly related to the more familiar Flory-
Huggins interaction parameter χ [68]. Although we will operate with ε in the remain-
der, in some cases we will provide the corresponding χN value for a system under
consideration.
For the surface interaction in AB and ABA systems the strength is characterized
by the value of εAM and εBM . We introduce an effective interaction parameter εM =
εAM −εBM since only the difference counts in the calculation of the chemical potential
[42]. The sign of the effective interaction εM shows the preferential attraction of A-
beads (negative) or B-beads (positive) to the surface.
For all simulations we set εBM = 0. In the remainder, the substrates will serve
as a reference: all orientations are denoted with respect to these substrates (unless
mentioned differently in the text).
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Summary
A remarkable feature of block copolymer systems is their ability to self-assemble into
a variety of ordered structures with domain sizes in the mesoscale range. Recently,
steps have been made in gaining understanding of the properties of block copolymer
materials by intricate experiments, theory and computer models, although still many
open questions remain. One of the open questions is the dynamics of structure for-
mation, which can be highly dependent on external fields often present in industrial
conditions, such as shear, temperature gradients and confinement, or external fields
which are employed to manipulate the structure, such as electric and magnetic fields.
Moreover, the structure formation in block copolymer systems with complex architec-
ture and/or composition is not very well studied. An understanding of the external
field effects and effects of architecture and composition of block copolymer systems is
crucial, since these factors may have a large impact on the structure formation and
consequently on the structural and physical properties of the final product.
In the present thesis we have focused on the comparison of results of the existing
Dynamic Self Consistent Field Theory (DSCFT) with experimental observations for
specific experimental systems as well as on the prediction of generic dynamic phenom-
ena for chosen model systems. A detailed comparison with experiments was possible
due to the development of such state-of-the-art experimental techniques as dynamic
Scanning Force Microscopy. We have shown that the static behavior as well as the
dynamics of phase transitions under an external field is well described by the theory
for a number of experimental systems. This thesis demonstrates that this symbiotic
approach is valuable; the experiments validate the theoretical calculations and the
calculations rationalize the experimental observations. Eventually, the method can
be employed to make predictions and propose improvements for yet less understood
experimental and industrial systems.
First, we concentrated on the structure formation of ABA cylinder forming block
copolymer system between similar and dissimilar interfaces. In Chapter 2 it is
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shown that the complex phase behavior of cylinder forming block copolymer thin films
between similar interfaces is controlled by two interplaying factors: the surface field
(the preferential attraction of one type of block to the surface) and confinement effects.
The surface field can either orient the bulk structure or it can stabilize deviations from
bulk structures, such as a wetting layer, perforated lamella, and lamella. The film
thickness is modulating the stability regions of the different phases via interference
of surface fields and confinement effects. The predicted phase diagram is directly
compared to the experimental phase diagram.
In Chapter 3, we show that by confining the block copolymer film between
two dissimilar surfaces one can induce phases which are combinations of bulk phases
(the so-called hybrid structures). These structures can be asymmetric in shape, like
cylinders with necks on one side, and therefore could be misunderstood from exper-
imental top images. Detailed experiments verify their existence. In the simple case
of cylinder forming ABA triblock copolymer, we have determined possible hybrid
structures for system with film thickness up to 2 bulk microdomain distances. We
propose a general classification scheme of these hybrid structures.In order to induce
phase transitions between different phases one might vary surface field, film thick-
ness, temperature, or apply external fields such as an electric field, a shear field, etc.
(Chapters 4-9). We have explored several of these possibilities motivated by experi-
mental studies [49,107,129,158]. Furthermore we concentrated on dynamic aspects of
phase transitions in block copolymer systems as well as on the kinetics of the terrace
formation process in thin films with a free surface.
In Chapter 4, we study the kinetics of a quasi-two dimensional phase transition
between parallel cylinders (C||) and perforated lamella (PL). The elementary step
of the cylinder to perforated lamella transition in a thin film is the stepwise and
stochastic movement of kinks parallel to the C||/PL border. From the analysis of the
Gibbs-Thomson effect on the transformation kinetics, we have estimated the interfa-
cial tension between the cylinder and the perforated lamella phases. We found the
following elementary processes: nucleation, annihilation of C|| islands in a PL matrix,
and local rearrangements of defects.
In Chapter 5 the terrace formation process is modelled in a surface supported thin
block copolymer film with a free surface. The predicted sequence of phase transitions
driven by changing film thickness as well as the kinetics of phase transitions is in good
agreement with experiments.
The kinetics of phase transitions in block copolymer systems under an applied
electric field is studied in Chapters 6-7. In the presence of an electric field between
electrodes, an orientation of microdomains parallel to the external electric field is
energetically favored due to the different dielectric properties of the block copolymer
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In Chapter 6, we show that the transition dynamics of block copolymer films
subjected to an applied electric field depends to a great extent on the degree of phase
separation. Systems can make detours across phase boundaries depending on the
position with regard to this phase boundary. We found that undulation instabili-
ties are especially important in the transition kinetics in systems with low degree of
phase separation. In defect-free systems undulation instabilities enable a collective
transition. Defects may serve as nuclei of a new phase in a nucleation and growth
mechanism.
In Chapter 7 electric field alignment in thin films is studied for a specific diblock
copolymer melt forming cylindrical microdomains. Starting from an ordered state
with cylinders parallel to the substrates, the applied electric field enhances fluctua-
tions which disrupt cylindrical microdomains into spheres. The spheres elongate and
reconnect forming cylinders perpendicular to the substrate. Simulation results are
compared to experiments and the details of the transition predicted by simulation are
in good agreement with experiment.
In Chapter 8 the kinetics of phase transitions caused by a temperature quench
is considered. We show that the hexagonally perforated lamellar phase, otherwise
unstable in bulk, can serve as an intermediate bulk phase in the lamellar-to-gyroid
transition in block copolymers.
In Chapter 9, we show that in sheared polymer blends and ternary mixtures of
two homopolymers with block copolymer compatibilizers the system can be trapped
in a metastable multiple sphere morphology under certain conditions, while under
other conditions a sphere-to-string transition is observed. The molecular architecture
of both polymer blend components and block copolymer compatibilizer is found to
have a profound influence on the blend structure under shear.
The last chapter of the thesis is devoted to the problem of the reconstruction of
the bulk structure from two dimensional experimental scans. In Chapter 10 we have
developed a simulation method in which the free energy functional of a 3D sample is
minimized to fit experimental 2D information, serving as an additional constraint.
Samenvatting
In het proefschrift vergelijk ik van de resultaten van de Dynamic Self Consistent Field
Theory (DSCFT) voor blok copolymeren met experimentele observaties. Daarnaast
worden ook voorspellingen gedaan van algemene dynamische verschijnselen.
Een gedetailleerde vergelijking tussen theorie en experimenten is mogelijk gemaakt
door de ontwikkeling van experimentele technieken zoals de dynamische “Scanning
Force Microscopy”. We laten zien dat voor een aantal systemen zowel het statische
gedrag als het dynamische gedrag van de fase overgang onder een extern veld goed
wordt beschreven door de theorie. Deze symbiotische benadering is erg waardevol; de
experimenten valideren de theoretische berekeningen en de berekeningen rationalis-
eren de experimentele waarnemingen. Uiteindelijk kan de methode gebruikt worden
om voorspellingen te doen voor experimentele systemen.
In Hoofdstuk 2 wordt de structuur van cylinder vormende blok copolymeren in
dunne films bestudeerd. Het complexe fasegedrag wordt bepaald door twee factoren:
de preferente aantrekking van een type blok met het oppervlak, en aanhechting. De
eerste contact laag heeft een andere morfologie dan in bulk. In plaats van cylin-
ders vinden we een geperforeerde lamellaire fase (PL), lamellaire fase (L), en een
bevochtigingslaag.
Hoofdstuk 3 beschrijft de opsluiting van een film tussen twee oppervlakken met
verschillende affiniteit. De oppervlakken induceren de vorming van gemengde struc-
turen waarvoor een classificatieschema wordt voorgesteld.
In Hoofdstuk 4 laten we zien dat de kinetiek van de fase overgang tussen een
parallelle cylinder fase (C||) en PL kan worden beschreven door het Gibbs-Thomson
effect. We vinden de volgende processen: nucleatie, annihilatie van C|| eilanden in een
PL matrix en lokale herindeling van defecten. Gedurende de fase overgang bewegen
’kink’ defecten stochastisch en parallel aan het C|| /PL grensvlak.
Hoofdstuk 5 beschrijft terrasvorming in een film met een vrij oppervlak. De
resultaten in hoofdstukken 4 en 5 komen goed overeen met experiment.
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In Hoofdstuk 6 laten we zien dat de kinetiek van fasescheiding in aanwezigheid
van een elektrisch veld wordt bepaald door de interacties tussen de blokken. Een
systeem in de nabijheid van een fase-grens stapt tijdelijk over naar de naastliggende
fase.
In Hoofdstuk 7 wordt de fase overgang in aanwezigheid van een elektrisch veld
vergeleken met experimenten. De voorspelde intermediaire fase wordt daadwerkelijk
experimenteel gevonden.
Hoofdstuk 8. Bij plotselinge temperatuurdaling beschrijft het model een tij-
delijke PL fase tussen L en gyroid. Ook deze voorspelling komt goed overeen met
experimenten.
In Hoofdstuk 9 laten we zien dat toegevoegde blok copolymeren een grote invloed
hebben op de morfologie van een afgeschoven, ontmengde polymer blend.
Tenslotte wordt in Hoofdstuk 10 de theorie uitgebreid naar een maximale entro-
pie methode voor de voorspelling van 3D structuren uit 2D experimentele informatie.
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