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Abstract
Trajectory tracking is a major challenge for UAVs. The more complex the trajectory is, the more
accurate tracking is required with minimum divergence from the trajectory. Apart from active trajectory
tracking mechanisms, current solutions to accurate trajectory tracking in narrow areas require low speed
motions. This paper presents a systematic design methodology using centralised feedforward/feedback control
architecture for advanced trajectory tracking without compromising the speed of the vehicle. Using the H∞
norm as a measure for the design criteria, the proposed method proves fast tracking with no overshooting
and less actuators energy compared with single degree-of-freedom feedback control method. The results are
verified using simulations for two systems: a tri-rotor VTOL UAV (fully actuated system), and a quadrotor
trainer (over-actuated system).
I. INTRODUCTION
Unmanned Aerial Vehicles (UAVs) have seen significant growth with expanding employment in various
sectors [1], [2]. Generally speaking, two main advantages can be highlighted for the use of UAVs compared
with manned vehicles; they are less costly and have no risk on pilot’s life [3]. UAVs were introduced
during World War I for pure military tasks, and since then, they have been developing for wide range of
applications [4]. Recently, on the top of their integration in military services for collecting data, observing
enemies or even lethal attacks ([5], [6] and references therein), UAV systems have been used in civil
missions of wide spectrum [7], [8], [9]. For instance, in the field of scientific research, UAVs are used for
investigating areas, collecting data, watching volcanoes, forecasting weather, monitoring isolated territories
and other various activities [10], [11], [12]. This wide range of applications has raised research interest in
UAVs and made the field of UAV design and operation the most dynamic developing sector in aerospace
industry [13], [4].
The problem of trajectory tracking is one of the major challenges for UAV guidance and control.
Conventionally, this problem is formulated using tracking-error correction methods associated with Lya-
punov stability-based control design [14], [15], [16]. However, finding the suitable candidate for Lyapunov
function is challenging specially for complex nonlinear systems. For uncertain or disturbed trajectories,
stochastic based methods [17] and nest saturation [18] are examples of existing design methods in
literature to enhance the trajectory tracking performance. Methods like dynamic inversion [19], nonlinear
2control [20], sliding mode [21] and model predictive control [22] exist also in literature. However,
these control techniques are complex in implementation and suffer from certain limitations related to
the feedback loop and model accuracy [23]. Active trajectory tracking methods, which are mainly vision-
based systems, are proposed in literature as alternatives for enhanced trajectory tracking [24]. Nevertheless,
vision-based tracking is computationally expensive and requires certain on-board processing capacities
which is not always available specially for miniature air vehicles (MAVs).
This paper concerns the problem of trajectory tracking for narrow certain areas, where the vehicle has to
follow its trajectory with minimum overshooting and errors. Complex industrial sites are ideal examples
of such a scenario where the UAV needs to follow its trajectory in narrow spaces. Wide divergence
from trajectory could result in crashing and multi damage to the vehicle and surroundings. The available
solution to this problem is to decrease the bandwidth of the system and slow the speed of the vehicle.
However, this affects the efficiency of the UAV and increases the timing cost of the service. In this paper,
we develop a special form of two degree-of-freedom feedforward/feedback (Ff/Fb) control architecture
to stabilise the vehicle and at the same time guarantee good trajectory tracking without decreasing the
bandwidth of the system. This is the first article in the field to investigate this control method for UAV
applications. The results are demonstrated via simulation by using two examples. The first example is for
a complex fully actuated tri-rotor UAV and the second example is for an over-actuated quadrotor trainer.
The proposed control system shows superiority over robust feedback-only control. The performance is
measured using the H∞ norm of the closed loop transfer functions.
In Section II, the proposed Ff/Fb structure is discussed in detail. The simulation examples are investi-
gated in Section III and Section IV, followed by conclusion in Section V.
II. CONTROL SYSTEM DESIGN
Consider the system in Figure 1. The diagram is a representation of the architecture proposed in [25]
which in turn builds on [26], [27]. Let P be the linearised system of the nonlinear UAV model that is
linearised via any linearisation method. The linearised system P can be factorised over RH∞ such as
P = NM−1 where N and M are coprime factors. Further details on coprime factorisation can be found
in [26].
The control objectives considered in this paper are to stabilise the UAV and ensure good trajectory
tracking with good speed, no divergence and less input power. These design objectives can be stated
in terms of the transfer function matrix T =
[
Try
Tru
]
where Try is the trajectory tracking transfer function
from the reference vector r to the output vector y and Tru is the control effort transfer function from the
reference r to the control input u. From Figure 1, we have:
T =
[
(I +PC)−1P(CY +X)
(I +CP)−1(CY +X)
]
(1)
From the properties of Woodbury matrix identity [28] and for matrices A,B,U and V of suitable
dimensions, we have:
(A−UBV )−1UB = A−1U(B−VAU)−1 (2)
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Figure 1. Combined Ff/Fb control to enhance UAV’s trajectory tracking.
Assuming that A = I and B = I gives (I−UV )−1U =U(I−VU)−1.
For the case in hand, substituting U =−P and V =C enables as to write (I +PC)−1P = P(I +CP)−1.
Therefore, T can be written as:
T =
[
P
I
]
(I +CP)−1(CY +X) (3)
Now, let the filters X and Y be designed using the coprime factors of the linearised system such that
X = M and Y = N. Given that P = NM−1, this makes the resulting transfer function matrix T as:
TFf/Fb =
[
NM−1
I
]
(I +CNM−1)−1(CN +M) (4)
=
[
NM−1
I
]
(I +CNM−1)−1(CNM−1 + I)M (5)
=
[
NM−1
I
]
M (6)
=
[
N
M
]
(7)
Eq. (7) represents the merit of the proposed two degree-of-freedom control design where the feedback
controller C does not appear neither in the trajectory tracking transfer function nor in the control effort
transfer function. Therefore no limitation, in the tracking performance or the required actuators actions,
results from the controller. In this case, nominally, the trajectory tracking performance can be designed
independently from the feedback controller and therefore one can increase the bandwidth with no overs-
hooting. This desired feature cannot be guaranteed by any single degree-of-freedom control design. For
instance, for the case of feedback-only control, i.e., X = 0 and Y = I, the design criteria matrix becomes:
TFb =
[
P(I +CP)−1C
(I +CP)−1C
]
(8)
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Figure 2. Equivalent control structure with shaping weights.
Eq. (8) includes limitations of the feedback loop. These limitations are well known and documented in
literature, see for example [23]. The summary of these limitations is that there is a compromise between
the bandwidth and the tracking performance, i.e., in order to achieve good trajectory tracking with no
divergence, the bandwidth needs to be low which means slow manoeuvrability of the UAV. On the other
hand, high bandwidth necessitates overshoot and divergence from the trajectory.
A. The Reference and Feedforward Filters
Coprime factorisation over RH∞ is the focal point in the proposed control design to synthesise the
reference and feedforward filters. The filters X and Y are designed using the coprime factors of the
linearised UAV model. Coprime factorisation over RH∞ is not unique and it has been shown in [29]
that normalised coprime factorisation represents a good choice for the Ff/Fb control over other coprime
factorisations such as inner-outer factorisation. This choice is specifically obvious for disturbed and
uncertain systems which is the case of UAVs. Therefore, in this paper the right normalised coprime
factorisation is utilised.
A right coprime factorisation P = NM−1 is "normalised" if N∗N +M∗M = I where N∗ and M∗ are
the complex conjugate transpose of N and M respectively. This definition ensures that the block matrix[
N
M
]
is inner which in turns induces specific frequency domain properties. For instance, if the linearised
system P has high-gain at low frequencies and small-gain at high frequencies with good slope at cross-over
frequency, the resulting N will have unity gain at low frequencies with similar bandwidth to P and low gain
at high frequencies. The factor M will have gain close to unity at high frequencies and small gain at low
frequencies. From Eq. (7), it can be seen that in the nominal case, the tracking performance of the UAV
depends solely on the characteristics of N while the control effort depends only on the characteristics of
M. This implies that for good tracking performance and enhanced control effort, the frequency response of
the linearised system should be shaped so that we can guarantee the desirable frequency domain properties
of N and M. The linearised system can be shaped using pre and/or post weighting functions W1 and W2.
The weights are designed using the standard loop shaping criteria described in [23] whereas the shaped
system should have high gain at low frequencies, low gain at high frequencies and a smooth transition at
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Figure 3. Equivalent control structure with shaping weights and phase compensation filters.
the crossover frequency with a slop of −20 dB/decade. These weights need to be considered in the final
implementation of the controller. Figure 2 depicts the equivalent control structure when using the shaping
weights W1 and W2. Then, the feedforward and reference filters should be designed such as X = Ms and
Y = Ns, where Ps = NsM−1s =W2PW1.
B. The Phase Compensators
Given that the tracking performance and actuators effort are characterised only by Ns and Ms, a low
and a high pass filter might be needed in the structure to account for any phase deterioration of Ns and
Ms, see Figure 3. This is due to the fact that for single degree-of-freedom control, we pay attention only
to the magnitude when shaping the system while the phase is taken care of by the feedback controller. In
the case of the proposed Ff/Fb control, the feedback controller will have no effect on the transfer function
matrix T and hence the phase of Ns and Ms should be considered explicitly as shown in Figure 3.
Using the low pass filter Fl to compensate for the phase of Ns and the high pass filter Fh to compensate
for the phase of Ms will give:
TFf/Fb =
[
Ps(I +CPs)−1(CNsFl +MsFh)
(I +CPs)−1(CNsFl +MsFh)
]
(9)
In low frequency region, we have:
σ(Fh) 1 , σ(Ms) 1 and σ(CPs) 1
where σ(·) and σ(·) are consequently the largest and smallest singular value of the corresponding transfer
function. This enables us to write in low frequencies:
(I +CPs)≈CPs and (CNsFl +MsFh)≈CNsFl
Therefore, in low frequency region, Eq.(9) can be written as:
6TFf/Fb =
[
Ps(CPs)−1CNsFl
(CPs)−1CNsFl
]
(10)
=
[
NsFl
MsFl
]
(11)
In high frequency region, we have:
σ(Fl) 1 , σ(Ns) 1 and σ(CPs) 1
This enables us to write:
(I +CPs)≈ I and (CNsFl +MsFh)≈MsFh
Therefore, Eq. (9) can be written in high frequency region as:
TFf/Fb =
[
NsM−1s MsFh
MsFh
]
(12)
=
[
NsFh
MsFh
]
(13)
For simplicity of representation and because Ns and Ms are of interest to the designer only in low
frequencies and high frequencies respectively, Eqs. (11)- (13) can be combined in one approximation as:
TFf/Fb ≈
[
NsFl
MsFh
]
(14)
It is worth mentioning that the structure of the required low pass and high pass filters Fl and Fh - if
needed - depends mainly on the frequency response of the original system P.
C. The Feedback Controller
The feedback controller C can be designed using any known method in literature. The feedback
controller is synthesised to stabilise the system and hence it should be designed irrespective of the
feedforward and reference filters X and Y . Generally speaking, UAVs are MIMO coupled systems and
therefore, it is preferable to use a robust MIMO control method such asH∞ Loop Shaping Design Method
(LSDM). In addition, the fact that the loop will be already shaped for the design of the filters X and Y
makes the H∞ LSDM an ideal control design candidate. However, the proposed Ff/Fb approach is still
valid for any other established control technique. In the examples presented in this paper, H∞ LSDM is
used for the synthesis of the feedback controller.
D. An Illustration Example
To demonstrate the concept of the proposed Ff/Fb control, we will consider a simple mathematical
example. This example represents a guideline to practitioners on how to design and implement the Ff/Fb
control.
7Consider a SISO system of double integrator P = 1s2 . In order to synthesise the Ff/Fb controller, we
shape the system by a pre compensator of W1 =
10.5(s+0.6)
s+8 . The selection of W1 is based on the standard
shaping criteria discussed in Section II-A. Figure 4 demonstrates the frequency response of the original
system P and the shaped system Ps =W1P.
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Figure 4. Frequency response of the original system P (solid blue) and the shaped system Ps =W1P (dashed red) for a SISO double integrator
system.
Figure 5 demonstrates the frequency response of the shaped system Ps and its normalised coprime factors
Ns and Ms where Ps =W1P = NsM−1s . We can see clearly that the magnitudes of Ns and Ms are good for
ideal tracking performance and control effort respectively. However, the phase needs some compensation
via low pass filter and high pass filter respectively as discussed before. The choice of Fl and Fh depends
only on the required phase correction of Ns and Ms. Figure 5 shows that in low frequencies the phase of Ns
needs correction by −pi . Similarly in high frequencies, the phase of Ms needs correction by pi . Therefore
in order to design the Ff/Fb control for this single SISO system, we add a low pass filter of Fl = −10.01s+1
so that we can compensate the phase of the tracking performance of the closed loop system. Similarly,
a high pass filter of Fh = −s
2
s2+0.2s+0.01 should be added to the feedforward path in order to compensate
for the phase of the coprime factor Ms. We complete the Ff/Fb control design by synthesising an H∞
controller for the feedback loop. To show the advantages of the proposed Ff/Fb control method over a
single degree-of-freedom control, we also include in the results the design of the closed loop feedback-
only control using the same H∞ controller. We use H∞ norm to analyse the difference between the two
controllers with regard to the design criteria. The H∞ norm of a transfer function G is defined in [23] as
the essential supremum singular value of the transfer function over all frequencies:
8‖G‖∞ = ess sup
ω
σ (G( jω))
In this paper, we will use the value 20log10 (‖G‖∞) to make the reading of H∞ norm compatible
with the plotting of the frequency response. For the tracking transfer function, the value 20log10 (‖T11‖∞)
above 0 indicates the overshoot of the closed loop system over all frequencies. For the control effort
transfer function, the value 20log10 (‖T12‖∞) represents the maximum excitation of the actuators over
all frequencies where T is the closed loop transfer function matrix as defined in Eqs. (8) and (14) and
T11 = Try , T12 = Tru.
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Figure 5. Frequency response of the shaped system (solid blue), and the normalised coprime factors Ns (dashed red) and Ms (dashed-dotted
black), the illustration example.
Figure 6 shows the frequency response of the closed loop tracking transfer function for the designed
Ff/Fb control. The figure also contains the frequency response of the closed loop feedback-only control
using the same H∞ controller. It can be noticed clearly that both systems have identical bandwidth,
however, around the roll-off frequency there is a small peak in the case of feedback-only control. This
peak reflects an overshoot in the time domain response as demonstrated in Figure 7.
Figure 8 shows the frequency response of the reference-to-input transfer function for both cases, the
single degree-of-freedom feedback-only control and the Ff/Fb control. Figure 9 shows the step response
of the reference-to-input transfer function for both cases. These two figures show that the excitation of the
actuators for the case of the Ff/Fb is less which means less control effort and this is a desirable feature.
The superiority of the Ff/Fb control over feedback-only control can be confirmed by the H∞ norm of the
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Figure 6. Frequency response of the tracking transfer function (reference-to-output) of the closed loop system for two cases: the Ff/Fb
control (solid blue) and single degree-of-freedom feedback-only control (dashed red), the illustration example.
closed loop transfer functions for both cases whereas we have:
for Ff/Fb:
[
20log10(‖Try‖∞)
20log10(‖Tru‖∞)
]
=
[
0
0
]
and
for Fb:
[
20log10(‖Try‖∞)
20log10(‖Tru‖∞)
]
=
[
1.3487
3.4231
]
These values of the H∞ norm indicates that the Ff/Fb control has no overshoot while the feedback
only control has an overshoot of 1.3 dB. The actuators excitation for the feedback-only control is higher
by 3.4 dB.
10
0 2 4 6 8 10 12
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Time (sec)
Am
pl
itu
de
Figure 7. Step response of the tracking transfer function (reference-to-output) of the closed loop system for two cases: the Ff/Fb control
(solid blue) and single degree-of-freedom feedback-only control (dashed red), the illustration example.
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Figure 8. Frequency response of the control effort (reference-to-input) transfer function for two cases: the Ff/Fb control (solid blue) and
single degree-of-freedom feedback-only control (dashed red), the illustration example.
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Figure 9. Step response of the control effort transfer function of the closed loop system for two cases: the Ff/Fb control (solid blue) and
single degree-of-freedom feedback-only control (dashed red), the illustration example.
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III. CASE I: A FULLY ACTUATED TRI-ROTOR UAV
In this section, the proposed control method is designed for a tri-rotor UAV in Simulation. Figure 10
shows a diagram of the UAV. The vehicle is proposed in [30] with six degree-of-freedom and a symmetric
shape where its body is composed of three identical rotors rotating in the same direction and three identical
servo motors that control the tilting angles of the rotors independently. The position and orientation of
the vehicle can be controlled separately through the six inputs, i.e., speeds of three electric DC motors
and angles of three servo motors. Full description of the vehicle and details about the derivation of its
nonlinear model can be found in [30], [31], [32].
A. The Model
Following the derivation of [32], the full model of the UAV including actuator dynamics is expressed
in Eqs. (15) - (20):
υ˙bv = gHg−S(ωbv )υbv +
k f
Mtot
H fρ (15)
ω˙bv =−(Ibv )−1S(ωbv )Ibvωbv +(Ibv )−1(k f Ht− ktH f )ρ (16)
η˙v =Ψωbv (17)
λ˙ ev = R
e
bυ
b
v (18)
x˙a = Aaxa +Baua (19)
ya = xa (20)
Table I defines all terms used in the model of the UAV. The model is written in a compact form where
each state variable has a dimension and defined as following:
υbv =
uv
w
 , ωbv =
pq
r
 , ηv =
φvθv
ψv
 , λ ev =
xvyv
zv
 , (21)
and for the actuator dynamics we have:
xa =

ωm1
ωm2
ωm3
αs1
αs2
αs3

, ua =

Vm1
Vm2
Vm3
Vs1
Vs2
Vs3

, Aa =
[
cmI 0
0 csI
]
, Ba =
[
kmI 0
0 ksI
]
. (22)
The remaining matrices are defined as:
H f =
0 −
√
3
2
√
3
2 0 0 0
1 −12 12 0 0 0
0 0 0 1 1 1
 , Hg =
 sin(θv)−sin(θv)cos(θv)
−cos(φv)cos(θv)
 (23)
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Figure 10. Diagram of the Tri-rotor UAV (top view), taken from [31] with some adaptations.
Ht =
0 0 0 0
√
3
2 −
√
3
2
0 0 0 −1 12 12
1 1 1 0 0 0
 , ρ =

ω2m1 sin(αs1)
ω2m2 sin(αs2)
ω2m3 sin(αs3)
ω2m1 cos(αs1)
ω2m2 cos(αs2)
ω2m3 cos(αs3)

. (24)
The matrix S(ωbv ) is the skew matrix of the vector ωbv . The matrix Ψ is defined as the rotational matrix
between the angular velocity ωbv expressed in the body coordinate system and the angular velocity η˙v rela-
ted to the earth coordinate system. The matrix Reb is the rotational matrix from the body coordinate system
to the earth coordinate system. The definition of these rotational matrices along with their mathematical
expressions are well defined in literature, see for example [33] for details.
B. Feedback Linearisation
To linearise the nonlinear model, an input-output feedback linearisation technique is used. The resulting
linearised system is a chain of three integrators and the associated feedback linearisation law is:
ua = β−1 (ϑ −C1ρ−C2) , (25)
where
β =
[
ΨI−1
(
k f Ht− ktH f
)
k f
Mtot
RebH f
]
NBa, (26)
C1 =
[(
2Ψ˙I−1−ΨI−1S(ω)+ΨI−1S(Iω)I−1)(k f Ht− ktH f )
k f
Mtot
RebS(ω)H f
]
, (27)
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symbol definition
ωmi Rotational speed of the ith DC motor
Vmi Input voltage of the i
th DC motor
αsi Tilting angle of the ith servo motor
Vsi Input voltage of the i
th servo motor
k f Thrust-to-speed constant of the propeller
kt Torque-to-speed constant of the propeller
g Gravitational acceleration
Mtot Total mass of the UAV
Iv Inertia matrix of the UAV
υv The transitional velocity of the UAV
u,v,w The Cartesian coordinates of the UAV transitional velocity
ωv Angular velocity of the UAV
p,q,r The Cartesian coordinates of the UAV angular velocity
η Attitude vector of the UAV related to the earth frame
λ e Position vector of the UAV (earth frame)
φv Roll angle of the UAV related to the earth frame
θv Pitch angle of the UAV related to the earth frame
ψv Yaw angle of the UAV related to the earth frame
xv The x coordinate position of the UAV in the earth frame
yv The y coordinate position of the UAV in the earth frame
zv Altitude of the UAV in the earth frame
Reb The rotational matrix from frame b to frame e
b Superscript/subscript denotes the body Cartesian coordinate system
e Superscript/subscript denotes the earth Cartesian coordinate system
cm The time constant of the DC motor response
cs Time constant of the servo motor response
km Gain of the DC motor (input voltage to the speed)
ks Gain of the servo motor (input voltage to tilting angle)
I Unity matrix of suitable dimension
0 Zero matrix of suitable dimension
Table I
NOTATIONS OF THE TRI-ROTOR UAV MODEL
C2 =
[(
Ψ¨−2Ψ˙I−1S(ω)I−ΨI−1S(Iω)I−1S(ω)I)ω
gRebS(ω)Hg
]
+[(
ΨI−1S(ω)S(ω)I
)
ω
gRebHdgΨω
]
+
[
ΨI−1
(
k f Ht− ktH f
)
k f
Mtot
RebH f
]
NAaxa,
(28)
N =
[
diag(2ωmi sinαsi) diag(ω2mi cosαsi)
diag(2ωmi cosαsi) diag(−ω2mi sinαsi)
]
6×6
, i = 1,2,3 (29)
Hdg =
 cos(θv) 0 0sin(θv)sin(θv) −cos(φv)cos(θv) 0
cos(θv)sin(θv) sin(φv)cos(θv) 0
 , (30)
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and ϑ is the new artificial input vector. The term diag in matrix N refers to the diagonal structure of the
matrix.
C. Simulation Results
To implement the Ff/Fb control and achieve the control design criteria in terms of fast tracking with no
overshoot and control effort with no saturation, the linearised system needs to be shaped first using pre
and post weights W1 and W2. These weights have then to be included in the final implementation of the
control system as shown in Figure 2. To design W1 and W2, we follow the standard loop shaping criteria
mentioned in Section II-A whereas the shaped system should have high gain at low frequencies, low gain
at high frequencies and a smooth transition at the crossover frequency with a slop of −20 dB/decade. The
linearised UAV system is diagonal and has sufficiently low gain at high frequencies, so we can put W2 = I
and use W1 = 105s
2+126s+37.8
s2+16s+64 I6×6 to shape the system. Figure 11 depicts the singular values plot of the
linearised system and the shaped system. As discussed in the illustration example, a low and high pass
filters are needed to compensate for the phase of Ns and Ms. We use the filters Fl = −10.01s+1 to compensate
the phase of Ns by −pi and a high pass filter of Fh = −s2s2+0.2s+0.01 to compensate the phase of Ms by pi .
Now, the reference and feedforward filters can be designed using the normalised coprime factorisation of
the shaped systems such that X = MsFh and Y = NsFl where Ps = NsM−1s = PW1.
The feedback controller C is synthesised to ensure the internal stability of the closed loop and guarantee
the robustness of the system against disturbances and uncertainties. For the UAV in hand, we employ
the H∞ LSDM to design the feedback controller. Justification for the use of the H∞ LSDM in UAV
systems lies in the fact that UAVs are MIMO systems that are susceptible to high level of uncertainties
and disturbances due to the nonlinear dynamics. This makes the H∞ LSDM an ideal candidate for the
feedback control synthesis. The implementation of H∞ LSDM in UAVs is well established in literature
and shows good results, see for example [34], [35], [36]. For the example in hand, the achieved robust
stability margin is 0.4365.
The designed Ff/Fb control applied to the tri-rotor UAV in Simulation. Figures 12 and 13 produce
the singular values plot of the resulting tracking transfer function and control effort transfer function
respectively. These figures also contain the resulting transfer functions in case of feedback-only control,
where the same H∞ LSDP is implemented in a single degree-of-freedom control structure, i.e., X = 0
and Y = I. Figure 12 reflects the fact that the two control structure have similar bandwidth, however, for
the case of feedback-only control, the tracking performance of the system contains an overshoot of about
5 dB. The author has tried to eliminate the overshoot by re-tuning the feedback controller which results
in a reduced bandwidth of at least 25%. This overshoot does not exist in the proposed Ff/Fb control and
the bandwidth is maintained. For the reference-to-input transfer function in Figure 13, it can be noted that
the case of feedback-only control excites the actuators more than the case of the proposed Ff/Fb control
which is undesirable and it could lead to actuator saturation. The H∞ norm of the closed loop transfer
functions for both control design quantifies the advantages of the Ff/Fb over feedback-only control as
following:
for Ff/Fb:
[
20log10(‖Try‖∞)
20log10(‖Tru‖∞)
]
=
[
0
0
]
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Figure 11. Singular values plot of the linearised model (solid) and the shaped model (dashed), the tri-rotor UAV.
and
for Fb:
[
20log10(‖Try‖∞)
20log10(‖Tru‖∞)
]
=
[
2.9441
2.5099
]
The values of the H∞ norm shows that the feedback-only control excites the actuator more and has an
overshoot while the Ff/Fb has no overshoot and has less control effort.
To further confirm the advantage of the proposed Ff/Fb control over feedback-only control, Figure 14
shows the frequency response of the closed loop reference-to-output transfer function, including both
the magnitude and the phase, for the first channel. The other diagonal channels are identical where the
system is very large 6×6 and it would be inappropriate to demonstrate the bode plot of the whole system.
Similarly, Figure 15 shows the frequency response of the closed loop reference-to-input transfer function
for the first channel. Both figures confirm that the Ff/Fb has no overshoot with similar bandwidth to the
feedback-only control and causes less excitation to the actuators.
A scenario of rising curved trajectory tracking with the Ff/Fb control is shown in Figures 16 - 17 along
with the actuators effort in Figure 18. The graphs show good trajectory tracking and the actuators are
working within their physical restrictions of ±pi/2 for the servo angles and 104 RPM for the DC motor
speed.
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Figure 12. Singular values plot of the closed-loop reference-to-output tracking transfer function for the case of the Ff/Fb control (solid blue)
and the feedback-only control (dashed red), the tri-rotor UAV.
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Figure 13. Singular values plot of the closed-loop reference-to-input transfer function for the case of the Ff/Fb control (solid blue) and the
feedback-only control (dashed red), the tri-rotor UAV.
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Figure 14. The frequency response of the closed-loop reference-to-output tracking for the first channel with the case of the Ff/Fb control
(solid blue) and the feedback-only control (dashed red), the tri-rotor UAV.
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Figure 15. The frequency response of the closed-loop reference-to-input transfer function for the first channel with the case of the Ff/Fb
control (solid blue) and the feedback-only control (dashed red), the tri-rotor UAV.
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Figure 16. The 3D position (solid blue) of the tri-rotor UAV for a rising curved trajectory (dashed red).
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Figure 17. The Cartesian position (solid blue) of the tri-rotor UAV for a rising curved trajectory (dashed red).
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Figure 18. The angles of the servos (top) and the speed of the DC motors (bottom) for a rising curved flight, the tri-rotor UAV.
D. Uncertainty and Robustness
One of the main concern for controlling nonlinear UAV systems is the robustness of the system against
disturbances and uncertainty. For instance, uncertainty in modelling the system makes the linearised system
never linear. This fact adds further requirement to the control design to ensure robustness in hardware
implementation. In order to present the robustness of the proposed control method, a stable second order
multiplicative uncertainty has been introduced to the system and the same controller synthesised for the
nominal case is tested again. Therefore, the tested uncertain system is:
Pu = P∆2 with ∆= 1+
a
s+b
where 0 < a < 1 and 0 < b < 1 are random numbers and generated using Matlab random generator
functions. Figures 19 - 20 show the performance of the Ff/Fb control under the model uncertainty with
∆2 = s
2+3.504s+3.07
s2+1.1919s+0.9206 . The controller accommodates the uncertainty and shows good tracking.
Another robustness aspect that should be considered for any control design is the input disturbances. In
UAV systems, the input signal is susceptible to noise and disturbances. In order to present the robustness
of the proposed Ff/Fb control method, an input disturbance within the range of ±10% of the input signal
for the demonstrated trajectory is introduced in simulation. Figures 21 - 22 show the performance of the
Ff/Fb control under the introduced input disturbances. The control system rejects the disturbances and
maintain the trajectory tracking of the system.
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Figure 19. The Cartesian position (solid blue) of the tri-rotor UAV for a rising curved trajectory (dashed red) under model multiplicative
uncertainty.
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Figure 20. The angles of the servos (top) and the speed of the DC motors (bottom) for a rising curved flight under model multiplicative
uncertainty, the tri-rotor UAV.
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Figure 21. The Cartesian position (solid blue) of the tri-rotor UAV for a rising curved trajectory (dashed red) with input disturbances.
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Figure 22. The angles of the servos (top) and the speed of the DC motors (bottom) for a rising curved flight with input disturbances, the
tri-rotor UAV.
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IV. CASE II: AN OVER-ACTUATED QUADROTOR UAV
This example investigates the proposed control method for an over-actuated system, which is a hinged
quadrotor. The system represents the Quansor UAV trainer where the body of the vehicle is attached to
a pivot. The construction of the system allows the UAV to move around X , Y and Z axes. Therefore, the
system has three outputs, roll (φ ), pitch (θ ) and yaw (ψ), and four inputs u1 to u4 which are the input
voltage to the rotors. Figure 23 shows a picture of the actual system. The nonlinear model of the system
is given by:

φ˙
θ˙
ψ˙
φ¨
θ¨
ψ¨

=

ψ˙ tanθ cosφ+θ˙ sinφ tanθ+φ˙
1−2cos2 φ
ψ˙ sinφ − θ˙ cosφ
ψ˙ cosφ secθ+θ˙ sinφ secθ
1−2cos2ψ
1
Jx
(
lk f u2− lk f u4 + ψ˙Jyθ˙ − θ˙Jzψ˙
)
1
Jy
(
lk f u1− lk f u3 + ψ˙Jxφ˙ − φ˙Jzψ˙
)
1
Jz
(
ktu1− ktu2 + ktu3− ktu4 + θ˙Jxφ˙ − φ˙Jyθ˙
)

(31)
Table II lists the parameters of the dynamic model of the quadrotor. The linearised model of the
quadrotor around the origin using Taylor series expansion is a second integrator system of four inputs
and three outputs as following:
P =
 0
−lk f /Jx
s2 0
lk f /Jx
s2−lk f /Jy
s2 0
lk f /Jy
s2 0−kt/Jz
s2
kt/Jz
s2
−kt/Jz
s2
kt/Jz
s2
 (32)
As in the previous example, we need to shape the system in order to obtain good frequency response
characteristics for the coprime factors Ns and Ms. Figure 24 shows the singular values plot of the original
system and the shaped system using a pre and post weights of:
W2 =
1 0 00 1 0
0 0 9
 , W1 = 3×104(s+4)2
(s+20)3
I4×4 (33)
where the weights W1 and W2 are selected using the standard selection criteria discussed in Section II-A.
In this example, the transfer function matrices Ns and Ms have good phase response and therefore no
symbol definition
l Distance between the gravity centre of the quadrotor and each rotor’s rotational axis
k f Force-to-thrust constant of propellers
kt Torque-to-thrust constant of propellers
Jx Moment of inertial about X (the roll axis)
Jy Moment of inertial about Y axis (the pitch axis)
Jz Moment of inertia about Z axis (the yaw axis)
Table II
NOTATIONS OF THE QUADROTOR UAV MODEL
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Figure 23. The Quadrotor system. The picture is adopted from [37].
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Figure 24. Singular values plot of the linearised system (solid blue) and the shaped system (dashed red) of the quadrotor UAV.
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additional phase compensation is required. However, the challenge of this system is that it is not square
(3 outputs and 4 inputs). Therefore, in order to construct the Ff/Fb control, a scaling matrix F should be
designed to match between the number of the reference channels (3 reference signals) and the required
inputs for Ns and Ms (4 inputs). This is due to the fact that Ns and Ms will have specific dimensions
(3×4) for Ns and (4×4) for Ms which are related to the size of the original system. In order to achieve
this matching, we construct a constant matrix F of suitable dimension (4× 3) that gives FNs(0) = I,
where Ns(0) is the DC gain of the filter Ns. We then implement the FF/Fb controller by putting Y = NsF
and X = MsF . Figures 25-26 show the singular values plot of the trajectory tracking and the control
effort transfer functions of the quadrotor for both cases: the feedback-only control and the Ff/Fb control
where both cases have the same feedback controller. These two figures show that the superiority of the
Ff/Fb control over feedback-only control where the tracking transfer function of the Ff/Fb control has no
overshoot with similar bandwidth to the feedback-only control. The control effort transfer function also
shows less actuation in the case of Ff/Fb control. The H∞ norm of the closed loop transfer functions
confirms these results whereas we have:
for Ff/Fb:
[
20log10(‖Try‖∞)
20log10(‖Tru‖∞)
]
=
[
0
10
]
and
for Fb:
[
20log10(‖Try‖∞)
20log10(‖Tru‖∞)
]
=
[
1.0804
77.4455
]
These values confirm the advantages of Ff/Fb control over feedback-only control where Ff/Fb control
has no overshoot and less actuator energy.
Figure 27 shows the frequency response of the closed loop tracking transfer function for the first channel
with the Ff/Fb control and the feedback-only control. Figure 28 shows the frequency response of the two
actuators (motor 2 and 4) that affect the first output channel, see Eq. (32), with the two control scenarios.
For clarity of presentation, we includes only information related to the first output channel. The other two
output channels have similar properties.
Figure 29(a) shows the time domain simulation of the quadrotor for a square signal trajectory tracking
on the pitch and roll channels while keeping the body fixed around z with no yaw rotation. The figure
presents good tracking with no overshoot. Figure 29(b) shows the actuator effort of this tracking where
all motors work within the physical restriction of ±24V for the input voltage.
To demonstrate the robustness of the proposed Ff/Fb control for this system, we introduce model
uncertainty and input disturbances. Similar to the previous example, the model uncertainty is multiplicative
of second order as Pu = P∆2 with ∆= 1+ as+b . Figure 30 shows the performance of the Ff/Fb closed loop
system for a model uncertainty of ∆=
( s+1.721
s+0.9058
)
. Figure 31 demonstrates the performance of the Ff/Fb
closed loop system for an input disturbances of ±1V. The figures show good performance of the Ff/Fb
control under model uncertainty and input disturbances.
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Figure 25. Singular values plot of the tracking transfer function of the quadrotor UAV for two cases: the Ff/Fb control (solid blue) and
feedback-only control (dashed red).
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Figure 26. Singular values plot of the control effort transfer function of the quadrotor UAV for two cases: the Ff/Fb control (solid blue)
and feedback-only control (dashed red).
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Figure 27. The frequency response of the closed-loop reference-to-output transfer function for the first channel with the Ff/Fb control (solid
blue) and the feedback-only control (dashed red).
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Figure 28. The frequency response of the second and fourth actuators channels of the closed-loop (reference-to-input transfer function) for
the case of the Ff/Fb control (solid blue) and the feedback-only control (dashed red).
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(a) The tracking of the quadrotor UAV (solid blue) for a simultaneous square wave reference
signal (dashed red) on pitch channel φ and roll channel θ of different frequency and magnitude
while keeping the yaw angle ψ at zero.
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(b) The control effort (motors input voltage) for the attitude tracking.
Figure 29. Time domain simulation of the quadrotor UAV with the Ef/Fb control.
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(a) The tracking of the quadrotor UAV (solid blue) for a simultaneous square wave reference signal
(dashed red) on pitch channel φ and roll channel θ of different frequency and magnitude while
keeping the yaw angle ψ at zero.
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(b) The control effort (motors input voltage) for the attitude tracking.
Figure 30. Time domain simulation of the quadrotor UAV with the Ef/Fb control and model uncertainty.
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(a) The tracking of the quadrotor UAV (solid blue) for a simultaneous square wave reference signal
(dashed red) on pitch channel φ and roll channel θ of different frequency and magnitude while
keeping the yaw angle ψ at zero.
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(b) The control effort (motors input voltage) for the attitude tracking.
Figure 31. Time domain simulation of the quadrotor UAV with the Ef/Fb control and input disturbances.
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V. CONCLUSIONS
This paper proposes a novel feedforward/feedback control algorithm for trajectory tracking and vehi-
cle stabilisation in UAV systems. The design utilises normalised coprime factorisation to construct the
reference and feedforward filters in order to eliminate the limitations of the feedback loop. The proposed
control system achieves high bandwidth with no overshooting compared with feedback-only control.
Results are verified in simulation for a square tri-rotor UAV system and an over-actuated quadrotor trainer.
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