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Abstract
Weight-sharing (WS) has recently emerged as a
paradigm to accelerate the automated search for
efficient neural architectures, a process dubbed
Neural Architecture Search (NAS). Although
very appealing, this framework is not without
drawbacks and several works have started to
question its capabilities on small hand-crafted
benchmarks. In this paper, we take advantage
of the NASBENCH-101 dataset to challenge the
efficiency of WS on a representative search space.
By comparing a SOTA WS approach to a plain
random search we show that, despite decent corre-
lations between evaluations using weight-sharing
and standalone ones, WS is only rarely signifi-
cantly helpful to NAS. In particular we highlight
the impact of the search space itself on the bene-
fits.
1. Introduction
Using deep neural networks (DNNs) has led to numerous
breakthroughs on many hard machine learning tasks, such as
object detection and recognition or natural language process-
ing (LeCun et al., 2015). In the last years, a paradigm shift
was observed, from hand-designing features that can be fed
to a machine learning algorithm, to hand-designing neural
architectures that can extract those features automatically.
However, arranging DNNs is itself time-consuming, re-
quires a lot of expertise and remains very domain-dependent.
A promising approach is to automatically design them, a
process referred to as Neural Architecture Search (NAS)
(Elsken et al., 2018; Wistuba et al., 2019).
Regrettably, because of expensive training requirements,
evaluating a single DNN architecture can take days to weeks.
In turn, original NAS approaches (Real et al., 2018; Zoph
et al., 2017; Zoph & Le, 2016) required thousands of GPU
days worth of computing, only to find conformations slightly
better than expert-designed ones. In light of this concern,
many methods have been explored that could drastically
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cut the resources required to perform NAS, and today’s
literature is blooming with approaches requiring less than
a day of computations (Pham et al., 2018; Liu et al., 2018;
Xie et al., 2019; Casale et al., 2019)
Most of these efficient methods rely on a computational trick
called weight-sharing (WS). First popularized by (Brock
et al., 2017) and Pham et al. (2018), WS proposes to reuse
sets of weights from previously trained networks, rather
than training each newly chosen architecture from scratch.
Pham et al. push this idea further by noticing that, in their
search space, each network can be seen as a sub-graph of
a larger graph: the "super-net". Using WS therefore allows
the training of the whole search space at once, by using a
single set of weights (represented by the super-net), from
which each possible model can then extract its parameters.
Despite a growing literature, the effects of WS on the per-
formances of NAS are still poorly understood. A particular
concern is the quality of the scores obtained with the super-
net. Employing WS implies substituting metrics obtained af-
ter standalone training with metrics derived from the shared
set of parameters. Both quantities thus need to be correlated:
if networks with excellent standalone performances were
under-evaluated with the super-net or vice-versa, the process
could be pointless or even detrimental.
Studying this matter requires training many architectures
and is itself extremely costly. As described in Section 2, sev-
eral works mitigate this issue by assessing the correlations
between evaluations of the super-net and true evaluations
in a reduced setting, either evaluating few architectures or
studying a drastically reduced search space. In this paper
we leverage an existing dataset of architecture evaluations,
NASBENCH-101 (Ying et al., 2019), to investigate whether
WS can improve NAS in practice.
Our experimental results show that: (i) with the correct
methodology, one can get decent correlations between super-
net proxy evaluations and real evaluations on several search
spaces containing hundred thousands of architectures; (ii)
despite correct correlations, WS is inconsistent and rarely
yields significant improvement over a random search (RS)
or robust search algorithms such as Regularized Evolution
(RE) (Real et al., 2018); (iii) correlations might not be the
limiting factor of WS, as search spaces offering better cor-
relations do not always offer better WS performances; (iv)
the search-space can bias training and evaluation of the
super-net, which could explain the strong dependence of WS
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performances over the search space.
2. Related Work
In this section we describe several works trying to measure
the efficiency of weight-sharing.
Bender et al. (2018) train a super-net on a search space of
their own. Path dropout is applied during training to ran-
domly zero-out some portions of the super-net. A simple
random search is then used to find a good architecture. To
validate the use of the super-net as a proxy to standalone
accuracy, 20, 000 architectures are sampled from the cho-
sen search space and evaluated with the resulting super-net.
Then this set is partitioned into several bins based on the
obtained proxy scores. For each bin, 4 architectures are
sampled and trained from scratch for a small number of
epochs (around 10% of the length of baseline training) be-
fore being evaluated. The authors note visually satisfying
correlations between the two proxies, but do not report any
numerical metrics. Correlations with full budget standalone
accuracy are not reported, most likely for computational
reasons. Moreover, because the few models evaluated are
evenly spread across the range of possible proxy accura-
cies, the produced appealing correlations plots might not be
representative of the whole search space.
Sciuto et al. (2019) quantify the impact of WS on a small
language modeling task. They find that a simple random
search baseline is competitive with and sometimes outper-
forms several NAS algorithms exploiting WS such as DARTS
(Liu et al., 2018), ENAS (Pham et al., 2018) and NAO (Luo
et al., 2018), which furthermore suffer from high variance.
They report over a search space of 32 architectures a poor
correlation between the ranks obtained using a super-net
and with standalone evaluations. Their study is however
limited by the small size of the search space and the used
algorithms, which were not specifically designed to produce
good correlations at the end of training, but rather exploit
them to rapidly converge to seemingly good architectures.
Zhang et al. (2020) explore another small search space of
64 architectures dedicated to computer vision. They train
several super-nets using different seeds, and report high
variance in the relative rankings of the architectures ob-
tained with WS. They notice that during super-net training,
strong interactions exist between architectures, as updates
in some models can either improve or deteriorate the per-
formance of others. They reach correct correlations with
standalone rankings, albeit the important variance seems
to hinder the practical implications of the super-net. They
propose several approaches to reduce the amount of WS
between architectures, such as fine-tuning parts of the super-
net before evaluation or grouping architectures into different
sets according to different strategies.
Chu et al. (2019) argue that WS is limited by uneven sam-
pling of individual weights throughout the learning process.
Although they are seen equally often on average, some
might locally be over-represented due to random chance,
effectively biasing the weights of the super-net. To prevent
this, they propose to average the gradient updates of the
shared parameters over n samples, chosen such that each of
the n elementary operations of the super-net appears exactly
once in the resulting computational graphs. They combine
their super-net trained with the aforementioned strategy with
a multi-objective genetic algorithm, to search for a Pareto
front of accurate architectures with adequate numbers of
parameters and multiply-adds. They also report that, when
sampling 13 models equally distant from the found Pareto
front and comparing the accuracy of WS vs standalone, the
rankings are well preserved. However, details regarding this
experiment are lacking and it is likely that the result do not
hold for the whole search space.
Luo et al. (2019) also note a strong variance in the results
of a few NAS algorithms exploiting WS. Using 50 random
models sampled from their search space, they evaluate the
correlations between the scores given by the super-net and
the scores obtained by training from scratch. They report
poor correlations, which they deem responsible for the im-
paired results of WS. After imputing the meager correlations
to several factors such as short training times and bias to-
wards simple architectures, they propose for each of them
simple solutions that improve correlations.
Closest to us, Zela et al. (2020) use NASBENCH-101 to eval-
uate NAS algorithms exploiting WS. However, because the
authors choose to study DARTS variants, they create their
own search spaces to perform evaluations, whereas we can
directly use the whole NASBENCH-101 search space. In one
of their experiments, they report the evolution during train-
ing of the correlations between evaluations obtained using
the super-net, and evaluations queried from the NASBENCH-
101 dataset. They report poor or nonexistent correlations for
most algorithms, which seems to contradict our findings.
3. Background
In this Section, we present the NASBENCH-101 dataset and
the foundations of the WS approach. We furthermore intro-
duce some improvements to the standard super-net training
that have been suggested in the literature.
3.1. NASBench-101
Assessing in practice the quality of any NAS approach is
costly since it requires to evaluate all the architectures of
a realistic search space. Fortunately, catalogues of such
evaluations are starting to appear. In our experiments, we
use the NASBENCH-101 dataset (Ying et al., 2019) which
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matches 423, 000 unique architectures trained on CIFAR-10
to their training time, training accuracy, validation accuracy
and test accuracy. This allows us to query the value of an
architecture under constant time.
The NASBENCH-101 search-space is inspired by the one de-
scribed in (Zoph et al., 2017), which is a standard one-shot
NAS reference (Liu et al., 2018; Xie et al., 2019; Casale
et al., 2019). A global architecture consists of the succes-
sive iterations of a computational cell which optimal local
architecture is to be found. Cells are represented by directed
acyclic graphs where the first and last nodes correspond to
the input and output. Other nodes represent applied opera-
tions. The flow of data itself is represented by the directed
edges. At each active node, an operation is chosen among
3×3 max-pooling, 1×1 convolution and 3×3 convolution.
We refer the reader to (Ying et al., 2019) for more details on
the search space, their training and evaluation procedures,
and how they split the CIFAR-10 dataset.
3.2. Weight-Sharing
Weight-sharing refers to the process of combining the
weights of all the architectures of a search space into a
single super-net. To access a model and its weights, one
only needs to activate the corresponding computational sub-
graph. The shared parameters are learned by successively
activating different parts of the super-net and performing the
standard forward-backward propagation algorithm on mini-
batches of data. The optimization problem solved when
performing NAS using WS can be written as successive
iterations of two steps:
Find W ∈ arg min
W∈RN
Φ(A, f,W ), (1)
Find A ∈ arg min
A∈A
F (A,W ), (2)
where A is the set of possible architectures, W the weights
of the super-net, F is the outer objective (usually a validation
loss), f is the inner objective (usually a training loss) and
Φ is a function of the inner objective and the search space
which dictates how to optimize W . The loss Φ is usually
expressed as an expectation of the inner objective over a
distribution Pθ of architecture:
Φ(A, f,W ) = EA∼Pθ(A){f(A,W )}. (3)
Different approaches combine both phases in different ways.
Most alternate between the two, with mini-batches of data
respectively coming from training and validation sets (Liu
et al., 2018; Xie et al., 2019; Casale et al., 2019; Pham et al.,
2018). In this work, we first train a super-net until conver-
gence, and then use it to select possibly good architectures.
We take as baseline the work of (Guo et al., 2019), where
models are sampled uniformly from the set of all possible
architectures and the super-net is updated in accordance.
This paradigm facilitates the analysis of the correlations, as
methods that train both weights and architectures together
induce a bias towards architectures with good early evalua-
tions. Besides, (Guo et al., 2019) report better performance
when exploiting their trained super-net to perform NAS.
3.3. Enhancing Weight-Sharing Correlations
Several tricks and weight-sharing training variants have
been introduced in the literature to improve the correla-
tions offered by the super-net. We list several unrelated
approaches here, which we explore in our experiments in
Section 4.1 and 5.1.
During evaluation, it is possible to directly exploit the whole
super-net and perform a standard forward pass on the im-
pending data whilst activating the graph corresponding to
the evaluated net. However, several works report the benefit
of adapting the statistics of the inherited batch normalization
layers (Bender et al., 2018; Guo et al., 2019).
The weights of the super-net W are updated through gra-
dient descent with respect to the objective in (1), using the
formulation of Φ described in (3). The resulting gradient
takes the form of an expectation over the distribution Pθ:
∇WΦ(A, f,W ) = EA∼Pθ(A){∇W f(A,W )}. (4)
This expectation is approximated by an empirical average,
using random architectures sampled following Pθ(A). How-
ever, in practice (Guo et al., 2019) only use a single archi-
tecture to estimate the expectation. Although this process is
unbiased, it results in high variance updates of W . Decreas-
ing this variance by sampling more models could improve
the super-net optimization, at a higher computational cost.
In (Stamoulis et al., 2019), the authors propose to not only
share the weights of the basic operations between architec-
tures, but to further merge the weights of all basic operations
at a given node into a single set of parameters. For instance,
if two basic operations were a x×x convolution and a y×y
convolution were x > y, then instead of representing both
operations with two different sets of kernels, one could use
a single set of kernels of size x × x, and apply the y × y
convolution by extracting the sub-kernels of size y× y from
the bigger ones.
(Luo et al., 2019) identify in their work a bias towards
architectures with fewer free parameters, as they are easier
to train than more complex ones. They propose to correct
this bias by sampling architectures pro-rata to their number
of parameters, resulting in more complex architectures being
sampled more often.
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4. Experimental Study
In this section, we describe the protocols used to address
the following questions: Do accuracies of architectures
obtained with WS correlate with standalone ones? Do we get
the same correlations under various training and evaluation
regimes? Can WS consistently outperform random search?
Do the results vary between search spaces? The outcomes
are described in Section 51.
4.1. Ranking Architectures with Weight-Sharing
We want to establish the achievable correlations between
the accuracies obtained with a super-net, and the accuracies
obtained after standalone trainings. We train several super-
nets on the CIFAR-10 dataset. Following Guo et al. (2019),
for each mini-batch of data seen during training, a single
architecture is uniformly sampled from the search space.
The weights of the super-net are then updated according to
the computational graph generated by the activation of this
architecture. We reuse the hyper-parameters of Ying et al.
(2019), which we detail in the supplementary document.
The only notable differences are that we reduce the initial
number of filters from 128 to 16, and train networks for four
times longer to let the super-nets converge.
Our choice to reduce the number of initial filters to 16 is
motivated by computational reasons. According to earlier
iterations of our experiments, using the default 128 value re-
quires fairly longer training times for the super-nets, without
significantly improving the resulting correlations. Although
fixing it to 16 is somewhat arbitrary, (Zela et al., 2020) also
note in their work that accuracies obtained after training ar-
chitectures with 16 initial filters are greatly correlated with
those obtained using the baseline 128 filters. We thus con-
sider that the number of filters is not the limiting factor of
our different WS experiments. Furthermore, this setup mim-
icks one-shot NAS approaches such as, (Liu et al., 2018;
Casale et al., 2019; Pham et al., 2018), where the model
found by the search is often up-scaled to further improve
accuracies.
We train 5 different super-nets on each search space. Then
we randomly sample 1,000 unique2 architectures from the
search space and compute their proxy accuracies on a held-
out validation dataset. We match those accuracies with the
average validation accuracies returned by NASBENCH-101.
To quantify the quality of the correlations between the two,
we use Spearman’s rank correlation coefficient.
We estimate accuracies with the super-nets performing ei-
ther no fine-tuning (NO-FT) or fine-tuning the batch-norm
statistics (BNS-FT). Without fine-tuning, we directly use all
1The complete codebase is available at https://github.
com/apourchot/to_share_or_not_to_share
2See the supplementary document for a note on this matter.
the parameters and batch-norm statistics of the super-net.
When adapting the batch-norm statistics of the super-net to
a specific architecture, we average them over 4 mini-batches
of data.
Additionally, we study the effect on correlations of the dif-
ferent training variations mentioned in Section 3.3. We fol-
low the same protocol and always fine-tune the batch-norm
statistics (BNS-FT). We consider four variants: averaging
the gradients in Equation (3) over 3 architectures (AVG-3),
sampling architecture pro-rata to their number of parameters
(PRO-RATA) (Luo et al., 2019), following the single-kernel
approach of Stamoulis et al. (SINGLE-K), and combining
the single-kernel and pro-rata approaches (S-K + P-R).
4.2. Impact of Weight-Sharing on NAS Performances
Quantifying the correlations obtained with WS on realisti-
cally sized search-spaces is interesting as such, but it is not
enough to conclude on the efficiency of WS itself. Indeed, it
is not clear above what correlation level WS becomes useful.
Here we aim at characterizing the interest of substituting
super-net evaluations to the standalone evaluations when
performing NAS. To investigate this, we perform NAS us-
ing three different approaches: a control random search
(RS), the Regularized Evolution (RE) algorithm (Real et al.,
2018) and random search guided by a super-net. We report
the evolution of the corresponding test regrets as a function
of time. This test regret is computed after each model eval-
uation by comparing the mean test accuracy of the model
with the running best validation accuracy and the best mean
test accuracy of the considered search space.
For RS, we evaluate 10, 000 unique architectures. For the
RE algorithm, we reuse the implementation and the hyper-
parameters provided by (Ying et al., 2019) and stop search
after evaluating 10, 000 valid models (models that don’t
belong to the search space are directly given an accuracy
of 0). When exploiting WS, we also consider 10, 000 ran-
domly sampled unique architectures. However, instead of
evaluating them in a random order, we assess their perfor-
mances using a trained super-net and query NASBENCH-101
in decreasing order of proxy accuracy, under the batch-norm
statistics fine-tuning (BNS-FT) setting. The RE baseline is
already known to perform better than RS in the long-term
on NASBENCH-101 (Ying et al., 2019), and helps quantify
the regret differences between RS and WS.
The different regrets are plotted as a function of search time.
This search time is well approximated by the duration of
the training and evaluation of the different models, as both
phases account for most of the duration of a search. For
a fair time-wise comparison of the regrets, we accounted
in the WS-based method for both super-nets training time
and the duration of the evaluation of the pool of models.
Unfortunately, we were not able to perform experiments
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using the same hardware as Ying et al.. As a result, using
training times reported in NASBENCH-101 would be biased,
as theirs was much more efficient. To circumvent this, we
used a common setup comprised of two NVidia K80 GPUs
to estimate for each distinct architecture the time required to
perform a single forward and a single backward pass when
using 128, and 16 initial feature maps. We averaged this
quantity over three independent measures. To get the length
of training a model, we then simply multiply the resulting
quantity by the appropriate number of times both passes are
performed. Besides, given that during super-net training
each sampled architecture only activates the necessary parts
of the network, we approximated the super-net training
time by the average training time of the architectures of the
considered search spaces.
Our comparison is focused on the one-shot NAS paradigm,
where the super-net is used to choose a few good models
which are then re-trained from scratch. We consider se-
lecting 1, 10 and 20 architectures, and respectively refer to
those strategies as TOP-1, TOP-10, and TOP-20. Given a
search space, we estimate the average regret R¯ws reached
by exploiting each TOP-X strategy. We then compute the
average regret achieved by RS and RE under the same time
budget, respectively R¯rs, and R¯re, and report the absolute
differences in average regret between RS and the WS-guided
strategy, and between RS and RE. To get an insight on the
effect size, we also report the Cohen’s d, which is defined
as the average difference divided by the pooled standard de-
viation. Cohen’s d (Cohen, 1988) reflects how the measured
mean absolute difference relates to the standard deviations
of both populations. An effect is usually considered impor-
tant if |d| > 0.8, mild if |d| ≈ 0.5 and small if |d| < 0.2.
We assess the statistical significance of the absolute differ-
ences using a Student’s t-test. For RS, and RE, since there
is almost no computational requirements (because a run is
a simple query of the NASBENCH-101 dataset), we follow
(Ying et al., 2019) and perform 500 runs. However, running
a WS-based search takes a non-negligible amount of time.
Given our computational budget, we settle on ensuring that
any effect of at least medium size can be properly measured,
with a statistical power of β = 0.8 and a significance level
α = 0.05. We estimated using the STATSMODELS python
package (Seabold & Perktold, 2010) that 30 runs of the
WS-based approach should grant such guarantees.
4.3. Impact of Search Spaces on NAS Performances
To measure the impact of the search space on WS, we intro-
duce several sub-sets of the NASBENCH-101 search space.
In NASBENCH-101, feature maps going to the output of a
cell are concatenated. However, since the size of the output
is fixed across all possible cells, the input size, output size,
and number of filters of nodes may vary over architectures,
Figure 1. Structural properties of the different search-spaces. On
each graph, "IN" and "OUT" denote the input and output of the
cell, while "+" and "&" denote the sum and the concatenation of
incoming features maps. We only display the edges discriminating
at least one search space and represent the rest of the graph with
node G. If an edge does not discriminate a specific search space,
we represent it with a dotted line. A1 to A4 are characterized by
the number of edges concatenated after G, and ARESFULL and ANRESFULL
by the presence or absence of a residual connection.
possibly hindering the use of WS. A reasonable splitting
strategy is to consider the sets (Ai)i=1,...,4, in which archi-
tectures contain exactly i nodes connected to the output (be-
side the input node, which is always added), and therefore
share as many parameters and feature maps3. We also con-
sider the full NASBENCH-101 set, which we call AFULL: we
solve the aforementioned problem by dynamically adapting
the number of feature maps used for each node depending
on the architecture: each node, as seen by the super-net,
contains the maximum number of filters for the given layer,
but sampled architectures only inherit the first n filters of
the filter-bank, where n is determined so as to satisfy the
constraints on the output size the architecture’s cell.
Early results additionally compelled us to study the influ-
ence of residual connections on WS. It is well known in the
computer vision literature that edges connecting the input
node to the output node, known as residual connections
(He et al., 2015), significantly influence the quality of the
optimization of individual architectures. Suspecting that
this is also true when training super-nets, we consider two
additional search spaces: ARESFULL and ANRESFULL , respectively
containing all architectures of NASBENCH-101 with and
without residual connections. Figure 1 sketches the struc-
tural properties of the different search spaces.
5. Results
We now describe the results of the above studies. We then
discuss the influence of the search space on WS.
3A difference of 1 feature map can still appear in A3 since the
number of final feature maps after concatenation is rarely divisible
by 3. In such case, one branch may end up with one more or one
less feature map, e.g. [42, 43, 43] for 128 output feature maps
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Table 1. Spearman’s rank correlation coefficient between WS and standalone evaluations for various search-spaces, WS variants, and
evaluation schemes. We report the average over 5 independent runs and the 95% confidence interval for its estimation. On the left, we use
the baseline WS approach and the three evaluation schemes described in Section 3.2. On the right, we test some variants of WS described
in Section 3.3 and always fine-tune batch-norm statistics during evaluations. Results marked with an asterisk ∗ indicate that one of the
super-net failed to converge, and that the reported statistics are computed using only the four others.
NO-FT BNS-FT SINGLE-K PRO-RATA AVG-3 S-K + P-R
A4 0.08 ± 0.17 0.64± 0.03 0.66 ± 0.01 0.68 ± 0.03 ∗ 0.67 ± 0.02 0.69± 0.02
A3 0.12 ± 0.15 0.59± 0.03 0.62 ± 0.02 0.63 ± 0.02 0.61 ± 0.03 0.66± 0.02
A2 0.24 ± 0.03 0.60± 0.04 0.64 ± 0.02 0.64 ± 0.02 0.61 ± 0.01 0.65± 0.02
A1 0.32 ± 0.05 0.68± 0.02 0.72 ± 0.02 0.75± 0.02 0.73 ± 0.01 0.67 ± 0.01
AFULL 0.24 ± 0.05 0.56± 0.04 ∗ 0.63± 0.02 0.59 ± 0.03 0.61 ± 0.02 0.58 ± 0.02
ANRESFULL ∗ 0.11 ± 0.05 ∗ 0.46± 0.06 ∗ 0.58± 0.02 0.56 ± 0.03 0.52 ± 0.02 0.49 ± 0.02
ARESFULL 0.34 ± 0.10 0.71± 0.02 0.68 ± 0.01 0.72± 0.02 0.69 ± 0.02 0.66 ± 0.01
5.1. Ranking Capabilities of Weight-Sharing
For each search space, we report in the left part of Table 1
the average over 5 super-nets of the rank correlation between
the average standalone accuracies returned by NASBENCH-
101 and the proxy accuracies obtained after applying the
two evaluation protocols described in Section 4.1. NO-FT
refers to performing no fine-tuning, and BNS-FT to fine-
tuning the batch-norm statistics. Without any fine-tuning,
we get the worst correlations across all search-spaces, with
substantial variance. With batch-norm statistics fine-tuning,
the average correlation increases by 270% over the NO-FT
scheme, giving 3 times betters results on average.
In the right part of Table 1, we present the rank correlations
obtained from training with the different variants of WS de-
scribed in Section 3.3 and fine-tuning batch-norm statistics
during evaluations. SINGLE-K refers to applying the single
kernel variant (Stamoulis et al., 2019), PRO-RATA to sam-
pling architectures pro-rata to their number of parameters
(Luo et al., 2019), and S-K + P-R the combination of the two.
AVG-3 refers to averaging gradients over three architectures.
We notice that all approaches lead to a small improvement
of the correlations, as well as a slight variance reduction.
These simple results show that, as long as batch-norm statis-
tics are adapted to the evaluated architectures, it is possible
to get correlations between proxy evaluations performed
with WS, and full-budget evaluations. We notice that all
the works mentioning poor correlations in Section 2 do not
detail their evaluation setup, and we suspect that they do
not adapt batch-norm statistics. Additionally, it is possi-
ble to further improve the resulting correlations by slightly
modifying the super-net training in different ways.
5.2. Can Weight-Sharing Improve NAS ?
The regret curves of the different NAS experiments de-
scribed in Section 4.2 are reported in Figure 2. As can be
observed from the results, the WS-guided strategy is almost
always close to either RS, or RE and only once significantly
below the two, on A1.
We report in Table 2 with color codes the average regret
difference between RS and RE and between RS and the
WS-guided policy for the TOP-1 and TOP-10 paradigms.
For space reasons, results from the TOP-20 paradigm are
reported in the supplementary document. Numerical and
statistical results coincide with the visual results of Figure 2.
Using the TOP-1 scenario, applying WS results in a smaller
(d < −0.5, red) regret on A1 and AFULL, a slightly smaller
(−0.5 < d < −0.2, light red) regret on A2, ARESFULL and
ANRESFULL , a slightly larger regret (0.2 < d < 0.5, light blue)
on A3, and a larger regret (d > 0.5, blue) on A4. On the
other hand, RE produces smaller regrets on all searches but
AFULL, where it is roughly equivalent to RS, and on ARESFULL,
where it returns larger regrets on average.
Using the TOP-10 paradigm, applying WS results in a
smaller regret onA1,AFULL,ARESFULL andANRESFULL and a slightly
smaller regret onA2. OnA4 andA3 the p-values suggest no
statistical significance of the slightly larger regrets for the
WS-based approach, which hints at a performance roughly
equivalent to that of RS, as can be observed from Figure 2.
RE produces smaller regrets across all searches but A1 on
which it is only slightly better, and ARESFULL, where it is again
roughly equivalent to RS.
Results for the TOP-20 paradigm are similar to those of the
TOP-10 paradigm, although all effects seem to have reduced
amplitude.
On average across all search spaces the performances of
RE constitute a strong baseline, even under severe time
constraints, and RE looks more reliable than the WS-based
approach, except onARESFULL, where it seems to outperform RS
only very late in the search, as Figure 2 shows. The results
suggest nonetheless that WS can improve the performance
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Table 2. For the TOP-1 and TOP-10 paradigms, we report the average regret difference between RS and the WS-guided strategy, and
between RS and RE as well as the 95% confidence intervals for the estimation of the mean difference. For clarity purposes, reported
regrets are multiplied by 100. We test for the statistical significance of the difference using an independent t-test and report the resulting
p-values. We also report the Cohen’s d as a measure of the effect size. Results high-lighted in blue correspond to larger regrets (d > 0.5),
in light-blue to slightly larger regrets (0.2 < d < 0.5), in light-red to slightly smaller regrets (−0.5 < d < −0.2) and in red to smaller
regrets (d < −0.5). Results left blank indicate small effect sizes (|d| < 0.2) or non-significant results (p ≥ 0.05). We additionally report
in bold two outlying results.
TOP-1 TOP-10
R¯rs − R¯re R¯rs − R¯ws R¯rs − R¯re R¯rs − R¯ws
A4 -0.47 ± 0.08 (p<0.01, d=-0.72) 0.68 ± 0.37 (p<0.01, d= 0.90) -0.27 ± 0.06 (p<0.01, d=-0.56) 0.07 ± 0.19 (p=0.50, d= 0.13)
A3 -0.39 ± 0.09 (p<0.01, d=-0.54) 0.33 ± 0.28 (p=0.03, d= 0.43) -0.21 ± 0.05 (p<0.01, d=-0.51) 0.15 ± 0.23 (p=0.23, d= 0.31)
A2 -0.38 ± 0.11 (p<0.01, d=-0.41) -0.41 ± 0.27 (p<0.01, d=-0.47) -0.21 ± 0.05 (p<0.01, d=-0.57) -0.17 ± 0.09 (p<0.01, d=-0.41)
A1 -0.43 ± 0.18 (p<0.01, d=-0.29) -1.37± 0.14 (p<0.01, d=-1.16) -0.10 ± 0.04 (p<0.01, d=-0.32) -0.24 ± 0.10 (p<0.01, d=-0.62)
AFULL 0.11 ± 0.19 (p=0.24, d= 0.07) -0.88 ± 0.17 (p<0.01, d=-0.85) -0.23 ± 0.05 (p<0.01, d=-0.58) -0.24 ± 0.12 (p<0.01, d=-0.52)
ANRESFULL -0.63 ± 0.16 (p<0.01, d=-0.50) -0.54 ± 0.42 (p=0.02, d=-0.47) -0.44 ± 0.06 (p<0.01, d=-0.98) -0.55 ± 0.12 (p<0.01, d=-0.96)
ARESFULL 1.01± 0.22 (p<0.01, d= 0.56) -0.22 ± 0.13 (p<0.01, d=-0.39) 0.01 ± 0.04 (p=0.42, d= 0.05) -0.17 ± 0.09 (p<0.01, d=-0.56)
of random search but that its efficiency is inconsistent and
on average relatively poor. To re-contextualize the different
reported difference in regrets and the Cohen’s d measures,
one can consider that with an effect size d = −0.39 for WS
over RS (on ARESFULL under the TOP-1 paradigm), the proba-
bility that a random run with WS produces a smaller regret
than random search constrained with the same time budget
is only 61%4. On A1, where WS is somehow very effective
and produces a large effect size of d = −1.16, this proba-
bility reaches a maximum of 89%. For a mild effect size
of d = −0.52 (on AFULL under the TOP-10 paradigm), it
is around 65%. As it has been noted several times in the
literature (Li & Talwalkar, 2019; Yang et al., 2019; Sciuto
et al., 2019), reporting the results over several runs is thus
crucial to NAS research, especially when effect sizes are
small.
Moreover, Table 2 suggests no clear link between the level
of correlation reached by WS on a search space and its ability
to outperform RS: On AFULL, where correlations in Table 1
are the lowest, WS significantly outperforms RS under the
TOP-10 paradigm, whereas it offers terrible results on A4
despite significantly better correlations. WS offers similar
correlations on A2 and A3, but respectively smaller and
larger regrets than RS. On ARESFULL and A1, where WS offers
the best correlations, the WS-guided search is respectively
slightly better and much better than RS.
Under the time constraints of one-shot NAS, WS can slightly
outperform RS, but rarely to a great extent, and can even
be worse. Given the same time budget, the well-established
RE algorithm is a more consistent improvement over RS.
Besides, there seems to be no obvious relationship between
4An interactive visualization of the phenomenon can be
studied at https://rpsychologist.com/d3/cohend/
(Magnusson, 2020)
the level of correlation between proxy and standalone eval-
uations, and the performances of WS on a search space.
5.3. Variations between Search Spaces
From Section 5.2, WS-guided NAS seems to often slightly
outperform RS, but this depends on the search space.
Coincidentally, we notice from the results of Section 5.1 that
simply changing the number of nodes connected to the out-
put makes the average correlation vary between 0.59 on A3
and 0.68 on A1. Additionally, restricting the search space
to architectures presenting a residual connection has a no-
ticeable positive effect on the correlations, as they increase
from 0.46 to 0.71 between ANRESFULL and ARESFULL. The search
space itself has an important impact on the correlations,
even more so than the training enhancements described in
Section 3.3.
The size of the datasets could explain the varying correla-
tions. It has often been asserted in the literature that , the
more architectures there are in the search space, the harder
it is to train the super-net. The Spearman rank’s correlation
between the average correlation obtained with batch-size
fine-tuning (BNS-FT) reported in Table 1 and the sizes of
the dataset reaches −0.71 (p = 0.07). The effect hints that
larger search-spaces could possibly lead to smaller corre-
lations between proxy and standalone evaluations, but the
relatively low number of search spaces of this study pre-
vents us from positively rejecting the null hypothesis that
it does not with great confidence, and further studies are
required to conclude on this matter. Besides, results in Sec-
tion 5.1 suggest that it is probably not the only aspect of
the search space that is of influence. On A2 and A3, WS
offers roughly the same level of correlation, despite A2 be-
ing twice larger than A3. The correlation achieved is 25%
To Share or Not To Share: An Extensive Appraisal of Weight-Sharing
Figure 2. For each search space, we report on the left a scatter plot of the proxy accuracy computed using a super-net (BNS-FT) (y-axis),
and the average validation accuracy returned by NASBENCH-101 (x-axis) for 10, 000 architectures. On the right, we report the evolution
of the test regret as a function of time for the different NAS algorithms considered. Colored curves correspond to the WS-based strategy,
light-gray ones to RE and dark-gray ones to RS. Curves are averaged over 500 runs for RS and RE, and 30 runs for WS. Visible colored
areas correspond to the 95% confidence interval for the estimation of the average. Notice that both axes use a logarithmic scale. Vertical
lines correspond, from left to right, to the time-budget associated with respectively the TOP-1, TOP-10 and TOP-20 paradigms.
smaller in A∅0 than in A0, with 23% less architectures. It is
also interesting to note that few architectures are actually
seen during training: given 432 training epochs of 157 mini-
batches of data, less than 67, 824 unique architectures are
used to update the super-net. This might be enough to cover
A4 or ARESFULL, but represents only a tiny fraction of larger
datasets, such as A2 (' 200, 000 architectures), or AFULL
(' 400, 000 architectures). Further studies are required
to clearly establish whether the size of the dataset has a
non-negligible impact on the correlation capabilities of WS,
but several facts suggest that it cannot entirely explain the
discrepancies between the different search spaces.
We display in the supplementary document the five scatter
plots obtained for each search space between the true vali-
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dation accuracies and the proxy accuracies resulting from
from 5 different super-nets. We also report one for each
search space in Figure 2. There is a noticeable variance in
the visual appearance of the figures, which is corroborated
with the variance in the correlation coefficients reported in
Table 1. The numerical variance has been observed in sev-
eral other studies of the literature (Sciuto et al., 2019; Luo
et al., 2019; Zela et al., 2020; Zhang et al., 2020) and is often
attributed to the reliance of super-net training on sampled
architectures. Interestingly, several visible clusters seem to
be linked to proxy evaluations. For each scatter-plot, we
report the distributions of the true validation and proxy accu-
racies over sampled architectures. Coincidentally with the
different visible architecture clusters, distributions of proxy
evaluations are much less regular than their true validation
counterparts, often presenting several modes. The clusters of
architectures in the scatter-plots visually transcribe existing
biases in proxy evaluations.
There is no trivial relation between different biases and
particular structural properties of the architectures. Fortu-
nately, some biases are easier to highlight than others. We
focus on two such biases in Figure 3. On A1, architectures
with a residual connection tend to get better evaluations
than those without. On A4, the presence of a 3 × 3 con-
volution on the first node triggers over-evaluation. Such
clusters can be seen in the scatter plots of all search spaces
except ARESFULL. Different search spaces bias the super-nets in
different ways, resulting in different structural patterns of
over/under-evaluations.
The patterns appearing in the scatter-plots may explain the
search results of Section 5.2 better than the correlations level
reached by WS. On A4, the over-evaluation bias visible in
Figure 3 creates a cluster of architectures with excellent
proxy accuracies. As a result, WS neglects a large number
of architectures with equal or better capabilities that random
search does not miss. Although the cluster contains a few
of the best architectures, its average standalone accuracy is
particularly poor. This impedes WS from selecting good top-
models, and makes the early WS-guided search worse than
random search. On A1, the over-evaluation bias towards
residual connections benefits to the search, as architectures
with residual connections are better on average and consti-
tute most of the best architectures of the search space. The
WS-guided search is in turn quite efficient. The patterns of
over/under-evaluations dictate the search behavior when
exploiting WS. If WS is biased towards interesting patterns
in the considered search space, then it is likely to outper-
form random search. Otherwise, the difference may not
be significant. In the worst scenario, the bias can even be
strong enough to undermine the performance of WS.
Figure 3. We report for a super-net trained on A1 (left) and A4
(right) the proxy accuracy computed after fine-tuning the batch-
norm statistics (y-axis), and the average validation accuracy re-
turned by NASBENCH-101 (x-axis) for 1, 000 architectures. We
highlight in a darker tone the points corresponding to architectures
with residual connections (left) and architectures with a 3 × 3
convolution on the first node (right). Both examples reveal a clear
bias in super-net evaluations. We also report the distributions of
the proxy and standalone accuracies of the sampled architectures.
6. Conclusion
In this paper we have leveraged the NASBENCH-101 dataset
to investigate the impact of weight-sharing on neural archi-
tecture search. Our results lead to the following conclu-
sions. First, super-nets trained with WS can offer signifi-
cant correlations between proxy evaluations and standalone
evaluations, but fine-tuning the batch-norm statistics of the
models is mandatory for the process to be successful. The
results can be further improved by tweaking the WS training
process, but the search space itself has a more significant
influence over the quality of correlations.
More importantly, WS is not consistently faster than a
random search baseline, the improvement being mostly
search-space dependent, and less reliable than those of well-
established methods such as RE. Super-nets resulting from
optimization with WS can be biased towards specific struc-
tural patterns in the architectures, which also vary depending
on the search-space. Those patterns, rather than the level
of correlations, seem to dictate the efficiency of NAS when
exploiting WS. Given that each search space has its own
specific biases, it is hard to foresee how well WS is going
to perform. Understanding in what ways the search space
can bias the training of the super-nets emerges as a central
question for the WS paradigm and as a promising lead for
future work.
One limitation of this study is that we focus on the
NASBENCH-101 dataset. It is unclear how the described re-
sults would transfer from CIFAR-10 to larger image datasets
such as IMAGENET. Further study will be required to in-
vestigate this matter, possibly with the help of new NAS
datasets, such as NASBENCH-201 (Dong & Yang, 2020).
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1. Super-Net Training
The super-net is trained with the RMSPROP optimizer. The
initial learning rate is set to 0.2 and decayed to 0 using a
cosine annealing schedule over 432 training epochs, which
is four times the original time budget used in NASBENCH-
101. This longer training is required for the super-net to
converge, as already noted by ?. The momentum is set to
0.9, weight decay to 10−4, and  to 1. The batch size is kept
to 256 and the momentum and  of the batch normalization
layers are respectively set to 0.997 and 10−5. We reduce
the initial number of filters to 16 compared to the original
128 to accelerate training and evaluations.
2. Graph Isomorphisms
When creating the different datasets of the study, we only
consider "unique" architectures, in the sense that all iso-
morphic architectures are reduced to the same "equivalent"
model. Sampling "unique" models during super-net training
or for the evaluation of the RS and WS-based methods thus
refers to sampling models from this pool of non-isomorphic
models. This is not the case however for RE, as the mutation
process might encourage the evaluation of two seemingly
different yet isomorphic architectures. RE thus has a slight
disadvantage as it is in practice exploring a search space
that appears to be larger than it really is.
3. TOP-20 Performances
We report in Table 1 the performance of the different ap-
proaches under the TOP-20 paradigm.
4. Additional Figures
We report in Figure 1 the scatter-plots obtained on all search
spaces and with all the super-nets trained. They can also be
observed, in full resolution in the notebooks accompanying
the code available with the paper.
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Table 1. For the TOP-20 we report the average regret difference between RS and the WS-guided strategy, and between RS and RE as well
as the 95% confidence intervals for the estimation of the mean difference. For clarity purposes, reported regrets are multiplied by
100. We test for the statistical significance of the difference using an independent t-test and report the resulting p-values. We also report
the Cohen’s d as a measure of the effect size. Results in light-red correspond to slightly smaller regrets (−0.5 < d < −0.2), and in red to
smaller regrets (d < −0.5). Results left blank indicate small effect sizes (|d| < 0.2) or non-significant results (p ≥ 0.05).
TOP-20
R¯rs − R¯re R¯rs − R¯ws
A4 -0.21 ± 0.05 (p<0.01, d=-0.47) 0.03 ± 0.18 (p=0.79, d= 0.06)
A3 -0.11 ± 0.05 (p<0.01, d=-0.31) 0.07 ± 0.19 (p=0.47, d= 0.18)
A2 -0.14 ± 0.04 (p<0.01, d=-0.45) -0.11 ± 0.09 (p=0.03, d=-0.33)
A1 -0.05 ± 0.03 (p<0.01, d=-0.18) -0.11 ± 0.08 (p=0.01, d=-0.37)
AFULL -0.13 ± 0.04 (p<0.01, d=-0.39) -0.22 ± 0.10 (p<0.01, d=-0.59)
ANRESFULL -0.30 ± 0.04 (p<0.01, d=-0.85) -0.38 ± 0.11 (p<0.01, d=-0.89)
ARESFULL 0.04 ± 0.03 (p=0.02, d= 0.14) -0.08 ± 0.08 (p=0.06, d=-0.31)
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Figure 1. For each search space, and for three super-nets trained on the considered search space, we report the proxy accuracy computed
after fine-tuning the batch-norm statistics (y-axis), and the average validation accuracy returned by NASBENCH-101 (x-axis) for 10, 000
architectures. We furthermore report on each scatter-plot the distributions of the proxy and standalone accuracies of the sampled
architectures. Different colors correspond to different search spaces: from top to bottom, A4, A3, A2, A1, AFULL, ANRESFULL , ARESFULL.
