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MODELLING BREAKDOWN DURATIONS IN SIMULATION MODELS OF ENGINE
ASSEMBLY LINES
Lanting Lu
Machine failure is often an important source of variability and so it is essential
to model breakdowns in manufacturing simulation models accurately. This thesis
describes the modelling of machine breakdown durations in simulation models of
engine assembly lines. To simplify the inputs to the simulation models for com-
plex machining and assembly lines, the Arrows classification method has been de-
rived to group machines with similar distributions of breakdown durations, where
the Two-Sample Crame´r-von Mises statistic and bootstrap resampling are used to
measure the similarity of two sets of data. We use finite mixture distributions fit-
ted to the breakdown durations data of groups of machines as the input models for
the simulation models. We evaluate the complete modelling methodology that in-
volves the use of the Arrows classification method and finite mixture distributions,
by analysing the outputs of the simulation models using different input distribu-
tions for describing the machine breakdown durations. Details of the methods and
results of the grouping processes will be presented, and will be demonstrated using
examples.
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Chapter 1
Introduction
This thesis describes the methodology of modelling machine breakdown durations
in simulation models of engine assembly lines. We derive a classification method
termed the Arrows classification method to simplify the inputs to the simulation
models for complex machining and assembly lines by grouping machines with
similar distributions of breakdown durations. We fit finite mixture distributions
to the breakdown duration data of groups of machines that are involved in the
engine assembly lines to represent the machine breakdown duration inputs in the
corresponding simulation models.
This research is supported by Ford Motor Company and their objective was to
find an appropriate mathematical representation of the machine breakdown dura-
tion inputs in manufacturing simulation models. We use a pre-existing simulation
model of an engine assembly line, to test our methodology. The simulation model
is built in WITNESS simulation software (Lanner Group) [102] and is supplied by
Ford who also provide the necessary data.
Discrete-event simulation has been widely used in manufacturing industry to
model production operations. Ford have used this powerful tool since 1982 to help
with the planning of new facilities and the improvement of existing lines in all
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of their manufacturing plants. Different scenarios, such as number of resources,
length of buffers or layout of the manufacturing lines, can be set in different simu-
lation models. The outputs of these simulation models of machining and assembly
lines can and have been used to estimate costs, productivity targets and proper la-
bour requirements and layouts for existing and new engine programs. Therefore,
simulation models are required to reflect the real world as accurately as possible.
In manufacturing systems, machine failure is often an important source of vari-
ability. Therefore it must be represented correctly in simulation models of the
process. Machine and engine repairs and operator stoppages can have a signific-
ant effect on the line yield. For example, the total loss due to these repairs and
stoppages in the engine assembly line we consider in this thesis, for the last three
months of 2007 was 18.7%. However, while Ford have detailed duration data for
machine repairs, since the machines are linked to an automatic on-line monitoring
system, similar data are not available for engine repairs and operator stoppages
because the enormous time and resource requirements for monitoring every single
engine repair and operator stoppage are prohibitive. We therefore focus on the
development of a methodology to enable the modelling of the machine repair dur-
ations.
Currently, historical data are commonly used in Ford as machine breakdown
duration inputs to the simulation models while theoretical distributions are only
used when there are no historical data available for a machine. However, it is
generally preferable to use appropriate theoretical distributions as simulation in-
puts for several reasons; for example, it is often easier to change a theoretical
distribution when performing different experiments on the simulation model. No
common statistical distribution has been found to be a reasonable fit for most of
the breakdown duration data as each set of data is a mixture of a number of dis-
tinct populations, resulting in a multimodal distribution. Therefore, finite mixture
distributions have been proposed to fit the breakdown duration data of machines.
CHAPTER 1 3
There are normally hundreds of different machines involved in each engine
assembly line in Ford. A major contribution of this thesis is the simplification of
the machine breakdown duration inputs, which is required when modelling such
large assembly lines. We have derived a method of grouping machines based on
the breakdown duration data available, called the Arrows classification method.
The grouping is such that two machines can be placed in the same group only if
there is a statistically significant similarity between their breakdown duration data,
where the statistical similarity between the breakdown duration data sets of two
machines is estimated using the Crame´r-von Mises goodness-of-fit statistic [5].
Bootstrapping is used to determine the significance level of the statistic. Finite
mixture distributions are fitted to the grouped breakdown duration data so that
the fitted finite mixture distributions for each group can be used to represent the
breakdown duration inputs for all of the machines in this group. The grouping
reduces the number of input distributions that must be estimated and increases the
data available for fitting the finite mixture distributions.
1.1 Finite Mixture Models
We use finite mixture models to represent the breakdown duration data for ma-
chines in engine assembly lines because the data are generally multimodal. Finite
mixture models provide a good description of multimodal data, using parameters
that have an intuitive meaning, and their implementation in most standard simula-
tion packages, including the WITNESS software (Lanner Group) [102], which we
use to build our simulation models, is simple and convenient.
A continuous finite mixture model is defined by probability density function
written as
h(x) =
k∑
i=1
wifi(x|θi), (1.1)
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where fi(x|θi) is a component distribution and wi is its weight and satisfies wi > 0
and
∑k
i=1wi = 1.
Parameter θi comprises the unknown parameters associated with the ith indi-
vidual component. Parameters θi, weight wi and number of components k are all
unknown. We therefore wish to determine the number of components k and other
parameters in the finite mixture model. Since it is possible that the mixture model
is composed of components that are not represented in the data, finding k is a sta-
tistically non-standard problem. In addition, the likelihood is unusual with certain
combinations of parameter values giving rise to an infinite likelihood, and these
combinations do not correspond to consistent parameter estimates. Hence making
use of standard maximum likelihood methods is impossible in this case.
Instead, a Bayesian framework is used for the fitting process as described in
[40]. Using Bayesian statistics, although the posterior distribution may still be
multimodal, the prior distribution smooths out the likelihood function. Moreover,
the posterior distribution for k is considered to be a more meaningful measure of
k in the mixture model than the likelihood function [40]. Importance sampling is
used to determine the posterior distribution for the number of components.
1.2 Estimating Similarity
We wish to classify machines involved in the engine assembly lines into groups
with similar breakdown duration data, in order to simplify the breakdown inputs
for simulation models. To achieve this we first need to estimate the similarities
between the machines. As the breakdown duration data sets have uneven numbers
of data points, no standard method for measuring similarity is applicable. Thus,
we derive a new approach and measure the similarity of two machines by estimat-
ing the possibility of the two corresponding breakdown duration data sets having
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been drawn from identical distributions. We assume that two samples of break-
down duration data X = (x1, x2, . . . , xn), and Y = (y1, y2, . . . , ym) for machines
Mx and My respectively consist of independent observations. Under the null hy-
pothesis that samples X and Y are drawn from the same distribution, we calculate
the Two-Sample Crame´r-von Mises goodness-of-fit statistic T , which is a good
general purpose goodness-of-fit test method [42] and has an advantage of being
a distribution-free method, i.e. there is no need to make any assumptions about
the underlying distributions of the data sets being analysed [5]. We reject the null
hypothesis if T is too large. Tabulated criterion values for this test are not very
extensive and only give standard criterion values for samples with up to 8 data
points or with sizes close to infinite [5]; while the number of data points of ma-
chine breakdown duration data sets varies from 9 to 1310. Therefore, in order to
determine whether T is too large, we need to estimate the p-value of T by estimat-
ing Φ(T ), the distribution of the statistics of samples that are drawn from the same
distribution. We do this using bootstrapping, which is described further in Chapter
4. The similarities between each and every pair of machines are put together to
form the similarity matrix of all of the machines involved.
In Chapter 4 the method for measuring similarity is tested by comparing ran-
dom samples generated from known distributions. Although this method was
originally derived to estimate similarity between the machine breakdown dura-
tion data sets, it is widely applicable, and we have also used it to calculate the
similarity between medical procedures based on their patients’ length-of-stay in a
group of private hospitals [41].
1.3 Classification
The machining and engine assembly lines that we are modelling often include hun-
dreds of different machines. Since the breakdown duration data of many machines
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follow similar distributions, for the purpose of reducing the number of input dis-
tributions, we propose a new classification method for grouping machines based
on their breakdown duration data. The fitted mixture distribution for the group can
then be used to described the breakdown duration inputs for all of the machines in
this group. In the classification process, two machines with significantly different
breakdown duration data, as calculated using the bootstrapping method described
in Section 1.2, are not allowed to be placed in the same group.
We name this classification method the Arrows method because in this method
the strength of connections between objects are defined using arrows. This will be
described in Chapter 5. Objects with double-arrow and single-arrow connections
are placed in the same groups whenever possible. Objects 1 and 2 are said to have
a double-arrow connection if p12, the p-value similarity of the two objects, is the
greatest in both row 1 and row 2 of the similarity matrix; but if p12 is the greatest
in only one of row 1 or row 2, objects 1 and 2 are said to have a single-arrow
connection instead. Another major feature of the Arrows method is the setting of a
threshold. A similarity threshold, p0, is set with the assumption that two data sets
with a similarity of the threshold value or above are similar enough to be put in the
same group. Thus, two objects can be put in the same group only if the p-value for
comparing their corresponding data sets is greater than or equal to p0.
1.4 Evaluation of the Breakdown Inputs
We evaluate the whole process of modelling breakdowns by studying the outputs
of a simulation model of an engine assembly line designed by Ford using three
different inputs to represent the machine breakdown durations: (1) empirical dis-
tributions; (2) fitted finite mixture distributions for individual machines; (3) fitted
finite mixture distributions for groups of machines. We assess the simulation out-
puts of the models with the three machine breakdown duration inputs using three
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different methods: graphical comparison, paired-T test and bootstrapping analysis.
The bootstrapping analysis uses the same method for calculating the similarity of
two sets of simulation output data as is used to measure the similarity of break-
down duration data from pairs of machines. This is another important potential
application of the work in this thesis.
We also wish to investigate the impact of the choice of similarity threshold
when using the Arrows classification method. Simulation models are built with
the breakdown duration inputs represented by different sets of fitted mixture distri-
butions corresponding to the different groups that are generated using the Arrows
method with a range of thresholds. The simulation outputs of the same engine
assembly line model with different groupings of machines are compared to give
some insights.
1.5 Modelling Machine Breakdowns
The models of the manufacturing plants that we consider in this thesis are built in
WITNESS simulation software (Lanner Group) [102].
Historical breakdown duration data for machines are available directly from the
on-line monitoring system that the engine assembly line is linked to. The collected
data need to be validated by deleting unreasonable data points or subtracting some
part of durations for some data points; checked for correlations before the data
can be used in the subsequent analysis; and transformed for further analysis in the
breakdown duration modelling process. We discuss the data preparation further in
Section 3.3.
We propose using fitted mixture distributions for groups of machines to repre-
sent the machine breakdown durations, i.e. the time to repair machine failures. Fit-
ted mixture distributions cope well with the multimodality present within the data
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and can smooth out its irregularities. Our proposed breakdown duration modelling
process is shown in Figure 1.1 and comprises three major steps:
1. Data preparation/ transformation:
Adjustments need to be made to validate the data for the mixture distribu-
tions fitting process. We transform the validated breakdown duration data to
obtain a better fit of finite mixture distributions.
2. Select component distribution type:
The type of component distribution is chosen based on the characterisations
of the breakdown duration data. A mixture of lognormal distributions is
considered to be the most appropriate to represent machine downtimes and
is simple to input into the WITNESS models for the engine assembly lines.
Section 3.4 describes the rationale behind this choice.
3. Fitting mixture distributions:
We propose using finite mixture distributions fitted to the amalgamation of
the data for all of the machines in a group to represent the machine down-
times for machines in the same group. There are three steps in this part:
(a) Estimate similarities between the machines
The similarities between machines are measures by the significance
levels of Crame´r-von Mises statistics of their corresponding breakdown
duration data sets. The method for measuring machines’ similarities is
described in Chapter 4.
(b) Machines classification
Use the Arrows classification method to divide machines into groups
based on the similarities between their breakdown duration data. This
classification method is described in Chapter 5.
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(c) Fitting mixture distributions to the grouped data
This step involves estimating parameters of finite lognormal mixture
distributions for representing the breakdown durations for groups of
machines. A Bayesian framework is applied to find the posterior dis-
tributions of the parameters of the component distributions and that of
the number of components in the mixture distribution (see Section 3.2
for details). We fit one mixture distribution to each group of machines.
The fitted mixture distribution for one group can be used to represent
the breakdown durations for all machines in this group.
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Figure 1.1: Diagram of the proposed machine breakdown duration modelling pro-
cess.
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1.6 Outline of the Thesis
A literature review of machine breakdown input modelling in manufacturing simu-
lation models is given in Chapter 2. We then describe the proposed statistical
model for representing the breakdown duration data in Chapter 3. In Chapter 4
we discuss the methodology used to estimate the similarity of data sets of uneven
sizes and test the method by implementing it on samples generated from a number
of known distributions. The application of this method to the machine breakdown
duration data and data on patients’ hospital length-of-stay for a set of medical
procedures is also given here. The Arrows classification method used for the ma-
chines classification process is presented in Chapter 5, including a comparison
between the Arrows method and popular cluster analysis methods and examples
of the method’s application to grouping machines and medical procedures. The
machine breakdown modelling process for the simulation model of an existing en-
gine assembly line that is currently in use is described in Chapter 6. In Chapter
7 we describe the methodology for evaluating the proposed machine breakdown
duration modelling methodology by constructing experiments on the engine as-
sembly line simulation model. We conclude in Chapter 8.
Chapter 2
Literature Review for Modelling
Breakdowns
We aim to develop a new mathematical form to represent the distribution of ma-
chine breakdown durations in simulation models of engine assembly lines. As “the
most important source of randomness in many manufacturing systems” ([103],
P687), machine breakdowns have a very big impact on the system throughput and
need to be modelled correctly. While there is a substantial literature on modelling
the time between breakdowns ([64], [128], [99], [163], [171] and [68]), there has
been relatively little work done on modelling the durations of breakdowns. The
lack of literature on this specific subject is indicated in [6], [97] and [103]. It is
also suggested that even within the written literature on the topic of modelling
breakdowns there is little discussion on the practical implementation [97]. The
most practical publication on this subject suggested by [97] is [78]. There are
some other good references on modelling breakdowns in manufacturing system
models, such as [83], [103], [25] and [6].
This chapter gives a review of the available literature on previous methods for
modelling machine breakdowns. We begin by giving the definition of the term
breakdown in Section 2.1. A discussion of machine failure rates is then given in
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Section 2.2 and the elements of a machine breakdown are described in Section 2.3.
As the failure data collection is often problematic, a discussion of data collection
methods is given in Section 2.4. Finally, Section 2.5 discusses the approaches that
can be used to represent the machine downtimes.
2.1 Definition of a Machine Breakdown
Machine downtimes can be classified into two types:
1. Deterministic downtimes are machine downtimes that can be scheduled:
such as shift changes, breaks and planned maintenance [103].
Modelling this type of machine downtimes can be relatively easy.
2. Random downtimes are unscheduled machine downtimes: such as actual
machine failures, broken tool changes, parts being stuck and gauging ([97]
and [103]).
This thesis concentrates on modelling random downtimes.
There are arguments about the randomness of machine breakdowns. Binroth
and Haboush [15] believe that breakdowns are time dependent as the occurrence
of future events would depend on the random times at which past events happened.
Bradford and Martin [21] also consider that machine failures are not entirely ran-
dom and scheduling the next breakdown in simulation models might be dependent
on the machines’ previous breakdowns. Some, for example [128], [129], [27] and
[37], believe that electronic machine failure rates are related to time and follow
the classical Bathtub curve (see Section 2.2). Venton [156] on the other hand
states that machine breakdown consists of mechanical failures that often are the
result of physical wear, and electronic failures that are invariably concerned with
a chance and argues that electronic failures are random while mechanical failures
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should really be treated as time dependent events. Although most Ford manufac-
turing machines are combinations of mechanical and electronic components and
the theory of time dependent breakdowns is probably correct, the Productivity En-
gineers at Ford assume that all breakdowns are random independent events [97].
We do not consider the modelling of the times between breakdowns in this thesis.
A breakdown is defined in [97] as “a generalisation for a mechanism failing to
perform its required function for an unknown reason when it was capable of doing
so”. In other words, a breakdown is the event after a mechanism fails and before
the machine functions again. The breakdown duration includes the amount of time
to gather resources to analyse the problems and the length of the actual repair time
[103], and this whole period of the breakdown is also referred to as the repair time
or the time to repair (TTR) or the machine downtime.
There are many causes that may lead to a breakdown: machine operating times,
maintenance conditions, parts replacements, machine weariness, design errors,
operator skills and random machine failures [17]. It seems impossible to predict
the occurrence of breakdowns ([25] and [16]). Thus, the machine breakdowns are
considered to be random downtimes. The main objective of our research is finding
accurate statistical distributions for describing machine downtimes.
2.2 Machine Failure Rates
A classical categorisation of failures is based on the time at which they occur,
which separates machine failures into three types:
• Early Life: Also referred to as Infant Mortality [37]. In this initial period of
time the failure rate gradually decreases with time after time zero ([27] and
[37]).
CHAPTER 2 15
• Useful Life: This long period is also known as the Intrinsic Failure period or
Stable Failure period. In this phase the failure rate is roughly constant ([27]
and [37]).
• Wearout: In this period of time failures are mainly caused by degradation
and the failure rate increases with time ([27] and [37]).
The sum of these three phases is commonly know as the bathtub curve, shown
in Figure 2.1, which is suggested to be the traditional curve for electronic machines
[124]. The basic concept for the bathtub curve was believed to be established in
Proschan [128], [129]. There is some discussion, disagreement and development
about the true character and the use of the bathtub curve (see, for example, [99],
[163], [171], [64] and [68]). Condra [37] states that the argument of correctness of
the bathtub curve appears to be very subjective.
Time
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Figure 2.1: Bathtub Curve for machine reliability.
Venton [156] separates machine breakdown into mechanical failures and elec-
tronic failures. The former are suggested to be treated as time dependent because
they are “often a result of physical removal of material by wear”. The latter can
be considered as random events as they are “invariably concerned with a chance
excess of applied stress over inherent strength”.
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Porter and Finke [127] examined machine breakdowns with forty eight causes
on the area of integrated circuits and classified them into four main categories:
broken parts, time degradation, mechanical stress and serial effects of time de-
gradation and mechanical abrasion.
Buzacott and Hanifin [23] identified two types:
• Operation dependent cause:
Cannot happen when the machine is in the idle state; happens after a certain
number of operation cycles.
• Time dependent cause:
Can happen when the machine is idle; is due to some uncertain reason except
wear and happens after a certain amount of time.
This categorisation suggests that a breakdown can happen even when the ma-
chine is not operating and there is time dependency in the occurrences of break-
downs. However, engineers in Ford assume that a breakdown is a totally random
and independent event and cannot happen when a machine is not operating. We
make the same assumption in the simulation model and this is discussed further in
Chapter 6.
Another categorisation identified by Ibe and Wein [84] is based on the duration
of the failures, which is also used by Ford engineers. Law [103] (P320) gives a
similar opinion about the types of machine breakdowns. The two types are:
• Permanent failure:
Commonly classified as inherent failure by machine manufacturers, and “re-
quires the physical repair of a system by the field service crew and usually
takes hours to complete” It is referred to as Major failure by Ford and defined
as a failure that usually requires highly skilled maintenance staff to fix and
normally takes longer than 15 minutes to repair.
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• Intermittent failure:
Commonly classified as operational failure by machine manufacturers, and
“can be taken care of by the system operator and usually takes minutes to
complete” This is called Minor failure by Ford and defined as a failure that
generally needs basic skills to perform the maintenance and usually takes no
more than 15 minutes to fix.
2.3 Elements of a Machine Breakdown
Barton et al [10] point out that the time spend on collecting and analysis data is
huge, therefore understanding the elements of breakdowns can really help with ini-
tial data analysis. It is believed that the time from when the failure occurs until the
machine functions again is not only actual repair time. This point is demonstrated
in an example given by Feltner and Weiner [54]:“the line stopped at 3:00pm on
a Thursday and was not running again until Monday morning, should we use the
elapsed time as repair time? Is it possible that the shift finished at 3.30pm and,
since part of the press line was not needed for the rest of the week, action was
deferred until the No2 shift came on board on Monday”. The total time of the
failure contains a long period of time in which no repair was carried out. Since the
data collected electronically in Ford states only the start and finish time of a failure
(see Section 2.4), this is the main reason for requiring data validation (see Section
3.3.1) before the analysis can take place.
Blache and Shrivastava [16] introduced the term of corrective maintenance as
corrections have to be undertaken to make a repair. They indicate that there are
more actions than just repairing the machine to turn it “from a failed state to an
operating or available state”. It is stated that the whole period of corrective main-
tenance can be separated into two main stages:
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1. The active stage
The period needed to change the machine into “a serviceable state”, i.e.
actual repair time.
2. The delay stage
Waiting time caused by the absence of one or more resources, such as tools
or maintenance staff.
Law [103] splits the repair time into the same two stages. Human behaviour
was cited by Hanifin [77] as an important contribution to uncertainty. Banks et al
[7] also blame human behaviour for much of the variability.
A diagram of two major types of machine repair process used at Ford manu-
facturing plants is given in Ladbrook [97] and is reproduced in Figure 2.2. The
repair process has two main types: (a) the left hand side of this diagram, shown
as blue arrows, is the process without line side maintenance and (b) the right hand
side, shown as purple arrows, is the process with line side maintenance. The rec-
tangles indicate the basic steps of the breakdown process and the blue or purple
arrows indicate two different sequences of the basic steps: blue for without line
side maintenance process and purple for with line side maintenance process. As
shown in this diagram, the biggest difference between the two types is that with
line side maintenance, there is no need to “call maintenance operators from a cen-
tral pool” [97].
Operators can manage to undertake a minor repair and maintenance operators
are called if it is identified as a major repair at the initial inspection of the operator.
Machine tryouts are test runs carried out by operators or maintenance operators to
check whether the machine is fixed properly. If the machine operates successfully
during tryouts, the whole maintenance process is considered to be completed.
A sequence of very detailed elements and phases in a maintenance process is
identified by Ferrazano in [97], although no explanation of the different phases of
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Figure 2.2: Diagram of elements of two types of repair process at Ford.
the whole maintenance route for a breakdown is given. A diagram of the mainten-
ance process is shown in Figure 2.3.
Carrie [25] describes a more straightforward logic for modelling machine break-
downs. After choosing the method to generate the failure times much (Steps 1 and
2), his approach is as follows:
Step 3 “Schedule start of breakdown event at this time.”
Step 4 “When the clock reaches this time take the machine out of service.”
Step 5 “Draw a sample from the repair time distribution and add it to the current
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Figure 2.3: Detailed diagram of elements of the maintenance process. Reproduced
from [97].
clock time.”
Step 6 “Schedule an end of breakdown event at this time.”
Step 7 “When the clock reaches this time return the machine to normal serv-
ice.”
Step 8 “Draw a sample from the time between repair distribution and add it to
the current clock time.”
This logic assumes the time generated for a machine failure is the whole e-
lapsed time of all elements of the breakdown stage. Compared to the detailed
model shown by Figure 2.3, the greatest advantage is its simplicity. Ford found
it was very time consuming and even unrealistic to collect precise data for each
phase shown in Figure 2.3. Besides, experiments have been carried out on sim-
ulation models with different detail levels of breakdown durations modelling and
no significant differences have been detected [97]. Therefore engineers in Ford
make similar assumptions to Carrie’s, that all of the elements of breakdowns are
included within the generated time to repair.
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2.4 Historical Data Collection
There are two main methods of breakdown data collection in Ford: electronic
and manual collection. The former data collection method is achieved by using
the automatic on-line monitoring system, while the latter requires the work of
line foremen, machine operators or productivity engineers. The data we use is all
collected automatically. It includes every breakdown of machines that are linked
to the on-line monitoring system on the engine assembly line, recorded during a
period of three months from January to March 2008. There are 39 machines linked
to the monitoring system for this line, and these machines are chosen because they
are considered the most important to the running of the line. Each entry of the
data has several attributes consisting of the ID of the machine that has broken
down, the start time of the breakdown, the finish time of the breakdown and a brief
description of the fault that caused the breakdown.
The manual collection in Ford includes two methods: Line Foreman’s Records
and Productivity Engineers Records. Compared to manual collection, the advan-
tage of electronic collection is that the monitoring system records every failure
of machines that have been connected to the system. Manual collection can also
be expensive and time-consuming. The disadvantages of electronic collection are
described by Ladbrook [97] as the following:
1. The system cannot identify lack of spares, tools collection or tidy up or the
shift break times.
2. During a machine breakdown, the maintenance operator sometimes needs to
run some ‘try outs’ to see if the machines is repaired correctly. The system
cannot treat the ’try outs’ as part of one failure. Hence, one breakdown could
be recorded as more.
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3. If the machine is powered off during repair, the system may record two stop-
pages instead of one.
4. A failure occurring on the last production shift of the week could have one
of two outcomes. First, the machine is fixed during overtime at the weekend,
or second, it is fixed in the first shift of the following week. In either case,
the system records the duration of this repair as lasting the whole weekend
or lasting until the end of the last shift.
5. The monitoring system may be off during weekend overtime. Thus, it is
often not known when the repair is completed during the overtime period.
6. The automatic monitoring system might breakdown. In this case, it is nec-
essary to rely on the engineers responsible for the line to use other methods
to collect the data.
The data collected from the on-line monitoring system therefore needs to be
validated before subsequence analysis. The cleaning and validation of the raw
data was previously carried out manually in Ford, which was a very time consum-
ing process especially when dealing with large data sets that include thousands of
breakdown entries. We have derived a program using Visual Basic of Applica-
tions in Excel to process the data validation, which has helped the Ford simulation
modellers to achieve an enormous saving of time spent on this task.
The data validation may change the raw data significantly. For example, the
histogram of the distribution of the raw repair time data for a typical machine in
an engine assembly line is shown in Figure 2.4 and the histogram of the validated
repair time data for the same machine is given in Figure 2.5. The detail of the data
validation process will be discussed in Section 3.3.
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Figure 2.4: Histogram of the distribution of the raw breakdown duration data of a
machine involved in engine assembly process.
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Figure 2.5: Histogram of the distribution of the validated breakdown duration data
of the same machine given in Figure 2.4.
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2.5 Distributions for Representing Downtimes
Finding a good representation of machine breakdown durations is a crucial part
of modelling breakdowns when building a simulation model. Input modelling is
used to specify the appropriate form of the distributions representing input random
variables to a simulation model. In this section, we will give a discussion of lite-
rature reviews in general simulation input modelling and then consider machine
breakdown input modelling in more detail.
2.5.1 General Input Modelling
Almost all simulation models of real-world systems require the input random vari-
ables that represent the sources of variability to be modelled. For example, in a
queuing system, sources of variability include random customer inter-arrival times
and customer service times and their probability distributions are required.
There is an extensive discussion of general simulation input modelling. The
common recommendation is that if a standard theoretical distribution can be found
that is a good model for the input data, then this distribution should be used in the
simulation model; otherwise, using the empirical distribution based on the data is
a good option (see, for example, [103], [157] and [12]). While using an empiri-
cal distribution seems to be straightforward, an adequately well fitted theoretical
distribution is generally preferable for a number of reasons:
• Smooth out the data:
As the number of data points in the data is finite and sometimes even very
small, the empirical distribution may contain irregularities, such as gaps,
in which there are no observations in this sample but these values may be
possible in other samples ([103] and [12]).
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• Represent extreme events:
Generally, empirical distributions only represent data with limited values be-
cause the randomly generated data from an empirical distribution cannot be
less than the minimum of the observed data or greater than the maximum of
the observed data. Since the chance of extreme events can heavily influence
the performance of simulation systems, a fitted theoretical distribution can
be a better method of representing the whole process ([103] and [12]).
• Physical reasons:
Certain physical characteristics of the data, such as nonstationarity or de-
pendence, make it elaborate to obtain the empirical distribution ([103] and
[12]).
• Simpler to make changes:
It is much simpler to make changes to a theoretical distribution. If we want
to investigate the system performance in different scenarios with differences
in that input data. With theoretical distributions, simply changing the para-
meters will make all of the changes. But there is no straightforward way for
making the changes when using an empirical distribution ([103] and [12]).
• Compact way to represent the data:
The physical process to input the empirical distribution into the simulation
model might be time-consuming especially with a large data set. A theoreti-
cal distribution, on the other hand, is a much more compact way to represent
the input data [103].
In relevant work using this approach, most authors focus on relatively simple
problems where input random variables are independently and identically distri-
buted and follow well-known parametric theoretical distributions, such as gamma,
lognormal, normal, Weibull, etc. Since the natures of different kinds of data vary
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a lot, the number of choices is correspondingly large. There are a few features of
the data that can help narrow down the possible choice to a few that may have a
better fit, e.g. the shape of the histogram of data or whether the data consist of
negative or positive values([107], [108] and [109]). For example, if the histogram
of data skews to the right, the normal distribution can probably be ruled out. Law
[103] gives a tutorial on “hypothesizing” distributions that might be a good fit of
the data. A good descriptions of the physical features of many standard theoretical
distributions can be found in [52] and Chapter 9 of [8].
Law et al. [106] identified that sometimes no standard theoretical distributions
can reflect the actual underlying distribution. If no theoretical distribution seems
to be a good fit, it is recommended by most text books, such as Law [103], that an
empirical distribution should be used. Biller and Barry [12] also suggest that an
empirical distribution can be a good option “when an adequate sample is available,
the data are thought to be representative and there is no compelling reason to use a
probability model (including the case that nothing appears to fit well)”. Barton et
al. [10] express their concerns on the common approach of using fitted theoretical
distributions as simulation input and advocate the use of empirical distribution for
its simplicity and “transparent” meanings.
There is a growing recognition of problems where input random variables are
multivariate or correlated. Some recent work, such as Nelson and Yamnitsky [123],
Deler and Nelson [47], Ghosh and Henderson [65], Biller and Nelson [13] and
[14], Lada et al. [96] and Kuhl et al. [94], have studied these two situations.
There are also cases where no standard theoretical distribution can be a rea-
sonable fit for the data: “the data are a mixture of two or more heterogeneous
populations” [103]. Cheng and Currie [35] indicate that many of these cases can
be generalised to the situation where input random variables are drawn from fi-
nite mixture distributions. Most of Ford’s machine breakdown duration data are
multimodal and so can be described by finite mixture distributions. The term finite
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mixture distribution and the methodology and process of fitting mixture distribu-
tion to Ford’s machine downtimes will be introduced in Chapter 3.
2.5.2 Input Modelling of Machine Downtimes
When considering the more specific case of input modelling for manufacturing
systems most of the literature recommends modelling machine breakdown dura-
tions by assuming the time between failures (TBF) and the time to repair (TTR)
are independently and identically distributed and follow a well-known theoretical
distribution, such as Weibull, Erlang or exponential.
In the very early stage of breakdown modelling, the exponential distribution
was suggested to be a plausible distribution for all data sets of breakdown dura-
tions ([43] and [51]). Then, more researchers and modellers became aware that ex-
ponential distribution may not be a good model for machine breakdown durations
as many real-life random variables cannot be well described by the exponential
distribution ([128] and [129]). The normal distribution is another distribution that
has been widely assumed to be an appropriate distribution for modelling break-
down durations. However, this is disputed by Law et al [106]. Other distributions
have been studied on representing breakdowns in later work. Kay [92] believes that
“life to failure distribution” can be demonstrated by the Weibull distribution. Some
other authors like [104], [158], [159] and [105] believe that machine downtimes
can be correctly represented by theoretical distributions provided that adequately
well fitted theoretical distributions can be found.
Nevertheless, there are researchers who advocate the use of empirical distribu-
tions, such as [78], [54] and [142]. Carson [142] suggests that the use of an empi-
rical distribution is probably the simplest way to use the data. Feltner and Wiener
[54] also prefer the use of empirical distributions as the process for estimating a
fitted theoretical distribution is very complex. Hanifin and Liberty [78] consider
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that modelling machine breakdowns with theoretical distributions has risks and
indicate that first, there is no actual theoretical proof that the assumed theoretical
distribution fits data from a real transfer line and second, important variables in the
data are “disregarded, assumed constant or forced to fit”. In their work, they gen-
erated machine breakdown durations in the simulation that were exactly the same
as the data they collected. The input was fixed and set as the sequence of actual
start time and finish time of machine failures collected in a certain period. There-
fore, under their approach, every run has exactly the same sequence of breakdown
durations. However, this means that the length of the simulation run time can not
be more than the amount of time over which the breakdown data has been collect-
ed. Hence, if a particular event has low frequency and a relatively short length of
breakdown input is used, the simulation run length may not be sufficient to reflect
the true impact of the rare events.
Some of the research on breakdown modelling of manufacturing simulation
supports the use of theoretical distributions. Bradford and Martin [21] studied 10
transfer line machines’ breakdown behaviour and compared the performance of av-
erage throughput of two simulation models consisting of these 10 machines. One
of the two models uses actual historical data to model machine breakdowns and the
other uses a negative exponential distribution to model machine up durations and
uses a Erlang-2 to represent machine downtimes. The conclusion is that the aver-
aged line yield produced with the use of standard theoretical distributions was “as
accurate as using historical data”. However, it is also indicated that no one distri-
bution used (negative exponential, Weibull, Poisson and Erlang-2) could represent
the time between failures and the breakdown durations accurately for all of the
machines, and the breakdown durations were modelled especially badly. Some
other authors like [104], [158], [159] and [105] believe that simulation models
using theoretical distributions to represent machine downtimes produce accurate
performance, but only when adequately well fitted theoretical distributions can be
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found.
Some projects on breakdown modelling that have been undertaken in Ford pre-
ferred the use of historical data (empirical/user-defined distribution). Crosby and
Murton [39] conclude that the theoretical distribution could not truly reflect the
underlying distribution as the outputs were very different. Ikonen [85] states that
an empirical distribution was believed to be the more accurate way to represent the
actual data. Ladbrook [97] expresses his concerns that no theoretical distribution
seems to be an appropriate representation of the breakdown data.
It is also indicated that much of the relevant mathematical and statistical know-
ledge of theoretical distribution selection and estimation of parameters are very
complex [32] and “beyond the understanding of many manufacturing engineers”
who happen to be the simulation modellers. Correspondingly, it takes much longer
for the engineers to learn and build simulation models if applying theoretical dis-
tributions.
The factor of time limitations has been emphasized in a number of manufactur-
ing simulation studies, such as [111], [119], [97] and [98]. Therefore, as Ma and
Kochhar [111] state, it is ideal to obtain accurate repair times representation with
simple and intuitively meaningful mathematical formulations that can be easily
implemented in simulation software, which our proposed method aims to provide.
Chapter 3
Statistical Models of Breakdown
Duration Data
The machine breakdown duration data is a collection of machine breakdown du-
rations over a period of manufacturing time. Currently, empirical distributions
are used for representing the time to repair by Ford since no common distribution
appears to fit the data of breakdown durations well. The empirical distributions are
input into the WITNESS simulation models in the form of a histogram.
In the case when there are no historical data available or a new machine is being
modelled, Ford usually use the Erlang-2 or exponential distributions to describe the
distributions of machine breakdown durations. Only the mean breakdown duration
is needed to fit the Erlang-2 and exponential distributions, and this is normally
provided by the machine manufacturer.
If we plot a single histogram of the entire collection of breakdown durations
for each machine, we see two or more distinct peaks for most of the histograms,
i.e. the breakdown duration data is multimodal. Figure 3.1 shows the distribution
of breakdown durations for a typical machine and is clearly multimodal. There-
fore, the more common statistical distributions, such as Erlang-2 and exponential,
30
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will produce poor fits to these data. Instead, we use finite mixture distributions,
allowing us to describe the multimodality.
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Figure 3.1: Histogram showing the distribution of the machine breakdown dura-
tion data of a machine involved in engine assembly process.
We begin with a description of finite mixture distributions, our proposed meth-
od, in Section 3.1, stating the estimation problem of fitted finite mixture models.
We use a Bayesian approach for the fitting methodology and this is discussed in
Section 3.2, including a brief description of the implementation of the importance
sampling used to fit the finite mixture models. Section 3.3 addresses some of the
issues in the raw data before carrying out the actual fitting process for the machine
breakdown duration data. Section 3.4 discusses the selection of the distribution for
the individual components. We investigate the relations between the components
of the fitted mixture distributions for the breakdown durations of a machine and
the different types of faults that cause failures of the machine in Section 3.5.
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3.1 Multimodal Distributions
In statistics, a multimodal distribution is a continuous probability distribution that
has multiple modes, i.e. whose density function has two or more distinct peaks;
as illustrated in Figure 3.2. Sharing the same physical features, multimodal dis-
tributions can be used to fit a dataset that is composed of a number of distinct
modes.
x
h
(x
)
Figure 3.2: Histogram corresponding to a probability density function of a multi-
modal distribution with two local modes.
Mixture models are a common form of multimodal distributions. A finite mix-
ture model is defined as having probability density function [115]:
h(x) =
k∑
i=1
wifi(x|θi), (3.1)
where
0 < wi ≤ 1 for i = 1, . . . , k (3.2)
and
k∑
i=1
wi = 1 (3.3)
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are the weights of the components whose individual densities are fi(x|θi) for i =
1, . . . , k. The parameter k is the number of components in the finite mixture model.
Being a particularly flexible and useful method of modelling, finite mixture
models have been receiving more attention recently [76] and have been success-
fully applied in both practical and theoretical fields (e.g. [136], [11], [131], [35],
[110] and [1]).
Other multimodal distributions exist for fitting data that are not distributed
according to common stochastic models. These are generally based on using flexi-
ble families of distributions, such as the Be´zier distribution ([161], [160], [123],
[95] and [103]) or the Johnson family (see Chapter 12 of [90], or page 297 of
[103]). The Be´zier distribution exploits the properties of Be´zier curves and allows
the modeller to fit the cumulative distribution function F (x) to a wide range of
distributions of data, its flexibility being due in part to the fact that the number
of parameters to be used is not fixed. Johnson distributions are based on trans-
formations of normal variables and, although they offer a wide range of shapes of
distributions, do not cope as well with multimodality.
The advantage of the use of finite mixture models is that they provide a good
description of multimodal data, using parameters that have an intuitive meaning,
which will make it more understandable for engineers with little expertise. They
are also easy to implement in most standard simulation packages using a two-stage
approach, where the component is sampled in the first step and then the input value
is sampled from the component density.
We use software developed by Cheng and Currie [40] to estimate the best fitted
mixture models for breakdown duration data sets. The assumption made in [40] is
that all of the component densities take the same form. If we allow the component
densities to take different forms in the mixture, the time spent on the fitting process
will increase massively, especially with a large selection of different distribution
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types and a high number of components. Therefore the probability density function
3.1 can be written as
h(x) =
k∑
i=1
wif(x|θi), (3.4)
where 0 < wi ≤ 1 for i = 1, . . . , k and
∑k
i=1wi = 1.
In this work, we have assumed that the components follow a lognormal distri-
bution, and so
f(x|θi) = 1
xτi
√
2π
e
−
(ln x−µi)
2
2τ2
i (3.5)
where
θi = (µi, τi)
T (3.6)
The choice of distributions for the component densities should be dependent
on the characterisations of the data being modelled, for example the shape of the
corresponding histogram and the range of the data, and the selection is further
discussed in Section 3.4.
It is assumed that none of the θi nor the number of components k are known
in the model. It is possible for components to be present in the mixture that are
not represented within the data. Fitting such models is therefore a non-standard
statistical problem. The main issue of the estimating problem is that standard
asymptotic theory does not hold when the number of components is not known.
Thus, suitable statistical tests are difficult to be constructed to identify the cor-
rect number of components. We adopt a Bayesian framework that makes use of
importance sampling ([35] and [40]). This is discussed further in the next section.
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3.2 Bayesian Fitting Process
We first give a brief introduction of Bayesian statistics. In Bayesian statistics, the
parameters of a model are treated as random variables, such that the parameter θ is
the realised value of a random variable Θ. We define the prior distribution initially,
which represents the prior information about the parameter θ before the dataD that
the model is describing are obtained. We combine the prior information about Θ
encapsulated in the prior distribution π(θ), with the likelihood function P (D|θ) to
obtain the posterior distribution P (θ|D), such that
P (θ|D) = π(θ)P (D|θ)
P (D)
. (3.7)
The posterior distribution represents the information about θ given the knowledge
of the data and the prior information. The function P (D) is a normalising factor,
which is required to ensure that the posterior distribution integrates to one [19].
Formula 3.7 states that the posterior distribution is proportional to the product
of the likelihood and the prior distribution, and so only the product of the likelihood
and the prior distribution at any point in Θ, the parameter space of θ, need be
evaluated to describe the shape of the posterior probability distribution. However,
to obtain a proper probability distribution, we need to evaluate the constant of
proportionality P (D). The calculation of P (D) is given by
P (D) =
∫
Θ
π(θ)P (D|θ) dθ, (3.8)
the product of the prior probability distribution and the likelihood integrated over
parameter space. In the finite mixture distribution fitting problem that we con-
sider here, the integral cannot be computed analytically, and we use importance
sampling to evaluate it. We describe the process briefly here and refer the reader
to [35] for more details.
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In the following we let k∗ denote the unknown true number of components and
let θ∗i denote the unknown true values of the parameters of component distribution
i = 1, 2, . . . , k∗. For simplicity, we also assume that we can specify a maximum
number of components, K, where, 0 < k∗ < K.
We use a prior distribution for the unknown parameters of the mixture model
π(ψk|k)π(k), k = 1, 2, . . . , K (3.9)
where
π(k), k = 1, 2, . . . , K (3.10)
is the prior distribution for k, and π(ψk|k) for given k, is the conditional prior
density of the component parameters ψk = (θ1, θ2, . . . , θk, w1, w2, . . . , wk).
Suppose we fit the finite mixture model to a sample of breakdown duration data
x = (x1, x2, . . . , xn), then the posterior distribution is given as
p(ψk, k|x) = p(x|ψ
k, k)π(ψk|k)π(k)∑K
k=1 π(k)
∫
p(x|ψk, k)π(ψk|k)dψk , k = 1, 2, . . . , K (3.11)
where p(x|ψk, k) is the likelihood corresponding to the mixture model with k com-
ponents.
In order to determine p(ψk, k|x), the main problem is in evaluating the de-
nominator in Equation 3.11. The most popular sampling method used to find
the posterior distribution without evaluating the denominator explicitly is Markov
chain Monte Carlo (MCMC), which is described in [66]. However, in our case, as
MCMC requires random moves between different k values and the form of these
moves is not easy to identify, it is difficult to implement. Other authors have pro-
posed several methods for doing this: [75] and [130] describes the reversible jump
methods; [63] described an approach using indicator variables and [33] proposed
a simpler approach without using the indicator variables.
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We use importance sampling as the sampling method to determine the denomi-
nator in Equation 3.11 and thus the posterior distribution. Importance sampling is a
method to evaluate a general integral I =
∫
Θ
m(θ) dθ numerically. In importance
sampling, the integral can be estimated by sampling from a candidate distribution
w(θ, β) and calculating the ratio of the integrand m(θ) at each sample point θi
to the value of the candidate distribution at that point. By taking n samples, the
integral I can be estimated by
Iˆw =
1
n
n∑
i=1
m(θi)
w(θi, β)
.
The integral of interest here is the normalisation of the posterior probability distri-
bution in Bayesian statistics involved in Equation 3.11, i.e. m(θ) is the product of
the prior, π(ψk|k) and likelihood distributions, p(x|ψk, k).
In importance sampling, sample points are chosen from a distribution which
concentrates the points where the function being integrated is large, instead of
sampling them from a uniform distribution. This means that it is important to know
something about the function being sampled prior to sampling. Therefore, we find
the modes and covariance matrices for the posterior distribution before setting the
candidate distribution. The requirement to have some knowledge of the function
means that when dealing with problems in which the form of the posterior is not
clear in advance, importance sampling is generally considered to be less robust
than MCMC, but it is simpler to implement in the case of mixture models [35].
3.2.1 Implementation
A more detailed discussion of the implementation of the methodology we use for
importance sampling can be found in [40]. We describe it here briefly.
The Nelder Mead optimization method [122] is chosen as the optimization
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routine for finding the mode of the posterior distribution. The optimization routine
starts by fitting a model with one component. The starting parameters for the
model with k components, 1 < k < K, are decided by the best estimates for the
model with k − 1 components by determining the greatest discrepancy between
the model and the data.
Defining
ψ˜k = arg max[p(x|ψk, k)π(ψk|k)] (3.12)
conditional on each k = 1, 2, . . . , K as the modes of the posterior distribution, the
candidate distribution for the importance sampling of a model with k components
is
q(ψk, k) = Φ(ψ
k|ψ˜k,Ξk), (3.13)
where Φ(ψk|ψ˜k,Ξk) is the degenerate multivariate normal density with mean ψ˜k
and covariance matrix Ξk, equal to the generalised inverse of the information ma-
trix at the mode. The reason it is degenerate is that the weights must sum to 1
(Equation 3.3).
The candidate distribution for the number of components is a uniform distri-
bution such that
q(k) = K−1, k = 1, 2, . . . , K. (3.14)
Thus, the complete candidate distribution for the importance sampling procedure
is
q(ψ, k) = q(k)q(ψk|k) = K−1Φ(ψk|ψ˜k,Ξk). (3.15)
The implementation of the importance sampling is quite straightforward. Draw
a sample ofm values of (kj, ψ
kj
j ), j = 1, 2, . . . ,m, from the candidate distribution
q(k)q(ψk|k), then the posterior distribution sample is
p(ψkj |x) = p(x|ψ
kj , kj)r(ψ
kj , kj)∑m
j=1 p(x|ψkj , kj)r(ψkj , kj)
, j = 1, 2, . . . ,m, (3.16)
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where
r(ψkj , kj) =
π(ψkj |kj)π(kj)
q(ψkj |kj)q(kj) . (3.17)
The posterior distribution for k, the number of components is then equal to
p(k|x) =
m∑
j=1
p(ψkj |x) δkkj , k = 1, 2, . . . , K, (3.18)
where δkkj is the Kronecker delta, such that
δkkj =
 1, if kj = k0, otherwise (3.19)
We use the value of k for which p(k|x) is maximised as our final estimate for
the number of components.
In addition to the advantage of easy implementation, another feature of this
method is that the posterior distribution sample given in Equation 3.16 is a random
sample of independent variables. Also, if the shape and location of the candidate
distribution are similar to those of the posterior distribution, then the values of
the posterior distribution sample will tend to be reasonably constant, and thus the
integration over the posterior distribution can be performed quite accurately even
with a relatively small sample size.
3.3 Data Preparation
The machine breakdown data are collected using the automatic on-line monitoring
system that is connected with the machines. Due to the system setting and human
errors as discussed in Section 2.4, the data contain some inaccuracies. We make
some initial adjustments to the raw data, followed by a check for autocorrelation.
As the ranges of most of the data sets are large, we need to find a method to
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transform the data in order to obtain a good fitted model. A discussion of the data
transformation is given with an example.
3.3.1 Data Validation
As we discussed in Section 2.4, there are issues concerning accuracy or availa-
bility using the existing two data collecting methods. Ford currently use electronic
collection as the main method for breakdown data collection. The data collected
directly from the monitoring system are known as the raw data. It is important
to analyse and validate the raw data and make modifications if necessary, before
fitting input distributions.
Carson [142] emphasised that caution needs to be taken when validating raw
data. For example, Feltner and Weiner [54] studied Ford’s systems and pointed
out that the time difference between a failure starting and finishing was the total
repair time, however this is not always real as there is a possibility of shift breaks
or other activities happening within that period, as discussed in Section 2.3.
It is reasonable to model the breakdown duration data of all the elements as
a whole. Therefore, we only need to extract the period of shift breaks out of the
breakdown duration. We ignore any stoppage that starts inside a shift and finishes
outside a shift and delete any stoppage that occurs during breaks or subtract any
part of that stoppage that is overlapping with break(s).
The raw data often contain data points with very small values that are less than
30 seconds. These extremely small values appear to be suspicious. The engine
assembly line that the raw data are collected from has a cycle time of 24 seconds,
so it is not possible that the duration of a machine failure is smaller than half a
minute due to the limitation of the response time. Three potential reasons of the
recorded stoppages being less than 30 seconds were identified [97]:
1. Actual machine failures.
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2. Extended cycle time but mistakenly recorded as failures.
3. Not stoppages but recorded due to errors in the setting up of the monitoring
system.
However, a comprehensive investigation is required to find out the exact reason.
The current assumption made by Ford engineers is that these short periods are ex-
tended cycle times and thus should be removed from the data set of machine failure
times. We decided to make the same assumption when processing the raw break-
down data.
3.3.2 Data Correlation
We wish to check whether the sequence of breakdown durations demonstrates any
autocorrelation. This may occur for individual machines if, for example, the ma-
chine is wearing out. In this case, breakdown durations may get longer and longer
as the machine gets harder to fix. Alternatively, it may happen for the whole line if
the maintenance team reacts to a lengthy period spent fixing one machine by work-
ing slowly on the next or it takes longer for a machine to be fixed because a long
time is spent waiting for resources during an extremely busy period for the main-
tenance team. We thus wish to check whether there are any correlations within the
valid breakdown duration data for all machines as well as for individual machines.
We denote a sequence of observations of machine breakdown durations, a
time-series, as x1, x2, . . . , xn. The interval j unit(s) (in this case, j breakdowns)
between two observations xi and xi+j is referred to as the lag; and for a sequence
of n observations, there are n − 1 possible lags. The lag j autocorrelation is
defined as the correlation between x1, x2, . . . , xn−j and xj+1, x2, . . . , xn. Corre-
lation between xi and xi+j would indicate that the time to repair a machine is
possibly dependent on previous repair time data and the breakdown duration data
cannot be considered as independent random variables.
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For the breakdown duration data of all of the 39 machines in the assembly line,
there are 7493 observations. Figure 3.3 is the plot of autocorrelations of all possi-
ble lags 1, 2, . . . , 7492 of this data set with approximate α = 0.05 critical bands for
the hypothesis that the correlations are equal to zero, generated by Minitab. It is
seen from this plot that the autocorrelations of some lags exceed the approximate
α = 0.05 critical bands, which suggests that the absolute value of autocorrelations
of these lags are statistically significantly greater than zero. However, the largest
of all, lag 1211 autocorrelation, is 0.0958, which is a quite small value. Since there
are 7493 observations included in the data set, we wish to check whether it is the
influence of outliers that causes the lag 1211 autocorrelation to be relatively high.
We thus examine the lag 1211 autocorrelation more closely by making a scatter
plot ofX1, X2, . . . , X5981 againstX1212, X1213, . . . , X7493, which is given in Figure
3.4. As shown in this scatter plot, there is no obvious correlation between the
majorities of points in the two time series. It is possible that the one outlier circled
in Figure 3.4 might be the reason that lag 1211 autocorrelation is high. Thus,
we delete that one outlier. Carrying out a Pearson correlation statistic test for the
two time-series of lag 1211 after deleting the outlier, the p-value is 0.826, which
suggests there is no significant correlation between the two time-series. Based on
this more detailed analysis, we believe we may still assume that the breakdown
duration data for all of the 39 machines is made up of independent observations,
i.e. the repair time of the current failure of any machine does not have influence
on the repair time of the 1211st failure later of any machine in the assembly line.
The relationship between the current repair time and the next repair time is of
most interest. If there are other factors that might affect the breakdown durations,
such as the availability of maintenance operators or the age of a machine, the lag
1 autocorrelation should be able to indicate this by having a very large value. In
other words, in this case it is whether the lag 1 autocorrelation is zero that is of
most interest rather than any other autocorrelation with a greater lag. Therefore,
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we focus on the calculation and analysis of the lag 1 autocorrelation for the whole
data set of the 39 machines as well as for the data sets of individual machines.
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Figure 3.3: Autocorrelation of lags 1, 2, . . . , 7492 within the data set of breakdown
durations for all 39 machines in the assembly line. Red curve indicates the 5%
significance limits for the autocorrelations.
The lag 1 autocorrelation for the whole data set of the 39 machines is 0.0448,
which is an extremely small value. Although the 5% significance limits shown
in Figure 3.3 suggests that 0.0448 is statistically significantly greater than zero,
it is possibly because the whole data set for all machines contains such a large
number of observations (7493) that the statistical test rejects the hypothesis that
the correlations are equal to zero. Thus, we assume that there is no influence on
the next repair time of any machine from the duration of the current repair.
For the individual machines, 36 out of 39 have lag 1 autocorrelations that are
not significantly different from zero. For example, Figure 3.5 gives the autocorre-
lations of lag 1 and all other possible lags for the breakdown duration data of
machine ML08, in which we can see that the values are all fairly small and can
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Figure 3.4: Scatter plot of observation i vs. observation i+1211 in the breakdown
duration data set for all 39 machines. The circled point indicates an outlier.
be considered as zero according to the 5% significance limits. However, there
are 3 machines: ML17, ML07 and ML36, which have lag 1 autocorrelations that
are significantly different from zero. Therefore, we examine the data sets for these
three machines more closely to decide whether we can assume there is no apparent
autocorrelation within the breakdown duration data for these three machines.
For machine ML17, the lag 1 autocorrelation is 0.104, which is still fairly close
to zero. Since the breakdown duration data set for ML17 has 1310 observations,
it is possible that the statistical test rejects the hypothesis that the correlations are
equal to zero because of the size of the data set. As this data set has a large number
of data points, with the majority falling into a very small range, the test can pick
up spurious correlations. Thus, we believe that for machine ML17, there is no
apparent correlation between the repair time for previous failure and that for the
current failure.
For machines ML07 and ML36, we believe the relatively high lag 1 autocorre-
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lations are probably due to the effect of an extremely small number of outliers.
Within these two machines, machine ML07 appears to be more problematic as
ML36’s lag 1 autocorrelation is less than 0.20 while ML07’s is greater than 0.30.
Thus, we use the investigation of the data of machine ML07 as an illustration to
demonstrate the impact of outliers.
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Figure 3.5: Autocorrelation of lags 1, 2, . . . , 58 within the data set of breakdown
duration for machine ML08. Red curve indicates the 5% significance limits for the
autocorrelations.
Figure 3.6 gives the autocorrelation of lags 1, 2, . . . , 60 for the breakdown du-
ration data set of machine ML07, and it can be seen that only the lag 1 value is
suggested to be significantly higher than zero. We make the scatter plot of the
two lag 1 stochastic process given in Figure 3.7. There is no obvious correlation
between the majority of points in the two time series that can be seen in this scatter
plot. It is possible that the two outliers circled in Figure 3.7 might be the reason
that the lag 1 autocorrelation of ML07 is relatively big. Thus, we delete those
two outliers and get the new scatter plot in Figure 3.8, in which there seems to be
no obvious correlation. After deleting the two outliers, the p-value result of the
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Pearson correlation statistic test for the two stochastic processes of lag 1 is 0.826,
which suggests that there is no significant correlation between the two stochastic
processes.
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Figure 3.6: Autocorrelation of lags 1, 2, . . . , 60 within the data set of breakdown
duration for machine ML07. Red curve indicates the 5% significance limits for the
autocorrelations.
Since it is illustrated that the lag 1 autocorrelation for machine ML07 is rela-
tively high because of the two outliers, we believe that we can still assume that the
breakdown duration data for machine ML07 are independent observations, i.e. the
time to repair the current failure of machine ML07 does not have any effect on the
time to repair the next failure of ML07. We also believe that it is due to the impact
of only one outlier in the data set for machine ML36 that the autocorrelations are
statistically non-zero, as after deleting that outlier, the lag 1 autocorrelation drops
dramatically from 0.193 to 0.028.
Therefore, from the analysis of the autocorrelation values and testing results,
we are able to assume that there is neither obvious correlation between the failure
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Figure 3.7: Scatter plot of observation i vs. observation i + 1 in the breakdown
duration data set for machine ML07. The circled points are identified as outliers.
durations of one machine and that of any other machine in the assembly line nor
apparent correlation between the current repair duration and the next repair dura-
tion for the same machine; i.e. the breakdown durations are independent of each
other.
We also wish to check whether there is any correlation between the breakdown
durations of a machine failure and the time this failure occurred, e.g. durations
may be longer at the end of a week. The time series plot for the whole breakdown
duration data set of 39 machines shown in Figure 3.9 shows no apparent correla-
tion between the two. Similar results can be drawn from the time series plots for
individual machines. Thus, it is believed that the time a failure happens does not
have any impact on the time that it takes to repair it.
Based on the above analysis of correlations for the breakdown duration data,
we may assume that the breakdown durations are independent random variables
and furthermore have no obvious correlation with the time the failures occur.
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Figure 3.8: Scatter plot of observation i vs. observation i + 1 in the breakdown
duration data set for machine ML07, after deleting the two outliers circled in the
previous scatter plot in Figure 3.7.
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Figure 3.9: Time series plot of the breakdown duration data set for all 39 machines
in the engine assemble line collected in the period between 07 January 2008 and
14 March 2008.
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3.3.3 Data Transformation
After removing the invalid data points, the data has a wide range of values. We
transform the data in order to reduce its range so as to improve the accuracy of the
fitting process. We considered two transformations: (1) taking logs; and (2) taking
the square root.
When taking logs, durations of less than one minute are transformed to nega-
tive values. This limits the choice of component distribution that can be used.
Taking the square root of the original data shrinks the data’s range and ensures
all of the transformed data are positive.
Here we show the advantage of the data transformation using an example. We
fit mixture distributions for a sample of valid breakdown duration data and also
for the transformed data of the same sample and then compare the two fittings.
We here assume the components of the mixture model are lognormal distributions.
We obtain the best-fit lognormal mixture distribution for the valid untransformed
data first, which has 3 components. The histogram of the original data and the plot
of the fitted model’s Probability Density Function (PDF) are given in Figure 3.10.
Plots of the original data’s Empirical Distribution Function (EDF) and the fitted
mixture model’s Cumulative Distribution Function (CDF) on four different scales
are given in Figure 3.11 (a, b, c, d).
Both Figure 3.10 and Figure 3.11 show that the fitted mixture model is not very
accurate. In Figure 3.11, (a) and (b) show that the fitted model fits the part where
data are greater than 10 minutes quite well; (c) and (d) suggest that the distribution
is a poor fit to the data that are smaller than 8 minutes. More than 87% of the
data in this example is smaller than 8 minutes, which means that the fitted mixture
model appears to fail to fit the majority of the sample well.
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Figure 3.10: Histogram of the valid untransformed data and plot of the PDF of the
fitted 3-component lognormal mixture model.
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Figure 3.11: Plots of the EDF and the best-fit CDF of the untransformed data on
four different scales. Red line for EDF and black line for CDF in all four plots.
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We then obtain the best-fit lognormal mixture model for the transformed data
(square roots of the same data). This fitted mixture model has 4 components. The
histogram of the transformed data and the plot of the best-fit mixture model’s PDF,
and plots of the transformed data’s EDF and the fitted mixture model’s CDF are
given in Figure 3.12.
Both of the charts in Figure 3.12 show that the best-fit distribution is a rea-
sonably good fit to the transformed data, which means that our fitting method
deals with the transformed data set better than with the untransformed one. Also
for the implementation in simulation models, the transforming is straightforward;
simulations first generate the transformed data from the fitted models and then
transform back to the breakdown duration data by taking their squares.
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Figure 3.12: The first chart includes the histogram of the transformed data and
the PDF of the fitted 4-component lognormal mixture model. The second chart
includes the EDF of the transformed data and the CDF of the fitted lognormal
mixture distribution; red line for EDF and black line for CDF.
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3.4 Component Distribution Selection
In order to get an adequately fitted mixture distribution, it is important to choose an
appropriate component distribution. In our program for estimating fitted mixture
distribution, there are seven choices for component distribution: extreme, negative
extreme, Weibull, normal, lognormal, gamma and inverse Gaussian distributions.
The most appropriate distribution for representing the component distributions is
selected from within these seven types.
The histogram of the transformed breakdown duration data generally skews to
the right and has a long tail, therefore normal or negative extreme are considered
to be inappropriate distributions as the PDF curve of the former is symmetric and
that of the latter distribution skews to the left. The remaining distributions: ex-
treme, Weibull, lognormal, gamma and inverse Gaussian, seem to be reasonable
choices, as the PDF curves of these five distributions all have a similar shape to
the breakdown duration data. To find the best distributions for components out
of the remaining five choices, we fit mixture distributions using the five different
component distributions for the same sample of transformed breakdown duration
data used in Section 3.3.3 and then compare the five fitted distributions.
The histogram and EDF plot of the data and the plots of the fitted mixture
models’ probability density functions and cumulative density functions using the
five different component distributions: lognormal, Weibull, gamma, extreme and
inverse Gaussian are shown in Figures 3.12, 3.13, 3.14, 3.15 and 3.16, respectively.
Comparing the five fitted distributions, it appears that three distributions: the
extreme, inverse Gaussian and lognormal mixture distributions, are the most robust
as their best-fit distributions contain only 4 components each and fit the data very
well. The Weibull mixture distribution contains 8 components and gamma mixture
distribution contains 6 and both still seem to fail to fit the highest peak in the data.
Furthermore, as the mixture distributions are ultimately required to be input into
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the simulation models built in the WITNESS software, it is essential to choose a
distribution that is convenient and simple to code in the software language. Thus,
the lognormal distribution is selected to be the component distribution to analyse
the breakdown duration data as it is the only one of the three remaining types of
distributions that can be easily input into the WITNESS models.
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Figure 3.13: The first chart includes the histogram of the same sample of trans-
formed data shown in Figure 3.12 and the PDF of the fitted 8-component Weibull
mixture model. The second chart includes the EDF of the transformed data and
the CDF of the fitted Weibull mixture distribution; red line for EDF and black line
for CDF.
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Figure 3.14: The first chart includes the histogram of the same sample of trans-
formed data shown in Figure 3.12 and the PDF of the fitted 6-component gamma
mixture model. The second chart includes the EDF of the transformed data and
the CDF of the fitted gamma mixture distribution; red line for EDF and black line
for CDF.
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Figure 3.15: The first chart includes the histogram of the same sample of trans-
formed data shown in Figure 3.12 and the PDF of the fitted 4-component extreme
mixture model. The second chart includes the EDF of the transformed data and
the CDF of the fitted extreme mixture distribution; red line for EDF and black line
for CDF.
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Figure 3.16: The first chart includes the histogram of the same sample of trans-
formed data shown in Figure 3.12 and the PDF of the fitted 4-component inverse
Gaussian mixture model. The second chart includes the EDF of the transformed
data and the CDF of the fitted inverse Gaussian mixture distribution; red line for
EDF and black line for CDF.
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3.5 Relating Components with Faults
The motivation of this section is to investigate whether each component in the fit-
ted mixture distribution for the breakdown duration data of all faults reflects one
particular fault or one particular group of similar faults. We here use a sample of
breakdown durations data collected within a period of three months for machine
ML01 as an example to show the relations between the groups of faults and com-
ponents in the fitted mixture distribution for the data. The data set includes 170
failures that are caused by the occurrence of 12 different faults. In this data set,
repair duration varies from 52 seconds up to a maximum of 59 minutes for all fail-
ures. For failures caused by the same fault, the durations for two different repairs
can differ by more than 10 minutes.
We obtain the best-fit lognormal mixture distribution for the breakdown du-
ration data set of ML01, which has 3 components: 2 distinct components with
means at 0.93 and 1.81, and one with a fairly flat shape spread out over the whole
data range. The probability histograms for the repair durations of failures that are
caused by each of the 12 different faults and the PDF plot of the fitted lognormal
mixture distribution are given in Figure 3.17, where the faults are distinguished by
different colours. As shown in this figure, the repair times data for the 12 different
faults are fairly spread out. Nevertheless, it can be seen that the histograms of some
faults have only one peak corresponding to either component 1 or component 2;
while the histograms of some other faults, such as 18997, 29685, 29621, have two
peaks corresponding to both components 1 and 2.
On the whole, it is reasonable to say that there are no remarkable relations
between the components in the fitted mixture distribution for the data and the in-
dividual faults that cause the failures recorded in the data.
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Figure 3.17: Histogram of breakdown duration data for machine ML01; the dif-
ferent colours represent different groups of faults, and the plot of the PDF of the
fitted 3-component lognormal mixture distribution.
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Estimating the Similarity Matrix
Before classifying the machines, we measure their similarity by calculating the
goodness of fit statistic between the two sets of breakdown duration data. The
breakdown duration data sets have uneven numbers of data points and we do not
wish to assume distributions for the data at this stage. The Two-Sample Crame´r-
von Mises goodness of fit statistic [5] can cope with these characteristics of the
data, although p-values are only tabulated for a few examples. Bootstrap resam-
pling allows estimation of the sample distribution of almost any statistic using only
very simple methods. We therefore use bootstrap resampling [50] to estimate the
p-values for each comparison.
We first give a brief literature review in Section 4.1. Section 4.2 gives an in-
troduction of the Crame´r-von Mises statistic as well as some other goodness of
fit statistics. The basic process of bootstrapping and its common applications are
introduced in Section 4.3. We then describe the methodology that we have used
to generate the similarity matrix in Section 4.4. An explicit study of the method
is given in Section 4.5 by testing on random samples generated from known dis-
tributions. The method is applicable in a wide range of situations, not strictly for
analysing breakdown duration data. Two real-life examples are given in Section
4.6: (1) assessing similarities between six machines using their real breakdown
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duration data; (2) analysing the similarities between hospital procedures based on
patients’ lengths-of-stay in a group of private hospitals [41].
4.1 Index of Similarity
The raw data matrix is an n× p matrix, X , that consist of observations xik, where
xik denotes the value of the kth variable observed for the ith object. The raw data
matrix is required to be transformed into an n × n matrix of pairwise dissimilari-
ties or pairwise similarities for many classification methods. The dissimilarity or
similarity matrix consists of dij , where dij denotes the dissimilarity or similarity
between the ith and jth objects. Twelve similarity structures, S, are listed in [79].
A large number of empirical studies have proposed different methods of proceed-
ing from X to S ([48], [30], [22], [24], [148], [121], [59], [117], [31], [100], [72],
[20] and [91]).
One of the most commonly used similarity structures is the Euclidean distance.
When all variables are quantitative, it can be measured by calculating the sum of
the Euclidean distances between the data points from object i and those from object
j. Other similarity structures tend to work on a similar principle but different
distance measures are used. Exceptions are where the raw data matrix is not an
n × p matrix, where the number of data points of object i is not necessarily the
same as the number of data points of object j, such as in the data we have.
We measure the similarity of the breakdown duration data of any two ma-
chines using the Two-Sample Crame´r-von Mises goodness of fit statistic [5]. Boot-
strapping is used to determine the p-value, i.e. the significance level, of the statistic
of the pair of machines, which gives the probability that the breakdown duration
data for these two machines are drawn from the same distribution. The similar-
ity matrix is then made up of the p-values of every pair of machines and thus is
symmetric and real-valued.
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4.2 Goodness of Fit Statistics
Generally, the goodness of fit problem is to test the null hypothesis that a sample
comes from a population defined by a distribution function, given a random sample
and a distribution function. The goodness of fit statistic is compared with tabu-
lated criterion values to describe how well the distribution fits the given sample.
For most commonly used tests for this problem, such as the χ2 tests, information
about the underlying distribution is required before constructing the test [151]. We
use the Crame´r-von Mises statistic to test whether two samples of breakdown dur-
ation data from two machines come from the same unspecified distribution. The
advantage of the Crame´r-von Mises statistic is that it is distribution-free and there-
fore there is no need to make any assumptions about the distributions of the data
sets being analysed [5]. It also allows for the data sets having uneven sizes.
The most obvious contenders to the Crame´r-von Mises statistic are three non-
parametric statistics: the Kolmogorov-Smirnov [151], Somer’s D concordance
statistic [153] and Mann-Whitney tests [114]. The Mann-Whitney test aims to
determine whether the data points in one set of data are greater than those in
the other, whereas we wish to establish whether the data coming from two ob-
jects could have been drawn from the same distribution; the Mann-Whitney test
is therefore less appropriate here. In the general situations we consider here, the
data sets may have different number of data points; thus, the Somer’s D concord-
ance statistic, which describes the strength of concordant relations between pairs
of variables and deal with data sets with identical size, is less applicable here. The
Kolmogorov-Smirnov statistic is the closest in form and objective to the Crame´r-
von Mises statistic but has been shown in simulation studies to have a lower power
([151] and [42]).
Given two samples of breakdown duration data X = (x1, x2, . . . , xn), and
Y = (y1, y2, . . . , ym) for machinesMx andMy respectively, the Crame´r-von Mises
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T criterion for testing that the two samples,X and Y , come from the same unspeci-
fied continuous distribution is
T = [nm/(n+m)]
∫
∞
−∞
[Fn(v)−Gm(v)]2dHn+m(v), (4.1)
where Fn(v) is the EDF of the first sample; that is, Fn(v) = (no. of xi ≤ v)/n;
Gm(v) is the EDF of the second sample and Hn+m(v) is the EDF of the two
samples together; that is, (n+m)Hn+m(v) = nFn(v) +mGm(v).
As Hn+m(v) gives each observation in the pooled sample a weight of 1/(n +
m), Equation 4.1 can be calculated by
T = [nm/(n+m)2]
{
n∑
i=1
[Fn(xi)−Gm(xi)]2 +
m∑
j=1
[Fn(yi)−Gm(yi)]2
}
,
(4.2)
Let ri and sj be the ranks in the pooled sample of the ordered observations of
the two samples X and Y , respectively, where i = 1, 2, . . . , n and j = 1, 2, . . . ,m.
Then
Fn(v)−Gm(v) = i/n− (ri − i)/m, (4.3)
where v = xi, the ith x-observation and
Fn(v)−Gm(v) = (sj − j)/n− j/m, (4.4)
where v = yj , the jth y-observation. Thus we can write the criterion T as
T =
U
nm(n+m)
− 4nm− 1
6(n+m)
, (4.5)
where
U = n
n∑
i=1
(ri − i)2 +m
m∑
j=1
(sj − j)2. (4.6)
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To test the null hypothesis that the two samples are drawn from the same dis-
tribution, all of the observations are ordered, the ranks r1 < r2 < . . . < rn of the
n observations from the first sample and the ranks s1 < s2 < . . . < sm of the m
observations from the second sample are then determined and T is computed. If
T is too large, we reject the null hypothesis, that the samples are drawn from the
same distribution.
Generally, tabulated criterion values are used to decide the significance level
of the goodness of fit statistic. However, for the Two-Sample Crame´r-von Mises
goodness-of-fit test, tabulated criterion values are not very extensive and do not
cover the samples that we are dealing with: for example, only standard criterion
values for samples with up to 8 data points and that for samples both with infinite
number of data points are given in Anderson [5], while the number of data points
of breakdown duration data sets for machines varies from 9 to 1310. Therefore,
bootstrapping is used to determine the p-values of the Crame´r-von Mises statistics
for the breakdown duration data sets of each possible pair of machines.
4.3 Basic Bootstrapping
Bootstrapping is a practical and effective method for estimating the standard error,
the confidence intervals or the distribution of statistical estimates of variables by
resampling ([44] and [34]). Efron and Tibshirani [50] state that bootstrap is a
computer-based implementation of basic statistical concepts. Suppose we have
a random sample that is generated from a unknown probability distribution. We
have calculated a statistic of interest such as the mean from the observed data and
we wish to know the statistic’s behaviour, for example its distribution. A number
of bootstrap samples can be drawn from the empirical distribution of the observed
data and thus the same number of replications of the statistic can be calculated
to form a distribution of the statistic, the process of which is described in the
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following.
Let s(Y) denote the statistic calculated from samples Y = (Y1, Y2, . . . , Yn).
Assume that the Yi are mutually independent samples, i.e. Y is a random vector.
Bootstrapping is a numerical method for finding G(s), the distribution of the sta-
tistic s(Y ). Generally, F (y), the distribution of Y , is unknown, but Fn(y|y), the
EDF of the observed data y = (y1, y2, . . . , yn) is available. We generate a sample
from Fn(y|y) instead of F (y), which is equivalent to drawing a sample of the same
size n from the original set of y’s with replacement, as y is a set of observations
that can be assumed to be independent and identically distributed. We call such
a sample a bootstrap sample, and write it as y∗ = (y1∗, y2∗, . . . , yn∗). As in the
basic process above, B numbers of such bootstrap samples are drawn, and the
statistic sj∗ = s(yj∗) is calculated from each bootstrap sample. Then the empirical
distribution function (EDF) of the bootstrap statistics s∗ = (s1∗, s2∗, ..., sB∗) given
by
GB(s|s∗) = (no. of s
j∗ ≤ s)
B
(4.7)
is our estimate of G(s), as it will converge to G(s) with probability one as B tends
to infinity ([50] and [34]).
The Bootstrap Sampling Process is then:
Given a random sample y = (y1, y2, . . . , yn) from F (y)
Form the EDF Fn(y|y)
For j = 1 to B
For i = 1 to n
Draw yj∗i from Fn(y|y)
Next i
Calculate sj∗ = s(yj∗)
Next j
Form GB(s|s∗)
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Bootstrapping may also be used for constructing hypothesis tests [34]. Efron
and Tibshirani [50] describe the application of the bootstrap to hypothesis testing
on a two-sample problem, where there are two random samples from two proba-
bility distributions and we wish to test the null hypothesis that the two distributions
are identical. Bootstrapping can be used to estimate the distribution of the test sta-
tistic θ and hence the significance level of the test. The value of the test statistic is
initially calculated for the two samples of observations. Bootstrap samples are then
drawn from the two empirical distributions for the two observed random samples,
and for each pair of bootstrap samples, the test statistic is calculated. We can draw
as many bootstrap samples as we want and hence we can calculate as many boot-
strap replications of the statistic of interest as we want. Thus, the distribution of the
statistic can be determined in a direct and intuitive way. Having observed θ and
the distribution of θ, the significance level of the test can be computed straight-
forwardly. This problem is similar to the problem we consider in this thesis and
we use a similar bootstrapping method to estimate the significance level of the
Crame´r-von Mises statistics.
4.4 Bootstrapping for Estimating the Similarity Ma-
trix
We wish to measure the similarity of the two samples of breakdown duration data
X = (x1, x2, . . . , xn), and Y = (y1, y2, . . . , ym) for machines Mx and My respec-
tively by estimating the significance level of the Two-Sample Crame´r-von Mises
goodness of fit statistic T . As we mentioned earlier, tabulated criterion values are
not very extensive and do not cover the samples that we are dealing with. Thus,
in order to assess whether the Crame´r-von Mises goodness of fit statistic T is
too large, we need to estimate its p-value by using bootstrapping to determine the
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distribution of T , Φ(T ). The p-value gives the probability that the breakdown dura-
tion data for the two machines are drawn from the same distribution and therefore
is considered to indicate the similarity between these two machines. The p-values
of any two of the machines are stored in the similarity matrix. This is then input
into the Arrows classification method to group the machines, which is discussed
in the next chapter.
For each pair of machines Mx and My, we combine the breakdown data,
X and Y , in order to form the pooled sample of the breakdown duration data,
Z = (z1, z2, . . . , zn+m). The EDF of Z is denoted by Hn+m(z). In each iteration
of the bootstrapping, we generate two samples out of the original pooled set of ob-
servations, Z, with replacement: one of size n, written as X∗ = (x∗1, x∗2, . . . , x∗n),
and the other of size m, written as Y ∗ = (y∗1, y∗2, . . . , y∗m); this is called one pair
of bootstrap samples. We calculate the Crame´r-von Mises statistic, T ∗, for each
pair of bootstrap samples, X∗ and Y ∗. In order to estimate Φ(T ), we generate B
pairs of bootstrap samples from Z : (X∗1, Y ∗1), (X∗2, Y ∗2), . . . , (X∗B, Y ∗B) and
calculate the statistic T ∗j for each pair of these samples. The EDF of the sample
T ∗ = (T ∗1, T ∗2, . . . , T ∗B) is then written as
ΦB(T ) =
(no. of T ∗j ≤ T )
B
(4.8)
Since the bootstrap distribution ΦB(T ) will converge to the true distribution
Φ(T ) with probability one as B tends to infinity ([50] and [34]), we can use ΦB(T )
as our estimate of Φ(T ).
The Bootstrapping Process can be briefly described as:
For j = 1 to B
For i = 1 to n
Draw x∗ji from Z (with replacement)
Next i
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For i = 1 to m
Draw y∗ji from Z (with replacement)
Next i
Calculate T ∗j by comparing X∗j with Y ∗j
Next j
Form the EDF of T ∗, ΦB(T ).
The p-value describing the fit of data from machine Mx to data from machine
My is then obtained by checking the calculated T with ΦB(T ). The whole process
of estimating the p-value is illustrated in Figure 4.1. This procedure is carried out
for all pairs of machines to form the similarity matrix.
As a measure of the similarity between machine Mx and machine My, the
higher the p-value, the greater the possibility that the breakdown duration data
of the two machines have been drawn from the same distribution and thus the
more similar the two machines. For example, Figure 4.2 shows that the p-value
corresponding to T is under 0.10, which means that the data from the two machines
being compared are significantly different at a similarity threshold level of 0.10 and
have not been drawn from the same distribution. In contrast, Figure 4.3 shows that
the p-value of T is over 0.90, which means that the data from the two machines
being compared can be assumed to have been drawn from the same distribution,
with a probability of more than 0.90.
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Figure 4.1: (a) The bootstrapping process used to determine the null distribution of
T , Φ(T ), and (b) the evaluation of the Crame´r-von Mises statistic for the original
samples, which is compared with Φ(T ) to determine the p-value for the similarity
of the two machines.
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Figure 4.2: M1 vs. M2, p12 < 0.10
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Figure 4.3: M1 vs. M3, p13 > 0.90
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4.5 Testing the Estimation of Similarity
The testing procedure consists of five phases:
• Phase 1. Assess the impact of the number of bootstrapping iterations on the
p-value results and find an appropriate number of bootstrap samples to run.
• Phase 2. Check the influence of the sample size, i.e. the number of data
points in the sample, on the resultant p-value.
• Phase 3. Examine the performance of the method when dealing with samples
that are drawn from the same type of distribution with the same variance but
different mean.
• Phase 4. Investigate the method using samples that are generated from the
same type of distribution with equal means but different variances.
• Phase 5. Test the method with samples generated from different types of
distributions.
4.5.1 Phase 1: the impact of the number of bootstrap iterations
We can use the EDF of the bootstrap samples of T , ΦB(T ) as an estimateof the
true distribution Φ(T ) when B is big enough. We here investigate how large B
should be for ΦB(T ) to be a good approximation to Φ(T ). In general, there are
three types of data sets in terms of their similarities: (a) very similar samples, (b)
neither very different nor very similar and (c) distinctly different. We randomly
generate four samples of size 100 from the 3 different distributions given in Table
4.1 below: two samples from distribution N1 and one each from N2 and N3. We
choose 100 as the sample size as it is of a similar order to the machine duration
data sets we analyse in the assembly lines. An investigation of the influence of
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the sample size on the resultant p-value is given in the next phase of this testing
process.
We examine three pairs of samples corresponding to the three types of data
sets listed above: (a) very similar - N1S100a and N1S100b, two samples both
from N1; (b) neither very similar nor very different - N1S100a and N2S100, one
sample from N1 and the other from N2; and (c) distinctly different - N1S100a
and N3S100, one sample from N1 and one from N3. With each pair of random
samples, we use seven different and widely spread number of bootstrapping num-
bers: B = 50, 100, 200, 300, 500, 1000, 2000. For each of the three pairs of
samples, we run the comparison seven times, once for each B; for each of these
seven comparisons, we repeat the method 100 times, which gives 7 sets of p-values
for the comparison of each pair of samples. The inter-quartile ranges of the total
21 sets of p-values are given in Table 4.2.
Code Distribution Notation Mean Variance Sample ID
N1S100a
N1 Normal N(5.0, 1.0) 5.0 1.0 & N1S100b
N2 Normal N(5.1, 1.0) 5.1 1.0 N2S100
N3 Normal N(7.0, 1.0) 7.0 1.0 N3S100
Table 4.1: The 3 different distributions from which 4 random samples in total are
generated.
We then study the influence of the choice of B by comparing the inter-quartile
ranges of the p-value results using all the different B. As shown in Table 4.2, as B
increases, the results for the comparison of the two pairs of samples become more
stable, and the variability decreases, as the inter-quartile range tends to shrink as
B gets larger.
As the two samples, N1S100a and N1S100b, are generated from the same
distribution N1, in theory, they should be very similar to each other and thus the
comparison should give very high p-value results. The inter-quartile ranges of the
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N1S100a vs.
B N1S100b N2S100 N3S100
50 (0.940, 0.975) (0.000, 0.159) (0, 0)
100 (0.935, 0.964) (0.007, 0.113) (0, 0)
200 (0.947, 0.976) (0.029, 0.119) (0, 0)
300 (0.953, 0.972) (0.043, 0.114) (0, 0)
500 (0.955, 0.969) (0.063, 0.105) (0, 0)
1000 (0.958, 0.971) (0.062, 0.105) (0, 0)
2000 (0.958, 0.969) (0.070, 0.105) (0, 0)
Table 4.2: The inter-quartile ranges of each set of the 100 p-values resulting from
100 random runs with each different number of iterations of bootstrapping when
comparing each of the 3 pairs of random samples.
p-values using the 7 choices of B for this pair of samples are within the range of
(0.935, 0.976), which shows that the two samples are very similar, as expected.
The two distributions Normal(5.0, 1.0) and Normal(5.1, 1.0) are not iden-
tical, but are very close, therefore, in theory, the two samples, N1S100a and
N2S100, should be neither very similar nor very different and thus the p-values
for the comparison should be neither very high nor very low. The inter-quartile
ranges for this pair of samples given in Table 4.2 show that the majority of the
p-values are within the range of (0, 0.159), which is as expected. Samples of this
type are neither very similar nor very different and thus tend to be on the edge of
groups in classification analysis, i.e. they are fairly similar to a large number of
other data sets but not very similar to any. Assuming we use 0.10 as the threshold
significance level in classification analysis, such that two data sets with p-value
smaller than 0.10 can not be placed in the same group, samples such as N1S100a
and N2S100 might be put in two different groups with one run of bootstrapping
process and then be placed in the same group with a subsequent run, as the p-value
might be smaller than 0.10 with one run and then might become larger than 0.10
with a subsequent run. Although N1S100a and N2S100 are drawn from two dif-
ferent distributions, N1 and N2 are so close that it would not be unreasonable to
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place them in the same group. Nevertheless, the difference would still be distin-
guished as the p-value would be relatively low. Moreover, if a higher similarity
level within the final groups is required, a threshold significance level higher than
0.10 can be set for the classification analysis process to achieve that.
For the third comparison, since the two distributions Normal(5.0, 1.0) and
Normal(7.0, 1.0) are very different, the two generated samples N1S100a and
N3S100 should be very different and thus the p-values for the comparison should
be very low. The inter-quartile ranges for this pair of samples given in Table 4.2
are all equal to zero, which shows that these two samples are extremely different,
as expected.
To conclude, the method provides sensible p-values for all three types of sam-
ples even for small values of B. The p-values do, however, become more stable
when more bootstrap samples are run. The bootstrapping process with B = 2000
will take much longer than that with B = 50, especially when a large number
of data points are involved. Nevertheless, while running more bootstrap samples
may improve the stability of the p-values, the resultant p-values when using a
bootstrapping number as small as 50 are quite reasonable. Therefore, to reduce the
computational cost, we use B = 100 to estimate the p-values in this work.
4.5.2 Phase 2: the influence of the sample size
As the method has been derived to estimate the similarity between data sets with
uneven numbers of data points, we design this phase to test this ability. Since
our comparison method is a distribution-free approach, the data sets in question
may be drawn from any distribution. Hence, we use samples generated from four
different types of distributions. A set of six samples, two of size 20, two of size
100 and two of size 200, is randomly generated from each of the four distributions
listed in Table 4.3 below. In this phase, we only compare like distributions.
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Code Distribution Notation Mean Variance
N1 Normal N(5.0, 1.0) 5.0 1.0
Ga1 Gamma Ga(10.0, 0.5) 5.0 2.5
E1 Exponential E(0.2) 5.0 25.0
LN1 LogNormal LN(1.109, 1.0) 5.0 43.0
Table 4.3: The 4 different distributions from which 24 random samples in total are
generated.
N1S20a N1S20b N1S100a N1S100b N1S200a N1S200b
N1S20a − 0.69 0.91 0.95 0.84 0.78
N1S20b 0.69 − 0.76 0.79 0.75 0.70
N1S100a 0.91 0.76 − 0.97 0.73 0.70
N1S100b 0.95 0.79 0.97 − 0.87 0.56
N1S200a 0.84 0.75 0.73 0.87 − 0.25
N1S200b 0.78 0.70 0.70 0.56 0.25 −
Table 4.4: Similarity Matrix for the six generated samples from distribution
N(5.0, 1.0).
For each set of the three pairs of samples drawn from distributions N(5.0, 1.0),
Ga(10.0, 0.5), E(0.2) or LN(1.109, 1.0), we run 100 bootstraps for each pair of
samples to determine the p-values. The p-values in each of the four resultant simi-
larity matrices are fairly high and are all greater than 0.10, which is what we would
expect as the samples for each matrix are indeed drawn from the same distribution.
All four p-value matrices show a similar tendency, that the p-values between the
samples with 200 data points are much smaller than the other p-values. For exam-
ple, in the p-value matrix for the samples generated from N1 given in Table 4.4, the
p-value between N1S200a and N1S200b, the two samples with the largest size, is
0.25, while the smallest of the rest of the p-values is 0.56. The reason for this range
is likely to be that the more data points, the more possibilities that a statistical test
will find dissimilarities between the data sets. Nevertheless, the four smallest p-
values from the four matrices are all still higher than 0.10. Overall, the method
manages to provide reasonable p-value results for data sets with different sizes.
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4.5.3 Phase 3: distinguishing samples with different means
In this phase, we check the performance of the method in distinguishing samples
that are drawn from the same type of distribution with the same variance but differ-
ent means. We also test it on four different distribution types. The 9 distributions
we generate samples from are listed in Table 4.5. As the exponential distribution
has only one parameter, the two exponential distributions we test on have different
means and variances.
Code Distribution Mean Variance Sample ID
N1 Normal 5.0 1.0 N1S100
N2 Normal 5.1 1.0 N2S100
N3 Normal 7.0 1.0 N3S100
Ga1 Gamma 5.0 2.5 Ga1S100
Ga2 Gamma 7.0 2.5 Ga2S100
E1 Exponential 5.0 25.0 E1S100
E2 Exponential 7.0 49.0 E2S100
LN1 LogNormal 5.0 43.0 LN2S100
LN2 LogNormal 7.0 43.0 LN2S100
Table 4.5: The 9 different distributions with the same variance but different means,
from which 9 random samples are generated.
We generate one random sample of size 100 out of each of the 9 distributions.
Then, we run 100 bootstraps for each pair of samples that are drawn from the same
type of distribution to get the p-values shown in Table 4.6. All of the p-values
except p(N1S100, N2S100) are extremely small, which is sensible as the distri-
butions that the pairs of samples come from are clearly distinct. The p-value for
the comparison between N1S100 and N2S100 is 0.118, greater than our suggested
threshold of 0.10. Therefore, we would assume that these two samples had been
drawn from the same distribution. Although this is not the case, the distributions
are so close that it would not be an unreasonable assumption. This comparison was
included to test the method and the fact that the p-value is so close to the threshold
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is encouraging.
Distribution Samples p-value
Normal N1S100 vs. N2S100 0.118
N1S100 vs. N3S100 0.000
N2S100 vs. N3S100 0.000
Gamma Ga1S100 vs. Ga2S100 0.000
Exponential E1S100 vs. E2S100 0.041
LogNormal LN1S100 vs. LN2S100 0.000
Table 4.6: The 6 p-values comparing the 6 pairs of random samples.
4.5.4 Phase 4: distinguishing samples with different variances
In this phase, we check the performance of the method in distinguishing samples
that are drawn from the same type of distribution with the same mean but different
variances. As we have considered the exponential distribution in Section 4.5.3, we
do not include it in this test. The 6 distributions we generate samples from are
listed in Table 4.7.
Code Distribution Mean Variance Sample ID
N1 Normal 5.0 1.0 N1S100
N4 Normal 5.0 4.0 N4S100
Ga1 Gamma 5.0 2.5 Ga1S100
Ga3 Gamma 5.0 5.0 Ga3S100
LN1 LogNormal 5.0 43.0 LN2S100
LN3 LogNormal 5.0 415.9 LN2S100
Table 4.7: The 6 different distributions with the same mean but different variances,
from which 6 random samples are generated.
We generate one random sample of size 100 from each of the 6 distributions.
We run 100 bootstraps for each pair of samples that come from the same type
of distribution to get the p-values given in Table 4.8. As shown in this table,
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p(N1S100, N4S100) and p(LN1S100, LN3S100) are both very small, which is
sensible as the distributions that the two pairs of samples come from are differ-
ent. However, p(Ga1S100, Ga3S100) is 0.210, which indicates the two samples
appear to be quite similar. The PDF curves for these two distributions and the his-
tograms for these two samples are given in Figure 4.4, and show that distributions
Ga1 and Ga3 are not that different. Therefore, it is unsurprising that the p-value
for samples Ga1S100 and Ga3S100 is greater than the threshold of 0.10.
Distribution Samples p-value
Normal N1S100 vs. N4S100 0.007
Gamma Ga1S100 vs. Ga3S100 0.210
LogNormal LN1S100 vs. LN3S100 0.000
Table 4.8: The 3 p-values comparing the 3 pairs of random samples.
0
0.1
0.2
0.3
0.4
0.5
0 3.5 7 10.5
Sample Ga1S100 Sample Ga3S101
Gamma α=10.0, β=0.5 Gamma α=5.0, β=1.0
Figure 4.4: Plots of the PDF of Gamma(10, 2.5) and Gamma(5.0, 1.0) and the
histograms of the two random samples, Ga1S100 and Ga3S100, generated from
each of the two distributions respectively.
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4.5.5 Phase 5: distinguishing samples generated from different
types of distributions
We wish to assess the method’s ability to find the similarities between samples
with similar mean but different distribution shapes. We randomly generate one
sample of size 100 from each of the 4 different distributions listed in Table 4.3
above, which gives a collection of 4 random samples in total. The plots of prob-
ability density functions for these distributions are given in Figure 4.5. We run
100 bootstraps for each pair of samples to determine the p-values and hence the
similarity matrix given in Table 4.9.
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Normal μ=5.0, σ=1.0 Gamma α=10.0, β=0.5
Exponential λ=1/5 Lognormal μ=1.109, σ=1.00
Figure 4.5: Plots of the PDF curves of the 4 different distributions listed in Table
4.3.
The p-values given in Table 4.9 are all extremely low, as expected, except that
between the exponential and the lognormal. Both have their modes close to or at
zero and then decline, and so although the lognormal has less weight in the tails
of the distribution, the general shapes are similar. Furthermore, it is seen from
the histograms shown in Figure 4.6 that the two particular random samples are
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N1S100 Ga1S100 E1S100 LN1S100
N1S100 − 0.00 0.00 0.00
Ga1S100 0.00 − 0.00 0.00
E1S100 0.00 0.00 − 0.12
LN1S100 0.00 0.00 0.12 −
Table 4.9: Similarity Matrix for the four random samples generated from
distributions Normal(5.0, 1.0), Gamma(10.0, 0.5), Exponential(0.2) and
LogNormal(1.109, 1.0) respectively.
fairly close and so it is not unreasonable to have a p-value slightly higher than the
threshold 0.10.
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Figure 4.6: Plots of the PDF of Exponential(0.20) and Lognormal(1.109, 1.0)
and the histograms of the two random samples, E1S100 and LN1S100, generated
from each of the two distributions respectively.
4.6 Examples
Although this method of measuring similarity was originally derived to analyse
machine breakdown duration data, it is widely applicable. In this section, we
consider two examples:
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• breakdown duration data collected over a period of 3 months for six ma-
chines.
• hospital length-of-stay data for patients recovering from medical procedures.
4.6.1 Breakdown Duration Data
We here consider real breakdown duration data sets for six machines: ML01,
ML02, ML03, ML04, ML05, ML06, in an engine assembly line at one of Ford’s
plants. The size of these six data sets are 170, 319, 112, 113, 60 and 460 data
points, respectively. They come from machines with different functionalities in
different stations. The histograms of the breakdown duration data for the six ma-
chines are given in Figure 4.7. We wish to group the machines based on their
breakdown duration data and so we need to produce the similarity matrix for the
six machines.
We run 100 bootstraps for each pair of machines to determine the p-values
matrix given in Table 4.10. The p-value between machine ML05 and ML06 is the
highest value in the matrix, the p-values between any one of these two machines
and any machine of the other four machines are extremely small, which tells that
these two machines are very similar to each other and not similar to any other
machines in terms of their breakdown behaviour. Within the other four machines:
machine ML01 has a 0.21 similarity to ML04 and a 0.11 similarity to ML02 but
a similarity of less than 0.10 to ML03; Machine ML02 seems to be significantly
similar to ML01 and ML04, especially similar to ML04 as they have a much higher
p-value, but has a nearly zero similarity to ML03; machine ML04 has high p-
values for the comparison with ML02, ML01 and ML03; and ML03 only has a
significant p-value (greater than 0.10) for its comparison with ML04. Referring to
the histograms in Figure 4.7, both of the histograms for machines ML05 and ML06
have high peaks around 1.60 while the histograms for the other four machines
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ML01 ML02 ML03 ML04 ML05 ML06
ML01 − 0.11 0.08 0.21 0.01 0.00
ML02 0.11 − 0.03 0.51 0.00 0.00
ML03 0.08 0.03 − 0.20 0.00 0.00
ML04 0.21 0.51 0.20 − 0.00 0.00
ML05 0.01 0.00 0.00 0.00 − 0.89
ML06 0.00 0.00 0.00 0.00 0.89 −
Table 4.10: Similarity Matrix for six machines in a Ford engine assembly line,
based on their breakdown duration data.
have high peaks within the range of (0.60, 1.30); and both histograms have more
symmetric shapes than the other four. These features of the histograms confirm
the reliability of the p-value results.
4.6.2 Length-of-Stay Data
The method of estimating similarity presented here has been implemented to calcu-
late the similarity between medical procedures based on the hospital length-of-stay
data of the corresponding patients, where the data comes from a group of private
hospitals [41]. More information about the data and the grouping process will be
described in Section 5.5. We here use a small example of the length-of-stay data
of five procedures to illustrate our method.
The five procedures are coded as Q13.1, Q20.2, Q38.3, W37.1 and W42.1
(the codes are called OPCS-4 codes and are used by NHS). The first three pro-
cedures are procedures on the uterus and fallopian tubes: Q13.1 is implantation
of fertilised egg into uterus, Q20.2 is a biopsy of lesion of uterus, and Q38.3 is
therapeutic endoscopic operations on fallopian tube; and the last two procedures
are joint replacements: W37.1 is hip joint replacement and W42.1 is knee replace-
ment.
We run 100 bootstraps for each pair of procedures to determine the p-values.
The similarity matrix is given in Table 4.11. The p-values between any pair of
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Q13.1 Q20.2 Q38.3 W37.1 W42.1
Q13.1 0.91 0.46 0.00 0.00
Q20.2 0.91 0.60 0.00 0.00
Q38.3 0.46 0.60 0.00 0.00
W37.1 0.00 0.00 0.00 0.31
W42.1 0.00 0.00 0.00 0.31
Table 4.11: Similarity Matrix for five procedures based on their patients’ length-
of-stay data.
the procedures Q13.1, Q20.2 and Q38.3 are all larger than 0.40, which suggests
the length-of-stay data of these three procedures have been drawn from the same
distribution with a high probability. This seems to reflect the real situation be-
cause these three procedures are similar operations on similar organs. In particular,
the similarity between Q13.1 and Q20.2, 0.91, is much higher than the similarity
between Q13.1 and Q38.3 and that between Q20.2 and Q38.8, which makes sense
intuitively as both Q13.1 and Q20.2 are operations on the uterus and Q38.3 is a
procedure on the fallopian tubes. The matrix also shows that there are significant
differences between the set of procedures Q13.1, Q20.2 and Q38.3 and the set
of procedures W37.1 and W42.1 as the p-value between any procedure from the
former set and any from the latter set is zero, which is sensible because the former
set of procedures are very distinct from the joint replacements. That the p-value
between procedures W37.1 and W42.1 is larger than 0.30 is also reasonable as
there are definite similarities between the recovery time from a hip joint replace-
ment and a knee replacement. Overall, the resultant similarity matrix of the five
procedures appears to be reflecting the real situation quite well.
Since the p-value demonstrates the probability of the data sets having been
drawn from the same distribution, it shows the similarity of the corresponding
distributions of the data sets. The histograms of the length-of-stay data for the five
procedures given in Figure 4.8 add more confidences to the similarity results. For
instance, the way the histograms for procedures Q13.1, Q20.2 and Q38.3 distinct
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from those for W37.1 and W42.1 clearly supports the extremely small similarity
between the two sets of procedures.
These two examples show that the method we have described in this chapter
is an appropriate distribution-free method for estimating the similarity between
data sets that may be of different sizes. Although this method has been derived
to estimate the similarity index between breakdown duration data sets, it is also
applicable to other data sets, such as the hospital length-of-stay data in Example 2.
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Figure 4.7: Histograms of the breakdown duration data for the six machines.
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Figure 4.8: Histograms of the patients’ hospital length-of-stay data for the five
procedures.
Chapter 5
Classification of Machines
Having found the similarity matrix of the machines, we discuss the classification
method we propose to use for grouping the machines in this chapter. The group-
ing is such that two machines with statistically significantly different breakdown
duration data cannot be placed in the same group. We can later fit finite mixture
distributions to the grouped breakdown duration data. The aim is to use the fitted
finite mixture models for groups to represent the breakdown duration inputs for all
of the machines in the same group.
A review of the literature on classification methods is given in Section 5.1.
Then, in Section 5.2 we present a description of the Arrows classification method.
Section 5.3 gives an example of 20 machines involved in an engine assembly line
to demonstrate the Arrows classification process.
The Arrows method has similarities with cluster analysis and a comparison
with the cluster analysis method is given in Section 5.4 using some standard data as
examples and using the same example considered previously of the 20 machines.
A study of the features of the Arrows method is also included in this section. The
classification process described in this chapter could be applied to classify data
from a wide range of applications, in addition to manufacturing. We present an
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example of the classification of hospital procedures by their patients’ length-of-
stay data in Section 5.5. A short conclusion drawing together the main ideas of
this chapter is given in Section 5.6.
5.1 Classification
Classification is normally understood as the activity of allocating objects into a
smaller number of classes so that objects in one class are similar to one another. It
is also called identification or assignment [38].
There are a large number of classification methods, Section 5.1.1 gives suggest-
ed categorisations for these methods. We introduce two main targets of classifica-
tion methods in Section 5.1.2. We then go on to describe the sorting strategies and
algorithms of the procedure generally used for finding clusters in Section 5.1.3. A
brief comparison of different sorting strategies is given in Section 5.1.4.
5.1.1 Types of Classification
Two general types of classification methods can be specified based on distinction
of the classification process (see for example, Grabmeier and Rudolph [74] and
Fielding [55]):
(i) Hierarchical Classification:
Generally known as being able to transform a raw data matrix, similarity
matrix or dissimilarity matrix into a dendrogram.
(ii) Partitioning:
The result is a partition of the set of objects.
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In addition to these two types, Cormack [38] indicates that there is another ma-
jor type: clumping, where the resultant classes can overlap. There are other types
such as model-based, density-based, factor analysis variants and graph theoretic
methods (see for example, Aldenderfer and Blashfield [2], Anderberg [3], Everitt
[53] and Fielding [55]).
Another categorisation of classification made based on the distinction of the
process is given by Kendall [93]:
(a) Classification:
Objects in one class are needed to be isolated from objects in another class.
(b) Dissection:
Objects in one class are not necessarily isolated from objects in another
class.
Gengerelli [62] gives an example to demonstrate the differences: “If there are
two dense clusters of buildings separated by much empty space, we have no diffi-
culty in perceiving the existence of two villages; whereas if a village by one name
coalesces with a village by another name, we feel that the separation is artificial
and that there exist not two entities, but one”. It seems to be understandable that
all sets of objects can be dissected but not all can be classified.
It is emphasized by Cormack [38] that different methods of classification can
be achieved by one algorithm; for example, a sorting strategy with a particular
algorithm gives a hierarchical classification but produces a partition or clump when
a stopping rule is applied. The Arrows classification method, which we introduce
in Section 5.2, can be described as a combination of an hierarchical classification
method and a partitioning method. A dendrogram is formed by clusters merging
at different similarity levels but a threshold, whose value is chosen by the user, is
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used as a stopping rule: any amalgamation of two clusters with a similarity smaller
than the chosen similarity threshold is not allowed.
5.1.2 Method Targets
Methods strive to maximize either internal cohesion or external isolation or some
combination of the two, where internal cohesion can be defined such that an object
should be added into an existing cluster if its smallest similarity with any mem-
ber in the cluster is larger than some chosen threshold [29] and external isolation
focuses on the isolation between clusters such that there should be a clear distinc-
tion between clusters, and similar objects shall not be divided into different clusters
[137]. Sze´kely and Rizzo [152] state that many standard clustering procedures aim
only at within cluster distance minimization, i.e. internal cohesion maximization,
or at between cluster distance maximization, i.e. external isolation maximization.
Cormack [38] states that often both are included in one classification method. For
example, Gengerelli [62] discusses a method satisfying the requirement that the
distance between any two objects in one group is less than the distance between
any object in the group and any not in it. Needham [121] describes a method in
which the sum of the similarities of any object to the other objects in one group
should exceed the sum of its similarities to objects in other groups and vice versa
for objects in other groups. Our method also is a combination of the two ideas.
5.1.3 Obtaining Classes
Cormack [38] indicates that there are three types of procedure generally used for
finding clusters:
• Agglomerative: merging n objects into classes.
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• Divisive: dividing one initial class containing n objects into a larger number
of classes.
• Clustering: reallocating objects between sets of some initial classes.
The first two types: agglomerative and divisive, are suggested by a number of
authors to be the two major types of hierarchical classification, which is gener-
ally known as the procedure for transforming the raw data matrix, similarity or
dissimilarity matrix into a dendrogram. There are other types of algorithms of
hierarchical classification methods; for example, Gordon [70] identifies two addi-
tional types: constructive and direct optimization algorithms. The former progress
by “successively adding new objects to a hierarchical classification of a smaller
data set” and algorithms have been introduced by Sibson [146] and Defays [46]
to update single linkage and complete linkage dendrograms. The latter has been
advocated by Hartigan [79], Carroll [26] and De Soete [45].
Grabmeier and Rudolph [74] give a diagram of a taxonomy of classification
methods and clustering algorithms and a simpler version of this diagram is shown
in Figure 5.1, reproduced from Fielding [55]. Hierarchical classification methods
are considered to be the most popular classification methods. The agglomerative
and divisive algorithms will be further described below.
Agglomerative
There are n single-object classes initially, and the most similar pair of classes is
merged at each stage. Different sorting strategies are distinguished by their way
of determining the similarity between two classes of objects. There is a general
agglomerative algorithm proposed by Lance and Williams [100, 101], in which the
measures of dissimilarity between class Ck and a new class C(ij) that is formed by
CHAPTER 5 94
Partitioning
Classification Methods
Hierarchical classification
Agglomerative
Algorithms
Divisive
Algorithms
Monothetic Polythetic User-defined Data-driven
Figure 5.1: A Taxonomy of classification methods and sorting algorithms. Repro-
duced from [55].
combining class Ci and class Cj can be defined as:
dk(ij) = αidki + αjdkj + βdij + γ |dki − dkj| (5.1)
A similar but more general form for Equation 5.1 was proposed by Jambu [87],
with three new parameters introduced,
dk(ij) = αidki + αjdkj + βdij + γ |dki − dkj|+ δihi + δjhj + ǫhk (5.2)
where hi is the height of class Ci in the dendrogram representing the clustering
process.
Gordon [70] states “an advantage of the general formulation is that the initial
matrix of pairwise dissimilarities need not be retained, but can be overwritten as
the amalgamation proceeds”.
The values of the parameters for a number of well-known clustering strategies
are given in Table 5.1, reproduced from Gordon [70]. In this table wi is the weight
of class Ci, and is set equal to the number of objects in Ci, i.e. wi = ni.
The single linkage clustering strategy is also referred to as the nearest neigh-
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Method
& References αi β γ γi ǫ
Single linkage
(Sneath [147];
Sokal and Sneath [149])
1
2
0 −1
2
0 0
Complete linkage
(McQuitty [116];
Sokal and Sneath [149])
1
2
0 1
2
0 0
Group average linkage
(Sokal and Michener [148];
McQuitty [118])
wi
wi+wj
0 0 0 0
Weighted average linkage
(McQuitty [118], [118])
1
2
0 0 0 0
Table 5.1: Values of the parameters for clustering strategies. Reproduced from
Gordon [70].
bour method. For single linkage clusters, the distance between two clusters is
defined as the distance between the two most similar objects in the two clusters
[53]. It is said to be “the simplest agglomerative sorting procedure” [38]. An
advantage of this strategy is that consecutive merging always occurs at lower levels
of inter-cluster similarity.
One drawback of single linkage is that clusters may be forced to be merged
due to only one object from one cluster being similar to another object from the
other cluster, even if many other objects in each cluster are very distant from each
other: a situation described as the chaining phenomenon. Another pitfall identified
by Hodson in [82] is that when there are “transitional” objects between distinct
clusters, single linkage cannot provide reasonable results. Such transitional objects
were referred to as “intermediates” and suggested to be treated as noise in Cormack
[38]. Wishart [170] and Baron and Fraser [9] propose methods to eliminate noise
from objectives and from variables respectively. Shepherd and Willmott [145]
suggest an extra constraint that an object is allowed to join a cluster only if its
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similarities to a certain number of members of that cluster are all larger than some
chosen threshold and this can be used to break the chaining phenomenon.
Complete linkage is also known as the furthest neighbour sorting method. It is
the opposite of single linkage; the distance between two clusters here is specified
as the distance between the two farthest objects in the two clusters [53]. Thus,
one feature of the complete linkage method is that it gives compact clusters [3].
However, the outliers greatly affect the merging process. This strategy is not ap-
propriate if random noise is present in the data, but is useful if the expected clusters
are very distinct in the multi-dimensional space. Similar to single linkage, merging
occurs “monotonically with inter-cluster similarity” [38].
Group average linkage and Weighted average linkage methods define the sim-
ilarity between two clusters as the unweighted and weighted averaged similarity
between the objects from one cluster and those from the other [53] and both there-
fore need numerical calculations. Accordingly, their clustering effect is in-between
the single linkage and complete linkage. Both methods produce monotonic cluster
trees. The two methods are almost identical, the only difference is that with the
weighted average linkage, the numbers of objects contained in the two clusters
are used as weight [53]. Sokal and Sneath [149] formulate the similarity between
clusters Ci and Cj as:
Sij =
∑
a∈Ci
∑
b∈Cj
(sabwawb)∑∑
wiwj
(5.3)
where sab is the similarity index between objects a from Ci and b from Cj . So
for the group average linkage strategy wa is equal to 1 and for the weighted av-
erage linkage strategy wa = ni. Therefore, the weighted average linkage method
is suggested to be applied if the cluster weights are expected to be significantly
uneven.
For the agglomerative hierarchical part, our Arrows method has similarities to
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the complete linkage and average linkage methods, with a major additional con-
straint that the similarities of every pair of objects in every cluster should all be
greater than or equal to some specified threshold.
Divisive
Divisive algorithms start with one big class including all n objects. At each stage
of the algorithm, the current class is divided into two smaller classes. The divisive
hierarchical method can be thought of as the opposite of the agglomerative hie-
rarchical method. It is stated by Fielding in [55] that it is not widely used as it
appears to have computational difficulties. This method can be divided into two
types: monothetic and polythetic [55]. The former divides the class on the basis of
the possession of only a single variable and often leads it to “misclassify” [167],
while the latter uses the values taken by more than one variable ([125] and [80]).
Chipman and Tibshirani [36] have proposed a hybrid method that combines the
solutions of agglomerative hierarchical clustering and divisive hierarchical clus-
tering.
5.1.4 Strategy Comparison
Jardine and Sibson [88] and many other authors have identified that methods and
algorithms can have distinct meanings. For example, Rohlf [139] has proved that
the single linkage method can be achieved by a number of different algorithms.
Gower [73] believes that if there is a huge distinction between objects and clear
distinct clusters any useful clustering strategy would classify the objects correctly.
However, different clustering methods can and do generate different classification
solutions to the same data set when the distinction is less clear cut ([53] and [70]).
The single linkage method has been proposed by Jardine and Sibson in [88] to be
the method that satisfies a number of desirable properties, but, there is no single
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method believed to be uniquely suitable for any data set. Therefore, it is important
to choose the appropriate clustering methods for different data sets and a number
of approaches have been proposed to do so.
There are simulation studies investigating the behaviour of clustering methods.
Milligan [120] gives a review of this type of study. Although detailed information
about the clustering procedures can be accumulated in these simulation studies,
they provide little guidance on the most appropriate method for a particular data
set without knowing its characteristics. A second approach is to obtain a number
of requirements that it is desirable to see in the analysis of a data set and examine
various sorting strategies to ascertain whether the requirements can be satisfied.
Fisher and Van Ness [56] and Van Ness [154] have proposed this approach and
provided a list of properties. An example is given in Gordon [70]: if a clustering
method is required to be monotone admissible (that is, if a monotone transforma-
tion is made on the entire similarity or dissimilarity matrix, the clustering solution
stays the same.) Single linkage and complete linkage methods are the only two
strategies in Table 5.1 that satisfy this requirement. Another approach is to use
more than one clustering method to classify the data set and synthesize the ob-
tained results so that the combined solution may “represent genuine structure in the
data” [70]. Rohlf [138] has proposed an adaptive agglomerative sorting algorithm
to adapt the index of dissimilarity corresponding to the data structure. Diday and
Moreau [49] have used the information obtained from a training set whose clusters
are given by the analyser to choose suitable values of the parameters in formula-
tion 5.2 for analysing a new data set of a larger size. It is suggested by Gordon [70]
that the adaptive agglomerative clustering algorithm and the training set strategies
can be applied to specify the structure in the data set and thus to help in selecting
suitable clustering methods for it.
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5.2 Arrows Classification Method
We aim to classify the machines involved in the assembly line into a smaller num-
ber of groups, based on their breakdown duration data, such that no pair of ma-
chines in a group has sampled breakdown duration data with significantly different
distributions. The similarity matrix that is used to classify the machines into groups
is made up of the p-values describing the probabilities of pairs of samples having
been drawn from the same distribution as described in Section 4.4.
First, we define two terms that we associate with the name of the method. Ma-
chines Mi and Mj have a double-arrow connection if pij , the p-value comparing
their corresponding sets of data, is the highest in both row i and row j of the simi-
larity matrix and pij is greater than the specified threshold p0. Machines Mi and
Mk have a single-arrow connection if pik is the highest in only one of the rows i
or k and pik is greater than the specified threshold p0.
We follow the steps below to determine the groups.
1. Choose the threshold p-value, p0, for assuming that two sets of data are
similar enough to be grouped together. If the p-value for the fit between the
breakdown duration data of a pair of machines is greater than or equal to
p0 then they can be put in the same group; otherwise, the data are assumed
to be significantly different. We currently use 0.10 as a threshold p-value.
Increasing the p-value threshold to, e.g. 0.20, may increase the average
similarities within groups but may also increase the number of groups.
2. Search the similarity matrix,
(a) If Mi and Mj are not grouped and they have the greatest double-arrow
connection in the pool of ungrouped machines, put machine i and ma-
chine j into one group, say group Ca.
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(b) Place all ungrouped machines that have double-arrow connections or
single-arrow connections to machine i or machine j in group Ca.
(c) Place in Ca all ungrouped machines that have double-arrow connec-
tions or single-arrow connections to any of the machines added to
group Ca in step 2(b). Continue until there are no more possible ma-
chines to be grouped together.
(d) Start to find a new group from step 2(a). Search the whole similari-
ty matrix, until no more new machine groupings can be made. It is
possible that some groups are made up of only one machine.
3. Check the p-values of all pairs of machines in each group, e.g. for group
Ca: if the values are all greater than or equal to p0, the threshold we choose,
keep Ca; otherwise, for pairs with p-values less than p0, use the following
decision process to determine which machine in the pair to keep and which
machine should be deleted from group.
(a) If Mi and Mj have a double-arrow connection keep both of the ma-
chines in Ca as machines with double-arrow connections form the core
of the groups. This also reduces the number of machines that we need
to search over in the following step of the algorithm.
(b) Take out the machine with the weakest connection with the others in
the group and repeat this until there are no pairs of machines with p-
values under p0 inCa, where the strength of a connection of an machine
Mi to its group Ca is measured by its inside connection defined as
p(i,a) =
∑
pij
Na − 1 ,Mj ∈ Ca and j 6= i, (5.4)
where Na is the number of machines in group Ca. This is effectively
the average of the p-values between machine Mi and the other ma-
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chines in Ca.
4. For each possible pair of groups, check the p-values between the machines
in the first group and those in the second group. If all pairs of machines in
group Ca and group Cb have p-values greater than or equal to p0, these two
groups can be combined into a new group. If we can combine group Ca
with group Cb or with group Cd, combine the groups which have the greater
average connection between them, where the average connection between
groups Ca and Cb is defined to be
p(a,b) =
∑
Mi∈Ca
∑
Mk∈Cb
pik
NaNb
, (5.5)
where pik is the similarity between machine i from group Ca and machine
k from group Cb, and Na and Nb are the numbers of machines in group Ca
and group Cb respectively. This is effectively the average of the p-values
for the comparisons between the machines in group Ca and those in group
Cb. Search until all of the groups have been processed and combined where
possible, including groups formed during step 4.
The above classification procedure has been implemented in Visual Basic for
Applications. Although this method has been devised to classify machines, it is
widely applicable. We next consider its application to a number of example data
sets.
5.3 An Example of Machine Classification
We illustrate the classification method using an example of twenty machines in-
volved in one of Ford’s engine assembly lines. We currently use 0.10 as the thresh-
old p-value for assuming two sets of breakdown duration data are similar enough
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to be grouped together. Increasing the threshold may improve the homogeneity of
the groups but also would increase the number of groups. It is therefore necessary
to set the threshold for p-values to achieve a balance between the two conflicting
aims of homogeneity and a small number of groups. A study of the influence of
the threshold on grouping results using the Arrows method will be given in Section
5.4. Using the groups found by the Arrows method we then fit a different mixture
distribution for each group, and in the simulation use this as the breakdown dura-
tion distribution for all of the machines in the group. The influence of the choice of
threshold for machines grouping on the resultant output of simulation models us-
ing fitted mixture distributions for different groups will be investigated in Section
7.3.
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M01 M02 M03 M04 M05 M06 M07 M08 M09 M10 M11 M12 M13 M14 M15 M16 M17 M18 M19 M20
M01 − 0.02 0.00 0.00 0.11 0.00 0.03 0.00 0.09 0.14 0.50 0.50 0.06 0.00 0.04 0.00 0.06 0.00 0.13 0.13
M02 0.02 − 0.62 0.00 0.03 0.00 0.00 0.00 0.08 0.22 0.02 0.03 0.00 0.00 0.17 0.00 0.00 0.01 0.01 0.07
M03 0.00 0.62 − 0.00 0.03 0.00 0.00 0.00 0.01 0.05 0.00 0.00 0.00 0.00 0.12 0.00 0.00 0.00 0.02 0.08
M04 0.00 0.00 0.00 − 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
M05 0.11 0.03 0.03 0.00 − 0.00 0.00 0.03 0.00 0.19 0.15 0.16 0.57 0.00 0.12 0.00 0.14 0.00 0.85 0.93
M06 0.00 0.00 0.00 0.00 0.00 − 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00
M07 0.03 0.00 0.00 0.00 0.00 0.00 − 0.17 0.00 0.36 0.00 0.00 0.31 0.01 0.00 0.00 0.82 0.00 0.18 0.01
M08 0.00 0.00 0.00 0.00 0.03 0.00 0.17 − 0.00 0.29 0.00 0.00 0.20 0.00 0.00 0.00 0.63 0.00 0.32 0.01
M09 0.09 0.08 0.01 0.00 0.00 0.00 0.00 0.00 − 0.02 0.05 0.08 0.00 0.00 0.01 0.00 0.00 0.00 0.02 0.01
M10 0.14 0.22 0.05 0.01 0.19 0.00 0.36 0.29 0.02 − 0.27 0.26 0.82 0.03 0.14 0.02 0.23 0.07 0.53 0.36
M11 0.50 0.02 0.00 0.00 0.15 0.00 0.00 0.00 0.05 0.27 − 0.38 0.29 0.00 0.06 0.00 0.01 0.00 0.38 0.25
M12 0.50 0.03 0.00 0.00 0.16 0.00 0.00 0.00 0.08 0.26 0.38 − 0.26 0.00 0.09 0.00 0.01 0.00 0.30 0.30
M13 0.06 0.00 0.00 0.00 0.57 0.00 0.31 0.20 0.00 0.82 0.29 0.26 − 0.02 0.05 0.00 0.62 0.02 0.57 0.48
M14 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.03 0.00 0.00 0.02 − 0.00 0.00 0.37 0.00 0.06 0.00
M15 0.04 0.17 0.12 0.00 0.12 0.00 0.00 0.00 0.01 0.14 0.06 0.09 0.05 0.00 − 0.00 0.00 0.10 0.38 0.45
M16 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.00 − 0.07 0.00 0.01 0.00
M17 0.06 0.00 0.00 0.00 0.14 0.00 0.82 0.63 0.00 0.23 0.01 0.01 0.62 0.37 0.00 0.07 − 0.00 0.30 0.11
M18 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.07 0.00 0.00 0.02 0.00 0.10 0.00 0.00 − 0.51 0.15
M19 0.13 0.01 0.02 0.00 0.85 0.01 0.18 0.32 0.02 0.53 0.38 0.30 0.57 0.06 0.38 0.01 0.30 0.51 − 0.71
M20 0.13 0.07 0.08 0.00 0.93 0.00 0.01 0.01 0.01 0.36 0.25 0.30 0.48 0.00 0.45 0.00 0.11 0.15 0.71 −
Table 5.2: Similarity Matrix for the 20 machines based on their breakdown duration data.
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For these 20 machines the Arrows classification process proceeds as follows:
1. Step 1
Choose the p-value threshold p0 = 0.10.
2. Step 2 (see Figure 5.2)
Form 8 groups based on identifying the single-arrow and double-arrow con-
nections, which are displayed in Figure 5.2 as black arrows with heads at
either one end (single-arrow connections) or both ends (double-arrow con-
nections). For example, machines M01 and M11 have a double-arrow con-
nection as the p-value for the comparison between these two machines is the
greatest in row 1 and row 11 of the similarity matrix and is greater than p0.
3. Step 3 (see Figure 5.2)
Identify 6 pairs of machines in 3 groups that are formed in step 2 that have
significantly different breakdown duration data. The connections between
these pairs are coloured red in Figure 5.2. Decide which machine or ma-
chines to remove from the corresponding groups to ensure that there are no
groups containing pairs of machines with p-values less than p0, i.e. no red
connections. The three groups with red connections are groups 2, 3 and 4.
We consider each of the three groups in turn:
(a) Group 2: The priority is to keep pairs of machines with double-arrow
connections in the same group; therefore, M09 is removed from the
group to eliminate the red connection.
(b) Group 3: M05 and M20 have a double-arrow connection and should
be kept in the same group. M18 has the weakest inside connection and
is discarded. The resultant group has no red connections.
(c) Group 4: M07 and M17 have a double-arrow connection and should
be kept in the same group. Of the remaining machines, M14 has the
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weakest inside connection and is deleted. The resulting group has no
red connections.
4. Step 4 (see Figure 5.3)
Combine groups 4 and 5 after step 3 as no pairs of members are significantly
different, i.e. there are no red connections after the amalgamation. This is
the only merging that can take place without creating red connections.
Finally 10 groups are obtained, as shown in Figure 5.3, the largest group
contains 5 machines and there are 6 groups that contain only one machine.
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Figure 5.2: Steps 1 and 2 of the example of 20 machines, showing groups with
double-arrow and single-arrow connections and the strength of the connections
within each group. Red curve (— - - — -): p-value of the two connected machines
is significantly different; yellow curve (- - - - - - - -): p-value of the two connec-
ted machines is on the borderline; green curve (————–): p-value of the two
connected machines is not significantly different.
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Figure 5.3: Step 4 of the example of 20 machines in which we try to combine the
primary groups without red connections
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5.4 Comparison with Cluster Analysis
In this section, we compare the Arrows method with cluster analysis. The Arrows
classification method has similarities with complete linkage clustering and average
linkage clustering methods. The complete linkage cluster analysis algorithm pro-
ceeds iteratively, combining the two most similar machines or groups of machines
at each iteration, where the distance between any two groups is defined to be the
greatest distance (in this case, the smallest p-value) from any member of one group
to any member of the other group. The average linkage cluster analysis algorithm
is the same as the complete linkage except the distance between any two groups is
now defined to be the average of the distances from any member of one group to
any member of the other group.
The Arrows classification method uses a threshold distance or similarity to
ensure that all of the objects in a group have significant similarities. It is thus
very easy to control the similarity level in the final groups when using the Arrows
method. Where the two methods differ is that the clustering method searches the
whole matrix to find the most similar groups to merge while the Arrows method
aims to keep together objects that have what we term an double-arrow connection.
Two objects have a double-arrow connection if one object has the greatest simi-
larity to the other object and vice versa for the other object and thus keeping these
objects together is a way to enhance the internal cohesion of groups resulting from
the Arrows method.
The following gives a comparison between the complete and average linkage
cluster analysis methods and the Arrows method by first using an example distance
matrix from a text book and then extending this example to better highlight the
features of the Arrows method. Finally, we show how the Arrows method works
in practice, using the 20 machines example that has been described in Section 5.3.
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1 2 3 4 5
1 0.0 2.0 6.0 10.0 9.0
2 2.0 0.0 5.0 9.0 8.0
3 6.0 5.0 0.0 4.0 5.0
4 10.0 9.0 4.0 0.0 3.0
5 9.0 8.0 5.0 3.0 0.0
Table 5.3: Distance Matrix of Example 1 from Everitt [53] P9.
5.4.1 Example 1
We use a distance matrix obtained from Everitt [53] (P9) as an example; the dis-
tance matrix is given in Table 5.3. We apply complete linkage and average linkage
clustering methods, and the Arrows method. The grouping results for the cluster
analyses are presented in the two dendrograms given in Figure 5.4. For the Arrows
method, we set a distance threshold of 10.00 with the purpose of getting a complete
dendrogram, as shown in Figure 5.5. (In all of the dendrograms shown in Section
5.4, the first column of numbers is the corresponding distance or similarity level at
each amalgamation, and the second column of numbers denote the order of each
amalgamation only.) As the opposite of setting a similarity/p-value threshold, a
distance threshold is set so that a pair of objects can be put in the same group only
when the distance between them is less than or equal to this distance threshold.
So, in this case, a distance threshold of 10.00 is equivalent to a similarity threshold
of zero.
The dendrograms of this example resulting from the three methods are all seen
to be similar in shape. Such is not always the case, as will be seen in Sections
5.4.2 and 5.4.3. Moreover, it may not be possible for the Arrows method to show
the grouping results of different similarity levels by a continuous and complete
dendrogram such as Figure 5.5, since the merging of some objects or groups might
change when the threshold is set to a different value, which will also be illustrated
in Sections 5.4.2 and 5.4.3.
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DIS
2.00 1
3.00 2
5.00 3
10.00 4
(a)
51 2 3 4 DIS
2.00 1
3.00 2
4.50 3
7.83 4
(b)
51 2 3 4
Figure 5.4: Dendrograms of the grouping results for objects with the distance mat-
rix given in Table 5.3: (a) from the complete linkage cluster analysis; (b) from the
average linkage cluster analysis. The first column of numbers is the corresponding
distance between the objects or groups at each amalgamation.
Distance
Threshold
2.00 1
3.00 2
5.00 3
10.00 4
1 2 3 4 5
Figure 5.5: Dendrogram of the grouping results from the Arrows method for ob-
jects with distance matrix given in Table 5.3. The first column of numbers is the
distance threshold.
In this example, objects 1 and 2, and objects 4 and 5 have double-arrow con-
nections and are also the closest and second closest pairings and therefore the
merging of these two pairs of objects will occur first using all of the three meth-
ods. Although at the dissimilarity level of 5.00, object 3 is in the same group with
(4, 5) rather than with (1, 2) using all of the three methods, the criteria and pro-
cess of getting the group (3, 4, 5) differs between the three methods. For complete
linkage clustering and average linkage clustering, the only difference is the way
of calculating the distance from object 3 to the existing two groups (1, 2) and (4,
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5). For the former method, the distance between object 3 and group (1, 2) is 6.00,
which is larger than the distance between object 3 and group (4, 5), so with com-
plete linkage object 3 will be combined with group (4, 5). For average linkage,
the distance between object 3 and group (4, 5) is 4.50, which is smaller than the
distance between object 3 and group (1, 2), 5.50, so the next merging is again
between object 3 and group (4, 5).
The Arrows method gives objects with single-arrow connections some priority
by combining all objects with single-arrow and double-arrow connections at the
beginning of the grouping process, right after the threshold has been set. In this
case, objects 3 and 4 have an single-arrow connection, as the distance between
3 and 4 is the smallest in column 3 and row 3 of the distance matrix, and the
distances between objects 3 and 4 and objects 4 and 5 are both smaller than the
chosen distance threshold; thus the Arrows method combines object 3 with group
(4, 5) rather than with group (1, 2) at the second step of the classification process
described in Section 5.2, when the chosen distance threshold is 5.00.
5.4.2 Example 2
We extend Example 1 by changing the distances between objects 1 and 3 and ob-
jects 2 and 3, and adding two new objects. The new set up is designed to highlight
the features of the Arrows method and the distance matrix is given in Table 5.4.
The new dendrograms of grouping results from the complete linkage clustering
and average linkage clustering are given in Figure 5.6. The dendrogram of groups
resulting from the Arrows method using a distance threshold of less than 5.00 is
given in Figure 5.7; it is not possible to show the grouping results of similarity
levels that are greater than or equal to 5.00 properly in the same dendrogram, since
the merging of object 3 changes when the threshold is set to 5.00 or greater, which
will be illustrated later in this section.
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1 2 3 4 5 6 7
1 0.0 2.0 5.5 10.0 9.0 11.0 11.0
2 2.0 0.0 3.1 9.0 8.0 11.0 11.0
3 5.5 3.1 0.0 4.0 5.0 4.6 4.6
4 10.0 9.0 4.0 0.0 3.0 11.0 11.0
5 9.0 8.0 5.0 3.0 0.0 11.0 11.0
6 11.0 11.0 4.6 11.0 11.0 0.0 3.5
7 11.0 11.0 4.6 11.0 11.0 3.5 0.0
Table 5.4: Distance Matrix of Example 2.
DIS
2.00 1
3.00 2
3.50 3
4.60 4
10.00 5
11.00 6
5 6 7
(a)
1 2 34 DIS
2.00 1
3.00 2
3.50 3
4.30 4
7.50 5
9.72 6
(b)
5 6 71 2 3 4
Figure 5.6: Dendrograms of the grouping results for objects with distance matrix
given in Table 5.4: (a) from the complete linkage cluster analysis; (b) from the
average linkage cluster analysis. The first column of numbers is the corresponding
distance between the objects or groups at each amalgamation.
Using the new distance matrix, objects 1 and 2, objects 4 and 5, and objects
6 and 7 have double-arrow connections and are the closest pairs of objects and
therefore the merging of these three pairs of objects make up the first three amal-
gamations. At the dissimilarity level of 4.60, the complete linkage clustering and
the Arrow method differ from the average linkage clustering over where they place
object 3. For the complete linkage clustering, the distance between object 3 and
group (6, 7) is 4.60, which is smaller than the distances between object 3 and
group (1, 2) or group (4, 5); and so object 3 is combined with group (6, 7). For
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Distance
Threshold
2.00 1
3.00 2
3.50 3
4.60
< 5.00
6 751 2 34
Figure 5.7: Dendrogram of the grouping results from the Arrows method using
distance threshold lower than 5.00 for objects with distance matrix given in Table
5.4. The first column of numbers is the distance threshold.
the Arrows, object 3 is amalgamated with group (6, 7) rather than with group (1,
2) or group (4, 5) because the distances between object 3 and objects 1 or 5 are
both higher than the specified distance threshold. While for the average linkage
clustering, the distance between object 3 and group (1, 2) is 4.30, which is smaller
than the distances between object 3 and group (4, 5) or group (6, 7); the next
merging is therefore object 3 and group (1, 2).
For the Arrows method, multiple criteria are used to decide the next merging.
First it ensures that no objects that are further apart than the threshold distance can
be placed within the same group, then it ensures that objects with double-arrow
connection are placed in the same group. The Arrows method prefers to keep ob-
jects with single-arrow connections together, if all relevant distances are below the
threshold distance, even when there are other potential amalgamations satisfying
the first criterion. If there are no objects with single-arrow connections involved, it
allows the merging of objects or groups with lower or the lowest average distance
(i.e. higher or the highest average connection).
It is possible that one object or group may be combined with different groups
or objects when the distance threshold changes. This might occur as a result of
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the method’s intention of keeping objects with single-arrow connections in the
same group, while satisfying the condition that every pair of objects in the same
group should have a distance that is below the threshold distance. For example, the
grouping results for object 3 are different when the distance threshold is changed
from 5.50 to 5.00, as shown in Table 5.5. When there is no relevant influence from
single-arrow connections, one object may also be grouped with different groups
or objects when a different distance threshold is selected due to the method’s aim
to merge objects or groups with higher average connections, while satisfying the
condition that every pair of objects in the same group should have a distance that
is below the selected threshold distance. An illustration of this situation is also
shown in Table 5.5: the different merging for object 3 when the distance threshold
is changed from 5.00 to 4.60.
Distance
Threshold Group Objects
5.50 1 1, 2, 3
2 4, 5
3 6, 7
5.00 1 1, 2
2 3, 4, 5
3 6, 7
4.60 1 1, 2
2 4, 5
3 3, 6, 7
Table 5.5: Grouping results of Example 2 using the Arrows method with a distance
threshold of 4.60, 5.00 or 5.50.
Selecting a distance threshold of 5.50, object 3 is placed in the same group as
objects (1, 2) in step 2 of the Arrows classification process described in Section
5.2, because object 3 has a single-arrow connection with object 2 and the distance
between objects 3 and 1 is no greater than 5.50, the distance threshold. However,
when the distance threshold is set to be 5.00, object 3 can no longer be put in the
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same group with (1, 2) because the distance between objects 3 and 1 is now larger
than the distance threshold; thus, object 3 is grouped with group (4, 5) in step
4 of the classification process described in Section 5.2, as the distances between
object 3 and object 4 or object 5 are both no greater than the current distance
threshold and the average distance between object 3 and group (4, 5) is smaller
than the average distance between object 3 and group (6, 7). Moreover, when the
threshold is changed to be 4.60, the grouping result for object 3 is different again;
object 3 is amalgamated with group (6, 7) rather than with group (4, 5) because
the distance between objects 3 and 5 is now higher than the specified distance
threshold and hence object 3 cannot be merged with group (4, 5) even though the
average distance between object 3 and group (4, 5) is smaller than the average
distance between object 3 and group (6, 7).
Since using different thresholds means the grouping results for object 3 may
be different, it is not possible for the Arrows method to show the grouping results
of different similarity levels by a continuous and complete dendrogram; only the
incomplete dendrogram of using a distance threshold of less than 5.00 shown in
Figure 5.7 can be drawn, from which the grouping results can be read straightfor-
wardly when a distance threshold is set to be any value less than 5.00.
It is seen that the three methods give similar results; for instance, the core of the
groups, (1, 2), (4, 5) and (6, 7), stay the same. From the groupings resulting from
the Arrows method using different distance thresholds, it seems that when a lower
similarity level is required within the groups, the Arrows method appears to be
more similar to the average linkage clustering, however, when a higher similarity
level needs to be achieved, the Arrows method tends to be closer to the complete
linkage clustering.
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5.4.3 Example 3
It is seen from the previous two examples that the Arrows classification method
has similarities with the complete linkage and average linkage hierarchical cluster
analysis [3]. We here use a more complicated example to study the differences
between the methods as well as the influence of the threshold on the results of the
Arrows method; the similarity matrix is given in Table 5.2. The dendrograms of
the grouping process of the 20 machines using the complete linkage and average
linkage clustering are given in Figures 5.8 and 5.9, respectively. The dendrogram
resulting from the Arrows classification method for p-value thresholds p0 > 0.046
is given in Figure 5.10. When the threshold is set to be less than or equal to 0.046,
group (M10, M13) may be combined with different machines or groups of ma-
chines and thus the corresponding grouping results cannot be properly displayed
in the same dendrogram.
For the machines data, we generally assume that two machines with a p-value
smaller than 0.10 are considered to be significantly different and therefore cannot
be combined in to one group. Thus, it is reasonable to ignore the grouping results
obtained at a similarity level below 0.046.
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0.927 1
0.822 2
0.819 3
0.715 4
0.623 5
0.502 6
0.383 7
0.235 8
0.125 9
0.112 10
0.109 11
0.006 12
0.000 13
0.000 14
0.000 15
0.000 16
0.000 17
0.000 18
0.000 19
M06M01 M19 M03M15M11 M20M12M05 M09 M16M18M07M02 M17M10 M13M08 M14M04
Figure 5.8: Dendrogram from the complete linkage cluster analysis for the ex-
ample of 20 machines. The first column of numbers is the corresponding similarity
level at each amalgamation.
CHAPTER 5 118
0.927 1
0.822 2
0.819 3
0.783 4
0.623 5
0.502 6
0.451 7
0.442 8
0.371 9
0.227 10
0.187 11
0.126 12
0.094 13
0.084 14
0.043 15
0.027 16
0.007 17
0.001 18
0.000 19
M04M10 M13 M08 M14M18 M07 M02M17 M06M01 M19 M03M15M11 M20M12M05 M09 M16
Figure 5.9: Dendrogram from the average linkage cluster analysis for the example
of 20 machines. The first column of numbers is the corresponding similarity level
at each amalgamation.
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P-value
Threshold 1
0.822 2
0.819 3
0.715 4
0.623 5
0.502 6
0.383 7
0.235 8
0.121 9
0.109 10
0.049 11
>0.046
M06M14 M16M18M17 M10 M13M04M20 M15M08M07M02 M03M19M05M12 M01M11 M09
Figure 5.10: Dendrogram from the Arrows clustering method using similarity
threshold p0 > 0.046 for the example of 20 machines. The first column of numbers
is the corresponding p-value/similarity threshold.
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We compare the classification methods by examining the grouping results at a
similarity level of 0.10 as we assume that two sets of data are similar enough to be
grouped together when their p-value is above 0.10.
We consider the average linkage clustering initially. The dendrogram is given
in Figure 5.9, and this shows that the 12th merging happens at similarity level of
0.126 while the 13th amalgamation happens at 0.094. Thus, at a similarity level
of 0.10, it gives 8 groups, as listed in Table 5.6. Since the average linkage clus-
tering uses the average similarity between groups as the only measure to decide
groups, there are pairs of machines with very low p-values that are included in the
same groups. For example, in the first group in Table 5.6, the similarity between
M15 and M13 is 0.046; in the third group, M07 and M14 have an extremely small
similarity p-value of 0.009, while M08 and M14 has a even lower p-value of zero,
which statistically means there is zero possibility that the breakdown duration data
of M08 and M14 are drawn from the same distribution. Thus, although the final
number of groups at the similarity level of 0.10 is fewer than the number of groups
resulting from the other two methods, the homogeneity of the groups is not suffi-
ciently high. Hence, in the following we focus on comparing the Arrows method
with the complete linkage clustering.
Group Machines
AL1 M01, M05, M10, M11, M12, M13, M15, M19, M20
AL2 M02, M03
AL3 M07, M08, M14, M17
AL4-AL8 (Single machine groups) M04, M06, M09, M16, M18
Table 5.6: Grouping results of the 20 machines at a similarity level of 0.10 using
the average linkage clustering method.
In the complete linkage clustering dendrogram shown in Figure 5.8, the 11th
merging happens at a similarity level of 0.109, while the 12th amalgamation hap-
pens at a p-value equal to 0.006. Therefore, there are 9 groups, listed in Table
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5.7, at a similarity level of 0.10. Figure 5.3 and the dendrogram in Figure 5.10
show that using the Arrows method with a threshold of 0.10 produces 10 groups,
as listed in Table 5.8.
Average Similarity
Group Machines
within Group
CL1 M01, M05, M11, M12, M19, M20 0.385
CL2 M02, M03, M15 0.303
CL3 M07, M08, M10, M13, M17 0.420
CL4-CL9 (Single machine groups) M04, M06, M09,
M14, M16, M18
-
Table 5.7: Grouping results of the 20 machines at a similarity level of 0.10 using
the complete linkage clustering method.
Average Similarity
Group Machines
within Group
AR1 M01, M11, M12 0.462
AR2 M02, M03 0.623
AR3 M05, M15, M19, M20 0.574
AR4 M07, M08, M10, M13, M17 0.420
AR5-AR10 (Single machine groups) M04, M06,
M09, M14, M16, M18
-
Table 5.8: Grouping results of the 20 machines at a similarity level of 0.10 using
the Arrows classification method.
It can be seen from Tables 5.7 and 5.8 that the results are similar, for example,
the single machine groups are exactly the same; the reason for this similarity
between the two classification methods appears as both methods ensure that every
pair of objects within the same group has a similarity that is above the similarity
level, 0.10: for complete linkage clustering, it is achieved by using the smallest
p-value within one group as the similarity level of that group; while for Arrows
method, it is achieved by setting a p-value threshold as one of the main features of
this classification method.
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The differences between the two grouping results come from the different
groupings of machine M15 only and this demonstrates one of the major features
of the Arrows method, that is, it aims to keep together objects with single-arrow
connections when possible. Using the Arrows method, M15 has a single-arrow
connection with machine M20 and has above-threshold (p0 = 0.10) similarities
with M05 and M19. Therefore it is amalgamated with group (M05, M19, M20)
during the second step of the process described in Section 5.2. The complete link-
age clustering method uses the furthest distance as the only index for grouping, in
this case, the smallest p-value. Using complete linkage, M15 is merged with (M02,
M03) instead of (M05, M19, M20) because the smallest p-value between M15 and
(M02, M03) is higher than the smallest between M15 and (M05, M19, M20). The
differences between the grouping results coming from the complete linkage and
the Arrows method can be seen in Tables 5.7 and 5.8: CL1 and CL2 vs. AR1,
AR2 and AR3. The average similarities within the three groups resulting from
the Arrows method are all higher than those within the two groups resulting from
the complete linkage clustering. Thus, it is believed that the Arrows classification
method achieves more homogeneity within the resultant groups than the complete
linkage clustering at the similarity level of 0.10, although the latter method gives a
slightly smaller number of groups.
At similarity levels of 0.20, 0.30, . . . , 0.90, all of the grouping results of the
Arrows method and complete linkage clustering are the same, despite their differ-
ent methods for merging groups. The results are shown in the dendrograms in
Figures 5.8 and 5.10 and are listed in Appendix A. It is seen that by increasing the
threshold p-value the homogeneity of the groups is improved but the number of
groups needed to describe the data increases.
On the whole, it seems that the proposed Arrows classification method pro-
duces similar results to the hierarchical cluster analysis. The major difference
between the two is that the clustering method searches the whole matrix to find the
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most similar groups to merge while the Arrows method prefers to keep together
objects with double-arrow and single-arrow connections. The use of a threshold
distance or similarity is also a characteristic of the Arrows method, which ensures
that any two objects whose similarity is less than the selected similarity threshold
will not be allowed to be put in the same group. The Arrows classification method
therefore allows us to control the similarity level in the resultant groups more eas-
ily than cluster analysis.
5.5 Classification of Hospital Length-of-Stay Data
The Arrows classification method is a general method and could be applied to
classify data from a wide range of applications, in addition to manufacturing. We
here include an example involving a health care application where it has also been
applied. This example comes from [41], where the ultimate purpose was to use
Gallivan and Utley’s linear programming approach for setting up optimal sched-
ules for hospital procedures [61]. As we mentioned in 4.6.2, we wish to group
procedures based on the similarity of their patients’ length-of-stay data.
This classification of procedures into groups before the optimising process has
three benefits [41]. First, the schedules output by the optimisation program have
more flexibility. Instead of insisting that a set number of procedures of a particu-
lar type X need to be performed on a certain day, the schedules output are able
to suggest that a set number of procedures of Group GX need to be performed
on a certain day, where Group GX may include more than one type of proced-
ure. Therefore, if a cancellation or a last minute request for a procedure occurs,
substitution is relatively easy. Second, the number of variables in the optimisation
program can be reduced by the grouping and the subsequent computation time re-
quired to find the optimal schedule can be decreased. This saving can be signific-
ant when setting up a schedule of a large number of procedures for several weeks.
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Third, the demand for a group of procedures will be more accurately forecast than
the demand for individual procedures.
We have length-of-stay data for 10, 929 different episodes recorded over a
period of 7 months coming from 655 different procedures. There are a large num-
ber of rare procedures for which we have little data. After the primary analysis of
the data (see [41] for details), there are 147 procedures or procedure groups that
we wish to classify into a smaller number of groups. The aim of this example is
to group these 147 different procedures or procedure groups based on their length-
of-stay data; which means that two procedures or procedure groups can be put in
the same group if there is no statistically significant difference between the distri-
butions of their length-of-stay data. Beforehand, we need to obtain the similarity
matrix of the procedures using the method we introduced in Section 4.4. We run
100 bootstraps for each pair of procedures or procedure groups to determine the
p-values. Here, we again set 0.10 to be the p-value threshold for the Arrows clas-
sification procedure.
The results of the Arrows method suggest that there should be 48 groups, and
these are given in Table 5.9 (the codes are called OPCS-4 codes and are used by
NHS; www.hesonline.nhs.uk provides a facility for decoding these codes). The
largest group contains 8 procedures and there are four groups of 7 procedures; 14
groups contain only one procedure. Overall, the groups make sense intuitively.
For example, group 19 is mainly made up of rare inpatients procedures; group 23
includes only endoscopic procedures on the fallopian tubes and uterus; and group
28 contains hip and knee replacements.
Group Procedures
1 25120, A52.1, F09.5, SO8.2, Ear, nose and throat Outpatients
2 A57.3, E35.2, Q18.1, W92.4, Anaesthetics Mixed, Paediatrics
Outpatients, Gynaecology Outpatients
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Group Procedures
3 25012, A57.6, A57.7, C71.2, S64
4 A65.1, A65.8, S70.1
5 B27.8, C13.4, F34.4, F34.8, L85.8, T20, T21, W08.1
6 B28, C13.2, W78, Urology Mixed
7 B28.2, B28.8, H51, M79.4
8 B31, J18.3, S01
9 B31.3, W79.1
10 C13.3, N18.1, Q17, W85
11 C17, C18.1, N30.3, W82
12 D03.3, S06.4, S25, W90.4, ultrasound guided biopsy
13 B31.2, E02.6, W86
14 E03.6, E14.3
15 F34, L85.2, L85.3, T27, W81.9
16 H55.1, Q38, S62.2, T24, W87, Orthopaedics Mixed, Ear,
Nose and Throat Mixed
17 J18.8, M11.1, W03, W08.6, Plastic Surgery Inpatients
18 L85.1, W77.1, Paediatrics Mixed
19 M42.1, Orthopaedics Inpatients, General Surgery Inpatients,
Urology Inpatients
20 M42.3, W08.5, W28.3, W82.8, General Surgery Mixed,
Plastic Surgery Mixed, Ophthalmology Mixed, General
Medicine Mixed
21 N13.4, Q48.1
22 D15.1, F09.1, H20, P27.3, T80.5, Anaesthetics Outpatients,
Urology Outpatients
23 Q13.1, Q20.2, Q38.3
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Group Procedures
24 B31.2, E02.3, S01.4, T79.1, Ophthalmology Inpatients, Ear,
Nose and Throat Inpatients
25 C22.2, S06, Ophthalmology Outpatients, Plastic Surgery Out-
patients, Oral Surgery Outpatients
26 T59, T72.3
27 B27.4, T85.2, V33.6
28 W37.1, W42.1
29 Medical admission, Non-procedure related admission
30 G65, H25
31 Q07.4, T41.3, W37.15
32 M45.1, Orthopaedics Outpatients
33 T20.1, T21
34 W90.3, General Medicine Outpatients
35 to 48 (Single procedure groups) C12.3, K65.1, M14, M65.3, Q39,
S02.1, S06.3 , S60.4, V25.4, W74.2, W82.3, W86, Gynaeco-
logy Inpatients, Gynaecology Mixed
Table 5.9: Grouping results of the hospital procedures.
5.6 Conclusion
The Arrows classification method has been demonstrated using a simple distance
matrix from a text book as well as practical and more complicated similarity
matrices. The method is widely applicable and we have described its use in the
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classification of medical procedures [41], as well as the classification of machines.
When a larger similarity threshold is set, the homogeneity of the groups improves
but the number of groups generally increases. The balance between the competing
requirements of homogeneity within groups and having a small number of groups
therefore can be achieved by selecting an appropriate threshold p-value.
The Arrows method gives groupings similar to those resulting from complete
linkage and average linkage hierarchical cluster analysis. In general, when a lower
similarity level is required within the groups the Arrows method tends to be more
similar to the average linkage clustering, while when a higher similarity level needs
to be achieved the Arrows method performs more similarly to the complete link-
age clustering. This flexibility in the Arrows method allows the same algorithm
to be used to satisfy different aims by simply changing the similarity threshold,
whereas with cluster analysis it can be necessary to switch to a different algorithm.
Moreover, the Arrows classification method has been implemented in Visual Basic
for Applications in Excel, allowing it to be used by a non-expert; for example, the
engineers at Ford.
In the case of classifying machines based on their breakdown duration data,
the target might be to use fewer groups to gain a greater saving on the time spent
estimating fitted mixture models. Using the Arrows method we can set a lower
threshold and using cluster analysis, we may choose to use the average linkage
clustering. If it is necessary to be cautious with the classification, and only to group
machines with fairly high similarities we can use a higher threshold to achieve this
in the Arrows method, but using cluster analysis, we might need to switch to the
complete linkage clustering.
Chapter 6
Simulation
Discrete-event simulation is commonly used in the manufacturing industry to in-
vestigate the design and operation of different production lines ([89] and [140]).
Ford has been using discrete-event simulation modelling to evaluate new designs
for assembly and machining lines and to improve the efficiency of existing lines
since 1982. Engine Assembly lines produce saleable engines by assembling com-
ponents together, most of which are manufactured on automatic transfer lines. We
focus on the study of the machine breakdown modelling process for simulating
an existing engine assembly line. The line will be referred to as ‘DuntonL01’. In
this case, the simulation is used to perfect the design of the layout in line Dun-
tonL01. For example, the layout design department may introduce a new design
for a particular part of this line. If the new design is launched, the buffer sizes, con-
veyor length or number of machines may need to be adjusted. Thus, corresponding
changes are made in the simulation model to generate new simulation outputs, e.g.
line yield and costs, which are used to verify the feasibility of the new design and
to estimate its effectiveness.
In this chapter we first briefly introduce the engine assembly lines and transfer
lines in Ford manufacturing plants in Section 6.1 and then describe the construc-
tion process of simulation models in Section 6.2. In Section 6.3, the modelling for
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machine breakdowns, engine repairs and operator stoppages are introduced briefly
and the maintenance settings are described. We then focus on the machine break-
down modelling process in Section 6.4.
As the simulation models are built by Ford using the WITNESS simulation
software (Lanner Group) [102], one of the major steps of the machine breakdown
modelling process is to select a breakdown mode in the software to decide the
method for modelling the machine breakdown behaviour, and this is discussed in
Section 6.5. As the whole cycle of a machine during manufacturing consists of a
sequence of cycles of two segments [103]: up segment where the machine is busy,
blocked or idle and down segment where the machine is broken down. Estimating
distributions for machine breakdown data thus contains two parts as well: deciding
the distributions for representing the time between failures as the machine up seg-
ment modelling and estimating the distributions for representing the breakdown
durations as the machine down segment modelling. We do not focus on modelling
the up segment in this work. A brief description of the modelling method for the
machine up segment is given in Section 6.6. Finally, there are a number of issues
concerned with the simulation settings, these are described in Section 6.7.
6.1 Manufacturing and Engine Assembly Lines
The engine assembly process generally involves automatic, semi-automatic and
manual machines, material handling and machine linking systems, human services
including operators, engineers and maintenance operators and other facilities in-
cluding electrical and coolant materials, tool and parts stores and computerised
support and monitoring systems ([97] and [135]). The major standardized engine
components that are required for the assembly process are manufactured in auto-
matic transfer lines [21]. A transfer line consists of machining facilities including
different machines for various tasks, material handling systems that connect the
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machines such as powered conveyors, gantries or palletised loops, manual serv-
ices and the other facilities mentioned above for assembly lines. Rough parts are
processed and machined into completed components in a transfer line. The ap-
propriate engine components are later transported to engine assembly lines, where
they are assembled together in a defined sequence and finished as a saleable en-
gine.
The number of machines in an engine assembly line varies based on the type
of engines being assembled and the quantity required. Figures 6.1 and 6.2 are
layout diagrams of the DuntonL01 engine assembly line simulation model built
in WITNESS that we are working on. The former shows the whole view of the
assembly line but no details are legible as there are 192 main operations and over
200 machines involved in this line; the latter shows the details of a small part of
this line where the yellow blocks with the print of “OP” on indicate machines and
the other yellow blocks with small image of conveyor on indicate the conveyors
that link the machines together.
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Figure 6.1: Layout diagram of the whole view of the DuntonL01 engine assembly
line built in the WITNESS 2008 version software.
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Figure 6.2: Layout diagram of a part of the DuntonL01 engine assembly line built
in WITNESS 2008 version software.
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6.2 Construction of Simulation Systems
Ford Motor Company have developed several interfaces using Microsoft Excel
so that simulation models can be created automatically once the engineers have
filled all required entries in the spreadsheets [162]. The initial interface was called
FIRST standing for Fast Interactive, Replacement Simulation Tool [98]; created
for easier and quicker use by Ford manufacturing engineers.
The interfaces have being used as replacements for detailed simulation con-
struction. These tools enable manufacturing engineers to construct a simulation
model by simply inputting required data that is marked and explained clearly in
the spreadsheets. Generally, operation numbers, machine identification names,
cycle times, setup rates, breakdown settings for machines, shift patterns and a lot
of other data are required to be added into these spreadsheets. Using Visual Basic
macros inside these spreadsheets, all the data can then be saved directly into the
WITNESS system and simulation models with the specified design will be auto-
matically created.
The simulation models constructed through these spreadsheet interfaces mostly
have 2D schematics of the whole production line layouts such as that shown in
Figure 6.1. Every entry into the spreadsheets by engineers corresponds to their
design for the model. For example, positioning data of facilities can be specified
in the spreadsheets so that the next facility in the production line is automatically
placed in a position relative to the current facility in the built model [162].
A model built through the Excel interface is no different to a simulation model
that is built directly on the WITNESS simulation system interface. Figure 6.3
shows a simple conveyor system and a machine details setting dialog. All details
included in the dialog are built in when the simulation model is automatically
created by the spreadsheet in which the engineers have already input all details
that are required to define the machines and other elements in the model.
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Figure 6.3: A sample WITNESS layout diagram from a Ford simulation model
showing a typical simulation dialog which contains control rules and timings for
the each operation and facility within the plant using the WITNESS software,
given in [162].
The DuntonL01 engine assembly line model whose layout diagram is shown
in Figure 6.1 is built through an Excel interface called FAST. There are 192 main
operations and over 200 machines involved in this line. Building a simulation
model as complicated as this, the use of spreadsheet tools obviously appear to be a
much simpler way and saves considerable time. In addition, small changes to the
created simulation models can be made on the WITNESS system interface as well
as through the spreadsheets interface.
6.3 Breakdown and Maintenance Logic
The simulation model of the complete engine assembly line is developed in the
WITNESS simulation system. As we mentioned in Chapter 1, there are three
major causes of production loss: the machine repairs, engine repairs and operator
stoppages. This work focuses on the modelling of machine breakdown durations
and we propose to use finite mixture distributions fitted to grouped breakdown
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duration data as the simulation inputs for machines involved. Engine repairs are
simply modelled using the percentage of engines with production quality issues,
since there are no available data for more detailed analysis. An operator who is
attending the machine may suddenly fail to perform the job on rare occasions.
Human breakdown modelling for machines is included to model these rare cases,
where generally an Erlang distribution is used to represent the time of operator
stoppages, and an extremely low percentage is used to model the frequency of
occurrences.
The maintenance logic for machine repairs in the model assumes that an imme-
diate repair will be made when a machine fault occurs and an operator or mainten-
ance operator is available [135]. The failure’s duration, which is generated from
the machine breakdown duration input distribution, is used to determine the skill
level of the maintenance staff required to complete the repair. For example, when
the time to repair a failure is generated to be longer than 15 minutes, the highly
skilled maintenance operator will be called; otherwise the operator attending the
machine will carry out the repair.
The assumption made is that the generated repair time includes the time to wait
for maintenance to become available and also the maintenance operator’s travel
time. In the design of the simulation model, the waiting time for maintenance to
become available is generated separately in situations where all of the maintenance
staff are busy. In order to meet the assumption of the wait for maintenance being
included in the repair time, while still using standard resources settings, a bypass
designed in the model is to set a large number of resources so that there are always
maintenance staff available for attending a repair when a machine failure happens.
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6.4 Machine Breakdown Modelling Process
The machine breakdown modelling process for engine assembly line simulation
models is considered to be the typical breakdown modelling methodology at Ford
and is the one to be used in all production models such as transfer line models.
The general process used to model breakdowns includes six main steps as shown
in Figure 6.4, and is described below.
Execute
Model
Input
Breakdown
Data
Collect
Historical
Breakdown
Data
Develop
Distributions
for Timebetween
Repairs & for
Repair Times
Decide on
Breakdown
Mode
Verify
Breakdown
Input
Figure 6.4: Diagram of the machine breakdown modelling methodology.
1. Collect historical data:
When building a simulation model for an existing line, collect raw break-
down duration data for all machines from that line; when building a simula-
tion model for an in-planning new line, collect raw breakdown duration data
from existing machines which will be involved in the new line or are similar
to the machines that will be placed in the new line. We use an automatic
on-line monitoring system to collect breakdown data (see Section 2.4 for
details). The raw data collected directly from the monitoring system need
to be validated and checked (see Sections 3.3.1 and 3.3.2), and then can be
used in the subsequent analysis.
2. Decide on breakdown mode:
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An appropriate breakdown mode in the WITNESS simulation software must
be chosen as the method for modelling the machine breakdown behaviour
during simulation runs, i.e. the way that the WITNESS software calculates
the time between successive repairs. This step will be discussed in Section
6.5.
3. Develop distributions for representing time between machine failures and
repair times:
In order to use the models to reflect the real-world situation, information re-
lating to the breakdowns of the machines must be entered. This is normally
in the form of a downtime distribution and a time between failures distri-
bution [21]. An exponential distribution has been used to represent the time
between failures, to parameterise which only the value of mean time between
failures (MTBF) needs calculation; MTBF is calculated using formulations
that have been established by Ford engineers and will be introduced in Sec-
tion 6.6. To represent the breakdown durations, Ford usually use empirical
distributions; we propose to use the finite mixture models for groups of ma-
chines, for which the fitting process has been discussed in Chapter 3.
4. Input breakdown data:
Input the empirical distributions or finite mixture distributions that repres-
ent the machine failure durations and negative exponential distributions that
represent the time between failures.
5. Execute model:
It is usually executed for a warm up of one day and a length of 10 days in
Ford due to time limitation. An investigation of choosing appropriate warm
up period will be explained in Section 6.7.1.
6. Verify breakdown input:
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Initially, this is to check whether the target machine downtime levels were
met. The simulation evaluation process will be introduced in the next chapter,
Chapter 7.
6.5 Using WITNESS to Model Breakdowns
There are three methods for modelling machine breakdown behaviour in the WIT-
NESS simulation software:
1. Available Time Mode:
This method is also referred to as Calendar Time Mode [103]. In this mode,
machines can break down whether they are operating or not. Failures can
occur when a machine is idle, busy, blocked, being setup, being repaired or
waiting for labour. The time between failures refers to the total elapsed time
that the machine has spent in any of the above listed states ([141], [150],
[97], [103] and [102]).
Two drawbacks of the available time method have been identified by Law
[103]. One is that it may not be realistic for machines to break down when
they are in the idle state. The other is the problem that when a specified
machine is in two different systems with a number of other machines. Since
there is the same distribution of time between failures for this machine in
both systems, the generated time between failures will be the same in both
systems. Due to different operating times and conditions in the two simu-
lations, this particular machine may have significantly less breakdowns for
one system than for the other. Thus, this approach may not be very realistic.
2. Busy Time Mode:
Using this option, machines can only break down while they are operating.
In other words, a failure can only happen when the machine is processing at
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least one part. The time between failures here refers to the elapsed time the
machine has spent only in the busy state ([141], [150], [97], [103] and [102]).
It is generally believed to be a more natural approach than the available time
mode [103].
3. Number of Operations Mode:
This method is referred to as number of completed parts in [103]. Selecting
this mode, a machine will break down after a certain number of operations
([141], [150], [97], [103] and [102]). The time between failures is expressed
as the number of operations that a machine has completed since the last
failure. Many manufacturing machines do not follow this kind of breakdown
pattern; therefore this method is not as well-known as the other two.
Ladbrook [97] also suggested that care should be taken when using the Avail-
able Time mode. It was noticed that some scheduled breakdowns were delayed
since both the time to the next failure and the repair time of this failure are gen-
erated from the input distributions at the start of a breakdown. We use the Busy
Time mode in this work.
6.6 Time Between Failures
We do not focus on modelling the time between failures in this work and use
the standard method employed by Ford’s engineers. This assumes that the time
between failures follows an negative exponential distribution, with mean equal
to the mean time between failures (MTBF), which is the way the time between
failures are currently modelled in the simulation model for line DuntonL01. The
WITNESS simulation model will then generate the time of the next failure on a
machine from the negative exponential distribution at the start time of a break-
down.
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This method for modelling the time between failures is verified in some of the
research undertaken in Ford’s Engineering Department [97]. It is believed that
the averaged line yield produced by the simulation model with the use of negative
exponential distribution as the inputs of the time between failures is “as accurate as
using historical data” [21]. Nonetheless, it is also indicated that in [21] the negative
exponential distribution can not represent the time between failures accurately for
all of the machines. Without available data and further research, this is believed to
be the best representation of the time between failures. But, we believe there may
be a better representation and further suggestions are described in Section 8.5.
We calculate the MTBF for a machine to be
MTBF =
TT − TTR
No.ofFailures
, (6.1)
where TT is the time period over which the raw breakdown duration data are col-
lected, and TTR is the total time a machine is broken down during the data collec-
tion period. To calculate TTR, we split the breakdown duration data into n bins
with thresholds b1, b2, . . . , bn, where the bins do not necessarily need to have the
same width. Thus,
TTR =
n−1∑
i=1
(bi+1 − bi)
2
Fi, (6.2)
where Fi, i = 1, . . . , n is the number of observations in bin i. The MTBF is then
used as the parameter in the exponential distribution.
6.7 Issues with Model Execution
In order to carry out our analysis of the simulation output data, we need to be able
to assume that we have a set of independent and identically distributed (IID) obser-
vations. For this to be true, the stochastic process must be covariance-stationary
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and demonstrate no autocorrelations. An output stochastic process beginning at
time zero in a simulation is unlikely to be covariance-stationary and is likely
to present autocorrelations [103]. We therefore wish to estimate the appropriate
warm-up period when executing the simulation to ensure that the output process
of the engine assembly line simulation is in a steady state when we start collecting
results. We then need to check that the steady-state output exhibits no autocorrel-
ations.
We let y1, y2, . . . , yn denote a sequence of throughput observations of a simu-
lation run of the assembly line model, which is known as a discrete-time stochastic
process. It is said to be covariance-stationary if
µi = µ, for i = 1, 2, . . . n and −∞ < µ <∞ (6.3)
σ2i = σ
2, for i = 1, 2, . . . n and σ2 <∞ (6.4)
where µi and σ2i denote the mean and variance of yi, respectively; and Ci,i+j =
Cov(yi, yi+j) is independent of i for j = 1, 2, . . . , n− i.
The definition of covariance-stationary means that the covariance between two
observations yi and yi+j depends only on the time interval, lag j. Therefore, the
lag j autocorrelation of stochastic process y1, y2, . . . , yn is
ρj =
Ci,i+j√
σ2i σ
2
i+j
=
Cj
σ2
=
Cj
C0
, for j = 0, 1, 2, . . . , n
where Cj and ρj denote the covariance and correlation between yi and yi+j , re-
spectively. With autocorrelated simulation output data the sample mean x(n) re-
mains the unbiased estimator of the distribution mean µ, but the sample variance
S2(n) is a biased estimator of σ2 ([103] and [4]):
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E[S2(n)] = σ2
[
1− 2
∑n−1
j=1 (1− j/n)ρj
n− 1
]
. (6.5)
Hence, if y1, y2, . . . , yn are autocorrelated, i.e. ρj > 0, then E [S2(n)] will be
smaller than σ2. However, as shown in Equation 6.5, when ρj → 0, E[S2(n)] →
σ2. Thus, we can assume that a covariance-stationary stochastic process is a set of
IID random variables if ρj is significantly small.
If y1, y2, . . . , yn is an output stochastic process of jobs completed per hour
(JPH) of a simulation run beginning at time zero, it is unlikely to be covariance-
stationary. However, yk+1, yk+2, . . . , yn could reach a steady-state distribution
([103] P488) and can be assumed to be covariance-stationary if k is large enough.
The length k is the warm-up period and its estimation will be described in the
following Section 6.7.1, using two different methods.
Before we can assume the covariance-stationary output stochastic process yk+1,
yk+2, . . . , yn is composed of IID observations, we need to estimate the autocorrel-
ations. The calculation of the autocorrelations is discussed in Section 6.7.2. Only
if the autocorrelation is small enough can we assume that yk+1, yk+2, . . . , yn are a
set of IID random variables and perform our analysis of the simulation output data
later in the next chapter.
6.7.1 The Influence of the Initial Transient
In order to remove any initialisation bias in the simulation output, we only wish
to collect results when it has reached a more stable state. There is an elaborate
discussion of initial transient and steady-state distributions in [164], and a list of
relevant papers and books can be found in [67]. If the selected warm-up period
is too short, the output stochastic process has not reached a steady-state, which
can cause misleading data to be presented in the collected output. On the other
hand, if we select a very long warm-up period, it is a waste of time and resources.
CHAPTER 6 143
Therefore, we need to estimate an appropriate warm-up period. Over the last 40
years of research into estimating warm-up periods for discrete-event simulation
models, various methods have been proposed. There are five main types of warm-
up estimating methods ([132], [133], [134] and [81]):
1. Graphical Methods:
A visual inspection of time-series of the simulation output. This set of meth-
ods can be implemented simply but relies on the expertise of the analyst
for a proper decision ([71], [164], [7], [133] and [103]). The simplest and
most popular methods are simple Time-series Inspection ([71] and [133])
and Welch’s method ([164] and [103]).
2. Heuristic Approaches:
Rules for determining the length of the stabilising process. These methods
have the advantage of easy implemention. Compared to the graphical meth-
ods, the use of rules reduces the risk factor of human judgement ([57], [58],
[60], [126] and [165]).
3. Statistical Methods:
Statistical principles are applied. These methods are more complicated and
require more specific knowledge ([103] and [172]).
4. Initialisation Bias Tests:
These tests are strictly speaking tests for determining whether initialisation
bias exists in a series of data. Therefore, these methods can be combined
with the above methods to verify whether the selected warm-up period is
long enough. These tests can lack accuracy for certain kinds of data ([143],
[144], [155] and [69]).
5. Hybrid Methods:
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A combination of initialisation bias tests with any of the first three methods
([126] and [86]).
A table of 42 warm-up methods found in currently published literature is given in
[81].
There is little research evaluating the performance of the various methods. The
only few papers we found were: [168], [169], [60], [126], [28], [112], [166] and
[113]. Although the advantages and disadvantages of the tested methods are ob-
served and some warm-up estimation methods are recommended for use on some
types of simulation models, no single method is found to work well for all types
of models. It is suggested that we apply several methods in order to achieve an
accurate estimate of the warm-up length.
We applied two widely used methods, simple time-series inspection method
and Welch’s method, to determine the warm-up period of our simulation models.
6.7.1.1 Simple Time-Series Inspection
Only one replication is required to carry out this graphical method. Thus, we
made a replication of the assembly line model of 200 hours. We plot the hourly
throughputs of the engine assembly line model for hour 1, 2, . . . , 200. The time-
series appears to be quite randomly distributed after 48 hours, as shown in Figure
6.5.
6.7.1.2 Welch’s Method
This graphical technique requires multiple replications. Welch’s method [164] is
carried out in the following four steps as given in [103] (P509):
1. Make 15 replications of the simulation of equal length, l = 200 hours. Let
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Figure 6.5: Hourly throughputs (Jobs completed per hour), DuntonL01 model.
Nij denote JPH in the jth hour from the ith replication, i = 1, 2, . . . , 15 and
j = 1, 2, . . . , 200.
2. LetN j =
∑15
i=1Nij/15 for j = 1, 2, . . . , 200. The averaged processN1, N2,
. . . , N200 has the same mean as the original but only 1/15th of the variance.
The plot of the averaged process is shown in Figure 6.6.
3. To highlight the long-run trend of interest, we smooth out the high-frequency
oscillations in the averaged process by using the moving average,
N r(w) =

Pr−1
s=−(r−1)
Nr+s
2r−1
, if r = 1, . . . , w
Pw
s=−w Nr+s
2w+1
, if r = w + 1, . . . , 200− w
where w is termed the window and is an integer satisfying 1 ≤ w ≤ 50. We
calculate the moving averages for w = 5 and w = 10.
4. Plot N r(w) for r = 1, 2, . . . , 200−w for both w = 5 and w = 10 and choose
the warm up length k to be that value of r beyond which the plot seems to
have converged. The plots are shown in Figures 6.7 and 6.8. We choose a
warm-up period of k = 48 hours from the smoother plot for w = 10.
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Figure 6.6: Averaged process for hourly throughputs (Jobs completed per hour),
DuntonL01 model.
Both methods suggested a warm-up period of 48 hours, i.e. 2880 minutes.
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Figure 6.7: Moving averages (w = 5) for hourly throughputs (Jobs completed per
hour), DuntonL01 model.
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Figure 6.8: Moving averages (w = 10) for hourly throughputs (Jobs completed
per hour), DuntonL01 model.
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6.7.2 Checking for Dependence
We can only apply standard statistical analysis methods to IID data. Therefore, we
need to calculate the autocorrelation, ρj , of the simulation output data to determine
whether the data are independent. Consider random variables x1, x2, . . . , xn as a
covariance-stationary stochastic process. The autocorrelation ρj can be estimated
by Equation 6.6 ([103] P231):
ρˆj =
Cˆj
S2(n)
, Cˆj =
∑n−j
i=1 [Xi −X(n)][Xi+j −X(n)]
n− j . (6.6)
When n is very large, we can use n − 1 instead of n − j in Equation 6.6 and use
the autocorrelation function in Equation 6.7 [18]:
ρˆj =
∑n−j
i=1 [Xi −X(n)][Xi+j −X(n)]∑n
i=1[Xi −X(n)]2
. (6.7)
We make one replication of the engine assembly simulation model (the LION
model) of length m = 259, 200 minutes (180 working days, excluding the warm-
up period) and collect the averaged JPH of every 5 days as one observation of the
output, which gives 36 observations. We then calculate ρj for all possible lags
of the output stochastic process of theses 36 observations, X1, X2, . . . , X36 . The
plot of the autocorrelation function generated by Minitab 15, is given in Figure
6.9. Approximate 0.05 critical bands for the hypothesis that the correlations are
equal to zero are included on the plot. As shown in this figure, the autocorrelations
for all lags 1, 2, . . . , 35 of the simulation output are small and can be considered as
zero according to the 5% significance limits.
According to the plot of the autocorrelations, there appear to be no significant
inter correlations within the output of the engine assemble line model. Therefore,
as the simulation output of 36 JPH observations is obtained when the simulation
model has reached a steady-state, it can be assumed to be a set of IID random
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Figure 6.9: Autocorrelation of all possible lags within the JPH output of the simu-
lation run. Red curve indicates the 5% significance limits for the autocorrelations.
variables. Thus, we may carry on the simulation evaluation assuming that, which
is given in Chapter 7.
Chapter 7
Simulation Evaluation
In this chapter, we evaluate our method for modelling breakdown durations us-
ing a simulation model of an engine assembly line. We compare three different
representations of breakdown duration inputs:
(i) empirical distributions for individual machines;
(ii) fitted mixture distributions for individual machines;
(iii) fitted mixture distributions for groups of machines derived using the Arrows
classification method.
The methodology for evaluating the inputs compares the simulation outputs of
the simulation models with the different breakdown duration inputs using several
different methods: graphical comparison, paired-T test and bootstrapping.
The results of the evaluation process suggest that the throughput of the simula-
tion model is not particularly sensitive to the machine breakdown durations, which
is confirmed by further investigation of the causes of the total production loss. The
engine repairs and operator stoppages seem to be responsible for a larger portion
of the line loss and their impact on the simulation model overpowers the effect of
the machine breakdowns and effectively masks any differences in output resulting
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from different breakdown duration inputs. However, although in this case the sim-
ulation output shows only a light dependence on the breakdown duration inputs,
the methodology for the evaluation that we introduce in this chapter is still of in-
terest and could be applied in other simulations to evaluate the effect of different
inputs on simulation output statistics.
We also further investigate the impact of the choice of p-value threshold for the
Arrows grouping by evaluating the simulation outputs of the models with different
collections of fitted mixture distributions of different sets of groups obtained using
the Arrows classification method with different p-value thresholds.
We describes the three types of input in Section 7.1. The methodology of
assessing the three different representations of breakdown durations are described
in Section 7.2, including an investigation of the sources causing the line production
loss. In Section 7.3 we investigate the impact of the threshold for grouping the
machines on the simulation performance. A discussion of the results of the study
and a conclusion is given in Section 7.4.
7.1 Breakdown Input for Simulation Model
The simulation model we use describes the DuntonL01 engine assembly line, one
of Ford’s lines used for the assembly of engines, which is made up of over 200
machines, but for the modelling of breakdown durations, we consider only 39 of
these. Among the other machines, some are small pieces of equipment and thus are
not linked to the on-line monitoring system, therefore breakdown duration data for
these machines are not available. For these small machines, the reliability data in-
cluding the frequency of failures and the average breakdown duration provided by
the machine manufacturers are used to model their breakdown behaviours within
the simulation model. The rest of the machines such as buffers and conveyors,
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are thought to be very reliable machines, and Ford make the assumption that they
rarely break down.
We use WITNESS (Lanner Group 2008) [102] to simulate the assembly plant
using Busy Time breakdown mode, assuming that machines can only break down
when they are working. An exponential distribution is used to simulate the time
between failures, to parameterise which we calculate the mean time between fail-
ures (MTBF) for a machine using the method described in Section 6.6.
Meanwhile, the modelling of the other two factors that cause production loss
is described in Section 6.3. Engine repairs are simply modelled using the percent-
age of engines with quality issues. The modelling of operator stoppages is also
included in the simulation model, where generally an Erlang distribution is used to
represent the time of operator stoppages, and an extremely low percentage is used
to model the frequency of occurrences.
The three different methods for generating breakdown durations we compare
initially are: (1) sampling from historical data, i.e. using empirical distribution
functions (EDF); (2) sampling from the fitted mixture distributions (FMD) for
individual machines; (3) sampling from the fitted mixture distributions for the
groups of machines obtained using the Arrows classification method with a spe-
cified threshold (we here use p0 = 0.10); the similarity matrix for the 39 machines
being modelled and the grouping results are given in Appendix B.
7.2 Output Evaluation
We set the warm-up period to be 2880 minutes as discussed in Section 6.7.1 and
make 10 independent runs, where the length of each run is 36 weeks, for each of
the three different models. We make 36 observations in each run, each observation
being the averaged number of jobs shipped per hour (JPH) in each of the 36 weeks.
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Thus, we obtain 360 averaged JPH observations for each model.
We can compare these JPH outputs with the real line yield, which includes a set
of 36 weekly averaged JPH observations. This set of real line yield observations
has a mean of 28.306 with a 95% Confidence Interval (CI) of (27.828, 28.783) and
a median of 28.000 with a 95% CI of (28.000, 29.000), though the actual values of
the observations are not provided for reasons of confidentiality. All of the 95% CIs
in this chapter are calculated using the standard formula by assuming normality
within the data.
7.2.1 Graphic Comparison
We first use a graphical method to compare the outputs visually and statistically.
The boxplot and 95% confidence interval plot of the three sets of JPH outputs
for the engine assembly line simulation model using the three different methods
for sampling breakdown durations, together with the real JPH data, are given in
Figures 7.1 and 7.2 respectively.
As we can see from the two plots, the inter-quartile ranges and 95% confidence
intervals of the three JPH data sets overlap, showing a high degree of similarity
between the outputs. The medians of the three sets of JPH are 28.608, 28.604
and 28.608, which are all within the 95% CI for the median estimated from the
real JPH data set. Moreover, 95% confidence intervals for the means of the three
sets of JPH output: (28.578, 28.636), (28.581, 28.638) and (28.578, 28.635) all fall
within the 95% CI for the mean in the real JPH data set. It is also noticeable that the
spread of the real JPH data is much wider than the simulated JPH data, indicating
that the observations obtained from the simulations are less variable than the real
data. The reason for this, suggested by Ford, is that there are other sources of
variability in real world that are not modelled (or rather are too complicated to be
modelled) in the simulation model. For example, in real world, there are situations
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Figure 7.1: Boxplot of simulation output JPH using the three methods for sampling
breakdown durations. The central line shows the median and the box spans the
inter-quartile range.
where operators have team meetings during shifts, or have early lunches or late
start or are absent; which would give lower averaged JPH. It is also possible for
the operators to accumulate overtime work to give the next week a higher averaged
JPH.
7.2.2 Paired T-Test
We use a paired t-test for testing the mean difference between paired observations
of the JPH outputs of simulation models using the different breakdown duration
input methods. The null hypothesis is
H0 : µd = µ0,
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Figure 7.2: Interval plot of the set of real JPH observations and simulation output
JPH using the three methods for sampling breakdown durations. The central circle
shows the mean and the interval describes the 95% confidence interval for the
mean.
where µd is the population mean of the differences and µ0 is the hypothesized
mean of the differences. Since this test is comparing the difference between paired
observations of the outputs, it is applied to evaluate the simulation performance
at approximately the same time while using three different breakdown duration
inputs.
The results of the paired t-tests are given in Table 7.1. The confidence intervals
for the mean difference between any two output process of the model using any
two breakdown duration inputs all include zero, which suggests there is no obvious
difference between any two of the simulation outputs. The high p-values further
suggest that the data are consistent with H0 : µd = µ0 = 0, that is, any two outputs
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do perform equally.
95% CI for
Paired T-Test Mean Differences T-Value P-Value
empirical data input vs.
individual FMD input (−0.00868, 0.00497) −0.53 0.594
empirical data input vs.
group FMD input(0.10) (−0.00451, 0.00618) 0.31 0.759
individual FMD input vs.
group FMD input(0.10) (−0.00405, 0.00942) 0.78 0.433
Table 7.1: The results of the paired t-tests between the outputs of models using the
three breakdown duration inputs.
7.2.3 Bootstrapping Analysis
We have investigated the differences between the medians and means of the JPH
outputs and the differences between paired JPH observations using the graphical
method and the statistical test. We here wish to study the distributional proper-
ties of the simulation JPH outputs, i.e. to examine the similarities between the
underlying distributions of the JPH outputs of the models using the three different
breakdown duration inputs, where the similarities are measured by the possibilities
that any two sets of the JPH observations have been drawn from the same distribu-
tion. The larger the possibility, the more similar the two sets of JPH outputs and
thus the more similar the two breakdown duration inputs. We use the method de-
scribed in Chapter 4 to calculate the p-value similarity between the distributions of
the JPH outputs of simulation models using the three different breakdown duration
inputs.
The resultant p-values are given in Table 7.2. As shown in this table, the p-
values are all quite high, which indicates that the distributions of the JPH outputs
of the three simulation models using different breakdown inputs are all very similar
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to each other and thus suggests the three representations of the breakdown dura-
tions as simulation input have a similar effect on the whole system’s production
performance.
Bootstrapping Process of Comparison P-Value
empirical data input vs. individual FMD input 0.371
empirical data input vs. group FMD input(0.10) 0.536
individual FMD input vs. group FMD input(0.10) 0.736
Table 7.2: The p-values obtained from the bootstrapping process of comparison
between the outputs of models using the three breakdown duration inputs.
7.2.4 Further Investigation
As discussed in the previous three sections, the evaluation results all suggest that
the JPH outputs of models using the three breakdown duration inputs are very
similar. The outputs are so close that it appears that the machine breakdowns may
have only a small impact on the throughput. We therefore check this inference
by comparing the output of the model using the group FMD input with two other
possible input distributions: (1) using one lognormal distribution and (2) using one
FMD for the whole data set of all machines. The differences between these three
breakdown duration inputs are statistically significant, and so we would expect
there to be significant differences in the outputs. The boxplot and 95% confidence
interval plot of the three sets of JPH outputs are given in Figure 7.3, and suggest
that the JPH again appears to be insensitive to the changes made to the machine
breakdown duration inputs, which confirms our inference.
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Figure 7.3: Boxplot and Interval plot of simulation output JPH using three methods
for sampling breakdown durations: group FMD (p0 = 0.10), one FMD for all 39
machines and one lognormal distribution for all 39 machines. The central line
shows the median and the box spans the inter-quartile range. The central circle
shows the mean and the interval describes the 95% confidence interval for the
mean.
CHAPTER 7 159
Therefore we investigate the causes of production loss further. Since there are
three main causes of production loss: the machine breakdowns, engine repairs and
operator stoppages, we shut down the engine repairs and operator breakdowns, and
run the simulation models with only the factor of machine breakdowns on to gain
a better and clearer picture of the solo impact of the machine breakdowns on the
system throughput.
The boxplot and interval plot of the JPH outputs of models with the factors
of engine repairs and human breakdowns taken out and using four methods for
describing the machine breakdown durations: historical data, individual FMD,
group FMD with a threshold of 0.10 in the grouping process and one FMD for all
machines, are shown in Figures 7.4 and 7.5. It is seen that the machine repairs
are only responsible for a small portion of the loss, as the JPH outputs are much
higher than the outputs when all of the three factors: machine breakdowns, engine
repairs and operator stoppages, are included in the simulation model. Thus, it
seems that the engine repairs and operator stoppages are responsible for a larger
portion of the production loss and when all three factors are functioning, their
impact on the simulation model overpowers the effect of the machine breakdowns
and effectively masks any differences in output resulting from different breakdown
duration inputs.
Although the simulation model with the engine repairs and operator stoppages
turned off is not a complete model, the outputs show the true impact of the machine
breakdowns on the line throughput, without the interaction with other factors that
are also affecting the total loss in real world. From Figures 7.4 and 7.5, it is seen
that the inter-quartile ranges and 95% confidence intervals of the four outputs all
overlap, which suggests that there are similarities between the four breakdown
duration inputs. Another interesting observation to be made is that as we move
to more general models, i.e. from individually fitted models, to fitted models for
groups of machines, to a model for all of the machines, the 95% confidence interval
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Figure 7.4: Boxplot of simulation output JPH using four different methods for
sampling breakdown durations: EDF, individual FMD, group FMD (p0 = 0.10)
and one FMD for all 39 machines; while the engine repairs and operator stoppages
are set to be turned off. The central line shows the median and the box spans the
inter-quartile range.
for the output increases.
We focus on the models using the first three methods for representing the ma-
chine breakdown durations: historical data, individual FMD, group FMD with a
threshold of 0.10. It can also be seen in the interval plot given in Figure 7.5 that
using empirical distributions results in a slightly lower JPH than the output using
FMD inputs. We use the breakdown duration data of machine ML06 as an example
to study a possible reason of these differences. Figure 7.6 shows the histogram
of the breakdown duration data for ML06, the fitted mixture model for machine
ML06 only and the fitted mixture model for G03, the group of machines including
ML06 (see Appendix B for more details). It can be seen in the histogram that there
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Figure 7.5: Interval plot of simulation output JPH using four different methods for
sampling breakdown durations: EDF, individual FMD, group FMD (p0 = 0.10)
and one FMD for all 39 machines; while the engine repairs and operator stop-
pages are set to be turned off. The central circle shows the mean and the interval
describes the 95% confidence interval for the mean.
is one extreme outlier for which the breakdown duration is around 133 minutes (i.e.
near 11.5 in the X-axis, as the data shown in the plot is the transformed data of the
real breakdown durations), resulting in the whole assembly line being down for a
relatively long period. The fitted mixture model for ML06 and the fitted mixture
model for G03 are both much smoother than the empirical distribution for ML06,
and by using a continuous curve are unlikely to sample durations of 133 minutes
or greater as often as when using the empirical distributions. Hence, the JPH with
the EDF inputs could be lower than that with the mixture distribution inputs.
Since the cycle time of the assembly is 103 seconds, if a repair for any machine
needs a long time to be fixed all machines need to stop after a while; therefore long
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Figure 7.6: Histogram of the transformed breakdown duration data of machine
ML06 and plots of its fitted mixture distribution’s PDF and its group fitted mixture
distribution’s PDF.
repair durations have a greater effect on the line production. As the high value out-
liers of breakdown durations have a significant impact on the resultant JPH output,
we calculated the frequency of generating long breakdown durations (greater than
50 minutes) in the WITNESS models using the three different representations of
breakdown durations for machine ML06. The results are given in Table 7.3. The
frequency of long breakdowns is the highest when using the empirical distribution
as the breakdown duration input. Moreover, the three models are using the same
distribution to simulate time between two successive failures, so the fact that when
running for the same amount of time, the model using the empirical distribution as
its input has the lowest efficiency is quite reasonable.
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TTR Input P (TTR > 50mins)
Empirical distribution 0.002632
FMD for ML06 0.000609
FMD for G03 0.000611
Table 7.3: Frequency of generating long breakdown durations (greater than 50
minutes) for machine ML06 using the three different distributions. TTR is short
for time to repair.
7.3 Impact of the Threshold
The grouping results of the Arrows classification method vary for different thresh-
olds, and so we here study the influence of the choice of threshold on the output
of simulation models using fitted mixture distributions for different groups. We
consider the following thresholds: 0.05, 0.10, 0.20, 0.30, 0.40, 0.50, 0.60, 0.70,
0.80, 0.90. Most of the corresponding grouping results are different with two
exceptions: the groupings with p0 = 0.50 match those with p0 = 0.60; and the
groupings with p0 = 0.70 match those with p0 = 0.80; therefore, we have 8
different sets of fitted mixture distributions for 8 different sets of groups. We use
these 8 sets of group fitted mixture distributions as the breakdown duration inputs
of the same engine assembly line simulation model and make 10 independent runs
of 36 weeks for the models to get 8 sets of JPH observations.
The boxplot and interval plot of the sets of JPH output for the engine assembly
line simulation model using the individual FMD breakdown input together with the
groups FMD breakdown input at different threshold levels are given in Figures 7.7
and 7.8 respectively. As shown in both plots, there are no significant differences
between the JPH outputs of models using FMD for groups that are obtained at
different threshold levels.
The similarities can be further confirmed by the paired t-test results and boot-
strapping analysis, as described in Sections 7.2.2 and 7.2.3, which are shown in
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Figure 7.7: Boxplot of simulation output JPH using the FMD for individual ma-
chines together with the FMD for groups classified at different threshold levels us-
ing the Arrows method for sampling breakdown durations. The central line shows
the median and the box spans the inter-quartile range.
Tables 7.4 and 7.5, respectively. All of the confidence intervals in Table 7.4 in-
clude zero, and the p-values are all quite high; both of which suggest that there is
no apparent difference between any pair of the simulation outputs and thus all of
the 8 simulation outputs perform equally. All of the p-values in Table 7.5 are all
quite high, which indicates that the distributions of the JPH outputs of the 8 simu-
lation models are all very similar to each other and thus consistently suggests the 8
representations of the breakdown duration inputs have a similar effect on the sys-
tem production performance. Therefore, it is believed that the choice of threshold
in finding the groups of machines does not have a significant impact on the sim-
ulation performance when using group FMD as breakdown duration inputs. This
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Figure 7.8: Interval plot of simulation output JPH using the FMD for individual
machines together with the FMD for groups classified at different threshold levels
using the Arrows method for sampling breakdown durations. The central circle
shows the mean and the interval describes the 95% confidence interval for the
mean.
suggests that p0 = 0.05 may be chosen as it is the smallest value of the thresholds
and thus provides the smallest number of groups; and hence decreases the time
spent estimating the fitted distributions for all machines and also reduces the time
spent inputting the breakdown settings.
We next investigate the impact of the threshold using the simulation models
with the engine repairs and operator stoppages turned off. The plots of outputs are
shown in Figures 7.9 and 7.10, and these also suggest that there is little difference
in the outputs for the different thresholds.
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Paired T-Test
individual FMD input 95% CI for T-Value P-Value
vs.
Mean Differences
group FMD input(0.10) (−0.00405, 0.00942) 0.78 0.433
group FMD input(0.05) (−0.00520, 0.00802) 0.42 0.675
group FMD input(0.20) (−0.00509, 0.00819) 0.46 0.646
group FMD input(0.30) (−0.00650, 0.00603) −0.07 0.941
group FMD input(0.40) (−0.00170, 0.01223) 1.49 0.138
group FMD input
(0.50/0.60) (−0.00295, 0.01125) 1.15 0.251
group FMD input
(0.70/0.80) (−0.00265, 0.01151) 1.23 0.219
group FMD input(0.90) (−0.00246, 0.01124) 1.26 0.209
Table 7.4: The results of the paired t-tests comparing the simulation output of the
model using individual FMD and those of models using FMD for different groups
of machines resulting from the Arrows method using different thresholds.
individual FMD input vs. P-Value
group FMD input(0.10) 0.736
group FMD input(0.05) 0.695
group FMD input(0.20) 0.637
group FMD input(0.30) 0.691
group FMD input(0.40) 0.896
group FMD input(0.50/0.60) 0.779
group FMD input(0.70/0.80) 0.603
group FMD input(0.90) 0.803
Table 7.5: The p-value results obtained from the bootstrapping process comparing
the simulation output of the model using the individual FMD and those of models
using FMD for different groups of machines resulting from the Arrows method
using different thresholds.
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Figure 7.9: Boxplot of simulation output JPH using the FMD for groups classified
at different threshold levels using the Arrows method for sampling breakdown
durations in the model with the engine repairs and operator stoppages turned off.
The central line shows the median and the box spans the inter-quartile range.
7.4 Discussion
The first observation to be made is that the machine breakdowns have only a small
impact on the JPH, and the engine repairs and operator stoppages are respons-
ible for a much greater portion of the total loss than the machine breakdowns.
Therefore, it is reasonable that the JPH outputs of the model using the three dif-
ferent machine breakdown inputs appear to be similar, which may indicate why
this topic has not been discussed much before. The evaluation process was carried
out to investigate the influence of the machine breakdown inputs on the simulation
throughput and the fact that the outputs are so similar even when the engine repairs
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Figure 7.10: Interval plot of simulation output JPH using the FMD for groups clas-
sified at different threshold levels using the Arrows method for sampling break-
down durations in the model with the engine repairs and operator stoppages turned
off. The central circle shows the mean and the interval describes the 95% confid-
ence interval for the mean.
and operator stoppages are turned off, is encouraging.
The results of the comparison of the simulation outputs of the simulation mod-
els that have only the machine breakdowns functioning, i.e. with the engine repairs
and operator stoppages turned off, show that when FMD inputs are used, the JPH
output by the model is higher than the output when empirical distribution inputs
are used. It is believed that the reason for this is that the possibility of getting ex-
tremely high breakdown durations in the WITNESS models using historical data
is greater than that of the model using individual FMD or group FMD inputs; and
the very long breakdown durations have a significant impact on the JPH of the line.
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Nevertheless, as suggested by the analysis, the simulation outputs using the three
different breakdown duration representations are all quite similar.
The use of mixture distributions for representing simulation inputs has advant-
ages over using EDF inputs. Since the EDF is estimated from a random sample,
it may contain irregularities and have a limitation that data generated from it can
only be within a certain range. A mixture distribution is a continuous distribution
that copes well with the multimodality present within the data, thus can smooth
out the irregularities in the data. It is a compact way to represent the duration data
and also makes it simpler to make changes for experimental reasons.
On the whole, the similar simulation performance using FMD and group FMD
strongly suggests that the classification of machines based on their breakdown
duration data is good enough for this purpose. Moreover, there are a number of
advantages of using grouped FMD instead of individual FMD. First, less fitting
processes need to be carried out; and the number of data sets and variables in the
simulation can be reduced by the grouping and thus the subsequent input time re-
quired for all machines can be decreased. The total saving of time is significant,
even when taking into account the time spent implementing the Arrows method.
Second, in the situations that a machine needs to be modelled while there is no
available data for it or it is a new machine, an experienced engineer could probably
help with identifying which groups of machines the no-data/new machine belongs
to and so the FMD for that group could be used to represent the breakdown dura-
tion input of this new machine. The accuracy of identifying the machine as being
similar to a group of machines should be higher that that of identifying a similarity
with one particular machine whose breakdown duration data are available.
While the different thresholds suggest different groupings, it appears that the
simulation outputs of models using different collections of group fitted mixture
distributions for different sets of groups are not significantly different, with or
without the factors of engine repairs and operator stoppages. The paired t-tests
CHAPTER 7 170
and bootstrapping analysis that compares the simulation output of the model using
individual machine FMD and that of the models using FMD for groups obtained
using different thresholds confirm this. Thus, it is concluded that the choice of
threshold for the Arrows grouping process does not have a significant influence on
the simulation throughput of models using corresponding group fitted distributions
in this example. Therefore, we could use a relatively low threshold for the classi-
fication analysis to gain a greater saving on the time for the fitting and inputting
processes.
Chapter 8
Conclusions and Future Research
Simulation modelling is used widely within manufacturing industry to evaluate
new designs for production lines and to improve the efficiency of existing lines. As
an important source of variability in many manufacturing systems [103], machine
breakdowns need to be modelled correctly in manufacturing simulation models.
Our work has focused on an existing engine assembly line within a Ford manu-
facturing plant, where over two hundred different machines are involved in the
assembly process. Although many authors have considered the machine failure
rates occurring on a production line ([64], [128], [99], [163], [171] and [68]),
we have found little work in the literature on modelling the duration of machine
breakdowns ([97] and [103]). A review of the literature on machine breakdown
modelling in manufacturing simulation models has been given in Chapter 2.
In this thesis we have described a modelling process to represent machine
breakdown durations in engine assembly line simulation models. We use finite
mixture distributions to model machine breakdown durations, allowing us to de-
scribe the multimodality present within the data. Since the simulation models
generally contain a large number of machines and can be very complex, we have
derived the Arrows classification method to group machines with similar distribu-
tions of breakdown durations, where the Two-Sample Crame´r-von Mises statistic
171
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is used to measure the similarity of two sets of breakdown duration data for two
machines, with bootstrapping being used to assess the significance of the similar-
ity. The grouping is such that two machines with statistically significantly different
breakdown duration data cannot be placed in the same group. Finite mixture dis-
tributions are fitted to the grouped breakdown duration data sets and one fitted
mixture distribution for the group is used in the simulation model to model the
breakdown durations for all of the machines in the group.
We have implemented the breakdown duration modelling methodology with
the simulation model of the engine assembly line and have evaluated the classifica-
tion and mixture distributions fitting procedure by comparing the throughput of the
simulation model when running with three different machine breakdown duration
inputs: mixture models fitted to individual machine breakdown durations; mixture
models fitted to group breakdown durations; and historical data. Three different
methods have been used for the outputs comparison and the results suggest that
the modelling methodology successfully produced an appropriate representation
of machine breakdown duration inputs for the simulation model.
8.1 Finite Mixture Models
Finite mixture models are multimodal and have been found to be an appropriate
statistical model of the breakdown durations of machines in engine assembly lines.
Their use has advantages over the historical data and common theoretical distribu-
tions for modelling the breakdown durations. Historical data may contain irregu-
larities and have strict upper and lower boundaries. Commonly used theoretical
distributions may be worse representations of breakdown durations as most break-
down duration data sets are not unimodal, while common theoretical distributions
are. In comparison, finite mixture distributions are particularly appropriate as they
can cope with the multimodality present in most of the breakdown duration data
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sets and adequately fitted mixture distributions can smooth out the irregularities
within the historical data, represent extreme events and make it simpler to make
changes for experimental reasons. From a practical point of view, fitted mixture
distributions are found suitable as well as they contain parameters with intuitive
meanings and can be input into simulation models in a simple way.
Since the original data has a wide range of values, we found that using a data
transformation could help in getting more accurately fitted mixture distributions
by reducing the range of the data so that the fitting process coped better. By taking
the square root of the original data, the range of the transformed data shrinks and
all of the transformed data stay positive. We found that the lognormal mixture
distribution was most robust for representing the machine breakdown duration data
sets.
8.2 Method for Estimating Similarity
A new method for estimating the similarities between machines based on the
breakdown duration data sets was described in Chapter 4. The method uses the
Two-Sample Crame´r-von Mises goodness of fit to compute a statistic, T , of two
data sets by testing the null hypothesis that the two samples are drawn from the
same distribution, and then applies bootstrap resampling to estimate the signific-
ance level of the statistic by determining the distribution of T , Φ(T ). The Crame´r-
von Mises goodness of fit statistic was used as it has advantages when dealing
with the machine breakdown duration data sets, compared with other goodness
of fit statistics. For other goodness of fit statistics, such as the χ2 statistic and
the Anderson-Darling statistic, information about the underlying distribution of
the data is required before constructing the goodness of fit tests [151]. In compar-
ison, computing the Crame´r-von Mises statistic is relatively straightforward, as it is
distribution-free and therefore there is no need to make any assumptions about the
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distributions of the data sets being analysed [5]. In addition, the Crame´r-von Mises
goodness of fit statistic copes well with the fact that the data sets contain very un-
even numbers of data points. The tabulated criterion values for the Crame´r-von
Mises test are not very extensive and do not cover the samples that we are dealing
with and so we use bootstrap resampling to produce the distribution of Crame´r-von
Mises goodness of fit statistics. The similarity of the two samples of breakdown
duration data is then measured by the significance level, i.e. the p-value, of T ,
which is obtained by simply comparing T with Φ(T ).
We tested the new method on samples drawn from (a) identical distributions;
(b) distributions with the same variance but different mean; (c) distributions with
equal means but different variances; and (d) different types of distributions. The
method is especially successful when applied to cases where the samples are clearly
distinct or are identical to each other, where extremely small or high p-values were
obtained as expected. It is more difficult to calculate p-values for samples drawn
from close although not identical distributions. In these cases the method gives p-
values that are not extremely low but are close to our suggested threshold. Given
how close the distributions used are for some examples, it is not unreasonable to
sometimes obtain a result suggesting that the samples are generated from the same
distribution.
We applied the method to estimate the similarity matrix for all machines in-
volved in the engine assembly line we focused on. An example of six machines
was given in Section 4.6.1 and the reliability of the p-values was confirmed by
the check of the features of the breakdown duration data sets. The method is
widely applicable and we have demonstrated its application to estimating the sim-
ilarity between medical procedures based on the patients’ hospital length-of-stay
data [41]; an example of five procedures was given in Section 4.6.2, where the
similarity results made sense intuitively. This method has also been used to eval-
uate the similarities between simulation outputs of models using the current and
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the proposed breakdown duration modelling. Overall, this method appears to be
an appropriate distribution-free method for estimating the similarity between data
sets that may contain different numbers of data points.
8.3 Arrows Classification Method
The Arrows classification method was derived to group machines based on the
similarity matrix, consisting of the similarities between machines. The similar-
ity between two machines is assumed to be the p-value for the Crame´r-von Mises
goodness of fit test for the comparison between their breakdown duration data sets,
as described in the previous section. We found that this classification method per-
formed well for a simple distance matrix from a text book, as well as for practical
and more complicated similarity matrices such as the machine breakdown duration
data. The method could be applied to classify data from a wide range of applic-
ations and it also gave sensible results when we applied it to grouping medical
procedures based on the similarities between their patients’ hospital length-of-stay
data.
There are three main features of the Arrows method: (1) it ensures that objects
with similarities below a specified threshold are not placed in the same group; (2) it
ensures that objects with double-arrow connections are put in the same group; and
(3) it prefers to keep objects with single-arrow connections in the same group when
possible. Two machines have a double-arrow connections only if their similarity
is greater than the specified threshold and is the highest among the similarities
between the two machines and all of the other machines; two machines have a
single-arrow connections if their similarity is greater than the specified threshold
and is the highest among the similarities between either one of the two machines
and all of the other machines. One characteristic of the Arrows method resulting
from the multiple criteria is that it is possible that one object or group may be
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combined with different groups or objects when the threshold changes. This can
occur as a result of the method’s intention of keeping objects with single-arrow
connections in the same group, while satisfying the condition that every pair of
objects in the same group should have a p-value that is above the threshold. When
there is no relevant influence from single-arrow connections, this can also happen
as a result of the method’s intention of merging objects or groups with higher
average connections, while satisfying the condition that every pair of objects in
the same group should have a p-value that is above the selected threshold.
The method has similarities with complete linkage and average linkage hier-
archical cluster analysis. The Arrows method places objects with double-arrow
connections in the same group and prefers to keep together objects with single-
arrow connections, which is different from cluster analysis in which the clustering
method searches the whole similarity matrix to find the most similar groups to
amalgamate. The results from the three methods suggest that the Arrows method
seems to give more similar results to average linkage clustering when a lower sim-
ilarity level is required, but when a higher similarity level is required the Arrows
method tends to be more similar to complete linkage clustering. An advantage of
the Arrows method over the two forms of cluster analysis considered here is that it
allows us to control the similarity level in the resultant groups more easily through
the use of a threshold, such that any two objects whose similarity is less than the
threshold will not be placed in the same group.
8.4 Evaluate Breakdown Duration Input Modelling
In Chapter 7 we described the methodology used to evaluate the modelling of the
machine breakdown durations, by comparing the system throughput of the same
engine assembly model using three different breakdown duration inputs. The
methodology could be useful for comparing system configurations, by evaluat-
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ing the similarities between the stochastic outputs coming from the corresponding
simulation models.
The evaluation process revealed that the machine breakdown duration settings
did not affect the system throughput significantly. Further work on investigating
the causes of production loss was carried out and it was found that the main sources
of variability in the line yield are the engine repair process and operator stoppages,
and these mask the effect of changes in machine breakdown durations on the sys-
tem throughput. The three representations of the machine breakdown durations
considered here (empirical distributions, fitted mixture distributions for individual
machines, and fitted mixture distributions for the groups of machines obtained us-
ing the Arrows classification method) generated simulation outputs that were all
within the 95% confidence interval of the real line yield data, suggesting any of
them could be used as input models. The mixture distribution fitted to groups of
machines is likely to be the most appropriate representation of the breakdown dur-
ation inputs for several reasons. First, it overcomes some shortcomings of the use
of empirical distributions as simulation inputs as discussed in Section 8.1. Further-
more, comparing the use of group fitted mixture distributions to using individual
fitted mixture distributions, the former has a couple of advantages over the latter:
(a) the total saving of time for the fitting processes and the inputting of breakdown
setting is considerable, even when taking into account the time spent implementing
the Arrows method for the grouping; (b) for situations where a machine without
available data or a new machine is being modelled, an experienced engineer could
probably help with identifying which group of machines the no-data/new machine
belongs to and so the fitted mixture distribution for that group could be used to rep-
resent the breakdown duration input of this machine; and the accuracy of identify-
ing the machine as being similar to a group of machines should be higher that that
of identifying one particular machine whose breakdown duration data are available
as a similar machine. In addition, the similar simulation performance using inputs
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of individual FMD and group FMD strongly justified the use of the classification
method.
The choice of threshold for the Arrows grouping process did not appear to have
a significant influence on the simulation throughput of models using corresponding
group fitted distributions in this model. The impact of using different values for the
threshold in the Arrows classification method on the system throughput was stud-
ied. In this case, we adjusted the simulation model so that machine breakdown was
the only major source of variability in the system throughput (the engine repairs
and operator stoppages were turned off) and the results showed that the simulation
outputs of models using different group fitted mixture distributions are not signi-
ficantly different. Therefore, a relatively low threshold, producing a low number
of groups, can be chosen for the purpose of using group fitted mixture distribution
for representing the machine breakdown duration input of simulation models.
8.5 Future Work
We have considered only a small part of the total breakdown process in this thesis
and we would like to develop a complete model of breakdowns. While machine
breakdown durations are important, the current method of modelling the time
between failures may also be influencing the model output. Improving the rep-
resentation of the time between failures could use the basic methodology with
most of the additional work probably being the collection of data of time between
failures.
The breakdown duration data provided by Ford included not only the actual
repair time but also some waiting time for some resources, e.g. maintenance team
or parts. In this work we focused on developing a statistical model of the total
breakdown duration. Splitting the breakdown duration up into its constituent parts
and modelling them separately would allow a better description of breakdowns in
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the simulation model. The methodology would not need to change substantially
and most of the work to make this extension would be involved in distinguishing
and recording the data for the actual repair stage and for the waiting stage.
Engine repairs and operator stoppages, which are essentially product quality is-
sues and human behaviour breakdowns, are responsible for a great part of the total
loss of the line productions in the engine assembly plant. Therefore, it is important
that they are modelled accurately. As MODAPTS, a technology involved in record-
ing all motions required for a person to complete a task and analysis for methods
improvement, has been introduced and used in more manufacturing companies,
human behaviour can also be recorded more accurately. Accordingly it should
be possible to extend the methodology to incorporate modelling of human break-
downs and response times. This would allow a complete and integrated model of
machine breakdown behaviour to be developed including the modelling of time to
repair failures, waiting time for resources, time between failures, human response
times and human breakdowns. In the future we should also consider implement-
ing the methodology described in this thesis to model the engine repairs process.
Together with the extensions of modelling machine breakdowns discussed above,
this would result in a complete system for modelling the total loss in manufac-
turing processes due to machine breakdowns, operator performances and product
quality issues.
Simulation input modelling is an important part of simulation construction.
The methodology for modelling breakdown durations presented in this thesis could
be extended to model variable inputs in other simulation applications, where the
inputs are multimodal, outside of the manufacturing area.
The Arrows classification of machines has been examined using the collected
historical breakdown duration data and we would like to be able to validate the
classification using the machines’ future performance. New breakdown duration
data may provide more confidence in the methods or may lead to the groups being
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updated. It would be useful to devise an update procedure that does not involve
a complete recalculation of the similarity matrix and rerun of the Arrows method.
We have suggested that when modelling the breakdown of new machines, exper-
ienced engineers may decide they may be similar to a group of machines. It may
also be useful to collect their real breakdown duration data during a period when
they are used in the actual production, which can then be analysed to assess the
engineers’ decision.
The Arrows method could be extended to classify objects in other applications.
The distribution-free method for estimating the similarity between data sets that
may be of different sizes has the scope to be useful in fields other than manufac-
turing. For example we have shown their applications to the grouping of medical
procedures in this thesis.
8.6 Discussion
We have demonstrated the modelling of machine breakdown durations in an engine
assembly line simulation model. We found that fitted finite mixture distributions
for groups of machines were suitable for representing machine breakdown dura-
tions as simulation inputs, and used parameters with an intuitive meaning. Group-
ing like machines serves to decrease the total time spent on fitting the input models
considerably, as well as simplifying the breakdown duration inputs required for the
simulation model. The Arrows classification of the machines based on the simil-
arities between their breakdown duration data sets serves this purpose well.
The method for estimating similarity that we have introduced can be used to
calculate the similarity between data sets with uneven numbers of data points and
being a distribution-free method, its application is relatively simple and widely
applicable.
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We introduce the Arrows Classification procedure in Chapter 5 and tested it
on a textbook example as well as two different sets of data coming from widely
different applications (manufacturing and health care). The results suggest that it
produces similar results to cluster analysis, while making it much easier to control
the similarity level in each resultant group in order to achieve different classifica-
tion targets.
Ford have been using the program we developed for the data validation, which
has achieved a huge saving on the data process time. Meanwhile, they have showed
interest in using the proposed method for modelling machine breakdown durations.
However, as Ford use Excel interfaces to generate simulation models, these inter-
faces need to be upgraded, in order to allow the engineers and simulation modellers
to use fitted mixture distributions to model the machine breakdown durations.
In conclusion, if there is multimodality present in a data set, the machine break-
down duration modelling process described in this thesis can be used to obtain a
representation of the random inputs for simulation models. We have demonstrated
its use on machine breakdown duration modelling in the manufacturing simulation
model of an engine assembly line. The calculation of similarity and the Arrows
Classification method introduced in this thesis would be applicable in a wide range
of situations, not simply for analysing machine breakdown duration data. We have
demonstrated their use on grouping machines and medical procedures. The meth-
odology of simulation evaluation has been successfully used for evaluating the
machine breakdown duration inputs and could also be applied to evaluate other
sources of variability in simulation models.
Glossary
Arrows Classification Procedure: A classification method we have derived. It
has a setting of similarity threshold that can be specified by the user, which allows
the user to easily control the similarity level in the resultant groups.
Available Time Mode: In this mode, machines can break down whether they are
operating or not.
Breakdown Duration: The whole period of a machine breakdown, which is also
generally referred to as the repair time or the time to repair (TTR) or the machine
downtime.
Busy Time Mode: In this mode, machines can only break down while they are
operating.
CDF: Cumulative Distribution Function.
Double-Arrow Connection: A definition of similarity between objects that asso-
ciate with the Arrows Classification method. Objects Oi and Oj have a double-
arrow connection if pij , the p-value comparing their corresponding sets of data, is
the biggest in both row i and row j of the similarity matrix and pij is greater than
the specified threshold p0.
EDF: Empirical Distribution Function.
FMD: Fitted finite Mixture Distribution.
Forman: A generic title of a supervisory person in a manufacturing plant and can
be a male or female.
JPH: Jobs completed Per Hour for a machining or engine assembly line.
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Maintenance Operator: A worker who has been trained to obtain the required
skills to identify and rectify the faults of equipment that fails to function.
Major Repair: A machine failure that takes longer than 15 minutes to repair and
generally requires a highly skilled maintenance operator to fix.
Minor Repair: A machine failure that takes less than 15 minutes to repair and
generally only require a basic level of skill to fix.
Monitoring system: An automatic data record system that keeps track of all stop-
pages that occur on machines that are connected to the system.
MTBF: An acronym stands for Mean Time Between Failure.
MTTR: An acronym stands for Mean Time to Repair.
Number of Operations Mode: In this mode, machine breaks down after a certain
number of operations.
Operator: A worker who is responsible for ensuring the efficient functioning of
equipment in the assigned department.
PDF: Probability Density Function.
Productivity Engineering Department: A department usually known as Indus-
trial Engineering department which used the skills of Time and Method Study. But
due to changes in operating philosophy the name was changed.
Single-Arrow Connection: A definition of similarity between objects that associ-
ate with the Arrows Classification method. Objects Oi and Ok have a single-arrow
connection if pik, the p-value comparing their corresponding sets of data, is the
biggest in only one of row i or row k of the similarity matrix and pik is greater than
the specified threshold p0.
TTR: An acronym stands for Time to Repair.
Appendix A
Grouping Results of the 20 Machines
For the 20 machines with Similarity Matrix given in Table 5.2, the Arrows Classi-
fication method and complete linkage clustering give the same grouping results at
similarity levels of 0.20, 0.30, . . . , 0.90. These grouping results are given in Table
A.1.
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P-value Arrows Method or Complete Linkage
Threshold Group Clustering Method
0.20 1 M01, M11, M12
2 M02, M03
3 M05, M19, M20
4 M07, M10, M13, M17
5-12 (Single machine groups) M04, M06, M08, M09, M14,
M15, M16, M18
0.30 1 M01, M11, M12
2 M02, M03
3 M05, M19, M20
4 M07, M17
5 M10, M13
6-13 (Single machine groups) M04, M06, M08, M09, M14,
M15, M16, M18
0.40/0.50 1 M01, M11
2 M02, M03
3 M05, M19, M20
4 M07, M17
5 M10, M13
6-14 (Single machine groups) M04, M06, M08, M09, M12,
M14, M15, M16, M18
0.60 1 M02, M03
2 M05, M19, M20
3 M07, M17
4 M10, M13
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P-value Arrows Method or Complete Linkage
Threshold Group Clustering Method
5-15 (Single machine groups) M01, M04, M06, M08, M09,
M11, M12, M14, M15, M16, M18
0.70 1 M05, M19, M20
2 M07, M17
3 M10, M13
4-16 (Single machine groups) M01, M02, M03, M04, M06,
M08, M09, M11, M12, M14, M15, M16, M18
0.80 1 M05, M20
2 M07, M17
3 M10, M13
4-17 (Single machine groups) M01, M02, M03, M04, M06,
M08, M09, M11, M12, M14, M15, M16, M18, M19
0.90 1 M05, M20
2-19 (Single machine groups) M01, M02, M03, M04, M06,
M07, M08, M09, M10, M11, M12, M13, M14, M15,
M16, M17, M18, M19
Table A.1: Grouping results of the 20 machines with Similar-
ity Matrix given in Table 5.2, using the Arrows Classification
method and complete linkage clustering.
Appendix B
Similarity Matrix and Grouping
Results of the 39 Machines in
DuntonL01 Engine Assembly Line
The estimated Similarity Matrix of the 39 machines involved in the engine as-
sembly line, DuntonL01, is given in Tables B.1 and B.2. The similarities are es-
timated using the method descrined in Chapter 4. The matrix has been split across
the two tables for presentation purposes.
The grouping results of the 39 machines using the Arrows Classification method
with a specified threshold of 0.10 are given in Table B.3.
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ML01 ML02 ML03 ML04 ML05 ML06 ML07 ML08 ML09 ML10 ML11 ML12 ML13 ML14 ML15 ML16 ML17 ML18 ML19 ML20
ML01 − 0.12 0.07 0.21 0.00 0.00 0.02 0.00 0.00 0.00 0.93 0.00 0.00 0.00 0.00 0.07 0.00 0.00 0.07 0.00
ML02 0.12 − 0.03 0.48 0.00 0.00 0.00 0.00 0.00 0.00 0.87 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.01 0.00
ML03 0.07 0.03 − 0.20 0.00 0.00 0.01 0.00 0.00 0.00 0.36 0.00 0.00 0.00 0.00 0.04 0.00 0.00 0.18 0.00
ML04 0.21 0.48 0.20 − 0.00 0.00 0.00 0.00 0.00 0.02 0.89 0.02 0.00 0.00 0.00 0.15 0.00 0.00 0.03 0.00
ML05 0.00 0.00 0.00 0.00 − 0.89 0.00 0.00 0.01 0.02 0.21 0.00 0.00 0.30 0.00 0.23 0.62 0.06 0.00 0.00
ML06 0.00 0.00 0.00 0.00 0.89 − 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.18 0.01 0.00 0.00 0.00
ML07 0.02 0.00 0.01 0.00 0.00 0.00 − 0.00 0.00 0.00 0.09 0.00 0.16 0.00 0.00 0.00 0.00 0.00 0.49 0.06
ML08 0.00 0.00 0.00 0.00 0.00 0.00 0.00 − 0.00 0.00 0.01 0.00 0.00 0.01 0.23 0.33 0.00 0.00 0.00 0.00
ML09 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 − 0.00 0.07 0.00 0.00 0.00 0.00 0.12 0.00 0.00 0.00 0.00
ML10 0.00 0.00 0.00 0.02 0.02 0.00 0.00 0.00 0.00 − 0.94 0.01 0.00 0.00 0.00 0.16 0.00 0.00 0.00 0.00
ML11 0.93 0.87 0.36 0.89 0.21 0.10 0.09 0.01 0.07 0.94 − 0.73 0.00 0.12 0.00 0.29 0.15 0.02 0.16 0.00
ML12 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.01 0.73 − 0.00 0.00 0.00 0.14 0.00 0.00 0.00 0.00
ML13 0.00 0.00 0.00 0.00 0.00 0.00 0.16 0.00 0.00 0.00 0.00 0.00 − 0.00 0.00 0.00 0.00 0.00 0.02 0.26
ML14 0.00 0.00 0.00 0.00 0.30 0.00 0.00 0.01 0.00 0.00 0.12 0.00 0.00 − 0.00 0.37 0.00 0.00 0.00 0.00
ML15 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.23 0.00 0.00 0.00 0.00 0.00 0.00 − 0.06 0.00 0.00 0.00 0.00
ML16 0.07 0.10 0.04 0.15 0.23 0.18 0.00 0.33 0.12 0.16 0.29 0.14 0.00 0.37 0.06 − 0.20 0.10 0.02 0.00
ML17 0.00 0.00 0.00 0.00 0.62 0.01 0.00 0.00 0.00 0.00 0.15 0.00 0.00 0.00 0.00 0.20 − 0.00 0.00 0.00
ML18 0.00 0.00 0.00 0.00 0.06 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.10 0.00 − 0.00 0.00
ML19 0.07 0.01 0.18 0.03 0.00 0.00 0.49 0.00 0.00 0.00 0.16 0.00 0.02 0.00 0.00 0.02 0.00 0.00 − 0.01
ML20 0.00 0.00 0.00 0.00 0.00 0.00 0.06 0.00 0.00 0.00 0.00 0.00 0.26 0.00 0.00 0.00 0.00 0.00 0.01 −
ML21 0.00 0.00 0.20 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.13 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.04 0.00
ML22 0.24 0.05 0.42 0.11 0.00 0.00 0.37 0.00 0.00 0.00 0.33 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.87 0.00
ML23 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.01 0.00
ML24 0.04 0.00 0.29 0.03 0.00 0.00 0.21 0.00 0.00 0.00 0.32 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.84 0.00
ML25 0.00 0.00 0.00 0.00 0.00 0.00 0.19 0.00 0.00 0.00 0.01 0.00 0.61 0.00 0.00 0.00 0.00 0.00 0.03 0.47
ML26 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.04 0.00 0.00 0.00 0.00 0.18 0.00 0.06 0.00 0.00
ML27 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.64 0.00 0.00 0.00 0.00 0.33 0.00 0.00 0.00 0.00
ML28 0.00 0.00 0.00 0.00 0.00 0.00 0.08 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.72 0.00
ML29 0.39 0.46 0.04 0.38 0.00 0.00 0.00 0.00 0.00 0.00 0.91 0.00 0.00 0.00 0.00 0.09 0.00 0.00 0.01 0.00
ML30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.00 0.00 0.01 0.00 0.00 0.01 0.04 0.68 0.00 0.00 0.00 0.00
ML31 0.28 0.14 0.86 0.23 0.00 0.00 0.20 0.00 0.00 0.00 0.36 0.00 0.00 0.00 0.00 0.04 0.00 0.00 0.50 0.00
ML32 0.36 0.12 0.51 0.29 0.00 0.00 0.14 0.00 0.00 0.00 0.49 0.00 0.00 0.00 0.00 0.07 0.00 0.00 0.28 0.00
ML33 0.00 0.00 0.04 0.01 0.00 0.00 0.02 0.00 0.00 0.00 0.47 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.16 0.00
ML34 0.05 0.11 0.06 0.23 0.02 0.00 0.00 0.00 0.00 0.12 0.53 0.27 0.00 0.00 0.00 0.25 0.00 0.00 0.00 0.00
ML35 0.00 0.00 0.00 0.00 0.00 0.00 0.23 0.00 0.00 0.00 0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.88 0.01
ML36 0.00 0.00 0.00 0.00 0.09 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.17 0.00 0.22 0.00 0.00
ML37 0.13 0.09 0.05 0.29 0.06 0.03 0.00 0.06 0.00 0.18 0.58 0.12 0.00 0.05 0.00 0.68 0.02 0.01 0.02 0.00
ML38 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.04 0.00 0.00 0.19 0.00 0.00 0.00 0.00 0.62 0.00 0.00 0.00 0.00
ML39 0.06 0.18 0.03 0.41 0.02 0.00 0.00 0.00 0.00 0.35 0.94 0.13 0.00 0.00 0.00 0.19 0.00 0.00 0.00 0.00
Table B.1: Part a of the Similarity Matrix of the breakdown duration data for the 39 machines involved in DuntonL01 engine
assembly line, estimated using the method described in Chapter 4.
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ML21 ML22 ML23 ML24 ML25 ML26 ML27 ML28 ML29 ML30 ML31 ML32 ML33 ML34 ML35 ML36 ML37 ML38 ML39
ML01 0.00 0.24 0.00 0.04 0.00 0.00 0.00 0.00 0.39 0.00 0.28 0.36 0.00 0.05 0.00 0.00 0.13 0.00 0.06
ML02 0.00 0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.46 0.00 0.14 0.12 0.00 0.11 0.00 0.00 0.09 0.00 0.18
ML03 0.20 0.42 0.00 0.29 0.00 0.00 0.00 0.00 0.04 0.00 0.86 0.51 0.04 0.06 0.00 0.00 0.05 0.00 0.03
ML04 0.03 0.11 0.00 0.03 0.00 0.00 0.01 0.00 0.38 0.00 0.23 0.29 0.01 0.23 0.00 0.00 0.29 0.01 0.41
ML05 0.00 0.00 0.00 0.00 0.00 0.10 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.09 0.06 0.01 0.02
ML06 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.00
ML07 0.00 0.37 0.00 0.21 0.19 0.00 0.00 0.08 0.00 0.00 0.20 0.14 0.02 0.00 0.23 0.00 0.00 0.00 0.00
ML08 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.06 0.04 0.00
ML09 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
ML10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.12 0.00 0.00 0.18 0.00 0.35
ML11 0.13 0.33 0.03 0.32 0.01 0.04 0.64 0.02 0.91 0.01 0.36 0.49 0.47 0.53 0.05 0.02 0.58 0.19 0.94
ML12 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.27 0.00 0.00 0.12 0.00 0.13
ML13 0.00 0.00 0.00 0.00 0.61 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
ML14 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.00 0.00
ML15 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
ML16 0.03 0.03 0.01 0.01 0.00 0.18 0.33 0.00 0.09 0.68 0.04 0.07 0.03 0.25 0.00 0.17 0.68 0.62 0.19
ML17 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.00
ML18 0.00 0.00 0.00 0.00 0.00 0.06 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.22 0.01 0.00 0.00
ML19 0.04 0.87 0.01 0.84 0.03 0.00 0.00 0.72 0.01 0.00 0.50 0.28 0.16 0.00 0.88 0.00 0.02 0.00 0.00
ML20 0.00 0.00 0.00 0.00 0.47 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00
ML21 − 0.07 0.17 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.11 0.05 0.00 0.01 0.00 0.00 0.04 0.00 0.00
ML22 0.07 − 0.00 0.99 0.00 0.00 0.00 0.19 0.08 0.00 0.86 0.79 0.52 0.01 0.37 0.00 0.03 0.01 0.02
ML23 0.17 0.00 − 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
ML24 0.01 0.99 0.00 − 0.00 0.00 0.00 0.05 0.00 0.00 0.63 0.62 0.11 0.00 0.08 0.00 0.02 0.00 0.00
ML25 0.00 0.00 0.00 0.00 − 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
ML26 0.00 0.00 0.00 0.00 0.00 − 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.00
ML27 0.00 0.00 0.00 0.00 0.00 0.00 − 0.00 0.00 0.00 0.00 0.00 0.00 0.15 0.00 0.00 0.44 0.00 0.02
ML28 0.00 0.19 0.00 0.05 0.00 0.00 0.00 − 0.00 0.00 0.02 0.00 0.00 0.00 0.07 0.00 0.00 0.00 0.00
ML29 0.00 0.08 0.00 0.00 0.00 0.00 0.00 0.00 − 0.00 0.17 0.17 0.00 0.05 0.00 0.00 0.09 0.00 0.17
ML30 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 − 0.00 0.00 0.00 0.00 0.00 0.00 0.06 0.06 0.00
ML31 0.11 0.86 0.00 0.63 0.00 0.00 0.00 0.02 0.17 0.00 − 0.96 0.63 0.05 0.10 0.00 0.04 0.00 0.05
ML32 0.05 0.79 0.00 0.62 0.00 0.00 0.00 0.00 0.17 0.00 0.96 − 0.87 0.04 0.01 0.00 0.07 0.01 0.03
ML33 0.00 0.52 0.00 0.11 0.00 0.00 0.00 0.00 0.00 0.00 0.63 0.87 − 0.00 0.00 0.00 0.03 0.00 0.00
ML34 0.01 0.01 0.00 0.00 0.00 0.00 0.15 0.00 0.05 0.00 0.05 0.04 0.00 − 0.00 0.00 0.08 0.01 0.49
ML35 0.00 0.37 0.00 0.08 0.00 0.00 0.00 0.07 0.00 0.00 0.10 0.01 0.00 0.00 − 0.00 0.00 0.00 0.00
ML36 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 − 0.01 0.00 0.00
ML37 0.04 0.03 0.00 0.02 0.00 0.03 0.44 0.00 0.09 0.06 0.04 0.07 0.03 0.08 0.00 0.01 − 0.82 0.20
ML38 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.06 0.00 0.01 0.00 0.01 0.00 0.00 0.82 − 0.00
ML39 0.00 0.02 0.00 0.00 0.00 0.00 0.02 0.00 0.17 0.00 0.05 0.03 0.00 0.49 0.00 0.00 0.20 0.00 −
Table B.2: Part b of the Similarity Matrix of the breakdown duration data for the 39 machines involved in DuntonL01 engine
assembly line, estimated using the method described in Chapter 4.
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Group Machines
G01 ML01, ML02, ML04, ML29
G02 ML03, ML21
G03 ML05, ML06
G04 ML07, ML19, ML35
G05 ML08, ML15
G06 ML10, ML11, ML34, ML39
G07 ML13, ML20, ML25
G08 ML16, ML37, ML38
G09 ML18, ML36
G10 ML22, ML24, ML31, ML32, ML33
G11-G19 (Single machine groups) ML09, ML12, ML14, ML17,
ML23, ML26, ML27, ML28, ML30
Table B.3: Grouping results of the 39 machines based on
the Similarity Matrix given in Tables B.1 and B.2, using the
Arrows Classification method with threshold p0 = 0.10.
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