Abstract: Object tracking as a branch of computer vision plays a key role in the intelligent video surveillance. In recent years, the mean shift algorithm due to its simplicity and robustness has attracted great attention for tracking the object by using a colour model, while only using the colour causes the error in some cases of tracking such as illumination variations and so on. Consequently, the authors proposed an enhanced mean shift tracking algorithm. First, they presented a new texture-based target representation by a modified version of the interlaced derivative pattern, which considers spatial dependencies between pixels. Second, an improvement for the mean shift tracking algorithm based on this representation is suggested. In addition, a parameter to resize the window around the object is considered, adaptively. Experimental results on some benchmark video in comparison with other state-of-art methods show the efficiency and utility of the proposed algorithm in many complex conditions.
Introduction
Object tracking can be defined as estimating the path of an object in each frame of the video while it moves around an image [1, 2] . It is used in many applications such as human-computer interaction [3] , pedestrian protection systems [4] and so on.
In spite of the importance of the issue, tracking is a challenging task. Its difficulties can arise from the requirement for the real-time processing, the complex scenes, missing of the information caused by the transfer of three dimensional (3D) world to 2D image, illumination variations, occlusion and so on.
In recent years, many methods have been proposed in object tracking field [1, 2] . These methods are divided into two categories [5] : the probability methods [6] (the combination use of Kalman filter or particle filter with tracking) and the deterministic methods [1] (that compare each frame with a model in order to find most similar object). Among the discriminative methods, mean shift algorithm (MSA) is becoming popular due to its robustness and simplicity and independence from the target representation [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . MSA is a kernel-based deterministic that it searches the target location in each frame, where its colour density is similar to the colour density of the specified target in the initial frame [12] . Many researches showed that the MSA can guarantee the robustness of tracking in the condition of non-rigid deformation and partial occlusion.
Despite the above advantage, the most common defects of MSA are as follows: † First, when the target appearance is similar to the background, MSA tracker mistakes in finding correct position. † Second, spatial relations between pixels in interest target region are missed.
Owing to the abundant advantages of MSA versus its defects, many researchers have proposed many approaches to improve the MSA tracker [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . Their researches are based on finding the more rich features for target representation or trying to improve its convergence. A summary of them are as follows.
Leichter et al. [7] have proposed a multiple reference histogram for different views and have tried to produce a proper single histogram based on it for using in MSA. Bousetouane et al. [8] have introduced adaptive MSA by using colour and texture features (co-occurrence distribution). Ning et al. [9] have improved it by using joint colour and texture histogram (using uniform local binary pattern). Subrahmanyam et al. [10] proposed a method similar to [9] but with regard to another local binary pattern (LBP)-based texture. Jiang and Xiong [11] have modified the MSA by using texture and a Kalman filter to predict the location of the object in the initial iteration of the MSA in each frame. Azghani et al. [13] and Li et al. [14] have used meta-heuristic algorithms such as genetic algorithm (GA) and particle swarm optimisation in combination with the MSA to improve the convergence of the procedure. Yang et al. [15] have improved the MSA with using corrected background weighted histogram. Proposing a histogram colour weighting and estimating the scale of the object were the main works of Vojir et al. [16] . Another MSA-based method (called scale and orientation adaptive mean shift tracking (SOAMST)) has been introduced in [17] that detects the scale and orientation change during the mean shift tracking. Another researcher [18] has improved the MSA with proposing a convex kernel function and using the motion information. In addition, these researchers have tried to improve the MSA [19] with considering motion information and Kalman filter.
Considering the previous studies, we can conclude some other features (such as edge, texture etc.) have been used in combination with the color density.
Texture is a property that describes a way for changing the colour in the neighbourhood of the pixels [20] . Clearly, when an object and the background have similar colour, they have different textures.
LBP is a simple description operator for local texture [20, 21] . For each pixel, a code is generated by concatenating the binary gradient directions. Low-computational complexity, and good ability to code the details, all caused that LBP has gained many attentions in the computer vision fields (such as object tracking [9, 10] , face recognition [22] , gender classification [23] etc.). Recently, because of the advantages of LBP, numerous variants of LBP have been proposed [20] . Interlaced derivative pattern (IDP) is one of them that it has been introduced for gender classification [24] . This paper presents an improved MSA with a combination of the colour and a modified version of IDP, Uniform IDP (called UIDP), for target representation, is also adapted to scale changes of the target. In other words, this paper has attempted to effectively
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IET Image Process., pp. 1-10 1 recognise the pixels of the object from the background with pre-processing filters (unsharp, sobel), calculating UIDP image and the intersection of them, to reduce the influence of the background on the tracking. As well as, experimental results show that the proposed method has improved in comparison with MSA and some other state-of-art methods, in many complex conditions. The rest of the paper is organised as follows. Section 2 briefly introduces MSA and IDP. Section 3 explains the details of the proposed texture-based MSA. Section 4 gives some examples to show the efficiency of the proposed method. Finally, the paper is concluded by a summary in Section 5.
Preliminaries
In this section, we briefly introduce the traditional MSA and IDP.
Mean shift algorithm
The basic idea of MSA has been proposed in 1975 for finding the nearest mode of a point sample distribution and it has received good results in data clustering [25] . Afterwards, in1995, MSA has acceded into the computer vision field [26] . Then in2002, it has applied for feature space analysis and it has received the best results in segmentation [27] . Finally, in2003, MSA has applied to object tracking [12] .
It principally consists of two main steps as follows.
Target representation using colour feature:
The appearance of the target is presented by an N-bin colour histogram. It considers x * i i=1, 2, ..., N be the normalised pixel inside target region R, centred in x (denoted by R x ). So, the reference target model can be expressed by{q u } u=1,2, …,m , in which q u is the probability of the feature u = 1, 2, …, m in the reference model, then it is computed by (1)
where m is the size of the feature space, δ is the Kronecker delta function, b: R 2 x 1, 2, . . . , m { }is a function that it associate the pixel x to one histogram bin, K is a kernel profile and C q is a normalised constant defined by (2)
Similarly, {p u } u=1,2, …,m is the represented candidate target model by considering the candidate target in region R centred in y (denoted by R y ), where p is the probability of feature u = 1, 2, …, m in the candidate model, then it is computed by
where h is the bandwidth of the region and C p is a normalised constant defined by
To measure the likelihood between the reference and candidate models, the Bhattacharyya coefficient is defined by where w i is defined by
Interlaced derivative pattern
Recently, texture has gained much popularity in computer vision due to its wide applications [8, 10] . Among the various methods for texture analysis, we have selected an IDP method for target representation. IDP contains more discriminating information than other local patterns [LBP and local derivative pattern (LDP) [28] ]. Since LBP is a non-directional first-order local pattern while LDP is considered as a high-order local pattern that showed the surpassed of itself versus LBP for face recognition [28] . In fact, LBP encodes the binary results of derivative in a local neighbourhood and LDP gets the detailed relationship in it; totally, IDP is a fully directional derivative pattern with the idea similar to LDP but with a shorter code length. Therefore, IDP contains more discriminative information than the first-order methods (such as LBP) by considering the spatial relations between pixels, also it has decreased the time complexity compared with similar high-order methods (such as LDP) by producing shorter code length.
To compute the IDP, each of the following steps is necessary for any pixel of the original image: † Selecting a 3 × 3 neighbourhood around the pixel. † Locating this pixel in the IDP image. † For each neighbour doing the following works:
o Determining the direction between this neighbour and the central pixel.
o Selecting the IDP image channel with these directions. o Thresholding the neighbours with the central pixel value of the selected IDP channel. † Generating binary code of these thresholded neighbours.
In general, the nth-order IDP operator can be defined by (8) . Its performance has been presented in 
where I θ for θ = 0, 45, 90, 135 is the grey-level value of the pixels in each channel, p i for i = c, 1, …, 8 are the pixels of image and f is defined by
3 Proposed method
Representation model in MSA is only based on the colour histogram, which is insufficient in many situations such as illumination variations and so on. To overcome these weaknesses, we suggest a new modified MSA. The proposed method acts similar to MSA but with the difference that it has proposed new texture-based target representation and it has thought to measure the size of the object. The main parts of the proposed method such as 'background elimination,' 'determination of the appropriate target size' and finally 'pseudo-code of our method' will be presented henceforward.
Background elimination
MSA uses all of the pixels in a region (contains the target and the background) for target representation, while we tend to separate the target pixels from the background to increase the robustness of our tracker by a new texture-based feature extraction, applying a pre-processing procedure. Each part of the proposed method is explained as follows.
Uniform IDP:
We will introduce a uniform extension of IDP, which its relation can be expressed by
where (10) is a rotation invariant uniform pattern which has a U with at most value of 2, P is the number of neighbours, R is the neighbourhood radius, s and U are defined by (11) and (12), respectively
The result of (10) is shown by the P + 1 uniform patterns which occur in a circularly symmetric neighbour set of P pixel. Therefore, each uniform pattern is received one unique label (from 0 to P) and non-uniform patterns are assigned with 0. The nine uniform texture patterns according to (10) with parameters (P = 8, R = 1) have been shown in Fig. 2 . Extracting discriminative features from the target is a basic requirement in our issue. Since some features (such as edge, corner, and line end) are important features for object recognition, so (10) is rewrited as (13) which tries to classify the discriminative patterns as the uniform patterns and the others as non-uniform patterns
Difference of (10) and (13) is that (10) considers all of the patterns in Fig. 2 while (13) just tries to detect the discriminative features (line end, corner and edge). In fact, (10) indicates the uniform version of IDP. However, all introduced uniform patterns are not desirable for us; among them, the patterns such as line end, corner and edge are more effective compared with two other patterns (spot, flat) to recognise the object. Therefore, adding a new restriction causes that (13) selects them as uniform patterns and the rest of them consider as non-uniform patterns. The reason of choosing the zero number in (10) and (13) for non-uniform patterns is that no uniform patterns (based on Fig. 2 ) receive a label of 0. Fig. 3 shows the graphical results of performing (8), (10) and (13).
Pre-processing:
We use 'unsharp' and 'sobel' filters to improve the quality of the videos, as follows: † Image I 1 is the result of 'unsharp' action in the candidate region by (14) . † Image I 2 is the result of 'sobel' operator action on I 1 according to (15) . † Image I 3 is the result of thresholding on I 2 with the variance value of I 2 by (16). 'Unsharp' operator acts to sharpen the image. It operates with a 3 × 3 filter (14) for contrast enhancement
where in (14) , α must be in the range of [0, 1] (default value is 0.2). In addition, the edge feature is one of the famous features in object recognition fields that is detected by 'sobel' filter. It is applied for each pixel in 3 × 3 neighbourhood, according to (15) .
Since the variance threshold is independent of target appearance so is considered as the best choice in all the frames of a video. Equation (16) describes the threshold operator for each pixel of the candidate region
where p is a pixel, g p is the grey-level value of pixel p and σ 2 is the variance.
An important question that might come to mind is the effect of the 'sobel' operator practices on the 'unsharp' operator. If 'sobel' applied alone on an image, only the edges with higher resolution are identified while 'unsharp' strengthen edge details, then 'sobel' can detect extra number of edges [29] .
Note that we do not consider pre-processing for calculating UIDP. Applying UIDP (13) on the pre-processed image (image I 2 ) has extracted more number of pixels and its outcome has high quality in the comparison of other manners.
Identify target pixels:
Our idea for separating the target from the background is based on the results of the two previous phases which is expressed by (17)
where I 4 is a binary image where the target is separated from the background, UIDP is expressed by (13) and I 3 is result of pre-processing step by (16) . In fact, (17) is a binary image based on the UIDP and edge feature. More important pixels will receive 1 and others are given 0. Therefore, we just try to compute models (1) and (3) for more important pixels and not for all the pixels. So, (17) extracts the least number of pixels, however the most important of them are based on (13) and (16) . The result of these steps is shown in Fig. 4 .
On the basis of Fig. 3 , the UIDP image represent the amount value of pixels and it does not play a good role to identify the object. So, UIDP was not enough for object finding, and we found an appropriate image in order to detect the pixels by combining the UIDP and pre-processed image (right image in each row of Fig. 4) . Therefore, the less number but more important of them will be detected for modelling the object (1) and (3).
Determining the appropriate size of the target window
In this section, we introduce a relation to determine the object size and propose a stop condition based on the extracted texture in several parts as follows.
Detect scale change:
Since the output of the background elimination is a binary image, so for computing the density of the image it is adequate to enumerate target pixels and divide them by the image size as where I is a binary image, N is the size of I and P xy is a pixel of the image.
The conditions of size detection are as follows:
(i) If density values in consecutive frames are close, this means that the object size is not changed appreciably.
(ii) If the density values in a new frame is very much more than the previous frame, this means that the object size is decreased.
(iii) If the density value in a new frame is very much less than the previous frame, this means that the object size is increased.
In the proposed method, the object size in each frame is compared with the previous frame; so, we suggest a relation as (19) for determining the new size of the object
where d 1 , d 2 , l R , w R , X and X new are density in the previous frame, density in the current frame, length and width of the region and previous and the new size of the region, respectively.
Measuring similarity between original and current model:
By considering small variations in the object for cosecutive frames, the proposed relation for this regard can be expressed by (20) 
where p t u y t , p t−1 u (y t−1 ) are the current and the previous models, also q u is the target model and ρ is a Bhattacharyya coefficient.
The cause of maximising ρ is based on MSA theory, but in explaining 'why μ is minimised?' we can mention based on (20) ; since two frames have more similarity, when the number of UIDP Fig. 4 In each row from left to right: the original greyscale sample image, threshold preprocessed image by its variance value according to (16) , calculate UIDP for original image by (13) , extract discriminating pixels from second and third images by use of (17) 
Pseudo-code of the proposed method
In this section, we present pseudo-code of the proposed method (improvement of MSA) in which the bold lines indicate our innovations during the MSA see Fig. 6 .
Experiment results
In this section, some experiments have been conducted on some benchmark databases (http://visual-tracking.net), (http://cmp.felk. cvut.cz/~vojirtom/dataset), (http://ftp.pets.rdg.ac.uk) and (http://iai. uni-bonn.de/~kleind/tracking) that include the challenges of tracking to validate the proposed method. Additional information about the characteristics of the database are listed in Fig. 7 . All the experiments are conducted with MATLAB 2010b in a 2 GHz and 4 GB RAM system.
The symbols in Fig. 7 are as follows: IV-illumination variation, OCC-occlusion, SV-scale variation, FM-fast motion, DEF-deformation, BC-background clutter, MC-motion camera, SB-similar to the background, IPR-in plane rotation and OPR-out plan rotation.
To test the proposed method for scale variations, the red-car and blue-car sequences has been employed. A part of these sequences includes a car that cross in the street and get away from the camera then its scale will be smaller. The results of these experiments for blue-car and red-car sequences are shown in first and second rows of Fig. 8 , respectively.
Second row of Fig. 8 has compared the performance of the proposed method with [8, [12] [13] . It is clear that MSA has been diverted to the wrong side of the street which has a same colour object; also [8] has a devotion to original position while the proposed method exactly tracked the car.
Measuring the area of the target region, which has been found with the proposed method and MSA for each corresponding frame will be determined by the accuracy of the performance in scale variations. Fig. 9 contain the diagram of the area of the target region for red-car sequence that has been found by the proposed algorithm, MSA and ground truth information. As expected, MSA has been failed while the proposed method has always tried to draw the rectangle to fit the object. Also, when the camera is in motion, the proposed method performs well. Imaging for cup sequence is done with a motion camera. The result of the proposed method for this sequence is shown in Fig. 10 which is explained by the ability of the proposed method in face of motion camera.
More emphasis on the proposed tracking method is to achieve good results in an acceptable time. Since the proposed method is an upgrade to the MSA, the iteration number of the algorithm and the size of the object are the appropriate criteria for evaluating the speed of the algorithm. Table 1 summarises average tracking results of person1 sequence.
It is clear from Table 1 , when the size of the object is small, the computation time of the algorithm will decrease due to the decrease in compution. [12] presented in [8] , tracking result of a modified MSA with GA [13] presented in [8] , tracking result of an improved MSA with color and texture [8] , tracking result of the proposed method To compare the proposed method with other MSA-based methods (SOAMST [17] ), we present a short report in Table 2 for person2 sequence.
According to Table 2 , the proposed method presents a better behaviour compared to his rival.
In academic research, the problem is simpler than industrial ones and some real-time assumptions are not included in academic research; low complexity, low used memory and optimisation are necessary for industrial research. However, developing some algorithms such as our method has a research aspect. However, our focus is on the accuracy. Although, we have compared our method with SOAMST [17] and this experiment shows that current form of our method is not so bad in terms of time complexity.
Also, we perform some expriments similar to [30] [31] [32] [33] [34] to validate our method. Capturing the error by computing the Euclidean distance between the estimated centre of our method and the actual centre of the object (according to ground truth) is the main goal of this part. In other words, the purpose is calculating the percentage of frames in different pixel intervals that can accurately estimate the position of the target. In experiments, thresholding of 25 pixels for distance pixel has been considered. Fig. 11 determines the performance of the proposed algorithm, [12, 30] with the above argument for 100 initial frames of three sequences. It is clear that the proposed method has presented proper performance in comparison of other methods.
For presenting more comprehensive experiments, we used recall, precision and F − score metrics for evaluating the tracking methods [35] based on the mentioned metrics as
while TP, FP and FN mean the true position, false position and false Fig. 9 Area of the target region for red car sequence at a distance of every ten frames to each other Fig. 10 Computational results of experiment on cup sequence Fig. 11 Performance of the proposed method, MTT [30] and MSA [12] based on the Euclidean distance between the found centre and original centre of the target IET Image Process., pp. 1-10 8 negative, respectively; FN is the total number of pixels that are denoted as target pixels by ground truth but the tracking algorithm is not able to detect them as the target pixels. FP is the total number of pixels that tracking algorithm considers them as target pixels while ground truth does not consent. Finally, TP is the total number of pixels that both the ground truth and tracking method recognise them as the target pixels.
We compare our method based on these metrics with other stablised methods ( [17, 30, 36, 37] ). As shown in Fig. 12 , the proposed method has a better performance with an average Recall of 0.88, average Precision of 0.93 and average F − score of 0.90.
Conclusion and summary
Despite of the existence of many tracking methods, several unresolved problems are remained. However, many of them use texture for feature extraction, but some of the texture-based Fig. 12 Average plots of recall, precision and F-score metrics for the proposed method and other stablised methods (MTT [17] , KMS [30] , DFT [36] , SOAMST [37] ) methods lead to error due to the lack of spatial dependency information of pixels. Therefore, we offered a new mean shift tracking algorithm based on a combination of the colour and the texture features. The proposed target representation is based on a modified version of the interlaced derivative pattern. It is robust against complex conditions by extracting discriminating features from the target and considering spatial relations. In addition, we presented an adaptive relation based on the texture for resizing the target window. Experimental results demonstrate that the proposed method improves mean shift algorithm in complex conditions. Although, failure to update the target model is one of the basic problems that can lead to failure in long videos. Accordingly adaptive process model updating can be suggested as future work.
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