The dual-specificity tyrosine phosphorylation-regulated kinase DYRK1A is a serine/threonine kinase involved in neuronal differentiation and synaptic plasticity and a major candidate of Down syndrome brain alterations and cognitive deficits. DYRK1A is strongly expressed in the cerebral cortex, and its overexpression leads to defective cortical pyramidal cell morphology, synaptic plasticity deficits, and altered excitation/inhibition balance. These previous observations, however, do not allow predicting how the behavior of the prefrontal cortex (PFC) network and the resulting properties of its emergent activity are affected. Here, we integrate functional, anatomical, and computational data describing the prefrontal network alterations in transgenic mice overexpressing Dyrk1A (TgDyrk1A). Using in vivo extracellular recordings, we show decreased firing rate and gamma frequency power in the prefrontal network of anesthetized and awake TgDyrk1A mice. Immunohistochemical analysis identified a selective reduction of vesicular GABA transporter punctae on parvalbumin positive neurons, without changes in the number of cortical GABAergic neurons in the PFC of TgDyrk1A mice, which suggests that selective disinhibition of parvalbumin interneurons would result in an overinhibited functional network. Using a conductance-based computational model, we quantitatively demonstrate that this alteration could explain the observed functional deficits including decreased gamma power and firing rate. Our results suggest that dysfunction of cortical fast-spiking interneurons might be central to the pathophysiology of Down syndrome.
Introduction
The dual-specificity tyrosine-(Y)-phosphorylation-regulated kinase 1A (DYRK1A) gene is located on chromosome 21q22.13 within the Down syndrome critical region. It encodes a serine/ threonine kinase highly expressed in the brain and plays key roles in cell proliferation and survival, neuronal differentiation, synaptic plasticity, and neurodegeneration (for review, see Park et al., 2009; Tejedor and Hammerle, 2011; . Altered expression levels of DYRK1A produce cognitive impairment and neuronal alterations linked to intellectual disability . DYRK1A haploinsufficiency in partial monosomy of chromosome 21 in humans (HSA21) leads to microcephaly and intellectual disability (Møller et al., 2008; van Bon et al., 2011; Courcet et al., 2012; Ji et al., 2015) . Altered learning and memory and neuronal microarchitecture are also present in heterozygous Dyrk1A mice (Fotaki et al., 2002; Benavides-Piccione et al., 2005) . Overexpression of Dyrk1A in mice leads to important behavioral and cognitive impairments and neuronal alterations that recapitulate those detected in trisomy 21 (Altafaj et al., 2001; Martinez de Lagran et al., 2004 Thomazeau et al., 2014) , suggesting that overabundance of this kinase is sufficient to produce this phenotype in an otherwise disomic genetic environment.
Several authors have reported impairments in prefrontal cortex (PFC) in Down syndrome that present a reduction in volume (Jernigan et al., 1993; Raz et al., 1995; Wisniewski, 1990 ) and a decrease in intrahemispheric and interhemispheric connectivity (Pujol et al., 2015) . As a consequence of such impairments, PFC executive function and inhibitory behavioral control, which are the major contributing factors to intellectual disability, are compromised in Down syndrome individuals (Rowe et al., 2006; Ball et al., 2010; . However, the prefrontal physiology underlying such functional deficits has not yet been explored in Down syndrome mouse models.
Physiological features of cortical neurons and their synapses play a role in shaping the activation of the cortical network, with the balance between excitation and inhibition being a critical factor, and its impairment is accepted as one of the underlying causes of the cognitive deficits in Down syndrome (Eichler and Meier, 2008; . Dyrk1A is strongly expressed in the cerebral cortex (Martí et al., 2003) , and its overexpression leads to defective cortical pyramidal cell morphology (Martinez de Lagran et al., 2012) . However, to date, only few studies have suggested a direct link between Dyrk1A overexpression and the excitation/inhibition balance (Souchet et al., 2014) , showing larger miniature EPSCs in prefrontal cortex slices of Dyrk1A transgenic mice (Thomazeau et al., 2014 ), but we do not know how these alterations would impact the global functionality of the prefrontal cortex network and the resulting properties of the emergent activity.
Here, we perform a detailed analysis of the prefrontal network emergent activity in vivo to detect possible neurophysiological alterations in a mouse model overexpressing Dyrk1A (TgDyrk1A). We found a decreased cortical excitability with decreased firing rate of cortical neurons and gamma frequency power in the prefrontal network of transgenic mice. We also identified reduced vesicular GABA transporter (VGAT) punctae on parvalbumin-expressing interneurons that suggest impaired modulation of inhibition. Using a computational model of the cortical network with recurrently connected excitatory and inhibitory neurons (Compte et al., 2003) , we demonstrate that the reduced interneuron inhibition in TgDyrk1A mice would be sufficient to support the experimentally observed functional disturbances.
Materials and Methods
Animals. The production of mice transgenic for Dyrk1A (TgDyrk1A) has been described in detail previously (Altafaj et al., 2001) . The transgene was inserted into C57BL/6JXSJL embryos (Charles River Laboratories) and the strain maintained by crossing wild-type (WT) and TgDyrk1A mice. The nontransgenic (WT) littermates served as controls. To visualize cortical pyramidal neurons, we also generated double transgenic mice (Thy1-YFP/TgDyrk1A) crossing TgDyrk1A mice with mice expressing yellow fluorescence protein (YFP) under the Thy1 promoter (strain B6. 2Jrs/J No. 003782; The Jackson Laboratories). Layer 5 pyramidal cells of the cerebral cortex of this murine model selectively express YFP. Same-sex littermates were group housed (three or four mice per cage) under a 12 h light/dark schedule (lights on at 9:00 A.M.) in controlled environmental conditions of humidity (60%) and temperature (22 Ϯ 2°C) with free access to food and water. Only males were tested in this study, and females were spared for breeding purposes. All experimental protocols involving the use of animals were performed in accordance with recommendations for the proper care and use of laboratory animals [local (law 32/2007) In vivo extracellular recordings in anesthetized mice. Three-to 6-month-old TgDyrk1A mice and their respective control littermates were used for extracellular recordings (Ruiz-Mejias et al., 2011) . Anesthesia was induced with intraperitoneal injection of ketamine (75 mg/kg) and medetomidine (1 mg/kg). Atropine (0.3 mg/kg) was administered to avoid respiratory secretions. After tracheotomy, a maintenance dose of ketamine (37.5 mg/kg; i.p.) and methylprednisolone (30 mg/kg) was administered before placing the animal in the stereotaxic frame. Oxygen was delivered through a silicon tube placed 0.5-1 cm from the tracheal cannula. A continuous infusion of ketamine at 40 mg/kg/h was delivered subcutaneously to maintain a constant level of anesthesia. Body temperature was maintained at 36 -37.5°C. Bilateral craniotomies were made in the medial prefrontal cortex [anteroposterior (AP), 2.3-2.5 mm from Bregma; lateral (L), 0.4 mm; Franklin and Paxinos, 2008] . Extracellular slow wave recordings were obtained with tungsten electrodes with impedances of 1-2 M⍀, placed in deep layers (0.4 mm lateral and 1.0 -1.2 mm deep). The signal was digitized at 20 kHz and recorded (CED and Spike 2 software; Cambridge Electronic Design).
In vivo slow wave propagation. Silicon probes of 16 aligned electrodes separated by 100 m (Neuronexus) were used to record activity propagation. Craniotomies of 1.5 ϫ 2 mm were performed to record from frontal (AP 1.5 to 3.2, L 0.4, 1.1-1.2 mm deep) or motor areas (AP, Ϫ0.5 to 1.5 mm; L, 1-1.5 mm; 0.9 -1.2 mm deep). We computed the speed of UP state propagation across the cortex, relying on the time lags between consecutive detected UP state onsets from multiunit activity (MUA) of different electrodes. UP state onsets detected in the MUA from all the electrodes within the 150 ms time windows were considered to belong to the same wavefront. The array of time lags ␦ nϭ1.16 between such onsets and the average onset time across electrodes determined the propagation mode of slow waves. Propagation modes were sorted out by performing a principal component analysis on time lag arrays. For each animal, at least n ϭ 300 consecutive UP states were used for activity propagation analysis (Ruiz-Mejias et al., 2011) .
Electrophysiological recordings from awake mice. Animals were anesthetized with intraperitoneal injection of chloral hydrate (0.1 ml/10 g) and implanted with bipolar recording electrodes aimed at the right prefrontal cortex area (AP 1.94 mm; L 0.3 mm; 1.6 mm deep, prelimbic cortex; Franklin and Paxinos, 2008). These electrodes were made of 50 m thick, Teflon-coated tungsten wire (Advent Research Materials). A bare silver wire (0.1 mm) was affixed to the skull as a ground. Wires were connected to a four-pin socket (RS Amidata) fixed to the skull with screws and dental cement (for additional details of this chronic preparation, see Gruart et al., 2006) . Local field potential (LFP) recordings were obtained from freely moving animals in a square plastic box of 18 ϫ 10 ϫ 9 cm. The box was closed with a cover with a hole allowing the pass of wires and placed in a sound-attenuating chamber (90 ϫ 55 ϫ 60 cm), which was constantly illuminated (3 W lamp). Spontaneous cortical activity was recorded from each mouse once a day for 5 min, during 10 d. The signal was amplified with a Grass P511 AC amplifier and digitized at 20 kHz with an acquisition board (CED and Spike 2 software; Cambridge Electronic Design).
Electrophysiological data analysis. MUA was estimated as the power of recorded raw signals (unfiltered electric field probed by intracranial recordings) in the high frequency band [0.2, 1.5 kHz] obtained from moving windows of 5 ms. Logarithmically scaled MUA was smoothed with a moving average on 40 ms time windows. Resulting bimodal histograms of smoothed log (MUA) allowed identifying the optimal threshold (60% of the distance between the two peaks corresponding to DOWN and UP states) to single out DOWN to UP and UP to DOWN transitions. The relative firing rate was taken as the MUA value of the peak corresponding to UP states after normalizing MUA to be zero during DOWN periods. Detected transitions were used to compute the statistics of UP and DOWN state durations and upward transition slope, as well as to characterize propagation modes of traveling waves in multielectrode recordings (for details, see Reig et al., 2010; Sanchez-Vives et al., 2010; Ruiz-Mejias et al., 2011) . Power spectral density was estimated relying on a standard Welch's method. Beta and gamma frequency band quantification in UP states were assessed as described by Ruiz-Mejias et al. (2011) . All MUA off-line estimates and analyses were implemented in MATLAB (The MathWorks).
Immunohistochemistry. Eight WT and eight TgDyrk1A mice were anesthetized and transcardially perfused with 0.1 M PBS followed by chilled 4% paraformaldehyde in PBS. Brains were removed from the skull and post fixed in the same fixative for 24 h at 4°C overnight. After rinsed in PBS, brains were cryoprotected in 30% sucrose and kept frozen at -80°C. Coronal sections, 40 m thick, were sliced with a cryostat and maintained in cryoprotective solution at -20°C until used. Free floating coronal sections containing the PFC (Franklin and Paxinos, 2008) were selected. Background staining was blocked with PBS containing 0.2% Triton X-100, 3% bovine serum albumin, and 0.2 M glycine 1 h at room temperature. Sections were incubated overnight at 4°C with primary antibodies and after several washes with 0.1 M PBS, incubated for 1 h at room temperature with the corresponding fluorescence conjugated secondary antibodies (Alexa 488 or 594, 1:500; Promega). Finally, sections were incubated 10 min with Hoechst solution (1:1000; Sigma) for nuclei staining. Sections were mounted and coverslipped with Mowiol reagent. To characterize subpopulations of interneurons, we used antiparvalbumin (1:1500; Sigma), anti-calretinin (1:1000; Sigma), and antisomatostatin (1:500; Millipore) antibodies. We also used anti-vesicular glutamate transporter (anti-VGLUT1, 1:200; Synaptic Systems) and anti-VGAT (1:200; Synaptic Systems) antibodies to detect excitatory and inhibitory presynaptic vesicles, respectively. Excitatory and inhibitory postsynaptic sites were detected using anti-PSD-95 (1:800; Abcam) and anti-Gephyrin (1:1000; Synaptic Systems) antibodies, respectively.
Confocal microscopy and image analysis. Images were acquired with a confocal Leica TCS SPE microscope and analyzed with ImageJ software. For the analysis of the different subpopulations of interneurons, microphotographs were taken from the PFC using a 10ϫ lens. Images for the analysis of presynaptic and postsynaptic markers were obtained using a 63ϫ lens with a 5ϫ zoom. Excitatory-inhibitory balance was calculated as described previously (Blundell et al., 2009) .
Statistical analysis. Experiments were not performed blind to genotype, but because data acquisition was automated, this does not affect data processing and analysis. The general criteria of exclusion were preestablished, and samples with a value that differed by more than two SDs from the mean were excluded from the analysis. The statistical tests used in each experiment were appropriate to the type of data. Normal distribution of data and homogeneity of variances was assessed using ShapiroWilk and Levene tests, respectively. Comparisons of means were performed using two-tailed Student's t test or repeated measures ANOVA. For repeated measures ANOVA, the sphericity assumption was assessed using Mauchly's test, and when not achieved, Greenhouse correction was taken. Wilcoxon's and Mann-Whitney U tests were used for awake and propagation analyses as specified in the text. Data are presented as means Ϯ SE.
Computational model. We developed a computational model of a local cortical circuit with pyramidal cells and fast-spiking interneurons, incorporating NMDA, AMPA, and GABA synaptic kinetics. We built a neural network from a conductance-based model of single excitatory and inhibitory neurons described previously by Compte et al. (2003) using the same parameters for the dynamics of the ionic channels and the membrane potential as well as the connectivity pattern. All neurons receive an extra train of excitatory presynaptic potentials representing the synaptic current coming from areas other than the explicitly modeled neuronal network. The externally incoming action potentials followed an heterogeneous Poisson process with an instantaneous event rate generated according to an Ornstein-Uhlenbeck process with a relaxation time of 16 ms and amplitude of 100 spikes/s (Gillespie, 1996) . The average event rate is set to 50 s Ϫ1 , and the corresponding AMPA and NMDA conductance are equal to those shown in Table 1 .
The electrical activity E(t) of the in silico neural network is modeled according to the work of Mazzoni et al. (2008) as an equivalent measure of the electrophysiological LFP recordings: E(t) ϭ Ό͉I AMPA ͉ ϩ ͉I NMDA ͉ ϩ ͉I GABA ͉, where the average only takes into account the synaptic currents impinging on the excitatory neurons at each time window. We evaluated the effects of varying inhibitory and excitatory contacts on fast-spiking interneurons and pyramidal cells.
Results
Firing rate and regularity of the slow rhythm are decreased in prefrontal cortex of TgDyrk1A mice We first proceeded to a detailed analysis of the emergent activity patterns to identify potential functional alterations. The PFC of both WT (n ϭ 15) and TgDyrk1A (n ϭ 16) anesthetized mice displayed consistent slow oscillations (Ruiz-Mejias et al., 2011; Stroh et al., 2013) . Slow oscillations consisted of periods of activity or UP states interspersed with silent periods or DOWN states ( Fig. 1 A, B) . The duration of UP and DOWN states and their coefficient of variation (CV), state transition slopes, and relative firing rate were compared between WT and TgDyrk1A mice using two-tailed Student's t test. No differences were detected in the frequency of oscillations, whose average was 0.88 Hz in both genotypes (Fig. 1C) . The duration of UP and DOWN states was also preserved in transgenic mice [UPs, 0.32 Ϯ 0.07 s (WT) and 0.33 Ϯ 0.08 s (TG); Fig. 1D ; DOWNs, 0.93 Ϯ 0.36 s and 0.87 Ϯ 0.24 s; Fig. 1E ]. TgDyrk1A mice showed an increase in the CV of the UP state durations in the PFC (t ϭ Ϫ2.06, df ϭ 29, p ϭ 0.049; Fig. 1F ), suggesting a decreased regularity in the UP states. This is particularly relevant because PFC has a higher regularity of slow waves than other cortical areas (Ruiz-Mejias et al., 2011) DOWN state durations (Fig. 1G) , or in the CV of the complete cycle (UP and DOWN states; result not shown), revealing that the alteration of rhythmicity is only partial.
Significant differences emerged in the firing rate of the network (t ϭ 2.72, df ϭ 29, p ϭ 0.011), the population firing rate being lower during UP states in TgDyrk1A mice compared to WTs (Fig. 1H-J ) . The slope of the transition from DOWN to UP states of the firing rate (upward transition slope) was also significantly lower in TgDyrk1A mice (t ϭ 2.47, df ϭ 29, p ϭ 0,019), revealing a slower recruitment of the network (Fig. 1K ) . No changes were detected for the UP to DOWN transition (result not shown). The decreased firing rates during UP states would be compatible with a more inhibited network.
Decreased gamma oscillations in the prefrontal cortex of TgDyrk1A
During UP states the local cortical activity is synchronized in fast beta (15-30 Hz) and gamma (30 -90 Hz) frequencies (Steriade and Amzica, 1996; Hasenstaub et al., 2005; Compte et al., 2008; Ruiz-Mejias et al., 2011) . To quantify the high frequencies during slow oscillations, we computed Fourier analyses in UP and DOWN states in WT (n ϭ 15; Fig. 2A ) and TgDyrk1A (n ϭ 16; Fig. 2B ) anesthetized mice. We measured the generation of high frequencies in two bands: beta (20 -30 Hz) and gamma (30 -90 Hz). The power was first calculated for UP and DOWN states separately ( Fig. 2A-C, left) . No differences were detected between WT and TgDyrk1A mice in the beta/gamma power in DOWN states (Fig. 2C, left) . We next calculated the relative UP/DOWN power for quantification ( Fig. 2A-C, right) . We found that the power in gamma was significantly lower in TgDyrk1A than in WT mice (Mann-Whitney U test, Z ϭ 2.23, p ϭ 0.025; Fig. 2D ), while the power in beta did not change.
The propagation of slow waves is altered in the motor cortex of TgDyrk1A mice In humans, slow waves during sleep are mainly generated in frontal cortex, traveling toward more posterior areas (Massimini et al., 2004; Nir et al., 2011) . Such preferred backward propagation of slow oscillations is observed also in anesthetized mice when probed both with multielectrode recordings (Ruiz-Mejias et al., 2011) and voltage-sensitive dye imaging (Stroh et al., 2013) . Traveling waves are an emergent property of spatially organized neuronal networks and can be affected by changes in the underlying circuitry. Hence, we looked for differences of propagation between WT (n ϭ 18) and TgDyrk1A (n ϭ 20) anesthetized mice in a wide frontal area comprising the PFC and motor cortex, where onset and propagation of slow waves are likely to be observed, respectively.
The passage of a wavefront across the area covered by the electrode array appeared as a sequence of UP state onsets with progressively changing time lags ␦ n (Fig. 3 A, B) . Modes of propagation changed from one UP state to another, showing slow waves traveling both backward (increasing ␦ n ; Fig. 3A ) and forward (decreasing ␦ n ; Fig. 3A ) with respect to the anterior-posterior axis parallel to 16 aligned electrodes. Grouping similar patterns of activation onsets, the mean and variability of inverse speeds (time over space) of propagation were computed for each of these groups (Fig. 3 B, C) . Pooling all inverse speeds measured in motor cortex (Fig. 3D) shows that slow waves appear to travel preferentially from front to back (positive speeds, sign test, t (60) ϭ 234, Z ϭ Ϫ5.0, p Ͻ 10 Ϫ6 ), whereas a preferred direction of propagation is not apparent in PFC (Fig. 3E ) in either genotype (sign test, t (30) ϭ 152, Z ϭ Ϫ1.7, p ϭ 0.098). The balance between positive and negative speeds in PFC further suggests that slow waves initiate their journeys in a frontal region around the electrodes location. A progressive reduction of cortical excitability of frontal areas appeared to underlie the significant reduction of backward propagation speed across motor cortex in TgDyrk1A mice (19.4 Ϯ 2.1 mm/s), compared to WT animals (29.7 Ϯ 3.9 mm/s; Mann-Whitney U test, U (60) ϭ 2350, Z ϭ 2.50, p ϭ 0.012). The loss of excitability slowing the speed of propagation can be explained by an increase of inhibition in cortical networks, as discussed in the Results section.
Firing rate and gamma power in the prefrontal cortex of the awake mouse In the anesthetized TgDyrk1A mouse we found a significant decrease in the network firing rate during UP states in the prefrontal cortex, along with a decreased in gamma frequencies. These alterations of the emergent activity, together with others such as the increased variability in the UP/DOWN dynamics, strongly suggested that some basic mechanisms of network reverberation were altered in TgDyrk1A with respect to WT mice. We recorded spontaneous cortical emergent activity during anesthesia based on the hypothesis that such activity reflects functional features of the underlying cortical network. However, to further make this finding extensive to the awake state, we next recorded from the prefrontal cortex of chronically implanted awake mice while they were moving freely in a cage (WT, n ϭ 7; TgDyrk1A, n ϭ 9). The analysis of the baseline activity revealed a significant decrease in the maximum network firing rate in TgDyrk1A mice ( Fig. 4B ; Mann-Whitney U test, U (58) ϭ 1630, Z ϭ 2.27, p ϭ 0.023), in agreement with the changes observed in the anesthetized animal. Furthermore, the power in the gamma range (30 -100 Hz) was also lower in the TgDyrk1A mice than in WTs (Fig. 4 A, C,D ; Mann-Whitney U test performed for each sampled frequency /2, p Ͻ 0.05; note that p Ͻ 0.05 refers to the gray vertical strip, where p is different at each Fourier frequency). We conclude that both firing rate and gamma frequencies are significantly decreased in awake TgDyrk1A mice, a feature that is compatible with a more inhibited network.
Excitatory-inhibitory balance in TgDyrk1A prefrontal cortex
Our neurophysiological results suggested overinhibited PFCs in TgDyrk1A mice. Parvalbumin, calretinin, and somatostatin immunostaining revealed no differences in the number of cortical GABAergic neurons in the PFCs of TgDyrk1A mice (n ϭ 8) compared to WT mice (n ϭ 8; Fig. 5A ). We also analyzed excitatory (VGLUT1) and inhibitory (VGAT) presynaptic punctae in the PFC. TgDyrk1A mice showed a significantly increased VGLUT1/ VGAT ratio (two-tailed Student's t test, t ϭ Ϫ2.61, df ϭ 15, p ϭ 0.020; Fig. 5B ), due to a reduced number of VGAT inhibitory punctae (two-tailed Student's t test, t ϭ 2.38, df ϭ 15, p ϭ 0.031), with no differences in VGLUT1 (Fig. 5C,D) . No differences were found in the number of postsynaptic inhibitory sites stained with anti-Gephyrin antibody (Fig. 5E ) or excitatory sites (PSD-95) in transgenic mice (Fig. 5F ) compared to WTs. To explore whether VGLUT1 or VGAT punctae were differentially altered in specific neuronal subpopulations, we used double transgenic Thy-YFP/TgDyrk1A mice to directly visualize cortical pyramidal neurons. We did not detect differences in the density of the excitatory (VGLUT1ϩ) or inhibitory (VGATϩ) inputs received by pyramidal neuron somas in Thy-YFP/ TgDyrk1A mice (Fig. 5G,H ) .
Importantly, parvalbumin positive fast-spiking interneurons that modulate oscillatory activity in the gamma range (Bartos et al., 2007; Whittington et al., 2011) received significantly fewer inhibitory terminals (VGATϩ punctae) in TgDyrk1A compared to WT mice (two-tailed Student's t test; t ϭ 2.55, df ϭ 8, p ϭ 0.034, Fig. 5 I, J ) , indicating a decreased inhibitory control of the main inhibitory population of PFC. The density of excitatory presynaptic terminals (VGLUT1ϩ punctae) contacting parvalbumin positive neurons was equal in both genotypes (Fig. 5I ) . We conclude that overexpression of Dyrk1A leads to a reduction of the inhibitory synapses received by parvalbumin interneurons, which may functionally result in a disinhibition of this inhibitory population and therefore a local overinhibition of the neuronal network.
Proposed mechanism for the reduction of the firing rate and gamma synchronization in TgDyrk1A mice The experimental observations described so far in TgDyrk1A mice show that Dyrk1A overexpression leads to (1) a decrease in gamma power in PFC of awake animals, and (2) a reduction of the inhibitory synapses acting upon inhibitory interneurons. To explore a potential causal link between these two effects, we developed a neuronal network model based on the one published in (Compte et al., 2003) that describes the cortical dynamics during spontaneous slow oscillations. This model allowed us to test how the emergent network dynamics varied when the connectivity of the neuronal population was modified, according to the results obtained in TgDyrk1A mice. In the model, the spontaneous firing of excitatory neurons recruits the local network through AMPA and NMDA synaptic connections, leading to the UP state. The local inhibitory population is also recruited, and there is GABAergic innervation over both excitatory and inhibitory neurons. Spike-frequency adaptation driven by the buildup of K ϩ channels terminates the UP state, leading to the silent DOWN state. Through these mechanisms (recurrency and adaptation mechanisms), the model replicates the slow oscillation pattern (Fig. 6B ) as in the study by Compte et al. (2003) .
A population-based network diagram representing the WT and TgDyrk1A mice is given in Figure 6A (blue and red, respectively). Our analogous in silico model of the TgDyrk1A mice considers a 35% reduction change in the number of inhibitory contacts on inhibitory neurons, similar to the results shown in Figure 5I .
As detailed in Materials and Methods, the model produces an LFP signal that represents the collective synaptic activity impinging on the excitatory population. The alignment of the dendritic arbor of pyramidal neurons through distinct columns has suggested that those cells are the major contributors to the LFP (Makarov et al., 2010; Beim Graben and Rodrigues, 2012) . In agreement with the experimental results obtained, in the network reported by Compte et al. (2003 Compte et al. ( , 2008 , the UP state shows a prominent local peak within the gamma band (30 -90 Hz) with respect to the DOWN state, which exhibits a noisy 1/f profile (Bédard and Destexhe, 2009 ). In the model, the reduction in the inhibitory-inhibitory connections was enough to decrease the neuronal firing rate (Fig. 6C) and the oscillatory power mainly within the gamma band (Fig. 6D) . Note that the scale of the . PFC spontaneous activity in the awake TgDyrk1A and WT mice. A, Raw signal from chronically implanted electrodes are recorded in different experimental sessions from consecutive days. Awake animals were placed in transparent boxes without performing any particular task (see Materials and Methods). Spectrograms of the unfiltered field potentials are shown on the right for representative WT (left) and TgDyrk1A (right) mice. Vertical dotted lines mark daily recording sessions. Left, Power spectra P() resulting from the average in time of the spectrograms. Red and blue curves are for TgDyrk1A and WT mice, respectively. B, Box plot of the mean log (MUA), a value proportional to the local network firing rate, was measured in all recording sessions (WT, n ϭ 58; Tg, n ϭ 73, average of 8.2 sessions per animal). In WT mice, the firing rate was significantly larger than the activity measured in TgDyrk1A mice ( p Ͻ 0.05). C, Grand average P() across animals, solid curves. Shaded strips show the SEM. The legend shows the included numbers of animals. The gray region is the frequency band where the average spectra are significantly different ( p Ͻ 0.05). D, Relative power spectra computed as the ratio between P() in the WT and the average spectrum P() in TgDyrk1A mice. *p Ͻ 0.05, Mann-Whitney U test. vertical axis of Figure 6B is reduced compared to the experimental time traces in Figure 1 , B and C, corresponding to smaller amplitudes of the modeled LFP, which would account for a smaller number of neurons in the model. These results suggest that the reduction in the population firing rate and in the gamma power of the LFP in the TgDyrk1A mice could be explained by a decrease in the number of inhibitory-inhibitory contacts.
The firing activity in the network is triggered by an external excitatory train of spikes impinging on all neurons, aiming to account for long-range excitatory connections on the explicitly modeled local neuronal population. The gamma rhythm emerges due to the recurrence between excitatory and inhibitory neurons. In particular, the time course of inhibition determines the frequency within the gamma band (Compte et al., 2008) . Firing in the inhibitory population triggers a period of time during which neurons are less likely to fire (Brunel and Wang, 2003; Bartos et al. 2007; Mazzoni et al. 2008) . Hence, inhibition within the network can be boosted in two different ways: first, by increasing the presynaptic excitatory currents (either external or recurrent) on the inhibitory neurons, and second, by decreasing their presynaptic inhibitory currents (disinhibition). Figure 6D shows that, in fact, disinhibition can target quite specifically the gamma peak, and frequencies above, by reducing its amplitude (red curve). Fostering either one of the two sources of excitation (to inhibitory neurons) produces the following responses. A slight increase in the recurrent excitation (gray curve) reduces power at all frequencies and produces a shift toward higher gamma rhythms. Further increasing this connectivity by the same relative change as we decrease inhibitory contacts on inhibitory neurons eliminates the slow oscillations, making it impossible to distinguish the UP and DOWN states (results not shown). Those behaviors contrast with our experimental observations in the TgDyrk1A mice, which, besides not showing an increase of the presynaptic excitatory punctae, do not display a shift toward higher gamma rhythms or disappearance of slow oscillations. On the other hand, increasing external excitation (black curve) does not affect the response of the network, probably allowing a resettlement of the excitatory-inhibitory balance. Thus, together, our modeling results indicate that the decrease in the relative UP/DOWN gamma power is likely associated with an effective increase in inhibition within the recurrent inhibitory connections.
Discussion
Our results demonstrate that Dyrk1A overexpression causes a decrease in network firing rate as well as a decay in gamma synchronization and subtle synaptic defects in parvalbumin positive neuronal populations. According to theoretical simulations in an in silico cerebral cortex model, reduced VGAT inhibitory contacts on parvalbumin cells of a magnitude equivalent to the one detected experimentally could by itself explain the decreased gamma synchrony along with a decrease in firing rate. Our results shed light on the impact of DYRK1A overexpression and suggest potential cortical network basis for the deficits of executive function in Down syndrome. Moreover, our experiments strongly point to the abnormal recurrent inhibition of fastspiking interneurons as a primary factor in the pathogenesis of the syndrome.
It has been suggested that the cognitive alteration in Down syndrome might be caused by impaired excitatory/inhibitory balance in hippocampal and cortical circuits. This hypothesis is largely based on some of the most consistent neuropathological findings in Down syndrome, a reduction of dendritic complexity and spine density in pyramidal cells, and increased inhibition. However, we still do not understand how this altered excitation/ (red) corresponds to a 35% reduction change of the inhibitory-inhibitory coupling with respect to the control network (blue) described by Compte et al. (2003) . E, Excitatory; I, inhibitory. B, Simulated LFP traces considering 50 excitatory neurons showing the slow oscillatory dynamics. An UP state is enlarged for better resolution of the faster gamma fluctuations. C, Simulated MUA traces averaged around the UP states within 200 ms. Here MUA is defined as the number of spikes triggered in one time bin of 10 ms. D, Relative power of the LFP computed during the UP states with respect to the power in the DOWN states for the control (blue) and overinhibited (red) networks. The gray and black curves show, respectively, the relative power of the LFP for a network with a 1.25-fold increase in the excitatory to inhibitory connections and a network with a twofold increase in the amplitude of the external excitatory input onto the inhibitory population. The dashed and solid blue and red lines are the same lines. Note that the gray curve produces a shift of the gamma peak and a decrease of power at lower frequencies than the peak, hence showing a different effect than the red curve.
inhibition balance could also impact the emergent activity in prefrontal circuits and what the specific contribution is of candidate genes to it.
We addressed here the question of whether the overexpression of Dyrk1A disrupts PFC emergent activity both in anesthetized and in awake animals. This activity is spontaneous and integrates membrane and synaptic properties as well as the excitatory/inhibitory balance of the local network and its afferent connections, providing quantitative information on its computational capabilities (Mattia and Sanchez-Vives, 2012). Previously described alterations in PFC slices of Dyrk1A transgenic mice, such as larger miniature EPSCs (Thomazeau et al., 2014 ) are relevant at the circuit level, but they do not predict how the PFC network will behave in vivo regarding its global excitability, firing rates, or power of beta and gamma oscillations.
A major finding obtained in our experiments regarding the emergent prefrontal activity of TgDyrk1A was the detection of a significant decrease of population firing rate during the periods of persistent activity of the slow oscillation or UP states. The recruitment of the local network that leads to UP states was delayed in TgDyrk1A mice compared to WTs, resulting in a slower slope in the DOWN to UP state transition. Additionally, the variability of the UP states' duration was increased. We also detected slowing of the wave propagation in the motor cortex. Slow waves preferentially originate in the frontal cortex and from there propagate backward both in humans (Massimini et al., 2004; Mohajerani et al., 2010) and mice (Ruiz-Mejias et al., 2011; Stroh et al., 2013 ). An enhanced inhibition (Sanchez-Vives et al., 2010) or decreased network excitability (Compte et al., 2003) can cause decreased wave propagation speeds. Because the deceleration is progressive, speeds would be slower at longer distances from the place where waves originate. This would explain why no speed differences were apparent in PFC, since it is too close to the origin of the wave, whereas differences were significant in the motor cortex.
The alteration of the slow waves (decreased firing rate, increased irregularity, slowed down propagation) under anesthesia is a good predictor that spontaneous slow waves will also be affected during slow wave sleep, given that they are highly similar and emerge from the same circuit (Steriade et al., 1993) . There is accumulated evidence of the relationship between slow wave sleep and memory consolidation (Mölle and Born, 2011; Djonlagic et al., 2012) , and thus alterations in slow wave generation may contribute to memory deficits. Indeed, polysomnographic studies (Clausen et al., 1977; Babiloni et al., 2009; Velikova et al., 2011) showed that fragmentation and disrupted sleep architecture commonly observed throughout the lifespan of individuals with Down syndrome are also detected in Down syndrome mouse models (Colas et al., 2004; Colas et al., 2008) and correlate with the cognitive outcome (Breslin et al. 2014) .
We also found that the power of oscillations in the gamma range was decreased in TgDyrk1A with respect to WT mice. The failure to generate enough power in high gamma frequencies during UP states was identified in the emergent patterns of deeply anesthetized animals and was consistent with recordings in awake chronically implanted animals. Fast cortical oscillations in the beta-gamma range are involved in several cognitive processes involving the PFC, such as attention, decision making, learning, and working memory (Whittington et al., 2011; Buzsáki and Wang, 2012; Siegel et al., 2012) . Gamma oscillations are upregulated by neuromodulators during cognitive performance; however, the local mechanisms for their generation already exist in the isolated network (Destexhe et al., 2007; Compte et al., 2008; Whittington et al., 2011) . Our study represents the first evidence of decreased gamma synchronization accompanied by electrophysiological signs of a decreased excitability in the cortex of a mouse model overexpressing a Down syndrome candidate gene. Alterations in oscillatory patterns have also been detected in electroencephalography (EEG) recordings in Down syndrome humans (Clausen et al., 1977; Babiloni et al., 2009; Velikova et al., 2011) . Several authors (Murata et al., 1994; Velikova et al., 2011) have detected shifts toward lower frequencies in mean EEG signals up to the beta band, as well as decreased low beta (13-18 Hz) oscillatory activity in adults and aged Down syndrome individuals. Babiloni et al. (2009) found decreased beta and gamma waves in Down syndrome adolescents that were correlated with cognitive psychometric measurements (Babiloni et al., 2009 ). Nevertheless, given the limitations of EEG recordings, none of them referred to frequency bands beyond 45 Hz.
As mentioned above, the observed physiological changes are compatible with an overinhibited prefrontal network (SanchezVives et al., 2010) . In our study, TgDyrk1A mice did not show differences in the number of inhibitory interneurons in the prefrontal cortex. However, the proportion of excitatory versus inhibitory presynaptic punctae (VGLUT1/VGAT ratio) was significantly increased due to a reduced number of presynaptic inhibitory vesicles that selectively contact with parvalbumin interneurons. The net effect would be a reduced inhibitory input on parvalbumin interneurons, which is compatible with a more inhibited network, so that disinhibited parvalbumin neurons would more efficiently inhibit pyramidal neurons, in agreement with our functional findings. In turn, the reduced inhibitory connectivity over parvalbumin cells would produce a lack of capability of interneurons to synchronize in high-frequency network activity, a relevant role of inhibitory-inhibitory synapses (Börg-ers and Kopell, 2003; Compte et al., 2008; Whittington et al., 2011) ; in addition, perisomatic inhibition is essential for gamma oscillations (for review, see Whittington et al., 2011; Buzsáki and Wang, 2012) . Thus, we propose that disinhibition of parvalbumin neurons would result in a reduced oscillatory activity in the gamma range (Bartos et al., 2007; Whittington et al., 2011) , a hypothesis that we have tested here in a validated computational model of the cerebral cortex (Compte et al., 2003; Compte et al., 2008) . The resulting aberrant spontaneous gamma oscillations suggest that the normal upregulation of gamma waves may be impaired when constructing cognitive assemblies through rhythmic activity in prefrontal-dependent tasks (Fitzgibbon et al., 2004; Siegel et al., 2012) . Although here we did not use a Dyrk1A kinase inhibitor to establish a direct link with excess kinase activity and the observed phenotypes, previous work (De la Torre et al., 2014 , Thomazeau et al., 2014 has demonstrated that the corticohippocampal and, specifically, prefrontal cortex phenotypes of different transgenic strains overexpressing Dyrk1A are rescued using a DYRK1A kinase inhibitor (epigallocatechin-3-gallate). These suggest that overexpression of Dyrk1A alters the balance of excitation and inhibition toward a more inhibited network, leading to aberrant network activity and support the view that dysfunction of cortical fast-spiking interneurons might be central to the pathophysiology of Down syndrome.
