We present a comprehensive study of the effectiveness of Convolution Neural Networks (CNNs) to detect long duration transient gravitational-wave signals lasting O(hours − days) from isolated neutron stars. We determine that CNNs are robust towards signal morphologies that differ from the training set, and they do not require many training injections/data to guarantee good detection efficiency and low false alarm probability. In fact, we only need to train one CNN on signal/noise maps in a single 150 Hz band; afterwards, the CNN can distinguish signals/noise well in any band, though with different efficiencies and false alarm probabilities due to the non-stationary noise in LIGO/Virgo. We demonstrate that we can control the false alarm probability for the CNNs by selecting the optimal threshold on the outputs of the CNN, which appears to be frequency dependent. Finally we compare the detection efficiencies of the networks to a well-established algorithm, the Generalized FrequencyHough (GFH), which maps curves in the time/frequency plane to lines in a plane that relates to the initial frequency/spindown of the source. The networks have similar sensitivities to the GFH but are orders of magnitude faster to run and can detect signals to which the GFH is blind. Using the results of our analysis, we propose strategies to apply CNNs to a real search using LIGO/Virgo data to overcome the obstacles that we would encounter, such as a finite amount of training data. We then use our networks and strategies to run a real search for a remnant of GW170817, making this the first time ever that a machine learning method has been applied to search for a gravitational wave signal from an isolated neutron star.
We present a comprehensive study of the effectiveness of Convolution Neural Networks (CNNs) to detect long duration transient gravitational-wave signals lasting O(hours − days) from isolated neutron stars. We determine that CNNs are robust towards signal morphologies that differ from the training set, and they do not require many training injections/data to guarantee good detection efficiency and low false alarm probability. In fact, we only need to train one CNN on signal/noise maps in a single 150 Hz band; afterwards, the CNN can distinguish signals/noise well in any band, though with different efficiencies and false alarm probabilities due to the non-stationary noise in LIGO/Virgo. We demonstrate that we can control the false alarm probability for the CNNs by selecting the optimal threshold on the outputs of the CNN, which appears to be frequency dependent. Finally we compare the detection efficiencies of the networks to a well-established algorithm, the Generalized FrequencyHough (GFH), which maps curves in the time/frequency plane to lines in a plane that relates to the initial frequency/spindown of the source. The networks have similar sensitivities to the GFH but are orders of magnitude faster to run and can detect signals to which the GFH is blind. Using the results of our analysis, we propose strategies to apply CNNs to a real search using LIGO/Virgo data to overcome the obstacles that we would encounter, such as a finite amount of training data. We then use our networks and strategies to run a real search for a remnant of GW170817, making this the first time ever that a machine learning method has been applied to search for a gravitational wave signal from an isolated neutron star.
I. INTRODUCTION
The multi-messenger era of gravitational-wave physics has begun. In the past three years LIGO/Virgo [1, 8] has detected many binary black-hole (BBH) mergers and one binary neutron-star (BNS) merger [2, 4, 6] . However, BBHs and BNSs are not the only sources of gravitational waves: we expect that rapidly spinning neutron stars with a deformation induced in their structure, in which an oscillation mode is excited, could also emit gravitational waves [16, 27, 34] .
In the LIGO/Virgo collaborations, many methods have been developed to search for transient signals that last O(s) and for continuous waves (CWs), quasi-infinite signals from spinning neutron stars [5, 20, 37] . For intermediate duration signals lasting O(hours − days), a crosscorrelation-based method was developed some years ago [41, 42] . But now, two categories of these types of signals exist, requiring two different analysis procedures: (1) CW-like signals with still slowly varying frequencies [28, 36] and (2) signals with large frequency variations. Only recently has the scientific community taken an interest in running a search for signals in the second category [7] , which required the development of new methods, both modelled [30, 33] and unmodelled [40] . We expect that recently born neutron stars (i.e. after a BNS merger or supernova) will emit strong gravitational radiation on this timescale [15] .
The rotational evolution of a spinning neutron star is best characterized by a measurable quantity called the braking index [26] :
where f is the rotation frequency of the neutron star, f is the spindown, andf is the rate of change of the spindown.
Most pulsars' measured braking indices have values within the range of n = [1.4 − 3], indicative of electromagnetic-dominated radiation [10, 17, 29] . However, these neutron stars are significantly older than those for which we would like to search. For a young neutron star, it is possible that the emission mechanism is dominated by gravitational waves due to a large quadrupolar deformation (n = 5) or due to small velocity/density perturbations on the neutron star (r-modes, n = 7) [39] .
As the LIGO/Virgo detectors become more sensitive in the coming years, we should be able to not only detect more binary neutron star mergers, but also CWs from neutron stars. The all-sky and directed searches for CW signals are computationally expensive, since one must search the entire data set in every position in the sky. Even for long duration transient signals, signals that last for O(hours−days), modelled searches such as those based on the Generalized FrequencyHough (GFH) and the Adaptive Transient Hough consume weeks of computing power, especially at intermediate spindowns [30, 33] , and require that the signal follow approximately a power law.
We therefore explore machine learning as a way to cut computation costs without losing sensitivity. The key idea of machine learning is that one gives a "black box" many examples of something that one wants to be characterized (digits, cats/dogs, gravitational-wave signals, etc.), and the algorithm learns how to distinguish between the different possibilities.
Neural networks have been shown to achieve extremely good sensitivities in both white and real noise, comparable with matched filtering and some unmodeled methods [11, 19, [21] [22] [23] [24] . However, each study addresses quantitatively some but not all of the following points: (1) how to train, (2) how much to train, (3) robustness towards signals on which the networks were not trained, (4) differences in architectures' effects on detection efficiency/false alarm probability, and (5) applying the networks to a real search. Moreover, these algorithms have only focused on binary black hole signals or supernovae, and have not yet been expanded to search for long duration transient signals from isolated neutron stars. We address these points for CNNs, developed in [11] . We characterize the performance of the networks under a variety of conditions, and propose a possible design for a search using machine learning to provide triggers that would be followed up by another method capable of estimating parameters. We also compare the CNNs to an established method to search for long duration transient signals, the GFH. Finally we use the neural networks in a real search for a remnant of GW170817 and compare our results with the previous search done [7] .
In section II, we describe the type of signals we expect from young, isolated neutron stars, which comprise the time/frequency maps on which we train and test the CNNs. We discuss the types of networks we use and what kind of maps we give them to train/test in section III. In section IV, we present the major results: a comprehensive characterization of the robustness, efficiency and false alarm probability of the CNNs across many training/testing sets, including a comparison to the GFH. We then outline a possible search scheme in section V, perform this search for a remnant of GW170817 in VI and finally draw some conclusions in section VII.
II. SIGNAL MODEL
We derive from (1) the radiation emitted by an isolated neutron star will follow a power law of the form [26] :
where k is a proportionality constant that relates to physical quantities depending on n, i.e. the dipole magnetic field for n = 3, the ellipticity for n = 5, and the saturation amplitude for n = 7. As the neutron star emits energy by any of these mechanisms, it spins downs. Integrating Eq. (2), we find how the rotational frequency changes with time:
where f 0 is the rotational frequency at time t 0 , and t 0 is also the time when our analysis begins.
For r-modes, we use the following relation [9] to calculate the gravitational wave signal amplitude h(t):
where α is the saturation amplitude, the amplitude at which non-linear effects stop the growth of the r-mode, J = 1.635 × 10 2 is a dimensionless angular momentum for polytropic models, c is the speed of light, d is the luminosity distance to the source, and M and R are the mass and radius of the neutron star.
For the other braking index case tested in this paper (n = 5), we model h(t) ∝ f 2 , given by [38] :
where I zz is the z-component of the moment of inertia of the neutron star, G is Newton's gravitational constant, is the ellipticity of the neutron star, and τ is the spindown time-scale, defined by:
III. METHODS
A. Convolution Neural Networks
A CNN is a biologically-inspired algorithm that uses convolutions to learn which pixels in an image are most . Right: reduced resolution time/frequency map by a factor of 16 on each axis. This reduced map is the input to the machine learning algorithms. When we reduce the resolution of the image, we pick the pixel in each 16x16 block that has the highest value, but if this value is less than a threshold (2.5, essentially not higher than 2.5 standard deviations from the mean), we zero this pixel. important in distinguishing two or more classes, where in our case an "image" is a time/frequency map and the "classes" are "map contains signal" or "map contains only noise". The CNN convolves a map with a weight matrix called a "kernel". The kernel moves over subsets of the image and returns a measure of overlap between itself and the image, before this output is fed into an activation function. Convolutions are the mechanism by which the image is passed through each layer of the network, and allow deeper non-linear combinations of the information present in the map than Artificial Neural Networks (ANNs), where a simple matrix dot product is used to push the images through each layer [21, 23, 24, 32] .
We use an implementation of CNNs shown to work for both supernovae [11] and CW signals [31] . The key aspects of this CNN are 5 convolution blocks, described in detail below, each containing zeropadding, convolutions, ReLU and maxpooling steps, and 2 fully-connected and dropout layers followed by a softmax layer at the end.
The zeropadding layer ensures that the size of the image stays constant throughout the convolution block by surrounding the images with zeros. This is necessary because the maximum pooling layer takes the maximum value of every non-overlapping 2x2 block of the image, effectively cutting the size of the image in half each time.
The activation function to pass between hidden layers within the convolution block is a Rectified Linear Unit (ReLU), which simply takes either 0 or the output of the convolution x:
where f is either 0 or x. In the fully connected layers, each output of the previous layer is used as in input to each of the 16 nodes in this layer. These layers are essentially what each hidden layer in an ANN is. The last fully-connected layer in our CNN outputs a vector whose size is just the number of classes in which we are trying to classify: 2 in this paper (signals or noise). The values correspond to the CNNs' confidence in classification of the image. The dropout layer is used to prevent overfitting of the network. It essentially zeroes the activation of randomly chosen hidden nodes of the model at each iteration of the learning phase, akin to pruning a decision tree.
To convert the "confidence" of the CNN into a probability distribution P i , the final layer is a softmax activation function:
where N is the number of classes (signal or noise) and x i are the outputs of the fully-connected layer (essentially the result of convolutions of the input image with the kernel).
B. Construction of reduced time/frequency maps
The behavior on which we train the networks is given in Eq. 3, so we first construct a time/frequency map by fast Fourier transforming each chunk of data (interlaced by half and Tukey-windowed). Then, we estimate the noise power spectral density by using an autoregressive spectrum to whiten the data [14] . Afterwards we plot the result in the time/frequency plane, as shown in the left panel of Fig. 1 . At this level, we must clean the maps, since the CNNs are very sensitive to noise lines. Therefore we zero one or two bins that surround known noise lines [18] , and veto any persistent lines in the time/frequency map. This very powerful persistency veto is performed by histogramming the peakmap and projecting it onto the frequency axis. We then compute the median and standard deviation, and if there is a significant increase (more than 1 standard deviation from the median) in the number of peaks in a given frequency bin, we zero all values. This helps to decrease the false alarm probability substantially, while leaving the false dismissal probability unchanged.
Ideally, the more information that we can give to the networks, the better they can learn to identify and distinguish signals from noise. However, there are too many pixels on which to attempt to train the CNNs, so we reduce the resolution of each cleaned time/frequency map in an analogous way as done in [32] . We split the time/frequency map into different square blocks and take only the maximum value that appears in each 16 x 16 block, if the value is above a threshold of 2.5; otherwise, we set this value to 0. The size of this box was chosen based on an optimal resolution reduction factor determined in [32] . The value 2.5 is equivalent to selecting peaks in the spectrum that are at least 2.5 standard deviations away from the mean level of noise in the map. Selecting a local max and applying a threshold gives us the reduced time/frequency map, constructed in a similar way as the peakmap, a collection of time/frequency peaks that are local maxes above a threshold of 2.5, in [12] . But our method of resolution reduction ensures that our maps have the same size, which is necessary for the machine learning to work well. In Fig. 1 we show the before and after resolution-reduction time/frequency maps. From here on, the term "time/frequency maps" will refer to the "reduced time/frequency maps".
IV. RESULTS: MACHINE LEARNING CHARACTERIZATION
For all of these results, we have trained and tested on power-law signals in the time/frequency maps (equation (3) [25] , analyzed previously in [3] , using 64000 signal maps and the same number of noise maps generated from Short Fast Fourier Databases [13, 14] , though there are only 2000 unique noise maps. Any compact binary system within this time (e.g. GW170104) would have its power spread across many frequency bins, since the spinup of the signal is much greater than the resolution of a frequency bin.
A. Training efficiency
To run a real search, we need to train the CNNs to recognize both signals and noise. However, when we train on noise maps, we have instructed the networks to see these time/frequency maps as not having signals. We would therefore have to throw out this data, so we wish to minimize how much data we need to use for training. Thus we quantify at what point additional training of CNNs no longer adds appreciably to the detection efficiency. Fig.  2 shows a CNN trained with different numbers of injections and noise maps on real data. We apply a threshold on the probability p thr outputted by Eq. (8): p thr = 0.9, chosen based on the false alarm probability analysis done in section IV C . Note that p thr = 0.9 does not imply a detection efficiency of 90%; rather, p thr is our detection statistic. Even for training on ∼ 20000 injections, we see that the detection efficiencies are comparable to training on ∼ 100000 injections. This appears to be independent of signal strength. However, when training on fewer injections, we are in fact training on fewer noise maps, which means the false alarm probability is higher. These results depend on which p thr we use, but they offer a guideline for training a single network on a variety of amplitudes.
FIG. 2.
A CNN was trained on a variety of amplitudes in real noise with a different number of signal injections. It appears that the detection efficiency does not change much as the number of training injections is increased. Therefore, it is not necessary to do many injections to achieve high detection efficiencies. For this plot, p thr = 0.9. Each of 32 amplitudes is represented by a line in the above figure.
B. Robustness towards signals not trained on
Machine learning methods have become useful because they can be trained to identify certain patterns, and can also generalize to find similar ones, but we must quantify if and how the detection efficiencies will change. The signals we have described thus far have had constant braking indices, which means that the GFH was a strong method to search for them. However, if the braking index varies too quickly in time, the GFH cannot recover the signal, no matter how strong the signal is, because the signal deviates too much from the power law model in Eq. (3). Fig. 3 shows two sets of sensitivity curves for a CNN trained on signals with a braking index of n = 7. In the left panel, the curves are the result of testing on injections with fixed braking indices (n = 5 or n = 7). The CNNs performed worse at higher frequencies, which is consistent with the sensitivity curve of the LIGO detector. In the right panel, the CNNs were tested on injections with varying braking indices, with variation δn/δt between [−10 −4 , 10 −4 ] /s. In total, this variation corresponds to a change ∆n = T obs δn δt = 0.1: the GFH cannot detect signals with such large ∆n. Comparing both plots in Fig. 3 , we see that despite being trained only n = 7 in the [600, 750] Hz band, the CNNs can detect signals with or without large δn/δt and have comparable efficiencies across all frequency bands.
C. Impact of p thr on false alarm probability
The output of the CNN can be interpreted as a probability that a time/frequency map contains a signal or not. If we wish to decrease the false alarm probability, we can use a threshold that is higher than p thr = 0.5. To determine an optimal threshold, we test our network on 500 noise maps generated at random times. As shown in Fig. 4 , to guarantee a false alarm probability of 1%, we should have p thr = [0.7, 0.95] depending on the frequency band. We also varied the number of noise maps used for training, and found that ∼ 23 days of data (2000 noise maps) was enough to obtain a false alarm probability of ∼ 1% at p thr = 0.9.
D. Error analysis
The CNNs operate as a black box: we control the input, the structure of the network and the output. Because of this, there is a good degree of randomness in the possible outputs of the network, meaning that each measurement we make has an associated error. This randomness is caused by the dropout layer, which throws away half of the nodes in the network, and the fact that the network sees randomly shuffled data in different batches in each training session. We therefore train a network 1255 times with the same input data in order to quantify the range of measurements of both detection efficiency and false alarm probability. We discovered that the errors do not obey a binomial distribution for p thr = 0.9. For the [600, 750] Hz frequency band, we train on 38400 injections and 1200 noise maps. The sensitivity and false alarm probability curves are shown in figure 5.
E. Comparison to Generalized FrequencyHough
We have compared the detection efficiencies of our CNNs to those of the GFH [30] , to Alexnet CNNs and to ANNs, developed in [32] . In Fig. 6 , we plot the sensitivity curves for each of these four methods, where we have used p thr = 0.9 for the ANNs and both CNNs. The ANN performs the worst, not even reaching 90% efficiency, while both architectures of CNNs and the GFH achieve similar efficiencies. The CNNs are even slightly more efficient than the GFH at some amplitudes. However, the CNNs cannot perform parameter estimation and the false alarm probabilities are about 100 times greater for both CNNs than for the GFH, see Fig. 4 . A "detection" for the GFH is defined as when the parameters x 0 = 1/f n−1 0 and k of the loudest candidate in the map are within a distance of 3 bins of the injected signal. For the CNNs, a detection occurs when the returned probability is greater than p thr = 0.9.
We also show in Fig. 6 the ideal efficiency of a CNN (green curve). This is the best-case scenario because we train and test the CNN at a fixed GPS time, meaning that the CNN learns perfectly the noise structure and hence the false alarm probability is 0. The green curve represents essentially an upper limit on the CNN's sensitivity. In contrast, the black curve corresponds to the realistic case, where the CNN is affected by the nonstationary noise of the LIGO/Virgo detectors. This result shows that we must be aware of the changing noise in the detector when determining how efficient a CNN will be in detecting power-law signals.
V. SEARCH DESIGN
We plan to use the CNNs in a real search in order not only to speed up the analysis, but also to probe a portion of the parameter space to which the GFH is not sensitive. It seems that the CNNs are of comparable efficiency to the GFH, so they can be used to quickly analyze time/frequency maps to determine if a signal is present or not. CNNs can analyze a time/frequency map in a microsecond, while the FH and GFH could take ∼ 1 minute [12, 30] . If the map contains a signal, we can then apply the GFH to estimate the parameters of the signal. Moreover, the CNNs are robust towards varying braking indices and different frequency bands with a limited amount of training data. This means that the CNNs can be trained on a small frequency band/time range and then tested across many different frequencies/times.
Once a CNN is trained on ∼ 20000 injections (at different amplitudes) across 150 Hz and 2000 s maps, for about 22 days of data for a false alarm probability of 1% (which is about 2000 noise maps), we can apply the following procedure for each detector:
1. Load short fast Fourier transform Databases [14] .
2. Choose appropriate FFT length depending on maximumḟ 0 , create complete time/frequency map and peakmap [12] .
3. Clean known noise lines and persistent lines. A threshold on probability p thr = 0.9 was used in both plots. The sensitivity curves for the different frequency bands are consistent with the detector's sensitivity curve (we are less sensitive at higher frequencies). The CNNs can obtain comparable sensitivities in both the fixed and varying braking index cases. However, even after cleaning both known and unknown noise lines, the threshold on probability must be high for some frequency bands to achieve a false alarm probability of 1%-see Fig. 4 .
FIG. 4.
We plot the false alarm probability as a function of the threshold on the output of a CNN (Eq. (8)) for 500 noise maps per frequency band, which correspond to ∼ 11.5 days of new data. The CNN was trained on 2000 noise maps (23 days of data). Different frequency bands, which have different levels of noise, require different p thr to achieve the same false alarm probabilities. 6. Repeat for each detector's data. Do coincidences between time/frequency maps that produce triggers.
7. If a trigger remains after the coincidence step, run GFH on the peakmap and obtain parameters of the signal.
8. Perform coincidences between candidates returned by the GFH, follow-up, etc. using methodology described in [30] .
9. Repeat for each 150 Hz/2000 s map.
We must emphasize that if a coincidence occurs between time/frequency maps at the level of the CNNs, the GFH can estimate the parameters of a signal only if it follows a power-law behavior. Otherwise, we can only constrain that the variation in braking index is no more than a certain δn.
As stated in section IV A, we cannot test a CNN on the same noise maps on which we train, since the CNN has learned that those maps do not contain a signal. But, if we create different CNNs that are trained and tested on different portions of the data, we can avoid this problem. The logic is the following: suppose we have data for 90 days, and that we need to train a CNN on only 2000 noise maps (23 days of data) to guarantee reasonable false alarm probability/detection efficiency comparable to the GFH. At a minimum, we can train on the first 23 days, and then run an analysis on the last 67 days. Afterwards, we could train on days 24-47, then analyze days 1-23 and 48-90. This would then require the same number of injections, just a doubling of the training time, which takes ∼ 30 minutes. The more we repeat this "shifting", the more times that a different CNN will see the same data.
Since we have shown that the CNNs are robust towards signals in different frequency bands, we should not need injections in each frequency band; rather, it would be sufficient to just train on noise maps across a wide range FIG. 5 . 1255 CNNs were trained on 38400 injections with n = 7 and 1200 noise maps and tested on 44800 (1400 injections/amplitude) and 1400 noise maps. The error bars represent the 90% confidence level. Left: efficiency is plotted as a function of amplitude. Intermediate strength signals seem to have the greatest spread in error. Right: false alarm probabilty is plotted as a function of threshold. The errors are largest around 0.4, and show that higher thresholds are necessary to truly guarantee low (∼ 1%) false alarm probabilities.
FIG. 6. We show sensitivity curves for an ANN, the GFH, a CNN and Alexnet CNN trained on 2000 injections/amplitude and tested on 1000 injections/amplitude in real noise. p thr = 0.9. It appears that different networks obtain similar efficiencies to the GFH, though the false alarm probabilities vary: ∼ 1% for the ANN/CNNs, and ∼ 0.01% for the GFH. The green curve, corresponding to a CNN trained and tested at a fixed GPS time, represents what the efficiency would be if the noise was the same throughout the run.
of frequencies and injection maps in one frequency band. This greatly decreases the computational time required for such an ensemble.
VI. SEARCH FOR A REMNANT OF GW170817
To test our procedure, we ran a search on one week of O2 Livingston and Hanford data after GW170817 to look for a remnant. We split up the search duration in 2000 s time/frequency maps, following the design outlined in the previous section.
Performing this search over one week of data spanning [100,1900] Hz took about 30 minutes. The CNNs took about 2 minutes to analyze the full data set and to generate triggers. Then, the follow-up of these 50 triggers by the GFH took about 15 minutes, when running this follow-up on 14 cores at CNAF-INFN computing center. Finally, the follow-up for the candidate remaining after the GFH took less than a minute.
No significant candidates were found, and the upper limits are consistent with those found in [7] .
A. Parameter space explored
We model the frequency evolution of the signal as a power-law. The initial frequency and spin-down are selected so that a signal will not spin out of the analyzed frequency band during the analysis time. Fig. 7 plots the initial frequencies, spindowns and spindown timescales which meet this criterion for our search configuration, fixing n = 7 (in general this plot can be created for any braking index). The spindown timescale is colored.
B. Description of search results
Coincidences done in time between the Livingston and Hanford maps analyzed by the CNNs resulted in 50 time/frequency maps having a value of p > p thr = 0.9. A grid over n was constructed [30] for each of these maps from n = [2. 5, 7] , in each 150 Hz band between f = [100, 1900] Hz. We then applied the GFH individually to the peakmaps generated at these times (not the FIG. 7 . Parameter space explored in our search for a remnant of GW170817, for n = 7, invoking the criterion that a signal must be fully contained within a frequency band analyzed to be detectable.
maps that the network saw, but the maps constructed by the procedure in [12] ). The GFH returned 431 coincident candidates, where a coincidence occurs if the Euclidean distance between candidate parameters x 0 /k in each detector is less than 3 bins. Most candidates had a very low detection statistic, called the critical ratio (CR), defined as:
where y is the number count returned by the GFH,x and σ are the mean and standard deviation of the full Hough map, respectively. We required CR > 3.5, corresponding to a false alarm probability of 0.02%. After applying this threshold, 1 candidate remained (for T F F T = 4 s). We then use the full Band-Sampled-Data (BSD) [35] follow-up procedure described in [30] . The procedure corrects the peakmaps for the time/frequency evolution of the signal, resulting (theoretically) in a monochromatic signal. T F F T is then increased to improve the signal-to-noise ratio and the original FrequencyHough is applied. If the critical ratio of a candidate is less now than before the follow-up, the candidate is vetoed. In each iteration, T F F T is doubled. The candidate remained for a few iterations until we used a T F F T = 64 s, when it was finally vetoed. We therefore conclude that there was no detectable gravitational wave emission from a remnant of GW170817. A detection is obtained if a candidate returned by the GFH is within 3 bins of the injections and if its CR > 3.5, the requirement used in the follow-up in the search. Fig. 8 reports upper limits on distance on a possible power-law signal coming from a remnant of GW170817 at the 50% confidence level. We have plotted five curves: one using the CNNs followed up by the GFH to estimate the parameters of the signal (magenta), one curve using just the CNNs to detect time-varying braking index signals (blue), and three other curves for comparison purposes. The red one is from the original search [7] , adjusted to be at the 50% confidence level, and the other two curves were obtained by just using the CNNs (green) and GFH (black) to calculate the upper limits. It seems that the previous upper limits are better because the signals were simulated for 2000-16000 s consistent with the search length at n = 5 [7] . This should imply an increase of at most 40% in distance reach at higher frequencies, and n = 5 corresponds to the best sensitivity by about 20% relative to other braking indices at lower frequencies for the GFH, determined by using equation 35 and looking at figure 15 in [30] . Additionally the grid in k constructed during the GFH is not optimal for signals of such a short duration, especially at high frequencies, so we are currently investigating ways to improve this grid.
For each curve, we determined the distance reach by assuming a moment of inertia of I zz = 100M
38 kg· m 2 , and calculating the maximum allowed ellipticity by energy conservation, as was done in [7] .
VII. CONCLUSIONS
We have studied how much we can trust CNNs to detect a gravitational wave signal from isolated neutron stars in real noise. For each data set that a network is given, it is necessary to study how and how much to train, the robustness of the network towards images on which it was not trained, and detection efficiency compared to a traditional algorithm. We have explored the limits of the number of training examples that could be used to train a network, and show that it is possible to achieve comparable detection efficiencies with the limited amount of LIGO/Virgo data we have and expect to obtain in the future, and at a much faster rate than traditional algorithms. We have also successfully applied machine learning to a search of real gravitational wave for a remnant of GW170817, which is the first ever search using CNNs.
In summary:
1. CNNs have comparable efficiencies to the GFH but with a larger false alarm probability depending on
Upper limits on distance reach at 50% confidence for the search design presented in this paper, CNNs followed up by the GFH (magenta curve) and only CNNs trying to detect time-varying braking index signals (blue). For comparison curves obtained by using just the CNNs (green), the GFH in this search (black) and the previous postmerger search (red) [7] are shown. The CNNs are sensitive to time-varying braking indices as well, even though these upper limits are done on fixed braking indices. Reasons why the GFH performed better in the first postmerger search include the use of a fixed n = 5, boosting sensitivity at low frequencies, and longer duration signals at high frequencies, improving sensitivity there [30] . Additionally the GFH in this search performs worse at higher frequency because the grid in k is much finer and for signal durations of 2000 s, the signal is split among neighboring k bins. Alternative ways to optimally construct the grid in k are currently being investigated.
the frequency band and how many noise maps we train on.
2. CNNS are at least 5 orders of magnitudes faster than the GFH.
3. Not much training data is necessary to achieve good detection efficiencies. CNNs can therefore be applied quickly to new data in a low-latency way without discarding too much data.
4. Training does not have to cover exhaustively the parameter space n= [2.5,7] , f 0 = [20, 2000] Hz, but we must have an understanding of which value to place on p thr since the false alarm probability may vary in each band.
5. The CNNs are extremely sensitive to lines in the data, to the point where the CNNs will believe that every map that contains a line is a signal, implying a false alarm probability of one. It is therefore crucial to clean the time/frequency maps before giving them to the CNNs.
6. Complicated network architectures do not seem to be needed for this pattern recognition problem. This implies less time necessary for training and less hyperparameters to tune.
7. The place of machine learning in long duration transient analysis is to provide triggers that can be followed up by the GFH, therefore a (not too high, around 1 − 3%) false alarm probability is not a problem.
Future work will include training on previous observing run's data and testing on new data, in order to avoid using ensembles of CNNs. However, we expect that this will work only when the noise in each observing run does not change too much, which should be the case in future runs. We also plan to experiment with combining two or three detectors' time/frequency maps into one image, socalled RGB synthesis, that was explored for supernovae in [11] . While the efficiency will probably not improve, the false alarm probability should decrease, since noise lines (which we have seen greatly increase the false alarm probability if not removed) are typically not coincident in each detector.
We are also working to estimate n and δn/δt using CNNs. This would allow us to further reduce the computation time necessary for the GFH, since we would not need to loop over all possible braking indices as we did in [7] . Additionally, if we know δn/δt, we can correct the time/frequency maps for this behavior before giving them to the GFH.
