In call forecasting literature, both the seasonal autoregressive integrated moving average(ARIMA) type models and seasonal linear models have been popularly suggested as competing models. However, their parallel comparison for the forecasting accuracy was not strictly investigated before. This study evaluates the accuracy of both the seasonal linear models and the seasonal ARIMA-type models when predicting intra-day call arrival rates using both real and simulated data. The seasonal linear models outperform the seasonal ARIMA-type models in both one-day-ahead and one-week-ahead call forecasting in our empirical study.
Introduction
Various call volume forecasting models have been analyzed by many scholars. As an early approach, the autoregressive integrated moving average(ARIMA) models were applied to the daily call volume prediction by Bianchi et al. (1993) . Shortly thereafter, seasonal factors were considered to be an important characteristic because multiple seasonal cycles were documented in most call arrivals. A standard Box-Jenkins seasonal ARIMA-type model (an alternative to the pure ARIMA model) has received significant attention ever since. In particular, many new call volume forecasting techniques have been evaluated by the comparison with the seasonal ARIMA models in the literature. For example, Tych et al. (2002) compared a dynamic harmonic regression model with a seasonal ARIMA model. Taylor (2008) compared the seasonal ARIMA with dynamic harmonic regression, periodic AR, and exponential smoothing for double seasonality. The seasonal ARIMA model has been popularly suggested as a competing model in the call volume forecasting research as well as many other seasonal time series data prediction studies (Taylor, 2003; Zhang and Qi, 2005) .
The seasonal linear models or their modified versions seem to be challenging the seasonal ARIMAtype models to the role of competing models in recent call prediction literature. Weinberg et al. (2007) compared their Bayesian forecasting model with the seasonal linear models. Shen and Huang (2008) compared their data-driven methods via singular value decomposition, the Bayesian model (Weinberg et al., 2007) , and the seasonal linear models with autoregressive intra-week effect.
Regardless of popular application of both models in call prediction literature, their parallel comparison for the forecasting accuracy was not rigorously examined before. This study is designed to compare the forecasting accuracy of seasonal linear models with seasonal ARIMA-type models using both real and simulated data. Each of these models is evaluated using the real intra-day 5-minute call arrivals in a call center at a large American commercial bank. This data set includes several seasonal factors without trend. The seasonal linear models appear to perform better than the seasonal ARIMAtype models in both one-day-ahead and one-week-ahead forecasting in this empirical study. To verify the results in the real data analysis, models are reevaluated using the simulated call arrivals that mimic the actual processes. Similar results are obtained in the simulated call arrivals.
The remainder of this article is arranged in an organized manner. In Section 2, we describe our real call center arrival rates, as well as the simulated data. In Section 3, we explain the seasonal linear models and the seasonal ARIMA-type models, and the model evaluation criteria are also introduced. Section 4 summarizes the simulation and data analysis results. Our concluding remarks are provided in Section 5.
Data

Real data
According to Shen and Huang (2008) , the intra-day updating is advantageous over the inter-day one due to the intra-day dependence. In particular, the prediction error can be substantially reduced if appropriate intra-day updating is available. Hence, we apply the intra-day call arrivals. The intra-day call center arrival rates of a retail banking division at a large U.S. commercial bank were examined from April 14, 2003 to October 24, 2003 ; they were part of the data used in Weinberg et al. (2007) . The arriving calls were aggregated every 5 minutes for 24 hours a day, and the results showed that the call centers were most active from 7:00 AM to 9:05 PM during weekdays. Following Weinberg et al. (2007) , we restricted our data set to this time frame. In our study, we observed 169 calls per day over a five-day business week. Since the call center was closed briefly for a holiday, we missed observations on one day. We accounted for the missed call arrivals on the holiday by utilizing the call arrivals for the corresponding weekday in the two adjacent weeks; we averaged these numbers to make the adjustment. This procedure was necessary for the seasonal ARIMA-type modeling due to its recursive structure.
We applied the transformation scheme by Brown et al. (2005) to our real data analysis. They suggested transforming the original call volume N i j into y i j = N i j + 0.25 to provide variance stabilization. According to their analysis, y i j is approximately normal as the arrival counts become larger. Note that N i j indicates the number of call arrivals on day i during the intra-day time interval [t j−1 , t j ], where i = 1, 2, . . . , I and j = 1, 2, . . . , 169. For the ARIMA-type models, N i j will be replaced with N t , where t = j + 169 × (i − 1).
Simulated data
Data sets are generated, which are mimicking the real call arrivals in the previous subsection. The following double seasonal multiplicative model is used for data generation in the simulation analysis
where S j is the intra-day effect with j = 1, 2, . . . , 169, and W d i is the intra-week effect with d i = 1, 2, . . . , 5. Note that S j is obtained by averaging the real call arrivals for j, and the values for S 1 , S 2 , . . . , S 169 will be provided upon request.
9845 are used in this study. The error term e i j is generated from a normal distribution, N(0, σ 2 ), with three levels of standard deviation: σ = 1, 5, 10. Due to the error term's normality, we do not have to transform the original data as we did in the real data analysis in the previous subsection. Hence, we can have y i j = N i j in the seasonal linear models, and can use N t or y t instead of N i j in the ARIMA-type models. Same number of real data points is generated. Note that every set of 169 data points mimics the 5-minute call arrivals per day. Figure 1 illustrates the comparison of the sample dynamics (845 time points) of the original real data and simulated data with σ = 1, where the symbols "+" and "o" indicate the real and the simulated data, respectively. The simulated data seem to mimic the pattern of the real data. The average and standard deviation of difference series between the simulated data and real data are summarized in Table 1 . Notations d1, d2, d2 represent the difference series between the real data and the simulated data with σ = 1, 5, 10, respectively. To provide statistical evidences for appropriate imitation of the simulated data, paired t-test results for the difference series are reported under the normal assumption. Any significance from zero was not detected in these tests.
A similar seasonal multiplicative model was used in Zhang and Qi (2005) to generate seasonal time series data. Unlike their model, we leave out the trend term since we could not detect significant trend effects in our real call arrival data. Their model was restricted to only one seasonal factor, whereas the model in this study extends to two seasonal factors: the intra-day and intra-week seasonality. These two seasonal cycles have been employed in many call volume forecasting studies (Tych et al., 2002; Taylor, 2003 Taylor, , 2010 Weinberg et al., 2007; Shen and Huang, 2008) .
Models and Evaluation
3.1. The seasonal linear model Weinberg et al. (2007) considered the linear additive models on y i j with seasonal variables and their interaction as covariates due to the approximate normal property of y i j . In particular, they refer to the linear additive models as seasonal linear models. The seasonal linear model by Weinberg et al. (2007) is as follows:
where µ is a constant, and ε i j ∼ N(0, σ 2 ). Note that d i indicates the weekday for day i. The α d i , β j and δ d i j indicate the day-of-week effect (intra-week effect), the time of day effect (intra-day effect), and their interaction effect, respectively. This model is a type of regression model with categorical independent variables.
In addition to these two seasonal cycles, we have considered one more seasonal component, the intra-month effect, which is included in Models 2 and 3:
where ρ m i and λ w i indicate the day-of-month effect and the week-of-month effect, respectively. Both models indicate the intra-month effect. In particular, the day-of-month effect was considered in Gans et al. (2003) .
The seasonal ARIMA model
The multiplicative double seasonal ARIMA model can be written as
where c is a constant, ε t is a white noise error term, and B is the back shift operator with B l y t = y t−l . φ p (B) and θ q (B) indicate the autoregressive(AR) and moving average(MA) parts, respectively. They are polynomial functions of orders p and q, respectively. Φ P 1 (B S 1 ) and Φ P 2 (B S 2 ) indicate two seasonal factors related to the AR part; Θ Q 1 (B S 1 ) and Θ Q 2 (B S 2 ) indicate two seasonal factors related to the MA part. P 1 , P 2 , Q 1 and Q 2 indicate the order of corresponding polynomial functions, and s 1 and s 2 indicate the length of two seasonal cycles. Note that the ARIMA model is reduced to the autoregressive moving average(ARMA) model if d = 0 (if there is no differencing). A model fitted with differencing (d = 1) would be useful if there is evidence of any significant trend effects. We have considered a model fitted with differencing (d = 1) as well a model with no differencing. In this study, the double seasonal ARMA model and the double seasonal ARIMA model are called Model 4 and Model 5. The transformation y t = √ N t + 0.25 is applied to the real data analysis for procuring the normality, whereas y t = N t is applied to the simulated case.
We have tried to include the intra-month effect in the seasonal ARIMA-type models, but there were some difficulties. First of all, the length of a month measured by days or weeks varies with the month. Hence, one specific value corresponding to the length of the intra-month effect could not be applied to the model. Furthermore, failures tended to occur in running the computer program due to the considerable memory capacity requirement if more than two seasonal cycles are employed in the model. Therefore, no more than two seasonal factors are utilized in the ARIMA-type models.
Model evaluation
In our study, the forecasting accuracy is evaluated by computing the prediction of the root mean square error(RMSE) and the average percentage error(APE) for each day i; these are written as
whereN i j is the predicted call arrival rate, and J = 169. For the ARIMA-type models, N i j andN i j have been replaced with N t andN t , respectively. These criteria have been applied in Weinberg et al. (2007) and Shen and Huang (2008) . One-day-ahead forecasting performance is basically examined. In practice the forecasted call arrival rates are utilized for more than one-day-ahead scheduling and the staffing of a call centre; in addition, a one-week-ahead prediction is also considered.
Results
Real data analysis
The prediction accuracy of five models is evaluated in one-day-ahead and one-week-ahead forecasting. Historical data from April 14, 2003 to August 1, 2003 were applied for the model selection. The next-day and the next-week 5-minute call arrival rates are forecasted as the unit of a day using the selected models. Note that the term next week indicates five days ahead, since our data set defines five days as a week. The forecasting period includes August 4, 2003 to October 24, 2003 . Hence, the number of prediction days is 60 days and 56 days for one-day-ahead forecasting and one-week-ahead forecasting, respectively. The historical data set or in-sample data set is updated daily by updating the next day-level forecasting evaluation. Hence, the number of in-sample data should be same. For the seasonal ARIMA-type modeling, we considered double seasonality such as intra-day and intra-week cycles. Therefore, we used s 1 = 169 and s 2 = 845. Their corresponding periods indicate the lengths of a day and a week. For the model's lag order selection, all maximum likelihood estimates were requested to be significant at level 5%. Insignificant lags were removed from the model. Additionally, the Schwarz Bayesian criterion(SBC) was applied to the model selection. Since the evidence of trend effect was not detected in the unit-root tests, a model with no differencing considered. The selected final model is the double seasonal ARMA model or Model 4, based on the in-sample real data and is written as where the coefficient estimates are reported in Table 2 . Although the evidence of unit root was not detected, we also considered the model with differencing (d = 1) for more complete comparison purposes. The final model is the double seasonal ARIMA model or Model 5, which uses the in-sample data expressed as
where the coefficient estimation results are presented in Table 2 . The distributions of the RMSE and APE for each model are summarized in Table 3 , which indicate the one-day-ahead and one-week-ahead forecasting results, respectively. M1-M5 represent Models 1-5, respectively. Q1, Q2 and Q3 indicate the first quarter, the second quarter, and the third quarter. The bold letters denote the smallest values among the models for each statistic regarding the RMSE and APE. M4 documented the smallest minimum RMSE and APE among the five models. However, the seasonal linear models seem to provide more accurate forecasting results than the seasonal ARMA or ARIMA model by documenting smaller mean or median RMSE and APE in Table 3 . Note that M1 includes the same two cycles that M4 and M5 do. When comparing these three models, M1 still provides the most accurate prediction results, as it documents the smaller mean and median of RMSE and APE than M4 and M5. Among all five models, M3 provides the smallest mean and median of RMSE and APE: The intra-month effect seems to be suspected. Similar results were observed in Table 3 . M3 provides the smallest mean RMSE and APE, and M1 provides a smaller mean and median of RMSE and APE than M4 and M5. In summary, the seasonal linear models appear to outperform the seasonal ARMA or ARIMA model. Note that a parallel comparison for one-day-ahead and one-week-ahead forecasting accuracy is not available due to the different prediction sample sizes for two cases.
Simulated data analysis
To confirm the results in the real data analysis, we conducted a simulation analysis. Using the data generation model in (2.1), we generated three simulation sets of same number of data points as that of the real data. Each simulated data sets are obtained using three different values. Since the data generating procedures do not include the intra-month effect, we did not consider M2 or M3. Moreover, M5 was not considered since there were no trend effects in model (2.1). Therefore, we only compared M1 and M4 in the simulation.
For the seasonal ARMA modeling, the SBC and the 5% significance level were applied to the final model selection. The forms of the final models that were selected for the simulated data were similar to (4.1) and (4.2), but there were some significant higher-order lags unlike the real data analysis case. Maximum likelihood estimation results of M4 for three different σ values are reported in Table 2 . Table 4 summarizes the one-day-ahead and one-week-ahead forecasting results regarding the simulated data for three different σ values. Here, the seasonal linear model M1 is compared with the seasonal ARMA model M4. Our results indicate that M1 tends to outperform M4 for all three σ values. The means and medians of RMSE and APE of M1 were always smaller than those of M4. Note again that the parallel comparison between the one-day-ahead and one-week-ahead forecasting accuracy is not possible due to the different prediction sample sizes for the two cases.
Conclusion
The seasonal linear models challenge the seasonal ARIM-type models to the part of competing models in call arrival prediction studies. However, their forecasting accuracy was not rigorously compared before. Therefore, this study compared the seasonal linear models with the seasonal ARMA or ARIMA models in forecasting intra-day call center arrivals. Both the simulated data and the real data were used to evaluate the forecasting models. The seasonal linear models are better than the competing seasonal ARIMA-type models in this empirical analysis.
Regarding the simulation scheme, Curry (2007) pointed out that the ARIMA-type model is not appropriate when the true dynamics are generated from a multiplicative time series model like (2.1) due to the specification problems. As Zhang and Qi (2005) claimed that the multiplicative time series models seem to be able to mimic real seasonal time series data. Their arguments appear to be plausible in our study according to Figure 1 and Table 1 .
Our study is limited to an empirical analysis; however, our results provide some possibility that the seasonal linear models can compete with the seasonal ARIMA-type models for versatile seasonal time series data forecasting the underlying series include seasonality without trend. We expect that the seasonal linear models will be more popularly applied to a wide range of future seasonal time series data forecasting articles.
