Quantum random walks are constructed on operator spaces using the concept of matrix-space lifting, a form of ampliation intermediate between those given by spacial and ultraweak tensor products. It is shown that these walks, after suitable scaling, converge in a strong sense to vacuum cocycles, certain vacuum-adapted processes which are Feller cocycles in the sense of Lindsay and Wills. This result is employed to give a new proof of the existence of * -homomorphic quantum-stochastic dilations for completely positive contraction semigroups on von Neumann algebras and separable unital C * algebras.
Introduction
. . . the beginning is the most important part of any work . . . Let (ξ k ) k 1 be a sequence of independent, identically distributed random variables, with zero mean and unit variance, and let S m := m k=1 ξ k for all m 0, so that S = (S m ) m 0 is the associated random walk. Donsker's invariance principle [17, §I.8] implies that the process X (n) , given by scaling and linear interpolation between the points of S:
∀ t ∈ [m/n, (m + 1)/n[, converges in distribution, as n → ∞, to a classical Wiener process. This result involves two stages: first, the random walk is used to construct a continuous-time process with continuous paths (or càglàd paths, in Donsker's original formulation [4] ); this process, suitably scaled, is then shown to converge to Brownian motion. It is explained below how to produce a similar result for an analogous quantum random walk. The first stage described previously corresponds to embedding this walk (which lives naturally on toy Fock space) as a continuous-time process on Boson Fock space; the second to showing that, subject to suitable scaling, the resultant process converges (strongly on the exponential domain) to a so-called vacuum cocycle. is introduced in Section 4. The vacuum flows of interest to us here are strongly regular, so uniquely specified by (1) , and are Feller cocycles in the Lindsay-Wills sense [12, p.284] .
Two approximation results are presented in Section 5. The primary one, Theorem 5.5, gives stronger conclusions under weaker, more natural conditions than those of Attal and Pautrat [1, Theorem 13 et seq.]. Lindsay and Wills discovered hypotheses (extending those of Evans and of Mohari and Sinha) which ensure cocycle multiplicativity [14] ; it is pleasing, but not surprising, to see them appear naturally here.
From its very inception, quantum stochastic calculus has been utilised to produce dilations of quantum dynamical semigroups. Section 6 contains a new proof of the existence of * -homomorphic cocycles dilating completely positive contraction semigroups on von Neumann algebras and unital separable C * algebras [7, 6, 14] . This was a primary motivation for obtaining our earlier results, which were motivated by and improve on those previously obtained by Sinha [19] (who worked with one-dimensional noise) and Sahu [18, Theorem 2.3] (who worked with a separable multiplicity space and on von Neumann algebras, obtaining dilations with trivial gauge part).
There are two overlapping reasons, practical and philosophical, why vacuum adaptedness, rather than the type more usually employed in quantum stochastic calculus, is used herein. (Rather, the second provides an explanation for the first.) As is well known by now, working in a vacuum-adapted set-up frequently leads to more simple analysis. Furthermore, a non-trivial vector process which is adapted in the usual sense cannot correspond to a process on toy Fock space; the injection from toy Fock space into Boson Fock space is (essentially) a conditional expectation, which averages over the intervals into which time is partitioned. In the vacuum-adapted situation, however, the future part of a vector process corresponds to the vacuum vector, which is invariant under such averaging. Appendix A explains how the analogous results in the standard set-up may be deduced from those proved here with vacuum-adapted techniques.
Conventions and notation
All sesquilinear inner products are conjugate linear in the first variable. The conventions and notation of [2] (which follows [10] for the most part) are adopted and, as far as possible, work proceeds in a coordinate-free manner.
1
The algebraic tensor product is denoted by ⊙, the usual tensor product of Hilbert spaces and bounded operators is denoted by ⊗, the spacial tensor product of C * algebras is denoted by ⊗ and the ultraweak tensor product of von Neumann algebras or suitable maps is denoted by ⊗.
The vector space of linear operators between vector spaces V and W is denoted by L(V ; W ), or L(V ) if V and W are equal. The identity operator on the space V is denoted by I V . The operator space of bounded operators between normed spaces X and Y is denoted by B(X; Y ) and abbreviated to B(X) if X equals Y . The double commutant of a set S ⊆ B(X) is denoted by S ′′ . The restriction of a function f to a set A (contained in the domain of f ) is denoted by f | A . The indicator function of a set A is denoted by 1 A . Given a proposition P , the expression ½ P has the value 1 if P is true and 0 if P is false.
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2 Matrix spaces and quantum random walks . . . men are only as good as their technical development allows them to be.
-George Orwell (E.A. Blair), Charles Dickens, in: Inside the whale, and other essays, Victor Gollancz (1940).
Definition 2.1. [13] An operator space V is a closed subspace of B(H) for some Hilbert space H. Given such a space V and a Hilbert space K, the matrix space
is itself an operator space, where E x ∈ B(H ⊗ K; H) is the adjoint of the map
Proof. Note first that
Thus if V is ultraweakly closed and the net (T λ ) ⊆ V ⊙ B(K) converges to T in the ultraweak topology then, with uw denoting ultraweak closure,
as left and right multiplication by bounded operators is ultraweakly continuous. Conversely, suppose L is a finite-dimensional subspace of K with orthonormal basis {e 1 , . . . , e n } and let P L ∈ B(H ⊗ K) denote the orthogonal projection onto
where the Dirac dyad |x y| ∈ B(K) satisfies |x y|z = y, z x for all x, y, z ∈ K.
Since P L T P L → T ultraweakly as L runs through the directed set of finitedimensional subspaces of K (ordered by inclusion) the result follows.
where the linear map
and
Proof. To prove existence for a given T ∈ M(K; 
it is a simple exercise to verify that
where
is the orthogonal projection with range H i ⊗ M (i = 1, 2) and the supremum is taken over all finite-dimensional subspaces of L. To see that T → φ K (T ) has the desired properties, note that the inequality φ K φ K gives uniqueness; linearity now follows from (7) . To finish, it suffices to prove that φ K is completely bounded if φ is, with φ K φ cb when K is infinite dimensional. The natural isometric isomorphisms
(which act by exchanging the last two components of simple tensors) are such that
T U i and, by the uniqueness of liftings,
If φ is completely bounded then φ ⊙ I B(C n ) is as well; the identity (9) and the inequality ψ K ψ cb (which may be seen from (8)) imply that 
closed and φ is ultraweakly continuous then
Proof. If a ∈ V 1 and b ∈ B(K) then
, this gives the first claim. For the second, recall that φ ⊗ I B(K) is an ultraweakly continuous linear map which extends φ ⊙ I B(K) , hence
and so for all T ∈ V 1 ⊗ B(K) = M(K; V 1 ) b , by continuity; the result follows.
Remark 2.9. If V 1 and V 2 are ultraweakly closed, so M(K;
, but φ is not ultraweakly continuous, then the map φ K still exists and extends φ ⊙ I B(K) . Neufang [16, §5] has examined this phenomenon.
Remark 2.10. Let V 1 and V 2 be operator spaces which are closed under the adjoint. If the involution φ → φ † is defined on KB(
Each φ (m) is necessarily linear and K-bounded, with φ
in the natural manner; uniqueness is clear and K-boundedness follows. For the final claim, suppose that dim K < ∞ (the alternative case is immediately verified) and let {e i : i ∈ I} be an orthonormal basis for K, m 0, a ∈ V and x, y ∈ H ⊗ K m+1 , so that, letting
where φ
This gives the result. 
(ii) If A = A ′′ is a von Neumann algebra and φ : A → A ⊗ B(K) is a normal (i.e., ultraweakly continuous) * -homomorphism then, for all m 0, so is
Proof. As a * -homomorphism between C * algebras is automatically contractive [15, Theorem 2.1.7], so completely contractive, this follows from Proposition 2.8 by induction.
Example 2.15. [Cf. [1, 8] .] If ψ : M → M and θ : M → B(K) are normal * -homomorphisms on the von Neumann algebra M then so is
and, for all m 1,
where f •m denotes the m-fold composition of the function f with itself. This has the following physical interpretation: elements of M describe a system which interacts with a series of identical particles; after interaction with the system in state a, ψ(a) describes the state of the system and θ(a) the state of the particle; φ (m) (a) is the combined state of the system and the first m particles with which it has interacted, given that the system was initially in the state a. (Of course, this interpretation is valid even if φ does not always yield a simple tensor.)
Proof. Choose a unit vector x ∈ K; since
, where |x x| ∈ B(K) is the projection onto the one-dimensional subspace spanned by x. Thus the proposition holds for the case m = 0. If K is finite dimensional then the result now follows by Proposition 2.4, because if {e i : i ∈ I} is an orthonormal basis for K ⊗m then
Otherwise note that K ⊗m is isomorphic to K for all m 1 and if U : K 1 → K 2 is an isometric isomorphism and then, assuming V 1 ⊆ B(H),
for all m 0, this follows from Proposition 2.16 and induction, together with the estimate (φ
and the principle of uniform boundedness.
Toy Fock space and quantum stochastic integrals
Details are always vulgar.
-Oscar Wilde, The picture of Dorian Gray, revised edition, Chapter 8, Ward, Lock and Company (1891).
Notation 3.1. Let k be a complex Hilbert space (the multiplicity space) and let k := C ⊕ k be its one-dimensional extension. Elements of k will be thought of as column vectors, with the first entry a complex number and the second a vector in k; if x ∈ k then x := . This decomposition will be used to write various operators as two-by-two matrices. Definition 3.2. Toy Fock space is the countable tensor product
with respect to the stabilising sequence ω (n) := 0 n 0 , where k (n) := k for each n; the subscript (n) is used here and below to indicate the relevant copy. (For information on infinite tensor products of Hilbert spaces, see, for example [9, Exercise 11.
where Γ 0) := C, so that Γ = Γ n) ⊗ Γ [n ; this is the analogue of the continuous tensor-product structure of Boson Fock space.
2 (R + ; k)} be the subspace spanned by exponential vectors, where ε(f ) ∈ F denotes the exponential vector corresponding to f ∈ L 2 (R + ; k). Let h be a complex Hilbert space (the initial space) and let Γ := h ⊗ Γ, Γ n) := h ⊗ Γ n) for all n 0, F := h ⊗ F and E := h ⊙ E.
Let T denote the directed set of all partitions of R + , ordered by inclusion; the expression F τ → F as |τ | → 0 means that the net (F τ ) τ ∈T converges to f .
where the tensor sign between components of simple tensors in F is omitted and
Moreover, Definition 3.5. Given a Hilbert space H, an H-process (X t ) t∈R+ is a weakly measurable family of linear operators with common domain H ⊙ E, i.e.,
for all t ∈ R + , u, v ∈ H and f , g ∈ L 2 (R + ; k). Equivalently, the identity (I H ⊗ E t )X t (I H ⊗ E t ) = X t holds for all t ∈ R + , where E t ∈ B(F ) is the second quantisation of the multiplication operator
) and Y is a locally uniformly bounded, semi-vacuum-adapted C-process then there exists a semi-vacuum-adapted h-process, the semi-vacuum-adapted m-fold QS integral Λ
for all u, v ∈ h and f , g ∈ L 2 (R + ; k), where C t := 2 max{t, 1}.
Proof. See [2, Theorem 3.6]. 
for all m 1, τ ∈ T and p ∈ Z m,↑ + .
) and Y is a locally uniformly bounded, semi-vacuum-adapted C-process then there exists a semi-vacuum-adapted h-process, the semi-vacuum-adapted m-fold QS integral
Proof. See [2, Theorem 3.10].
Definition 3.10. For all h > 0, define
then let X h := X for all X ∈ B(h) and, if m 1,
Note that X → X h is * -linear but is not multiplicative (in general).
Proof.
Furthermore, the identity (25) holds for n = 0 and n = 1, and if it holds for n 1 then 
in which B n acts on k (pn) for n = 1, . . . , m and P ω := |ω ω| : x → ω, x ω acts on k (k) for all k 0 such that k ∈ {p 1 , . . . , p m }.
Notation 3.13. For all h > 0, let τ h := {0 < h < 2h < · · · } be the partition of R + consisting of intervals of width h and, for brevity, let D h := D τ h and
The following process, which is fundamental for our approximation results, is a variation on the toy integral of [2] .
strongly on E as h → 0+, where (E 0 ) s := E 0 for all s ∈ R + .
Proof. This may be established in the same manner as [2, Theorem 5.4].
Vacuum cocycles
It is surprising how contented one can be with nothing definite, -only a sense of existence. 
such that (j(a) t ) t∈R+ is a vacuum-adapted h-process for all a ∈ V, with
) s vε(g) ds (30) for all u, v ∈ h, f , g ∈ L 2 (R + ; k) and t ∈ R + , then j is a mapping process called a vacuum flow generated by φ. The flow j is strongly regular if
with norm locally uniformly bounded as a function of t. (It is part of the definition of strong regularity that j(a) t E ε(f ) ∈ B h; F for all a ∈ V; this need not hold a priori.)
There is no more than one strongly regular vacuum flow generated by a given φ ∈ B V; B(h ⊗ k) .
Proof. If j and j ′ are two such then fix u, v ∈ h, f , g ∈ L 2 (R + ; k), t ∈ R + and a ∈ V; for n 1,
where φ x y := E x φ(·)E y for all x, y ∈ k, and so, letting c t and c ′ t denote the norm of j(·) t E ε(g) and j
which tends to 0 as n → ∞.
is strongly convergent on E for all a ∈ V and t ∈ R + , so that j and so (17) yields the inequality
which proves convergence. Next, (18) and (10) imply that
for all a ∈ V and t ∈ R + ; this identity, with induction, gives (30) and vacuum-adaptedness.
Ω is a Feller cocycle on V in the sense of [12] : for all a ∈ V, s, t ∈ R + and f , g ∈ L 2 (R + ; k),
Proof. [Cf. [12, Theorem 5.1] .] Since j(a) is vacuum adapted for all a ∈ V,
for all f , g ∈ L 2 (R + ; k), a ∈ V and s, t ∈ R + . (The first of these is immediately verified.) Let f and g be k-valued step functions on R + subordinate to the partition τ , with value f n and g n respectively on [τ n , τ n+1 [, for all n ∈ Z + . If u, v ∈ h and t ∈ [0, τ 1 [ then (30) implies that
where φ x y ∈ B(V) is defined by setting φ x y (a) := E x φ(a)E y for all x, y ∈ k. If X and Y are Banach spaces, A ∈ B(X) and F : [0, t 0 [ → B X; B(Y ) is such that t → F t (x)y is bounded, measurable and satisfies the integral equation
all in the weak sense, then
for all t ∈ [0, τ 1 [ (and for t = τ 1 , by continuity); in particular, j f,g (a) t ∈ V. More generally, if n 1 then
and so, for such t, we have the semigroup decomposition
taking the semigroup decomposition of j f (·+s),g(·+s) with respect to the partition {0 < τ m+1 − s < τ m+2 − s < · · · }. The observation that k-valued step functions are dense in L 2 (R + ; k) completes the proof. 
In particular, j(a) t ∈ M(F ; V) b for all t ∈ R + and a ∈ V.
Remark 4.6. If V is closed under the adjoint and φ ∈ kB(V;
for all u, v ∈ h and f , g ∈ L 2 (R + ; k), by Theorem 4.3 and (18). It follows that j
Remark 4.7. Let Y be a vacuum-adapted quantum semimartingale on F such that Y 0 = I h ⊙ E 0 | E which satisfies the quantum stochastic differential equation
where F ∈ B(h ⊗ k), the index set I contains 0, the set {e a : a ∈ I \ {0}} is an orthonormal basis for k, e 0 := ω and F α β := E eα F E e β for all α, β ∈ I. (I.e., Y is a vacuum-adapted h-process such that
(R + ; k) and t ∈ R + ; it follows that each Y t is automatically bounded and Y has locally uniformly bounded norm.) If
then it is readily verified that j = j φ Ω , the vacuum cocycle with generator
Conversely, if j is the vacuum cocycle with such a generator φ then Y = (j(I h ) t ) t∈R+ is a vacuum-adapted quantum semimartingale which satisfies (41).
(If φ has the form (43) then 
may, of course, be dealt with in a similar manner; if G ∈ B(h ⊗ k) then the corresponding generator has the form a → G(a ⊗ I b k ). The observation that (30) generalises (41) 
Approximating walks
In equal scale weighing delight . . . Definition 5.1. If n 0, m ∈ {0, . . . , n} and p ∈ {0, . . . , n − 1} m,↑ then the normal * -homomorphism v
Proof. The cases n = 0 and n = 1 are immediately verified, so suppose that (45) holds for some n 1. If x, y ∈ k and a ∈ V then
where p ∪ n := (p 1 , . . . , p m , n) for all p ∈ {0, . . . , n − 1} m,↑ ; the result follows by induction.
for all a ∈ V and t ∈ R + .
Proof. This follows from Lemma 5.2, (27) and Proposition 3.11, together with the observation that {0, . . . , n − 1} m,↑ is empty if m > n.
Remark 5.4. If V is closed under the adjoint and φ ∈ kB(V;
Proof. Note first that, by Theorem 3.14, if m 1, a ∈ V and t ∈ R + then
(a) (which converges to 0 in norm as n → ∞, by Lemma 2.17) shows that 
by exchanging the last two components of simple tensors). If {e i : i ∈ I} is an orthonormal basis for k then (5) 
where L i j := E ei LE ej ; the quantity on the right-hand side of (47) is that used for establishing their results.
Theorem 5.7. Let ψ ∈ kB(A; M( k; A) b ), where A is a C * algebra, and suppose
Proof. The first claim holds by Proposition 2.16 and norm continuity of the adjoint map. Next, note that the map a → J
hn (a) t is a * -homomorphism for all t ∈ R + , which is therefore contractive, and so, by Theorem 5.5,
Hence j ψ Ω (a) t ∈ B( F) for all a ∈ A and t ∈ R + (or, rather, j ψ Ω (a) t extends to such an operator, but this distinction will be neglected). Remark 4.6 now gives that j
t for all t ∈ R + and thus
for all θ, ξ ∈ E, a, b ∈ A and t ∈ R + , as required. 
for all c ∈ A and z ∈ k (in which case the series i∈I E ei E ei φ(b)E y is norm convergent) or (β 1 ) φ (m) is strong-operator to weak-operator continuous on bounded sets (i.e., if the net (b α ) ⊆ A is (norm) bounded and converges in the strong operator topology to b then φ (m) (b α ) → φ (m) (b) in the weak operator topology; if k is separable then 'net' may be replaced by 'sequence').
Semigroup dilation
Few things are harder to put up with than the annoyance of a good example. 
for some R, S ∈ B(h⊗ H) then θ ∈ CB(V; M(H; V) b ) with θ cb R π cb S and, for any Hilbert space K,
If V is ultraweakly closed and π is ultraweakly continuous then so are θ and θ K .
Proof. This is a straightforward exercise. 
is a * -homomorphism (which is normal if A is a von Neumann algebra). For any h > 0,
all belong to M, with the first being skew-adjoint, the second unitary and the third co-isometric. The map
is a * -homomorphism from A into M (which is normal if A is a von Neumann algebra) and
as h → 0+ (in the norm topology) and
(In particular, ψ is completely bounded, by Lemma 6.1). Furthermore, if
is the tensor-flip isomorphism and T H1,H2 := I h ⊗ T H1,H2 then
for all b ∈ M(K; A) b , so φ[h] h −1 − ψ K (b) → 0 as h → 0+ for such b and Ω is a * -homomorphic vacuum cocycle and therefore so is its restriction to A, which has generator ψ := ψ| A = a → τ (a) δ(a * ) * W W * δ(a) W * π(a)W ∈ M( k; A) b , and exp(tτ )(a) = E ε(0) j ψ Ω (a) t E ε(0) for all t ∈ R + and a ∈ A, as above.
