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Abstract 
We study a class of Single Level Capacitated Lot Sizing (CLS) problem in 
this research. The objective of the CLS problem is to develop a master production 
schedule to minimize the sum of production, setup and inventory holding costs 
under resource constraints. According to demand forecasts, the production 
quantity ofdifferent products are determined to satisfy demands at different times. 
This problem has been shown to be NP-hard in computational complexity. 
In this research, we examine two types of the CLS problem: one with setup 
time consideration and one without. Although there is a trend towards minimizing 
setup time required by a setup operation, it is impossible to reduce it to zero in 
some industries. Therefore, it is natural to study these two types ofthe problem. 
Very little research dealt with the CLS problem with setup time 
consideration. We formulate the problem and develop a Lagrangean relaxation 
based algorithm. Our problem formulation considers alternate sources of 
capacities such as overtime and subcontracting. The relaxed problem is 
decomposed into a set of independent, uncapacitated and single-item sub-
problems which are solved efficiently by the Wagner-Whitin algorithm. We retain 
the setup decisions (i.e., the setup string) and determine the corresponding 
production quantities. We develop an integrated and comprehensive consistence 
test to determine if the solution is feasible. A subgradient optimization is used to 
update the values of the Lagrangean multipliers. A lower bound is provided for 
measuring solution quality. 
Next，we study the problem without setup time consideration, and develop 
a similar algorithm. Different from the previous one, it consists of a 
decomposition scheme in the application of a Lagrangean relaxation. In this case, 
we generate two setup strings at the same time and determine corresponding 
production quantities. We generate two feasible solutions and retain the better 
solution with the smaller total cost. Our computational results show that our 
algorithm performs better than the Gilbert and Madan [1991] algorithm in a 
variety of test problems. 
For both algorithms, we measure their performances by testing on a variety 
ofproblem characteristics. These problems differ with respect to (i) level of setup, 
(ii) seasonality of demands and (iii) tightness of capacity. Extensive 
computational experiment shows that our algorithms perform well and provide 
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The Capacitated Lot Sizing (CLS) problem may be classified into single-
level and multiple-level. In the single-level problem, each item produced is 
already an end product and the production of items is sequence independent. In 
the multiple-level problem, the items produced are components or sub-assemblies 
that can be used to produce other sub-assemblies or end products. The production 
ofitems in the multiple-level problem is sequence dependent. Both problems have 
attracted significant research interests in the literature. 
In this research, we investigate a class of Single Level Capacitated Lot 
Sizing (CLS) problem. The objective of the single level CLS problem is to 
develop a master production schedule that minimizes the sum of production, setup 
and inventory holding costs with capacity limitations. A tradeoff exists among 
these cost components and cannot be ignored. For instance, producing products in 
each period to satisfy the demand in the period minimizes inventory holding cost, 
but maximizes setup costs. 
In many industries, a setup operation is required before a production takes 
place. Most CLS research studies assume that a setup operation requires very little 
time and model the problem ignoring setup times. However, in some industries 
such as bottling, setup times are still significant. Although there have been 
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significant efforts to reduce setup times, it is not possible to reduce them to zero. 
In a Just-in-Time (JIT) manufacturing environment, the amount of setup times 
may be insignificant and can be ignored. Hence, in this research, we study the 
CLS problem with and without setup time consideration (see Figure 1-1). 
< W i t h o u t setup times 
With setup times 
Figure 1-1: Classification of a CLS problem 
1.2 Our contributions 
In the literature, very few researchers study the CLS problem with setup 
time consideration. Many researchers have a misunderstanding that it is simply an 
extension of the CLS problem without setup time consideration, hi this thesis, we 
try to dispute this assertion. In fact, the CLS problem with setup times is more 
difficult to solve, and it is worth further investigation. 
We develop a new problem formulation based on the one by Gilbert and 
Madan [1991]. Our formulation includes setup times. Different from the 
traditional formulation in the literature, our formulation is flexible enough to 
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consider alternate sources of production capacities. In real life, firms have access 
to other sources of production capacities such as overtime and subcontracting for 
lot sizing decisions. 
We develop a Lagrangean relaxation based algorithm for the problem. The 
application of Lagrangean relaxation on the CLS problem is not new. Our 
approach however provides an integrated and comprehensive consistence test to 
determine if the set of production quantities is consistent with the pre-determined 
setup decisions. Moreover, we develop a simple procedure for removing 
backorder cells in the transportation tableau, since backordering is not allowed in 
the model. Instead of using the standard version of subgradient optimization, we 
apply a modified version that converges to a minimal solution more quickly (Shor 
[1968]) and reduces the effect of "zigzagging" (Held et al. [1974], Camerini et al. 
[1975], Crowder [1976]). As the solution found comes closer to the optimal value, 
the magnitudes of direction vectors reverse in sign (i.e.，from positive to negative 
or vice versa) from one iteration to another. We call it the "zigzagging". 
Exponential smoothing of the direction vector in the modified version of 
subgradient optimization can reduce the step size and make the next search in the 
solution space more accurate and effective. In our extensive experiment, our 
algorithm is shown to give reliable results. A lower bound for measuring solution 
quality is provided. 
In some industries, setup times are insignificant. To complete our work in 
the area, we solve the CLS problem without significant setup times. We use the 
approach that is similar to the algorithm for CLS problem with setup time 
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consideration, but we apply Lagrangean relaxation with a decomposition scheme. 
The advantage of the decomposition scheme is to generate two setup strings at the 
same time: one from setup and one from production. Then, we make use ofone of 
the setup strings to transform the original problem into a transportation problem 
and determine the corresponding production quantities. Two feasible solutions are 
generated and we retain the better solution. Solution quality is measured by using 
the lower bound generated. Also, our computational results show that our 
algorithm performs better than the Gilbert and Madan [1991] algorithm in solving 
a variety of test problems. 
1.3 Organization of the Thesis 
In this chapter, we present a brief introduction to the CLS problem. 
Relevant research work in the literature is summarized in Chapter 2. In Chapter 3, 
we formulate the CLS problem with setup time consideration and develop a 
Lagrangean relaxation based algorithm to solve the problem. A lower bound is 
provided to evaluate the performance ofthe algorithm. In Chapter 4，we study the 
CLS problem without setup time consideration. A Lagrangean relaxation based 
algorithm with the application of a decomposition scheme is proposed. We also 
implement the Gilbert and Madan [1991] algorithm for the purpose of 
comparison. 




In this chapter, we review relevant CLS research. The CLS problem may 
be classified into single-level and multiple-level. They have received significant 
research attention. Since our research concentrates on the single-level CLS 
problem, we intend to present representative work related to the single-level CLS 
problem. For the multiple-level CLS problem, readers may refer to Bahl et al. 
[1987]，Gupta et al. [1990], and Tempelmeier and Derstroff [1996]. 
In the CLS problem, a setup operation is required when a production 
occurs. Consideration of setup times incurred in setup operations is significant in 
many manufacturing industries such as juice making and pharmaceuticals. In 
other industries requiring little setup times, the consideration of setup times in 
these environments becomes insignificant. Representative work done in solving 
the CLS problem, with and without setup time consideration, is presented in this 
chapter. 
2.2 Research in Capacitated Lot Sizing Problem without 
significant setup times 
Researchers in the literature usually apply linear programming or dynamic 
programming approaches to solve the CLS problem. 
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Dzielinski et al. [1963] perform a simulation test of lot size by 
mathematical programming. Zangwill [1966] presents a deterministic multi-period 
production scheduling model with backlogging, and applies the concept of 
concave cost network analysis on the problem. Silver and Meal [1973] develop an 
algorithm to solve a single-item problem with capacity limitations. The algorithm 
merges production for several periods into one lot until average cost per periods 
increases. 
Eisenhut [1975] presents a forward algorithm that batches whole periods 
of demands. Part period balancing criterion is adopted in the algorithm. The 
batches are added in order of decreasing incremental cost savings, as long as 
production capacity is available. The algorithm does not always guarantee feasible 
solution since lots never split. Infeasiblity may exist especially in periods with 
heavy demand. 
Lambrecht and Vanderveken [1979] improve the Eisenhut algorithm by 
using the Silver and Meal [1973] criterion. This criterion is shown to better handle 
variable demands than the part period balancing criterion. Using a feedback 
mechanism, demand is forced earlier to remove the infeasibility that the Eisenhut 
algorithm may encounter. Providing that cumulative capacity is greater than 
cumulative demand, this algorithm always finds a feasible solution. 
Similar to Lambrecht and Vanderveken [1979], Dixon and Silver [1981] 
develop a forward pass heuristic using the Silver and Meal lot sizing technique. 
This heuristic algorithm uses the "greedy" approach and always generates a 
« 
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feasible solution to CLS problems. It differs from the Lambrecht and 
Vanderveken approach what it uses a forward look-ahead but not feedback 
mechanism to assure feasibility of solution. Dogramaci et al. [1981] extend the 
work ofLambrecht and Vanderveken [1979], and include moving steps in seeking 
for feasibility and solution improvement steps. 
Kami and Roll [1982] use the Wagner-Whitin [1958] algorithm and 
generate better solution to CLS problem by shifting production from one period to 
another. Graves [1982] uses Lagrangean-based techniques to solve hierarchical 
production planning problems. Bahl and Ritzman [1984] present a cyclical 
scheduling heuristic to CLS problems. Barany et al. [1984] use a cutting plane 
procedure and a branch-and-bound method to develop a solution algorithm for 
CLS problems. 
Thizy and Van Wassenhove [1985] use a subgradient algorithm to find 
dual prices to the Lagrangean relaxed problem. The uncapacitated, independent, 
single-item subproblems are solved by the Wagner-Whitin algorithm using 
dynamic programming. Dual prices are initialized by solving a transportation 
problem that is based on the Dixon and Silver solution. 
Eppen and Martin [1987] use variable redefinition approach in addition to 
cutting planes and branch-and-bound methods to solve multi-item CLS problems. 
Trigerio [1987] develops a dual-cost heuristic based on Lagrangean relaxation. 
Feasible solutions are constructed with a heuristic smoothing procedure. Pochet 
and Wosley [1988] present two formulations for CLS problems with backordering 
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consideration. One formulation uses the fixed charge network approach, while 
another uses a model similar to the plant location problem. An algorithm using 
cutting planes is then used to solve the problems. 
Cattrysse et al. [1990] discuss set partitioning and column generation 
heuristics for single-level capacitated dynamic lot sizing problems. Luh et al. 
[1990] develop a solution methodology to schedule independent jobs with due 
dates on identical and parallel machines. The efficient near-optimal algorithm is 
based on lagrangrean relaxation and it provides a lower bound as a measure of 
suboptimality. 
Gilbert and Madan [1991] formulate the CLS problem as a fixed charge 
transportation problem. Different from most existing formulations, their 
formulation considers more than one source of production capacity, such as 
overtime and subcontracting. The problem is shown to be NP-hard. They also 
develop an optimization-based algorithm which exploits the special structure of 
the problem. Later, Madan and Gilbert [1992] present an exact solution algorithm 
for CLS problems in which backordering is not allowed. 
Hoitomt et al. [1993] discuss a Lagrangean relaxation approach for 
scheduling job shops which include multiple machine types, generic precedence 
constraints and simple routing considerations. 
Millar and Yang [1993] present a solution algorithm based on Lagrangean 
decomposition to solve multi-item CLS problems. To take into the consideration 
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ofbackordering, Millar and Yang [1994] develop a Lagrangean-based heuristic to 
solve CLS problems. However, they do not take into consideration different types 
of capacities. 
Kirca and Kokten [1994] develop a new heuristic approach for the multi-
item dynamic lot sizing problem. The approach uses an iterative item-by-item 
strategy for generating solutions to the problem. Each item is scheduled by the 
solution of a bounded single-item lot-sizing problem in which bounds on 
inventory and production levels are used to assure feasibility of the overall 
problem. Hoesel and Kolen [1994] present a linear description of the discrete lot 
sizing and scheduling problem, using a new integer linear programming 
formulation. 
Hindi [1995] develops a model based on variable redefinition and a 
solution strategy based on branch-and-bound search with sharp low bounds for 
CLS problems. Later, Hindi [1996] solves the CLS problems by using a tabu 
search heuristic. Feasible solution is further improved by adopting the setup 
schedule and re-optimizing variable costs by solving a minimum-cost network 
flow problem. 
Tomastik et al. [1996] develop an accurate and low-order integer 
programming model that integrates scheduling and resource allocation. A 
Lagrangean relaxation methodology is used to solve the model, and a new bundle 
method is used to optimize the Lagrangean dual function. 
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Harrison and Lewis [1996] present a coefficient modification heuristic for 
lot sizing in serial assembly systems with multiple constrained resources. The 
heuristic exploits a special problem structure by solving a linear programming 
restriction of the original problem repetitively to implicitly account for the 
capacity consumed in setups. 
Hoesel and Wagelmans [1996] develop a greedy algorithm that is based on 
the standard dynamic programming approach. Their approach requires the 
computation of the minimal costs for all possible subplans of the production plan. 
They make use of the structural properties of optimal subplans to solve the 
problem more efficiently in polynomial time. Robinson and Gao [1996] discuss a 
dual ascent based branch-and-bound algorithm for the multi-product dynamic 
demand coordinated replenishment problem with backlogging. 
Drexl and Kimms [1997] provide a review of recent work in the field oflot 
sizing and scheduling. The focus is on capacitated, dynamic, and deterministic 
cases. Single-level lot-sizing and scheduling, continuous-time lot-sizing and 
scheduling, multi-level lot-sizing and scheduling problems are discussed. 
Denizel et al. [1997] present two exact algorithms for dynamic lot-sizing 
model with setup cost reduction. One is designed for the case when the setup cost 
function is concave, while another is for the case when the setup cost function is 
convex. The values of the setup costs can be reduced by various amounts 
depending upon the levels of funds committed to the reduction. 
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Stowers and Palekar [1997] propose a branch-and-bound based algorithm 
for lot sizing problems with strong setup interactions. In addition, they develop a 
heuristic based on demand and setup cost apportionment to generate a good initial 
solution for the problem. A Lagrangean relaxation based lower bound is also 
provided. 
Dessouky and Kijowski [1997] present a mixed-integer nonlinear 
programming model for the problem of scheduling a single-stage multi-product 
chemical process with fixed batch sizes. They introduce a polynomial-time 
algorithm to solve the problem. Given a batch size, the original problem is re-
formulated as an assignment problem. An optimal solution can be found by 
iteratively solving a polynomial number of assignment problems. 
These researchers use the traditional problem formulation that provides 
little production information (see Section 4.2). Besides, they do not include the 
consideration of setup times in solving CLS problems. They usually believe that 
setup time is a simply extension of CLS problems without setup times. As 
illustrated in the following work, CLS problems with setup time consideration are 
more difficult to solve than previously believed (see Section 3.1). 
CHAPTER 2 LITERATURE REVIEW 12 
2.3 Research in Capacitated Lot Sizing Problem with setup time 
consideration 
To solve the CLS problem with setup times, most of the researchers use 
techniques of mathematical programming, "greedy" heuristic, Lagrangean 
relaxation, branch-and-bound method and dynamic programming. 
Manne [1958] presents a linear programming model and develops an 
algorithm based on set partitioning. Binary setup variables in the formulation are 
substituted by binary variables for each production sequence. So, the problem can 
be solved by linear programming rather than mixed integer linear programming. 
Dzielinski and Gomory [1965] use the principle of Dantzig-Wolfe [1961] 
decomposition to solve an extension ofthe Manne's approach approximately. 
Lasdon and Tequng [1971] use the Manne's model, but include setup costs 
in the Wagner-Whitin generated columns in addition to setup times. They propose 
a column generation technique and a generalized upper bounding procedure. 
Intermediate solutions are maintained with the same number of integer values as 
in the final solution. Their results show that their algorithm is more efficient than 
the Dantzig-Wolfe algorithm. 
Newson [1975] makes use of shortest path network problems to 
heuristically deal with the CLS problem. Arc deletions are used to smooth the 
demand profile. Lots do not split, and a feasible solution cannot be guaranteed to 
be found. Kleindorfer and Newson [1975] use generalized duality theory to find 
lower bounds for CLS problems. After relaxing the capacity and integer 
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constraints, a new dual vector is provided for generating new Wagner-Whitin 
columns. 
Bahl [1983] develops two algorithms based on the Lasdon and Teijung's 
column generation technique. Rather than the Wagner-Whitin criterion in the 
column generation, he applies a simple lot sizing procedure. 
Trigerio [1989] presents an efficient heuristic algorithm using the Silver 
and Meal criterion. The algorithm sometimes has difficulty in finding feasible 
solutions when the capacity constaint is extremely tightly binding. Trigerio et al. 
[1989] develop an algorithm based on Lagrangean relaxation to solve CLS 
problems with setup time consideration. The algorithm uses subgradient 
optimization to compute dual costs of capacity. These dual costs are used in a 
dynamic lot sizing routine (i.e., Wagner-Whitin algorithm) without the 
consideration of capacity limitation. A heuristic smoothing procedure then 
generates feasible production schedules. 
Lozano et al. [1991] develop a primal-dual approach based on Lagrangean 
relaxation to the single-level CLS problems. The algorithm has monotone and 
finite convergence properties by using steepest ascent method. A heuristic routine 
is used to find feasible solutions. Pochet and Wolsey [1991] solve CLS problems 
by using strong cutting planes in addition to mixed integer programming. The 
additions of cuts are generated by a mathematical programming system 
automatically. 
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Diaby et al. [1992] present a Lagrangean relaxation-based heuristic 
approach for very-large-scale CLS problems. The overall Lagrangean dual 
problem is solved by subgradient optimization. Setup decisions are then used to 
solve transportation problems to determine the corresponding optimal production 
quantities. Primal perturbation is applied to change the production quantities if 
they are not consistent with the Lagrangean relaxation setup decisions. 
Diaby et al. [1992] develop optimal or near-optimal procedures for CLS 
problems with setup times, limited regular time and overtime capacities. They 
formulate the problem as a model of mixed-integer programming and solve it 
using Lagrangean relaxation. Alternative Lagrangean relaxations are tested and 
new procedures are developed to solve these relaxations. 
Diaby [1993] discusses an efficient post-optimization analysis procedure 
for the Wagner-Whitin solution to CLS problems with setup times. The procedure 
can be used in the context of a branch-and-bound algorithm, or in smoothing 
heuristic approaches for solving CLS problems. 
Salomon et al. [1997] discuss the discrete lot-sizing and scheduling 
problem with sequence dependent setup costs and setup times. An exact solution 
procedure is developed, based on a transformation of the original problem into a 
Travelling Salesman Problem with time windows. The revised problem is then 
solved by a dynamic programming based approach. 
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Most of these researchers do not consider alternate sources of capacities 
such as overtime, and subcontracting in their traditional models. In real 
manufacturing environment，the management has to seek for alternate sources of 
production capacities in the case that the amount of regular time capacity is not 
sufficient. Moreover, in their solution approaches, the researchers usually discard 
the solutions in which backordering is involved. They do not develop procedures 
to eliminate backordering in their solutions. This reduces the possibility in 
obtaining a feasible solution. 
2.4 Summary 
In this chapter, we have reviewed the relevant literature in CLS. We 
classified the research studies into two groups: one with setup time consideration, 
and one without setup time consideration. Both problems find their applications in 
industries. Our research focus is on developing effective solution methods for both 
problems. We will measure solution quality by comparing the results to a lower 
bound. 
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Chapter 3 
Capacitated Lot Sizing Problem with Setup Times 
3.1 Overview 
The Capacitated Lot Sizing (CLS) Problem is a production planning 
problem that determines the production timings and quantities for multiple 
products over a finite number of periods without violating capacity constraints. It 
aims at satisfying the known demands for various products in each period and 
minimizes the sum of production, setup and inventory costs. This problem is 
commonly encountered in repetitive manufacturing settings involving processes 
such as assembly and stamping. 
The CLS problem has received significant attention in the literature. 
Representative work includes Dzielinski et al. [1963], Zangwill [1966], Silver and 
Meal [1973]，Eisenhut [1975], Lambrecht and Vanderveken [1979], Dixon and 
Silver [1981], Dogramaci et al. [1981], Bahl and Ritzman [1984], Pochet and 
Wolsey [1988], Gilbert and Madan [1991], Madan and Gilbert [1992], Millar and 
Yang [1993], Millar and Yang [1994], Kirca and K6kten [1994], Hoesel and 
Kolen [1994], Hindi [1995], Hindi [1996], Harrison and Lewis [1996]，Hoesel and 
Wagelmans [1996], Drexl and Kimms [1997], Denizel et al. [1997], Stowers and 
Palekar [1997], Dessouky and Kijowski [1997]. These approaches, however, do 
not consider the significance of setup times. A few exceptions are Manne [1958], 
Dzielinski and Gomory [1965], Lasdon and Terjung [1971], Bahl [1983], Trigerio 
et al.[1989], Lozano et al. [1991], Pochet and Wolsey [1991], Diaby et al. [1991]， 
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Diaby et al. [1992], Salomon et al. [1997]. Although there is a trend towards 
reducing setup times, the amount of setup times in many industries cannot be 
minimized to zero. Therefore, the CLS problem with setup time consideration is 
still worth further investigation. 
Many researchers believed that the inclusion of setup times was simply an 
extension of the problem without setup times. Trigerio et al. [1989] rejected this 
assertion using an illustrative example (a 2-item, 3-period, single-capacity 
problem) shown in Figure 3-1. 
Demand by period 
Item Setup time Unit production ~ " i 2 3 ~ 
time 
i fo i fo 0 n ~ 
2 4 1 0 6 0 
Lot-for-lot usage ^ iO 2 T ~ 
Capacity available 20 20 20 
Figure 3-1: An example of a CLS problem with setup times 
Although cumulative lot-for-lot capacity usage does not exceed cumulative 
capacity available and the average utilization is only 85% (= 51/60), a feasible 
solution may not exist because there exists 1 unit of overtime in period 3. To 
eliminate the overtime, it must shift some production quantity to previous periods. 
However, the first period cannot accept additional production. Period 2 cannot 
accept item 1 because the setup time required is too high. Hence, this problem is 
infeasible. 
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In this research, we develop a model for the CLS problem with setup time 
consideration. In the literature, Trigerio et al. [1989] and Diaby et al. [1991 and 
1992] have integrated and summarized the previous work in solving the CLS 
problem with setup time consideration. We will focus on their approaches. 
Comparatively, our proposed model offers the following features: 
(1) It allows for alternate sources of capacities such as overtime, 
subcontracting, etc. Many traditional models such as Trigerio et al. [1989] 
do not allow for alternate sources. 
(2) It directly models CLS decision variables while traditional models require 
further calculation to find the values of these decision variables. 
(3) It includes a simple procedure of removing flows in backorder cells in 
transportation tableau to guarantee solution feasibility. 
In solving the problem, we develop a Lagrangean relaxation based 
algorithm. The idea of using a Lagrangean relaxation based approach is not new to 
the CLS problem. Both Trigerio et al. and Diaby et al. use the approach. However 
they have some limitations. For example, in Trigerio et al.'s algorithm, only one 
type of production capacity (i.e., regular time capacity) is considered. No other 
sources of capacities are available if the amount of regular time capacity is not 
sufficient for production. Diaby et al., in their algorithm, did not consider the case 
in which setup is planned in a period for a product but in fact no production 
occurs. This happens when the setup string obtained from the Wagner-Whitin 
algorithm is inconsistent with the production quantities. In our approach, we solve 
this case in the consistence test that will be described in Section 3.3.3. Further, 
both Trigerio et al. and Diaby et al. did not mention how to resolve solution 
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infeasibility due to backordering. When they obtain a solution that contains flows 
in backorder cells in transportation tableau, they do not have any procedure for 
removing flows in backorder cells and they can only discard this solution. 
In the design of our solution algorithm, we specifically address the 
limitations of Trigerio et al.'s and Diaby et al.'s approaches. Our algorithm fmds 
and makes use of better estimates of the nominal costs. Also, we resolve the 
inconsistency between the setup string and the production plan. We use a more 
efficient subgradient optimization method that helps reduce the effect of 
"zigzagging" (Held et al. [1974], Camerini et al. [1975], Crowder [1976]) and 
make the computation converge more quickly (Shor [1968]). 
As illustrated the limitations of the existing solution approaches above, it 
provides support and motivation for us to develop a better model and solution 
methodology to solve the CLS problem with setup time consideration. Our 
objective is to apply our solution approach in order to fulfill the needs of 
practitioners to solve their CLS problems in today's manufacturing environment. 
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3.2 Problem Description and Formulation 
3.2.1 Our problem formulation 
The problem addresses a CLS decision involving K types of production 
capacities, J different products, and T time periods. Let k denote types of 
capacities, k = 1,..., K. The cost of capacity k is P^ and the cost of capacity k is 
always less than that of capacity k+1 (i.e.,八 < 八"where k = 1,…，K-1). Each 
product requires a setup for each period in which it is produced. The cost of a 
setup for product j is Sj. The downtime consumed by a setup operation is 
significant (i.e., the setup time tj for product j is greater than zero). Each product 
may be produced using one type of capacity source or a combination of these 
sources. An absorption rate (i.e., bj) is used to indicate the amount of capacity 
required to produce one unit of product j . Each product j has a holding cost of Hj 
per unit per period. Backordering is not allowed. Further, we assume that there are 
no beginning inventories. To formulate the model, we define: 
J = number of products 
K = number of types of production capacity available 
T = number of time periods in the planning horizon 
Dj„ = demand of product j in period n 
Ckm = units of capacity type k available in period m 
Sj = setup cost of product j 
tj = setup time of product j 
Hj = unit holding cost per period of product j 
P^ = capacity cost per unit of capacity type k 
Yjr„ = a binary variable that indicates the presence or absence of a setup for 
product j in period m 
bj = absorption rate indicates the amount of capacity required to produce 
an unit of product j 
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Let Xjkmn be the quantity of product j produced using capacity source k in 




t t t t ( ^ - 爪 ~ ) 队 - * H j ) + t t ( S j * ^ / J (3-1) 
./•=1 k=\ m=l n=m 7=1 '"=1 
+ t l t t ( X _ * b , ) P k ) 
7=1 /:=1 ;/;=l n=m 
Subject to 
+ + + , A * F “ < V / * y � < f v m = l,2,...,T (3-2) 
2^ 2 . 2 . (¾ x_,) + 2, {tj Y.„) < 2, c,„, 
/=I k=\ n-m ./=1 众=1 
.+ + Y > n j = l l . , J (3-3) 
2uL>A_ ^ "./" n = 1,2, ...’T 
k-\ m=\ 
‘ K T 
1 if Z Z ^ . / ^ " ' " > ^ J = l,2,...,J (3-4) 
Yj,,,=l '-'"-"' m = l,2,...,T 
0 otherwise 
j r — 2 0 J = l , 2 J (3-5) 
k = l,2,...,K 
m = l,2,...,T 
n = l,2,...,T 
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The objective function (3-1) requires the minimization of the sum of 
inventory holding costs, setup costs and capacity costs. Constraint (3-2) states that 
the capacity in each period cannot be exceeded. The satisfaction of demand of 
each product in each period is ensured by the constraint (3-3). In constraint (3-4), 
a setup is required if production of product j takes place in period m. Constraint 
(3-5) ensures non-negativity of the quantity of products produced. 
Problem P1 carries some features of a fixed charge transportation problem 
as illustrated by Gilbert and Madan [1991]. It differs from most fixed charge 
transportation problems in that each fixed charge is associated with a group of 
cells, rather than a single cell, a single row, or a single column. Existing works in 
fixed charge problems such as Balinski [1961], Hirsch and Dantzig [1968], Murty 
[1968], Denzler [1969], Steinberg [1970]，Walker [1976]，Kennington [1976], 
Cabot and Erenguc [1984] are not useful in exploiting the underlying structure of 
our problem. 
Figure 3-2 is a representation of the transportation tableau. The supplies in 
the transportation tableau are denoted by Ck„ the quantity of source k production 
capacity available in the period m. The demands are denoted by Dj„ the quantity of 
product j demanded in period n. The rows are ordered as (1,1), ..., (K’1)’ ...，(],T), 
...,(K’T). The columns are ordered as (1,1), ..., (JJ),…，(I’T)’ ..., (J’T). The cell 
in row (k,m), 1众或 l<m^and column (j,n), 1 _ , l<n^, will be denoted by 
((k,m),0',n) ). The flow assigned to this cell corresponds to the variable X—, and 
the value of the setup variable Yj„ is implicitly determined by constraint (3-4). 
Note that backordering is not allowed in our model. Hence a feasible tableau 
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solution contains no flows in backorder cells as illustrated in Figure 3-2. A 
feasible tableau solution corresponds to a feasible solution to PL 
Product demands in periods 
Period n=\ A?=2 ... ； n=T 一 
M • /=2 ； ... \ .j=J r\ \ .i=2 ！ ... ； i=J ... • /=i : i=2 \ ... ; j=j 
w=i 丨 i i : : : i i 丨 i 
h=\ i 丨 i J … … ; . 丨 丨 丨 丨 丨 
k^2 丨 「 丨 ； ： 丨 [ 丨 "“： ] I I I i ) I I I , , I I ( ‘ I I I I , • 
I I • _ _ _ _ 一 _ _ _ _ _ _ _ _ _ _ _ 丨_ _ _ _ — 一 • - • _ I I I , 
• I I • I • _ I I I , 
• I I » ‘ ‘ • I I I • 
"k^K ； ： ： ； ！ 1 ： ； ： ； 
I i I ‘ • ‘ I I I • I I I I J » I I I , 
------ ^ - � L : ： i available 
S:=^ ^^ ^^ ^ -1……i-.— 
: ！ 丨 ； ； …； ； 
I _ _ I _ I ！ i ！ = 
::::i::t:B:::[::i:::i:::t:: 
—j^..p—-1……I•—j……I 
( � , �_ : < ^ ^ ^ ^ ; / f f % • _ • ： ； … … 
: : ^1……-i……i"i f……i……i……：……：…… 
, ： : : I ： ： ； ； 
Backorder 
cells 
Figure 3-2: An example of transportation tableau 
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3.2.2 Comparison between our problem formulation and traditional 
problem formulation 
Our formulation differs from Gilbert and Madan's [1991] formulation in 
sense that it includes setup times. This formulation is different from the traditional 
CLS formulation. A typical CLS formulation (Trigerio et al. [1989]) is shown as 
follows: 
Minimize: 
YLHJi, + S E Q ^ . + I Z ^ ^ v (3-6) 
I i t i I i 
Subject to 
A’,-i+I"—/"=《， f o r a l U , (3-7) 
Y^b,X,^Y^s,Y,<CAP, forall/ (3-8) 
i i 
X,-MY, < 0 for all /, t (3-9) 
Yi, = 0 or 1 for all i, t (3-10) 
Xu and h, > 0 for all i, t (3-11) 
ho = 0 for all i (3-12) 
where 
Hi, is the unit holding cost of item i in period t 
I„ is the end-of-period inventory of item i in period t 
Ci, is the unit production cost of item i in period t 
Xii is the production quantity of item i in period t 
Si, is the setup cost of item i in period t 
Di, is the demand of item i in period t 
bi is the capacity consumption rate in producing an unit of item i 
Si is the setup time of item i 
CAP, is the quantity of capacity available in period t 
M is a very big number 
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Our problem formulation Traditional problem formulation 
Inputvariables / / . ,^ . ,Z, . ,P , ,C,„„D.„r . H , , S , , b ^ , C „ C A P „ d , , s ^ ~ ~ 
Output variables X—，F,„ X , , Y,, / , 
Binary variables y.," y. 
Total no. of constraints 4 6 
No. of constraints 
containing the binary 2 3 
variables 
No. ofinputvariables 4J + K + K*T + J*T 2J+T+4J*T  
No. of output variables J*K*T^ + J*T SJ^T 
No. ofbinary variable J ^ j * j 
where J, T and K represent the no. ofproducts, time periods and types of capacity 
available in the problem. 
Table 3-1: Comparison between our formulation and traditional formulation 
Table 3-1 summarizes the differences in the two formulations. In a 3-
product, 12-period and single-type-capacity problem, there are 61, 468 and 36 
input variables, output variables and binary variables respectively in our problem 
formulation. In the traditional problem formulation, there are 162, 108 and 36 
input variables, output variables and binary variables, respectively. 
In comparison, our problem formulation provides more output variables. 
For example, our formulation is able to show which period's demand will be 
satisfied by a production run. Although our formulation is structurally more 
complicated, it uses the same number of binary variables and makes use of many 
continuous variables. The structural complication should not significantly increase 
the computational effort. 
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3.3 Description of the Algorithm 
In our problem formulation, the only constraint that ties items together is 
the resource capacity constraint. We apply Lagrangean relaxation by dualizing the 
capacity constraint into the objective function with Lagrangean multipliers. Then, 
the original problem is decomposed into a set of independent, uncapacitated, 
single-item problems. Each of these sub-problems may be solved efficiently using 
the Wagner-Whitin algorithm [1958]. 
The overall Lagrangean dual problem is solved by subgradient 
optimization. We retain the setup decisions generated from the Wagner-Whitin 
algorithm, and solve the transportation problem to determine the corresponding 
production quantities. A consistence test is used to determine if a solution 
generated is feasible. The algorithm is terminated until the pre-determined 
iteration limit is reached. A lower bound is also found in the end of the algorithm. 
The flow chart of the algorithm is summarized in Figure 3-3. 
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3.3.1 Wagner-Whitin algorithm 
After dualizing the capacity constraint into the objective function with 
Lagrangean multipliers, the problem decomposes into the following form: 
P2\ 
Minimize: 
i : z z i > - ^ ^ " * w + i i [ ( s _ / + 人 ‘ 、 ) * ; ] 
/=1 k=\ /H=1 n=tn _H"'=1 (3 13) 
+ s t z i b ^ + 人 , ) * ~ * ^ " " j - s i x * Q j 
7=1 A=1 ;>/=l «=»/ *=1 '"=1 
Subject to 
+ + j = l,2,...,J (3-14) 
LLA jk"n, ^ ^jn n = l,2,...,T 
k=\ /W=1 
' K T 
1 if Z S ^ # - > ^ j = l2,...,J (3-15) 
^S"= 一 m = l,2,...,T 
0 otherwise 
Xi,„„ > 0 j = l,2,...,J (3-16) 
k = l,2,...,K 
m = I,2,...,T 
n = l,2,.:,T 
where 义…is the Lagrangean multiplier in period m 
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Step 1: Initialize lagrangean 
multipliers (义„) and the 
iteration no.  
y  
Step 2: Run Wagner-Whitin 
algorithm for each product to ^  
generate a setup string 
y r_  
Step 3: Convert the original 
problem into a transportation 
problem and solve it  
y  
Step 4: Perform consistence test 
jr  
^ ^ ^ ^ ^ ^ YES Step 6: Record a new 
^ ^ I s i t a f e a s i b l e ^ - - ^ _ _ ^ incumbentsolution 
\ s ^ solution ？ ^ ^  
NO ” 
Step 7: Compute the 
value of lagrangean 
relaxation solution 
± i  
Step 5: Discard ^ Step 8: Subgradient 
this solution optimization 
^r 
Step 10: Compute | YES ^^^^ ；^；；；^!^；；：；；；^^^  • Step9:lncrement 
a lower bound M ^^^^ limit? ^ > • the iteration no. 
\ r  
Step 11: Stop the 
algorithm 
Figure 3-3: A flow chart of the algorithm [1] 
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The relaxed problem may be separated into J uncapacitated, single-item 
and independent sub-problems. The Wagner-Whitin algorithm is a well-known 
dynamic programming method to solve these sub-problems efficiently. We will 
now show how to apply the Wagner-Whitin algorithm to our problem formulation. 
In the Lagrangean objective function (3-13)，the opportunity costs for 
inventory holding, unit capacity cost and setup cost are Hj, (P^ + AJ *bj, and Sj + 
A„% respectively. In our problem, we consider two types of capacity resources 
(i.e., regular time and overtime capacity). When the original problem is 
decomposed into uncapacitated and single-item problems, only regular time 
capacity is chosen for consideration for its lowest capacity cost. Hence, the unit 
capacity cost in the single-item problems is (P�+ AJ*b/，where P； is the unit 
capacity cost when using regular time capacity. After assigning those opportunity 
costs and demands for each product in each period, the set of independent 
uncapacitated and single-item problems can be solved by the Wagner-Whitin 
algorithm. A set of setup decisions is obtained. 
3.3.2 Transportation problem 
Given the set of setup decisions from the Wagner-Whitin algorithm, the 
original problem FJ can be transformed into a transportation problem (TPJ) 
(Thizy and Van Wassenhove, [1985]) as shown below. 
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TPl： 
Minimize 
./ K r r 
S Z S Z > ^ 7 ^ * X _ , (3-17) 
7=1 k=l m=\ n=\ 
subject to 
^ ^ * k = l,2,...,K (3-18) 
^ 2j X jk,nn - Ckm M = 1,2, •.. T 
.H «=i 
^ ^ • j = l ， l � , J (3-19) 
X^^jkmn ^ ^jn U = 1,2, ...,T 
x'i„>0 j = l2,...,J (3-20) 
— k = l,2,...,K 
m = 1,2, ...,T 
n = 1,2, ...,T 
where 
Dj* denotes the modified demand of product j in period n 
Ckm denote the modified capacity of type k available in period m 
X j _ is the production quantity of pr0duct7 using capacity of type k in period m 
to meet the demand in period n 
P— is the cost assigned to the cell ( (k,m), (j’n) ) in the transportation tableau. 
TPl can be represented by a transportation tableau, in which rows are 
denoted by the modified supplies of production capacities and columns are 
denoted by the modified demands (see Figure 3-2). The rows are ordered as (1,1), 
...,(KJ), ...，(J,T), •••，(K,T). The columns are ordered as (1,1), ..., (JJ), ..., (l’T)’ 
...,(JJ). The cell in row (k,m), 1 ^ ^ , l<m^ and column Q,n), 1^^, I<n^, 
will be denoted by ( (k,m),0,n) ). The flow assigned to this cell corresponds to the 
variableJi；*^. The modified supplies C j and modified demands D � : a r e given by 
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* ^ • for regular time capacity (3-21) 
Cu" = Q r , , - L ( f j * ^ p , ) (i.e.,^=l) 
.H 
r * _ r forkF=2,...,K (3-22) 
^km — ^km 
n * = h * n for/=l ,2”.”Jand (3-23) 
j"丨•'" n=l,2,-.J 
where 
Y* _ (y * \ Denotes the set of setup 
'"' decisions obtained from 
the Wagner-Whitin 
algorithm 
We restrict that all setup operations are performed in regular time. So, only 
regular time capacity is consumed by the setup operations and the capacities of 
other types remain unchanged. 
To estimate the nominal cost of the cells in the transportation tableau, we 
apply the concept of fixed charge as described in the following. A fixed charge is 
shared by a group of cells in the tableau, instead of a single cell, a single row or a 
single column. In the objective function of TP1, the cost coefficient is denoted by 
Pj—. Different cells in the transportation tableau have different values of p— 
which are computed in the following costing scheme. To ensure that flows in 
backordering cells will not occur, a positive infinite value is assigned to all 
backorder cells (i.e., m > n) in the transportation tableau. 
(1) For non-backorder cells with setups planned (i.e., m <n and Yj„" = 1), 
fi_=[(n-m)*Hj+Pk*bjVbj (3-24) 
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(2) For non-backorder cells without setups planned (i.e, m <n and Y�:=0), 
/ ^ _ = [ ( n - m ) * H j + P k *bj] /b, + S ^ / Q + M (3-25) 
where r min{/H+w,r} � 
2 = min X D ; , C j > 
� / = » / 
w is the window size (w=0,1，...,T-1) 
Dj is the unmet demand of product j in period t 
Ck: is the unused capacity of type k in period m 
M = max{(r-1)*// , .} 
.i 
To calculate the portion of fixed charge shared by a group of cells, we 
introduce a window size concept where we consider production quantity enough 
to satisfy demand in current period, in next period, ...，or in T-1 periods. The 
window size concept provides a more accurate and better estimate of the nominal 
costs in the transportation tableau. The window size is denoted by the variable w, 
where w = 0,1, ...,T-1. Products produced in period m will be held for w period(s) 
to satisfy the demand from period m to m+w. So, there will be K*(w+1) cells 
sharing the same setup cost. Total demand associated with these cells will be 
min{(/H+M'),7'}  




Q = min X D". , C j [ (3-26) 
� /=/" J 
The above costing scheme strongly discourages the existence of flow in 
backorder cells. For non-backorder cells, the costing scheme encourages 
production in the cells with setups planned according to the Wagner-Whitin 
algorithm, by assigning lower costs to these cells. For non-backorder cells without 
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setups planned, two components are added to the costs of these cells additionally. 
The term Sj / Q represents the fixed charge shared by the cell ( (k’m)’ (j,n) ) if an 
additional setup is required for production. Besides, the value of M is used to 
differentiate the costs of the cells with/without setup planned. With the addition of 
these two components, the costing scheme encourages production in the cells with 
setups determined by the Wagner-Whitin algorithm. 
The objective function of TP1 is the minimization of the sum of holding 
cost, capacity cost and setup cost. The constraints require that all period demands 
are satisfied with capacity limitations and the production quantities must be 
positive. A feasible tableau solution corresponds to a feasible solution to TP1. 
Solving the transportation problem TP1 involves two phases. 
Phase 1 is the generation of an initial feasible solution by applying a 
procedure similar to Vogel's approximation (Reinfeld and Vogel [1958]). The 
details of Vogel's approximation are given in Appendix A. The difference is that 
the cost coefficients consider the fixed charge associated with each cell in the 
tableau, as mentioned in the above costing scheme. 
Selection of cells for initial feasible solution in the Vogel's approximation • 
method is based on the difference between the two lowest cost cells leaving an 
origin or entering a destination. This difference is called the penalty that indicates 
the highest increase in cost by departure from the lowest cost allocations. The 
maximum possible value is assigned to the variable associated with the cell having 
the largest penalty. The cost coefficients of all cells in the tableau are "greedy" 
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costs, and represent the average rate of increase in the objective function of TP1 if 
the corresponding cells enter the basis. 
Although the initial tableau solution of a window size guarantees that all 
period demands are satisfied with capacity limitation, it may be infeasible if it 
contains some flows in backorder cells. In order to drive these backorder cells out 
of the basis, nominal costs are re-assigned. First, all these backorder cells are 
assigned with positive infinite costs. Next，all other non-backorder cells are 
assigned with costs consisting of holding and capacity costs only (i.e., setup costs 
are ignored, and it becomes a conventional transportation problem). Hence, 
production will be strongly encouraged in non-backorder cells. Then, we apply a 
primal network simplex algorithm to drive these backorder cells out of the basis. 
Failing to remove these flows in backorder cells implies an infeasible solution 
with the current set of setup decisions and the window size. We will discard this 
solution and try another window size to generate a feasible solution. 
Since it is un-reasonable to fix the holding period window size to a value 
between 0 to T-1, procedure of Phase 1 is repeated by T times to obtain the best 
initial feasible tableau solution among all window sizes (w = 0,1,...,T-1). Among 
all window sizes, the best initial solution that gives the smallest value oftotal cost 
is selected to enter phase 2. 
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Procedure ofPhase 1 
Step 1: Initialize the window size to zero (i.e, w = 0). 
Step 2: Assign costs to all the cells in the tableau according to the costing 
scheme. 
Step 3: For each unmarked row, compute row penalty Ekm, which is the 
difference between the lowest nominal cost and the second lowest 
nominal cost in the row (k,m). 
Step 4: For each unmarked column, compute column penalty Gj„, which is 
the difference between the lowest nominal cost and the second 
lowest nominal cost in the column 0,n). 
Step 5: Compute Ek'm. = max{ Ek„ } for all k = 1,2, ...K and m = 1,2, ...’T, 
where k' e {l,2, ...,K}; m' e {l,2, ...,T}. Gj.„’ = max{ Gj„} for all j = 
1,2, _ J a n d n = 1,2, ...，T, where / 6^  {l,2, ...,J}; n' e {l,2, ...’T}. 
If Ekw > Gj,„�set P_ = min{ y%,„,„ } for all j = l,2^J and n = 
1 j 2 f _ • • f T» 
Else set ；^肺=min{ Pj,—.} for all k = 1,2, ...Km& m = 1,2, ...,T. 
The cell ((k',m'), 0'',n') ) is the one selected to enter the basis. 
Step 6: 
1 声 厂 — ^ ^ ， Q v i 
Xjrm'n' is the flow assigned to the cell ((k',m'), 0',n')). 
lfXj'kwn- = 0，mark the column 0',n') and retum to step 3. 
Else continue to step 7. 
Step 7: Update the capacity in the row 0^',m') and the demand in the 
column 0''> '^)-
If Dpj, < Ck’„,,， 
set Ck,J = C^,J - D . , J and D.,J = 0， 
mark the column (j',n') to indicate that the corresponding 
demand is met. 
Else 
set D j , : = D j , : - C k . : and Q.„/ = 0 , 
mark the row {k\m，) to indicate the corresponding supply 
is used up. 
If any row or column is unmarked, retum to step 3. 
Else go to step 8. 
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Step 8: Check for the existence of flows in backorder cells in the tableau. 
Ifbackordering occurs in the tableau 
re-assign all non-backorder cells (i.e., m < n) with costs 
consisting ofholding and capacity costs only as follows 
Pjk,nn=[{n-m)*Hj+P,n.ybj 
re-assign all backorder cells (i.e., m > n) with positive 
infinite costs, 
apply primal network simplex algorithm to eliminate all 
flows in backorder cells, 
If any flow in backorder cell still exists 
delete this infeasible solution and go to step 9. 
Else a feasible solution is formed and go to step 9. 
Else a feasible solution is formed and go to step 9. 
Step 9: For each feasible tableau solution using window size (w), compute 
m = f ± j ± ( n - m ” H , X _ + i l > , . % , 
7=1 众=】/w=l /i=/w 7=1 w=l 
+ m f A * b . i * x _ 
/=1 k=\ ///=1 n-m 
i f w < r - i , 
increment the value of window size (i.e, w = w + 1)’ 
unmark all rows and columns in the tableau and retum to 
step 2. 
Else 
Select the best feasible solution with the lowest cost TC„i„ 
=min{ TC(w) } for w = 0,1, ...，T-1. 剛 
Then, go to Phase 2. 
Phase 2 attempts to improve the solution obtained in phase 1 by replacing 
variables in the basis. It is similar to a primal network simplex algorithm, and the 
major difference is that it considers both fixed cost and variable cost in pricing the 
pivots. We call it the procedure of pivoting. At each iteration, the non-basic cell 
variable selected to enter the basis is the one that will result in a reduction of the 
total cost. Note that the non-basic cell selected must not be a backorder cell, since 
backordering is not allowed in our model. Given an initial feasible solution, the 
corresponding change in the objective function will be given by ATC = AS + AV, 
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where AS and AVaiQ the changes in setup cost and variable cost respectively i f a 
new non-basic cell enters the basis. At the end of phase 2, a set of production 
quantities is generated and denoted byT= {X—*}. 
Procedure of Phase 2 
Step 1: Initialize the starting position at the cell ( ( l , l ) , ( l J ) ) in the 
tableau. 
Step 2: Find the next non-basic cell along the same row. 
Step 3: Compute So, S,, Vo, V,， 
where S�is the fixed cost (i.e., setup cost) of the current tableau, 
Vo is the variable cost (i.e., holding and capacity costs) of 
the current tableau， 
S, is the fixed cost if the non-basic cell found enters the 
basis, 
V, is the variable cost if the non-basic cell found enters the 
basis, 
Compute ATC = AS + AV, where AS = S, - S„ and AV= V, - V„ 
If ATC < 0 (i.e., the objective function value will be reduced), 
update the tableau by entering the cell into the basis. Go to step 4. 
Else go to step 4. 
Step 4: If no non-basic cell in the whole tableau can reduce the objective 
function value (search the cells in the same row first, and then go to 
the next row), go to step 5. 
Else go back to step 2. 
Step 5: Compute the total cost of the new tableau solution 
TC = t ± t ± ( n - m ) * H , X — + f ± S , Y ’ 
7-1 众=1 /M=I /i=w 7=1 m=\ 
+ i t i t p , b , x _ 
7=1 k=\ ///=1 n=m 
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3.3.3 Consistence test 
The solution obtained from the transportation problem is already feasible, 
since it satisfies all period demands with capacity limitation and it involves no 
backordering. Given the set of setup decisions and the set of production quantities, 
this solution can be determined to be consistent with the Lagrangean relaxation 
setup decisions. 
Define: 
S| = the set ofcells with setup V = 0 and production quantityJ^^t^”' > 0 
52 = the set ofcells with setup Y; = 1 and production quant i ty^^ / > 0 
53 二 the set ofcells with setup Y; = 0 and production quantityJ^^^* = 0 
54 = the set ofcells with setup Yj: = 7 and production quant i ty^^ / = 0 
The following three cases are our concern: 
Case 1: The set S, is not null. 
Case 2: The set S4 is not null. 
Case 3: The sets S! and S4 are null, while the sets S2 and S3 are not null. 
When either case 1 or case 2 prevails, it implies that the set of production 
quantities does not match with the pre-determined setup decisions. A total of four 
integrated procedures are used to resolve the inconsistency of the cells where S, is 
not null (case 1) or S4 is not null (case 2). In case 1, forcing production out or 
forcing setup in will be applied depending on which one can induce a lower total 
cost. In contrast, forcing production in or forcing setup out will be used in case 2 
depending on which one can give a lower total cost. Each application of forcing 
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production in/out or forcing setup inA)ut requires pivoting be applied to the whole 
tableau. 
If forcing a production in/out or forcing a setup in/out fails, inconsistency 
will still exist. After these operations, the current setup string may be different 
from the original one obtained from the Wagner-Whitin algorithm. Nominal costs 
are re-assigned to all the cells in the tableau as mentioned in the Section 3.3.2. But 
this time the current setup string is used as a benchmark in the costing scheme, 
instead of the setup string obtained from the Wagner-Whitin algorithm. So, 
production is encouraged according to the current setup string. The transportation 
problem is solved again. This process of resolving the transportation problem is 
repeated until case 3 results or a fixed iteration limit is reached. 
When case 3 prevails, a feasible solution is formed according to the 
consistency of pre-determined setup decisions and the resulted set of production 
quantities. So when a production takes place, a corresponding setup is assigned. 
Besides, there is no extra useless setup in the production plan. 
3.3.4 Subgradient Optimization 
Subgradient optimization is used to update the value of each Lagrangean 
multiplier. The details are explained in the following formulation: 
( + 1 =max|o, (+R*u'. *."« * [ 1 ^ 1 > 广 ^ 腳 ' . ) + 1 > , % , / ) - | ^ 4 (3-27) 
7=1 k-\ n-m j-\ k=l 
r ” n2 
" ' = / . * [ / - v ( A ' ) ] / t t t t ( ^ J * j ^ , , / ) + i > . / * V ) - i X " (3-28) 
;;/=l /=1 k=l n=ni J=\ k=l 
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where 
XjkJ = quantity of product j produced using capacity source k in period 
m used to meet the demand in period n at iteration i 
YjJ 二 setup decision of product j in period m at iteration i 
;ij = Lagrangean multiplier of period m at iteration i 
u' = step length at iteration i 
yi = a value equal to 2 initially and reduced by half if the lower bound 
fails to improve after a fixed no. of iterations 
y^2!) = value of Lagrangean relaxation solution at iteration i 
V* = value of current best solution 
R = a constant used for geometrically reducing the value of step length 
in each iteration 
e" 二 a term used for exponentially smoothing the direction vector 
The above method of subgradient optimization is a modified one when 
comparing to the standard subgradient optimization. First, the step length is 
geometrically reduced by the term R in each iteration (Shor [1968]). It is used to 
speed up the convergence of the algorithm to optimal solution. 
Next，the direction vector that measures the amount of unused capacity in 
each period is exponentially smoothed. As the solution found gets closer to the 
optimal value of the problem, the magnitudes of direction vectors reverse in sign 
(i.e., from positive to negative or vice versa) from one iteration to another. This is 
called the "zigzagging". To reduce the effect of"zigzagging", the direction vector 
is exponentially smoothed in the modified version of subgradient optimization to 
reduce the step size (Held et al. [1974], Camerini et al. [1975], Crowder [1976]). 
As the solution approaches the optimal value, the search step size is decreased so 
that the next search in the solution space can be more accurate and effective. 
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In the literature, subgradient optimization is a standard and efficient 
method of updating the values of the Lagrangean multipliers in the application of 
Lagrangean relaxation. By running experiments, we decide to select the values of 
R and aequal to 0.95 and 0.4, respectively. 
3.3.5 Computation of lower bound 
Lagrangean relaxation approach provides a lower bound for this problem. 
After dualizing the capacity constraint into the objective function with Lagrangean 
multipliers, the problem decomposes into a set of uncapacitated, independent and 
single-item subproblems as stated in the formulation P2. According to the 
formulation P2, the value of Lagrangean objective function consists of 3 
components: (i) setup and holding costs, (ii) capacity cost and (iii) unused 
capacity. 
Setup and holding cost 
The uncapacitated, independent and single-item subproblems can be 
solved by Wagner-Whitin algorithm, and a set of setup decisions (setup string) is 
found to show when to place a setup for each item. Then, use the setup string to 
compute the component of setup and holding costs as follows: 
V\ = X i z i > - ^ ( Z — * " ) ) + i i [ ( ~ + 2 " " , / ) % " ] (3-29) 
/=1 k=\ m=\ "="I • ' = ' " ' = ' 
where Y"" is the setup variable of item j in period m in the setup string 
X|hm is the production quantity of item j produced in period m using 
capacity of type k to satisfy the demand in period n resulted from the 
setup string 
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Capacity cost 
The component of capacity cost is computed by solving the relaxation of 
the original problem, with only capacity cost and the values of the Lagrangean 
multipliers in the objective function as follows: 
J K T T 
V2 = minimize ^ ^ Z Z l(^ A + A«) * ^ * X_, (3.30) 
7=1 k=\ m=\ n=nt 
subjectto + + + Y . v r 
2^2^2^^Jkmn ^ 2^^km m = l,2,...,T 
j=\ k=\ n=m k=\ 
^ ^ J = l,2,...,J 
2^ 2^ X jk_ ^ D j" n = 1’ 2,... T 
k=\ /H=1 
Xj„„„ >0 j=_l’2”..’J 
k = 1,2, ...,K 
m = l,2,...,T 
n = l,2,...,T 
Unused capacity 
Given the values of the Lagrangean multipliers, the component of unused 
capacity is given by 
y3 = Z Z ( ^ „ , * C , J (3-31) 
k=\ m-\ 
Given a set of Lagrangean multipliers, value of Lagrangean objective 
function V 二 VI + V2 - V3. A value of Lagrangean objective function, which is 
the value of the Lagrangean relaxation solution, can be found in each iteration of 
the algorithm. The lower bound for the problem is the maximum value among all 
these values ofLagrangean objective function found in all iterations run. 
In the algorithm, a total of 30 iterations are run. Experiments show that the 
computational effort required for subsequent improvements is significant with 
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little noticeable improvement in the solutions. In most of the cases, no 
improvement can be found by fiirther expanding the iteration limit. So, it is not 
worth expending the extra effort of additional iterations. Hence, the stopping rule 
o f30 iterations is selected. 
3.4 Design of Experiment 
We develop test problems following Graves [1982]，Trigerio et al. 
[1989] and Gilbert and Madan [1991]. In real industrial environment, the product 
demands, setup costs, setup times and tightness of capacity are different in 
different periods and for different products. Hence, we use various test problems 
to simulate different production situations for our algorithm. The purpose of the 
experiment is to examine the performance of the algorithm in different production 
settings. The details of the experiment are given in this section. 
Since our algorithm consists of several parameters, we have to tune their 
values so that the algorithm can give the best solution results among all valid 
values ofparameters. The parameter setting is performed in close test (see Section 
3.4.10). After completing the close test, we perform open test to observe the 
performance ofthe algorithm in extensive experiments (see Section 3.5). 
In analyzing the results, we will study the effects of setup, seasonality of 
demands, and tightness of capacity on solution gaps in order to rationalize the 
factors of the performance of our algorithm. These factors are commonly found 
and vary in real manufacturing environment. According to different production 
settings, we can provide different managerial implications (see Section 3.6). 
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3.4.1 Product demands 
In each problem set, the demand of product j in period n is given by: 
p 
DiJ=T.^P*b j„ ' (3-32) 
严1 
where 
bjJ is a multiplicative seasonality factor oftype i for product j in period n, 
rp is the p^ ^ random draw from a uniform distribution over the range 
[tidpJdp]， 
U^, ljp are the upper and lower limits of the value of r^respectively, 
p is equal to 5, 5 and 10 for products 1, 2 and 3 respectively. 
The values ofmultiplicative seasonality factors are stated in Table 3-2. The ranges 
ofdemands for each product are summarized in Table 3-3. 
‘~~ r Period 一 
Seasonality Product ~ 2 3 4 5 6 | 7 8 9 10 11 12 
1 ¾ ^ i T F " 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 i.o i.o ~ f T " 
(/=1) 2 T o ~ ~ L 0 ~ ~ r r " 1.0 1.0 1.0 T o LO ro L0 L0 IT" 
3 H o ~ ~ 0 ~ 1.0 "TT" 1.0 ~ i T " 1.0 T o O fo Eo TF" 
Moderate 1 " T F " 1.0 ~ i T " 1.0 " T T " 1.0 —1.0 1.0 1.0 T o L0 0 ~ 
( i = 2 ) 2 ~ 0 ~ 0.8 ~ ^ 0.5 0.7 1.0 HT" 1.2 ~ T 3 • L2 TF" 
3 L0 rO~ 1.0 _ 1 . 2 1.3 1.5 1.3 1.0 0.9 " ~ 0 ? 7 oT" 0.8 
Extreme 1 " " T T " 0.8 “ 0.6 0.4 0.7 1.0 ‘ 1.2 0.8~ 1.6 T T " 2.5 " 3 T " 
( i = 2 ) 2 ~ 0 ~ ~ ^ ~ ~ ^ 0.5 0.8 0.6 ~ [ 2 ~ ~ L 5 ~ ~ l 0 ~ ~ I o ~ ~ L 5 ~ ~ i T " 
3 0.7 0.5 0.6 1.0 1.2 1.5 1.8 2.2 1.8 1.0 0.5 0.8一 
Table 3-2: Values of multiplicative seasonality factors [1] 
Product 1  
Ujr, 20 40 15 2 5 8 0 
^ 4 0 60 2 ! ^ m 
^ !o !o !o !o 50 
^ Bo m f50 f50 l50 
Product 2     
~ ^ , 80 15 4 0 4 0 55 — 
J^ no 2 5 ^ ^ E 
^ 100 ‘ 100 100 m 1^ 
^ Ioo 2 ^ m 2 ^ 2 ^ 
Product 3    
"办 2 0 2 0 3 0 3 0 2 0 3 0 3 0 5 0 6 0 4 0 
~ ^ 4 0 4 0 !0 !0 4 0 7 0 ! o 1 ^ ^ 8 ^ 
- ^ f50 B0 Bo f50 f50  
~F B o ~ ~ ^ ~ ~ B o ~ ~ 2 l 0 ~ ~ l 5 0 ~ “p  
Table 3-3: Ranges of demands and setup costs for products [1] 
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3.4.2 Setup costs 
Setup cost for product j is given by: 
p 
S j = Z ^ P (3-33) 
尸=1 
where 
tp is the yh random draw from a uniform distribution over the range [w,^,/J, 
Usp, lsp are upper and lower limits of tp respectively, 
p is equal to 5，5 and 10 for products 1, 2 and 3 respectively. 
The ranges of setup costs for products are shown in Table 3-3. High, 
medium and low setup cost for product; are computed by 2*5)，1*5} and 0.5*¾ 
respectively. 
3.4.3 Setup times 
Low, medium and high level of setup time of a product is an integer 
selected from the range [10,20], [20,35] and [35,50] respectively. The level of 
setup time varies with the level of setup cost. 
3.4.4 Capacity costs 
The unit costs for using regular time and overtime capacity are 
respectively 40.0 and 60.0 for all periods in all problems. 
3.4.5 Inventory holding costs 
The inventory costs for carrying a unit of product 1,2,3 for one period are 
respectively 4.0，7.0 and 6.0. 
3.4.6 Quantity of capacity available for production 
The quantity of regular time capacity available in period m for a time 
horizon Twith seasonality of type i is given by: 
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Nj = No. of setups required which is determined by the Economic Order 
Quantity {EOQ) of product; 
Then, this quantity is multiplied by 0.8，1.0 and 1.2 for problems with 
80%, 100% and 120% tightness of capacity respectively. 
The quantity ofovertime capacity available in period m with seasonality of 
type i is given by C“, = 0.5 * C,',„ • 
3.4.7 Capacity absorption rate 
The capacity absorption rates of all products are simply set to 1 (i.e., bj = 1 
for j = 1, ...,J). 
3.4.8 Generation of larger problems 
The same problem generating algorithm is applied when there exists more 
than 3 products or 12 periods. For example, a 6-product problem is treated as two 
3-product problems, while a 9-product problem is treated as three 3-product 
problems. Similarly, a (n*12)-period problem is treated as n 12-period problems. 
3.4.9 Initialization of Lagrangean multipliers 
The initial values of the Lagrangean multipliers (i.e., X„) are critical to the 
performance of the algorithm, since they affect the speed of convergence and the 
solution quality. As a usual practice, the values of the Lagrangean multipliers are 
simply set to zero initially. But, a few researchers initialized these values based on 
specific information provided by the problem. For example, Thizy and Van 
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Wassenhove [1985] initialized the values of the Lagrangean multipliers for their 
algorithm by following a solution developed by Dixon and Silver [1981]. In this 
research, we extend the Trigerio [1985] approach to initialize the values of the 
Lagrangean multipliers. We consider more combinations for initializing the values 
of the Lagrangean multipliers. 
The values of the Lagrangean multipliers vary from period to period. 
Trigerio [1985] used the values of the Lagrangean multipliers as a measure of the 
usage of capacity in different periods, and called the values of the Lagrangean 
multipliers capacity costs. He called the periods in which too many productions 
occur busy periods. In busy periods, shortage of production capacity may 
frequently happen. So, he assigned high capacity costs to busy periods in order to 
push production of some items completely out of those periods. According to the 
production status in different periods, different values of capacity costs are 
assigned in different periods. The optimal values of these capacity costs are 
dependent of which items to be shifted, number of periods shifted and the 
inventory holding cost of the shifted items. The optimal capacity costs are 
expected to be high enough to force entire lots of some items demanded out of 
busy periods, so that shortage of production capacity will not happen. 
The initial values of capacity costs are computed according to the 
production schedules that are resulted from solving the uncapacitated, independent 
and single-item subproblems by the Wagner-Whitin algorithm with zero capacity 
costs. From the production schedules, utilizations of production capacity in 
different periods are measured. Then, determine in which periods the total amount 
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of production capacity ofboth types is in excess and in which periods this amount 
is in shortage. For periods with excess production capacity, the values of capacity 
costs are initialized to zero. In contrast, periods with shortage of production 
capacity will be assigned with initial capacity costs greater than zero. 
The magnitude of the initial capacity costs is selected by initial tests. It is 
impossible to select a value of the capacity cost without some ambiguity. In initial 
tests, the magnitude of capacity costs is set to be a multiple of the minimum, 
average and maximum value of unit inventory holding cost of the items. 
According to the specifications of test problems, the values of minimum, average 
and maximum unit holding cost are equal 4, 5.67 and 7 respectively. In addition, 
initial capacity costs equal to zero are also included in this testing. The value of 
the multiple is selected from the set {0.1,0.25,0.5,1,2,4}. Hence, the values of 
capacity costs to be tested are 0，4*0.1，".，4*4，5.67*0.1,..., 5.67*4, 7*0.1’".， 
7*4. So there are a total of 19 combinations for initializing the capacity costs. The 
results ofinitial testing for the capacity costs are shown in Table 3-4. 
To select an appropriate value for the initial capacity cost, each time we 
first generate a set of 27 (3*3*3=27) cases with different characteristics on 
seasonality of demand, level of setup and tightness of capacity. All test problems 
consist of 3 products and 12 periods. Then, mn the set of 27 problems with the 
above 19 combinations for initializing the capacity costs. A total of 50 sets of 27 
problems are generated. Hence, in initial tests for selecting initial capacity costs, a 
total of25650 (19*27*50=25650) problems are run for data training. 
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Solution Gap (%) 
Type of unit Multiple Initial Average High Extreme 80% 
holding cost capacity cost setup seasonality capacity 
~ 0 5.94 9.92 6.19 8.03 
Minimum~~ 0.1 ~OA T T l T 7 ^ 5.85 7.39 
0.25 T 5.24 T ^ 5.83 7.4 — 
0.5 T ] . 3 8 8.88 5.91 T 4 9 
1 T "5.47 9.1 T ^ ~TM 
2 ^ 5.44 "8.96 5.78 ~JA2 
4 T e 5.5 9.05 5.84 T 5 9 
Average 0.1 " ^ 6 7 5.12 8.69 5.78 — 7.35 
" M 5 1.4175 5.32 8.74 5.82 7.44 — 
0.5 2.835 5.46 9.02 5.93 ~7M 
1 5.67 5.43 9.01 5.76 ~736 
" 2 11.34 5.48 9.04 5.84 “ 7.52 
4 ~2 lM 5.59 9.14 5.96 7.85 — 
Maximum T I 0.7 — 5.11 8.53 5.73 7.25 — 
0.25 1.75 5.36 8.81 5.87 T ^ 
0.5 T I T 4 4 9 5.9 7.47 
i 7 5.43 "9.01 5.75 7.37 
2 T 4 5.47 T 0 3 5.79 T 5 
4 28 5.66 9.22 6.08 | 8.05 
The value ofsolution gap is computed by: 
Solution value of the heuristic - Lower bound . , ^舰 
Solution gap Lowerbound � • 
Table 3-4: Effect ofdifferent values of initial capacity costs on solution gap�11 
To analyze the result, we put the emphasis on the performances on: (1) 
overall 27 cases (i.e., average solution gap), (2) high level of setup, (3) extreme 
seasonality and (4) low level of production capacity available (i.e., 80% capacity). 
The results of performance on (2,3,4) should be the worst ones since those cases 
are extreme, poor conditions for minimizing total production cost. Mean values of 
solution gap in 50 sets of problems in which each consists of 27 cases are 
computed and shown in the above table. The graphical representation of the 
results using the set of multiple {0.1,0.25,0.5,1,2,4} is shown in Figure 3-4, 3-5, 
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3-6 and 3-7. Figure 3-4 shows the effect of different values of initial capacity 
costs on overall average solution gap. More specifically, the effects of high setup, 
extreme seasonality and 80% capacity on average solution gap are summarized in 
Figure 3-5, 3-6 and 3-7，respectively. 
Effect on overall average solution gap 
6 . 2 � — — ..…；：o:‘ . " . ‘ ; � •, •„ / - �i , T j | j .p^g^^ 
l l ^ ^ ^ ^ a 
。旁 / 、 矛 \々 / . ^ A ^ •化、 # / 
Value of initial capacity cost 
Figure 3-4: Effect of different values of initial capacity costs 
on overall average solution gap [1] 
Effect of high setup on average solution gap 
i M 
# 4 .^ \ � r / . ^ A# ,N^ ,^^ / 
Value of initial capacity cost 
Figure 3-5: Effect ofhigh level of setup on average solution gap [11 
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Effect of extreme seasonality on average 
solution gap 
- R ? 气 , - , r ' ~ ~ -,.. -'......‘ :::(:¾:. - - - ^ ^ n 
g- ®1 \ - . • • -::”’.二“？*1  
5 . ° -...V+ •• ^ _ : . t ^ t , : i ' � ' ” f � . ' : ^ j > ~ 1 
I _ = ^ ^ ^ ^ ^ ^ ^ ^ ^ 
I •！ .—Tr—r"""".....—.. -• . >- -、—积 < .—； ^ 
w 5:5 _ _ ' ‘ ‘ ； . _ _ . _ _ ^ 二 _ " ；‘ ？‘识^"”？‘"）__i^  
# / 、 夕 〜 々 n f #八夕 , N ^ \ # 〜巧夕 
Value of initial capacity cost 
Figure 3-6: Effect of extreme seasonality on average solution gap�11  
Effect of 80% capacity on average solution gap 
- 8】k.- -. - , - • - V. • � . - • -. \ ‘ j 
i : i ^ ^ S 
l::;^^^;^3 
夕 身 S S r,^ S ,夕•梦 \ # / 
Value of initial capacity cost 
Figure 3-7: Effect of 80% capacity on average solution gap [1] 
Besides, we have tested for multiple selected from the set 
{8,16,32,64,128} in 10 sets of problems (each consists of 27 cases). In other 
words, the values of capacity costs to be tested are 4*8，...，4*128, 5.67*8,...， 
5.67*128，7*8,…，7*128. So we test other 15 combinations for initializing the 
capacity costs. The results are shown in Table 3-5. 
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Experiments show that the value of solution gap on 27 cases increases 
continuously when using the set {8,16,32,64,128} to be the value of the multiple. 
Specifically, the solution gap rises rapidly when using multiple equal to 64 or 128. 
This phenomenon is apparent in cases with high level of setup and 80% capacity. 
The reason is that when the values of capacity costs (i.e., Lagrangean multipliers) 
are set to be too large, it reduces significantly the value of lower bound and thus 
induces a large solution gap. The graphical representations of the results using the 
set of multiple {8,16，32，64，128} are shown in Figure 3-8, 3-9，3-10 and 3-11. 
Figure 3-8 shows the effect of different values of initial capacity costs on overall 
average solution gap. More specifically, the effects of high setup, extreme 
seasonality and 80% capacity on average solution gap are summarized in Figure 
3-9，3-10 and 3-11, respectively. 
Solution Gap (%) 
Type of unit Multiple Initial Average High Extreme 80% 
holding cost capacity cost setup seasonality capacity 
Minimum 1 32 " ^ ^ 9.11 6.21 7.65 
' l 6 64 — 5.77 9.59 6.88 8.81 
' ^ 128 6.68 10.73 T J ? 11.28 
64 256 9.11 T ^ U W 18.08 
128 H 2 —17.71 " ^ 3 " T Z ^ 41.75 
Average 8 ^ . 3 6 T 5 1 9.26 6.48 8.08 — 
16 "W.72 6.18 10.07 7.55 9.99 ~ 
— 3 2 181.44 7.69 12.36 9.45 14.17 
64 362.88 T5.87 18.09 25.89 37.51 
128 "725.76 21.87 44.32 16.11 54.11 
M a x i m u m ^ 8 56 了63 9.38 6.7 8.45 
f6 112 - 6.47 —10.51 T 8 8 T0.75 
— 3 2 224 8.47 —13.44 10.37 16.31 
64 " ^ 8 —13.77 22.49 11.51 30.77 
128 896 44.03 82.39 32.81 117.04 
Table 3-5: Effect of different values of initial capacity costs on solution gap [2] 
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Effect on overall average solution gap 
50 ~— '^ ^ "-j： )〈“、）- ^ -^"： _;..:‘:》，*^ r:.;〒；:y^ -^y] 
g 40 , , ^ ¾ ¾ ^ ? : ? ^ ¾ ¾ ^ ¾ ; ^ ^ ! ? , ^ " ^ ¾ ^ 夠 
ii|S^^^^3 
这 1 『 [ ; ^ : : 、 < ” ： ? # ^ ^ " " ： ^ ? ^ # < ~ ^ ^  
少 / 务 ^ ^ ^ ^ / ^ ^ / ^ ^ ^ ^ 
Value of initial capacity cost 
Figure 3-8: Effect of different values of initial capacity costs 
on overall average solution gap [2] 
Effect of high setup on average solution gap 
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Figure 3-9: Effect ofhigh level of setup on average solution gap [21 
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Effect of extreme seasonality on average solution gap 
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Figure 3-10: Effect of extreme seasonality on average solution gap [2] 
Effect of 80% capacity on average solution gap 
S ^ H 
^ ^ - ^ ^ ^ B f c z d 
^ / 矛 � V �^ � …\ � y� “^ v ^ # � v ^發 
Value of initial capacity cost 
Figure 3-11: Effect of 80% capacity on average solution gap j"2"|  
3.4.10 Close test 
After testing in different combinations, we decide to set the value of initial 
capacity costs equal to the multiple of 0.1 times the maximum value of unit 
inventory holding cost. So, the value of initial capacity cost is set to be equal to 
7*0.1 二 0.7. Using the selected value of initial capacity cost to run the original 50 
sets of problems that consider 27 different cases, the results of the close test are 
s u m m a r i z e d in Table 3-6. All problems in the close test are those that have been 
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used to initialize capacity costs. All problems consist of 3 products and 12 
periods. The overall average solution gap among 27 cases in close test is equal to 
5.12%. 
Seasonality Setup Capacity Average solution gap 
^ Low 80% 1.96 
No Low 100% — 0.00 
^ Low — 120% 0.00 
^ Medium 80% — 7.56 
^ Medium 100% — 3.44 
^ Medium ~ ~ 120% 8.06 
N^ High 一 80% 9.58 一 
N5 High 100% 7.59 
— N o - High — 120% 8.84 一 
~~Mode ra t e~ Low 80% [ ^  
Moderate — Low 100% OJJ  
~~~Moderate~~ Low 120% 0 ^  
^Moderate~~" Medium 80% 6nj_  
~~Moderate~~ Medium 100% ^  
~~Mode ra t e~ Medium 120% 2 J ^  
^ M o d e r a t e High ^ ^  
—Moderate 一 High — 100% 8.47 
Moderate— High 120% ^  
Extreme Low 80% 6 M  
Extreme Low 100% 3 ^  
Extreme Low 120% ^  
~"Extreme Medium 80% 9.70 
~~Ext reme~~ Medium 100% 3.48 
Extreme Medium 120% ] ^  
^ •^B E i 5^ High — 80% 12.20 
F.vtreme ' "~~H i g h 100% 10.34 
; ] ^ K ^ t ^ i ^ F ^ High 120% 3.58 — 
Average solution gap is the average value of solution gaps of each case in 50 sets 
of problems. 
Table 3-6: Performance ofthe algorithm in close test [1] 
Then, we discuss the performance of the algorithm in the close test with 
respect to (1) level of setup, (2) seasonality of demand, and (3) tightness of 
capacity. Effects of setup, seasonality and tightness of capacity on average 
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solution gap are shown in Table 3-7, 3-8 and 3-9, respectively. Both the level of 
setup and the tightness of capacity are the most critical factors, while change in 
seasonality ofdemand has no apparent change in the average solution gap. 
Setup 
Low Medium High 
Average solution gap 1.64 5.16 8.53 
Table 3-7: Effect of setup on average solution gap [1] 
Seasonality 
No Moderate Extreme 
Average solution gap 5.22 4.38 5.73 
Table 3-8: Effect of seasonality on average solution gap�1") 
Capacity 
80% 100% 120% - 
Average solution gap 7.25 4.51 3.57 
Table 3-9: Effect oftightness of capacity on average solution gap [1 
Furthermore, the interactions among setup, seasonality and tightness of 
capacity are analyzed in the following tables. Table 3-10 presents the interaction 
of setup and seasonality on average solution gap. Table 3-11 summaries the 
interaction oftightness of capacity and setup on average solution gap. Besides, the 
interaction of tightness of capacity and seasonality is concluded in Table 3-12. In 
the case oftight capacity (i.e., 80% capacity) and high level of setup, the average 
solution gap increases to 10.18%. But in the case of loose capacity (i.e., 120% 
capacity) and low level of setup, the average solution gap drops to 0.24%. 
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Seasonality 
Setup No Moderate Extreme 
L ^ 0.65 0.62 3.65 
Medium — 6.35 4.29 “ 4.83 — 
High 8.67 8.22 8.71 
Table 3-10: Interaction of setup and seasonality 
on average solution gap [1 
Setup ~ 
Capacity Low Medium High 
8 0 % — 3.55 “ 8.01 — 10.18 
lOQo/o — 1.13 - 3.61 8.80 
120% 0.24 3.85 6.61 
Table 3-11: Interaction of tightness of capacity and setup 
on average solution gap [1] 
1 Seasonality 
Capacity No Moderate Extreme 
8Qo/o — 6.37 5.76 9.62 
100% - 3.67 — 4.16 5.70 
120% 5.63 3.20 1.88 
Table 3-12: Interaction of tightness of capacity and seasonality 
on average solution gap [11 
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3.5 Open Test 
In our open test study, we generate 100 sets of new problems in which 
each set includes 27 cases and run them with the selected value of initial capacity 
costs. The problem sets used in open test are different from the problem sets used 
in the close set study. All test problems consist of 3 products and 12 periods. In 
open test, overall average solution gap among 27 cases is equal to 5.09% and the 
performance ofthe algorithm on each case is summarized in Table 3-13. 
Seasonality Setup Capacity Average solution gap 
5 ^ Low 80% 2.04 
N^ Low — 100% 0.01 
兩 Low 120% 0.00 
^ Medium 80% 6.97 
^ Medium 一 100% 3.73 
N^ Medium 120% 6.30 
N5 High — 80% 9.77 一 
N3 High 100% 7.90 
^ High 120% 8.83 
Moderate — Low 80% \_m  
^ M o d e r a t e — Low 100% OJ^  
Moderate Low 120% 0 ^  
Moderate Medium 80% 6.85 
Moderate Medium 100% 3 ^  
Moderate Medium 120% 2 ^  
~~Modera t e~~ High 80% — 9.09 
^ M o d e r a t e ~ ~ High 腦 9.18 
Moderate “ High 120% 7：^  
Extreme Low 80% 6.88 
Extreme “ Low lOQo/o 3 ^  
— E x t r e m e Low “ 120% 0.78 
Extreme Medium 80% 6.69 
Extreme Medium 100% 3 ^  
Extreme Medium 120% 1.40 
^ " S S i S ^ ~ ~ ~ High “ 80% 12.81 
^ ^ E 5 S ^ “ “ “ High 100% 9.92 
一Extreme 1 High 120% 3.40 一 
Average solution gap is the average value of solution gaps of each case in 100 sets 
of problems. 
Table 3-13: Performance of the algorithm in open test [1] 
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Then, we discuss the performance of the algorithm in the open test with 
respect to (1) level of setup, (2) seasonality of demand, and (3) tightness of 
capacity. In Table 3-14, 3-15 and 3-16，the effects of setup, seasonality, and 
tightness ofcapacity are summarized, respectively. 
Furthermore, the interactions among setup, seasonality and tightness of 
capacity are analyzed in Table 3-17, 3-18 and 3-19, respectively. 
Setup 
Low Medium High 
Average solution gap 1.66 4.89 8.73 
Table 3-14: Effect of setup on average solution gap [2" 
“ ‘ “ Seasonality 
No Moderate Extreme 
Average solution gap 5.06 4.51 5.71 
Table 3-15: Effect of seasonality on average solution gap [2] 
Capacity 
80% lOOo/o 12^^^~" 
leverage solution gap 7.34 4.54 3 .40~~ 
Xable 3-16: Effect of tightness of capacity on average solution gap [2] 
r~ Seasonality 
Setup No Moderate Extreme 
L 3 ^ 0.69 0.68 3.60 
Medium 5.67 4.19 一 4.81 
High 8.83 8.65 8.71 
Table 3-17: Interaction of setup and seasonality on average solution gap�2"! 
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‘ Setup 
Capacity Low Medium High 
~ ~ 80% — 3.61 7.84 10.55 
~ ~ 100% — 1.10 3.52 “ 9.00 
120% 0.26 3.31 6.64 
Table 3-18: Interaction of tightness of capacity and setup 
on average solution gap [2] 
Seasonality 
Capacity No Moderate Extreme 
80% — 6.26 5.95 一 9.80 
100% — 3.88 — 4.27 _ 5.47 一 
120% 5.05 3.30 1.86 
Table 3-19: Interaction oftightness of capacity and seasonality 
on average solution gap�21 
Xo conclude, similar to the close test study, the most effective factors on 
the average solution gap in the open test are the level of setup and tightness of 
capacity. In case of high setup and 80% capacity, the average solution gap 
increases to 10.55%. 
To analyze the performance of Trigerio et al.'s algorithm comparatively, 
we refer to Trigerio et al. [1989]. The solution gaps in cases of low, medium and 
high tightness of capacity are respectively 0.58%, 5.24% and 8.40%. The 
performances of Trigerio et al.'s algorithm in cases of low, medium and high 
seasonality are 6.02%, 5.24% and 6.43% respectively. For Trigerio et al.'s 
algorithm, the solution gaps are respectively 3.49% and 6.19% respectively in low 
and high levels of setup. 
CHAPTER 4 CAPACITATED LOT SIZESfG PROBLEM WITHOUT SETUP TIMES 61 
3.6 Managerial Implications 
Due to the nature of the problem, it is very difficult to solve the CLS 
problem with setup times optimally. Heuristic methods are applied to find 
reasonable solutions. However, these methods cannot perform well especially in 
cases of high setup cost and time, and very tight capacity. Other heuristics (See 
Trigerio et al. [1989] and Diaby et al. [1991 and 1992]) also encounter the similar 
difficulty in these cases. 
Besides, in our specifications of test problems, the values of setup cost and 
setup time are directly proportional to the level of setup. If the level of setup is 
high, the amount of setup time will be large and it will consume a significant 
portion of the production capacity available. Hence, capacity allocated for 
production will be reduced after setup, and it affects the efficiency of production. 
To increase the production efficiency, the management should find more 
sources of production capacities. For example, other than using regular-time and 
overtime capacities, the management can obtain additional production capacity by 
subcontracting. Providing more sources of production quantities, the management 
can have larger flexibility in scheduling production runs. 
3.7 Summary 
The Capacitated Lot Sizing (CLS) Problem is concerned with the planning 
of production that determines the production timings and quantities for multiple 
products over a finite number of periods without violating capacity constraints. Its 
objective is to satisfy the known demands for various products in each period and 
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to minimize the sum of production, setup and inventory costs without incurring 
backorders. In this research, we develop a model for the CLS problem with the 
setup time consideration. The model is extended to consider major CLS decisions 
such as setups, production levels, inventory levels, and overtimes. The CLS 
problem can be found in many repetitive manufacturing settings. Processes like 
assembly and stamping are examples. 
The CLS problem has attracted a lot of interest in the literature. But a few 
researchers explore the area of CLS problem with setup times. Many of them 
believed that CLS problem with setup times is only a simple extension of the one 
without setup times. We have shown the difficulty of solving CLS problem with 
setup times by using Trigerio et al.'s [1989] example. Hence, it is worth further 
investigating CLS problem with setup times especially in manufacturing 
industries with significant setup times. 
We use a new model that considers setup times and allows for different 
types of production capacities such as regular time, overtime and subcontracting. 
So, our model is more realistic and comprehensive. We apply a heuristic approach 
based on L a g r a n g e a n relaxation to solve the CLS problem with setup times. Our 
computational results show that our algorithm gives reliable results by comparing 
to the lower bound generated. Although our problem formulation is more 
complicated than the traditional one, experiments show that our algorithm is 
efficient in solving the CLS problem with setup times. The time required in 
running our algorithm mainly depends on the number of iterations run, rather than 
on the complexity of the problem formulation. 
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Chapter 4 
Capacitated Lot Sizing Problem without Setup Times 
4.1 Overview 
As discussed in Chapter 2, the CLS problem without setup time 
consideration has attracted considerable research interests in the literature. Recent 
work includes Gilbert and Madan [1991], Madan and Gilbert [1992], Millar and 
Yang [1993]，Millar and Yang [1994], Kirca and K6kten [1994], Hoesel and 
Kolen [1994], Hindi [1995], Hindi [1996], Harrison and Lewis [1996], Hoesel and 
Wagelmans [1996], Drexl and Kimms [1997]，Denizel et al. [1997], Stowers and 
Palekar [1997] and Dessouky and Kijowski [1997]. 
We use a formulation similar to the one developed by Gilbert and Madan 
[1991] As discussed in Section 3.2.2, this formulation is different from the 
traditional one in the literature. Our formulation generates more output variables 
and provides more information for production planning. For example, it can show 
which period's demand will be met by using which type of capacity in a 
production run of a product. 
Further, our formulation not only allows for production using regular time 
capacity, but also using other types of capacities such as overtime and 
s u b c o n t r a c t i n g . When the amount of regular time capacity is not adequate, the 
m a n a g e m e n t has to find other sources of capacities for supplement. For example, 
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the workers may have to work overtime in order to make planned orders released 
on time. Hence, our formulation is more flexible and realistic. 
4.2 Problem Description and Formulation 
As discussed in the Chapter 3, the problem formulation of the CLS 
problem without setup times is similar to the one for CLS problem with setup 
times. The problem considers K types of production capacities, J products, and T 
time periods. Let k denote types of capacities, k = 1, ...,K. The cost of capacity k is 
Pk and the cost ofcapacity k is always less than that of capacity k+1 (i.e.,八 < Pk+丨 
where k = 1, ...,K-1). A setup is required for each product and for each period in 
which it is produced. The cost of a setup for product j is Sj. The downtime 
consumed by a setup operation is insignificant (i.e., the setup time required for the 
setup operation is equal to zero). Each product may be produced using one type of 
capacity sources or a combination of these sources. An absorption rate (i.e., bj) 
indicates the amount of capacity required to produce one unit of product j . Each 
product/ has a holding cost equal to H, per unit per period. In addition, we assume 
that there are no beginning inventories. Backordering is not allowed in the model. 
To formulate the model, we define: 
j = number of products 
K = number oftypes of production capacity available 
f = number of time periods in the planning horizon 
Dj„ = demand of product; in period n 
C: = units of capacity type k available in period m 
Sj 二 setup cost of product/ 
Hj = unit holding cost per period of producty 
p[ = capacity cost per unit of capacity type k 
y.^ ^ = a binary variable that indicates the presence or absence of a setup for 
product j in period m 
bj 二 absorption rate indicates the amount of capacity required to produce 
an unit of product/ 
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Let Xjkmn be the quantity of product j produced using capacity source k in 




t i i t ( ^ - m)(Xj,,„, * Hj) + i ± ( S j * YjJ 
7 = 1 k=\ m=l n=m >=1/"=1 ( 4 _ 1 ) 
+ t t t t ( X _ * b " k ) 
7 = 1 k=\ m=\ n=m 
subject to 
,/ T k = l,2,...,K (4-2) 
YT.ibi^^j,„J<C,„, m = l,2,...,T 
7=1 n=m 
K n j = l , 2 r . , J ( 4 - 3 ) 
YL^jk,un^Dj,, n = l,2,...,T 
A=I /"=1 
1 if Z Z ^ . / ^ « » . > 0 j = l， l � ’ J (4-4) 
Y - =^1 "="' m = l,2,...,T 
.i'" 
0 otherwise 
Y > 0 j = l’2’�’J (4-5) 
•'""" 一 k = l,2,...,K 
m = l,2,...,T 
n = l,2,...,T 
The formulation is similar to Gilbert and Madan's [1991]. The only 
difference is that an absorption rate of production capacity is added for each 
product, and others remain unchanged. This modification makes our formulation 
more realistic. The objective function (4-1) is to minimize the sum of inventory 
holding costs, setup costs and capacity costs. Constraint (4-2) states that the 
capacity of each type in each period cannot be exceeded. Constraint (4-3) ensures 
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that the demand of each product in each period is satisfied. In constraint (4-4), a 
setup is required if production of product j takes place in period m. Moreover, 
non-negativity ofthe quantity of products produced is ensured by constraint (4-5). 
Problem P3 carries some features of a fixed charge transportation problem 
as illustrated by Gilbert and Madan [1991]. It differs from most fixed charge 
transportation problems in that each fixed charge is associated with a group of 
cells, rather than a single cell, a single row, or a single column. 
The model (P3) can be represented by a transportation tableau. The 
supplies in the transportation tableau are denoted by C^ the quantity of source k 
production capacity available in the period m. The demands are denoted by Dj„ the 
quantity of product j demanded in period n. The rows are ordered as (1,1),..., 
(KJ), ..., (l,T), ..., (K,T). The columns are ordered as (1,1), ..., (JJ), ..., (7,7)，..., 
(j’T). The cell in row (k’m), 1 ^ ^ , l < m ^ and column (j,n), 1 料， l < n ^ , will 
be denoted by ( (k,m),(j,n) ). The flow assigned to this cell corresponds to the 
variable X _ and the value of the setup variable Yjm is implicitly determined by 
constraint (4-4). Note that backordering is not allowed in our model, so a feasible 
tableau solution contains no flows in backorder cells in the tableau. Hence a 
feasible tableau solution corresponds to a feasible solution to P3. 
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4.3 Description of the Algorithm 
We apply a decomposition scheme and Lagrangean relaxation to 
decompose the original problem {P3) into two sub-problems (i.e., SP1 and SP2). 
The sub-problem SP1 is a conventional transportation problem, which is solved by 
the conventional network flow solution methodology. The sub-problem SP2 is a 
set of independent, uncapacitated, single-item problems. Each of these sub-
problems in SP2 is solved efficiently using the Wagner-Whitin algorithm [1958]. 
This solution approach follows Glover and Mulvey [1980], Guignard and Kim 
[1987], Guignard and Opaswongkarn [1987] and Guignard and Rosewein [1989]. 
Millar and Yang [1993 and 1994] use a similar approach. However, they consider 
only regular time capacity and do not take capacity cost into their calculation (i.e., 
consider only inventory holding and setup costs). Their estimation of nominal 
costs in the transportation problem is different from ours. Moreover, they use a 
standard version of the subgradient optimization to update the values of the 
Lagrangean multipliers. 
Two sets of setup decisions (i.e., setup strings) are obtained by solving the 
sub-problems SP1 and SP2. We then make use of the two setup strings to convert 
the original problem (P3) into a transportation problem and determine the 
corresponding production quantities. According to each of these setup strings, we 
have different estimation of nominal costs of cells in the transportation tableau. 
So, we have to solve the transportation problem twice and retain the better 
production plan resulted from one of these two setup strings. 
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The overall Lagrangean dual problem is solved by a modified version of 
subgradient optimization. The algorithm is terminated until the pre-determined 
iteration limit is reached. A lower bound is also generated in the end of the 
algorithm. The flow chart of the algorithm is summarized in Figure 4-1. 
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Step 1: Initialize lagrangean 
mulitpliers and iteration no. 
\ r 
Step 2: Apply decomposition 
scheme to convert the original  
problem into 2 subproblems 
i _ i  
Step 3: Use conventional Step 4: Run Wagner-Whitin 
methodology ofnetwork flow algorithm for each product to  
^ problem to solve the solve the subproblem SP2 
subproblem SP1 
\ r J  
Step 5: Compute the value of  
lagrangean relaxation solution  
^ i  
Step 6: Generate a setup Step 7: Generate a setup 
string ( Y l ) b y the string (Y2) by the 
subproblem SP1 subproblem SP2  
, ^ i  
| s t ep8:Us ingYl ,convert the Step 9: Using Y2, convert the 
original problem into a original problem into a 
transportation problem and transportation problem and 
solve it | so lve i t  
i +^ 
^ y ^ Is itafeasible ^ ^ • YES ^ ^ Is it a feasible ^ ^ 
^ ^ solution? ^ X \ y ^ \ ^ solution? ^ ^ 
^ v ^ y \ > ^ 
YES ^ X \ ^ NO 
Step 10: Retain the best ^ X ^ ^ Step 11: Discard the solution 
solution and record a new 
incumbent solution  
Step 12: Subgradient  
^ optimization < — 
NO ^ ^ ^ \ YES  
Step 13: Increment the ^ _ _ _ _ < ^ Reach iteration limit? ^ > • Step 14: Compute a lower 
iteration no. ^ ^ ^ ^ bound 
^ ^ ^ ^ ^ 
Step 15: Stop the 
algorithm 
Figure 4-1: A flow chart of the algorithm [21 
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4.3.1 Decomposition scheme 
Given the original problem formulation {P3), we add one more decision 
K 
variable Z _ � Z _ = Y j X , m � � a n d mo ify some of the constraints in the 
k=\ 
formulation. We will use the new decision variable to split the original set of 
constraints into two groups. The new problem formulation is constructed in P4: 
P4: 
Minimize: 
t m ( " ) ( X - , H j ) + i t ( S , Y j J 
j=\ k=\ m=\ n=m •/=' "'=' (4_6) 
+ i t i i ( x _ * b j * P k ) 
/=1 k=A m=] n=m 
subject to 
./ T k = l,2,...,K (4-7) 
Zi>./*^,"")�b' m = l,2,...,T 
/-1 n=m 
K n j = l’2’�’J (4-8) 
ZZ^>'" - ^j" n = l,2,...,T 
/c=l //i=l 
K j = l’2，〜’J ( 4 - 9 ) 
Z j,nn - 5^ ^ikmn W = 1,2, •. •, T 
"=1 n = l,2,...,T 
n j = U r . J (4-10) 
Y,Zj„,„>Dj„ n = l,2,...,T 
,H=1 
‘ T 
1 if2^Z),,, , ,>0 j = l,2,...,J (4-11) 
y,,"=j "="' m = l,2,,..,T 
0 otherwise 
r > 0 j = l , 2 ^ . , J (4-12) 
入一 k = l,2,...,K 
m = l,2,...,T 
n = ],2,...,T 
7 > 0 j = l ’ 2 ’ � ’ J (4-13) 
Z - m = l,2,...,T 
n = l,2,...,T 
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In the formulation P4, the objective function (4-6) and constraints (4-7,4-
8,4-12) remain unchanged as discussed in the formulation P3. The new decision 
variable (Zj„,„) is added in the constraint (4-9). Then, using the variable Z_, the 
constraint (4-3) is duplicated to form constraint (4-10). The original variable X— 
in the constraint (4-4) is replaced by Zj„„ to form constraint (4-11). Constraint (4-
13) ensures non-negativity of the new decision variable. 
We decompose the whole set of constraints into two groups: {4-7,4-8,4-
12} and {4-10,4-l 1,4-13}. The constraint (4-9) links the two groups of constraints 
together. We apply Lagrangean relaxation by dualizing the constraint (4-9) into 
the objective function (4-6) with Lagrangean multipliers (A>„). Xj„„ is the value of 
Lagrangean multiplier for production of product j in period m to meet the demand 
in period n. Then, we decompose the dualized problem into two sub-problems 
(i.Q.,SPlm&SP2). 
SP1: 
V, = minimize 1 1 1 1 ^ - ^ ) * ^ . / + ^ * ^ _ A > J * Z _ (4-14) 
7=1 =^1 m=\ «=/// 
subjectto {4-7,4-8,4-12} 
SP2: 
V, = minimize f i f A _ , Z - + ^ S , Y , , (4-15) 
7 = 1 ;/i=l n=m j=l m=\ 
subjectto {4-10,4-11,4-13} and 
T j = 1,2，••.，J (4-16) 
2.^./>"" - ^/"' m = l,2,...,T 
ii=m 
/-1 K 1 
where ^ D j , < [ C ^ < Wj,„ = [ D j , ^ </ <j^ 
t=m k=l t='>i 
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The sub-problem SP1 is a conventional transportation problem that can be 
easily solved by the standard network flow solution methodology. We assign a 
setup operation in the period in which a product is scheduled to produce according 
to the production plan resulted from SP1. A setup string is generated from SP1. 
In the sub-problem SP2, constraint (4-16) is added to enhance the validity 
of the solution from the Wagner-Whitin algorithm for the original problem with 
capacity limitations. In constraint (4-16), the quantity of product j produced in 
period m is restricted not to exceed the amount of Wj„. An example is shown in 
Figure 4-2. Since the Wagner-Whitin algorithm can only solve the set of 
uncapacitated, independent and single-item sub-problems, the corresponding 
production quantities may exceed the amount of capacity available in some 
periods. Constraint (4-16) can keep the production quantities resulted from the 
Wagner-Whitin algorithm from exceeding the amount ofcapacity available. 
2 
For example, given j = l,K=2, m = 3， ^ Q 3 = 50. 
jt=i 
“ Dj" 认 
3 20 “ 20 
一 4 10 — 30 
一 5 30 — 60 
一 6 15 75 
2 
Hence, fV,m = 60 (i.e., > ^ Q 3 ) and 1 = 5. 
k=\ 
Figure 4-2: An example of the selection of 妒加 
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This decomposition scheme cannot be applied in the CLS problem with 
setup time consideration, since the setup variable is tied in the capacity constraint. 
Lagrangean decomposition is shown to produce bounds better than or at least as 
good as Lagrangean relaxation (Guignard and Kim [1987], Glover and Klingman 
[1988], Millar and Yang [1993]). Also, we shall show that the algorithm with 
additional application of the decomposition scheme can find better solution values 
and tighter lower bounds, than the procedure using Lagrangean relaxation only 
(see Section 4.7.2). 
4.3.2 Wagner-Whitin algorithm 
The relaxed problem {SP2) can be separated into J independent, 
uncapacitated and single-item subproblems. The Wagner-Whitin algorithm [1958] 
solves these sub-problems efficiently. In the Lagrangean objective function (4-
15)，the opportunity costs for inventory holding and setup costs are 入』刚 and Sj, 
respectively. After assigning those opportunity costs and demands for each 
product in each period, the set of independent, uncapacitated and single-item sub-
problems can be solved by the Wagner-Whitin algorithm with the addition of 
constraint (4-16). A setup string is obtained from the sub-problem SP2. 
CHAPTER 4 CAPACITATED LOT SIZESfG PROBLEM WITHOUT SETUP TIMES 74 
4.3.3 Transportation problem 
This section is similar to Section 3.3.2. Different from the previous 
approach, we use two setup strings to generate corresponding production plans 
and retain the better one. From the sub-problems SP1 and SP2, two setup strings 
are obtained. Given one of these two setup strings, the original problem (P3) can 
be transformed into a transportation problem {TP2) (Thizy and Van Wassenhove 
[1985]) stated below: 
TP2: 
Minimize 
J K T T (4-17) 
X S S X P jk>"» * X jhm 
7=1 k=l /H=1 �=1 
Subject to 
./ T k = l,2,...,K (4-18) 
X S X.ikm, - Ck", m = 1,2’. •. T 
/=i ,1=1 
'K r • j = Ur.J (4-19) 
X Zi Xjhm ^ "/” n = 1,2,..., T 
k=\ "1=1 
v > 0 j = l,2,...,J (4-20) 
. _ - k = l,2,...,K 
m = l,2,...,T 
n = l,2,...,T 
where 
Dj: denotes the modified demand of product j in period n 
Ck„ denotes the amount of capacity oftype k available in period m 
Xj._ is the production quantity ofproduct j using capacity of type k in 
period m to meet the demand in period n 
P_ is the cost assigned to the cell ( (k,m), (j,n) ) in the transportation 
tableau. 
fP2 can be represented by a transportation tableau, in which rows are 
denoted by the supplies of production capacities and columns are denoted by the 
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modified demands. The rows are ordered as (1,1), ..., (K,1), ..., (1,T), ..., (K’T). 
The columns are ordered as (1,1), ..., (J, 1), ..., (l,T), ..., (J,T). The cell in row 
(k,m), l^<K, 7<m:^and column (j,n), 1^^, l<n^, will be denoted by 
((k,m),0',n) ). The flow assigned to this cell corresponds to the variable X—. The 
modified demands Dj : are given by 
Dj； = bj*Dj„ for ; = l,2,...,Jmdn = l,2,...,T (4-21) 
We apply the concept of fixed charge to estimate the nominal cost of the 
cells in the transportation tableau. A fixed charge is shared by a group of cells in 
the tableau, instead of a single cell, a single row or a single column. In the 
objective function of TP2, the cost coefficient is denoted by J3jkn,„. Different cells in 
the transportation tableau have different values ofj3jk„„ which are computed in the 
following costing scheme. To restrict backordering, a positive infinite value is 
assigned to all backorder cells (i.e., m > n) in the transportation tableau. So flows 
in the backorder cells are significantly discouraged. 
Let Y* = {YfJj be the set of setup decisions obtained from the sub-problem 
SP|, where /={1,2}. 
(1) For non-backorder cells with setups planned (i.e., m <n and Y)J = 1), 
/ ^ . _ = K r t - m ) * H j + P k % ] / b j (4-22) 
(2) For non-backorder cells without setups planned (i.e., m <n and YjJ = 0)， 
P _ = V i ^ n - m ) * H j + A *b jVb j + 5 , / 0 (4-23) 
min{w/+>v,7'} � 
where Q = minj [ D/，Q„> 
/=/" 
w is the window size (w=0,1’... T-1) 
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D* is the unmet demand of product j in period t 
Ck„, is the unused capacity of type k in period m 
Similar to Section 3.3.2, we introduce a window size concept to calculate 
the portion of fixed charge shared by a group of cells. We consider for production 
to satisfy demand in current period, in next period,…，or in T-1 periods. The 
window size concept provides a more accurate and better estimate of the nominal 
costs in the transportation tableau. The window size is denoted by the variable w, 
where w 二 0,1’ ...,T-1. Products produced in period m will be held for w period(s) 
to satisfy the demand from period m to m+w. So, there will be K*(w+J) cells 
sharing the same setup cost. Total demand associated with these cells equals to 
min{(///+M'),7'}  
^ Dj,* . Hence, the flow assigned to the cell (i.e., Q) is given by 
/ = / / / 
'min{//i+w,7'} � 
0 = min Z " /，【 (4-24) 
� /=/" -
The above costing scheme strongly discourages the existence of flows in 
backorder cells. For non-backorder cells, the costing scheme encourages 
production in the cells with setups planned according to the setup strings obtained 
from the sub-problem SP1 or SP2. We assign lower costs to these cells. For non-
backorder cells without setups planned, the term Sj / Q is added to the costs of 
these cells additionally. It represents the fixed charge shared by the cell ( (k,m), 
Q\n) ) i f a n additional setup is required for production. With the addition of this 
component, the costing scheme encourages production in the cells with setups 
determined by the sub-problem SP1 or SP2. If any flow in backorder cell is found 
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in the transportation tableau, we apply the same procedure of removing flow in 
backorder cell as discussed in Section 3.3.2. 
The objective function of TP2 is the minimization of the sum of holding 
cost, capacity cost and setup cost. The constraints require that all period demands 
are satisfied with capacity limitations and the production quantities must be 
positive. A feasible tableau solution corresponds to a feasible solution to TP2. 
Solving the transportation problem TP2 involves two phases that are exactly the 
same as discussed in Section 3.3.2. The setup strings obtained from the sub-
problems SP1 and SP2 are separately used in solving the transportation problem. 
Two corresponding and independent production plans are generated and we retain 
the better one with the lower total cost. Then，we apply subgradient optimization 
to update the values of the Lagrangean multipliers. 
4.3.4 Subgradient optimization 
To update the value of each Lagrangean multiplier, we use the method of 
subgradient optimization. In the literature, it is a standard and efficient method of 
updating the values of the Lagrangean multipliers with the application of 
Lagrangean relaxation. The details are discussed in the following formulation: 
^ jL = 4 . « + ^ *" ' * e-" * ( ¾ " , - ± j r ^ ) (4-25) 
u' = , V - v ( A ' ) ] / t Z Z f 4 . . - t x ] A (4-26) 
7=1 /"=1 n-\ V A=1 J 
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where 
j^kn,n = quantity of producty produced using capacity source k in 
period m used to meet the demand in period n, according to 
the optimal solution to the subproblem SP1 at iteration i 
Z'j„„ = quantity of product j produced in period m used to meet the 
demand in period n, according to the optimal solution to the 
sub-problem SP2 at iteration i 
A!_ = Lagrangean multiplier for production of product j in period m 
to meet the demand in period n at iteration i 
u' = step length at iteration i 
y' = a value equal to 2 initially and reduced by half if the lower 
bound fails to improve after a fixed no. of iterations 
v(M) = value ofLagrangean relaxation solution at iteration i 
V* = value of current best solution 
R = a constant used for geometrically reducing the value of step 
length in each iteration 
e'" = a term used for exponentially smoothing the direction vector 
As discussed in Section 3.3.4，the above method of subgradient 
optimization is a modification of the standard one. In the formulation, the step 
length is geometrically reduced by the term R in each iteration in order to speed 
up the convergence of the algorithm to an optimal solution (Shor [1968]). In 
addition, the direction vector measures the difference in quantity between the 
optimal solutions to the sub-problem SP1 and SP2. As seen in the formulation, the 
direction vector is exponentially smoothed in order to reduce the effect of 
"zigzagging" (Held [1974], Camerini et al. [1975], Crowder [1976]). 
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4.3.5 Computation of lower bound 
With the application of the decomposition scheme and Lagrangean 
relaxation as discussed in Section 4.3.1, the original problem {P3) is relaxed and 
decomposed into 2 sub-problems (i.e., SP1 and SP2). 
SP1.. 
/ K T T 
V, = minimize E t Z I [ ( " - m ) * / / , + b . * P , - A , J * Z — (4-27) 
7 = 1 众 = 1 / / / = 1 n-m 
subject to constraints {4-7,4-8,4-12} 
SP2: 
V, = minimize X Z Z ^ y - * � , , , , + Z Z ^ . * � (4-28) 
7=1 m=\ n-m 7=l m=\ 
subject to constraints {4-10,4-11,4-13,4-16} 
According to the optimal solutions to the sub-problems SP1 and SP2, we 
can calculate the values of V, and V2 respectively. The optimal solutions to SP1 
and SP2 are dependent of the values of the Lagrangean multipliers that are 
updated at each iteration. Then, we compute the value of Lagrangean objective 
function (V) ofthe original problem by adding V! and V2； V = V, + V�.A value of 
Lagrangean objective function, which is the value of the Lagrangean relaxation 
solution, can be found in each iteration of the algorithm. The lower bound of the 
problem is the maximum value among all these values of Lagrangean objective 
function obtained in all iterations run. A total of 30 iterations are run in the 
algorithm. Experiments show that only little improvement can be obtained by 
significantly increasing computational effort. Hence, it is not cost-efficient to 
engage additional iterations for very small improvements, and the stopping 
criterion of30 iterations is selected. 
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4.4 Design of Experiment 
The specifications for test problems are the same as those described in the 
Section 3.4, except that there is no consideration of setup time in this section. The 
test problems follow Graves [1982], Trigerio et al. [1989] and Gilbert and Madan 
[1991]. The details are given in the following parts. 
By running our algorithm in various test problems, we can observe the 
performance of the algorithm in different cases that happen in real manufacturing 
environment. These cases differ in level of setup, seasonality of demands, and 
tightness of capacity. By analyzing these effects on solution gaps, we have 
different managerial implications in these cases (see Section 4.6). 
Since there are various parameters in our algorithm, we design a close test 
(see Section 4.4.10) to select the appropriate values of these parameters so that the 
algorithm can give reliable results. After performing the close test, we run an open 
test (see Section 4.5) to observe the performance of the algorithm in extensive 
experiments. 
4.4.1 Product demands 
In each problem set，the demand ofproduct j in period n is given by: 
p • 
� / � 5 > P * V (4-29) 
/»=1 
where 
bjJ is a multiplicative seasonality factor of type i for product j in period n, 
Vp is the p^ ^ random draw from a uniform distribution over the range 
[UdpJdp], 
ujp, ljp are the upper and lower limits of the value of>"respectively, 
P is equal to 5, 5 and 10 for products 1，2 and 3 respectively. 
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The values of multiplicative seasonality factors are stated in Table 4-1. 
The ranges of demands for each product are summarized in Table 4-2. 
Period  
Seasonality Product 1 2 3 4 5 6 7 8 9 10 11 12 
1 ^ 1 ~rX" 1-0 l-0~ 1-0 1.0 1.0 ~ro~~LO~~LO~~LO~~fp~~fX" 
(/=1) 2 "TT" 1.0 n X " 1.0 i.o" 1.0 ~ r o~~ f o~~L O~~O~~L O~~T T " 
3 "TF" 1.0 ~rO~ 1.0 1 .0~~LO~~LO~~fo~~o~~Ho~~LO~~r^ 
Moderate~~ 1 ~ T F 1.0 1.0 1.0 1.0 “ 1.0 1.0 "To~~LO~~LO 1.0 "To~ 
(i=2 ) 2 ~ 0 0.8 0.7 0.5 0.7 ~ L 0 ~ ~ O ~ ~ L 2 ~ ~ • ~~L5~~L2~~L0~ 
3 ~rO~ 1.0 r ^ 1.2 1 ~ 1.5 ~T3 To 0：9 0?7 06 0 ~ 
Extreme~ 1 T 0 ~ ~ 0 ~ 0.6 0.4 ~ 0 ~ ~ L O ~ ~ U . ~ ~ 0 ~ 1.6 2.0 T s ~ ~ W 
(i=3 ) 2 ~ 0 ~ 0.6 0.4 0.5 0.8 0.6 ~T2~~L5~~T6~~To~~T3 0 " 
3 0.7 0.5 0.6 1.0 1.2 1.5 1.8 2.2 1.8 1.0 0.5 0.8 
Table 4-1: Values of multiplicative seasonality factors \2] 
Product 1  
u,, 20 40 15 25 80 
4 — 40 — 60 25 65 f ^ 
Us ^ ^ !o !o !o 
/ : 一 150 150 0^ 150 150 
Product 2  
hj, 80 15 40 40 l 5 
h, 120 25 60 — 60 T5 
u,, • — 層 100 100 1^  
/,, 200 200 200 200 2 ^  
Product 3 
~ ^ , 20 20 30 30 20 30 30 50 60 40 ‘ 
4 40 40 50 50 ~ 4 0 ~ 70 50 1^ W W ~ 
~~^p r!0 r50 f50 Ho l50  
~~7 B0 ^ B0 250 2lF" 
hp I I  
Table 4-2: Ranges of demands and setup costs for products \2 
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4.4.2 Setup costs 
Setup cost for product j is given by: 
p 
S j = T j p (4-30) 
尸=1 
where 
tp is the yh random draw from a uniform distribution over the range [w,p,/J, 
u,p, l,p are upper and lower limits of tp respectively, 
P is equal to 5, 5 and 10 for products 1，2 and 3 respectively. 
The ranges of setup costs for products are shown in Table 4-2. High, 
medium and low setup cost for product; are computed by 2*Sj, 1*5) and 0.5*¾ 
respectively. 
4.4.3 Capacity costs . 
The unit costs for using regular time and overtime capacity are 
respectively 40.0 and 60.0 for all periods in all problems. 
4.4.4 Inventory holding costs 
The inventory costs for carrying a unit of product 1,2,3 for one period are 
respectively 4.0, 7.0 and 6.0. 
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4.4.5 Quantity of capacity available for production 
The quantity of regular time capacity available in period m for a time 
horizon f w i t h seasonality of type i is given by: 
j T 
C j = Y T h : + N , t � I T (4-31) 
7=1 / J = 1 
where 
Nj 二 No. of setups required which is determined by the Economic Order 
Quantity {EOQ) of product j 
Then, this quantity is multiplied by 0.8，1.0 and 1.2 for problems with 
80%, 100% and 120% tightness of capacity respectively. 
The quantity of overtime capacity available in period m with seasonality of 
type i is given by C�,„ = 0.5 * C[„,. 
4.4.6 Capacity absorption rate 
The capacity absorption rates of all products are simply set to 1 (i.e., b�=1 
for j = l,...,J). 
4.4.7 Generation of larger problems 
The same problem generating algorithm is applied when there exists more 
than 3 products or 12 periods. For example, a 6-product problem is treated as two 
3-product problems, while a 9-product problem is treated as three 3-product 
problems. Similarly, a (w*12)-period problem is treated as n 12-period problems. 
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4.4.8 Initialization of Lagrangean multipliers 
The Lagrangean multipliers in this chapter are different from the ones 
discussed in chapter 3. The Lagrangean multipliers (i.e., ^ ) in the chapter 3 are 
product-independent, and there are a total of T Lagrangean multipliers. In this 
chapter, the variable 入 ― d e n o t e s the value of Lagrangean multiplier for 
production of product j in period m to meet the demand in period n. So there are a 
total o i J ^ V Lagrangean multipliers in this chapter. 
As seen in the formulation of the sub-problem SP2, the objective is to take 
a balance between setup and holding of inventory by using the Wagner-Whitin 
algorithm. In the objective function of the formulation, the setup cost and the 
holding cost are represented by S�and 入_’ respectively. So, we initialize its value 
by the following formulae: 
^ , , . = ( n - m y H j (4-32) 
where Hj is the unit inventory holding cost of product j for one period 
4.4.9 Selection of the extent of geometrical reduction and exponential 
smoothing 
As discussed in the Section 4.3.4，we apply a modified version of 
subgradient optimization to update the values of the Lagrangean multipliers. The 
modified version of subgradient optimization can reduce the effect of 
"zigzagging" and speed up the convergence. The step length (i.e., ii) is 
geometrically reduced by the term R (Shor [1968]), and the direction vector is 
exponentially smoothed by the term e " (Held et al. [1974], Camerini et al. [1975], 
Crowder [1976]). We have to select the values of R and a, to determine 
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appropriate extent of geometrical reduction and exponential smoothing for the 
algorithm. Both values of R and a are selected within the range from 0 to 1. 
However, we cannot test for all values within this range for R and a. It is 
impossible to select the values without some ambiguity. We run initial tests by 
selecting the value of R from the set {0.6,0.8,1} and the value of a from the set 
{0,0.25,0.5,0.75}. We define a new term C equal to R*e'". The term C is used as a 
multiple of the step length and the direction vector in updating the values of the 
Lagrangean multipliers. The values of C to be tested are 0.6*e",..., 0.6*e""^ ,^ 
0 .8V, . . . , 0.8*e-"75, I V , . . . , \*e-' '\ The results ofinitial testing for the value o f C 
are shown in Table 4-3. 
Solution Gap (%) 
Value of Value of Value of Average High setup Extreme 80% 
R a C seasonality capacity 
0.6 "0 0.6 0.48 _ 1.00 "0.40 ~oJ3~  
0.25 T".4673 "053 1.03 ""064 0.59 
575 " O l 6 3 ^ 0.63 1.13 _ 0.96 "0J5  
"075 0.2834 0.73 1.22 "l.27 ~ ^  
0.8 T " 0.8 — 0.46 0.98 "0.26 丽  
" g ^ 0.6230— 0.49 1.07 0.37 丽 
0.5 0.4852— 0.52 1.03 “ 0.62 0 ^  
^ 0.3779 _ 0.62 1.13 0.92 ~ W l  
1 T " 1 — 0.68 1.49 0.46 ^  
^ 0.7788— 0.47 0.99 ^ " • “ a 5 4  
"53 0.6065 ~ 0.47 0.99 "0.36 0.51 
0.75 0.4724 0.53 1.03 0.64 | ~ ^   
The value ofsolution gap is computed by: 
. Solution value of the heuristic - Lower bound 
Solution gap = * 100% 
Lower bound 
Table 4-3: Effect of different values of C on solution pap 
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To select an appropriate value of C, each time we first generate a set of 27 
(3*3*3=27) cases with different characteristics on seasonality of demand, level of 
setup and tightness of capacity. All test problems consist of 3 products and 12 
periods. The set of 27 problems with the above 12 combinations is run for 
selecting the value of C. A total of 50 sets of 27 problems are generated in this 
initial test. Hence, a total of 16200 (12*27*50=16200) problems are run for data 
training. 
In analyzing the results, we focus on the performance on: (1) overall 27 
cases (i.e., average solution gap), (2) high level of setup, (3) extreme seasonality 
and (4) low level of production capacity available (i.e., 80% capacity). Mean 
values of solution gap in 50 sets of problems in which each consists of 27 cases 
are computed and shown in Table 4-3. The graphical representations of the results 
are shown in Figure 4-3, 4-4，4-5 and 4-6. Figure 4-3 shows the effect ofdifferent 
values of C on overall average solution gap. More specifically, the effects of high 
setup, extreme seasonality and 80% capacity on average solution gap are 
summarized in Figure 4-4，4-5 and 4-6，respectively. 
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Effect ofC on overall average solution gap 
0.80 "..'._...ji., ~^"»^ .n ,^i. .M, ,j,, ,—^ M .j.'7二二.二-' ；^' J ; ;yy^ ‘ ,'¾>"¾.¾ -¾¾¾^ ,jwjpu»tf,,,， 
g z :¾¾¾'、''p^S^^^y^ 
I = : . ^ r : ^ ^ P S ^ | ^ ^ g g f e ^ ^ ^ r ^ ^ ^ = ^ 
i z ^ ^ ^ ^ m 
0：00 — : - - - ^ - ^ ^ ^ W . _ _ _ _ _ „ _ _ J 
0.28 0.36 0.38 0.47 0.47 0.49 0.6 0.61 0.62 0.78 0.8 1 
Value of C 
Figure 4-3: Effect of different values of C on overall average solution gap 
Effect of C on high levelofsetup 
i ^B 
0.28 0.36 0.38 0.47 0.47 0.49 0.6 0.61 0.62 0.78 0.8 1 
Value ofC 
Figure 4-4: Effect ofhigh level of setup on average solution 卿 � 3 1 
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Effect of C on extreme seasonality 
1.40 __.""^"^�;,,、、， , ~ ~ * ;J : -.-^ r- ,c : ‘ . , ?)-^^K.;，^^‘t; i 办鄉”” . 
I iE - " ^ ^ 3 | ^ ' V , ; ' £ . ： ' 
“ 二 h : . , ， . . ^ ¾ ' ' " " ^  
0.28 0.36 0.38 0.47 0.47 0.49 0.6 0.61 0.62 0.78 0.8 1 
Value of C 
Figure 4-5: Effect of extreme seasonality on average solution gap [31 
Effect of C on 80% capacity 
1 . 0 。 I “ : ¾ ¾ ¾ : ; ¾ ¾ ¾ ¾ ^ ^ ¾ * ? . . 0〜¥々二;丨1 
!::::¾^^^^ 
的 ： - h " , : : : i ‘ : - “ N ^ & ! i S ' . : : , - : ‘ 、 、 ' . , + ::,叫 
0.28 0.36 0.38 0.47 0.47 0.49 0.6 0.61 0.62 0.78 0.8 1 
Value of C 
Figure 4-6: Effect of 80% capacity on average solution gap�3"| 
As illustrated in the above figures, the effects of C on (i) overall average 
solution gap, (ii) high level of setup, and (iii) 80% capacity vary within 0.5%. The 
effect of C on extreme seasonality varies within 1.2%. The differences are not 
significant. To choose the best value of C, we set the values of R and a equal to 
0.8 and 0, respectively, in the following experiments. 
CHAPTER 4 CAPACITATED LOT SIZESfG PROBLEM WITHOUT SETUP TIMES 89 
4.4.10 Close test 
After testing in different combinations, the values of R and a are set to be 
0.8 and 0，respectively. So, the value of C is equal to 0.8. We use the selected 
values ofR and aio run the original 50 sets of problems in which each consists of 
27 different cases. The results of the close test are shown in Table 4-4. All 
problems in the close test are those that have been used to select the value of C in 
previous test. All problems include 3 products and 12 periods. The overall average 
solution gap among 27 cases in the close test is equal to 0.53%. 
Seasonality Setup Capacity Average solution gap 
^ Low 80% 0.00 
N5 Low 100% 0.00 
^ Low 120% — 0.01 
^ Medium 80% 0.82 
^ Medium 100% 0.07 
^ Medium 120% 0.14 
No High 80% 0.77 
N^ High 100% 0.90 
— N o — High — 120% 0.26 一 
Moderate— Low ^ 0.00 — 
Moderate~ Low 100% 0.11 
~Moderate~" Low 120% 0.01 
“Moderate~~ Medium 80% 一 0.61 
~ M o d e r a t e ~ Medium 100% 一 0.47 
Moderate~" Medium 120% 0.20 
— Moderate High 80% 1.55 
— Moderate High — 100% 1.68 一 
— Moderate — High 120% 0.91 一  
Extreme — Low 80% 0.42 
Extreme Low 100% 0.64 
Extreme Low 120% 0.41 
Extreme — Medium 80% 0.39 
Extreme — Medium — 100% 0.56 
Extreme Medium — 120% 0 3 
~~Extreme~~ High 80% ^ 
~~Extreme"~ High 100% 0?73 
一 Extreme High 120% 1.64 
Average solution gap is the average value of solution gaps of each case in 50 sets 
of problems. 
Table 4-4: Performance of the algorithm in close test \2' 
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We are going to investigate the performance of the algorithm in the close 
test with respect to (1) level of setup, (2) seasonality of demand, and (3) tightness 
of capacity. Effects of setup, seasonality and tightness of capacity on average 
solution gap are summarized in Table 4-5, 4-6 and 4-7, respectively. In particular, 
the average solution gap increases sharply in the case of high level of setup. 
Changes in the levels of seasonality and tightness of capacity induce no apparent 
effects on the average solution gap. 
“ Setup 
Low "Medium High 
Average solution gap 0.18 0.38 1.04 
Table 4-5: Effect of setup on average solution gap [3 
Seasonality 
No ""Moderate Extreme 
Average solution gap 0.33 0.62 — 0.65 
Table 4-6: Effect of seasonality on average solution gap [31 
Capacity  
80% 100% 12^^^~" 
Average solution gap 0.61 0.57 一 0 ^ 
Table 4-7: Effect of tightness of capacity on average solution gap [3] 
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Further, the interactions among setup, seasonality and tightness of capacity 
are summarized in the following tables. Table 4-8 shows the interaction of setup 
and seasonality on average solution gap. Table 4-9 presents the interaction of 
tightness of capacity and setup on average solution gap. The interaction of 
tightness of capacity and seasonality is analyzed in Table 4-10. In the case of 
moderate seasonality and high level ofsetup, the average solution gap increases to 
1.38%. But in the case of no seasonality and low level of setup, our algorithm can 
find the optimal solution (i.e., the average solution gap is equal to 0%). 
Seasonality 
Setup No Moderate Extreme 
Low 0.00 0.04 0.49 一 
Medium 0.34 — 0.43 0.36 一 
High 0.64 1.38 1.08 一 
Table 4-8: Interaction of setup and seasonality on average solution gap [31 
Setup 
Capacity Low Medium High 
80% 0.14 0.61 1.07 
ra^ 0.25 0.37 1.10 
120% 0.14 0.16 0.94 一 
Table 4-9: Interaction of tightness of capacity and setup 
on average solution gap [31 
Seasonality 
Capacity No Moderate Extreme 
m o 0-53 - 0.72 0.57 
mO% 0.32 — 0.75 0.64 
120% 0.14 0.37 0.73 
Table 4-10: Interaction of tightness of capacity and seasonality 
on average solution gap [3] 
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4.5 Open test 
With the selected values of parameters in the close test, we generate 100 
sets of new problems in which each set consists of 27 cases, and run them in this 
open test. The problem sets used in the open test are different from those used in 
the close test. All test problems include 3 products and 12 periods. In the open 
test，overall average solution gap among 27 cases is equal to 0.49%. The 
performance of the algorithm on each case of different characteristics is shown in 
Table 4-11. 
Seasonality Setup — Capacity Average solution gap~ 
N5 Low 80% 0.00 
No ~ ~ Low — 100% 0.00 “ 
^ Low 120% 0.02 
N^ Medium 80% 0.77 
N^ Medium 100% 0.06 
N^ Medium 120% — 0.16 
^ ^ No High 80% 1.13 “ 
No High 100% 2.08 — 
- No High 120% 0.28 一 
Moderate — Low — 80% 0.00 — 
Moderate~~ Low — 100% 0.09 
Moderate 一 Low — 120% 0.01 — 
~~Moderate~~" Medium 80% 0.67 一 
Moderate~~ Medium — 100% 0.71 
Moderate~~ Medium 120% 0.33 
“M o d e r a t e “ High 80% 一 1.81 
Moderate — High 100% 1.85 
~~Moderate~~ High 120% 一 0.95 
E x t r e m e ~ Low 80% 0.08 
Extreme — Low 一 100% 0.08 “ 
~~Extreme~~" Low 120% ~ 0.05 
E x t r e m e ~ Medium — 80% 0.28 
Extreme Medium — 100% 0.31 — 
""•Extreme~~~ Medium 120% 0.09 
"""Extreme""" High 80% — 0.22 
^ ^ E x t r e m e ~ High 一 100% — 0.75  
Extreme High 120% 0.43 
Average solution gap is the average value ofsolution gaps of each case in 100 sets 
of problems. 
Table 4-11: Performance of the algorithm in open test [2] 
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Then, we analyze the performance of the algorithm in the open test with 
respect to (1) level of setup, (2) seasonality of demand, and (3) tightness of 
capacity. The effects of setup, seasonality, and tightness of capacity are 
summarized in Table 4-12, 4-13 and 4-14，respectively. Moreover, Table 4-15，4-
16 and 4-17 shows the interactions among setup, seasonality and tightness of 
capacity, respectively. 
Setup 
Low "Medium High 
Average solution gap 0.04 0.38 L06 
Table 4-12: Effect of setup on average solution gap [41 
Seasonality 
No "Moderate Extreme 
"Average solution gap 0.50 0.71 0.26 
Table 4-13: Effect of seasonality on average solution gap [4] 
Capacity 
80% lOQo/o 120^^~~ 
Average solution gap 0.55 0.66 — 0 6 
Table 4-14: Effect of tightness of capacity on average solution gap [4] 
Seasonality 
Setup ^ Moderate Extreme 一 
Low 0.01 — 0.03 0.07 
Medium 0.33 — 0.57 0.23 
High 1.16 1.53 0.47 
Table 4-15: Interaction ofsetup and seasonality on average solution gap [4] 
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Setup 
Capacity Low Medium High — 
80% 0.03 — 0.57 1.05 
100% 0.06 — 0.36 1.56 
120% 0.03 0.20 0.55 
Table 4-16: Interaction of tightness of capacity and setup 
on average solution gap [4] 
Seasonality 
Capacity No Moderate Extreme 一 
80% 0.63 0.83 0.20 
100% 0.71 一 0.88 0.38 一 
120% 0.15 0.43 0.19 
Table 4-17: Interaction of tightness of capacity and seasonality 
on average solution gap [4] 
To summarize, similar to the close test study, the average solution gap 
increases sharply to 1.06% in the case of high level of setup. Next, our algorithm 
performs better in the case of extreme seasonality than in the cases of no 
seasonality and medium seasonality. The average solution gap in the case of 
moderate seasonality is the largest one (i.e., 0.71%) among different levels of 
seasonality. Besides, when the level of tightness of capacity drops from 120% to 
80%, the average solution gap increases slightly from 0.26% to 0.55%. 
In addition, the average solution gap exceeds 1% in the following 
interactions among level of setup, seasonality and tightness of capacity: (1) high 
level ofsetup and no seasonality, (2) high level of setup and moderate seasonality, 
(3) high level of setup and 80% capacity, and (4) high level of setup and 100% 
capacity. 
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4.6 Managerial Implications 
As observed in the open test, our algorithm for solving CLS problem 
without setup times performs relatively poorly in the cases of high level of setup 
(i.e., average solution gap = 1.06%). When the level of setup is high, a setup 
operation incurs a high setup cost and increases the total cost of the production 
plan. 
To improve the algorithm performance, the solution is to look for more 
sources of production capacities in order to increase the amount of capacity 
available in each period. Besides, an efficient forecasting system is essential to 
provide accurate forecasts of product demands in different periods. The 
management estimates the requirement of production capacities according to the 
demand forecasts. Better demand forecasts can eliminate the needs to look for 
additional sources of production capacities during production. 
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4.7 Comparison with other approaches 
In this section, we compare our algorithm with the Gilbert and Madan's 
[1991] algorithm. In addition, by setting the amount of setup times equal to zero, 
we apply the algorithm discussed in chapter 3 and compare the algorithm 
presented in this chapter. The input data for comparisons are the same as those 
generated in the 100 sets of problems in the open test. 
4.7.1 Gilbert and Madan's approach 
A total o f27 different cases are solved by the Gilbert and Madan's [1991] 
algorithm. For each case, 100 different problems are solved repeatedly to observe 
the average performance of their algorithm. On average, our algorithm performs 
better than the Gilbert and Madan's algorithm by 0.45%. The details of the 
comparison are shown in Table 4-18. 
In the case of no seasonality, medium setup and 80% capacity, the Gilbert 
and Madan's algorithm cannot find a feasible solution in 10 problems of a total of 
100 problems. In the case of moderate seasonality, high setup and 80% capacity, 
the Gilbert and Madan's algorithm cannot find a feasible solution in 4 problems of 
a total of 100 problems. However, our algorithm can generate a feasible solution 
in all 100 problems for all 27 cases. 
Among 27 cases, our algorithm only performs worser than the Gilbert and 
Madan's algorithm in 3 cases (i.e., (1) no seasonality, medium setup and 80% 
capacity, (2) no seasonality, high setup and 80% capacity, and (3) extreme 
seasonality，high setup and 100% capacity). However, there are only slight 
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differences in these 3 cases. In other 24 cases, our algorithm performs better than 
the Gilbert and Madan's algorithm. 
Seasonality ~~Setup~~~ Capacity fCj JC^ Improvement 
i%) 
No “ Low 80% 563224 561139 0.37 
No Low _ 100% 514433 “ 513866 0.11 
“ No Low 120% 515731 — 513954 0.34 “ 
No “ Medium — 80% 600466' 601290 -0.14 
No Medium 100% “ 554723 554076 0.12 _ 
No Medium 120% 552432 550028 0.44 _ 
No High 80% “ 653953 653976 0.00 _ 
~ ~ 1 ^ High 100% ~ e m ^ 616158 2.25 
^ High 120% “ 607072 597266 1.62 “ 
Moderate Low 80% “ 564437 563627 0.14 一 
Moderate — Low 100% —523866 523224 0.12 
Moderate — Low 120% —517234 ~ 1 6 1 4 8 0.21 
Moderate Medium 80% “ 603066 601113 0.32 “ 
Moderate Medium 100% “ 566740 560253 1.14 _ 
Moderate Medium 120% “ 554476 551071 0.61 — 
Moderate 一 High 80% 658565" 657973 0.09 
Moderate — High 100% ~~6249T8~ 617280 1.22 
Moderate High 一120% 6 0 4 6 5 ^ 599665 0.83 
"~Extreme Low 80% —670160 665835 0.65 
~"Extreme ~~ Low 100% ~629420 6 2 7 W ~ 0"¾ 
~~Extreme — Low 120% —601361 600883 0.08 ~ ~ 
"~Extreme —Medium 80% l 8 8 1 3 6 9 7 ^ ~ oT7 
~ E x t r e m e —Medium 100% ""659708 6 5 8 9 4 7 ~ 0.12 
~"Extreme —Medium 120% —635150 632900 0.35 
Extreme — High 一80% 7 5 6 l ^ 752661 0.56 
“^Extreme — High 100% l 3 0 3 9 7 1 4 4 l F " -0.19 
—Extreme High 120% 689895 686746 0.46 
Remark 
(1) TCi is the average value of total cost in 100 problems solved by Gilbert and Madan's 
algorithm. 
(2) TC2 is the average value of total cost in 100 problems solved by our algorithm. 
(3) Improvement = (TC, - TC2) / TC,*WO% 
(4) The symbol “*，’ implies that the Gilbert and Madan's algorithm cannot find a feasible solution 
in 10 problems of a total of 100 problems for that case. 
(5) The symbol "**" implies that the Gilbert and Madan's algorithm cannot find a feasible solution 
in 4 problems ofatotal of 100 problems for that case. 
Table 4-18: Comparison with Gilbert and Madan's approach 
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4.7.2 Our algorithm for CLS problem with setup time consideration 
We set the amount of setup times equal to zero and use the algorithm 
discussed in the chapter 3 to solve 27 different cases. 100 different problems are 
solved repeatedly for each case. Then, we make comparison on the performances 
between the algorithm discussed in the chapter 3 and the one discussed in the 
chapter 4. The details of the comparison are summarized in Table 4-19. 
In all 27 cases, our algorithm for CLS problem without setup time 
consideration performs better than the one with setup time consideration. On 
average, our algorithm without setup time consideration performs better than the 
one with setup time consideration by 2.11%. Significant improvements can be 
found in the following cases: (1) high level of setup and 100% capacity, (2) high 
level of setup and 120% capacity, (3) no seasonality, medium setup and 100% 
capacity, (4) no seasonality, medium setup and 120% capacity, and (5) moderate 
seasonality, medium setup and 100% capacity. Experiments show that the 
approach using Lagrangean relaxation with a decomposition scheme can find a 
production plan with a lower total cost. 
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Seasonality Setup~~~ Capacity TQ TQ Improvement 
(%) 
No Low 80% 561237 561139 0.02 
‘ No Low “ 100% 514290 “ 513866 0.08 
No Low “ 120% 514026 “ 513954 0.01 
^ Medium 80% “ 602411 601290 — ^ 
一 No Medium “ 100% 584119 ~ 554076 — 5.14 “ 
~ ~ No ~~Medium 120% "T73045 550028 4.02 
T ^ High 80% ~ ~ ^ 6 5 653976 1.79 
~ No — High 100% ~~645556 616158 4.55 
^ High 120% 623319 “ 597266 4.18 
Moderate Low — 80% 563936 563627 0.05 
-Modera te — Low ~ 100% 524475 523224 0.24 
Moderate Low 120% “ 516289 516148 0.03 _ 
Moderate Medium 80% “ 614815 601113 2.23 “ 
Moderate “ Medium 100% —595721 560253 5.95 
Moderate Medium 120% 558264 551071 1.29 一 
Moderate — High 80% " " 6 6 8 l 7 T " 657973 1.56 
Moderate High 100% 650807 617280 5.15 “ 
Moderate “ High 120% —636448 599665 5.78 
~~Extreme — Low 80% —670528 665835 0.70 
Extreme “ Low 100% 629149 627913 0.20 
~~Extreme — Low ~ 120% —606269 600883 0.89 
“ E x t r e m e —Medium 80% —708025 697655 1.46 
"~Extreme —Medium 100% 670205 658947 1.68 
~~Extreme —Medium 120% —637265 632900 0.68 
Extreme — High 一80% 766776~ 752661 1.84 
Extreme High — 100% "^45484 714410 4 T T " ~ ~ 
—Extreme High 120% 709061 686746 3 . l l 
Remark 
(1) TCi is the average value of total cost in 100 problems solved by our algorithm for CLS 
problem with setup time consideration (discussed in the chapter 3). 
(2) TC4 is the average value of total cost in 100 problems solved by our algorithm for CLS 
problem without setup time consideration (discussed in the chapter 4). 
(3) Improvement = (TCs - TQ) / TC3*lOO% 
Table 4-19: Comparison with our algorithm for CLS problem 
with setup time consideration on total cost 
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Besides, as discussed in the sections 3.5 and 4.5, the algorithm for CLS 
problem with setup time consideration finds solutions with overall average 
solution gap among 27 cases equal to 5.09%. The algorithm for CLS problem 
without setup time consideration finds solutions with overall average gap equal to 
0.49%. The performance of the one without setup time consideration is better. We 
explain it in two different perspectives: 
(1) The algorithm without setup time consideration can find a solution with a 
lower total cost. This is shown in the table 4-19. 
(2) The algorithm without setup time consideration applies Lagrangean relaxation 
with a decomposition scheme. It can generate a tighter lower bound than the 
one using Lagrangean relaxation only. The details of comparison between the 
two lower bounds are shown in Table 4-20. 
On average, the algorithm for CLS problem without setup time 
consideration generates a tighter lower bound by 1.70%. In particular, significant 
differences are found in the cases ofextreme seasonality. 
Hence, experiments show that in all 27 cases the algorithm using 
Lagrangean relaxation with a decomposition scheme generates a solution with a 
lower total cost and a tighter lower bound than the one using Lagrangean 
relaxation only. . 
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Seasonality Setup Capacity ALB! ALB� Difference (%)~ 
No Low 80% “ 561125 “ 561137 ^ 
No Low 100% 513862 513866 M 0  
No Low 120% 513862 513865 ^ 
No Medium — 80% 595816 “~"596729 0 5 
No Medium 100% 548055 553746 L04  
No Medium 120% 548038 549137 0 ^ 
No _ High 80% 638640 646747 h T j  
No High - 100% 590019 603683 l 3 2  
No High 120% — 588450 595599 YT\  
Moderate Low 80% — 563517 563603 “ ^ 
Moderate Low _ 100% 520459 522749 ^  
Moderate — Low 120% 515998 “ 516100 ~ 0.02 ~ ~ 
Moderate Medium 80% 596753 “ 597133 0.06 ~ 
Moderate Medium 100% 553157 — 556331 0.57 “ 
-Modera te Medium • 120% 548535 — 549265 一 0.13 
Moderate “ High 80% 639040 “ 646343 “ 1.14 ~ ~ 
—Moderate High _ 100% 595486 — 606174 一 1.79 
Moderate “ High 120% —590767 ~ 9 4 0 7 0 0.56 
- E x t r e m e Low _ 80% 643369 — 665283 3.41 — 
“ E x t r e m e Low _ 100% 589456 — 627443 6.44 一 
“ E x t r e m e _ Low 120% — 589793 “ 600573 — 1.83 
Extreme Medium _ 80% 675354 695708 J m 
Extreme “ Medium 100% 620552 656915 5 M 
Extreme “ Medium 120% — 621215 “ 632308 T7j9 
Extreme _ High 80% 723203 751001 3 ^  
Extreme “ High 100% 666873 709133 ^  
一 Extreme High 120� /� 666980 683795 2.52 
Remark 
(1) ALB] is the average value of lower bounds generated by the algorithm for CLS problem with 
setup time consideration (discussed in the chapter 3) in 100 problems. 
(2) ALB2 is the average value of lower bounds generated by our algorithm for CLS problem 
without setup time consideration (discussed in the chapter 4) in 100 problems 
(3) Difference = (ALB2-ALB,)/ALB,*100% • 
Table 4-20: Comparison with our algorithm for CLS problem 
with setup time consideration on lower bound 
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4.8 Summary 
In recent years, there has been a trend towards minimizing setup times 
incurred in setup operations. The amount of setup times in some industries can be 
reduced to near zero and the consideration of setup times becomes insignificant. 
In this chapter, our objective is to solve the CLS problem without setup time 
consideration using Lagrangean relaxation with a decomposition scheme. 
The algorithm in this chapter is similar to the one discussed in Chapter 3, 
except for the inclusion of the decomposition scheme. The decomposition cannot 
be applied in the formulation of CLS problem with setup times, since the setup 
variable is tied in the capacity constraint. In this chapter, we use the 
decomposition scheme to decompose the original problem into two sub-problems 
and obtain two sets of setup decisions (i.e., setup strings) by solving the sub-
problems. Making use one of the setup strings, we convert the original problem 
into a transportation problem. We then solve the transportation problem twice and 
retain the better solution resulted from one of the setup strings. The overall 
Lagrangean dual problem is solved by a modified version of subgradient 
optimization. A lower bound is generated in the end of the algorithm. 
The performance ofthe algorithm is measured with the lower bound in the 
open test study. Besides, we compare the performance of the algorithm with (1) 
Gilbert and Madan's [1991] algorithm and (2) our algorithm for CLS problem 
with setup time consideration (discussed in Chapter 3) by setting the setup times 
equal to zero. Experiments show that our algorithm performs better than the 
Gilbert and Madan's algorithm in 24 cases (a total of 27 cases investigated). 
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Further, the algorithm for CLS problem without setup time consideration fmds a 
solution with lower total cost and generates a tighter lower bound than the one 
with setup time consideration. 
CHAPTER 5 CONCLUSION • 
Chapter 5 
Conclusion 
In this research, we study a class of Single Level Capacitated Lot Sizing 
(CLS) problem. The objective of the problem is to develop a master production 
schedule that minimizes the sum of production, setup and inventory holding costs 
with capacity limitations. The problem can be found in many manufacturing settings, 
such as bottling and production ofrolled aluminum coils. The problem is shown to be 
NP-hard (Gilbert and Madan [1991]). We formulate the problem more 
comprehensively to allow for different sources of capacities, such as regular time, 
overtime and subcontracting. 
In real manufacturing environment, a setup operation is required before a 
production takes place. Most CLS research studies assume that a setup operation 
requires very little time and formulate the problem without setup time consideration. 
However, in other industrial settings such as bottling, the amount of setup times is 
significant and cannot be ignored. To have a complete study, we classify the Single-
Level CLS problem into two categories: with and without setup time consideration. 
We then develop two similar and efficient algorithms based on Lagrangean relaxation 
to solve the CLS problems with and without setup time consideration. 
A lower bound is generated to measure the performance ofthe algorithms. Our 
computational results show that both algorithms give very reliable results by 
comparing to the lower bounds. We generate test problems ofdifferent characteristics 
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with respect to (1) level of setup, (2) seasonality of demand, and (3) tightness of 
capacity. For the CLS problem without setup time consideration, we build a 
decomposition scheme in addition to the use of Lagrangean relaxation. We compare 
our algorithm to the Gilbert and Madan's [1991] algorithm. Experiments show that 
our algorithm performs better than the Gilbert and Madan's algorithm in solving a 
variety of test problems. Besides, we set the amount of setup times equal to zero, and 
apply our algorithm for CLS problem with setup time consideration to solve a variety 
of test problems without setup times. In comparison, our algorithm for the CLS 
problem without setup time consideration performs better than the one with setup time 
consideration in all cases oftest problems. It not only finds a solution with lower total 
cost, but also generates a tighter lower bound. 
There are several directions for future research. First we may investigate the 
impact of the window size concept. Second, we may observe any difference in the 
performance of the algorithm with other considerations. 
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Appendix A 
Vogel's approximation method 
Step 1: First, assign all cells in transportation tableau to be non-basic. Set 
all rows and columns to be unmarked. For each column, initialize 
C, to the corresponding original supply of production' capacity. 
Similarly, for each column, initialize Dj to the corresponding 
original demand. 
Step 2: Calculate the cost Ry for each non-basic cell in an unmarked row 
and an unmarked column of the transportation tableau. R^ j shows 
the rate at which the value of objective function will increase as the 
flow in the cell (i,j) is increased when it is entered into the basis. 
Let Aij be the coefficient of the cell (iJ) in the continuous portion of 
the objective function, and S” be the setup cost associated with the 
cell (i,j). 
(1) If a setup cost associated with the cell has been already 
assigned, it implies that some other cells sharing this setup are 
already in the basis. Then, set R,j = Ay. 
(2) In contrast, if no other basic cells share the setup with the cell 
(hJ% the fixed charge portion of the objective function will 
increase by S” when the cell (i,j) is entered into the basis. Since 
the flow assigned to the cell (i,j) is the minimum value between 
C and Dj, the average rate at which the value of objective 
function increases will be given by setting 
^^ = 4 + ^/min(C,Z),). 
Step3: For each unmarked row (unmarked column), calculate the row 
penalty (column penalty) that is the difference in costs between the 
non-basic cells in that row (column) assigned with the smallest cost 
and the second smallest cost. All cells in marked rows (marked 
columns) are neglected. 
Step 4: Select a row or a column assigned with the largest penalty. Identify 
the cell (i,j) assigned with the smallest cost in that row or column. 
The cell is going to enter to the basis. 
Step 5: Allocate a flow of X>j = min(C,,D,) to the cell selected. Set C, to Q-
Xij and Dj to Dj-X”, Either C, or Dj will be reduced to zero. Mark 
row i (columny) ifC, becomes zero {Dj becomes zero). 
Step 6: If all rows and columns are marked, stop the procedure. 
Otherwise, go to step 2. 
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