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ABSTRACT
The linear spline growth mixture model (LSGMM), which extends the linear spline growth model
(LSGM) to the growth mixture model framework, is an appropriate tool for analyzing longitudinal
data sets that come from a mixture of at least two latent classes and the underlying growth trajectories
within each class are nonlinear. For each latent class, it approximates complex patterns by attaching at
least two linear pieces. Besides examining within-person changes and between-person differences of
trajectories simultaneously, it poses interesting statistical challenges, such as estimating the location
of a change point (or knot), grouping individuals into at least two unobserved classes, examining
factors that may be associated with those latent groups, and analyzing data with individually-varying
measurement occasions. We developed a two-step bilinear spline growth mixture model (BLSGMM)
to cluster these linear piecewise individual trajectories as well as to associate time-invariant covariates
(TICs) to the latent classes. Our simulation studies demonstrate that the proposed BLSGMM-TICs is
capable of clustering the nonlinear change patterns well. More importantly, they generally estimate
the parameters of interest unbiasedly, precisely, and exhibit appropriate confidence interval coverage.
Keywords Linear spline growth mixture models · Unknown knots · Individually-varying time points · Time-invariant
covariates · Simulation studies
1 Introduction
Longitudinal analysis plays a vital role in various disciplines to investigate how the metrics of interest change over time,
and to evaluate whether different varying patterns exist across multiple groups, which could result from a manifested
variable, such as a treatment effect, or be distinguished by a latent one. The change patterns can exhibit a nonconstant
relationship with the recorded time to some degree if the study duration under investigation is long enough. Nonlinear
trajectories exist in multiple areas, for example, verbal ability (Jones and Bayley, 1941), math ability (Harring, 2009),
rehabilitation after the knee replacement surgery (Riddle et al., 2015; Dumenci et al., 2019), and cognitive accelerated
aging (Finkel et al., 2003). Previous studies have examined the nonlinear trajectories of a single population as well as
multiple subpopulations with varied functional forms of the change patterns. One possible form is the linear spline
trajectory to the time (Grimm et al., 2016), also referred to as a piecewise linear latent growth model (Sterba, 2014). By
∗CONTACT Robert A. Perera. Email: robert.perera@vcuhealth.org
ar
X
iv
:1
91
1.
09
93
7v
1 
 [s
tat
.M
E]
  2
2 N
ov
 20
19
A PREPRINT - NOVEMBER 25, 2019
allowing for piecewise linear change patterns for distinct periods, the linear spline trajectory can approximate more
complex underlying change patterns.
When analyzing longitudinal data sets, it is often of interest to examine the difference in change patterns of samples
from multiple subpopulations. When classes of individuals need to be identified from their trajectories post hoc, we
usually resort to latent class growth models (LCGMs) (Nesselroade, 1991; MacCallum and Austin, 2000; Jung and
Wickrama, 2008) or growth mixture models (GMMs) (Muthén and Shedden, 1999; Jung and Wickrama, 2008). LCGMs
aim to capture characteristics of between-individual differences in within-individual change over time (Nesselroade,
1991). The change patterns can be specified as a parametric or nonparametric functional form of time t. For example,
Peristera et al. (Peristera et al., 2018) compared a B-spline LCGM with a polynomial LCGM. They showed that the
model with nonparametric trajectories outperformed the other one in terms of capturing the trajectory shapes and then
performed better to group trajectories. However, the LCGM framework assumes that a single growth trajectory can
adequately approximate an entire latent class.
In contrast, by allowing for individual trajectories, GMMs distinguish subpopulations or latent classes in the data set,
such that individuals classified into the same subpopulation have similar trajectories and individuals classified into
different subpopulations have sufficiently different trajectories (Jung and Wickrama, 2008). Researchers employ GMMs
to separate individual trajectories into (unobserved) groups and to investigate the change patterns of individuals over
time by examining the mean vector and variance-covariance matrix of growth factors of each latent class. By definition,
the GMM is a weighted sum of probability density functions (PDFs) with assumptions that individuals in the same
subpopulation have a homogeneous underlying functional form and that the PDF of growth factors (i.e., individuals’
intercepts and slopes) in each latent class follow a multivariate normal distribution (Bauer and Curran, 2003). This
article focuses on linear spline growth mixture models (LSGMMs), which extend the LSGMs to the GMM framework.
The LSGMM poses several interesting statistical challenges. First, it is of the most interest to decide how to separate
individuals, which is usually realized by adding a categorical latent variable into the latent growth model and estimating
parameters of each unobserved group as well as the mixing proportions of each group iteratively (Muthén and Shedden,
1999; Jung and Wickrama, 2008). Moreover, we are interested in investigating the characteristics of the linear spline
functional form for each subpopulation. Other than the initial status and the rate of change of each stage, it is of interest
to investigate the inflection point or ‘knot’ at which two linear segments join together. Theory-driven methods (Flora,
2008) can be used to decide the knot(s) in the linear spline function. For example, researchers employed a bilinear
spline growth mixture model (BLSGMM) with a pre-specified fixed knot to identify a subpopulation of patients who
did not fully benefit from the knee replacement surgery as well as to investigate the short- and long- term post-surgical
rehabilitation (Dumenci et al., 2019).
Alternatively, researchers viewed the knot as a parameter in a more flexible setting (Kwok et al., 2010). Previous
studies have employed the GMM framework with unknown fixed knots in the linear-linear piecewise growth mixture
model (Kohli, 2011; Kohli et al., 2013) to estimate knots with a unified functional form of two linear pieces through
reparameterization (Harring et al., 2006). By implementing this model, Kohli, Harring and Hancock examined the
development in each stage as well as estimated fixed knots for procedural learning task research (Kohli et al., 2013).
Although this reparameterized BLSGMM with unknown knots makes it convenient to separate individual trajectories and
estimate the inflection points, they may be less useful when being employed to analyze the piecewise change patterns,
as this existing BLSGMM suffered a non-convergence issue (Kohli, 2011) in the frequentist framework. Although a
study has shown that Bayesian inference (Markov chain Monte Carlo) outperformed the maximum likelihood approach
in terms of the convergence rate (Kohli et al., 2015), it is noted that the Bayesian inference is usually computationally
intensive, especially for complex models.
Additionally, in the reparameterized setting, the first growth factor is the average intercept (Harring et al., 2006),
suggesting that the intercept of each linear piece needs to be involved, which is redundant. A bilinear change pattern
only requires the initial status, the slope of each stage, and the knot to demonstrate its entire characteristics. As proved in
earlier studies, the intercept and two slopes in the latent growth curve model can be reparameterized as the measurement
at the knot, the mean of two slopes, and the half difference of two slopes (Seber and Wild, 2003; Grimm et al., 2016),
and the transformed and inverse-transformed matrics for the mean vector and the variance-covariance matrix of growth
factors between the original and the reparameterized settings can be derived through algebra (Liu, 2019; Liu et al.,
2019). This article extends the reparameterization scheme to the growth mixture model framework.
In practice, associations between baseline covariates and the latent classes are of interest since the baseline characteristics
could allow for prognostic decisions. For example, it is the patient-level covariates at baseline instead of the latent
classes of post-treatment trajectories that enable physicians to decide whether a patient would benefit from a specific
treatment and make a treatment decision for each patient. However, to our knowledge, no previous studies concerning
the association between the latent classes of nonlinear trajectories and the individual-level covariates have already been
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taken, indicating that we are not yet capable of deciding the subpopulation who benefit from a specific treatment based
only on the baseline characteristics.
Previous studies have shown that associating subject-level covariates to latent classes can be realized by either one-step
models (Clogg, 1981; Goodman, 1974; Haberman, 1979; Hagenaars, 1993; Vermunt, 1997; Bandeen-Roche et al., 1997;
Dayton and Macready, 1988; Kamakura et al., 1994; Yamaguchi, 2000) or two-step models (Bakk and Kuha, 2017)
or three-step models (Vermunt, 2010; Bolck et al., 2004; Asparouhov and Muthén, 2014). This article focuses on the
two-step model. The one-step method has some disadvantages. For example, the exploratory study is time-consuming
because estimating parameters from mixture models is computationally intensive since we need to refit the whole model
when we respecify it, especially when the number of potential covariates is large (Vermunt, 2010). More importantly,
adding or removing covariates may affect component membership (Vermunt, 2010; Bakk and Kuha, 2017). Unlike the
one-step approach, the stepwise model yields the size of each latent group from which we can calculate the entropy
that reflects separation based on the trajectories (Stegmann and Grimm, 2018). In addition, one published study has
shown that the two-step procedure is consistently better than the three-step approach (Bakk and Kuha, 2017). When
employing the two-step model, we first cluster nonlinear trajectories and estimate inflection points simultaneously
with a pre-specified number of subpopulations. We then investigate the associations between the latent classes and the
individual level covariates further.
Another statistical challenge of longitudinal data sets is the issue of individual-varying measurement occasions, which
may emerge if time is measured precisely. For example, in a real-world study, researchers may record the measurements
of a metric of interest as an exact date instead of months or years. One possible way to fit the growth model with
individual measurement occasions is the definition variable approach, in which the ‘definition variables’ are defined
as observed variables that are employed to adjust model parameters to individual-specific values (Mehta and West,
2000; Mehta and Neale, 2005). In the SEM framework, early studies have demonstrated how to incorporate the
definition variables in the latent growth curve model framework, either with linear trajectories (Mehta and West, 2000),
or piecewise linear-linear trajectories with pre-specified inflection knot (Sterba, 2014), or with an unknown knot (Liu
et al., 2019). This article extends the definition variables approach to the GMM framework.
The proposed model fills an existing gap by describing how to fit a BLSGMM with time-invariant covariates (BLSGMM-
TICs) in the individually-varying time points (ITPs) framework to estimate knots. Specifically, we develop a two-step
model to group the trajectories into latent classes and then investigate the predictors of the unobserved groups. The
remainder of this article is organized as follows. In the method section, we present the model specification of the
two-step BLSGMM-TICs. We then describe model estimation as well as the Monte Carlo simulation design for model
evaluation. In the result section, we evaluate the model performance through the estimating effects, which include the
bias, the root-mean-squared-error (RMSE), and the empirical coverage for a nominal 95% confidence interval of each
parameter of interest, as well as the clustering effects, which include accuracy and entropy.
2 Method
2.1 Model Specification
Suppose the pre-specified number of subpopulations is K, for i = 1 to n individuals and k = 1 to K latent classes, we
express the model as
yi = Λi(γ
(k))η
(k)
i + 
(k)
i , (1)
where yi is a J × 1 vector of the repeated outcomes for the ith person (in which J is the number of measurements).
Λi(γ
(k)), a function of the unknown knot γ(k) of class k, is a J × 3 matrix of factor loadings determined by definition
variables. η(k)i is a 3× 1 vector of growth factors η(k)i = (η(k)0i , η(k)1i , η(k)2i )T , for an intercept and two slopes) of the
ith individual in class k, and (k)i is a J × 1 vector of residuals of the ith person in class k. To simplify the model, we
assume that individual residuals follow identical and independent normal distributions over time in each latent class,
that is, (k)i ∼ N(0, θ(k) I).
It is noted that in Equation (1), although Λi(γ(k)) is class-specific due to the corresponding knot, we still assume that all
classes follow a bilinear spline growth trajectory and express the growth factors as deviations from their class-specific
means
η
(k)
i = µ
(k)
η + ζ
(k)
i , (2)
where µ(k)η is a 3× 1 vector of growth factor means of class k and ζ(k)i is a 3× 1 vector of residual deviations of the
ith individual in class k. ζ(k)i follows a multivariate normal distribution ζ
(k)
i ∼MVN(0,Ψ(k)η ), where Ψ(k)η is a 3× 3
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variance-covariance matrix of growth factors in class k. Accordingly, for the ith individual in the kth unobserved group,
the within-class model implied mean vector (µ(k)i ) and variance-covariance matrix of repeated measurements (Σ
(k)
i ) are
µ
(k)
i = Λi(γ
(k))µ(k)η , (3)
Σ
(k)
i = Λi(γ
(k))Ψ(k)η Λi(γ
(k))T + θ(k) I. (4)
By definition, a GMM is a weighted sum of at least two multivariate normal distributions with unknown prior proportions.
So in the first step, we express it in the form (Bishop, 2006)
p(yi) =
K∑
k=1
pi(k)p(yi|µ(k)i ,Σ(k)i ) (5)
under constraints that 0 ≤ pi(k) ≤ 1 and that∑Kk=1 pi(k) = 1, where pi(k) are mixing coefficients (Bishop, 2006). In the
equation, K is the number of latent classes; µ(k)i and Σ
(k)
i are the expected mean vector and the variance-covariance
structure of outcomes of the ith individual in the kth unobserved group, which are expressed as equation (3) and (4),
respectively. The kth mixing coefficient pi(k) is the prior probability of picking the kth component, which is also
estimated during the model fitting process (McLachlan and Peel, 2000).
In the second step, by allowing the prior probabilities of being logistic functions of the individual-level covariates and
fixing the mean vector and the variance-covariance matrix of growth factors as the estimates in the first step (and then
fixing the mean vector and the variance-covariance matrix of repeated outcomes), we estimate the coefficients of the
covariates. Accordingly, we modify the weighted sum in equation (5) as
p(yi|Xi) =
K∑
k=1
pi(k)(Xi)p(yi|Xi, µˆ(k)i , Σˆ(k)i )
=
1
1 +
∑K
k=2
(
exp(β
(k)
0 + β
T (k)Xi)
)p(yi|Xi, µˆ(1)i , Σˆ(1)i )
+
K∑
k=2
exp(β
(k)
0 + β
T (k)Xi)
1 +
∑K
k=2
(
exp(β
(k)
0 + β
T (k)Xi)
)p(yi|Xi, µˆ(k)i , Σˆ(k)i ),
(6)
where we set the first latent class as the reference group, {β(k)0 ,βT (k)} are regression coefficients of the kth latent class,
µˆ
(k)
i and Σˆ
(k)
i are the estimates of the mean vector and the variance-covariance matrix of outcomes in the k
th mixture
component from the first step. It is noted that in Equation (6), the logistic functions must satisfy the usual constraints of
mixing proportions, namely, 0 ≤ pi(k)(Xi) ≤ 1 and
∑K
k=1 pi
(k)(Xi) = 1.
2.2 Model Estimation
The parameters in the model given in Equations (1) and (2) include the mean vector and the variance-covariance matrix
of growth factors from each latent class and the mixing proportions. As done in previous studies (Grimm et al., 2016;
Liu, 2019; Liu et al., 2019), we reparameterize the growth factors in subpopulation k as
η
′(k)
i =
(
η
′(k)
0i η
′(k)
1i η
′(k)
2i
)T
=
(
η
(k)
0i + γ
(k)η
(k)
1i
η
(k)
1i +η
(k)
2i
2
η
(k)
2i −η(k)1i
2
)T
. (7)
We then express corresponding factor loadings of the kth latent class as
Λ
′
i(γ
(k)) =
(
1 tij − γ(k) |tij − γ(k)|
)
(j = 1, · · · , J).
Then the within-class model implied mean vector (µ(k)i ) and variance-covariance matrix (Σ
(k)
i ) of the i
th individual
with reparameterized growth factors in the kth latent class can be re-expressed as
µ
(k)
i = Λ
′
i(γ
(k))µ
(k)
η
′ , (8)
Σ
(k)
i = Λ
′
i(γ
(k))Ψ
(k)
η
′ Λ
′
i(γ
(k))T + θ(k) I. (9)
where µ(k)
η
′ is the mean vector (3× 1) and Ψ(k)
η
′ is the variance-covariance matrix (3× 3) of reparameterized growth
factos in class k. More detailed derivation of class-specific transformed and inverse-transformed matrics can be found
in Appendix 6.1.
4
A PREPRINT - NOVEMBER 25, 2019
For the proposed model, Θs1 and Θ
′
s1 are defined as
Θs1 = {µ(k)η0 , µ(k)η1 , µ(k)η2 , γ(k), ψ(k)00 , ψ(k)01 , ψ(k)02 , ψ(k)11 , ψ(k)12 , ψ(k)22 , θ(k) , pi(2), · · · , pi(K)},
Θ
′
s1 = {µ
′(k)
η0 , µ
′(k)
η1 , µ
′(k)
η2 , γ
(k), ψ
′(k)
00 , ψ
′(k)
01 , ψ
′(k)
02 , ψ
′(k)
11 , ψ
′(k)
12 , ψ
′(k)
22 , θ
(k)
 , pi
(2), · · · , pi(K)},
k = 1, · · · ,K
which list the parameters in the original and the reparameterized frames, respectively.
We then employ full information maximum likelihood (FIML) to estimate Θ
′
s1 due to the potential heterogeneity of
individual contributions to the likelihood. Equations
liki(Θ
′
s1|yi) =
K∑
k=1
[
pi(k)p(yi|µ(k)i ,Σ(k)i )
]
=
K∑
k=1
[
pi(k)
(
C − 1
2
ln |Σ(k)i | −
1
2
(yi − µ(k)i )T [Σ(k)i ]−1(yi − µ(k)i )
)]
and
log lik(Θ
′
s1|y) =
n∑
i=1
log liki(Θ
′
s1|yi)
are the likelihood function for each individual and the log-likelihood for the overall sample, respectively (Hoyle, 2012),
where C is a constant, n is the number of individuals, µ(k)i and Σ
(k)
i are the mean vector and the variance-covariance
matrix of repeated outcomes of the ith individual in the kth latent class, which have been defined in Equations (8) and
(9), respectively.
The goal of the first step is to estimate the parameters of each latent class and the mixing proportions. Having the
component membership, we calculate the posterior probabilities for each individual belonging to the kth unobserved
group by Bayes’ theorem shown in equation
p(zi = k|yi) = pi
(k)p(yi|µ(k)i ,Σ(k)i )∑K
u=1 pi
(u)p(yi|µ(u)i ,Σ(u)i )
where zi is the component label for the ith individual. We can use model assignment to classify each individual to the
latent class with the highest posterior probability to which that the observation most likely belongs. If multiple posterior
probabilities equal to the maximum value, we can break the tie among competing components randomly (McLachlan
and Peel, 2000).
Having obtained the estimates of parameters of each component, we plug them into Equation (6) and view them as
fixed values to estimate the coefficients of the multinomial logistic regression as shown in equation
Θs2 = {β(k)0 ,βT (k)} k = 2, · · · ,K
by maximizing the likelihood function with the modified weighted sum shown in Equation (6).
We build the proposed model using the R package OpenMx with the optimizer CSOLNP (Neale et al., 2016; Pritikin
et al., 2015; Hunter, 2018; Boker et al., 2018), with which we can fit the proposed BLSGMM-TICs and implement the
transformed as well as inverse-transformed matrices between the growth factors in the original and the reparameterized
settings as shown in Appendix 6.1. We provide the OpenMx syntax for the proposed BLSGMM-TICs as well as a
demonstration in the online appendix (https://github.com/Veronica0206/Dissertation_projects). For the
researchers who are willing to use Mplus, we also provide Mplus 8 syntax for the model in the online appendix.
3 Model Evaluation
The proposed model was evaluated using a Monte Carlo simulation study with two goals. The first goal is to evaluate
the estimating effects by examining the bias and the RMSE as defined in Table 1, as well as the empirical coverage
for a nominal 95% confidence interval (CI) of each parameter. The second goal is to evaluate the clustering effects.
For the model with a pre-specified cluster number, we employed the entropy, which is based on the average posterior
probabilities (Muthén, 2004), to investigate class separation. It measures the uncertainty of the clustering results and
ranges in (0, 1) with a higher value indicating a better clustering result (Nagin, 2005; Feldman et al., 2009). In addition,
we borrowed a metric—accuracy (Bishop, 2006), the fraction of all instances that are correctly classified—from the
evaluation criteria of a predictive model since we have true labels in simulation studies. Table 2 lists the definitions of
entropy and accuracy.
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Table 1: Definition of Criteria Used for Evaluating Estimating Effect (θ is a parameter)
Criteria Definition
Bias Biasθˆ(θˆ, θ) = Eθˆ(θˆ − θ)
RMSE RMSE(θˆ) =
√
Eθˆ(θˆ − θ)2
Table 2: Definition of Criteria Used for Evaluating Clustering Effect
Criteria Definition
Entropy Entropy = 1 + 1n log(K) (
∑n
i=1
∑K
k=1 P (zi = k|yi) logP (zi = k|yi))
Accuracy Accuracy = # of correctly classified# of total
3.1 Design of Simulation Study
As shown in Table 3, we fixed the variance-covariance matrix of the growth factors, the number of follow-up time
points, and the width of the time-window of individual measurement occasions. Among manipulated conditions, besides
evaluating how the developed BLSGMM-TICs performed under the conditions with fixed knots, we also examined the
robustness of the model by assessing the model performance in the presence of random knots with the knot standard
deviation set as 0.3. In the simulation design, we had two metrics to gauge the separation between clusters: the
difference between the locations of knots and the Mahalanobis distance of the three growth factors of latent classes. For
the precision of measurements, we considered θ = 1 or θ = 2 as two levels of homogeneous residual variances across
latent classes. We also considered two levels of sample size, two levels of the number of clusters, two or three levels of
the allocation ratios for the conditions with two or three latent classes, and two levels of the measurement precision.
Additionally, we examined several common change patterns as shown in Table 3 (Scenario 1, 2 and 3). Under each
scenario, we changed the knot locations and one growth factor but fixed the other two growth factors to satisfy the
specified Mahalanobis distance.
3.2 Data Generation and Simulation Step
For each condition listed in Table 3, we used two-step data generation to obtain a component label zi for each individual
and then generated data for each component. The general steps of the simulation for the BLSGMM-TICs in the ITPs
framework were carried out as follows:
1. Created component label zi for the ith individual:
(a) Generated data matrix of exogenous variables.
(b) Calculated the probability vector for each entry with a set of specified regression coefficients using a
multinomial logit link and assigned a component label zi to each observation.
2. Generated data for growth factors of each latent class using the R package MASS (Venables and Ripley, 2002).
3. Generated the time structure with J scaled and equally-spaced waves tj and obtained ITPs: tij ∼ U(tj −
∆, tj + ∆) by allowing disturbances around each time point.
4. Calculated definition variables (i.e., factor loadings in our case) for each individual based on ITPs and the
class-specific knot.
5. Calculated values of the repeated outcomes based on the class-specific growth factors, factor loadings, and
residual variances.
6. Applied the proposed model to the simulated data, estimated the parameters, and constructed corresponding
95% Wald CIs, as well as calculated posterior probabilities that each individual belongs to each of the multiple
latent classes, followed by entropy and accuracy.
7. Replicated the above steps until after obtaining 1, 000 convergent solutions to calculate the mean entropy and
accuracy as well as the bias, RMSE, and coverage probability of each parameter under investigation.
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Table 3: Simulation Design for BLSGMMs with Unknown Fixed Knots in the ITPs Framework
Fixed Conditions
Variables Conditions
Variance of Intercept ψ(k)00 = 25
Variance of Slopes ψ(k)11 = ψ
(k)
22 = 1
Correlations of LVs ρ(k) = 0.3
Time (t) 10 scaled and equally spaced tj(j = 0, · · · , J − 1, J = 10)
Individual t tij ∼ U(tj −∆, tj + ∆)(j = 0, · · · , J − 1; ∆ = 0.25)
Manipulated Conditions
Variables Conditions of 2 latent classes Conditions of 3 latent classes
Sample Size n = 500 or 1000 n = 500 or 1000
Variance of Knots ψ
(k)
γγ = 0.00(k = 1, 2) ψ
(k)
γγ = 0.00(k = 1, 2, 3)
ψ
(k)
γγ = 0.09(k = 1, 2) ψ
(k)
γγ = 0.09(k = 1, 2, 3)
Ratio of Proportions
pi(1) : pi(2) = 1 : 1 pi(1) : pi(2) : pi(3) = 1 : 1 : 1
pi(1) : pi(2) = 1 : 2 pi(1) : pi(2) : pi(3) = 1 : 1 : 2
pi(1) : pi(2) : pi(3) = 1 : 2 : 2
Residual Variance θ(k) = 1 or 2 θ
(k)
 = 1 or 2
Locations of knots
µ
(1)
γ = 4.00; µ
(2)
γ = 5.00 µ
(1)
γ = 3.50; µ
(2)
γ = 4.50; µ
(3)
γ = 5.50
µ
(1)
γ = 3.75; µ
(2)
γ = 5.25 µ
(1)
γ = 3.00; µ
(2)
γ = 4.50; µ
(3)
γ = 6.00
µ
(1)
γ = 3.50; µ
(2)
γ = 5.50
Mahalanobis distance d = 0.86 or 1.72 d = 0.86
Scenario 1: Different means of initial status and (means of) locations of knots
Variables Conditions of 2 latent classes Conditions of 3 latent classes
Means of Slope 1’s µ(k)η1 = −5 (k = 1, 2) µ(k)η1 = −5 (k = 1, 2, 3)
Means of Slope 2’s µ(k)η2 = −2.6 (k = 1, 2) µ(k)η2 = −2.6 (k = 1, 2, 3)
Means of Intercepts µ
(1)
η0 = 98, µ
(2)
η0 = 102 (d = 0.86) µ
(1)
η0 = 96, µ
(2)
η0 = 100, µ
(3)
η0 = 104
µ
(1)
η0 = 96, µ
(2)
η0 = 104 (d = 1.72)
Scenario 2: Different means of slope 1 and (means of) locations of knots
Variables Conditions of 2 latent classes Conditions of 3 latent classes
Means of Intercepts µ(k)η0 = 100 (k = 1, 2) µ
(k)
η0 = 100 (k = 1, 2, 3)
Means of Slope 2’s µ(k)η2 = −2 (k = 1, 2) µ(k)η2 = −2 (k = 1, 2, 3)
Means of Slope 1’s µ
(1)
η1 = −4.4, µ(2)η1 = −3.6 (d = 0.86) µ(1)η1 = −5.2, µ(2)η1 = −4.4, µ(3)η1 = −3.6
µ
(1)
η1 = −5.2, µ(2)η1 = −3.6 (d = 1.72)
Scenario 3: Different means of slope 2 and (means of) locations of knots
Variables Conditions of 2 latent classes Conditions of 3 latent classes
Means of Intercepts µ(k)η0 = 100 (k = 1, 2) µ
(k)
η0 = 100 (k = 1, 2, 3)
Means of Slope 1’s µ(k)η1 = −5 (k = 1, 2) µ(k)η1 = −5 (k = 1, 2, 3)
Means of Slope 2’s µ
(1)
η2 = −2.6, µ(2)η2 = −3.4 (d = 0.86) µ(1)η2 = −1.8, µ(2)η2 = −2.6, µ(3)η2 = −3.4
µ
(1)
η2 = −1.8, µ(2)η2 = −3.4 (d = 1.72)
4 Result
4.1 Preliminary Analysis
Before evaluating model performance, we first examined the convergence rate of two steps for each condition. The
convergence2 rate of each condition was investigated. Based on our simulation studies, the convergence rate of the
proposed two-step BLSGMM-TICs achieved 90% for all conditions.
2In our project, convergence is defined as to achieve OpenMx status code 0, which suggests a successful optimization, until up to
10 attempts with different sets of starting values (Neale et al., 2016).
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4.2 Primary Analysis
4.2.1 Estimating Effect
Table 4 presents the median and range of the bias (as defined in Table 1) for each parameter of interest for the proposed
BLSGMM-TICs with two latent classes across the conditions with fixed knots. We first calculated the bias of each
parameter across 1, 000 replications under each condition with two latent classes and fixed knots and then summarized
the biases of each parameter over all the conditions as the bias median and range. From the table, we observed that the
proposed model generated unbiased point estimates when being specified correctly.
Table 5 shows the median and range of the bias for each parameter of the BLSGMM-TICs with two clusters across
the conditions with random knots of the knot standard deviation of 0.3. We noted that the biases were slightly larger
when the proposed model was misspecified. In general, the biases of the estimated growth factor means of the latent
class with an early knot were downward while those of the latent class with a late knot were in the opposite direction.
The biases of the estimates of the growth factor variances in both unobserved groups and of the coefficients were
downward. Additionally, as shown in Figure 3, in general, the magnitude of the biases of growth factor means were
negatively associated with the sample size, the Mahalanobis distance, the difference between the locations of the knots,
and the measurement precision. Moreover, different scenarios may somewhat affect the biases, and the unbalanced
latent classes increased the biases slightly. The biases of growth factor variances and the coefficients showed similar
patterns with the factors that we considered in the simulation design. It is noted that our model considered fixed knots,
and the bias of ψγγ was not available.
Table 4: Median (Range) of the Bias over 1, 000 Replications of Each Parameter in BLSGMMs-TICs with
ITPs
under the Conditions with Fixed Knots and 2 Latent Classes
Para. Latent Class 1 Latent Class 2
Mean Vector
µη0 0.0016(−0.0328, 0.0699) 0.0023(−0.0377, 0.0426)
µη1 0.0004(−0.0105, 0.0212) −0.0018(−0.0157, 0.0024)
µη2 0.0005(−0.0168, 0.0087) 0.0028(−0.0071, 0.0199)
µγ 0.0001(−0.0030, 0.0035) 0.0000(−0.0037, 0.0053)
Variance
ψ00 −0.0524(−0.3380, 0.1399) −0.0905(−0.5745, 0.1148)
ψ11 −0.0039(−0.0160, 0.0143) −0.0046(−0.0195, 0.0026)
ψ22 −0.0040(−0.0164, 0.0134) −0.0046(−0.0236, 0.0047)
Path Coef.
β0 N/A1 −0.0008(−0.0287, 0.0129)
β1 N/A1 −0.0019(−0.0291, 0.0074)
β2 N/A1 −0.0012(−0.0296, 0.0080)
1 N/A: when fitting the proposed BLSGMM-TICs, we set the latent class with an early knot as the reference group;
accordingly, the coefficients of that class do not exist.
Table 5: Median (Range) of the Bias over 1, 000 Replications of Each Parameter in BLSGMMs-TICs with ITPs
under the Conditions with Random Knots of Knot Standard Deviation of 0.3 and 2 Latent Classes
Para. Latent Class 1 Latent Class 2
Mean Vector
µη0 −0.3297(−0.8722,−0.1614) 0.2914(0.1017, 0.6612)
µη1 −0.0467(−0.1431,−0.0092) 0.0446(0.0081, 0.1217)
µη2 −0.0855(−0.2450,−0.0277) 0.0597(0.0079, 0.1687)
µγ −0.0174(−0.0606, 0.0133) 0.0198(−0.0115, 0.0666)
Variance
ψ00 −0.2176(−1.7310, 0.4522) −0.5254(−1.3644,−0.0010)
ψ11 −0.0743(−0.1175,−0.0430) −0.0271(−0.0832,−0.0082)
ψ22 −0.0049(−0.0607, 0.1233) −0.0633(−0.0893, 0.0758)
Path Coef.
β0 N/A1 −0.0184(−0.2043, 0.0781)
β1 N/A1 −0.0294(−0.1346, 0.0025)
β2 N/A1 −0.0374(−0.1763,−0.0034)
1 N/A: when fitting the proposed BLSGMM-TICs, we set the first latent class as the reference group; accordingly, the
coefficients of that class do not exist.
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For the three pre-specified latent classes, as shown in Tables 9 and 10, the proposed two-step BLSGMM-TICs also
yielded unbiased point estimates under the conditions with fixed knots though the biases were relatively larger in the
scenarios with the knots having 0.3 standard deviation. Additionally, the biases of the estimated growth factor means
of the cluster with a middle knot were smaller than those in the other two latent classes. The biases of the estimated
growth factor means of the latent class with an early knot were downward while those of the latent class with a late
knot were upward. The biases of estimated growth factor variances and coefficients of three clusters exhibited the same
pattern as those of two unobserved groups.
Tables 6 and 7 show the median and range of the RMSE for each parameter of interest of the proposed BLSGMM-TICs
with two latent classes across the scenarios with fixed knots, and with random knots of the knot standard deviation of 0.3,
respectively. The RMSEs were smaller under the conditions with fixed knots. Additionally, as shown in Figure 4, the
magnitude of the RMSE of the growth factor means was negatively related to the sample size, the Mahalanobis distance
between two latent classes, the difference between the knot locations, and the measurement precision. Moreover,
different scenarios only affected RMSEs slightly. Under the conditions with unbalanced allocation, the RMSEs of the
parameters from the latent group with fewer observations were relatively larger. The RMSEs of estimated growth factor
variances and coefficients showed similar patterns with the factors in the simulation design. It is noted that the RMSE
of ψγγ was not available since the proposed model only considered fixed knots.
Table 6: Median (Range) of the RMSE over 1, 000 Replications of Each Parameter in BLSGMMs-TICs
with ITPs
under the Conditions with Fixed Knots and 2 Latent Classes
Para. Latent Class 1 Latent Class 2
Mean Vector
µη0 0.3792(0.2425, 0.8003) 0.3096(0.1986, 0.5753)
µη1 0.0884(0.0514, 0.2469) 0.0635(0.0428, 0.1266)
µη2 0.0889(0.0534, 0.2024) 0.0672(0.0426, 0.1224)
µγ 0.0338(0.0176, 0.0757) 0.0448(0.0198, 0.1204)
Variance
ψ00 2.5283(1.6962, 4.6637) 2.0765(1.4231, 3.6582)
ψ11 0.1152(0.0736, 0.2583) 0.0872(0.0596, 0.1369)
ψ22 0.1171(0.0725, 0.2534) 0.0912(0.0624, 0.1481)
Path Coef.
β0 N/A1 0.1371(0.0830, 0.3530)
β1 N/A1 0.1149(0.0798, 0.1572)
β2 N/A1 0.1159(0.0823, 0.1684)
1 N/A: when fitting the proposed BLSGMM-TICs, we set the first latent class as the reference group; accordingly,
the coefficients of that class do not exist.
Table 7: Median (Range) of the RMSE over 1, 000 Replications of Each Parameter in BLSGMMs-TICs
with ITPs
under the Conditions with Random Knots of Knot Standard Deviation of 0.3 and 2 Latent Classes
Para. Latent Class 1 Latent Class 2
Mean Vector
µη0 0.5876(0.3118, 1.2288) 0.4812(0.2537, 0.9488)
µη1 0.1391(0.0631, 0.2975) 0.0982(0.0533, 0.1851)
µη2 0.1494(0.0633, 0.3632) 0.1081(0.0509, 0.2346)
µγ 0.0673(0.0309, 0.1693) 0.0676(0.0275, 0.1988)
Variance
ψ00 2.7847(1.8799, 4.6045) 2.3818(1.5618, 3.9200)
ψ11 0.1597(0.1063, 0.2919) 0.1040(0.0651, 0.1764)
ψ22 0.1405(0.0785, 0.2816) 0.1230(0.0698, 0.1983)
Path Coef.
β0 N/A1 0.2207(0.1012, 0.6214)
β1 N/A1 0.1347(0.0861, 0.2299)
β2 N/A1 0.1422(0.0883, 0.2657)
1 N/A: when fitting the proposed BLSGMM-TICs, we set the first latent class as the reference group; accordingly,
the coefficients of that class do not exist.
Tables 11 and 12 list the RMSEs of the estimates in the model with three pre-specified clusters. Other than the
relationships noted above, we observed that the RMSEs of the means and variances of growth factors from the latent
class with a middle knot were relatively larger than those in the other two groups.
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Table 8: Median (Range) of the Coverage Probabilities over 1, 000 Replications of Each Parameter in BLSGMMs-TICs
with ITPs
under the Conditions with Fixed Knots and 2 Latent Classes
Small Separation between the Knots Locations
Para. Latent Class 1 Latent Class 2
Small Residuals Large Residuals Small Residuals Large Residuals
Mean
Vector
µη0 0.929(0.913, 0.943) 0.895(0.866, 0.920) 0.937(0.920, 0.945) 0.900(0.867, 0.923)
µη1 0.910(0.861, 0.941) 0.851(0.766, 0.904) 0.927(0.901, 0.937) 0.891(0.819, 0.911)
µη2 0.901(0.849, 0.942) 0.872(0.747, 0.896) 0.924(0.888, 0.952) 0.898(0.855, 0.916)
µγ 0.581(0.493, 0.637) 0.381(0.290, 0.478) 0.492(0.406, 0.666) 0.322(0.227, 0.504)
Variance
ψ00 0.937(0.916, 0.953) 0.921(0.896, 0.941) 0.938(0.927, 0.948) 0.918(0.888, 0.933)
ψ11 0.923(0.878, 0.939) 0.915(0.831, 0.931) 0.925(0.911, 0.946) 0.909(0.877, 0.931)
ψ22 0.921(0.862, 0.932) 0.879(0.809, 0.916) 0.932(0.902, 0.951) 0.917(0.888, 0.935)
Path
Coef.
β0 N/A1 N/A1 0.716(0.665, 0.778) 0.551(0.502, 0.655)
β1 N/A1 N/A1 0.950(0.935, 0.956) 0.929(0.891, 0.940)
β2 N/A1 N/A1 0.941(0.930, 0.946) 0.912(0.873, 0.933)
Medium Separation between the Knots Locations
Para. Latent Class 1 Latent Class 2
Small Residuals Large Residuals Small Residuals Large Residuals
Mean
Vector
µη0 0.939(0.918, 0.949) 0.923(0.899, 0.943) 0.941(0.923, 0.955) 0.921(0.905, 0.939)
µη1 0.929(0.897, 0.941) 0.901(0.833, 0.926) 0.939(0.917, 0.950) 0.917(0.884, 0.931)
µη2 0.930(0.910, 0.944) 0.904(0.835, 0.911) 0.938(0.913, 0.952) 0.920(0.883, 0.941)
µγ 0.800(0.786, 0.827) 0.706(0.684, 0.745) 0.758(0.722, 0.818) 0.678(0.628, 0.780)
Variance
ψ00 0.940(0.926, 0.953) 0.932(0.912, 0.955) 0.946(0.927, 0.953) 0.938(0.901, 0.946)
ψ11 0.936(0.905, 0.952) 0.919(0.853, 0.936) 0.938(0.914, 0.951) 0.928(0.909, 0.941)
ψ22 0.927(0.906, 0.938) 0.904(0.878, 0.929) 0.937(0.917, 0.957) 0.931(0.889, 0.943)
Path
Coef.
β0 N/A1 N/A1 0.831(0.782, 0.853) 0.704(0.658, 0.762)
β1 N/A1 N/A1 0.954(0.937, 0.961) 0.942(0.921, 0.958)
β2 N/A1 N/A1 0.948(0.934, 0.956) 0.931(0.923, 0.957)
Large Separation between the Knots Locations
Para. Latent Class 1 Latent Class 2
Small Residuals Large Residuals Small Residuals Large Residuals
Mean
Vector
µη0 0.942(0.931, 0.951) 0.936(0.921, 0.947) 0.947(0.932, 0.959) 0.935(0.921, 0.967)
µη1 0.932(0.921, 0.945) 0.919(0.875, 0.938) 0.944(0.926, 0.958) 0.928(0.893, 0.961)
µη2 0.937(0.907, 0.953) 0.903(0.876, 0.939) 0.948(0.937, 0.954) 0.934(0.916, 0.941)
µγ 0.952(0.939, 0.970) 0.950(0.935, 0.959) 0.953(0.933, 0.961) 0.947(0.932, 0.960)
Variance
ψ00 0.948(0.935, 0.957) 0.943(0.916, 0.963) 0.939(0.916, 0.949) 0.942(0.921, 0.953)
ψ11 0.938(0.917, 0.950) 0.927(0.859, 0.944) 0.940(0.918, 0.955) 0.933(0.902, 0.953)
ψ22 0.931(0.910, 0.945) 0.920(0.857, 0.945) 0.944(0.925, 0.959) 0.935(0.919, 0.946)
Path
Coef.
β0 N/A1 N/A1 0.841(0.825, 0.890) 0.750(0.703, 0.797)
β1 N/A1 N/A1 0.950(0.941, 0.958) 0.950(0.940, 0.956)
β2 N/A1 N/A1 0.948(0.941, 0.964) 0.943(0.924, 0.952)
1 N/A: when fitting the proposed BLSGMM-TICs, we set the first latent class as the reference group; accordingly, the coefficients of
that class do not exist.
Table 8 shows the median and range of the coverage probability for each parameter of interest of the developed
BLSGMM-TICs with two latent classes under conditions with fixed knots. Overall, the proposed model performed well
with respect to empirical coverage under the conditions with the smaller knot standard deviation, the larger separation
between two latent classes, and the higher measurement precision. Table 13 lists the coverage probabilities of parameters
of interest of the model with three clusters in the scenarios with fixed knots, from which we observed the same patterns
as we did in Table 8. The performance of the BLSGMM-TICs in terms of coverage probability slightly decreased when
being applied to the conditions with random knots of the knot standard deviation of 0.3 as shown in Tables 14 and 15.
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We noticed that the proposed model performed less desirably with respect to coverage probabilities of the knot means
and the intercept coefficient (β(k)0 ), especially under the challenging conditions, such as the lower measurement
precision, and the smaller difference between knot locations.
4.2.2 Clustering Effect
Figure 1 depicts the mean accuracy against the mean entropy of 1, 000 Monte Carlo replications for each condition with
two latent classes and change patterns of Scenario 1 listed in Table 3. The left-hand and the right-hand panels are for the
conditions with the smaller and larger Mahalanobis distance, respectively. In each plot, we colored the conditions with
the smaller and the larger residual variances green and purple, respectively. Squares, circles and triangles are for the
small, medium and large differences between the locations of the knots. Additionally, we let solid and hollow shapes be
the ratio of the proportions 1:1 and 1:2, respectively.
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Figure 1: Mean Accuracy and Mean Entropy of BLSGMMs of 2-Clusters with ITPs
Of all the conditions we investigated, the mean entropy ranges from 0.3 to 0.8, while the mean accuracy ranges from
0.55 to 0.95. Factors such as the difference between the knot location, the Mahalanobis distance, and the precision
of measurements were the primary determinants of the entropy and accuracy. Specifically, both the entropy and the
accuracy had positive associations with the difference between the knot location, the Mahalanobis distance, and the
precision of measurements. Additionally, unbalanced allocation tended to yield relatively larger accuracy and entropy.
We also noticed that the scenario affected the entropy and the accuracy slightly while other factors such as the knot
standard deviation and the sample size did not have meaningful impacts on the entropy and accuracy. We observed the
same patterns between the mean accuracy and the mean entropy of conditions with three latent classes.
5 Discussion
We developed a two-step BLSGMM-TICs for grouping nonlinear trajectories and estimating the inflection point of each
group simultaneously in the framework of individual measurement occasions. In the model, we viewed the knot locations
as parameters to provide a more flexible approach to examine linear spline change patterns in the growth mixture model
framework. The proposed model allows us to estimate the knot locations and separate trajectories with considering
uncertainty simultaneously in the first step, and to investigate the associations between the individual-level covariates
and the latent classes further. More importantly, we performed in-depth analyses concerning the non-convergence rate,
the entropy, and the accuracy, as well as the bias, RMSE, and coverage probability of each parameter through simulation
studies.
Across all conditions that we considered in the simulation design, the convergence rate of the proposed two-step
BLSGMM-TICs model achieved at least 90% across all conditions. It is our belief that the proposed model should
work well in terms of convergence in real practice.
We evaluated the proposed model based on the 1, 000 replications with convergent solutions through the estimating
effects and the clustering effects. For the estimating effects, we evaluated the model concerning the bias, RMSE, and
coverage probability of each parameter of interest under all conditions. All factors that we considered in the simulation
design had impacts on the model performance in terms of the bias, RMSE, and coverage probability. Specifically, the
proposed two-step BLSGMM-TICs generated less biased estimates under the conditions with fixed knots, the larger
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sample size, the higher measurement precision, and the larger separation between latent classes. The factors above also
affected the RMSE and the coverage probability in the same way.
As expected, the proposed model produced unbiased point estimates with small RMSEs given the population values
of the parameters for both two and three pre-specified latent classes under conditions with fixed knots (i.e., the knot
standard deviation being 0). In addition, the proposed BLSGMM-TICs performed well with respect to empirical
coverage of nominal 95% confidence intervals generally under such conditions.
In practice, however, the knot location may vary among individuals even though only the fixed effect of the knot is of
research interest. We then investigated the robustness of the proposed model by assessing its performance under the
conditions with random knots of the knot standard deviation of 0.3. We noted that in the scenarios with random knots,
the biases increased slightly. Additionally, we noted that such biases of growth factor means of the latent class with an
early knot were downward, and those of the latent class with a late knot were upward. Moreover, for the model with
three latent classes, we noticed that the estimates of growth factor means in the group with a middle knot had smaller
biases but larger RMSEs, suggesting that the estimates of the means in the middle cluster were varied (i.e., the smaller
biases of those estimates because the negative biases were canceled out by the positive biases). Based on the model
performance, we recommend using the BLSGMM-TICs to group trajectories and estimate knot locations even without
information on the variability of the knots though sometimes at a slight cost of unbiasedness.
From the simulation study, we also noted a less desirable performance in terms of the coverage probabilities of the knot
means and the intercept coefficient (β(k)0 ), especially when the separation between clusters was small. From further
investigation, we learned that the reasons for such unwanted empirical coverage of the knot mean and for that of the
intercept coefficient were different. For the knot mean, it was the discrepancy between the empirical standard error (SE)
and the mean of model-based SE that resulted in undesired coverage. For the intercept coefficient, both the biased point
estimate and the discrepancy were the reasons for the unsatisfactory coverage probability.
For the clustering effect, we evaluated the model by calculating the mean accuracy and entropy of those from 1, 000
replications for each condition. We found that a positive linear relationship existed between these two metrics. This
linear relationship allows us to approximate the accuracy from entropy when analyzing real-world data sets in which we
do not have true labels and thus are unable to calculate the accuracy directly. Moreover, we found that more precise
measurements or larger separation between clusters enhanced the clustering effect.
Finally, it is noted that the performance of the estimating effects and that of the clustering effects were related.
Specifically, under some challenging conditions with random knots of a knot standard deviation of 0.3 and the smaller
separation between two classes, both estimating effects and the clustering effects were less satisfying. Additionally,
when re-reparameterizing the growth factors to the original setting, we employed the class-specific inverse-transformed
matrix for each unobserved group. Accordingly, the matrix imposed on a mislabeled individual was not the matrix that
should be used, which may also result in biased estimates.
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6 appendix
6.1 The Reparameterizing Procedure for a Fixed Knot
In the original setting of the bilinear spline model, we have three growth factors: an intercept at t0 (η0) and one slope
of each stage (η1 and η2, respectively). To estimate knots, we may reparameterize the growth factors. For the ith
individual, according to Seber and Wild (Seber and Wild, 2003), we may re-expressed them as the measurement at the
knot (i.e., η0i + η1iγ), the mean of two slopes (i.e., η1i+η2i2 ), and the half difference between two slopes (i.e.,
η2i−η1i
2 ).
Figure 2: Reparameterizing growth factors for Estimating a Fixed Knot
Tishler and Zang showed that (Tishler and Zang, 1981; Seber and Wild, 2003) the continuous two-phase regression
model can be written as either the minimum or maximum response value of two trajectories. By extending such
expressions to the BLSGM framework, two forms of bilinear spline for the ith individual were shown in Figure
2. In the left panel (η1i > η2i), the measurement yij should always be the minimum value of two lines; that is,
yij = min (η0i + η1itij , η02i + η2itij). To unify the expression of measurements pre- and post-knot, we have the
following equation
yij = min (η0i + η1itij , η02i + η2itij)
=
1
2
(
η0i + η1itij + η02i + η2itij − |η0i + η1itij − η02i − η2itij |
)
=
1
2
(
η0i + η1itij + η02i + η2itij
)− 1
2
(|η0i + η1itij − η02i − η2itij |)
=
1
2
(
η0i + η02i + η1itij + η2itij
)− 1
2
(
η1i − η2i
)|tij − γ|
= η
′
0i + η
′
1i
(
tij − γ
)
+ η
′
2i|tij − γ|
= η
′
0i + η
′
1i
(
tij − γ
)
+ η
′
2i
√
(tij − γ)2,
(10)
where η
′
0i, η
′
1i and η
′
2i are the measurement at the knot, the mean of two slopes, and the half difference between two
slopes. Through straightforward algebra, the measurement yij of the bilinear spline in the right panel, in which the
measurement yij should always be the maximum value of two lines, has the identical final form in Equation 10.
For the ith individual of the kth latent class, as shown in Equation 7, the functional relationships between the original
setting of the growth factors (η(k)i ) and the reparameterized frame of the growth factors (η
′(k)
i ) areG
(k) andG−1(k)
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are given by
η
′(k)
i =
(
η
′(k)
0i η
′(k)
1i η
′(k)
2i
)T
=
(
η
(k)
0i + γ
(k)η
(k)
1i
η
(k)
1i +η
(k)
2i
2
η
(k)
2i −η(k)1i
2
)T
=
 1 γ(k) 00 0.5 0.5
0 −0.5 0.5

 η
(k)
0i
η
(k)
1i
η
(k)
2i
 = G(k) × η(k)i
and
η
(k)
i =
(
η
(k)
0i η
(k)
1i η
(k)
2i
)T
=
(
η
′(k)
0i − γ(k)η
′(k)
1i + γ
(k)η
′(k)
2i η
′(k)
1i − η
′(k)
2i η
′(k)
1i + η
′(k)
2i
)T
=
 1 −γ(k) γ(k)0 1 −1
0 1 1

 η
′(k)
0i
η
′(k)
1i
η
′(k)
2i
 = G−1(k) × η′(k)i .
By the Multivariate Delta Method, the transformed matrix and the inverse-transformed matrix between the mean vector
of the original growth factors (µ(k)η ) and that of the reparameterized growth factors (µ
(k)
η
′ ) are µ
(k)
η
′ = G(k) × µ(k)η and
µ
(k)
η = G−1(k) × µ(k)
η
′ , respectively.
and those between the variance-covariance matrix of the original growth factors (Ψ(k)η ) and that of the reparameterized
growth factors (Ψ(k)
η
′ ) are
Ψ
(k)
η
′ = ∇G(k) ×Ψ(k)η ×∇G(k)T
=
 1 γ(k) 00 0.5 0.5
0 −0.5 0.5
Ψ(k)η
 1 γ(k) 00 0.5 0.5
0 −0.5 0.5
T
and
Ψ(k)η = ∇G−1(k) ×Ψ(k)η′ ×∇G
−1(k)T
=
 1 −γ(k) γ(k)0 1 −1
0 1 1
Ψ(k)
η
′
 1 −γ(k) γ(k)0 1 −1
0 1 1
T .
6.2 More Results
Table 9: Median (Range) of the Bias over 1, 000 Replications of Each Parameter in BLSGMMs-TICs with ITPs
under the Conditions with Fixed Knots and 3 Latent Classes
Para. Latent Class 1 Latent Class 2 Latent Class 3
Mean Vector
µη0 0.012(−0.042, 0.178) 0.004(−0.137, 0.338) −0.002(−0.121, 0.066)
µη1 0.002(−0.024, 0.022) −0.009(−0.058, 0.040) −0.013(−0.050, 0.002)
µη2 −0.002(−0.064, 0.024) 0.013(−0.028, 0.062) 0.014(−0.001, 0.071)
µγ 0.004(−0.003, 0.017) 0.001(−0.006, 0.068) 0.000(−0.011, 0.033)
Variance
ψ00 −0.177(−0.714, 0.042) −0.235(−1.970, 0.134) −0.403(−1.678, 0.041)
ψ11 −0.015(−0.051, 0.012) −0.017(−0.078, 0.017) −0.020(−0.052,−0.005)
ψ22 −0.007(−0.051, 0.030) −0.020(−0.088, 0.012) −0.024(−0.068,−0.004)
Path Coef.
β0 N/A1 −0.041(−0.291, 0.000) −0.016(−0.185, 0.009)
β1 N/A1 −0.002(−0.056, 0.026) −0.018(−0.142, 0.006)
β2 N/A1 0.001(−0.063, 0.038) −0.021(−0.165, 0.004)
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Table 10: Median (Range) of the Bias over 1, 000 Replications of Each Parameter in BLSGMMs-TICs with ITPs
under the Conditions with Random Knots of Knot Standard Deviation of 0.3 and 3 Latent Classes
Para. Latent Class 1 Latent Class 2 Latent Class 3
Mean Vector
µη0 −0.404(−0.873,−0.122) −0.011(−0.226, 0.394) 0.360(0.160, 0.658)
µη1 −0.042(−0.136, 0.040) −0.042(−0.124,−0.002) 0.048(−0.006, 0.114)
µη2 −0.096(−0.229,−0.045) 0.002(−0.053, 0.091) 0.080(−0.004, 0.195)
µγ −0.003(−0.083, 0.032) −0.004(−0.100, 0.108) −0.003(−0.032, 0.092)
Variance
ψ00 −0.333(−1.537, 0.196) −0.820(−4.116, 0.288) −0.782(−1.419,−0.220)
ψ11 −0.095(−0.119,−0.062) −0.025(−0.132, 0.040) −0.051(−0.107,−0.012)
ψ22 −0.024(−0.078, 0.080) −0.005(−0.074, 0.352) −0.080(−0.120, 0.038)
Path Coef.
β0 N/A1 −0.013(−0.296, 0.089) −0.029(−0.238, 0.193)
β1 N/A1 −0.017(−0.087, 0.031) −0.039(−0.191, 0.004)
β2 N/A1 −0.017(−0.111, 0.022) −0.052(−0.243, 0.004)
Table 11: Median (Range) of the RMSE over 1, 000 Replications of Each Parameter in BLSGMMs-TICs
with ITPs
under the Conditions with Fixed Knots and 3 Latent Classes
Para. Latent Class 1 Latent Class 2 Latent Class 3
Mean Vector
µη0 0.606(0.329, 1.392) 0.784(0.385, 1.967) 0.522(0.288, 1.206)
µη1 0.142(0.073, 0.344) 0.182(0.088, 0.454) 0.116(0.059, 0.248)
µη2 0.144(0.075, 0.324) 0.198(0.091, 0.437) 0.116(0.061, 0.288)
µγ 0.075(0.025, 0.152) 0.095(0.033, 0.280) 0.084(0.030, 0.253)
Variance
ψ00 3.632(2.250, 6.940) 4.099(2.224, 9.745) 3.055(1.808, 6.325)
ψ11 0.176(0.104, 0.381) 0.192(0.106, 0.412) 0.127(0.076, 0.242)
ψ22 0.168(0.102, 0.342) 0.202(0.107, 0.447) 0.141(0.080, 0.320)
Path Coef.
β0 N/A1 0.332(0.144, 0.912) 0.238(0.129, 0.649)
β1 N/A1 0.182(0.110, 0.294) 0.172(0.111, 0.287)
β2 N/A1 0.192(0.115, 0.320) 0.182(0.123, 0.317)
Table 12: Median (Range) of the RMSE over 1, 000 Replications of Each Parameter in BLSGMMs-TICs
with ITPs
under the Conditions with Random Knots of Knot Standard Deviation of 0.3 and 3 Latent Classes
Para. Latent Class 1 Latent Class 2 Latent Class 3
Mean Vector
µη0 0.810(0.459, 1.402) 0.803(0.399, 1.739) 0.684(0.345, 1.216)
µη1 0.176(0.088, 0.358) 0.192(0.094, 0.424) 0.133(0.074, 0.235)
µη2 0.179(0.097, 0.415) 0.201(0.097, 0.473) 0.154(0.070, 0.307)
µγ 0.118(0.051, 0.206) 0.138(0.057, 0.310) 0.139(0.050, 0.272)
Variance
ψ00 3.740(2.209, 6.662) 4.159(2.312, 8.075) 3.153(1.953, 6.016)
ψ11 0.200(0.134, 0.407) 0.199(0.110, 0.379) 0.137(0.083, 0.229)
ψ22 0.173(0.103, 0.388) 0.216(0.112, 0.540) 0.165(0.099, 0.307)
Path Coef.
β0 N/A1 0.359(0.166, 0.910) 0.323(0.142, 0.772)
β1 N/A1 0.183(0.117, 0.304) 0.179(0.115, 0.310)
β2 N/A1 0.198(0.125, 0.324) 0.195(0.121, 0.352)
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Figure 3: Bias of Means of Growth Factors of BLSGMMs of 2-Clusters with ITPs
(Under Conditions with sd(γ) = 0.3)
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Figure 4: RMSE of Means of Growth Factors of BLSGMMs of 2-Clusters with ITPs
(Under Conditions with sd(γ) = 0.3)
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Table 13: Median (Range) of the Coverage Probabilities over 1, 000 Replications of Each Parameter in BLSGMMs-TICs with ITPs
in the ITPs Framework under the Conditions with Fixed Knots and 3 Latent Classes
Small Separation between the Knots Locations
Para. Latent Class 1 Latent Class 2 Latent Class 3
Small Residuals Large Residuals Small Residuals Large Residuals Small Residuals Large Residuals
Mean
Vector
µη0 0.927(0.887, 0.948) 0.891(0.814, 0.923) 0.879(0.826, 0.915) 0.820(0.689, 0.859) 0.920(0.877, 0.937) 0.886(0.839, 0.904)
µη1 0.916(0.869, 0.939) 0.877(0.807, 0.921) 0.844(0.735, 0.888) 0.780(0.615, 0.846) 0.904(0.884, 0.930) 0.863(0.782, 0.897)
µη2 0.904(0.871, 0.951) 0.866(0.809, 0.895) 0.847(0.791, 0.888) 0.766(0.644, 0.855) 0.914(0.879, 0.939) 0.873(0.815, 0.918)
µγ 0.936(0.922, 0.951) 0.887(0.793, 0.940) 0.930(0.880, 0.951) 0.837(0.643, 0.912) 0.931(0.885, 0.953) 0.877(0.677, 0.924)
Variance
ψ00 0.925(0.887, 0.949) 0.916(0.872, 0.937) 0.912(0.859, 0.942) 0.852(0.785, 0.898) 0.921(0.864, 0.944) 0.888(0.835, 0.930)
ψ11 0.922(0.883, 0.945) 0.897(0.844, 0.931) 0.882(0.801, 0.921) 0.837(0.753, 0.891) 0.913(0.876, 0.933) 0.883(0.853, 0.918)
ψ22 0.913(0.877, 0.940) 0.886(0.852, 0.919) 0.872(0.830, 0.912) 0.808(0.730, 0.886) 0.922(0.885, 0.934) 0.896(0.822, 0.922)
Path
Coef.
β0 N/A1 N/A1 0.686(0.633, 0.732) 0.526(0.428, 0.599) 0.802(0.758, 0.866) 0.616(0.545, 0.679)
β1 N/A1 N/A1 0.944(0.930, 0.954) 0.926(0.907, 0.943) 0.943(0.923, 0.951) 0.910(0.841, 0.934)
β2 N/A1 N/A1 0.942(0.931, 0.950) 0.912(0.889, 0.941) 0.933(0.906, 0.956) 0.889(0.821, 0.915)
Medium Separation between the Knots Locations
Para. Latent Class 1 Latent Class 2 Latent Class 3
Small Residuals Large Residuals Small Residuals Large Residuals Small Residuals Large Residuals
Mean
Vector
µη0 0.942(0.921, 0.951) 0.927(0.889, 0.950) 0.932(0.900, 0.946) 0.883(0.832, 0.913) 0.941(0.912, 0.956) 0.921(0.906, 0.933)
µη1 0.933(0.903, 0.951) 0.905(0.869, 0.929) 0.902(0.859, 0.928) 0.842(0.761, 0.885) 0.934(0.901, 0.953) 0.902(0.879, 0.934)
µη2 0.931(0.914, 0.947) 0.909(0.878, 0.944) 0.907(0.867, 0.925) 0.847(0.787, 0.905) 0.936(0.898, 0.944) 0.900(0.864, 0.927)
µγ 0.651(0.541, 0.696) 0.451(0.350, 0.544) 0.944(0.935, 0.96) 0.936(0.908, 0.952) 0.485(0.419, 0.655) 0.313(0.229, 0.470)
Variance
ψ00 0.939(0.919, 0.952) 0.932(0.909, 0.950) 0.926(0.909, 0.949) 0.911(0.876, 0.946) 0.934(0.916, 0.954) 0.922(0.898, 0.940)
ψ11 0.930(0.899, 0.943) 0.917(0.882, 0.946) 0.915(0.880, 0.938) 0.876(0.810, 0.922) 0.935(0.913, 0.954) 0.915(0.884, 0.933)
ψ22 0.930(0.898, 0.956) 0.909(0.867, 0.937) 0.911(0.891, 0.932) 0.874(0.840, 0.904) 0.935(0.896, 0.951) 0.916(0.875, 0.939)
Path
Coef.
β0 N/A1 N/A1 0.829(0.783, 0.857) 0.721(0.665, 0.765) 0.898(0.873, 0.922) 0.813(0.795, 0.854)
β1 N/A1 N/A1 0.946(0.936, 0.962) 0.946(0.920, 0.962) 0.946(0.935, 0.961) 0.940(0.916, 0.956)
β2 N/A1 N/A1 0.950(0.932, 0.955) 0.940(0.924, 0.952) 0.942(0.936, 0.957) 0.932(0.909, 0.950)
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Table 14: Median (Range) of the Coverage Probabilities over 1, 000 Replications of Each Parameter in BLSGMMs-TICs
with ITPs
under the Conditions with Random Knots of Knot Standard Deviation of 0.3 and 2 Latent Classes
Small Separation between the Knots Locations
Para. Latent Class 1 Latent Class 2
Small Residuals Large Residuals Small Residuals Large Residuals
Mean
Vector
µη0 0.686(0.470, 0.881) 0.738(0.561, 0.878) 0.748(0.528, 0.873) 0.754(0.627, 0.866)
µη1 0.790(0.682, 0.864) 0.764(0.686, 0.792) 0.734(0.553, 0.811) 0.718(0.601, 0.764)
µη2 0.599(0.490, 0.718) 0.636(0.545, 0.732) 0.739(0.522, 0.821) 0.738(0.588, 0.809)
µγ 0.377(0.289, 0.451) 0.264(0.216, 0.304) 0.322(0.256, 0.398) 0.207(0.174, 0.301)
Variance
ψ00 0.918(0.881, 0.939) 0.900(0.867, 0.931) 0.916(0.859, 0.940) 0.901(0.867, 0.925)
ψ11 0.834(0.712, 0.888) 0.845(0.746, 0.894) 0.900(0.818, 0.937) 0.875(0.814, 0.919)
ψ22 0.910(0.820, 0.933) 0.871(0.791, 0.934) 0.861(0.784, 0.934) 0.854(0.834, 0.917)
Path
Coef.
β0 N/A1 N/A1 0.554(0.485, 0.685) 0.462(0.416, 0.581)
β1 N/A1 N/A1 0.911(0.886, 0.934) 0.898(0.843, 0.912)
β2 N/A1 N/A1 0.885(0.828, 0.918) 0.867(0.736, 0.899)
Medium Separation between the Knots Locations
Para. Latent Class 1 Latent Class 2
Small Residuals Large Residuals Small Residuals Large Residuals
Mean
Vector
µη0 0.844(0.702, 0.922) 0.826(0.738, 0.917) 0.863(0.720, 0.927) 0.859(0.770, 0.905)
µη1 0.874(0.841, 0.893) 0.854(0.820, 0.869) 0.850(0.784, 0.899) 0.836(0.795, 0.872)
µη2 0.812(0.723, 0.859) 0.792(0.716, 0.839) 0.868(0.830, 0.902) 0.860(0.808, 0.883)
µγ 0.730(0.715, 0.739) 0.706(0.646, 0.757) 0.720(0.692, 0.746) 0.703(0.620, 0.750)
Variance
ψ00 0.935(0.898, 0.954) 0.921(0.896, 0.947) 0.929(0.903, 0.943) 0.918(0.896, 0.946)
ψ11 0.843(0.756, 0.881) 0.853(0.782, 0.899) 0.914(0.873, 0.939) 0.902(0.863, 0.925)
ψ22 0.925(0.895, 0.947) 0.907(0.858, 0.935) 0.853(0.765, 0.947) 0.870(0.827, 0.949)
Path
Coef.
β0 N/A1 N/A1 0.785(0.745, 0.851) 0.679(0.631, 0.750)
β1 N/A1 N/A1 0.939(0.927, 0.959) 0.934(0.909, 0.950)
β2 N/A1 N/A1 0.934(0.923, 0.949) 0.925(0.889, 0.943)
Large Separation between the Knots Locations
Para. Latent Class 1 Latent Class 2
Small Residuals Large Residuals Small Residuals Large Residuals
Mean
Vector
µη0 0.893(0.799, 0.925) 0.876(0.799, 0.925) 0.906(0.817, 0.940) 0.890(0.805, 0.925)
µη1 0.920(0.912, 0.932) 0.907(0.880, 0.926) 0.911(0.880, 0.931) 0.902(0.874, 0.926)
µη2 0.905(0.865, 0.922) 0.870(0.828, 0.905) 0.928(0.903, 0.947) 0.914(0.883, 0.932)
µγ 0.881(0.857, 0.904) 0.912(0.897, 0.923) 0.887(0.868, 0.920) 0.922(0.894, 0.939)
Variance
ψ00 0.939(0.924, 0.955) 0.936(0.909, 0.961) 0.932(0.920, 0.953) 0.929(0.911, 0.945)
ψ11 0.824(0.704, 0.861) 0.847(0.800, 0.887) 0.923(0.909, 0.946) 0.911(0.895, 0.933)
ψ22 0.924(0.897, 0.941) 0.915(0.861, 0.936) 0.849(0.744, 0.903) 0.867(0.788, 0.916)
Path
Coef.
β0 N/A1 N/A1 0.835(0.812, 0.895) 0.730(0.676, 0.832)
β1 N/A1 N/A1 0.952(0.942, 0.963) 0.944(0.931, 0.957)
β2 N/A1 N/A1 0.948(0.928, 0.955) 0.944(0.912, 0.954)
1 N/A: when fitting the proposed BLSGMM-TICs, we set the first latent class as the reference group; accordingly, the coefficients of
that class do not exist.
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Table 15: Median (Range) of the Coverage Probabilities over 1, 000 Replications of Each Parameter in BLSGMMs-TICs with ITPs
under the Conditions with Random Knots of Knot Standard Deviation of 0.3 and 3 Latent Classes
Small Separation between the Knots Locations
Para. Latent Class 1 Latent Class 2 Latent Class 3
Small Residuals Large Residuals Small Residuals Large Residuals Small Residuals Large Residuals
Mean
Vector
µη0 0.780(0.580, 0.884) 0.775(0.660, 0.862) 0.871(0.800, 0.913) 0.805(0.654, 0.850) 0.796(0.686, 0.854) 0.796(0.726, 0.829)
µη1 0.850(0.782, 0.883) 0.826(0.791, 0.855) 0.837(0.670, 0.875) 0.784(0.603, 0.842) 0.792(0.689, 0.871) 0.782(0.715, 0.817)
µη2 0.774(0.706, 0.840) 0.746(0.673, 0.808) 0.833(0.726, 0.894) 0.765(0.617, 0.865) 0.800(0.579, 0.866) 0.804(0.610, 0.852)
µγ 0.731(0.522, 0.787) 0.730(0.675, 0.815) 0.638(0.515, 0.719) 0.630(0.477, 0.738) 0.750(0.633, 0.795) 0.732(0.609, 0.805)
Variance
ψ00 0.913(0.857, 0.943) 0.903(0.842, 0.935) 0.887(0.720, 0.941) 0.836(0.700, 0.893) 0.902(0.870, 0.924) 0.867(0.843, 0.921)
ψ11 0.844(0.798, 0.880) 0.832(0.773, 0.873) 0.884(0.744, 0.914) 0.841(0.714, 0.897) 0.882(0.828, 0.922) 0.863(0.797, 0.903)
ψ22 0.902(0.869, 0.937) 0.875(0.799, 0.905) 0.869(0.609, 0.912) 0.831(0.667, 0.897) 0.867(0.800, 0.929) 0.846(0.808, 0.903)
Path
Coef.
β0 N/A1 N/A1 0.646(0.566, 0.685) 0.494(0.448, 0.547) 0.569(0.423, 0.657) 0.462(0.392, 0.534)
β1 N/A1 N/A1 0.933(0.888, 0.941) 0.905(0.878, 0.933) 0.921(0.857, 0.942) 0.881(0.796, 0.932)
β2 N/A1 N/A1 0.915(0.856, 0.933) 0.879(0.808, 0.918) 0.895(0.830, 0.946) 0.856(0.742, 0.914)
Medium Separation between the Knots Locations
Para. Latent Class 1 Latent Class 2 Latent Class 3
Small Residuals Large Residuals Small Residuals Large Residuals Small Residuals Large Residuals
Mean
Vector
µη0 0.874(0.790, 0.908) 0.879(0.773, 0.906) 0.921(0.888, 0.946) 0.879(0.809, 0.912) 0.886(0.846, 0.917) 0.874(0.821, 0.902)
µη1 0.894(0.873, 0.911) 0.866(0.831, 0.889) 0.892(0.853, 0.922) 0.833(0.719, 0.871) 0.877(0.847, 0.893) 0.851(0.829, 0.881)
µη2 0.882(0.829, 0.924) 0.852(0.809, 0.906) 0.881(0.817, 0.921) 0.820(0.731, 0.889) 0.902(0.874, 0.919) 0.867(0.846, 0.891)
µγ 0.468(0.421, 0.537) 0.352(0.251, 0.458) 0.820(0.775, 0.862) 0.835(0.772, 0.873) 0.360(0.280, 0.498) 0.234(0.149, 0.374)
Variance
ψ00 0.938(0.897, 0.951) 0.923(0.882, 0.945) 0.922(0.849, 0.954) 0.901(0.825, 0.935) 0.922(0.897, 0.937) 0.916(0.881, 0.929)
ψ11 0.818(0.762, 0.856) 0.837(0.810, 0.879) 0.888(0.804, 0.915) 0.880(0.772, 0.906) 0.906(0.882, 0.937) 0.885(0.829, 0.921)
ψ22 0.918(0.885, 0.951) 0.896(0.864, 0.929) 0.894(0.844, 0.932) 0.862(0.788, 0.915) 0.833(0.715, 0.914) 0.846(0.761, 0.904)
Path
Coef.
β0 N/A1 N/A1 0.792(0.762, 0.853) 0.669(0.626, 0.703) 0.859(0.822, 0.889) 0.748(0.686, 0.795)
β1 N/A1 N/A1 0.946(0.932, 0.958) 0.940(0.923, 0.953) 0.939(0.930, 0.952) 0.934(0.889, 0.954)
β2 N/A1 N/A1 0.946(0.933, 0.957) 0.931(0.910, 0.950) 0.937(0.914, 0.953) 0.928(0.886, 0.945)
22
