Abstract. This paper introduces certain nonlinear partially observable stochastic optimal control problems which are equivalent to completely observable control problems with nite-dimensional state space. In some cases the optimal control laws are analogous to linear-exponential-quadraticGaussian, and linear-quadratic-Gaussian, tracking problems. The problems discussed allow nonlinearities to enter the unobservable dynamics as gradients of potential functions. The methodology is based on explicit solutions of a modi ed Duncan-Mortensen-Zakai equation.
1.
Introduction. An important concept associated with closed loop control laws for noisily observed linear systems is the so called \separation principle". This principle allows one to solve an estimation problem rst, and then solve a completely observable control problem whose state is the estimate, (observer state). For linearquadratic-Gaussian, (LQG), tracking problems the observer dynamics are given by the conditional mean and error covariance equations, (see 1, 2]); for linear-exponentialquadratic-Gaussian (LEQG) tracking problems the observer dynamics are given by a variant of the conditional mean and error covariance equations (see 2, 3, 4, 5, 6] ). Thus, the problem of optimally controlling the dynamics of the plant is equivalent, for both the LQG and LEQG regulator problems, to a standard completely observable optimal control problem with a new state which is either the conditional mean, or a variant of the conditional mean, respectively. However, when the dynamics or observations are nonlinear in the unobservable state, the optimal control laws are in nite-dimensional and, consequently, the classical separation principle discussed above does not apply. In this paper we identify classes of partially observed optimal control problems which are equivalent to completely observed control problems having a nite-dimensional state space. This allows us to apply the separation principle, as in LEQG/LQG problems. We then state su cient conditions that enable us to compute the optimal control laws explicitly. Further, we describe techniques which compute sub-optimal control laws in closed-form. Our results are also applicable in evaluating Feynman-Kac integrals for partially observable systems, such as the ones arising in risk-sensitive ltering. In addition, from the duality between estimation and control problems, explicit solution of the estimation problem translates into explicit solution of completely observable, stochastic optimal control problems, (see 7] ).
The classes of problems which we shall treat involve an < n ?valued unobservable state process x( ) given by the stochastic di erential equation dx(t) = f(t; x(t))dt + B(t; u(t; y))dt + G(t)dw(t); x(0) 2 < n ; 0 t T: (1.1) n R T 0`2 (t; x(t); u(t; y)) exp R t 0`1 (s; x(s); u(s; y))ds dt + ' 2 (T; x(T)) exp R T 0`1 (t; x(t); u(t; y))dt + ' 1 (T; x(T)) o ; > 0:
Here`i; ' i ; i = 1; 2 are real-valued functions and E u denotes expectation with respect to a certain probability measure P u . The precise assumptions on the coe cients of (1.1)-(1.3) are stated under assumptions 2.1. This cost criterion appears to be quite general, as it includes both the integral and the exponential-of-integral cost criteria: the integral cost criterion can be found by considering J 0 I (u( )) : = J G (u( )); = 0 ; (1.4) while the exponential-of-integral cost criterion can be found as:
J EI (u( )) : = J G (u( ));`2 = 0; ' 2 = 1 :
(1.5) The approach is based on an \information state" formulation which re-casts the problem as a completely observable control problem with an in nite-dimensional state space, and control laws which are functionals of this quantity. The information state associated with the usual integral cost criterion is the unnormalized conditional distribution; this satis es the Duncan-Mortensen-Zakai (DMZ) equation, (see 8]). The information state for the exponential-of-integral cost criterion is a modi ed version of the unnormalized conditional distribution; this satis es a variant of the DMZ equation, 3, 4, 9] . To distinguish between the two we refer to the former as the information state and to the latter as the Feynman-Kac information state. The results obtained in this paper are extensions of recent related work pursued independently by Charalambous-Naidu-Moore 9], Bensoussan-Elliott 10], and Charalambous 6].
In Section 2, we state the main assumptions, identify an \information state", and present an equivalent formulation of the partially observable problem (1.1)-(1.3), which, although completely observable, has an in nite-dimensional state space. In Section 3, we restrict the coe cients in the unobservable dynamics, observations, and cost (see (1.1)-(1.3)) to forms (for simplicity we often write x t instead of x(t), f(t; x; u) = F t x + g(t; x) + f t + B t u; h(t; x) = H t x + h t ;`2 = 0;
(1.6) 2`1(t; x; u) = Q t x:x + R t x:x + 2m t x + 2n t u +~1(t; x; u);
2' 1 (T; x) = Q T x:x + 2m T x:
(1.7)
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Here the notation \ : :
= 0 " is used throughout the paper, where ( ) 0 denotes transpose of a matrix. We show that if g(t; x) = G t G 0 t @ @x (x);
(1.8)~1
(t; x; u) = 1 jG ?1 t (F t x + f t + B t u + g(t; x))j 2 ?jG ?1 t (F t x + f t + B t u)j 2 + Tr(D x g(t; x)) ; (1.9) then the su cient statistics are similar to those of an LEQG tracking problem and, consequently, the optimal control laws are nite-dimensional. Moreover, if in addition ' 2 (T; x) = exp(? (x)); (1.10) then the optimal control law is precisely that of the LEQG tracking problem.
When~1(t; x; u) ~1 (x; u) = 1 V (x; u), which is a quadratic function of x and u and, (without loss of generality) G t = I n (an identity matrix), using g(x) = D x (x), then (1.9) is reduced to the controlled Riccati equation
Tr( @ @x g(x)) + jg(x)j 2 + 2(F x + f + Bu):g(x) = V (x; u):
Solutions of (1.11) yield nite-dimensional controllers. Notice that, when~1(t; x; u) ~1 (x; u) = 2 (F x+f +Bu):g(x)+ 1 Ṽ (x), whereṼ ( ) is a quadratic function of x, then In Section 3.1.1, we also show that if ' 2 = 1 and the nonlinear drift terms g( ) satisfy sector criteria (see A14), then sub-optimal linear feedback control laws are found by employing simple upper and lower bounds on the terminal cost. Finite-dimensional su cient statistics are found when the coe cients in the observations have the form h(t; x) = 1 2 x:H t x + H t x + h t . Analogous results for stochastic control problems with cost (1.4) are derived in Section 4. In Section 5, we discuss the use of dynamic programming to derive formally veri cation theorems for nonlinear stochastic control problems which emerge from solving the above Riccati equations. The optimal solutions of two examples that emerge from the developments of this paper are now presented: Example 1.1. Consider the stochastic optimal control analog of Benes' lter, (see 11]): dx t = tanh(x t )dt + u(t; y)dt + dw t ; x(0) = 0 2 <; dy t = x t dt + db t ; y(0) = 0 2 <:
The objective is to determine the optimal control law u that minimizes the cost func- dx t = ? x 2p+1 t dt + u(t; y)dt + dw t ; x(0) = 0 2 <; > 0; p = 1; 3; 5; : : : dy t = x t dt + db t ; y(0) = 0 2 <:
The objective is to determine the optimal control law u that minimizes the cost function J (u( )) = E u n exp 2 R T 0 Qx 2 t + Ru(t; y) 2 x(0) : ! < n is a random variable independent of w( ); b( ):
Further, suppose an observation process y( ) is given by dy(t) = N(t) 1 2 db(t); y(0) = 0 2 < d : (2. 14)
The assumptions concerning (1.1)-(1.3) are now given; some of these assumptions will be weakened at a later stage depending on the nature of the optimization problem under consideration. then b u ( ); w u ( ) are independent standard Wiener process on ( ; A; P u ; F t ). Furthermore, for each u 2Û, under P u (x( ); y( )) is a unique weak solution of dx(t) = f(t; x(t))dt + B(t; u(t; y))dt + G(t)dw u (t); x(0) 2 < n ; (2.19) dy(t) = h(t; x(t))dt + N(t) where J G (u( )) is given by (1.3) . Under the reference probability measure P, (2.21) has the equivalent representation A13. Q t = Q 0 t 0; R t = R 0 t > 0; 8t 2 0; T]: Remark 3.1. Suppose m t = 0; n t = 0; f t = 0; 8t 2 0; T]. From A11 it is easily veri ed that when Tr(D x g(x; t)) 0; 8(t; x) 2 0; T] < n , there exist matrices Q t 0; R t > 0; t 2 0; T]; such that the integrand in the exponential of (3.36) is nonnegative 8(t; x; u) 2 0; T] < n U. For Rewriting the total cost (3.36) of system 1 G using (2.26) (by setting`2 = 0) and then substituting (3.43), the resulting total cost is Clearly, the optimal stochastic control problem associated with the family of control systems 1 G is equivalent to the standard, completely observable, stochastic optimal control problem of minimizing (3.48) subject to the observer state satisfying the linear stochastic di erential equation (3.49).
We have thus established the following recipe for constructing partially observable stochastic optimal control problems equivalent to LEQG optimal control problems: Theorem 3.3. Consider the family of control system 1 G and assume ' 2 (T; x) = exp(? (x)):
(3.50) Then the optimal control law corresponding to 1 G is precisely given by the optimal control law of the following LEQG tracking problem:
J EQ (u ( )) = min u2Û E u n exp 2 R T 0 Q t x t :x t + R t u(t; y):u(t; y) + 2m t x t + 2n t u(t; y)] dt + (Q T x T :x T + 2m T x T ))g ; (3.51) subject to dx t = (F t x t + f t )dt + B t u(t; y)dt + G t dw t ; x(0) 2 < n ; (3.52) dy t = (H t x t + h t )dt + N 1 2 t db t ; y(0) = 0 2 < d : (3.53) Here x(0) is a Gaussian random variable with densityq 0 given in A12.
Proof. This follows from the above construction. The solution of (3.51)-(3.53) is derived in 3] using the method of completing the squares, in 6] using dynamic programming, and in 5] using a maximum principle; it is also given in Section 5.1. 2 3.1.1. Nonlinear Systems 1 G with Sector-Bounded Nonlinearities. Consider now the family of nonlinear systems 1 G with ' 2 (T; x) = 1. In this case the corresponding terminal cost of (3.48), which results from carrying out the integration against the space variable, is not an exponential-of-quadratic function of the observer state r, because ( ) is generally a non-quadratic function of x. Consequently, the optimal control minimizing (3.48) with ' 2 (T; x) = 1 subject to (3.49) cannot be computed explicitly, as in Theorem 3.3. However, when such a situation arises one can where P( ); r( ) are solutions of (3.44), (3.49), respectively, and ( ) is given by (3.47). Moreover, the optimal control laws u ?; ( ); u +; ( ) resulting from minimizing (3.57), (3.58), respectively, subject to (3.49), are linear feedback, reminiscent of the optimal control law of the LEQG tracking problem of Theorem 3.3. Hence, the optimal cost of the family of control systems 1 G satisfying A14 is bounded from above and from below by the optimal cost of an LEQG tracking problem. Control System ( 2 G ): Suppose assumptions 2.1 hold with l 1 = 4; k 1 = 2, and U in A1 is replaced by a compact subset of < m . A4 is replaced by a quadratic growth condition, and the dynamics, observations, cost criterion are given by dx t = (F t x t + g t (x) + f t ) dt + B(t; u(t; y))dt + G t dw t ; x(0) 2 < n ; (3.65) dy t = 1 2 x 0 tHt x t + H t x t + h t dt + N 1 2 t db t ; y(0) = 0 2 <; A16: g(t; x) = G t G t D x (x; t); ( ) 2 C 2;1 x;t (< n 0; T]), ( ) has at most quadratic growth in the space variable uniformly in t, Fx + g(t; x) is stable, and the initial density of x(0) is q (x; 0) = exp( (x; t)) q (x; 0), whereq ( ) is a Gaussian density function (see A12); A17: 2`1(t; x; u) =Q(t; u)x:x +R(t; u)u:u + 2m(t; u)x + 2ñ(t; u)u +~1(t; x; u); A18:Q : 0; T] U ! L(< n ; < n );R 3.2.1. Examples of Nonlinear Drift Terms for 2 G . In this section we present speci c examples of nonlinear systems 2 G that admit explicit solutions of (3.80) and so, nite-dimensional representations of the information state q ( ), for various nonlinear drift terms g( ).
We rst turn (3.80) into a linear second-order PDE by introducing the transformation W(x; t) = exp (x; t): Thus, we seek solutions of (3.86). We shall present two alternative methods for solving this equation, each leading to di erent classes of nonlinear control systems 2 G . In the rst method, we choose the function~1( ) to cancel the control dependent term B(t; u):D x W( ). This implies the function g( ) entering the unobservable dynamics is independent of the control u( ). In the second method, we allow g( ) to depend on 22 C.D. CHARALAMBOUS AND R.J. ELLIOTT the control parameter u( ) and hence on the paths of y( ). It is important to note that, from the family of nonlinear systems 2 G the class of Benes 11] type nonlinearities emerges from the rst method but not the second method. This observation will be made precise through examples. Moreover, the second method might yield nite-dimensional states which are not su cient for the control, in the sense that the information state depends on the control directly, and not indirectly through the nite-dimensional su cient statistics. is nonsingular 8x 2 < n provided > 0 and > 0. Clearly, by incorporating the results of Theorem 3.7, the in nite-dimensional, stochastic control problem given under Theorem 2.3, is now equivalent to a completely observable nite-dimensional stochastic control problem with cost function given by J 2 G (u( )) = E R T Here g u g : 0; T] < n U ! < n is Borel measurable, and A10, A12 hold with g ! g u ; (x) ! (t; x; u);q 0 (x) !q 0
The next theorem is a direct consequence of Theorems 3.7, 3.9. The results corresponding to uncontrolled di usion processes (i.e., B=0) were rst derived in 21]. In addition, the information state q 0 ( ) can be written explicitly for the classes of nonlinear functions u ( ) given in Theorems 3.11.
Proof. The rst part of the theorem follows by setting = 0 andH = 0 in the results of Theorem 3.7. The second part of the theorem follows from Theorems 3.11. 2
5. Examples of Optimal and Sub-Optimal Controls for 2 G withH = 0.
Note that, when the Feynman-Kac information state is expressed in terms of a nitenumber of quantities, as in Theorem 3.7, under appropriate hypothesis one could employ dynamic programming arguments as in 4, 6] , to derive a HJ equation satis ed by the optimal cost-to-go, and then establish a veri cation theorem. Consequently, in this case, if the optimal control laws exist they are nite-dimensional.
In the next two theorems we present su cient conditions for identifying nonlinear partially observable stochastic control problems withH = 0, which have exact optimal control laws, reminiscent of LEQG/LQG tracking problems. dx t = (F t x t + g(t; x t ) + f t ) dt + B t u(t; y)dt + G t dw t ; x(0) 2 < n ; ? Q ? T x + 2m ?; T ; (5.135) 
