Using the technique of amalgamation-detachment, we show that the complete equipartite multigraph λK n×m can be decomposed into cycles of lengths c 1 m, . . . , c k m (plus a 1-factor if the degree is odd) whenever there exists a decomposition of λmK n into cycles of lengths c 1 , . . . , c k (plus a 1-factor if the degree is odd). In addition, we give sufficient conditions for the existence of some other, related cycle decompositions of the complete equipartite multigraph λK n×m .
Introduction
A decomposition of a graph G is a collection of subgraphs of G whose edge sets partition the edge set of G. A graph with a cycle decomposition has no vertices of odd degree, however, a graph in which every vertex has odd degree may admit a decomposition into cycles and a 1-factor. By a (c 1 , c 2 , . . . , c k )-cycle decomposition of a graph G we shall mean a decomposition of G into k cycles of lengths c 1 , . . . , c k , respectively, if every vertex in G has even degree, and a decomposition of G into cycles of lengths c 1 , . . . , c k plus a 1-factor if every vertex in G has odd degree.
In this paper, we are concerned with decompositions of complete multigraphs and complete equipartite multigraphs into cycles of variable lengths (plus a 1-factor if the vertex degrees are odd). In particular, we show how cycle decompositions of complete multigraphs can be used to obtain cycle decompositions of complete equipartite multigraphs.
Bryant, Horsley, and Pettersson [10] recently proved the following result, which had been conjectured over thirty years ago by Alspach [1] . 
⌋.
Can this result be generalized to complete multigraphs? It is easy to see that if there exists a (c 1 , c 2 , . . . , c k )-cycle decomposition of the complete multigraph µK n , then the following necessary conditions hold: Many partial solutions to Problem 1.3 are known for complete equipartite graphs K n×m of even degree and uniform cycle lengths, that is, for c 1 = . . . = c k = c. Necessary and sufficient conditions have been determined for c = 3 [15] ; c = 5 [7] ; c ∈ {4, 6, 8} [4] ; prime c ≥ 7 [22] ; c twice a prime [26] , three times a prime [25] , and prime square [24] ; and for c small relative to the number of parts m [27, 28, 18] . Problem 1.3 has also been completely solved for graphs K n×m of even degree and uniform cycle lengths when the number of parts n is small; namely for n = 2 [29] ; n = 3 [11] , n = 4 [6] , and n = 5 [5] . For complete equipartite multigraphs λK n×m of even degree and uniform cycle lengths, Problem 1.3 has been solved for c = 5 [7] and c prime [23] .
Variable (but very specific) cycle lengths in the bipartite graph K m,m were considered in [2, 14, 12, 18, 21] , and in the bipartite multigraph 2K m,m , in [13] . The most comprehensive result to date, contained in [18] , solves Problem 1.3 for cycle lengths satisfying 4 ≤ c 1 ≤ c 2 ≤ . . . c k ≤ min(m, 3c k−1 ).
For complete equipartite multigraphs λK n×m with n > 2, the only known result for variable cycle lengths gives necessary and sufficient conditions when λ = 1, λm(n − 1) is even, and c i ∈ {4, 5} for all i [19] . No results are known for the case λ > 1, n > 2, and variable cycle lengths.
The main goal of this paper is to offer a partial solution to Problem 1.3 in the following form. The following corollary is immediate. This paper is organized as follows. In Section 2 we give the necessary definitions, terminology, and technical tools that will be used in Section 3 to prove our main result, Theorem 1.4. The techniques used in its proof are taken a step further to construct some other, related cycle decompositions of complete equipartite multigraphs in Section 4. Finally, in Section 5, we give all possible cycle decompositions of the complete multigraphs with at most four vertices, and as a corollary using Theorem 1.4, all possible decompositions of the complete equipartite multigraphs λK n×m with at most four parts into cycles of lengths divisible by m.
Preliminaries
All graphs in this paper are assumed to be finite, loopless, and undirected, often with multiple edges. As usual, the symbol K n denotes the complete graph with n vertices, and K n×m denotes the complete n-partite graph with all parts of cardinality m. For any simple graph G and positive integer λ, the symbol λG denotes the multigraph with the multiplicity of every edge equal to λ and with the underlying simple graph isomorphic to G.
Let G = (V, E) be a graph, and u and v two distinct vertices of G.
, and m G (u, v) will denote the degree of u, the set of neighbours of u, and the number of edges between u and v, respectively, in G. Similarly, if U ⊆ V − {u}, then m G (u, U) denotes the number of edges of G incident with u and a vertex in U. If V ′ ⊆ V , then G − V ′ denotes the graph obtained from G by deleting all vertices in V ′ , as well as all edges incident with a vertex in V ′ . If V ′ = {v}, then we write simply G − v instead of G − {v}. Two concepts will be used in the proof of Theorem 1.4 as the main tools. The first is the amalgamation-detachment technique, first developed in [16, 17] , and more recently surveyed in [3] . Informally speaking, an α-detachment of a graph G is any graph obtained by splitting a vertex α of G into one or more vertices, and dividing the edges incident with α among the resulting (sub)vertices. In particular, in an α-detachment G ′ of G in which we split vertex α into vertices α and β, each edge of the form {α, u} in G will give rise to an edge of the form either {α, u} or {β, u} in G ′ . The following lemma will be crucial in the induction step of the proof of Theorem 3.2. 
Proof. Let G and G ′ be as in the statement of the lemma. Note that the connected components of G ′ − {α, β} are precisely the connected components of G − α. If G ′ is connected, then some component H of G ′ − {α, β} must contain neighbours of both α and β, and conversely.
In other words, G ′ is connected if and only if
, the statement of the lemma then follows immediately.
The second main tool in the proof of Theorem 1.4 is the concept of edge colouring, in particular, de Werra's Theorem 2.2 below. A k-edge-colouring of a graph G = (V, E) is a mapping f : E → K, where K = {1, . . . , k} is the set of k colours. For any i ∈ K, the symbol G(i) will denote the spanning subgraph of G whose edge set is the set of all edges of colour i; we call such a spanning subgraph a colour class of G with respect to the edge colouring f . Observe that a colour class may have (many) isolated vertices.
A
for all i, j ∈ K and u ∈ V ; that is, if every vertex is incident with "almost the same" number of edges of each colour.
The following extremely useful result by de Werra [30] guarantees existence of an equitable k-edge-colouring in any bipartite graph. For completeness, and since publication [30] is not available to us, we present a proof. Proof. The assertion clearly holds for k = 1, hence we may assume k ≥ 2.
For a graph G = (V, E) and a fixed k-edge-colouring f :
Define a parameter δ(G, f ) as follows:
Claim: δ(G, f ) = 0 if and only if f is an equitable k-edge-colouring of G. Proof of the claim: Assume f is an equitable k-edge-colouring of G. Then, for all v ∈ V and i, j ∈ K, we have d ij (v) ∈ {0, 1}, and it easily follows that δ(G, f ) = 0.
Conversely, let f be a k-edge-colouring of G with δ(G, f ) = 0. First observe that, for any real number s, the quantity |s| + |s − 1| gives the sum of distances of s from 0 and 1, and
is a non-negative integer, it follows that d ij (v) ∈ {0, 1}, in other words, f is an equitable k-edge-colouring of G. Now suppose G is a bipartite graph that admits no equitable k-edge-colouring. Let f be a k-edge-colouring of G that minimizes δ(G, f ). Since f is not equitable, there exist a vertex u ∈ V and colours s, t ∈ K such that d s (u) − d t (u) ≥ 2. Let T be a maximal trail in G with initial vertex u, first edge in G(s), and edges alternately in G(s) and G(t). (Recall that a trail is an alternating sequence v 0 e 1 v 1 . . . v m−1 e m v m of vertices and edges such that each edge e i has endpoints v i−1 and v i , and no edge in the sequence is repeated.) For any internal vertex v of T , the trail enters v with an edge of colour s and exits with an edge of colour t, or vice-versa. Since G is bipartite, d s (u) = d t (u), and T is maximal, the trail T cannot be closed. Thus its terminal vertex, call it z, is distinct from u.
We construct a new k-edge-colouring f ′ of G by swapping colours s and t of f along the trail T . With respect to this new colouring
We now show that
for all v ∈ V , with strict inequality when v = u. This is obvious (with equality) for vertices v ∈ {u, z} since d
holds (with equality) for all i, j ∈ K − {s, t}. We now verify that strict inequality holds in (2) for v = u and {i, j} = {s, t}. Since
Next, we verify Inequality (2) for v = z and {i, j} = {s, t}. Since T is a maximal trail alternating colours s and t, for the terminal vertex z of T , we must have either
Then the last edge of the trail T must be of colour s, and will be swapped to colour t in f
A similar argument shows that Inequality (2) holds for v = z and {i, j} = {s, t} when
Finally, we'll show that
for v ∈ {u, z} and any ℓ ∈ K − {s, t}.
Hence Inequality (3) holds for v = u. Similarly, reversing the roles of colours s and t if necessary, we can show that it holds for v = z.
We have thus shown that (1) holds for all v ∈ V , with strict inequality when v = u. We conclude that f ′ is a k-edge-colouring of G with δ(G, f ′ ) < δ(G, f ), a contradiction. Hence G must possess an equitable k-edge-colouring.
Proof of the main result
Throughout the rest of this paper, unless otherwise specified, λ, µ, m, n, k, and c 1 , c 2 , . . . , c k will denote positive integers,
We first give a simple lemma that implies the necessary condition (C4) for existence of a (c 1 , . . . , c k )-cycle decomposition of λK n×m .
Lemma 3.1 [8] Let G be a multigraph in which each edge has even multiplicity, and assume that G admits a (c 1 , . . . , c k )-cycle decomposition. Then
Proof. Suppose that the result does not hold, and let G be a smallest counterexample. That is, G is a multigraph with the smallest number of edges such that every edge of G has even multiplicity, and G admits a (c 1 , . . . , c k )-cycle decomposition C with max{c i : i = 1, . . . , k} > 1 2 ε − k + 2. Let E = E(G) and ε = |E|, and let C k be a cycle in C of maximum length c k . For each e ∈ E(C k ), choose an edge e ′ parallel to e, e ′ = e, and let
. Hence there exists a cycle C in C, C = C k , that contains at most one edge of E − E * . If C contains no edges of
, and each of the remaining
Hence C must contain exactly one edge of E−E * -call it e -and the edges in E(C)∩E * form a path P of length t. Let P k be the path in C k parallel to P . Obtain a graph G ′ from G by deleting the edges of P and P k , and a cycle decomposition C ′ of G ′ by deleting C from C and replacing C k with the cycle (C k −P k )+e. Observe that G ′ has ε ′ = ε−2t edges, and each edge has even multiplicity. Moreover, C ′ is indeed a cycle decomposition of G ′ ; it contains k ′ = k − 1 cycles, and maximum cycle length is c
Thus G ′ is a smaller counterexample, contradicting the minimality of G.
We conclude that the statement of the lemma holds.
Our main Theorem 1.4 will follow easily from the seemingly stronger Theorem 3.2 and Corollary 3.3 below. Theorem 3.2 Let λm(n − 1) be even, and assume there exists a (c 1 , . . . , c k )-cycle decomposition of λmK n . Then, for all ℓ = n, n + 1, . . . , mn there exist a graph G = (V, E) of order ℓ and a function g : V → Z + with the following properties:
for each pair of vertices u, v from distinct parts of G;
(P4) G admits a k-edge-colouring such that, for each each colour i ∈ {1, 2, . . . , k}:
(P4a) colour class G(i) has c i m edges;
Proof. We prove the theorem by induction on ℓ.
First we prove the basis of induction, case ℓ = n. Let G = (V, E) = λm 2 K n and g(v) = m for all v ∈ V . Then the graph G is of order ℓ, and Properties (P1)-(P3) clearly hold for G and the function g. By assumption, there exists a decomposition of λmK n into cycles of lengths c 1 , . . . , c k . Replacing each edge in this decomposition by m parallel edges we obtain a decomposition of G into m-fold cycles of lengths c 1 , . . . , c k . Now define a k-edge-colouring of G by taking the colour class G(i) to be the m-fold cycle of length c i in this decomposition, together with the remaining n − c i isolated vertices. Clearly, Property (P4) then holds for G and g as well.
Suppose now that for some ℓ ∈ {n, n + 1, . . . , mn − 1} there exist a graph G = (V, E) of order ℓ and a function g : V → Z + satisfying properties (P1)-(P4) from the statement of the theorem. We shall now construct a graph G ′ of order ℓ + 1 and a function g
satisfying Properties (P1)-(P4). Since ℓ < mn and (P1)-(P2) hold for G, there exists a vertex α of G with g(α) > 1. The graph G ′ will be constructed as an α-detachment of G with the help of an auxiliary bipartite graph B defined as follows. First, define sets K = {1, 2, . . . , k}, X = {x 1 , . . . , x k }, and V α = V − {α}, and let B be the bipartite graph with bipartition {X, V α } and with m B (
for all i ∈ K and u ∈ V α such that u and α are from distinct parts of G.
By Theorem 2.2, there exists an equitable g(α)-edge-colouring of B. With respect to such a colouring we have
. . , g(α)}, and u ∈ V α , where u and α are from distinct parts of G. In particular, observe that d B(j) (x i ) is constant with respect to parameter j (namely, it is 0 if d B (x i ) = 0, and 2 if d B (x i ) = 2g(α)). We shall use one colour class of this equitable g(α)-edge-colouring of B to define the α-detachment G ′ of G, however, to guarantee Property (P4c), we may need to first modify the colouring as follows.
Let B 2 be a spanning subgraph of B that is the union of two arbitrary colour classes of B with respect to our equitable g(α)-edge-colouring. Then d B 2 (x i ) ∈ {0, 4} and d B 2 (u) = 2λg(u) for all i ∈ K and u ∈ V α such that u and α are from distinct parts of G.
Let K ′ be the subset of K containing all colours i such that there exists a connected component
We form a new (bipartite) graph B 
that u and α are from distinct parts of G.
We are now ready to define the new graph G ′ . Informally speaking, G ′ is obtained from G by splitting the vertex α into vertices α and β, and converting all edges of the form {α, u} that correspond to edges of B 1 to edges of the form {β, u}, preserving the colour of each edge. More formally, take any β ∈ V , and define G ′ as a k-edge-coloured graph with V (G ′ ) = V ∪ {β} and, for all i ∈ K and u, v ∈ V α , u) , and
Clearly, G ′ is of order ℓ + 1 and is n-partite (with α and β in the same part). Moreover, 
To verify Property (P3), first observe that for any u, v ∈ V α that belong to distinct parts of G ′ , and hence to distinct parts of G, we have m
. Furthermore, for any u ∈ V α not in the same part as α and β, we have m Hence assume α is a vertex in C(i), the unique non-trivial connected component of
, it will then follow that C ′ (i) is the unique non-trivial connected component of G ′ (i). First observe that, since C(i) is a connected even graph, it has no cut edges, which implies that for each connected component H i of C(i) − α we have m C(i) (α, V (H i )) ≥ 2, and hence also m B (x i , V (H i )) ≥ 2. This fact will be used in Cases 1-3 below.
By Lemma 2.1, it suffices to show that for some connected component
, there are three cases to consider.
Case 2: m B 2 (x i , V (H i )) = 2 for some connected component H i of C(i) − α. Since connected components of C(i) − α are precisely the connected components of G(i) − α, we have i ∈ K ′ . We may assume that the graph B 1 was constructed using this particular connected
Since the conditions of Lemma 2.1 are satisfied in all cases, we conclude that C ′ (i) is connected, proving Property (P4c) for G ′ .
We have thus shown that G ′ and g ′ satisfy Properties (P1)-(P4). The result follows by induction.
In the next corollary, we shall extend Theorem 3.2 to multigraphs of odd degree. mn edges; and
Proof. The proof of this corollary is very similar to the proof of Theorem 3.2, hence we highlight only the differences.
In the base case ℓ = n, the colour class G(k + 1) is defined as the m-fold 1-factor in G = λm 2 arising from the 1-factor in the presumed decomposition of λmK n . Properties (P1)-(P4) then clearly hold.
In the induction step, we define the auxiliary bipartite graph B as follows. First, let K * = K ∪ {k + 1} and X * = X ∪ {x k+1 }, and let B be the bipartite graph with bipartition {X * , V α } and with m B (x i , u) = m G(i) (α, u) for each u ∈ V α and i ∈ K * . By the induction hypothesis, d B (
As in the proof of Theorem 3.2, we take an equitable g(α)-edge-colouring of B, and let B 2 be the union of two of its colour classes. The subgraph B 1 is then defined exactly as before, adjusting only the edges incident with the vertices in K ′ ⊆ K. We thus end up with Finally, to verify Property (P4e), first observe that
We are now ready to prove our main Theorem 1.4.
Proof of Theorem 1.4. Assume there exists a (c 1 , . . . , c k )-cycle decomposition of λmK n . First, let λm(n−1) be even. By Theorem 3.2, there exist a graph G = (V, E) of order mn and a function g : V → Z + satisfying Properties (P1)-(P4). Thus G is n-partite, and since v∈V g(v) = mn by Property (P2), and g(v) ≥ 1 for all v ∈ V , we must have that g(v) = 1 for all v ∈ V . Therefore, again by Property (P2), each part of G has m vertices. Furthermore, by Property (P3), m G (u, v) = λg(u)g(v) = λ for every pair of vertices in distinct parts of G, implying that G is isomorphic to λK n×m . By Properties (P4a) and (P4c), the graph G admits a k-edge-colouring such that each colour class G(i) has a unique non-trivial connected component C(i) with c i m edges. Furthermore, property (P4b) tells us that each C(i) is 2-regular. Hence it is a cycle of length c i m. We thus have a (c 1 m, . . . , c k m)-cycle decomposition of λK n×m as claimed.
When λm(n − 1) is odd, Corollary 3.3 similarly implies a decomposition of λK n×m into cycles of lengths c 1 m, . . . , c k m plus a 1-factor. In particular, Properties (P4d)-(P4e) show that for G = λK n×m , since g(v) = 1 for all v ∈ V , the colour class G(k + 1) is a 1-factor.
More cycle decompositions of λK n×m
The proof of Theorem 3.2 was presented in the most general form, which we hope can be used in the future to derive other decomposition results. In the next theorem, however, we exploit the fact that at each step, each colour class is a detachment of an m-fold cycle (plus isolated vertices). This approach will allow us to obtain cycle decompositions of λK n×m with other cycle lengths. But first, we present the following simple observation, to be used in the proofs of Theorems 4.2 and 4.4 below. Proof. We shall first prove the theorem for the case that λm(n−1), the degree of λmK n , is even. As in the statement of the theorem, let C 1 , C 2 , . . . , C k be an ordering of the cycles in a decomposition of λmK n with the specified properties. We may assume that N is maximum in the sense that for all i > N, the vertex set of C i is contained in together with the remaining n − c i isolated vertices. For each s = 1, 2, . . . , N, we shall now construct a graph G s and its k-edge colouring f s with the following properties (to be verified below):
(R1 ′ ) for all i ∈ {1, . . . , k}, the colour class G s (i) has c i m edges;
(R1 ′′ ) for all colours i ∈ {1, . . . , k} and all vertices x ∈ s j=1 V (C j ), if x (j) denotes a vertex of G s obtained by splitting x, then d Gs(i) (x (j) ) ∈ {0, 2}; and (R2 ′ ) for all i ∈ {1, . . . , s}, the colour class G s (i) is a vertex-disjoint union of cycles of lengths q i,1 c i , . . . , q i,r i c i , plus isolated vertices.
Fixing s ∈ {1, . . . , N}, we construct G s from G s−1 as follows.
(b) For each vertex y in G 0 , y = x, that is also a vertex of G s−1 (that is, y has not been split yet), replace the set of λm 2 parallel edges xy (partitioned into λm colour classes of size m) with a decomposition of λmK 1,m into λm copies of K 1,m . That is, each of the λm colour classes of edges with one endpoint y and the other in
(c) For each vertex y in G 0 that has already been split into vertices y (1) , . . . , y s }, which is isomorphic to λmK 1,m decomposed into λm colour classes K 1,m , with a 1-factorization of λK m,m , first choosing the edges of the 1-factor corresponding to colour class s so that the s-th colour class becomes a vertex-disjoint union of cycles of lengths q s,1 c s , . . . , q s,rs c s (this is possible by Lemma 4.1).
We shall now verify that graphs G 1 , . . . , G N satisfy Properties (R0 ′ )-(R2 ′ ). From the construction, it is clear that Properties (R0 ′ ) and (R1 ′ ) hold; the latter holds since for each colour i, the number of edges of colour i in G s−1 and G s are equal. To see Property (R1 ′′ ), observe that the degree of any vertex x in G 0 (i), for any colour i ∈ {1, . . . , k}, is in {0, 2m}, and when vertex x is split into vertices x (1) , . . . , x (m) , the degree of each vertex x (j) in the i-th colour class will be in {0, 2}. Since in G s , all vertices from C 1 , . . . , C s have already been split, Property (R1 ′′ ) follows. Lastly, Step 5 guarantees that the non-trivial connected components of the colour class G s (s) are cycles of lengths q s,1 c s , . . . , q s,rs c s , while the non-trivial connected components of each colour class G s (i) for i < s are identical to those of G s−1 (i). Hence Property (R2 ′′ ) holds as well. The proof for the case when λm(n − 1) is odd is very similar, so we shall only highlight the differences. We start with a presumed decomposition of λmK n into cycles C 1 , C 2 , . . . , C k (with the specified ordering) and a 1-factor. From this, we obtain a decomposition of λm 2 K n into m-fold cycles and an m-fold 1-factor. We then let G 0 be the graph λm 2 K n with a (k +1)-edge colouring f 0 arising from this decomposition; that is, the colour class G 0 (i), for i ≤ k, consists of the m-fold cycle of length c i together with the remaining n − c i isolated vertices, while the colour class G 0 (k + 1) is an m-fold 1-factor. We then proceed to construct, for s = 1, 2, . . . , N, a graph G s and its 
The construction (Steps 1-5) is performed exactly as in the first case, and the verification is very similar and hence left to the reader.
In Theorem 4.2, we were able to split N of the 2-regular subgraphs into cycles of desired lengths (divisible by the corresponding c i ). How large can N be? Since for all i = 2, . . . , N, the cycle C i adds at least one vertex to i−1 j=1 V (C j ), we must have
Hence N ≤ n − c 1 + 1. In the next example we describe a case in which Theorem 4.4 (to follow below) will give an improvement. If we now find an ordering C 1 , . . . , C mk of these cycles, and an index N such that the assumptions of Theorem 4.2 are satisfied, then N ≤ n−c 1 +1 by the preceding paragraph. In the next result, we'll show that we can do better: at least k of the 2-regular subgraphs in the decomposition of K n×m that results by splitting each vertex in mK n into m vertices will consist of cycles of specified lengths. When most cycle lengths among c 1 , . . . , c k are small, their number k may be quadratic in n, and so we'll have n − c 1 + 1 < k for n sufficiently large. First, it is clear from the construction that G * is isomorphic to K n×m . Next, observe that each colour class of G gives rise to a colour class in G * of the same size; that is, each cycle C jk+i of length c i in mK n gives rise to an m-fold cycle C ′ jk+i in G with c i m edges, which gives rise to a colour class G * (jk + i) with c i m edges in K n×m . It is also easy to see that every vertex of G * has degree 0 or 2 in each colour class G * (jk + i). Hence the non-trivial connected components of G * (jk + i) will form a 2-regular graph F jk+i with c i m edges, thus satisfying Property (S1). Furthermore, Step 3 of the construction ensures that the 2-regular subgraphs F 1 , . . . , F k will consists of cycles of specified lengths, yielding Property (S2).
Observe that attempting to extend the proof of Theorem 4.4 to the case n is even (that is, starting with a decomposition of K n into cycles plus a 1-factor) results in a decomposition of K n×m into 2-regular subgraphs satisfying Properties (S1)-(S2) plus n 2 copies of K m,m , rather than a 1-factor.
5 Cycle decompositions of λK n×m for 2 ≤ n ≤ 4
In this section, we use Theorem 1.4 to find particular cycle decompositions of complete equipartite multigraphs with a small number of parts, most of which were not known before. In the next three lemmas, we first construct all possible decompositions of µK n , for n = 2, 3, 4, into cycles of variable lengths. The first of these three lemmas is obvious, hence the proof is omitted.
In this section, a decomposition of a graph G into m 1 cycles of length c 1 , m 2 cycles of length c 2 , . . ., and m ℓ cycles of length c ℓ , plus a 1-factor if each vertex in G is of odd degree, will be abbreviated as (c It is not difficult to verify that the necessary and sufficient conditions in Lemmas 5.2 and 5.3 below are equivalent to Conditions (B1)-(B4) from Section 1 (for n = 3 and n = 4, respectively), however, they do not imply the conditions of Theorem 1.2. Proof. It is easy to verify the necessity of the conditions of the lemma. Conversely, assume that µ, a, b, and c satisfy the two conditions of the lemma. We shall construct a (2 (a) , 3 (b) , 4 (c) )-CD of µK 4 as follows. In addition to graphs C 3 , C 4 , and K 4 with standard symbols, the basic building blocks of this decomposition will be obtained from the following graphs:
• 2(K 4 − P 1 ), the graph 2K 4 with a pair of parallel edges removed (this graph five edges, each of multiplicity 2);
• K 4 + 2P 1 , the graph K 4 with an added pair of parallel edges (this graph has one edge of multiplicity 3 and five edges of multiplicity 1);
• K 4 + 2I 4 , the graph K 4 with an added 2-fold 1-factor (this graph has two independent edges of multiplicity 3 and four edges of multiplicity 1);
• 3K 4 − 2I 4 , the multigraph 3K 4 with the edges of a 2-fold 1-factor removed (this graph has four edges of multiplicity 3 and two independent edges of multiplicity 1); and
• 3K 4 − 2P 2 , the multigraph 3K 4 with the edges of a 2-fold path of length two removed (this graph has four edges of multiplicity 3 and two adjacent edges of multiplicity 1).
Observe that each of these (multi)graphs has either no vertices of odd degree or no vertices of even degree. It is easy to establish existence of the following auxiliary decompositions, to be used below. For convenience, we make a note of which of these include a 1-factor. Observe that b must be even. Let b = 4b ′ + b ′′ and c = 3c ′ + c ′′ where b ′′ ∈ {0, 2} and c ′′ ∈ {0, 1, 2}. In most cases (that is, unless stated otherwise), we start with a (3 (4b ′ ) )-CD and (4 (3c ′ ) )-CD of edge-disjoint subgraphs 2b ′ K 4 and 2c ′ K 4 , respectively, of µK 4 , using Decompositions D1 and D2. This is possible since 
