Abstract. Existence of solutions to some nonlinear integral equations with variable delays are obtained by the use of a fixed point theorem due to Dhage. As applications of the main results, existence results to some initial value problems concerning differential equations of higher order as well as integrodifferential equations are derived. The case of Lipschitz-type conditions is also considered. Our results improve and generalize, in several ways, existence results already appeared in the literature.
INTRODUCTION AND PRELIMINARIES
In the recent paper [5] , Dhage and Karande considered the initial value problem x(t) f (t,x(t)) = t 0 g(t, x(s))ds, t ∈ J x(0) = x 0 , x (0) = x 1 has been investigated by the authors in [7] . Both problems are studied by means of fixed point theory (see [8] ). For some existence results concenring initial value problems for differential or integrodifferential equations where the derivative of the function x(t) f (t,x(t)) is involved, the reader is refered to the papers [2] [3] [4] [5] [6] [7] . Motivated by the work in [5] and [7] , the purpose of this note is to generalize and extend the results presented in these papers to an integral equatiion that includes (1.1) and (1.2) (as special cases) meanwhile relaxing the assumptions posed on the functions f and g in [5] and [7] . More precisely, we consider the following integral equation (1. 3) x(t) = f (t, x(t), x(ϑ(t))) Q(t) + t 0 H(t, s)g(s, x(s), x(η(s)))ds , t ∈ J, where f and g are real-valued functions defined on J × R 2 , H(t, s) is a continuous function on J × J, ϑ, η ∈ C(J, J) with θ(t), η(t) ∈ [0, t], for all t ∈ J, and x 0 is a real number. For our convenience, we set f 0 = sup t∈J |f (t, 0, 0)| and q 0 = sup t∈J |Q(t)| .
By a solution of the integral equation (1.3) we mean a function x : J → R such that the function H(t, s)g(s, x(s), x(η(s))) is integrable on J with respect to s for any t ∈ J and satisfies (1.3) for all t ∈ J. We note that, as the assumptions on the delay θ imply that θ(0) = 0, it immediately follows that for any solution x of the integral equation (1. 3) it will hold (1.4)
x 0 = f (0, x 0 , x 0 ) Q(0), where x 0 = x(0). Let BM (J, R) and C(J, R) denote the space of real valued bounded measurable functions on J and the space of continuous real valued functions defined on J, respectively. Clearly, C(J, R) equipped with the norm x − y = sup t∈J |x(t) − y(t)| , x, y ∈ C(J, R), becomes a Banach space while (C(J, R), · ) with the usual multiplication is a Banach algebra. Whenever there is no case of misunderstanding we'll use the same symbol in denoting the usual max-norm of R n , i.e.,
We seek solutions of the integral equation (1.3) that belong to the space C(J, R). It is not difficult to see that the integral equation (1.3) includes not only the problems (1.1) and (1.2) as special cases but, also, some i.v.p.'s concerning more general equations. We deal with this matter in Section 3 where we apply our main result to problems (1.2), (1.3) and to some more general problems, and in Section 4 where some discussion on this subject is cited.
In order to state our results, we need some definitions.
Definition: Let (X, . ) be a normed space. An operator T : X → X is called (i) totally bounded if T maps bounded subsets of X into relatively compact subsets of X.
(ii) completely continuous if T is totally bounded and continuous.
Definition. Let (X, · ) be a normed space. A mapping T : X → X is called (i) contraction on X if there exists a real constant α ∈ (0, 1) such that
(ii) nonlinear contraction with contraction function φ if there exists a continuous function φ :
for all x, y ∈ X and φ(r) < r for all r > 0.
The function φ is called a D−function for f on X with contraction function φ.
(iii) D −Lipschitzian if there exists a continuous and nondecreasing function φ :
The function φ is called a D−function of f on X.
Clearly any Lipschitzian mapping is D−Lipschitzian and any nonlinear contraction is D−Lipschitzian but the converses may not hold (See [1] ).
Our results are based on the following theorem by Dhage [2] .
Theorem D. Let S be a closed, convex and bounded subset of a Banach algebra X be and let A : X → X and B : S → X be two operators such that (a) A is D−Lipschitzian with a D−function φ, (b) B is completely continuous, and (c) x = AxBy =⇒ x ∈ S, for all y ∈ S. Then the operator equation AxBx = x has a solution whenever M φ(r) < r, r > 0, where M = B(S) := sup { B(x) : x ∈ S}.
MAIN RESULTS
Before we prove the main result of the paper, we state assumptions (h 1 ) and (h 2 ) posed on the functions f and g respectively. These assumptions describe, in a way, the "allowable growth" of the functions f and g that guarantee existence of solutions to equation (1.3) . Note that the bound function on f is not assumed to be Lipschitz while the bound functions on g need not posess any kind of monotonicity.
where φ : R + → R + is continuous and nondecreasing with
We note here that, for our convenience, the notation ω(r) = sup Proof. Let X = C(J, R) and recall that X equipped with the usual sup-norm is a Banach algebra. We define the mapping A : X → X by (2.1)
Then A is D−Lipschitz on X with a D−function φ. Indeed, in view of (h 1 ) we have for any x, y ∈ X and t ∈ J
which immediatley implies that
Set S r = {x ∈ X : x ≤ r}, where r is a positive real number r satisfying condition (C) Clearly, S r is a closed, convex and bounded subset of X. We define a mapping
We will show that the operators B and A satisfy (b) and (c) of Theorem D.
The continuity of the operator B is an immediate consequence of the continuity of the functions g, η, ϑ as well as of the continuity of the integral operator on J. We claim that B is completely continuous.
First, let us show that |B| is bounded on S r by a constant depending on r. Indeed, in view of (h 2 ), for any x with x ≤ r we have for t ∈ J
and so, it holds
Taking the supremum over t, from the last inequality it follows that
where we have set R = sup
Since the constant R is independent of x, it follows that the operator B is uniformly bounded in S r . Now we show that B(S r ) is an equicontinuous subset of X. Let x ∈ S r ⊂ X and t, τ ∈ J. Without loss of generality we may assume that t ≤ τ . We have
As H is assumed to be continuous on J × J it follows that From this fact and the continuity of Q we obtain
Hence B(S r ) is an equicontinuous subset of X, which, in view of the Ascoli-Arzelá theorem implies that B(X) is relatively compact. Consequently, B is a completely continuous operator. Now we show that if y is an arbitrary element in S r and x is an element in X for which x = AxBy, then x ∈ S r , i.e. y ∈ S r and x ∈ X with x = AxBy =⇒ x ≤ r.
To this end, let y be an arbitrary function in S r . Then, for any x ∈ X with x = AxBy we have for t ∈ J |x(t)| = |AxBy|
which, in view of (C), implies |x(t)| < r for all t ∈ J.
As the last inequality holds for any t ∈ J, it follows that x ≤ r, hence x ∈ S r . This clearly implies that the operators A and B satisfy (c) of Theorem D.
It remains to show that M φ(r) < r, where M = B(S r ) = sup { B(x) : x ∈ S r }. Indeed, by (2.3), (C) and the nonnegativity of f 0 , we have
The proof of our theorem is now completed.
Before we proceed to our next result, we cite two remarks concerning condition (C). Remark 1. In the case that f 0 = 0, i.e., if f (t, 0, 0) is not identically zero on J, then condition (C) may be relaxed by substituting "<" by "≤", i.e., by
Note that the strict inequality in (C) is needed so that the condition "M φ(r) < r" in Theorem D is satisfied. Thus, if f 0 = 0, then (C) may replaced by ( C).
Remark 2. As it concerns the function H, we notice the following: (i) In case that the function |H| is monotone in its first argument and |Q| has the same type of monotonicity as |H|, then (C) may be simplified. For example, if H is nondecreasing in its first argument, i.e., if
However, if this is not the case, then the difference between the real numbers sup
|H(t, s)| γ(s)ds and |Q(T )|+ω(r)
T 0
|H(T, s)| γ(s)ds may be-
come too large to be ignored (see, also, the first application in the next section).
(ii) One can easily see that, in fact, there is no need to assume that H is defined on the whole rectangle J × J but only on J × {(t, s) : 0 ≤ s ≤ t, t ∈ J}. Now we state three propositions concerning the way that condition (C) may be modified according to the behavior of the functions φ and ω at infinity. First we deal with the case that φ and ω are unbounded. Proof. Assume that none of the functions φ and ω is bounded. It suffices to show that (C 1 ) implies (C). Consider an arbitrary positive number ε. Due to (C 1 ) we may find a sufficently large r such that (2.4) sup Then we have 
|H(t, s)| γ(s)ds
In view of (2.4), from the last inequality we have
which, as ε is arbitrary, implies that (C) holds true. Our assertion is proved.
Let us note, here, that in case that the function Proposition 2, below, deals with the case in which at least one of the functions φ and ω is bounded. Recalling that the functions φ and ω are nondecreasing, as it concerns the boundedness of φ and ω there are only three cases to be considered. The proof of Proposition 2 may be easily obtained following the same arguments as those in the proof of Corollary 1 and so it will be omitted.
Proposition 3 refers to the case that at least one of the functions φ or ω behaves at ∞ like t p for some p ∈ (0, 1).
Proposition 3.
Assume that (h 1 ) and (h 2 ) hold. Moreover, asssume that
If (C 1 ) holds then the integral equation (1.3) has a solution on J.
Proof. It suffices to prove that, in view of our assumption on the behavior on φ or ω, (C 1 ) implies (C). Let θ be a positive number such that
and assume that φ(u) ∼ u p at +∞. By φ(u) ∼ u p it follows that for any q ∈ (0, p) it holds u q < φ(u) for sufficiently large t hence, by our assumption there exists an arbitrary large u such that 
i.e., (C) is satisfied. The proof for the case ω(u) ∼ u p for some p ∈ (0, 1) is similar.
Now we explore condition (h 2 ) a little more. In a way, condition ( C 2 ) in Theorem 2, below, gives an example of a "suitable" function Ω such that (h 2 ) holds.
Theorem 2.
Assume that f satisfies (h 1 ) and ( h 2 ) There exists a function γ ∈ L 1 (J, R + ) such that for some r > 0 it holds
Then the integral equation (1.3) has a solution on J. Note. If f 0 = 0, then "<" in ( C 2 ) may be replaced by "≤".
Proof. We define the operators A and B and consider the real number r and the set S r as in the proof of First, let us note that in view of ( h 2 ), for any x with x ≤ r we have for t ∈ J
Since r φ(r)+f0 is independent of x, it follows that the operator B is uniformly bounded in S r .
As in Theorem 1, we can prove that B(S r ) is an equicontinuous subset of X. This, in view of the Ascoli-Arzelá theorem implies that B(X) is relatively compact and so B is a completely continuous operator. Now we show that if y is an arbitrary element in S r and x is an element in X for which x = AxBy, then x ∈ S r . For an arbitrary function y in S r and for any EJQTDE, 2007 No. 22, p. 11
x ∈ X with x = AxBy we have for t ∈ J |x(t)| = |AxBy|
|x(t)| ≤ r for all t ∈ J. As the last inequality holds for any t ∈ J, it follows that x ≤ r, hence x ∈ S r . This clearly implies that the operators A and B satisfy (c) of Theorem D.
It remains to show that M φ(r) < r, where M = B(S r ) = sup { B(x) : x ∈ S r }. In view of the definition of B by (2.2), we have for t ∈ J for any x ∈ S r , and so,
Thus,
It is not difficult to see that, in comparison with Theorem 1, what Theorem 2 really states is that condition (h 1 ) may be replaced by (a more easily verified condition such as) (C 2 ) thus allowing us to ask only for the existence of one function (namely the function γ) rather than two functions needed in (h 2 ) (namely the functions H and γ). Now let us suppose that there exists an r > 0 such that it holds
It follows that γ is nondecreasing and continuous on J, hence for t 0 ∈ J such that (C 4 ) holds, we have
Consequently, if for some r > 0 it holds
|H(t, s)| ds
then (h 2 ) is always satisfied. We have thus proved the next result. Finally we observe that, as the assumption of Theorem D asks that M φ(r) < r, it follows that the most intense "allowable" growth of f is that of φ tending to be "linear from below" with lim 
APPLICATIONS
In this section we apply the main results of the paper to generalize and extend some known existence results for some initial value problems concerning differential as well as integro-differential equations, still relaxing, in some cases, the assumptions placed on f and g. First we deduce results concerning the case where the function f is Lipschitz and then we show in some detail how Theorems 1 and 2 may be applied to a second-order initial value problem concerning differential equations with delays. Finally, we present the results obtained by the application of Theorems 1 and 2 to initial value problems concerning higher order differential or integro-differential equations.
3.1. The case of a Lipschitz function. Let us now assume that the function f is Lipschitz with a Lipschitz function k, i.e., assume that 
then the integral equation (1.3) has a solution on J.
Remark 3. Note that (C L ) implies that k ω(r)sup t∈J t 0 |H(t, s)| γ(s)ds < 1. Hence, in order that (C L ) is satisfied it is necessary that there exists an r > 0 such that
As ω is nondecreasing, we consider the following two cases.
(i) The function ω is bounded on [0, ∞) by the real number ω 0 . In this case, condition (C L ) may be replaced by
(ii) The function ω exceeds ω 0 on [0, ∞). Then any appropriate r such that (C L ) holds has to belong in the interval 0, ω The last inequality is a consequence of (C L ). Note that in case that f (t, 0, 0) is not identically zero on J, then (C L ) may be replaced by (C L ). Also, observe that the assumption on the function φ is to be D−Lipschitz, hence it is not required that φ(r) < r. This may allow us to consider Lipschitz functions k with k > 1. For example, if the function ω is bounded by ω 0 and s = sup As an immediate consequence of Theorem 4 we obtain the following corollary. Conditions involving the last two inequalities appear in several papers presenting existence results to initial value problems similar to the one considered here (see, for example, assumption (5.4) in Theorem (5.3) in [5] ).
Next we apply the main results of this paper to two initial value problems concerning a second-order differential equation (P 2 ) and a higher-order differential equation (P n ). Though (P 2 ) may be regarded as a special case of (P n ), we choose to state the results concerning both, (P 2 ) and (P n ). Results for the first-order differential initial value problem (P 1 ) may be obtained from the general case of (P n ).
