Navier-Stokes limit of Jeffreys type flows by GATTI S. et al.
Physica D 203 (2005) 55–79
Navier–Stokes limit of Jeffreys type flows
Stefania Gattia, Claudio Giorgib, Vittorino Patac,∗
a Dipartimento di Matematica, Universit`a di Ferrara, Via Machiavelli 35, 44100 Ferrara, Italy
b Dipartimento di Matematica, Universit`a di Brescia, Via Valotti 9, 25133 Brescia, Italy
c Dipartimento di Matematica “F. Brioschi”, Politecnico di Milano, Via Bonardi 9, 20133 Milan, Italy
Received 17 February 2005; accepted 14 March 2005
Communicated by R. Temam
Abstract
We analyze a Jeffreys type model ruling the motion of a viscoelastic polymeric solution with linear memory in a two-
dimensional domain with nonslip boundary conditions. For fixed values of the concentrations, we describe the asymptotic
dynamics and we prove that, when the scaling parameter in the memory kernel (physically, the Weissenberg number of the flow)
tends to zero, the model converges in an appropriate sense to the Navier–Stokes equations.
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1. The equations
Let Ω ⊂ R2 be a bounded domain with smooth boundary∂Ω. For t > 0, we consider the following system
of equations in the unknown variablesu = u(x, t) : Ω × [0,∞) → R2, η = ηt(x, s) : Ω × [0,∞) × (0,∞) → R2
andp = p(x, t) : Ω × [0,∞) → R:

∂tu − ωu − (1 − ω)
∫ ∞
0
kε(s)η(s) ds + (u · ∇) u + ∇p = f,
∂tη = −∂sη + u,
div u = 0,
div η = 0.
(1.1)
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, ε ∈ (0,1],
is the rescaling of a given smooth functionk : (0,∞) → [0,∞) such that
∫ ∞
0
k(s) ds = α < ∞,
and subject to the normalization condition
∫ ∞
0
sk(s) ds = 1.
The above equations describe the horizontal motion of a fluid of Jeffreys type in an infinite cylinder of cross section
Ω (for simplicity, all the physical constants are set equal to 1). System(1.1) is supplemented with thenonslip
boundary conditions, plus an additional condition onη (which, in fact, is again a boundary condition), namely

u(t) = 0 on∂Ω,∀t ≥ 0,
ηt(s) = 0 on∂Ω,∀t ≥ 0, ∀s > 0,
ηt(0) = lim
s→0
ηt(s) = 0 inΩ,∀t ≥ 0,
(1.2)
and the initial conditions{
u(0) = u0 inΩ,
η0 = η0 inΩ × (0,∞).
(1.3)
Notice thatkε − (α/ε)δ0 → −δ′0 in the sense of distributions asε → 0 (δ0 being the Dirac mass at zero). Thus,
from the formal equality∂sηt(0) = u(t), we recover the classical Navier–Stokes equations{
∂tu − u + (u · ∇)u + ∇p = f,
div u = 0, (1.4)
with nonslip boundary condition. Of course, another way to obtain(1.4) from (1.1) is to take the limitω → 1.
2. Introduction
Linear viscoelastic equations approximate the complete motion equations of real viscoelastic materials. They
apply to the study of small deformations of the rest state, that is, when the history of deformation is sufficiently
close to the rest history. Clearly, it is possible to conceive a deformation history with arbitrarily large strain rate
values and, nevertheless, arbitrarily close to the rest history: a simple example is a periodic motion with very small
amplitude but very large frequency. Although linear viscoelasticity is inconsistent with material frame indifference,
many excellent works based on this approach have been written (see, for instance,[5,8,12,20]), leading sometimes
to new ideas and techniques.
In this framework, we consider a linear incompressible viscoelastic fluid of Jeffreys type. Following[13], the
stress-strain rate constitutive relation consists of a Newtonian contribution and a viscoelastic contribution. Precisely,
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at any fixed pointx ∈ Ω and any timet ≥ 0, the symmetric Cauchy stress tensorT is given by
T (t) = −p(t)I + 2νND(t) + 2νE
∫ ∞
0
κ(s)D(t − s) ds, (2.1)
wherep is the pressure,
D = 12[∇v + ∇v]
is the strain rate,v being the velocity of the fluid, subject to the incompressibility constraint
tr D = div v = 0,
andκ is a smooth positive kernel satisfying the normalization condition
∫ ∞
0
κ(s) ds = 1.
The positive constantsνN andνE represent the Newtonian and the elastic viscosity, respectively. The sumν =
νN + νE is the total viscosity of the model, also calledzero shear viscosity(see[13, p. 542]). Introducing the
dimensionless parameterω = νN/ν ∈ (0,1), equation(2.1)reads
T (t) = −p(t)I + 2νωD(t) + 2ν(1 − ω)
∫ ∞
0
κ(s)D(t − s) ds. (2.2)
In the limiting situationω = 1, we have Newtonian fluids, whereasω = 0 corresponds to elastic fluids. There
are molecular arguments (see[3]) suggesting a constitutive equation of this type. Indeed, very dilute solutions of
polymers might exhibit a stress depending both on the deformation history and on the instantaneous value of the
strain rate, where the viscous part of the behavior is contributed by the solvent. Accordingly, the quantity (1− ω)
is assumed to represent the concentration of the polymers, which behave as elastic fluids. When no polymers are
present (ω = 1), we are left with a pure Newtonian fluid of viscosityνN (the solvent). This model is also supported
by some recent investigations. For instance, in[15] it is applied to the study of bubbly liquids, whereas in[14] it is
used to describe, in the linear regime, the hydrodynamic behavior of a 3D lattice Boltzmann model with 32 discrete
velocities.
The Jeffreys model is a tensorial generalization of a simple rheological element given by a dashpot and a Voight




whereλ is calledrelaxation time. In this case, the traceless part of the stressT̊ = T + pI can be formally obtained
as the solution of the following rate-type constitutive equation
T̊ (t) + λ d
dt
T̊ (t) = 2ν
[





for any given past history of the strain rateD. The quantityωλ is calledretardation time. A frame-indifferent
generalization of the above equation has been suggested by Oldroyd[16], who introduced lower-convected (Oldroyd-
A) and upper-convected (Oldroyd-B) time derivatives in place of the ordinary ones. It is worth noting that the Jeffreys
58 S. Gatti et al. / Physica D 203 (2005) 55–79
model can be viewed as the unique linearization of both the Oldroyd models A and B (see[13, p. 39]for the proof).
























where the coefficientsαj andβj, for j = 1, . . . , n − 1, are related to therelaxation timesλj, andβn = ωαn. As
pointed out in[2], this choice fits very well isothermal stress–relaxation experiments on polymeric materials. In
some cases the following relation can be assumed
λj = λ1
j2
, j = 1, . . . , n. (2.4)
However, the influence of thejth term in the kernel becomes negligible for large values ofj, so that a definite value
for n is not needed provided that it is assumed to be sufficiently large. It is well known that viscoelastic materials
have an intrinsic (often calledelapsed) time scale. Thus, a natural timeΛ can be defined in terms of the memory
kernel, which represents in some sense the length of the memory. Although no exact definition is available, following









This choice seems preferable on the basis of the molecular theories of polymers. Indeed, for kernels of the form
(2.3), Λ = ∑ λ2j/∑ λj. This value does not depend onn (if n is sufficiently large), and it is of the order of the
largest relaxation timeλ1, at least when relation(2.4)holds.
In order to obtain the equations governing the evolution of the fluid flow, a careful description of the kinematics
is needed. The motionχ of a simple fluid at timeτ is described with respect to the actual configurationx at timet,
namely
χt(x, τ) = x − qt(x, τ), x ∈ Ω, τ ≤ t,
whereqt is therelative displacement vector. In particular,χt(x, t) = x. The velocityvt at timeτ ≤ t of the fluid
particle which occupies the positionx at timet is defined as
vt(x, τ) = ∂τχt(x, τ) = −∂τqt(x, τ).
Often, the superscriptt is ignored, as we did in the first part of this section. Since the same fluid particle occupied
the positionχt(x, τ) at timeτ ≤ t, introducing theEulerianvelocity u(χ, τ) of the fluid at positionχ and timeτ,
we have
u(χt(x, τ), τ) = vt(x, τ).
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Accordingly, the acceleration is given by
∂τv
t(x, τ) = ∂τu(χt(x, τ), τ) + (u(χt(x, τ), τ) · ∇χ)u(χt(x, τ), τ).
In particular, whenτ = t, we havevt(x, t) = u(x, t), so that
∂τv
t(x, τ)|τ=t = ∂tu(x, t) + (u(x, t) · ∇)u(x, t).
Accounting for linear viscoelasticity (cf.[2]), we consider
Et(x, τ) = −12[∇qt(x, τ) + ∇qt(x, τ)],
subject to the linearized incompressibility constraint
tr Et = −div qt = 0.
A formal integration by parts transforms the convolution integral appearing in(2.2) into
∫ ∞
0
κ(s)Dt(t − s) ds = −
∫ ∞
0
k(s)Et(t − s) ds,
where we putk(s) = −κ′(s). This new kernel satisfies the normalization condition
∫ ∞
0
sk(s) ds = 1.
Hence,(2.2) takes the form
T (t) = −p(t)I + 2νωD(t) − 2ν(1 − ω)
∫ ∞
0
k(s)Et(t − s) ds. (2.5)
Assuming a constant densityρ, the motion equations of a Jeffreys type incompressible fluid are derived substituting
(2.5) into the usual balance equations, so obtaining the differential system

ρ[ut + (u · ∇)u] − νωu − ν(1 − ω)
∫ ∞
0
k(s)qt(t − s) ds + ∇p = f,
div u = div q = 0,




u(x − qt(x, y), y) dy, τ ≤ t.




[u(x, y) − (qt(x, y) · ∇)u(x, y)] dy, τ ≤ t. (2.6)
In order to rewrite the system in dimensionless variables, letD andU be the characteristic length and velocity of
the fluid flow, respectively. The ratioD/U is calledkinematic timeof the flow. Thus, considering the dimensionless
60 S. Gatti et al. / Physica D 203 (2005) 55–79
space and time variablesξ = x/D, ϑ = Ut/D, θ = Uτ/D andσ = s/Λ, and introducing theReynolds number
Re = ρUD/ν and theWeissenberg numberWe = ΛU/D, we are led to







ϑ(ϑ − Weσ) dσ + ∇ξp̂ = f̂ ,
divξû = divξq̂ = 0,
having set
û(ξ, ϑ) = 1
U
u(x, t), q̂ϑ(ξ, θ) = 1
D
qt(x, τ), p̂(ξ, ϑ) = D
νU
p(x, t), f̂ (ξ) = D
2
νU
f (x), k̂(σ) = Λ2k(s).
For simplicity, we putRe = 1 andWe = ε. Removing thehats, and renaming the space and time variables, we
obtain





k(s)qt(t − εs) ds + ∇p = f,
div u = div q = 0.
(2.7)
By recursion, the integral equation(2.6)yields the following power expansion ofqt(t − εs) with respect toε
qt(x, t − εs) = ε
∫ s
0





u(x, t − εw) dw · ∇
)
u(x, t − εy) dy + ε3 · · ·





u(x, t − y) dy, s ≥ 0.




t(s) = −∂sηt(s) + u(t),
div η = 0,
ηt(0) = 0.
Since we are focused on the analysis for small values ofε (in fact, the limitε → 0), we are allowed to replaceq
with η in (2.7). This, after a change of variable in the integral, leads to(1.1). It is however worth mentioning that
some authors directly obtain(1.1), by simply approximatingqt(t − s) with ηt(s) from the very beginning, that is, in
the definition of the tensorE (see, e.g.,[1,17,21]).
The aim of the present work is to establish convergence results, as the scale parameterε tends to 0, of system(1.1)
to the classical Navier–Stokes equations(1.4), formally corresponding toε = 0. This will allow us to say that, if
the measureskε(s) ds is close to the Dirac mass, then the contribution of the memory is negligible, and(1.4) is in
fact a good approximation of the original system. Indeed, we prove that single trajectories of(1.1)converge to the
corresponding ones of(1.4)on finite-time intervals asε → 0 (see the followingRemark 8.3). But, in particular, we
are interested to the longterm behavior. Hence, we want to “measure" the distance of the two systems ast → ∞. The
correct way to do that is to see how the final objects describing the asymptotic dynamics (i.e., the attractors) differ
in term ofε. To carry out this program, we first construct for everyε ∈ [0,1] a dynamical systemSε(t) in a proper
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phase-space, and we study its asymptotic properties, proving the existence of global attractorsAε and exponential
attractorsEε, uniform with respect toε (at least, ifε is small enough, or ifω is sufficiently close to 1). Then,
loosely speaking, we show thatAε → A0 andEε → E0 asε → 0, so proving the desired stability property. This is
made possible relying on some techniques recently devised in[4], and successfully applied to the reaction-diffusion
equation with memory. We point out that, assuming nonslip boundary conditions, the presence of the nonlinear term
(u · ∇)u introduces some nontrivial difficulties, that need to be treated with a new approach. Finally, we provide a
physical interpretation of the obtained results.
We remark that, throughout the work, we assume thatω ∈ (0,1) is afixedvalue, whereasε will be allowed to
move in the interval [0,1]. Nonetheless, it is also of some interest to see how the result depends on the selected
valueω. Therefore, we will explicitly write down the dependencies onω. For instance, in the limit caseω = 0 we
do not have the semigroup of solutions. Hence, as it is to be expected, we will find bounds for the solutions that
blow up asω → 0.
3. The mathematical setting
For the mathematical setting of problems(1.1)–(1.3), we consider the Hilbert space
H0 = {u ∈ [L2(Ω)]2 : div u = 0, u · n|∂Ω = 0},
n being the outward normal to∂Ω. NamingP : [L2(Ω)]2 → H0 the orthogonal projection ontoH0, the operator
A = −P∆ is well known to be positive, with the first eigenvalueλA > 0, and with compact inverse onH0. Thus,
for anyr ∈ R, we introduce the scale of compactly nested Hilbert spacesHr = dom(Ar/2), endowed with the norms
and the inner products
‖u‖Hr = ‖Ar/2u‖ and 〈u, v〉Hr = 〈Ar/2u,Ar/2v〉,
where‖ · ‖ and〈·, ·〉 denote the norm and the inner product in [L2(Ω)]2, respectively. Two particular instances are
H1 = {u ∈ [H10(Ω)]2 : div u = 0} and H2 = H1 ∩ [H2(Ω)]2.
Also,H−r = (Hr)∗ (dual space). For further use, we recall the Ladyzhenskaya inequality in dimension two
‖u‖2
L4
≤ c‖u‖‖u‖H1, ∀u ∈ H1.
Defining the trilinear form
b(u, v,w) = 〈(u · ∇)v,w〉, u,w ∈ H0, v ∈ H1,
and using the Green formula together with the boundary condition, under suitable regularity assumptions onu, η
andf, the term involvingp disappears, and we can rewrite the first two equations of(1.1)as the equality inH−1
∂tu + ωAu + (1 − ω)
∫ ∞
0
kε(s)Aη(s) ds + B(u, u) = f,
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where the bilinear formB : H1 × H1 → H−1 is given by
〈B(u, v), w〉 = b(u, v,w), ∀u, v,w ∈ H1.
Here,〈·, ·〉 stands for the duality pairing betweenH1 andH−1. We shall exploit some important properties ofb in
the sequel, such asb(u, v, v) = 0 and the inequality
b(u, v,w) ≤ cb‖u‖1/2‖A1/2u‖1/2‖A1/2v‖1/2‖Av‖1/2‖w‖, (3.1)
that holds for somecb > 0 and allu ∈ H1, v ∈ H2 andw ∈ H0. For more details concerning the mathematical
setting of the Navier–Stokes equations and related results we address the reader to the books[22–24].
Next, we turn our attention to the memory kernel. It is convenient to define
µ(s) = (1 − ω)k(s),
and, accordingly,
µε(s) = (1 − ω)kε(s).
Then, we assumeµ ∈ C1(R+) ∩ L1(R+), with R+ = (0,∞), such thatµ ≥ 0 and the dissipation condition
µ′(s) + δµ(s) ≤ 0 (3.2)
is verified for someδ > 0 and alls ∈ R+. Notice that∫ ∞
0
µε(s) ds = α
ε
(1 − ω). (3.3)
For r ∈ R, we introduce the Lebesgue spaces with respect to the measureµε(s) ds
Mrε = L2µε (R+;Hr+1),
endowed with the usual inner product. Then, we consider the operatorTε onM0ε with domain
dom(Tε) = {η ∈M0ε : ∂sη ∈M0ε, η(0) = 0},
defined as
Tεη = −∂sη, η ∈ dom(Tε),
∂s being the distributional derivative with respect tos. Due to(3.2), there holds





, ∀η ∈ dom(Tε). (3.4)
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In view of the boundary conditions, the third equation of(1.1) reads
∂tη = Tεη + u.







u(t − y) dy, 0 < s ≤ t,
η0(s − t) +
∫ t
0
u(t − y) dy, s > t.
More details on the memory equation can be found in[10]. Compared to the compact embeddingH2  H1, the
embeddingM1ε ⊂M0ε is, in general, not compact. In order to find a space compactly embedded inM0ε , we proceed






µε(s)‖A1/2η(s)‖2 ds, x ≥ 1.
Then, we define the Banach space
L1ε = {η ∈M1ε : η ∈ dom(Tε), sup
x≥1
xTεη(x) < ∞}




+ ε‖Tεη‖2M0ε + supx≥1
xTεη(x).
By [18, Lemma 5.5], L1ε M0ε .
Along this paper, we denote byca generic positive constant depending only on the structural data of the problem;
further dependencies will be declared on occurrence. All the quantities appearing in the sequel (in particular,c) are
understood to be independent ofε and (unless otherwise specified) ofω. Besides, we will tacitly use the Ḧolder and
the Young inequalities, as well as the standard Sobolev embeddings. Finally, given a Banach spaceX, the symbol
BX(R) stands for the closed ball inX centered at zero of radiusR.
We conclude this section reporting a generalized version of the Gronwall lemma, that will be needed later.
Lemma 3.1. LetΦ be an absolutely continuous function on[0, t∞) (with t∞ > 1; possibly, t∞ = ∞) that fulfills,
for almost everyt ∈ (0, t∞), the differential inequality
d
dt
Φ(t) ≤ f (t)Φ(t) + g(t) + β.
Here, β ≥ 0; ∫ t
τ
f (y) dy ≤ c − σ(t − τ), for σ > 0 andc ∈ R; and g is a positive function such that∫ t+1
t
g(y) dy ≤
γ < ∞, for all t < t∞ − 1.Then
Φ(t) ≤ ece−σtΦ(0) + 2γe
ceσ
eσ − 1 +
βec
σ
, ∀t ∈ [0, t∞).
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4. The dynamical system
In light of the preceding sections, we construct the dynamical system associated with problems(1.1)–(1.3). Let
ε ∈ [0,1]. Forj = 0,1/2,1, we introduce the Hilbert spaces
Hjε =
{
Hj ×Mjε, if ε > 0,
Hj, if ε = 0,
and the Banach space
Z1ε =
{
H1 × L1ε, if ε > 0,
H1, if ε = 0,
endowed with the standard norms. Notice thatZ1ε  H0ε . Whenε = 0, we agree to interpret the pair (u, η) just asu.
For further convenience, we also introduce thelifting mapLε : H00 → H0ε , and theprojection mapsP : H0ε → H00
andQε : H0ε →M0ε , given by
Lεu = (u,0), P(u, η) = u, Qε(u, η) = η.
As anticipated in Section2, we will work with a fixedω ∈ (0,1), and we will be interested in analyzing the behavior
of the equations in dependence ofε (more specifically, asε → 0).
Assuming
f ∈ H0 independent of time,
system(1.1)–(1.3)translates into the following
Problem Pε. Given (u0, η0) ∈ H0ε , find (u, η) ∈ C([0,∞),H0ε) solution to

 ∂tu + ωAu +
∫ ∞
0
µε(s)Aη(s) ds + B(u, u) = f,
∂tη = Tεη + u,
for t > 0, satisfying the initial conditionsu(0) = u0 andη0 = η0.
The adopted notation allows us to include within the above formulation also the limiting Problem P0, corre-
sponding to the classical Navier–Stokes equations(1.4), provided that we interpret the term
∫ ∞
0 µε(s)Aη(s) ds for
ε = 0 as (1− ω)Au(t). All the results given in the sequel will be proved forε > 0. The corresponding proofs for
ε = 0 are already known. In fact, they can be recovered with little effort making the above position.
There holds
Theorem 4.1. For everyε ∈ [0,1], Problem Pε defines a strongly continuous semigroup(or dynamical system)
Sε(t) on the phase-spaceH0ε .
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The proof of this result, based on a standard Galerkin approximation scheme, is omitted (but see, for instance,
[9]). We detail for further scopes the continuous dependence estimate: for anyz1, z2 ∈ H0ε and anyt ≥ 0
‖Sε(t)z1 − Sε(t)z2‖2H0ε + ω‖PSε(t)z1 − PSε(t)z2‖
2
L2(0,t;H1) ≤ ec(1+t)/ω
4‖z1 − z2‖2H0ε , (4.1)
for somec > 0 depending (increasingly) only on theH0ε-norms ofz1 andz2.
Remark 4.2. We point out that we do not have a well-posedness result whenω = 0, unlessε = 0 either, in which
case we recover the Navier–Stokes equations.
Remark 4.3. Theorem 4.1, as well as the results that will follow, hold the same if we add tof a nonlinear termφ(u),
provided thatφ ∈ C1(R2,R2), the (2× 2)-matrix [ωλI − φ′(x)] is positive whenever|x| is large enough, for some
λ > λA, and
|φ′(x)| ≤ c(1 + |x|2), ∀x ∈ R2.
Indeed, in the estimates of higher-order, this term can be controlled by means of the Agmon inequality in dimension
two for the operatorA (see, e.g.[23]), that is,
‖u‖2L∞ ≤ c‖u‖‖Au‖, ∀u ∈ H2.
5. Global attractors
We begin to investigate the dissipative features ofSε(t). The first result is





for anyt ≥ 0 and anyz ∈ H0ε .
Proof. Let (u(t), ηt) = Sε(t)z be the solution toProblem Pε corresponding to the initial dataz ∈ H0ε . Multiplying























+ ω‖A1/2u‖2 ≤ 2
ωλA
‖f‖2.






+ ω‖A1/2u(t)‖2 ≤ c
ω
,
and the result follows from the Gronwall lemma.
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As a straightforward consequence, we have
Corollary 5.2. There existsR0 = R0(ω) > 0, with R0 ≈ 1/ω, such that the(bounded) setB0ε = BH0ε (R0) is ab-
sorbing forSε(t) onH0ε , uniformly inε.
Moreover, integrating the last differential inequality in the above proof, we easily obtain
Corollary 5.3. There existsC1 ≥ 0 such that
∫ t
τ





(1 + t − τ),
for all t > τ ≥ 0 and all z ∈ BH0ε (R).
We are now ready to prove
Theorem5.4. For anyε ∈ [0,1], the dynamical systemSε(t) onH0ε possesses a(unique) connected global attractor
Aε ⊂ H0ε .
Proof. For any initial dataz = (u0, η0) belonging to the absorbing setB0ε , we decomposeSε(t)z into the sum
Sε(t)z = Lε(t)z + Kε(t)z,
whereLε(t)z = (v(t), ξt) andKε(t)z = (w(t), ζt) solve the problems

∂tv + ωAv +
∫ ∞
0
µε(s)Aξ(s) ds + B(u, v) = 0,
∂tξ = Tεξ + v,




∂tw + ωAw +
∫ ∞
0
µε(s)Aζ(s) ds + B(u,w) = f,
∂tζ = Tεζ + w,
(w(0), ζ0) = (0,0).
(5.2)







‖A1/2u(y)‖2 dy ≤ c
ω3
(1 + t − τ). (5.3)




Next, we focus our attention onKε(t). Let us set
E(t) = 12‖Kε(t)z‖2H1ε =
1
2(‖A1/2w(t)‖2 + ‖ζt‖2M1ε ).
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Multiplying the first equation of(5.2)byAw in H0 and the second byζ inM1ε , we obtain
dE
dt
+ ω‖Aw‖2 + 〈TεAζ,Aζ〉M0ε = −b(u,w,Aw) + 〈f,Aw〉. (5.5)
By (3.1), (3.4) and (5.3), we deduce
dE
dt





















In light of (5.3), the Gronwall lemma furnishes
‖Kε(t)z‖H1ε ≤ e
c(1+t)/ω8, ∀t ≥ 0. (5.7)
Using now a general argument (see[4, Section 3.1]), we obtain an analogous bound for theZ1ε-norm ofKε(t)z.
Hence, for every fixedT > 0 we have found a compact setKT ⊂ H0ε such that
⋃
z∈B0ε
Kε(t)z ⊂ KT , ∀t ∈ [0, T ].
This fact, together with the exponential decay estimate(5.4), imply the existence of the global attractor, by means
of standard methods of the theory of dynamical systems (see, for instance,[11]). 
Remark 5.5. For the sake of simplicity, we chose at the beginning to set the Reynolds numberRe = 1. However,
observe that ifω/Re is large enough, we also obtain a regularity result for the attractor. Indeed, if it is so, in the proof
of Theorem 5.4we can applyLemma 3.1in place of the usual Gronwall lemma, so getting a bound independent of
t. This in turn yields the existence of an attracting set bounded inZ1ε .
6. Regular exponentially attracting sets
Our next task is to prove that the evolution system under consideration enjoys a stronger dissipativity property.
Namely, there exists a regular (exponentially) attracting set which, in addition, absorbs itself under the action of
Sε(t). As a byproduct, we obtain a regularity result for the global attractor. This occurs either ifω is sufficiently
close to 1, or ifε is small enough (in dependence ofω). More precisely, the main result of this section is







ε) ≤ R0e−ωκ0t (6.1)
holds for everyε ∈ Iω andanyt ≥ 0,wheredistis theusualHausdorff semidistance. In particular,ε0 is an increasing
function ofω, and there existsω0 < 1 such thatε0(ω) = 1 for everyω ≥ ω0. Besides,ε0(ω) ≈ ω8. Finally, there
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existst1 > 0 such that
Sε(t)B
1
ε ⊂ B1ε, ∀t ≥ t1. (6.2)
The quantitiesR0 > 0 andκ0 > 0 appearing in the above formula are the radius of the absorbing ballB0ε nd the
exponential decay rate of system(5.1), respectively (cf. Section5). Recall thatR0 ≈ 1/ω. ConcerningR1, as it will
be clear from the proof, the dependence onω is of the form ec/ω
8
. Thus, the above picture is perfectly coherent with
the physical interpretation. Indeed, whenω is sufficiently close to 1 the contribution of the memory is negligible, and
the system is close to the classical Navier–Stokes equations, which are well known to possess a regular absorbing
set (see, e.g.,[24]). Conversely, ifω is small we (formally) recover the classical situation lettingε → 0. In this latter
case, however, the bounds will blow up asω → 0.
Before going to the proof (which is postponed to the next section), let us see some interesting consequences of
Theorem 6.1. First, since the global attractor is the smallest attracting set, there holds
Corollary 6.2. For everyε ∈ Iω, the global attractorAε is a bounded subset ofZ1ε ,with a(uniformasε ∈ Iω)bound
of the formec/ω
8
.Moreover,Aε has finite fractal dimension, with an upper bound for the dimension independent of
ε ∈ Iω.
The last assertion is actually an immediate consequence ofTheorem 8.1(see Section8). Due to this extra
regularity, we are also able to show that thebackwards uniqueness propertyholds on the global attractor, that is
Proposition 6.3.For everyε ∈ Iω the semigroupSε(t) uniquely extends to a strongly continuous group of operators
onAε.
Finally, the family of global attractors{Aε} is upper semicontinuous atε = 0, with respect to the Hausdorff
semidistance inH0ε .
Proposition 6.4. There holds
lim
ε→0






‖Qεz‖M0ε ] = 0.
The proofs of the above two propositions do not differ too much from the proofs of the analogous results for the
reaction-diffusion equation with memory (see[4]), and are therefore omitted.
7. Proof of Theorem 6.1
It seems convenient to break the proof into some lemmas. Throughout this section, we will keep the notation of
the proof ofTheorem 5.4.




c/ω8, ∀t ≥ 0,
for anyε ∈ [0, ε1] and somec > 0.
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Proof. We repeat the proof ofTheorem 5.4up to formula(5.5). Recall that, by(5.3) and (5.4), there hold
sup
z∈B0ε
[‖u(t)‖ + ‖w(t)‖] ≤ c0
ω










(1 + t − τ), ∀t > τ ≥ 0, (7.2)
for somec0 > 0 (independent ofε andω). A further multiplication of the first equation of(5.2) by Aζt(s) in H0
























exploiting(3.3)and the representation formula
ζts(s) =
{
w(t − s), 0 < s ≤ t,
0, s > t,








(1 − ω)‖A1/2w‖2 −
∫ t
0
µε(s)〈Aw,w(t − s)〉 ds,























ForK > 0 to be specified later, we consider the functional
E(t) = E(t) + Kε
ω8(1 − ω)L(t).
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In view of (7.1), there holds
Kε






1 − ω‖w‖‖ζ‖M1ε ≤
K2αc20ε








ω18(1 − ω) ≤ E ≤ 2E +
cε
ω18(1 − ω) . (7.4)
Addition of (5.5) and (7.3)timesKε/ω8(1 − ω), on account of(3.4), entails
dE
dt























µε(s)〈Aw,w(t − s)〉 ds
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wherec > 0 depends only on the structural data of the problem and is independent ofε andω. Properly choosing a











, ∀ε ∈ (0, ε1].






























‖A1/2u(y)‖2 dy ≤ Kα
2ω8
(1 + t − τ), ∀t > τ ≥ 0,
Lemma 3.1gives
E(t) ≤ ec/ω8, ∀t ≥ 0.
Using again(7.4), the desired inequality follows. 
Lemma 7.2. There existsω0 ∈ (0,1) such that, ifω ∈ [ω0,1), there holds
sup
z∈B0ε
‖Kε(t)z‖H1ε ≤ c, ∀t ≥ 0,
for anyε ∈ [ε1,1] and some constantc > 0.
Proof. To simplify the argument, let us work withω greater than or equal to a fixed positive value, say,ω ≥ 1/2.
Consequently, in the considered range, (1− ω)/ε ≤ Λ, having setΛ = 256/λ. Notice first that, by virtue of(5.7),
‖A1/2w(t)‖2 + ‖ζt‖2M1ε ≤ c, ∀t ∈ [0,1]. (7.5)
Thus, integrating(5.6), and taking into accountCorollary 5.3, we obtain the further bound∫ 1
0
‖Aw(y)‖2 dy ≤ c. (7.6)
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We now multiply the first equation of(5.2)byAw in H0. This leads to
d
dt
‖A1/2w‖2 + 2ω‖Aw‖2 = −2
∫ ∞
0





µε(s)〈Aζ(s), Aw〉 ds ≤ 1
6
‖Aw‖2 + 6αΛ‖ζ‖2M1ε ,





‖Aw‖2 − 6αΛ‖ζ‖2M1ε ≤ c + c‖A
1/2u‖2‖A1/2w‖2.
In view of (7.5), we select a constantC > 0, independent ofε, ω and of the initial dataz, such that
F(t) = −6αΛ‖ζ‖2M1ε + C > 0, ∀t ∈ [0,1].





‖Aw‖2 + F ≤ c + c‖A1/2u‖2‖A1/2w‖2. (7.7)
Relying on the representation formula forζ, it is immediate to check that the functionF is (Hölder) continuous on
[0,∞). Therefore,
t∞ = sup{t ≥ 0 : F(τ) ≥ 0,∀τ ∈ [0, t]} > 1.






[‖A1/2u(y)‖2 + ‖A1/2w(y)‖2] dy ≤ c,
we are in a position to apply the uniform Gronwall lemma[24, Lemma III.1.1]to (7.7), which, together with(7.5),
entail
‖A1/2w(t)‖ ≤ c, ∀t ∈ [0, t∞).





‖Aw(y)‖2 dy ≤ c.
It is important to observe that the constantc appearing in the last two inequalities isindependentof the valuet∞
(as well as ofω, ε, z). At this point, multiplying the second equation of(5.2) by ζ inM1ε , we get the differential











Hence, applyingLemma 3.1, we conclude that
‖ζt‖M1ε ≤ c(1 − ω), ∀t ∈ [0, t∞).
To finish the proof, we are left to show thatt∞ = ∞ for every initial dataz. Indeed, the above bound also furnishes
the estimate
F(t) ≥ −c(1 − ω) + C, ∀t ∈ [0, t∞).
It is then clear that, up to possibly redefiningω0 to be closer to 1,F(t) ≥ C/2 for all t ∈ [0, t∞), which, due to the




λω8(1 − ω), if ω < ω0,
1, if ω ≥ ω0,
and collectingLemma 7.1 and 7.2, we have proved




c/ω8, ∀t ≥ 0.
As we already pointed out, the above lemma does not suffice to entail the required compactness. However, using
verbatimthe results of[4, Section 3.1], we find an analogous estimate for the remaining part of the norm ofKε(t)z
in Z1ε . Namely,
Lemma 7.4. For anyε ∈ Iω there holds
ε‖Tεζt‖2M0ε + supx≥1
Tεζt (x) ≤ ec/ω
8
, ∀t ≥ 0.
Finally, collecting(5.4), Lemma 7.3andLemma 7.4, we have proved formula(6.1).
The steps to prove formula(6.2)are basically the same, and are left to the interested reader. Possibly, one has to
increase the quantitiesR1 andω0 and decreaseε0, obtained from the proof of(6.1) (nonetheless, the dependence
of R1 andε0 onω does not change). Clearly, the redefined setB1ε is a fortiori exponentially attracting. Incidentally,
t1 ≈ ω8.
Remark 7.5. SinceB1ε absorbs itself after a finite timet1, it is straightforward to see that there existsQ1 = Q1(ω) >
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8. A robust family of exponential attractors
The main result of the paper is the existence of a family of exponential attractorsEε, for all ε small enough, which
is robust(that is, continuous in a proper sense) with respect to the singular limitε → 0. Clearly, besides robustness,
the novelty here is the existence ofEε for ε > 0. Indeed, the existence ofE0, corresponding to the classical case, is
well-known since many years (cf.[6] and references therein).
Theorem8.1. For everyε ∈ Iω there exists a setEε,compact inH0ε and bounded inZ1ε ,which satisfies the following
conditions.
(i) Sε(t)Eε ⊂ Eε, for everyt ≥ 0.
(ii) There existκ > 0 and a positive increasing function M(both independent ofε ∈ Iω) such that, for every
bounded setB ⊂ BH0ε (R), there holds
distH0ε (Sε(t)B, Eε) ≤ M(R)e
−κt, ∀t ≥ 0.
(iii) The fractal dimension ofEε inH0ε is uniformly bounded with respect toε ∈ Iω.




Here, distsym denotes the usual symmetric Hausdorff distance. The quantitiesκ, M, Θ andϑ depend on the
particular value ofω ∈ (0,1).
In order to prove the theorem, let us introduce the spaces
H′ε =
{
H1/2 ×W1/2ε , if ε > 0,
H1/2, if ε = 0,
where
W1/2ε = {η ∈M1/2ε : ηs ∈M−1ε , sup
x≥1
xTεη(x) < ∞}









+ ε‖ηs‖2M−1ε + supx≥1
xTεη(x).
By [18, Lemma 5.5],H′ε  H0ε .
Lemma 8.2. There existΛj ≥ 0, λ ∈ [0,1/2) and tE ≥ t1 (all independent ofε ∈ Iω) such that the following
conditions hold.
(H1) The mapSε = Sε(tE) : B1ε → B1ε satisfiesSεz = Lεz + Kεz, where
‖Lεz1 − Lεz2‖H0ε ≤ λ‖z1 − z2‖H0ε ,
‖Kεz1 − Kεz2‖H′ε ≤ Λ1‖z1 − z2‖H0ε ,
for everyz1, z2 ∈ B1ε .
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(H2) There holds





ε, ∀z ∈ B1ε,∀n ∈ N.
(H3) There holds
‖Sε(t)z − LεS0(t)Pz‖H0ε ≤ Λ3
8
√
ε, ∀z ∈ B1ε,∀t ∈ [tE,2tE].
(H4) The map
z → Sε(t)z : B1ε → B1ε
is Lipschitz continuous, with a Lipschitz constant independent oft ∈ [tE,2tE] and ofε. Here, B1ε is endowed
with the metric topology ofH0ε .
(H5) The map
(t, z) → Sε(t)z : [tE,2tE] × B1ε → B1ε
is 1/2-Hölder continuous(with a constant that may depend onε). Again, B1ε is endowed with the metric
topology ofH0ε .
Lemma 8.2, whose proof will be given in the next section, allows to apply the abstract result[4, Theorem A.2]
which yields the thesis ofTheorem 8.1, with (ii) replaced by the weaker statement
distH0ε (Sε(t)B
1
ε, Eε) ≤ M0 e−κt, ∀t ≥ 0,
for someM0 > 0. Finally, by means of(4.1), (6.1) and the above inequality, exploiting the transitivity of the
exponential attraction property[7, Theorem 5.1]we recover (ii). The proof ofTheorem 8.1is then complete.
Remark 8.3. A closer look to the proof of (H2)–(H3) (see the next section) provides in fact a result that has an
independent interest. Namely, for everyT > 0 and everyR ≥ 0 there existCT,R > 0 andCR > 0 such that, for
everyz = (u0, η0) ∈ BH1ε (R), there hold
sup
t∈[0,T ]







ε, ∀t ≥ 0.
These inequalities give a measure of the closeness (in terms ofε) of Sε(t) andS0(t) on finite-time intervals.
9. Proof of Lemma 8.2
For the sake of simplicity, we setω = 1/2.
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9.1. Proof of (H1)
For anyz ∈ B1ε , we decompose the solution map as
(u(t), ηt) = Sε(t)z = Lε(t)z + Kε(t)z,
whereLε(t) andKε(t) are defined as in Section5. It is apparent that, upon choosingtE large enough,Lε = Lε(tE)
is a contraction, with a constant independent ofε. Concerning the other map, forz1, z2 ∈ B1ε we set
(w(t), ζt) = Kε(t)z1 − Kε(t)z2.








µε(s)Aζ(s) ds + B(u, u1) + B(u2, u) = 0,
∂tζ = Tεζ + w,
supplemented with null initial data. Here,u = u1 − u2 andui(t) = PSε(t)zi. Multiplying the first equation byA1/2w













≤ −2b(u, u1, A1/2w) − 2b(u2, u,A1/2w).
SinceH1/2 ↪→ L3, and due to(7.8), there holds
−2b(u, u1, A1/2w) − 2b(u2, u,A1/2w) ≤ c‖u‖‖Au1‖‖A3/4w‖ + c‖A1/2u2‖‖A1/2u‖‖A3/4w‖










‖A3/4w‖2 ≤ c‖Au1‖2‖u‖2 + c‖A1/2u‖2.
Integrating on (0, tE), in view of (4.1) and (7.8), it follows that
‖Kεz1 − Kεz2‖H1/2ε ≤ c‖z1 − z2‖H0ε ,
having setKε = Kε(tE). Arguing exactly as in[4], we get the same estimate withH′ε in place ofH1/2ε . To this aim,
notice that the above integration also bears an integral control of‖A3/4w‖2.
9.2. Proof of (H2)–(H3)
These are straightforward consequence of the estimate
sup
z∈B1ε
‖Sε(t)z − LεS0(t)Pz‖H0ε ≤ ce
−δt/4ε + cect 8√ε, ∀t ≥ 0. (9.1)
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To prove(9.1), we introduce the pair (u, η), whereu(t) = S0(t)Pz, andη is the solution to the problem{
∂tη = Tεη + u,
η0 = η0.







µε(s)Aη̂(s) ds = 1
2
Au − B(û, û) + B(u, u),
∂t η̄ = Tεη̄ + ū,
(9.2)






−δt/2ε + cε, (9.3)





) + ‖A1/2ū‖2 ≤ −2b(ū, û, ū) − 2
∫ ∞
0
µε(s)〈A1/2η(s), A1/2ū〉 ds + 〈A1/2u,A1/2ū〉.
The last two terms on the right-hand side can be controlled by a positive functionψ satisfying (cf.[4, Lemma 5.5])
∫ t
0
ψ(y) dy ≤ cect 4√ε .
Thus, we focus our attention on the trilinear form. From the Ladyzhenskaya inequality, there holds
−2b(ū, û, ū) ≤ c‖ū‖2
L4








‖A1/2ū‖2 ≤ c‖A1/2û‖2‖ū‖2 + ψ.
In view of Corollary 5.3and the Gronwall lemma, and thanks to(9.3), we obtain(9.1).
9.3. Proof of (H4)–(H5)





(‖∂tu(y)‖2 + ‖∂tηy‖2M0ε ) dy ≤ Qε,
for someQε > 0 (notice thatQε may depend onε). The control of the first term in this inequality is a direct
consequence of the first equation ofProblem Pε and(7.8). Concerning the second term, notice that, from the second














and the result follows integrating on (tE,2tE).
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10. Conclusions
We are now in a position to interpret from a physical viewpoint the results obtained in the previous sections. We
provide a comparison between the asymptotic behavior of a polymeric solution, modelled by a Jeffreys type fluid,
and a Newtonian fluid, assuming a fixed value of the Reynolds number of the flow (for simplicity, we putR = 1).
When the polymeric solution is sufficiently dilute (say,ω ≥ ω0), then the contribution of the solvent prevails, and
the longterm dynamics is close to a Newtonian flow, provided that the Weissenberg number is not too large (ε ≤ 1).
Otherwise, for higher values of the polymeric concentration (ω < ω0), the non-Newtonian solution asymptotically
behaves as a Newtonian fluid only if its Weissenberg number is small enough. In other words, the natural timeΛ
of the polymeric components must be smaller than the kinematic time of the flow and, accordingly, their elastic
response must be less important than the viscous one. In particular, for any fixedω < ω0, there exists a limit valueε0
(decreasing asω8 when the solvent concentrationω vanishes) such that, in the long time, the Newtonian dynamics
is attained when the Weissenberg number of the flow is smaller thanε0.
This result can be viewed as a contribution to give a rigorous statement of the following sentence[2, p. 226]:
“ . . . one may also think (as we are inclined to do) that any real material behaving as a Newtonian fluid is simply a
material with an extremely short natural time". In this connection, Renardy first proved in[19] that some general
theorems on the longtime behavior of a Newtonian fluid still hold for a viscoelastic fluid of Jeffreys type at low
Weissenberg numbers. He analyzed the asymptotic stability of steady state solutions of the fully nonlinear model
(2.7) with an exponential memory kernel proving, in particular, that linear stability implies nonlinear stability,
provided that the Weissenberg number is sufficiently small, with a bound depending on the norm of the basic steady
flow. It is worth noting that the results of[19], as well as the ones of the present paper, are valid foranyReynolds
number, but they cannot be extended to the limit asω tends to zero.
Finally, we stress thatRemark 5.5refers to a situation where the Reynolds number differs from 1. Precisely, for
any fixedω andε, the Jeffreys type fluid asymptotically behaves as a Newtonian one provided thatRe is sufficiently
small or, equivalently, if the total viscosityν is sufficiently large compared toρUD.
Acknowledgements
Research partially supported by the Italian MIUR PRIN Research ProjectModellizzazioneMatematica edAnalisi
dei Problemi a Frontiera Liberaand by the Italian MIUR FIRB Research ProjectAnalisi di Equazioni a Derivate
Parziali, Lineari e Non Lineari: Aspetti Metodologici, Modellistica, Applicazioni.
References
[1] Y.Y. Agranovich, P.E. Sobolevskii, Motion of nonlinear visco-elastic fluid, Nonlinear Anal. 32 (1998) 755–760.
[2] G. Astarita, G. Marrucci, Principles of Non-Newtonian Fluid Mechanics, Mc Graw-Hill, New York, 1974.
[3] R.B. Bird, R.C. Armstrong, O. Hassenger, Dynamics of Polymeric Liquids I, John Wiley & Sons, New York, 1987.
[4] M. Conti, V. Pata, M. Squassina, Singular limit of differential systems with memory, Indiana Univ. Math. J., in press.
[5] C.M. Dafermos, Asymptotic stability in viscoelasticity, Arch. Rational Mech. Anal. 37 (1970) 297–308.
[6] A. Eden, C. Foias, B. Nicolaenko, R. Temam, Exponential attractors for dissipative evolution equations, Masson, Paris, 1994.
[7] P. Fabrie, C. Galusinski, A. Miranville, S. Zelik, Uniform exponential attractors for a singularly perturbed damped wave equation, Discrete
Contin. Dyn. Syst. 10 (2004) 211–238.
[8] M. Fabrizio, J.M. Golden, Maximum and minimum free energies for a linear viscoelastic material, Quart. Appl. Math. 60 (2002) 341–381.
[9] C. Giorgi, M. Grasselli, V. Pata, Uniform attractors for a phase-field model with memory and quadratic nonlinearity, Indiana Univ. Math.
J. 48 (1999) 1395–1445.
[10] M. Grasselli, V. Pata, Uniform attractors of nonautonomous systems with memory, in: A. Lorenzi, B. Ruf (Eds.), Evolution Equations,
Semigroups and Functional Analysis, Progr. Nonlinear Differential Equations Appl. no. 50, Birkhäuser, Boston, 2002, pp. 155–178.
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