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We propose and investigate numerically a one-dimensional model which exhibits a non-Anderson
disorder-driven transition. Such transitions have recently been attracting a great deal of attention
in the context of Weyl semimetals, one-dimensional systems with long-range hopping and high-
dimensional semiconductors. Our model hosts quasiparticles with the dispersion ±|k|α sign k with
α < 1/2 near two points (nodes) in momentum space and includes short-range-correlated random
potential which allows for scattering between the nodes and near each node. In contrast with the
previously studied models in dimensions d < 3, the model considered here exhibits a critical scaling
of the Thouless conductance which allows for an accurate determination of the critical properties
of the non-Anderson transition, with a precision significantly exceeding the results obtained from
the critical scaling of the density of states, usually simulated at such transitions. We find that in
the limit of the vanishing parameter ε = 2α − 1 the correlation-length exponent ν = 2/(3|ε|) at
the transition is inconsistent with the prediction νRG = 1/|ε| of the perturbative renormalisation-
group analysis. Our results allow for a numerical verification of the convergence of ε-expansions
for non-Anderson disorder-driven transitions and, in general, interacting field theories near critical
dimensions.
I. INTRODUCTION
The desire to identify and understand universal crit-
ical properties of phase transitions in disordered sys-
tems has been motivating, over several decades, ad-
vances in numerical and analytical descriptions of dis-
ordered and interacting systems, such as new field-
theoretical approaches1–3, renormalisation-group meth-
ods4–9 and scaling theories10. A significant portion
of those developments was driven by the studies of
the Anderson localisation-delocalisation transitions (see
Refs. 1, 11, and 12 for a review), commonly believed to
be the only possible disorder-driven transitions in non-
interacting systems.
The last several years have also seen an upsurge of
research activity (see Ref. 13 for a review) on non-
Anderson disorder-driven transitions, i.e. disorder-driven
transitions in universality classes distinct from those
of Anderson localisation. Such transitions (or possibly
sharp crossovers14) have been first proposed15,16 for Weyl
semimetals. They have later been demonstrated13,17,18
to occur in all systems with the power-law quasiparticle
dispersion ∝ kα in high dimensions13,18 d > 2|α|. These
systems include, but are not limited to, arrays of trapped
ultracold ions which exhibit power-law hopping of ex-
citations19–28, high-dimensional semiconductors, quan-
tum kicked rotors13 and certain disordered supercoduc-
tive systems29. Apart from non-Anderson universality
classes, such systems display critical scaling of the density
of states (which does not exist for Anderson transitions),
unconventional behaviour of Lifshitz tails30–32, energy-
level statistics and ballistic-transport properties13.
Most studies of the unconventional non-Anderson tran-
sitions to date have been focussing on Weyl semimetals,
the best known and experimentally available systems pre-
dicted to exhibit them. Obtaining the critical exponents
at these transitions in Weyl semimetals has been the goal
of dozens of analytical and numerical studies (see, e.g.,
Refs. 17, 32–44).
3D Weyl semimetals do not have any small parame-
ters at the transition point and all analytical methods
of their description are, strictly speaking, uncontrolled.
In contrast with the Anderson localisation transitions
in 3D, certain features of the non-Anderson transitions
in Weyl semimetals are described remarkably accurately
by means of perturbative one-loop RG calculations con-
trolled by the parameter ε = 2 − d with setting ε = −1
at the end of the calculation. For example, the one-loop
RG result z = 3/2 for the dynamical critical exponent z
matches the numerical results36,40–43 within the error of
the numerical simulations (1-2%).
Other results, such as the values of the correlation-
length exponent ν, are more controversial (see Ref. 13
for a review): most numerical studies (see, e.g., Refs. 36,
38, 40–43, 45, and 46) report errors as large as 10−15%,
with up to 50% differences in the values of ν between dif-
ferent studies. The errors in determining the correlation-
length exponents at such transitions come from the in-
accuracies of the simulations of the critical scaling of the
density of states, which have been used to determine the
critical properties of the transition in all studies to date,
with the exception of Ref. 41 (where a finite-size analysis
of the conductance has been carried out). Because the
density of states vanishes or nearly vanishes on one side
of a non-Anderson transition, accurate determination of
the transition point is challenging, which may lead to
substantial errors in determining the correlation-length
exponent. Furthermore, the transition point may be ad-
ditionally obscured by rare-region effects, whose role is
also being debated in the literature14.
These controversies, together with the need for better
understanding of non-Anderson criticality, has motivated
us to propose and study in this paper a model exhibit-
ing non-Anderson disorder-driven transitions which, on
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2the one hand, is controlled by a small tunable parameter
|ε|  1 and, on the other hand, exhibits the critical scal-
ing of a non-vanishing observable allowing for an accurate
determination of the critical properties.
We study a one-dimensional disordered chain where
the quasiparticle dispersion hosts two nodes, i.e. points
with the chiral dispersion ±|k|α sign k, where the mo-
mentum k is measured from each node and α < 1/2.
While transitions in one-dimensional models with power-
law dispersions have been studied numerically previ-
ously23–28, the model considered here combines several
ingredients which allow us to determine the critical prop-
erties of the transition rather precisely.
On the one hand, the energies of the nodes are ro-
bust against disorder (similarly to that in Ref. 28 and
in contrast with Refs. 23–27), which is essential for the
accurate identification of the transition point, as the non-
Anderson disorder-driven transition takes place for states
at only one energy. On the other hand, the system ex-
hibits a critical scaling of the Thouless conductance, a
quantity which, unlike the density of states, remains fi-
nite at the transition.
The finite-size scaling analysis of the Thouless conduc-
tance allows us to obtain the correlation-length exponent
as a function of the parameter ε = 2α−1 and compare the
result with the prediction of the analytical perturbative-
RG descriptions controlled by the small parameter ε. We
find that, contrary to the common expectation, the nu-
merical result for the correlation-length exponent is in-
consistent with the predictions of the perturbative RG
approaches.
As non-Anderson disorder-driven transitions may be
described by deterministic interacting field theories in the
replica, supersymmetric or Keldysh representations, the
approach we develop here may be used more broadly to
verify the convergence of the ε-expansions in interacting
field theories.
II. SUMMARY OF THE RESULTS
In this work, we focus on the numerical analysis of
the correlation length-exponent ν(ε) as a function of the
parameter ε = 2α− 1, where α characterises the disper-
sion ±kα sign k near several points (nodes) in momentum
space (see Sec. III for a full description of the model and
Eq. (3.1) for the dispersion for all momenta).
We use the critical scaling of a quantity similar to the
Thouless conductance g, introduced in Sec. IV, for an
accurate determination of the correlation-length expo-
nent for the parameter |ε| in the interval |ε| = 0.1 . . . 0.5.
Studying the critical properties of the transition for
|ε|  1 allows us not only to compare the numerical
results with the analytical perturbative RG predictions,
justified in the limit of small ε, but also to neglect possi-
ble non-perturbative rare-region effects14, exponentially
suppressed13,32 by the parameter 1/|ε|.
Our results for the critical properties are summarised
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FIG. 1. Results for the critical properties of the non-
Anderson disorder-driven transition. (a) Median g˜ of the
Thouless conductance distribution for various system sizes
L = 2M and disorder amplitudes W . The solid lines
show the fourth-order polynomial fit of the scaling function
g˜
[
u (W −Wc)L1/ν
]
with u(w) = w+ bw2 (see Appendix A).
The vertical line shows the critical amplitude W = Wc ob-
tained from the fit. The linear function 18W is added to the
conductance g˜ on the vertical axis for better visibility of the
crossing. (b) The inverse correlation-length exponent 1/ν, ob-
tained from the scaling analysis for various ε, as a function of
ε. The solid line shows the dependence 1/ν = 3|ε|/2, which
describes accurately the numerical data in the limit of small ε,
in contrast with the prediction 1/νRG = |ε| of the analytical
RG approach showed by the dashed line.
in Fig 1. Panel (a) shows the finite-size scaling of the
median g˜ of the conductance distribution as a function
of the system size and disorder strength for representative
α = 0.4 (|ε| = 0.2). For strong disorder, g˜ decreases with
system size L, whereas the opposite trend is observed for
weak disorder. These regimes are separated by a critical
disorder amplitude Wc, a unique crossing point for data
traces pertaining to different system sizes. Around Wc,
we fit the data with a polynomial scaling function (solid
lines) to find the correlation-length exponent ν. Based
on the data for five different values of ε, we find the
3asymptotic dependence (Fig. 1b)
1
ν
=
3
2
|ε|. (2.1)
Surprisingly, this result is in contradiction with the
prediction of the perturbative one-loop RG analysis,
1
νRG
= |ε|, (2.2)
believed to be exact in the limit of ε → 0. We present
the details of the analytical RG analysis for the model
under consideration in Appendix B.
As further checks of this unexpected result, we (i)
confirm the consistency of our value of ν(|ε| = 0.2) =
3.163 ± 0.041 with the scaling analysis of the density of
states (see Sec. V and Fig. 4), and (ii) find an unusual
scaling of the critical dimensionless disorder strength
γc ∝ |ε|2/3 (Fig. 5) which also contradicts the predic-
tions of the analytical RG approach but is consistent with
earlier results for a similar one-dimensional model.26
III. MODEL AND OBSERVABLE
We consider a model described by the Hamiltonian
H0(k) =

|k − pi/2|α sign(k − pi/2), 0 < k < pi,
|k + pi/2|α sign(k + pi/2), −pi < k < 0,
∞, otherwise.
(3.1)
The dispersion is depicted in Fig. 2. Near the momenta
k = ±pi/2, hereinafter referred to as nodes, the dispersion
has the power-law form and lacks reflection symmetry.
The singular dispersion ∝ |k ± pi/2|α sign(k ± pi/2)
near the nodes corresponds to the power-law hopping
∝ 1/|x|1+α signx in coordinate space at large distances x.
Disorder-driven transitions in similar models with power-
law hopping, corresponding to the dispersion ∝ kα which
is even with respect to the momentum inversion k → −k),
have been studied numerically in Refs. 23–27. Because
the dispersion considered here is odd with respect to
inverting the momentum measured from the node and
the momentum states with energies above and below the
nodes have equal weights, the energies of the nodes are
not renormalised if the system is exposed to quenched
short-range-correlated disorder with zero average. Be-
cause only the states at the node energies undergo the
non-Anderson disorder-driven transitions, the absence of
the renormalisation of the energies of the nodes helps us
identify such states more accurately.
A model with the dispersion ∝ kα sign k, the single-
node version of the dispersion (3.1), has been studied
in Ref. 28. In that model, the quasiparticles can move
only in one direction and cannot be backscattered. By
contrast, the dispersion considered here allows for the
scattering between the two nodes in the presence of the
random potential, which leads to the critical scaling of a
/2 /2
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FIG. 2. The dispersion H0(k) in a disorder-free system as a
function of k for α = 0.4. The solid line depicts the continuum
dispersion while the blue points indicate the placement of
discrete momenta (M = 41) in the finite-size version of the
model.
quantity similar to the Thouless conductance,47,48 which
we describe below. The Thouless conductance does not
vanish at the critical point, unlike the density of states,
and thus allows for a significantly more precise determi-
nation of the critical properties of the transition.
We discretise the dispersion (3.1) on a lattice in mo-
mentum space and represent the dispersion in the form
H0 =
∑
k |k〉H0(k) 〈k| where the sum runs over km =
2pim
L with m = −M, ...,M − 1. Here, M is an odd in-
teger and L = 2M . These k-points fall symmetrically
around the nodes while avoiding the momenta ±pi/2 of
the nodes. The density of states in the absence of disor-
der is given by ρclean(E) = 2 |E|1/α−1 /(2piα), where the
energy E is measured from the energies of the nodes.
We generate disorder on a real-space grid of 4M sites
with spacing 1/2. On each lattice site i, the disor-
der potential Ui is drawn from a box distribution Ui ∈[−√3W,+√3W ] leading to the disorder averaged corre-
lator 〈UiUj〉dis = δi,jW 2. In addition, we subtract the
mean for each disorder realisation to ensure
∑
i Ui = 0.
We then Fourier-transform the generated random poten-
tial, U =
∑
k 6=k′ |k′〉U(k′ − k) 〈k|. Because the poten-
tial is real, U(k) = U?(−k). We emphasise that, since
the dispersion (3.1) is not periodic in momentum space,
there is no Umklapp scattering in our model.
The eigenstates of the Hamiltonian H = H0 + U are
found by exact diagonalisation. We note that the Hamil-
tonian matrix in coordinate space is not sparse due to
the long-range character of the hopping.
Scaling observable. In what immediately follows,
we describe a quantity similar to the Thouless con-
ductance, which we use in order to identify the non-
Anderson disorder-driven transition. The Thouless con-
ductance47–49 is usually defined (up to a coefficient of
1/δ, with δ being the mean level spacing) as a response
of the energy En of an eigenstate |n〉 to an adiabatic
twist of the phase φ in the boundary conditions48. Such
a twist for the system considered here corresponds to the
4replacement k → k + 2piL φ in the dispersion (3.1).
In order to study the criticality, we analyse the quan-
tity
g =
∣∣∂2φEn0 |φ=0/En0 ∣∣ , (3.2)
where En0 is the energy, measured from the node energy,
of the eigenstate n0 with the smallest absolute value |En0 |
at φ = 0. The Thouless conductance47–49 in systems with
a constant density of states in a certain energy interval
matches Eq. (3.2) with the replacement En0 → δ, where
δ is the mean level spacing in the respective interval.
While the density of states in the system considered here
vanishes at the nodes, the quantity En0 in Eq. (3.2) plays
a role similar to that of the mean level spacing δ in the
conventional definition of the Thouless conductance. For
simplicity, we refer to the quantity (3.2) as the Thouless
conductance in the rest of the paper.
According to the second-order perturbation theory, a
phase twist of φ at the boundary of the system is equiva-
lent to adding the perturbation Hφ(k) '
(
2pi
L φ
)
h
(1)
φ (k) +
1
2
(
2pi
L φ
)2
h
(2)
φ (k) to the Hamiltonian H, where
h
(1)
φ (k) = ∓α|k ± k0|α−1, (3.3)
h
(2)
φ (k) = ∓α (α− 1) sgn(k ± k0)|k ± k0|α−2, (3.4)
with the upper and lower sign corresponding, respec-
tively, to 0 < k < pi and −pi < k < 0. The terms of
higher orders in φ do not affect the Thouless conductance
defined by Eq. (3.2). We emphasise that the discretisa-
tion of momenta, which we use in this paper, allows us
to avoid non-analyticities of H0(k) at the nodal points at
k = ±pi/2. Utilising Eqs. (3.3)-(3.4), we obtain
∂2φEn0 |φ=0 =
(
2pi
L
)2 [〈
n0|h(2)φ (k) |n0
〉
+2
∑
m 6=n0
∣∣∣〈m|h(1)φ (k) |n0〉∣∣∣2
En0 − Em
 . (3.5)
In the numerical analysis described below, we use
Eq. (3.5) in order to determine numerically the Thou-
less conductance defined by Eq. (3.2).
IV. SCALING OF THOULESS CONDUCTANCE
Near a continous phase transition, the universal critical
exponent ν describes the divergence of the correlation
length10 ξ ∝ |w|−ν as a function of the tuning parameter
that vanishes at the transition point. In this paper, we
use the deviation w = W −Wc of the disorder amplitude
W from the critical value Wc as the tuning parameter.
The exponent ν may be determined from the behaviour
of a dimensionless observable g˜ that depends on the sys-
tem size L only via the dimensionless ratio L/ξ, or, equiv-
alently g˜(W,L) = g˜(wL1/ν). In particular, the critical
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FIG. 3. Normalized probability distribution of the Thou-
less conductance obtained for ∼ 105 disorder realizations in
the case α = 0.4, M = 451 and W = 0.49, 0.50, ..., 0.56 (bot-
tom to top). The dot indicates the position of the median
conductance g˜. Each curve is offset vertically for better visi-
bility, with the thin horizontal line corresponding to vanishing
probability density.
amplitude Wc may be found as the amplitude at which
g˜(W,L) is independent of the system size L. The expo-
nent ν may then be obtained from a polynomial fitting
procedure.50–52
The outstanding challenge in the context of the non-
Anderson transition is to find an appropriate scaling vari-
able. The density of states at zero energy, commonly used
for the studies of such transitions13, or its dimension-
less generalisations, are not suitable for finite-size scal-
ing analysis due to the vanishing of the density of states
at the transition point (possibly up small contributions
from rare-region effects14,30–32,53). Here, we demonstrate
numerically that the Thouless conductance defined by
Eq. (3.2) is a suitable scaling variable.
In Fig. 3 we show the probability density of the Thou-
less conductance for α = 0.4 and M = 451, obtained
for ∼ 105 disorder realizations. The distribution func-
tion P (g) is approximately log-Gaussian. The scaling
hypothesis discussed above applies also to the distribu-
tion function P (g). As it is not practical to work with
the full distribution, in what follows we restrict ourselves
to the scaling analysis of only the median g˜. We note,
however, that choosing the typical conductance exp(ln g)
yields rather similar results. The standard error of the
median conductance is calculated using the asymptotic
variance formula σ2g˜ = 1/[4P (g˜)
2n], where n is the to-
tal number of disorder realisations for a particular data
point (W,L) and the probability density is approximated
by a smooth interpolation of the observed histogram.
In Fig. 1a , we plot g˜(W,L) for α = 0.4 (corresponding
to || = 0.2) over a range of disorder strengths W and
for various system sizes L. We observe that data traces
for different L cross at one point, demonstrating the crit-
ical scaling behaviour. To check further the validity of
the scaling hypothesis and extract the correlation-length
exponent ν, we use the polynomial fitting procedure50–52
5detailed in Appendix A. This procedure relies on expand-
ing the scaling function g˜[u(w)L1/ν ] as a low-order poly-
nomial and allows for quadratic and higher-order cor-
rections in the dependence of the relevant scaling vari-
able u(w) = w + O(w) on w. The parameters ν and
Wc and the polynomial coefficients are obtained from a
least-squares fit (solid lines).
For α = 0.4 (|ε| = 0.2), we find ν = 3.163± 0.041. We
use the same method to determine the critical exponent ν
for all values of α (see Appendix A). The results for ν and
Wc as a function of ε = 2α − 1 are shown, respectively,
in Figs. 1b and 5.
V. SCALING OF THE DENSITY OF STATES
Most studies to date have relied on the scaling form36
of the density of states for the numerical determination
of the critical exponents. In what immediately follows,
we demonstrate that the scaling of the density of states
in the model considered here is consistent with the re-
sults obtained from the finite-size scaling analysis of the
Thouless conductance.
As discussed in Sec. IV, simulating numerically the
density of states does not allow for an accurate deter-
mination of the critical disorder amplitude Wc, which is
why we use the result Wc = 0.5267 obtained from the
finite-size scaling of the Thouless conductance to fit the
scaling of the density of states for a system with α = 0.4.
The disorder-averaged density of states ρ(E ≈ 0) for the
system size M = 8001 and various disorder strengths
around Wc is shown in Fig. 4a.
We obtain that the density of states ρ(E ≈ 0,W ) is
strongly suppressed for W ≤ Wc and grows rapidly at
larger W . Our results are consistent, to a good accuracy,
with the scaling form36
ρ(E = 0,W > Wc) ∝ (W −Wc)(1−z)ν , (5.1)
where z is the dynamical critical exponent, given by z =
1/2+O(ε) according to the perturbative RG calculations.
Numerically, the value of the dynamical exponent may
be obtained from the scaling of the integrated density of
states (i.e. the number of states with energies between
0 and E) N(E) =
∫ E
0
d ρ() ∝ E1/z at W = Wc. Our
data for W = 0.53 close to Wc is consistent with z = 1/2
(dashed line) within a few-percent error.
In Fig. 4c, we show the numerical data for ρ(E =
0,W > Wc) vs. W − Wc in a log-log plot (dots).
The dependence is consistent with Eq. (5.1) with the
correlation-length exponent ν = 3.163 obtained from the
finite-size scaling above (solid line). On the contrary, the
prediction νRG = 1/|ε| of the one-loop RG (dashed line)
is clearly inconsistent with the numerical data.
FIG. 4. (a) Density of states ρ(E,W ) for α = 0.4 and
M = 8001 (dots). The solid lines are guides to the eye. (b)
The integrated density of states close to criticality (W = 0.53)
is consistent with the scaling form N(E) ∝ E1/z with z = 1/2
(dashed line). (c) The zero-energy density of states (dots)
follows the scaling ρ(E = 0,W > Wc) ∝ w(1−z)ν with z = 1/2
and ν = 3.163 obtained from the finite-size scaling (solid line),
but not with the analytical RG prediction νRG = 1/|ε| (dotted
line).
VI. DISCUSSION AND OUTLOOK
To summarise, in this paper we proposed and studied
a one-dimensional model for the non-Anderson disorder-
driven transitions. This model presents a rather conve-
nient platform for investigating the non-Anderson crit-
icality, as the system has a tunable small parameter ε
that controls the criticality. The model considered here
exhibits the critical scaling of an observable (Thouless
conductance) which does not vanish at the transition,
unlike the density of states usually used in such studies,
6FIG. 5. The dimensionless critical disorder strength γc =
W 2c /Λ
ε
0 obtained from the finite-size scaling of the Thouless
conductance as a function of ε. The behaviour is consistent
with the power-law fitting γc ∝ |ε|2/3 (solid line) and is dis-
tinct from the analytical prediction γc ∝ |ε|1 based on a one-
loop perturbative RG calculation (dashed line).
and thus allows for an accurate characterisation of the
criticality. In our model, the energies of the states, for
which the non-Anderson transition occurs, are not sub-
ject to renormalisation by disorder, which allows us to
additionally increase the accuracy of the results.
Utilising the small parameter ε allows us not only to
study numerically the non-Anderson criticality within
the expected range of applicability of the analytical per-
turbative RG approaches, but also to neglect possible
non-perturbative rare-region effect14,30,31, exponentially
suppressed by the large parameter 1/|ε| in the limit
ε→ 0. This ensures the observability of the critical scal-
ing in a parametrically large interval of disorder strengths
and length scales.
Furthermore, the approach we develop here may be
used to analyse the convergence of ε-expansions in inter-
acting field theories similar to those describing the disor-
dered high-dimensional systems.
Our data demonstrates the correlation-length critical
exponent 1/ν = 3|ε|/2 + O(ε2) in the limit of small ε,
which, contrary to the common expectation, is distinct
from the prediction 1/νRG = |ε|+O(ε2) of the perturba-
tive RG approach. Furthermore, the scaling of the depen-
dence of the critical disorder strength on |ε| is given by
γc ∝ |ε| 23 , in accordance with the earlier study in Ref. 26
and in disagreement with the expectation γc ∝ |ε| from
the perturbative RG analysis. At the same time, the nu-
merical result for dynamical exponent, z = 12 + O(ε),
agrees well with RG predictions. Similar agreement be-
tween the numerical values of the dynamical exponent
z and the one-loop RG results are observed for Weyl
semimetals, while the results for the correlation-length
exponent ν are controversial (see Ref. 13 for a review).
We leave for future studies the origin of the disagree-
ment between the numerical and the perturbative RG
results for the correlation-length exponent in the limit of
small ε. This disagreement may mean the breakdown of
small-ε expansions in the RG approaches or, for exam-
ple, the existence of spontaneously generated operators
in the field theories for non-Anderson transitions, which
have been overlooked in the previous analytical studies
of these transitions.
Such a possibility and the controversy around the val-
ues of the correlation-length exponents in Weyl semimet-
als call for a fresh analytical investigation of the non-
Anderson criticality in these systems.
Assuming that the critical behaviour at the criticality
is determined by one relevant coupling γ˜, our numerical
results for the dependence of the critical disorder strength
and the correlation-length exponent on ε are consistent
with the beta-function β(γ˜) = εγ˜ + (γ˜)
5
3 + . . ., where . . .
stands for the terms of higher orders in γ˜. We leave for
future studies the investigation of the possible nature of
such variables.
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7Appendix A: Details of finite-size scaling and additional data
Here, we provide the details of the finite-size scaling data analysis, following Refs. 50–52. We consider
the cases of power-law exponent α = {0.45, 0.4, 0.35, 0.3, 0.25}, each for system sizes L = 2M with M =
{451, 675, 1001, 1501, 2101} and a range of disorder strengths W in the vicinity of Wc, summarised in Table I. For
each α and each point (W,L), we determine the median g˜(W,L) of the conductance distribution and its uncertainty,
σg˜(W,L). We use between ∼ 104 and ∼ 105 disorder realizations, depending on the system size. The data is shown
as symbols in Figs. 1b,c and 6. We then perform a least-squares fit
g˜fit(W,L) = a0 +
np∑
p=1
ap ·
(
L1/ν
nq∑
q=1
bq [W −Wc]q
)p
, (A1)
with b1 = 1 for various orders np and nq and obtain the quality of the fit in terms of
χ2/N =
1
N
∑
(W,L)
[g˜fit(W,L)− g˜(W,L)]2
σ2g˜(W,L)
(A2)
0.40 0.42 0.44 0.46 0.48
W
13.8
13.9
14.0
14.1
14.2
g
+
18
W
M=451
M=675
M=1001
M=1501
M=2101
0.54 0.56 0.58 0.60 0.62
W
13.2
13.4
13.6
13.8
14.0
14.2
14.4
g
+
18
W
M=451
M=675
M=1001
M=1501
M=2101
0.58 0.60 0.62 0.64
W
12.75
13.00
13.25
13.50
13.75
14.00
14.25
g
+
18
W
M=451
M=675
M=1001
M=1501
M=2101
0.59 0.60 0.61 0.62 0.63 0.64 0.65 0.66
W
12.2
12.4
12.6
12.8
13.0
13.2
13.4
13.6
g
+
18
W
M=451
M=675
M=1001
M=1501
M=2101
FIG. 6. Finite-size scaling data as in Fig. 1a, but for α = 0.45, 0.35, 0.3, 0.25 (left to right and top to bottom).
where N is the total number of data points (W,L) used in the fit. We increase np and nq if this lowers the value of
χ2/N by more than 2% and the error of any fitting parameter does not exceed the parameter estimate in magnitude.
We find that np = 4 and nq = 2 yield the optimal fit in this sense. We verify also that the inclusion of possible
8irrelevant scaling variables50, corresponding to the replacement ai → ai (1 + ciLy) with y < 0 in Eq. (A1), does not
affect significantly the value of χ2/N and does not lead to stable values of y, which allows us to neglect irrelevant
scaling variables.
Each fitting procedure is repeated a hundred times with randomly chosen initial parameters. For the best fits with
the lowest χ2/N , Table I reports the resulting parameters ν, Wc, their error estimates and χ
2/N . The best fits are
shown by solid lines in Figs. 1a and 6. We find that removing the largest or smallest length data set (M = 451 or
M = 2101) from the fitting procedure does produce consistent results with the estimates for ν and Wc within the
previous error bars (data not shown).
α || W M = L/2a N χ2/N ν Wc
0.45 0.1 0.39,0.40,...,0.48 451,675,1001,1501,2101 50 0.920 6.196±0.171 0.4385±0.0010
0.40 0.2 0.49,0.495...,0.56 451,675,1001,1501,2101 75 0.797 3.163± 0.041 0.5267±0.0004
0.35 0.3 0.54,0.55,...,0.63 451,675,1001,1501,2101 50 0.915 2.111±0.021 0.5812±0.0003
0.30 0.4 0.57,0.58,...,0.65 451,675,1001,1501,2101 45 1.277 1.719±0.017 0.6116±0.0003
0.25 0.5 0.59,0.60,...,0.66 451,675,1001,1501,2101 40 1.588 1.532±0.022 0.6191±0.0003
TABLE I. Details for the finite-size scaling: The left two columns specify the value of  = 2α − 1, the third and fourth the
disorder strength W and system size L = 2M , respectively. The total number of data points (W,L) is denoted by N . The
right part of the table reports the χ2/N value for the best fit along with its estimate for the critical exponent ν and the critical
disorder strength Wc. The error (denoted after the ± symbol) is one standard deviation. The respective plots can be found in
Fig. 1a (α = 0.4) and Fig. 6 (α = 0.45, 0.35, 0.3, 0.25).
Appendix B: Perturbative renormalisation-group analysis
In this section, we provide a detailed one-loop RG analysis for a model with the two-node quasiparticle disper-
sion (3.1) in the presence of random potential with a short correlation length. The wavevector k of the quasiparticles
we consider is measured from either of the nodes n = 1, 2 and is exceeded significantly by the inverse characteristic
correlation length of the random potential. Disorder-averaged observables in this systems may be described by a
supersymmetric1 field theory with the action
L =− i
∑
n=1,2
{∫
ψ¯n [−kα sign k + i0Λ]ψn dx
+
1
2
κ(K)Kε
∫ (
ψ¯nψn
)2
dx+
1
2
δ(K)Kε
∫ (
ψ¯nψn¯
) (
ψ¯n¯ψn
)
dx+
1
2
ω(K)Kε
∫ (
ψ¯nψn
) (
ψ¯n¯ψn¯
)
dx
}
, (B1)
where ψ¯n(x) and ψn(x) are the supervectors in the BF ⊗ AR (boson-fermion⊗advanced-retarded) space describing
the quasiparticles near node n; n¯ is our convention for the node other than n, i.e. 1¯ = 2 and 2¯ = 1; Λ = (σˆz)AR;
k = −i∂x is the momentum operator; K is the ultraviolet momentum cutoff. The coupling constants κ(K), δ(K) and
ω(K) which characterise scattering processes shown in Fig. 7 flow under renormalisation.
The renormalisation procedure involves repeatedly integrating out particle modes with highest momenta, starting
at the ultraviolet momentum cutoff K = K0 and correcting the action of the low-momentum modes to account for
the effect of the higher momenta. Upon renormalisation, the action (B1) reproduces itself with flowing couplings
κ(K), δ(K) and ω(K). The perturbative one-loop corrections to each of the three coupling constants are shown in
Fig. 8. The momenta, which we integrate out, are away from the poles of the Green’s functions and, therefore, both
advanced and retarded Green’s functions may be approximated as G1,2(p) ≈ ∓ sign ppα .
The flows of the coupling constants κ(K), δ(K) and ω(K) may be represented in the form
∂lκ =βκ(κ, δ, ω), (B2a)
∂lδ =βδ(κ, δ, ω), (B2b)
∂lω =βω(κ, δ, ω), (B2c)
9FIG. 7. Elements of the diagrammatic technique (impurity lines) used to compute disorder-averaged observables in a model
with two nodes described by the Hamiltonian (3.1). The coupling constants κ(K), δ(K) and ω(K) depend on the ultraviolet
momentum cutoff K.
where the beta-functions
βκ(κ, δ, ω) =εκ + 2κ2 + 2ωδ + δ2 + . . . , (B3a)
βδ(κ, δ, ω) =εδ + 2δκ + . . . , (B3b)
βω(κ, δ, ω) =εω + 2δκ + 2κω + δ2 + . . . . (B3c)
are given, to the one-loop order, by the sum of the diagrams in Fig. (8) and . . . are higher-order terms in the coupling
constants.
The fixed points of the flow are determined by the conditions βκ(κ∗, δ∗, ω∗) = βδ(κ∗, δ∗, ω∗) = βω(κ∗, δ∗, ω∗) = 0.
Utilising Eq. (B3b), this requires that either δ∗ = − ε2 or δ∗ = 0. Using that κ(K) = ω(K) for the initial conditions
for the flow under consideration and the form of the beta-functions βδ and βω given by Eqs. (B3a) and (B3c), we
obtain the values of the coupling constants at two fixed points (to the leading order in |ε|): 1) δ∗ = 0, κ∗ = ω∗ = − ε2
and 2) δ∗ = ε, κ∗ = ω∗ = − ε2 . We note that for the model under consideration all couplings remain positive under
renormalisation and, therefore, the second fixed point is unachievable as it corresponds to a negative coupling δ.
The correlation-length exponents ν at the transition are given by the inverse eigenvalues of the Jacobian ∂(βκ ,βδ,βω)∂(κ,δ,ω) .
Utilising Eqs. (B3a)-(B3c), we obtain at the first fixed point
∂ (βκ , βδ, βω)
∂ (κ, δ, ω)
(κ∗, δ∗, ω∗) =
 −ε −ε 00 0 0
−ε −ε 0
+O (ε2) . (B4)
The Jacobian (B4) gives the correlation-length exponent 1/νRG = −ε.
In addition to the above analysis of the fixed points, we verify the correlation-lenght exponent by solving the RG
equations (B2a) – (B3c) numerically with the initial conditions κ(K0) = δ(K0) = ω(K0) = γ0 corresponding to the
short-range-correlated random potential considered in this paper. First, we identify the critical disorder strength γc
by varying γ for fixed ε < 0 and detecting the value of γ at which the flows become unstable. Next, we determine the
correlation-length exponent by solving numerically the RG equations for the supercritical disorder strength γ0 = γc+∆
with a small ∆ > 0, where we vary ∆ such that it is an order of magnitude larger than the uncertainty of γc and
an order of magnitude smaller than γc. We find the RG time l = l˜ where the flow of κ(l) = ω(l) diverges and the
numerical solution breaks down. Due to the extreme sharpness of the divergence, this agrees with the more common
requirement κ(l˜) = ω(l˜) = C with C = O(1). The RG time l˜ is related to the emergent correlation length ξ as
l˜ ∼ logξ. In Fig. 9, we confirm the scaling form ξ ∝ ∆−ν by plotting log(ξ) versus log(∆). Indeed, the data points
for ε = −0.1 (blue) and ε = −0.2 (red) lie on straight lines with slopes −νRG = −1/|ε|, confirming the results from
the fixed-point analysis in the previous paragraph. In addition, we confirm also that γc ∝ |ε|.
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FIG. 8. Diagrams (in units of pi2K2ε) contributing to the one-loop renormalisations of the coupling constants κ, δ and ω.
Symbols in parentheses indicate alternative nodes or types of impurity lines. For each shown “mushroom” diagram, there
exists one equivalent diagram with an impurity line connecting two points on the bottom particle propagator in place of the
top propagator.
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FIG. 9. Verification of the scaling form ξ ∝ ∆−ν for ∆ = γ0 − γc based on the numerical solution of the flow equations (B2a)
– (B3c). The numerically extracted correlation length data (dots) for ε = −0.1 (blue) and ε = −0.2 (red) lie on straigth lines
with the slope −νRG = −1/|ε|.
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