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Abstract
We prove a structural result for degree-d polynomials. In particular, we show that any degree-
d polynomial, p can be approximated by another polynomial, p0, which can be decomposed as
some function of polynomials q1, . . . , qm with qi normalized and m = Od(1), so that if X is
a Gaussian random variable, the probability distribution on (q1(X), . . . , qm(X)) does not have
too much mass in any small box.
Using this result, we prove improved versions of a number of results about polynomial thresh-
old functions, including producing better pseudorandom generators, obtaining a better invari-
ance principle, and proving improved bounds on noise sensitivity.
1 Introduction
1.1 Polynomial Threshold Functions
A polynomial threshold function (PTF) is a function of the form f(X) = sgn(p(X)) for some
polynomial p(X). We say that f is a degree-d polynomial threshold function of p is of degree at
most d. Polynomial threshold functions are a fundamental class of functions with applications to
many fields such as circuit complexity [1], communication complexity [20] and learning theory [14].
We present a new structural result for degree-d polynomials that allows us to obtain improved
versions of a number of results relating to polynomial threshold functions. Our result allows us
to define a new notion of regularity for polynomials for which we can prove an improved version
of the Invariance Principle of [17]. We also obtain a regularity lemma (along the lines of the
main theorem of [6]) for this new notion of regularity. Although neither of these theorems will
be directly comparable to their classical versions (due to the different notions of regularity), the
combination of our regularity lemma and invariance principle produces a marked improvement over
previous work. These results in turn allow us to prove better bounds on the noise sensitivity of
polynomial threshold functions (improving on the bounds of [4] for fixed d ≥ 3) and provide us
with an improved analysis of the pseudorandom generators of [16] and [11].
1.2 Anticoncentration and Diffuse Decompositions
Many of the analytic techniques for dealing with polynomial threshold functions (most notably the
replacement method (see [7, 15])) work well for dealing with smooth functions of polynomials. In
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order to get these techniques to yield useful results for threshold functions, it is often necessary to
approximate the threshold function by a smooth one. In order to obtain one needs to know that
with high probability that the value of p(X) does not lie too close to zero. Results of this form have
become known as a anticoncentration results. Such a result was proved by Carbery and Wright in
[3]. They prove that for p a degree-d polynomial and X a random Gaussian that
Pr(|p(X)| ≤ ǫ|p|2) = O(dǫ1/d). (1)
This bound has proved to be an essential component of many theorems about polynomial
threshold functions. Unfortunately, presence of the ǫ1/d term above often leads to results that have
poor ǫ-dependence for moderately large values of d, and the lack of a stronger form of Equation (1)
has proved to be a bottleneck for a number of results on polynomial threshold functions. One might
hope to overcome this difficulty by proving an improved version of Equation (1). In particular, a
generic polynomial p can be thought of as a sum of largely uncorrelated monomials, and thus, one
might expect that p(X) be Gaussian distributed. Thus, while Equation (1) tells us little more than
the fact that the distribution of p(X) has no point masses, one might expect the stronger condition
that p(X) has bounded probability density function to hold. Unfortunately, this is not the case in
general. For example, if p is the dth power of a linear polynomial, the probability that |p(X)| < ǫ
will in fact be proportional to ǫ1/d. On the other hand, this counterexample is not as great an
obstacle as it first appears to be. While, in this case, the probability distribution of p(X) does have
poor analytic properties, this is because p can be written as a composition of a well-behaved (in
this case linear) polynomial, and a simple, yet poorly-behaved polynomial (the dth power). The
fact that the value of p is governed by the value of this linear polynomial will allow one to overcome
the difficulties posed by poor anticoncentration in most applications.
In fact, this principle applies more generally. In particular, as we shall show, any polynomial
p may be approximately represented as the composition of a simple polynomial (i.e. a polynomial
dependent on few input variables) and an analytically well-behaved polynomial (i.e. one with
good anticoncentration properties). In order to make this claim rigorous, we provide the following
definitions:
Definition. Given a degree-d polynomial p : Rn → R, we say that a set of polynomials (h, q1, . . . , qm)
is a decomposition of p of size m if qi : R
n → R, and h : Rm → R are polynomials so that
• p(x) = h(q1(x), . . . , qm(x))
• For every monomial c∏ xaii appearing in h, we have that ∑ a1 deg(qi) ≤ d
In other words, a decomposition of p is a way of writing p as a composition of a simple poly-
nomial, h, with another polynomial Q = (q1, . . . , qm). The second condition above tells us that if
we expanded out the polynomial h(q1(x), . . . , qm(x)), we would never have to write any terms of
degree more than d.
Definition. We say that a tuple of polynomials (q1, . . . , qm) : R
n → Rm, is an (ǫ,N)-diffuse set if
for every (a1, . . . , am) ∈ Rm and Gaussian random variable X we have that
PrX(|qi(X) − ai| ≤ ǫ for all i) ≤ ǫmN,
and E[|qi(X)|2] ≤ 1 for all i.
We note that while an anticoncentration result need only tell us that the probability distribution
of p(X) contains no point masses, an (ǫ,N)-diffuse set of polynomials will have the probability
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density function of the vector (q1(X), . . . , qm(X)) average no more than N on any small box. This
is a much stronger notion of “analytically well-behaved”. Combining the two definitions above, we
define the notion of a diffuse decomposition.
Definition. Given a polynomial p we say that (h, q1, . . . , qm) is an (ǫ,N)-diffuse decomposition of
p of size m if (h, q1, . . . , qm) is a decomposition of p of size m and if (q1, . . . , qm) is an (ǫ,N)-diffuse
set.
It is not obvious that diffuse decompositions should exist in any useful cases. The main result
of this paper will be to show that not only can any polynomial be approximated by a polynomial
with a diffuse decomposition, but that the parameters of this decomposition are sufficient for use
in a wide variety of applications.
Theorem 1 (The Diffuse Decomposition Theorem). Let ǫ, c and N be positive real numbers and
d a positive integer. Let p(X) be a degree-d polynomial. Then there exists a degree-d polynomial
p0 with |p − p0|2 < Oc,d,N(ǫN )|p|2 so that p0 has an (ǫ, ǫ−c)-diffuse decomposition of size at most
Oc,d,N (1).
It should be noted that if p is a polynomial with a diffuse decomposition, (h, q1, . . . , qm), then
the distribution of p(X) will be determined in large part by the polynomial h, as the distribution for
(q1(X), . . . , qm(X)) is controlled by the diffuse property. Thus, Theorem 1 may be thought of as a
structural result for Gaussian chaoses. Theorem 1 may also be thought of as a continuous analogue
of theorems of Green-Tao ([9]) and Kaufman-Lovett ([13]) which say that a polynomial over a
finite field can be decomposed in terms of lower degree polynomials whose output distributions on
random inputs are close to uniform.
Remark. The bound on the size of the decomposition in Theorem 1 is effective, but may be quite
large. Working through the details of the proof would lead to a bound of A(d + O(1), N/c), where
A(m,n) is the Ackermann function. The author believes that a polynomial in (dN/c) should be
sufficient, but does not know of a proof for this improved bound.
1.3 Applications of the Main Theorem
Theorem 1 has several applications that we will discuss. The existence of diffuse decompositions
allows us to make better use of the replacement method and achieve a tighter analysis of the
pseudorandom generators for polynomial threshold functions presented in [11] and [16]. We can
also use this theory to improve on the Invariance Principle of [17]. In particular, we come up with
a new notion of regularity for a polynomial, so that for highly regular polynomials their evaluation
at random Gaussian variables and at random Bernoulli variables are close in cdf distance. We then
show that an arbitrary polynomial can be written as a decision tree of small depth almost all of
whose leaves are either regular or have constant sign with high probability. These theorems of ours
will produce a qualitative improvement over the analogous theorems of [17] and [6]. Finally, we
make use of this technology to prove new bounds on the noise sensitivity of polynomial threshold
functions. Each of these applications will be discussed in more detail in the relevant section of this
paper.
1.4 Overview of the Paper
In Section 2, we introduce a number of basic concepts that will be used throughout the paper.
Section 3 will contain the proof of Theorem 1 along with some associated lemmas. In Section
3
4, we discuss some basic facts about diffuse decompositions that will prove useful to us later on.
In Section 5, we discuss our application to pseudorandom generators for polynomial threshold
functions of Gaussians. In Section 6, we state and prove our versions of the invariance principle
and regularity lemma. In Section 7, we discuss our results relating to noise sensitivity problems. In
Section 8, we discuss our results for pseudorandom generators for polynomial threshold functions
with Bernoulli inputs. Finally in Section 9, we provide some closing remarks.
2 Basic Results and Notation
2.1 Basic Notation
We will use the notation Oa(N) to denote a quantity whose absolute value is bounded above by N
times some constant depending only on a.
Throughout this paper, the variables G,X, Y, Z,Xi, Y i, Zi, etc. will be used to denote multidi-
mensional Gaussian random variables unless stated otherwise. The coordinates of these variables
will be denoted using subscripts. Thus, Xij will denote the j
th coordinate of the variable Xi.
We also recall here the definition of a polynomial threshold function
Definition. A function f : Rn → {±1} is a (degree-d) polynomial threshold function (or PTF) if
it is of the form f(x) = sgn(p(x)) for some (degree-d) polynomial p.
2.2 Basic Facts about Polynomials of Gaussians
We recall some basic facts about polynomials of Gaussians. We begin by recalling the Lt-norm of
a function.
Definition. For a function p : Rn → R, we let
|p|t =
(
EX [|p(X)|t]
)1/t
.
We now recall some basic distributional results about polynomials evaluated at random Gaus-
sians.
Lemma 2 (Carbery and Wright). If p is a degree-d polynomial then
Pr(|p(X)| ≤ ǫ|p|2) = O(dǫ1/d),
where the probability is over X, a standard n-dimensional Gaussian.
We will make use of the hypercontractive inequality. The proof follows from Theorem 2 of [18].
Lemma 3. If p is a degree-d polynomial and t > 2, then
|p|t ≤
√
t− 1d|p|2.
In particular this implies the following Corollary:
Corollary 4 (Weak Anticoncentration). Let p be a degree-d polynomial in n variables. Let X be
a family of standard Gaussians. Then
Pr (|p(X)| ≥ |p|2/2) ≥ 9−d/2.
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Proof. This follows immediately from the PaleyZygmund inequality ([19]) applied to p2.
We also have the following concentration bound.
Corollary 5. If p is a degree-d polynomial and N > 0, then
PrX(|p(X)| > N |p|2) = O
(
2−(N/2)
2/d
)
.
Proof. Apply the Markov inequality and Lemma 3 with t = (N/2)2/d.
2.3 Multilinear Algebra
The conventions and results discussed in the remainder of this section will be used primarily in
Section 3, and sparingly in the rest of the paper.
We will later need to make some fairly complicated constructions making use of multilinear
algebra. We take this time to review some of the basic definitions and go over some of the notation
that we will be using. We recall that a k-tensor is an element of a k-fold tensor product of vector
spaces A ∈ V1⊗· · ·⊗Vk. Equivalently, it may be thought of as the k-linear form V1×· · ·×Vk → R
given by (v1, . . . , vk) → 〈A, v1 ⊗ · · · ⊗ vk〉 (assuming that each of the Vi come equipped with an
inner product). If the Vi come with isomorphisms to R
ni , then we can associate A with the sequence
of coordinates Ai1···ik = A(ei1 , . . . , eik).
We recall Einstein summation notation which says that if we are given a product of tensors
with stated indices that it is implied that we sum over any shared indices. In particular if A is a
k1-tensor and B a k2-tensor than the expression
Ai1,i2,...,im,j1,j2,...,jk1−mBi1,i2,...,im,jk1−m+1,jk1−m+2,...,jk1+k2−2m
denotes the (k1 + k2 − 2m)-tensor C with coordinates
Cj1,j2,...,jk1+k2−2m =
∑
i1,i2,...,im
Ai1,i2,...,im,j1,j2,...,jk1−m ·Bi1,i2,...,im,jk1−m+1,jk1−m+2,...,jk1+k2−2m .
Note that if there are no overlapping indices that this product simply denotes the tensor product
of A and B. If on the other hand, all indices overlap, this denotes the dot product of A and B. We
will also sometimes group several coordinates into a single coordinate of larger dimension. We will
try to use upper case letters for indices to indicate that this is happening.
We define the L2 norm of a tensor A to be the square root of the sum of the squares of its
coordinates. If A is a k-tensor we have the equivalent definitions:
|A|22 = 〈A,A〉
=
∑
i1,...,ik
|Ai1,...,ik |2
= EX1,...,Xk [|Ai1,...,ikX1i1X2i2 · · ·Xkik |2].
For tensor-valued functions A(X) we define the L2-norm by
|A|22 := EX [|A(X)|22].
We will also need the notion of a wedge product of tensors over some subset of their coordinates.
In particular, if A is a rank-(k +m) tensor with its first k indices corresponding to spaces of the
same dimension, we define∧
i1,...,ik
Ai1,...,ik,j1,...,jm :=
∑
σ∈Sk
(−1)σAiσ(1),...,iσ(k),j1,...,jm .
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Note the important special case here where A is a tensor product of k different 1-tensors Ai1,...,ik =
A1i1 · · ·Akik . It is then the case that
 ∧
i1,...,ik
A1i1 · · ·Akik

B1i1 · · ·Bkik = det (〈Ai, Bj〉) .
We will think of the derivative operator as taking functions on Rn whose values are k-tensors
to functions on Rn whose values are (k + 1)-tensors. In particular, given a tensor valued function
AS(x), we define the tensor DiAS(x) to have (i, S)-coordinate
∂AS(x)
∂xi
. Note that this implies that
for a vector X that DiXiAS is simply the standard directional derivative DXAS .
Lastly, note that if p is a homogeneous, degree-d polynomial that it has an associated d-tensor
A given by Ai1,...,id := Di1 · · ·Didp (note that this dth order derivative is independent of the point at
which it is being evaluated). Note that A is determined by the property that it is a symmetric tensor
(it is invariant under any permutation of coordinates) so that for any vector X, A(X,X, . . . ,X) =
d!p(X).
2.4 Strong Anticoncentration
Strong anticoncentration was an idea first exposed by the author in [11]. It is a heuristic which
states that a polynomial is generally not much smaller than its derivative. We will need to make
use of a generalization of this to sets of several tensor-valued polynomials. In particular we will
prove the following proposition:
Proposition 6 (Strong Anticoncentration). For 1 ≤ i ≤ k let AiSi(x) be a degree-di, tensor-
valued polynomial on Rn (i.e. a tensor whose coefficients are degree-di polynomials on R
n). Let
1/2 > ǫ > 0. We have that
Pr

 k∏
j=1
|AjSj (X)|2 < ǫ
∣∣∣∣∣∣
∧
i1,...,ik
k∏
j=1
DijA
j
Sj
(X)
∣∣∣∣∣∣
2

 ≤ ǫ2O(d1+d2+···+dk)O(√k)k+1 log(ǫ−1)k.
In order to prove Proposition 6 we will need to following lemma:
Lemma 7. For 1 ≤ i ≤ k let pi be a degree di polynomial on Rn and let δ, ǫi > 0. Then
PrX,Y 1,...,Y k
(|pi(X)| < ǫi for all i, and |det(DY jpi(X))| > δ) ≤ 2k+1
∏k
i=1 di
∏k
i=1 ǫi
δVk
where Vk =
2πk+1/2
Γ((k+1)/2) is the volume of the unit k-sphere.
Proof. Define the function f : Sk → Rk by letting
f(a0, a1, . . . , ak)i := p
i(a0X + a1Y
1 + a2Y
2 + . . .+ akY
k).
Notice that the matrix with coefficientsDY jp
i(X) is simply the Jacobian of f at the point (1, 0, 0, . . . , 0).
Notice that if we replace the random variables X,Y 1, . . . , Y k by linear combinations of each other
by making an orthonormal change of coordinates, that they are still independent Gaussians and
thus,the probability in question is unchanged. We claim that for any fixed values of X,Y i that the
probability over a random such change of variables that
|pi(X)| < ǫi for all i, and |det(DYjpi(X))| > δ
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is at most
2k
∏k
i=1 di
∏k
i=1 ǫi
δVk
. Such a statement would clearly imply our lemma.
Note that making such a random change of variables is equivalent to precomposing f with a
random element of the orthogonal group O(k + 1). Thus, it suffices to bound
Prx∈Sk (f(x) ∈ R, and |det(Jac(f(x)))| > δ) ,
whereR ⊂ Rk is given by∏i[−ǫi, ǫi]. Let T be the set of x ∈ Sk so that f(x) ∈ R, and |det(Jac(f(x)))| >
δ. We know by the change of variables formula for integration that∫
T
|det(Jac(f(x)))|dx =
∫
Rn
|f−1(y)|dy. (2)
We note that the right hand side of Equation (2) is
∫
R |f−1(y)|dy. By Bezout’s Theorem, the inte-
grand is at most 2
∏k
i=1 di except on a set of measure 0. Thus,
∫
Rn
|f−1(y)|dy ≤ 2k+1∏ki=1 di∏ki=1 ǫi.
On the other hand the left hand side of Equation (2) is at least δVol(T ) = δVkPrx∈Sk(x ∈ T ). Thus,
Prx∈Sk(x ∈ T ) ≤
2k+1
∏k
i=1 di
∏k
i=1 ǫi
δVk
.
Corollary 8. For polynomials pi : Rn → R of degree di for 1 ≤ i ≤ k and for 1/2 > ǫ > 0,
PrX,Y 1,...,Y k
(
k∏
i=1
|pi(X)| < ǫ ∣∣det (DY ipj)∣∣
)
≤ ǫ2O(d1+d2+···+dk)O(
√
k)k+1 log(ǫ−1)k.
Proof. We note that the problem in question is invariant under scalings of the pi, and therefore
we may assume that |pi|2 = 1 for all i. We note by Lemma 2 and Corollary 5 that we may ignore
the case where some |pi(X)| < ǫdi or where some |pi(X)| > ǫ−1 (as the probability that such an
event happens for any i is at most O(
∑
i diǫ)). For each i we may partition the interval [ǫ
di , ǫ−1]
into O(di log(ǫ
−1)) many intervals each of whose endpoints differ by at most a factor of 2. Up to
a factor of O(log(ǫ−1))k
∏
i di, it suffices to bound the probability that each of the |pi(X)| lies in
a specified such interval and that
∏k
i=1 |pi(X)| < ǫ
∣∣det (DY ipj)∣∣ . If the upper endpoints of these
intervals are ǫi, then this probability, is at most the probability that
|pi(X)| < ǫi for all i, and |det(DY jpi(X))| > 2kǫ
∏
ǫi.
By Lemma 7, the above probability is at most ǫ2O(d1+d2+···+dk)O(
√
k)k+1. Multiplying byO(log(ǫ−1))k
∏
i di,
yields our bound.
Proof of Proposition 6. For Z a tensor of the same dimension as Aj, let f jZ : R
n → R be the
function f jZ(x) =
〈
Aj(x), Z
〉
. Note that
∣∣∣∣∣∣
∧
i1,...,ik
k∏
j=1
DijA
j
Sj
(X)
∣∣∣∣∣∣
2
2
= EY 1,...,Y k,Z1,...,Zk
[∣∣∣det(DY if jZj(X))
∣∣∣2] .
Furthermore, 
 k∏
j=1
|AjSj (X)|2


2
= EZ1,...,Zk


∣∣∣∣∣∣
k∏
j=1
f j
Zj
(X)
∣∣∣∣∣∣
2
 .
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Now suppose that for some choice of X that
k∏
j=1
|AjSj (X)|22 < ǫ2
∣∣∣∣∣∣
∧
i1,...,ik
k∏
j=1
DijA
j
Sj
(X)
∣∣∣∣∣∣
2
2
. (3)
We have by Corollary 4 that with probability at least 2O(k) over the random Gaussians Y 1, . . . , Y k
and Z1, . . . , Zk that the left hand side of Equation (3) is at least∣∣∣∣∣∣
k∏
j=1
f j
Zj
(X)
∣∣∣∣∣∣
2
/2.
By the Markov bound, we have that except for a probability of at most 2O(k) the right hand side
of Equation (3) is at most
ǫ22O(k)
∣∣∣det(DY if jZj(X))
∣∣∣2 .
Thus, whenever Equation (3) holds, with probability at least 2O(k) over Y i and Zi we have that∣∣∣∣∣∣
k∏
j=1
f j
Zj
(X)
∣∣∣∣∣∣ ≤ ǫ2O(k)
∣∣∣det(DY if jZj(X))
∣∣∣ .
But by Corollary 8 the probability of this happening (even for fixed Zi) is at most
ǫ2O(d1+d2+···+dk)O(
√
k)k+1 log(ǫ−1)k.
Thus, the probability of Equation (3) holding is at most 2O(k) times as much, which is still
ǫ2O(d1+d2+···+dk)O(
√
k)k+1 log(ǫ−1)k.
2.5 Orthogonal Polynomials
Here we review some basic facts about orthogonal polynomials. Recall that the Hermite polynomials
are an orthonormal basis for polynomials in one variable with respect to the Gaussian inner product.
In particular, they are defined by the properties that
• Hn : R→ R is a degree-n polynomial
• E[Hn(X)Hm(X)] = δn,m where X is a one-dimensional Gaussian random variable
Furthermore, we have the relation that H ′n(x) =
√
nHn−1(x). We can extend this theory to
polynomials in n variables as follows. For a = (a1, . . . , an) a vector of non-negative integers, we
define the corresponding polynomial Ha(x) =
∏n
i=1Hai(xi) on R
n. It is easy to check that the total
degree of Ha is |a|1 :=
∑n
i=1 ai and that E[Ha(X)Hb(X)] = δa,b.
Given a polynomial p in n variables, we can always write p as a linear combination of Hermite
polynomials. In fact, it is easy to check that
p(X) =
∑
|a|1≤deg(p)
ca(p)Ha(X)
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where
ca(p) = E[p(X)Ha(X)].
We define the kth harmonic component of p to be
p[k] :=
∑
|a|1=k
ca(p)Ha(X).
We say that p is harmonic of degree k if it equals its kth harmonic part.
Note that we can compute the derivative of Ha as
DiHa(X) =
√
aiHa−ei(X).
This is clearly a vector of polynomials that are harmonic of degree |a|1 − 1. Furthermore, we have
that
E[(DiHa(X))(DiHb(X))] =
∑
i
E[
√
aibiHa−ei(X)Hb−ei(X)]
=
∑
i
√
aibiδa−ei,b−ei
= δa,b
∑
i
√
aibi
= δa,b
∑
i
ai
= |a|1δa,b.
Additionally, for a 6= b each of the components of DiHa is a Hermite polynomial orthogonal to the
corresponding component of DiHb. Iterating this, we can see that
E[(Di1Di2 · · ·DikHa(X))(Di1Di2 · · ·DikHb(X))] = |a|1(|a|1 − 1) · · · (|a|1 − k + 1)δa,b.
Hence we have
Lemma 9. For p a polynomial of degree d,
|Di1 · · ·Dikp(X)|22 ≤ d(d− 1) · · · (d− k + 1)|p|22
with equality if and only if p is harmonic of degree d.
2.6 Ordinal Numbers
A few of our proofs are going to use some basic facts about ordinal numbers that can be written
as polynomials in ω to show that certain recursive procedures terminate. If p is a polynomial with
non-negative integer coefficients we consider the ordinal number p(ω). Recall that these numbers
have a comparison operation given by p(ω) > q(ω) if and only if the leading coefficient of p − q is
positive. We will need the following lemma:
Lemma 10. There is no infinite sequence of polynomials with non-negative integer coefficients, pi
so that p1(ω) > p2(ω) > p3(ω) > . . ..
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Proof. We prove that all such sequences are finite by induction on deg(p1). If deg(p1) = 0, this
sequence is just a decreasing sequence of non-negative integers and must therefore be finite. Next
suppose for sake of contradiction that we have such an infinite decreasing sequence where deg(p1) =
d, and that we know that no such infinite sequences exist with deg(p1) < d. Note that the
ωd coefficient of the pi is a non-increasing sequence of non-negative integers and therefore must
eventually stabilize. Hence there is some a and N so that for all n > N , pn(ω) = aω
d + qn(ω)
where qn is a polynomial with non-negative coefficients of degree at most d − 1. It is clear that
qn(ω) > qn+1(ω) > . . ., so by the inductive hypothesis, this sequence must be finite.
Lemma 10 allows us to perform transfinite induction. In particular, if we have some sequence
of statements S(p) indexed by polynomials p in one variable with non-negative integer coefficients,
and if furthermore we have that for any p,
[S(q) for all q so that q(ω) < p(ω)]⇒ S(p)
then S(p) will hold for all p. This is true for the following reason. Suppose for sake of contradiction
that S(p) were false for some p = p1. This would imply by the given property that there was some
p2 with p2(ω) < p1(ω) for which S(p2) was false. Similarly, given any pi for which S(pi) was false we
could find a pi+1 with pi+1(ω) < pi(ω) for which S(pi+1) was false. This would give us an infinite
sequence of polynomials pi so that p1(ω) > p2(ω) > . . ., which would contradict Lemma 10.
3 Proof of the Decomposition Theorem
3.1 Overview of the Proof
The proof of Theorem 1 comes in two steps. The first is Proposition 11 (below), which states
roughly that if p is a degree-d polynomial so that for a random Gaussian X |p′(X)| is small with
non-negligible probability, then p can be decomposed as a polynomial with smaller L2 norm, plus
a sum of products of lower degree polynomials. Given this proposition, the proof of Theorem 1 is
relatively straightforward. We begin by writing a trivial decomposition of p as p(x) = Id(p(x)).
If this is a diffuse decomposition, we are done. Otherwise, by Proposition 6, there must be a
reasonable probably that |p′(X)| is small. Thus, Proposition 11 allows us to decompose p in terms
of lower-degree polynomials. This gives us a new decomposition of p. If it is diffuse, we are done,
otherwise it is not hard to show that at least one of the polynomials in this decomposition can be
decomposed further. We show that this procedure will eventually terminate by demonstrating an
ordinal monovariant which decreases with each step.
In Section 3.2, we state and prove Proposition 11, and in Section 3.3 complete the proof of
Theorem 1.
3.2 The Decomposition Lemma
In this section, we will prove the following important proposition that will allow us to write a
non-diffuse polynomial in terms of lower-degree polynomials.
Proposition 11. Let p(X) be a degree d polynomial with |p|2 ≤ 1 and let ǫ, c,N > 0 be real numbers
so that
PrX(|Dip(X)|2 < ǫ) > ǫN .
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Then there exist polynomials ai(X),bi(X) of degree strictly less than d with |ai(X)|2|bi(X)|2 ≤
ON,c,d(ǫ
−c)|p[d]|2 and so that∣∣∣∣∣∣
(
p(X) −
k∑
i=1
ai(X)bi(X)
)[d]∣∣∣∣∣∣
2
< ON,c,d(ǫ
1−c),
where k = ON,c,d(1). Furthermore, this can be done in such a way that for each i, deg(ai)+deg(bi) =
d.
Remark. Unlike the constants implied in Theorem 1, the implied constants in Proposition 11 are
primitive recursive functions of the parameters. Although we do not bound them explicitly, our
techniques show that they are at worst an iterated exponential.
Our proof of Proposition 11 will proceed in stages. First we will show that for such polynomials
p, there is a reasonable probability (over X,Y i) thatDiDY 1DY 2 · · ·DY d−1p(X) will be small. This is
easily seen to reduce to a statement about the rank-d tensor, Ai1···id = Di1 · · ·Didp. In particular,
we know that Ai1···idY
1
i1
· · ·Y d−1id−1 has a reasonable probability of being small. We then prove a
structure theorem telling us that such tensors can be approximated as a sum of tensor products
of lower-rank tensors. This in turn will translate into our being able to approximate the degree-d
part of p by a sum of products of lower degree polynomials.
We begin with the following proposition:
Proposition 12. Let c,N > 0 be real numbers and d a positive integer. Let ǫ > 0 be a real number
that is sufficiently small given c, d and N . Suppose that p is a degree-d polynomial so that
PrX(|Dip(X)|2 < ǫ) > ǫN .
Then we have that
PrX,Y (|DiDY p(X)|2 < ǫ1−c) > ǫON,c,d(1).
We begin with the following Lemma:
Lemma 13. Let N > 0 be a real number and let d and k be positive integers. Suppose that Ai(X)
is a degree-d, tensor-valued polynomial so that for some 1/2 > ǫ > 0,
PrX(|Ai(X)|2 < ǫ) ≥ ǫN .
Then the probability over Gaussian X that |Ai(X)|2 < ǫ and∣∣∣∣∣∣
∧
i1···ik
(Dj1Ai1(X)) · · · (DjkAik(X))
∣∣∣∣∣∣
2
< Od,k,N (ǫ
k−N ) log(ǫ−1)k
is at least ǫN/2.
Proof. Note that by decreasing N , we may assume that
PrX(|Ai(X)|2 < ǫ) = ǫN .
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Note that for any tensor Bij∧
i1,...,ik
Bi1j1 · · ·Bikjk =
∑
σ∈Sk
(−1)σBiσ(1)j1 · · ·Biσ(k)jk
=
∑
σ∈Sk
(−1)σBi1jσ−1(1) · · ·Bikjσ−1(k)
=
∧
j1,...,jk
Bi1j1 · · ·Bikjk .
Thus, for fixed X, we have by Lemma 2 that with a probability of at most 1/10 over Y ℓ we
have that∣∣∣∣∣∣
∧
i1,...,ik
(Dj1Ai1(X)) · · · (DjkAik(X))
∣∣∣∣∣∣
2
=
∣∣∣∣∣∣
∧
j1,...,jk
(Dj1Ai1(X)) · · · (DjkAik(X))
∣∣∣∣∣∣
2
>Ω(1/kd)kd
∣∣∣∣∣∣Y 1i1 · · ·Y kik
∧
j1,...,jk
(Dj1Ai1(X)) · · · (DjkAik(X))
∣∣∣∣∣∣
2
.
Therefore, it suffices to show that with probability at least 3ǫN/5 that |Ai(X)|2 < ǫ and∣∣∣∣∣∣Y 1i1 · · ·Y kik
∧
j1,...,jk
(Dj1Ai1(X)) · · · (DjkAik(X))
∣∣∣∣∣∣
2
< Od,k,N (ǫ
k−N ) log(ǫ−1)k.
For fixed X, by Corollary 5 we have that with probability at least 9/10 that for random
Y 1, . . . , Y k that |Y ji Ai(X)| < Ok(1)|Ai(X)|2 for all 1 ≤ j ≤ k. Thus, with probability at least
9ǫN/10 over X and the Y j , we have that |Y ji Ai(X)| < Ok(ǫ) for all j.
On the other hand, Proposition 6 implies that with probability at least 1− ǫN/10 that∣∣∣∣∣∣
∧
j1,...,jk
k∏
ℓ=1
DjℓY
ℓ
iℓ
Aiℓ(X)
∣∣∣∣∣∣
2
≤ Ok,d(1)ǫ−N (log(ǫ−1))k
k∏
ℓ=1
|Y ℓi Ai(X)|. (4)
Recall that with probability at least 9ǫN/10 we have that |Ai(X)|2 < ǫ and |Y ji Ai(X)| < Ok(ǫ).
When this holds, the right hand side of Equation (4) is at most
Ok,d(1)ǫ
k−N logk(ǫ−1).
Hence with probability at least 4ǫN/5, we have that |Ai(X)|2 < ǫ and∣∣∣∣∣∣
∧
j1,...,jk
k∏
ℓ=1
DjℓY
ℓ
iℓ
Aiℓ(X)
∣∣∣∣∣∣
2
< Ok,d(1)ǫ
k−N logk(ǫ−1),
as desired.
Lemma 13 tells us some very strong information about the tensor DjAi(X). In order to under-
stand this better, we will study what it means for a 2-tensor Bij to have
∣∣∣∧i1,...,ik Bi1,j1 · · ·Bik,jk
∣∣∣
2
small. Recall that a 2-tensor can be thought of as a matrix. We will show that this condition
implies that Bij is approximately a matrix of rank at most k.
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Lemma 14. Suppose that Bij is a tensor and suppose that for some integer k and some ǫ > 0 that∣∣∣∣∣∣
∧
i1,...,ik
Bi1,j1 · · ·Bik,jk
∣∣∣∣∣∣
2
< ǫk.
Then there exist some vectors V ℓi ,W
ℓ
j so that∣∣∣∣∣Bij −
k−1∑
ℓ=1
V ℓi W
ℓ
j
∣∣∣∣∣
2
< Ok(ǫ).
Proof. We proceed by induction on k. If k = 1, we have by assumption that |Bij|2 < ǫ, so we are
done.
For larger values of k, we may assume that∣∣∣∣∣∣
∧
i1,...,ik−1
Bi1,j1 · · ·Bik−1,jk−1
∣∣∣∣∣∣
2
≥ ǫk−1,
or otherwise we would be done by the inductive hypothesis.
Consider random Gaussians X1, . . . ,Xk. We have that
E


∣∣∣∣∣∣
∧
i1,...,ik−1
Bi1,j1 · · ·Bik−1,jk−1X1j1 · · ·Xk−1jk−1
∣∣∣∣∣∣
2
2

 =
∣∣∣∣∣∣
∧
i1,...,ik−1
Bi1,j1 · · ·Bik−1,jk−1
∣∣∣∣∣∣
2
2
≥ ǫ2k−2.
Similarly,
E


∣∣∣∣∣∣
∧
i1,...,ik
Bi1,j1 · · ·Bik,jkX1j1 · · ·Xkjk
∣∣∣∣∣∣
2
2

 =
∣∣∣∣∣∣
∧
i1,...,ik
Bi1,j1 · · ·Bik,jk
∣∣∣∣∣∣
2
2
≤ ǫ2k.
By Lemma 2, we have that with probability at least 1/2 that∣∣∣∣∣∣
∧
i1,...,ik−1
Bi1,j1 · · ·Bik−1,jk−1X1j1 · · ·Xk−1jk−1
∣∣∣∣∣∣
2
≥ Ωk(ǫk−1).
Furthermore, by the Markov bound, we can find such X1, . . . ,Xk−1 so that
EXk


∣∣∣∣∣∣
∧
i1,...,ik
Bi1,j1 · · ·Bik,jkX1j1 · · ·Xkjk
∣∣∣∣∣∣
2
2

 ≤ 2ǫ2k.
Let V ℓi be the vector BijX
ℓ
j . We have that∣∣∣∣∣∣
∧
i1,...,ik−1
V 1i1 · · ·V k−1ik−1
∣∣∣∣∣∣
2
2
= Ωk(ǫ
2k−2)
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and
EXk


∣∣∣∣∣∣
∧
i1,...,ik
V 1i1 · · ·V kik
∣∣∣∣∣∣
2
2

 ≤ 2ǫ2k.
Notice that the wedge products above are simply standard wedges of vectors. Note that if we
have vectors u1, . . . , uk that
u1 ∧ u2 ∧ · · · ∧ uk = u1 ∧ u2 ∧ · · · ∧ uk−1 ∧ uk,⊥
where uk⊥ is the projection of uk onto the space perpendicular to 〈u1, u2, . . . , uk−1〉. From here, it
is easy to see that we have
|u1 ∧ u2 ∧ · · · ∧ uk|2
|u1 ∧ u2 ∧ · · · ∧ uk−1|2 = |u
k,⊥|2.
Therefore, we have that
EXk [|V k,⊥i |22] = Ok(ǫ2).
On the other hand, we have that
V k,⊥i = B
⊥
ijX
k
j
where B⊥ is the tensor obtained from B by replacing each row Bijej with its projection onto
〈V 1, V 2, . . . , V k−1〉⊥. In particular, this means that each row of B⊥ can be written as the corre-
sponding row of B plus an element of 〈V 1, V 2, . . . , V k−1〉. This means that for some appropriate
vectors U ℓ, we have that B⊥ij = Bij −
∑k−1
ℓ=1 V
ℓ
i W
ℓ
j . On the other hand, we note that
|B⊥|22 = E[|B⊥ijXj |22]
= E[|V ⊥i |22]
= Ok(ǫ
2).
Thus, |B⊥|2 = Ok(ǫ), completing our proof.
We are now prepared to prove Proposition 12.
Proof. Suppose we are given c, d,N and ǫ > 0 sufficiently small. Suppose that we have a degree-d
polynomial P so that
PrX(|Dip(X)|2 < ǫ) > ǫN .
Note that by Lemma 2 that this implies that EX [|Dip(X)|22] ≤ Od(ǫ−2dN ). And hence that
EX [|DiDjp(X)|22] ≤ Od(ǫ−2dN ).
Let k be an integer so that k > 2N/c. By Lemma 13 applied to Dip(X) we have that with
probability at least ǫN/2 that∣∣∣∣∣∣
∧
i1,...,ik
k∏
ℓ=1
DiℓDjℓp(X)
∣∣∣∣∣∣
2
< Oc,d,N(ǫ
k(1−c/2)).
Let Bij(X) be the tensor DiDjp(X). By the above and Corollary 5 we have that with probability
at least ǫN/3 over X that |B(X)|2 < Od(ǫ−2dN ) and∣∣∣∣∣∣
∧
i1,...,ik
k∏
ℓ=1
Biℓjℓ
∣∣∣∣∣∣
2
< Oc,d,N (ǫ
k(1−c/2)).
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Applying Lemma 14 to B at such values of X, we have that there are vectors V ℓ,W ℓ so that∣∣∣∣∣Bij −
k−1∑
ℓ=1
V ℓi W
ℓ
j
∣∣∣∣∣
2
= Oc,d,N(ǫ
1−c/2).
We note that we can replace the V ℓ in such a decomposition with an orthonormal basis for the
space that they span by adjusting the W ℓ accordingly. We then have that
k∑
ℓ=1
|W ℓj |22 =
∣∣∣∣∣
k−1∑
ℓ=1
V ℓi W
ℓ
i
∣∣∣∣∣
2
2
≤ (|B|2 +Oc,d,N(1))2
≤ Oc,d,N(ǫ−4dN ).
Therefore |W ℓj |2 ≤ Oc,d,N(ǫ−2dN ) for each ℓ.
Now given a random Gaussian vector Y , there is a probability of at least Ωk(ǫ
2dkN+k) that
|YiV ℓi | ≤ ǫ2dN+1 for each ℓ. Furthermore, by Lemma 5, for ǫ sufficiently small the probability that∣∣∣∣∣(Bij −
k−1∑
ℓ=1
V ℓi W
ℓ
j )Yi
∣∣∣∣∣
2
< ǫ1−3c/4
is much less than this. Hence for such X (which occur with probability at least ǫN/2), there is a
probability of at least ǫOc,d,N (1) over Y that∣∣∣∣∣(Bij −
k−1∑
ℓ=1
V ℓi W
ℓ
j )Yi
∣∣∣∣∣
2
< ǫ1−3c/4
and
|YiV ℓi | ≤ ǫ2dN+1
for each ℓ. The latter implies that |YiV ℓi W ℓj |2 ≤ ǫ for each ℓ, and thus,
|BijYi|2 ≤
∣∣∣∣∣(Bij −
k−1∑
ℓ=1
V ℓi W
ℓ
j )Yi
∣∣∣∣∣
2
+
k−1∑
ℓ=1
|YiV ℓi W ℓj |2 < ǫ1−c.
Thus, with probability at least ǫOc,d,N (1),
|DiDY p(X)|2 < ǫ1−c.
Iterating Proposition 12 will tell us that a polynomial with a reasonable chance of having a
small derivative will also have partial higher order derivatives that are small. Considering the
dth order derivatives, this reduces to a statement about the rank-d tensor corresponding to our
polynomial. We would like to claim that such tensors can be approximately decomposed as a sum
of products of lower rank tensors. In order to conveniently talk about such products we introduce
some notation. If S = {a1, . . . , ak} is a set of natural numbers, we let UiS denote a tensor on the
indices ia1 , ia2 , . . . , iak .
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Proposition 15. Let d be an integer, and let c,N, ǫ > 0 be real numbers. Then for all rank-d
tensors A with |A|2 ≤ 1 and
PrX1,...,Xd−1(|Ai1,...,idX1i1 · · ·Xd−1id−1 |2 < ǫ) > ǫN
Then there exist tensors U ℓ, V ℓ, 1 ≤ ℓ ≤ k = Oc,d,N (1) and sets
∅ ( S(ℓ) ( {1, 2, . . . , d}, S(ℓ) = {1, 2, . . . , d} − S(ℓ)
such that |U ℓ|2|V ℓ|2 ≤ Oc,d,N (|A|2ǫ−c) for all ℓ and∣∣∣∣∣Ai1...id −
k∑
ℓ=1
U ℓiS(ℓ)V
ℓ
i
S(ℓ)
∣∣∣∣∣
2
= Oc,d,N (ǫ
1−c).
Proof. We note that it suffices to prove this result for |A|2 = 1, since the general case would follow
from applying this specialized result to A/|A|2.
We will instead prove the stronger claim that given c, d,N, ǫ that there exists a probability
distribution over sequences of tensor-valued polynomials U ℓ,V ℓ of degree Oc,d,N (1) in the coefficients
of A, so that for any tensor A satisfying the hypothesis of the proposition that with probability at
least ǫOc,d,N(1) over our choice of U ℓ, V ℓ in this family that
|U ℓ(A)|2, |V ℓ(A)|2 ≤ Oc,d,N (ǫ−c)
for all ℓ, and ∣∣∣∣∣Ai1...id −
k∑
ℓ=1
U ℓiS(ℓ)(A)V
ℓ
i
S(ℓ)
(A)
∣∣∣∣∣
2
= Oc,d,N (ǫ
1−c).
Given this statement, our proposition can be recovered by picking an appropriate set of U ℓ and V ℓ
for our A. We assume throughout this proof that ǫ is at most a sufficiently small function of c, d
and N , since otherwise there would be nothing to prove.
We prove this statement by induction on d. For d = 1, we already have that |Ai1 |2 < ǫ, and
there is nothing to prove. Hence we assume that our statement holds for rank-(d− 1) tensors. The
basic idea of our proof will be as follows. By assumption with reasonable probability over X, AX
will satisfy the inductive hypothesis for a rank-(d − 1) tensor. This means that we can write U ℓ
and V ℓ as polynomials in X so that with reasonable probability over X, |AX −∑U ℓ(X)V ℓ(X)|2
is small. Applying Lemmas 13 and 14, we can show that the derivative of this tensor with respect
to X is approximately low-rank. This means that the tensor
A−
∑
ℓ
(Di1U
ℓ(X))V ℓ(X) + U ℓ(X)(Di1V
ℓ(X))
is approximated by a small sum of products of rank-1 tensors with rank-(d−1) tensors. By making
some random guesses, these remaining tensors can be written as polynomials in the coefficients of
A with reasonable probability.
Suppose that A is a rank-d tensor satisfying the hypothesis of our proposition. Then with
probability at least ǫN over a choice of X1, there is a probability of at least ǫN over our choice of
X2, . . . ,Xd−1 that
|Ai1,...,idX1i1 · · ·Xd−1id−1 |2 < ǫ.
Furthermore, by Corollary 5, with probability at least 1− ǫN/2 we have that |Ai1,...,idX1i1 |2 < ǫc/20.
Hence with probability at least ǫN/2 over our choice of X1, ǫc/20Ai1,...,idX
1
i1
satisfies the hypotheses
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of our proposition as a rank-(d − 1) tensor. For each such X1, the induction hypothesis implies
that there is a probability of ǫOc,d,N (1) over our choice of U ℓ,V ℓ that the appropriate conclusion
holds. Therefore, there must be some particular choice of U ℓ, V ℓ so that with probability at least
ǫOc,d,N (1) over our choice of X1 we have that
|U ℓ(ǫc/20AX1i1)|2, |V ℓ(ǫc/20AX1i1)|2 ≤ Oc,d,N (ǫ−c/20)
and ∣∣∣∣∣ǫc/20AX1i1 −
k∑
ℓ=1
U ℓiS(ℓ)(ǫ
c/20AX1i1)V
ℓ
i
S(ℓ)
(ǫc/20AX1i1)
∣∣∣∣∣
2
= Oc,d,N(ǫ
1−c/20).
Letting U ′ℓ(X1) := ǫ−c/40U ℓ(ǫc/20AX1) and V ′ℓ(X1) := ǫ−c/40V ℓ(ǫc/20AX1), we can rephrase the
last two equations as
|U ′ℓ(X1)|2, |V ′ℓ(X ′)|2 ≤ Oc,d,N (ǫ−c/10)
and ∣∣∣∣∣AX1i1 −
k∑
ℓ=1
U ′ℓiS(ℓ)(X
1)V ′ℓi
S(ℓ)
(X1)
∣∣∣∣∣
2
= Oc,d,N (ǫ
1−c/10).
We will demonstrate that given a correct choice of such U ′ℓ and V ′ℓ we can construct new polyno-
mials U ℓ(A), V ℓ(A) that satisfy the necessary conditions with probability at least ǫOc,d,N (1).
Let Ti(X
1) be the tensor-valued polynomial whose coefficients are the concatenation of the
coefficients of
AX1i1 −
k∑
ℓ=1
U ′ℓiS(ℓ)(X
1)V ′ℓi
S(ℓ)
(X1)
and the coefficients of the ǫU ′ℓ(X1) and ǫV ′ℓ(X1). We have that for some N1 = Oc,d,N (1) that with
probability at least ǫN1 that |Ti(X1)|2 < Oc,d,N (ǫ1−c/10). We apply Lemma 13 with k′ > 10N1/c
and then Lemma 14 (as in the proof of Proposition 12) to show that there exist tensors W ℓ, Zℓ so
that ∣∣∣∣∣DjTi(X1)−
k′−1∑
ℓ=1
W ℓi Z
ℓ
j
∣∣∣∣∣
2
≤ Oc,d,N (ǫ1−3c/20).
We alter W ℓ and Zℓ to maintain the same sum
∑k′−1
ℓ=1 W
ℓ
i Z
ℓ
j . This sum can be thought of as a rank
k′ − 1 matrix. Note that by the theory of singular values it can always be expressed in the form∑k′−1
ℓ=1 C
ℓW ℓi Z
ℓ
j where C
ℓ are positive real numbers and {W ℓ}, {Zℓ} are orthonormal sets. Note
that the |Cℓ| are no more than |DjTi(X1)|2. The expectation of this (over X1) is bounded in terms
of the sizes of the U ′ℓ and V ′ℓ. These in turn can be no larger than ǫ−Od,c,N(1) by Lemma 2 since
they are small with reasonable probability. Thus, by Corollary 5, with probability at least ǫOc,d,N (1)
over our choice of X1, we have∣∣∣∣∣DjTi(X1)−
k′−1∑
ℓ=1
CℓW ℓi Z
ℓ
j
∣∣∣∣∣ ≤ Oc,d,N (ǫ1−3c/20)
with {W ℓ}, {Zℓ} are orthonormal sets, and Cℓ < ǫ−N2 for all ℓ and some N2 = Oc,d,N(1). Further-
more, we may assume that each Cℓ is at least ǫ, since otherwise we could remove the corresponding
term in
∑k′−1
ℓ=1 C
ℓW ℓi Z
ℓ
j without affecting the required properties.
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Let
Sij = DjTi(X
1)−
k′−1∑
ℓ=1
CℓW ℓi Z
ℓ
j .
Note that if SijW
ℓ
i is non-zero for some i, we can add SijW
ℓ
i to Z
ℓ
j , obtaining a new decomposition
of the form specified above with |Sij|2 smaller than it was before. By taking |Sij | minimal, we can
assume that SijW
ℓ
i = 0 and similarly that SijZ
ℓ
j = 0 for all ℓ.
Let M be a sufficiently large constant depending only on c, d,N . Let C ′ℓ be random real
numbers in the range [ǫ, ǫ−N2 ] and let Y ℓ be random vectors for 1 ≤ ℓ < k′. We have that with
probability at least ǫOc,d,N (1) that for all a, b that |Y ai Zbi − δa,b| < O(ǫM ), |SijY ℓj |2 ≤ Oc,d,N (ǫ1−c/5),
|AY ℓi1 |2 ≤ Oc,d,N(ǫ−c/20), and |C ′ℓ − Cℓ| < ǫM . We construct polynomials U and V (depending on
Y ℓ and Cℓ) that have the desired properties when these inequalities hold.
We think of A as a linear function that takes a vector Xi1 and returns a tensor on the remaining
d− 1 coordinates. We let Yi1 be the vector
Yi1 = Xi1 −
k′−1∑
ℓ=1
Y ℓi1(DXTj(X
1))(DY ℓTj(X
1))/(C ′ℓ)2.
Note that
DXTi(X
1) = SijXj +
k′−1∑
ℓ=1
CℓW ℓiXjZ
ℓ
j .
Similarly,
DY ℓTi(X
1) = SijY
ℓ
j +
k′−1∑
l=1
C lW liY
ℓ
j Z
l
j
= CℓW ℓi +Oc,d,N(ǫ
1−c/5) +Oc,d,N (ǫM−N2).
Thus, for M sufficiently large, with high probability over X we have that
(DXTj(X
1))(DY ℓTj(X
1)) = (Cℓ)2XiW
ℓ
i +Oc,d,N (ǫ
2−2c/5).
Also, with high probability over X this is at most
(C ′ℓ)2Oc,d,N (ǫ−2c/5). (5)
On the other hand,
YiZ
ℓ
i = XiZ
ℓ
i −
k′−1∑
l=1
Y li1(DXTj(X
1))(DY lTj(X
1))/(C ′l)2
= XiZ
ℓ
i −
∑
l 6=ℓ
O(ǫM−2N2−2)− ((Cℓ)2XiW ℓi +Oc,d,N(ǫ2−2c/5))/(C ′ℓ)2
= Oc,d,N (ǫ
M−2N2−2) +XiW ℓi Oc,d,N(ǫ
M−2) +O(ǫ2−2c/5/(Cℓ)2).
Hence for M sufficiently large, with high probability over X we have that
|CℓYiZℓi | = Oc,d,N(ǫ1−2c/5)
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for all ℓ. If this holds, then
DY Ti(X
1) = SijYj +
k′−1∑
ℓ=1
W ℓjC
ℓYiZ
ℓ
= SijXj +
k′−1∑
ℓ=1
Oc,d,N (ǫ
−2c/5)SijY ℓj +Oc,d,N (ǫ
1−2c/5)
= SijXj +Oc,d,N (ǫ
1−3c/5).
With high probability over X, this is at most Oc,d,N(ǫ
1−3c/5). If this is the case, it means that
|DY U ′ℓ|2, |DY V ′ℓ|2 < Oc,d,N (ǫ−3c/5) and that∣∣∣∣∣Ai1,...,idYi1 −
(
k∑
ℓ=1
(DY U
′ℓ
S(ℓ)(X
1))V ′ℓS(ℓ)(X
1) + U ′ℓS(ℓ)(X
1)(DY V
′ℓ
S(ℓ)(X
1))
)∣∣∣∣∣
2
< Oc,d,N (ǫ
1−3c/5)
Note also that
AXi1 −AYi1 =
k′−1∑
ℓ=1
AY ℓi1(DXTj(X
1))(DY ℓTj(X
1))/(C ′ℓ)2.
Thus, we may approximate AXi1 by
k∑
ℓ=1
(DY U
′ℓ
S(ℓ)(X
1))V ′ℓS(ℓ)(X
1) + U ′ℓS(ℓ)(X
1)(DY V
′ℓ
S(ℓ)(X
1))
+
k′−1∑
ℓ=1
AY ℓi1(DXTj(X
1))(DY ℓTj(X
1))/(C ′ℓ)2
and with high probability over X the error is Oc,d,N (ǫ
1−3c/5). On the other hand it should be noted
that the above is linear in X and thus,may be thought of as a rank-d tensor, B, applied to X at
one coordinate. We have that with high probability over X that
|AX −BX|2 = Oc,d,N (ǫ1−3c/5).
Thus, by Lemma 2, we have that
|A−B|2 = Oc,d,N (ǫ1−3c/5).
Furthermore, the tensor B is obviously given as a sum of products of pairs of lower-rank tensors on
appropriate subsets of the coordinates. In order to complete our proof we need to show that these
lower-rank tensors have size at most Oc,d,N (ǫ
−c). We already know that V ′ℓ
S(ℓ)
(X1), U ′ℓS(ℓ)(X1)
and AY ℓi1 are appropriately bounded. The other tensors are expressed implicitly as linear functions
in X with tensor valued outputs. By Lemma 2, it suffices to show for these tensors that with high
probability over X that the output is Oc,d,N (ǫ
−c). This holds for DY U ′
ℓ
S(ℓ)(X
1) and DY V
′ℓ
S(ℓ)
(X1)
since with high probability SijYj is small. It holds for (DXTj(X
1))(DY ℓTj(X
1))/(C ′ℓ)2 by Equation
(5).
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We are finally ready to prove Proposition 11.
Proof. Assume that ǫ is sufficiently small as a function of c, d and N (for otherwise there is nothing
to prove).
Consider such a polynomial p. We claim that for any k < d and any c′ > 0 that
PrX,Y 1,...,Y k(|DiDY 1 · · ·DY kp(X)|2 < ǫ1−c
′
) > ǫOk,c′,d,N (1).
This is proved by induction on k. The k = 0 case is given and the inductive step follows immediately
from Proposition 13. Applying this statement for k = d− 1, we note that
DiDY 1 · · ·DY kp(X)
is independent of X. Let Ai1,...,id = Di1 · · ·Didp(X) be the symmetric d-tensor associated to p. We
have by Lemma 9 that |A|2 =
√
d!|p[d]|2 ≤
√
d!, and thus, A/d! satisfies the hypothesis of Proposition
15. Hence we can find tensors U ℓ and V ℓ with the properties specified by that proposition so that
|U ℓ|2|V ℓ|2 ≤ Oc,d,N (ǫ−c)|p[d]|2. Since A is symmetric, we have that∣∣∣∣∣∣A−
∑
σ∈Sd
k∑
ℓ=1
U ℓiσ(S(ℓ))V
ℓ
i
σ(S(ℓ))
∣∣∣∣∣∣
2
= Oc,d,N (ǫ
1−c). (6)
Note that in the above since the sum over σ has already added the permutations of U ℓ over its
indices, we may replace U ℓ and V ℓ by their symmetrizations without affecting the above sum. Let
U ℓ be rank dℓ and V
ℓ be rank d− dℓ. Let aℓ(X) be the degree-dℓ harmonic part of the polynomial
X → U ℓ(X,X, . . . ,X). Define bℓ(X) similarly with respect to V ℓ. By Lemma 9 we have that
|aℓ|2|bℓ|2 ≤ d!|U ℓ|2|V ℓ|2 = Oc,d,N (ǫ−c)|p[d]|2. Now consider the tensor given by
Di1Di2 · · ·Did
[
p(X) −
k∑
ℓ=1
aℓ(X)bℓ(X)
]
.
This is easily seen to be the tensor given in Equation (6), and hence has size Oc,d,N(ǫ
1−c). On the
other hand by Lemma 9, this can be seen to be
√
d! times the size of the degree-d harmonic part
of the polynomial
p(X) −
k∑
ℓ=1
aℓ(X)bℓ(X).
This completes our proof.
3.3 Proof of the Main Theorem
We are now prepared to prove the Diffuse Decomposition Theorem. The basic idea of the proof
is fairly simple. We maintain decompositions of polynomials approximately equal to p. We show
using Proposition 11 that if this decomposition is not diffuse that we can replace it by a simpler
one by introducing at most a small error. This new decomposition is simpler in the sense that
an associated ordinal number is smaller, and we will use transfinite induction to prove that this
process will eventually terminate, yielding an appropriate decomposition.
Proof of Theorem 1. We assume for convenience that N and c−1 are integers. Throughout we will
assume that N, c, d and ǫ are fixed.
We define a partial decomposition of our polynomial p to be a set of the following data:
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• A positive integer m
• A polynomial h : Rm → R
• A sequence of polynomials (q1, . . . , qm) each on Rn with |qi|2 = 1 for each i
• A sequence of integers (a1, . . . , am) with ai between 0 and 4 · 3i(N + 1)/c − 1.
Furthermore, we require that each qi is non-constant, and that for any monomial
∏
xα1i appearing
in h that
∑
αi deg(qi) ≤ d.
We say that such a partial decomposition has complexity at most C if the following hold:
• m ≤ C
• |h|2 ≤ Cǫ−1+C−1
• |p(X) − h(ǫa1c/(2·31)q1(X), ǫa2c/(2·32)q2(X), . . . , ǫamc/(2·3m)qm(X))|2 ≤ CǫN
Finally, we define the weight of a partial decomposition as follows. First we define the polynomial
w(x) =
m∑
i=1
xdeg(qi)(4 · 3i(N + 1)/c − ai).
We then let the weight of the decomposition be w(ω).
Our result will follow from the following Lemma:
Lemma 16. Let p be a degree-d polynomial with a partial decomposition of weight w and complexity
at most C. Then there exists a polynomial p0 with an (ǫ, ǫ
−c)-diffuse decomposition of size at most
Oc,d,N,w,C(1) so that |p− p0|2 ≤ Oc,d,N,w,C(ǫN ).
Proof. We prove this by transfinite induction on w. In particular, we show that either (h, q1, . . . , qm)
provides an appropriate diffuse decomposition of a polynomial approximately equal to p or that p
has another partial decomposition of complexity Oc,d,N,C,w(1) and weight strictly less than w (with
finitely many possibilities for the new weight). The inductive hypothesis will imply that we have
an appropriate diffuse decomposition in the latter case.
First note that if some ai at least 2(N + 1)3
i/c that the sum of the coefficients of qi appearing
in h(ǫa1c/(2·31)q1(X), ǫa2c/(2·3
2)q2(X), . . . , ǫ
amc/(2·3m)qm(X)) is OC(ǫN ). Thus, these terms can be
thrown away without introducing an error of more than OC,d(ǫ
N ). Doing so to the largest such qi
and shifting all of the larger indices down, perhaps changing the ai, and modifying h appropriately
will lead to a new partial decomposition with a new value of C dependent only on d and the old
one, and a strictly smaller weight. Hence we assume that ai < 2(N + 1)3
i/c for all i.
If deg(qi+1) > deg(qi) for some i, we may swap qi and qi+1 (making a similar adjustment to h
and setting ai and ai+1 to 0) to get a partial decomposition of complexity C and strictly smaller
weight. Hence we may assume that deg(q1) ≥ deg(q2) ≥ . . . ≥ deg(qm).
Were it the case that for all x1, . . . , xm that
Pr(|qi(X)− xi| < ǫ for all i) < ǫm−c,
then we would already have an appropriate diffuse decomposition and would be done. Hence we
may assume that there is a set of xi so that the above does not hold. By Proposition 6, we have
that with probability at least 1− ǫm−c/2 that
m∏
i=1
|qi(X) − xi| ≥ ΩC,d(ǫm−c/2)
∣∣∣∣∣∣
∧
j1,...,jm
m∏
i=1
Djiqi(X)
∣∣∣∣∣∣
2
.
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Thus, with probability at least ǫm−c/2 both of the above hold, which would imply that∣∣∣∣∣∣
∧
j1,...,jm
m∏
i=1
Djiqi(X)
∣∣∣∣∣∣
2
= OC,d(ǫ
c/2).
Now the wedge product above is a wedge product of vectors, and hence its size is unchanged by
making a determinant 1 change of basis to the vectors Djiqi. Hence, letting V
i be the projection of
Dqi onto the orthogonal compliment of the space spanned by the Dqj for j > i we have that the size
of the wedge product equals
∏m
i=1 |V i|2. This means that for some i that |V i|2 ≤ OC,d(ǫc/3
i
). Hence
for some i, we have with probability at least ΩC,d(ǫ
m) over X that |V i(X)|2 ≤ OC,d(ǫc/3i), and that
this is the largest i for that X for which this holds. Furthermore, by Lemma 9 and Corollary 5 we
know that when this happens with high probability we also have that the first derivatives of all the
qi have size OC,d(log(ǫ
−1)d).
When this happens V j is given by the derivative of qj minus an appropriate linear combination
of the V k for k > j. Note that for each coefficient, the size of the coefficient times the size of V k
is at most the size of the derivative of qj. Hence for k > i, the size of the coefficient is at most
OC,d(ǫ
−c/3k logd(ǫ−1)). From this it is easy to see that V i is given by a linear combination of the
derivatives of the qj with j ≥ i such that the ith coefficient is 1 and that all other coefficients have
size at most
m∏
k=i+1
OC,d(ǫ
−c/3k logd(ǫ−1)) = OC,d(ǫ−c/(2·3
i)+c/(2·3m)).
Hence for each such X, there are constants Cj = OC,d(ǫ
−c/(2·3i)+c/(2·3m)) (for j > i) so that the
derivative of qi +
∑
j Cjqj at X has size at most OC,d(ǫ
c/3i). Note that this statement still holds if
the Cj are rounded to the nearest multiple of ǫ. Since there are ǫ
−OC(1) such possible roundings,
there is some set of Cj so that for the polynomial q(X) = qi(X) +
∑
j Cjqj(X), we have that
|Diq(X)|2 ≤ OC,d(ǫc/3i) with probability at least ǫOC,d(1) over X.
We now can apply Proposition 11 to ΩC,d(ǫ
c/(2·3i)−c/(4·3m))q(X). Let D = deg(qi). Let Q(X)
be the degree-D harmonic part of ΩC,d(ǫ
c/(2·3i)−c/(2·3m))q(X). Proposition 11 tells us that there
are polynomials Aℓ, Bℓ of degree strictly less than D with |Aℓ|2|Bℓ|2 at most Oc,C,d(ǫ−1/(2C))|Q|2
for each ℓ, and so that Q−∑ℓAℓBℓ equals a polynomial of degree less than D plus an error of L2
norm at most Oc,C,d(ǫ
c/3i−c/(2·3m)). Note that the lower degree polynomial has size at most
|Q|2 +
∑
|AℓBℓ|2.
By Corollary 5 and Ho¨lder’s inequality we have that
|AℓBℓ|2 ≤ |Aℓ|4|Bℓ|4 ≤ Od(|Aℓ|2|Bℓ|2) = Oc,C,d(|Q|2ǫ−1/(2C)).
Consider the j among those for which deg(qj) = D for which Cjǫ
−ajc/(2·3j) is the largest. Q(X)
is then some multiple of the degree-D harmonic part of qjǫ
ajc/(2·3j) plus smaller multiples of the
degree-D harmonic parts of other qkǫ
akc/(2·3k).
We are now ready to modify our partial decomposition to obtain one of smaller weight. First
we take each of the qi of degree equal to D and replace qi by the sum of its harmonic degree-D
part and the remainder, introducing each as a new qj. This increases the complexity by at most a
factor of 2, and increases the weight by an ordinal less than ωD.
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Next we note that qjǫ
ajc/(2·3j) can be written as a linear combination of the other qkǫakc/(2·3
k)
(with coefficients less than 1) plus a sum of Aℓ(X)Bℓ(X) plus a polynomial of degree less than
D plus a degree-D polynomial of size at most Oc,C,d(ǫ
(aj+1)c/(2·3j)). Replacing qj by a normalized
version of this error polynomial, and adding new q’s corresponding to the normalized versions of Aℓ
and Bℓ and the remaining part of degree less than D and modifying h appropriately, we find that we
have a new partial decomposition of complexity Oc,C,d(1) and weight smaller by ω
D−Oc,C,d(ωD−1).
One thing that needs to be verified about this construction is that the norm of h is not increased
by too much. We may think of h as a polynomial whose input variables are the qiǫ
aic/(2·3i).
Replacing relevant qi by the sum of their highest harmonic component plus a lower degree part,
merely replaces one of the inputs to h by the sum of two new input variables, and thus, does not
increase the size of h by more than a constant factor. The other step is somewhat more complicated
to analyze. Here we replace the single input variable qjǫ
ajc/(2·3j) by a sum of the following:
• A sum of other variables qiǫaic/(2·3i) with coefficients at most 1
• A new variable corresponding to the error term, with coefficient Oc,C,d(1)
• A sum of new terms corresponding to the AℓBℓ
We claim that the sum of the coefficients of the new terms in h replacing the variable qjǫ
ajc/(2·3j)
are at most Oc,C,d(ǫ
−1/(2C)), thus, allowing the complexity to increase by only a bounded amount.
This is clear for the first two contributing factors above. For the latter two, note that
|Q|2 = OC(max{Ci : deg(qi) = D}) ≤ OC(Cjǫ−ajc/(2·3j)).
Thus, after rescaling Q so that the coefficient of qjǫ
ajc/(2·3j) is 1, we find that |Q|2 = OC(1). Thus,
when making the replacement, the sum of the coefficients of the AℓBℓ terms and the scaled error
term are all Oc,C,d(ǫ
−1/(2C)).
Our theorem follows from applying Lemma 16 to the partial decomposition m = 1, h(x1) =
|p|2x1, q1(X) = p(X)/|p|2 and a1 = 0 of complexity 1 and weight [6(N + 1)/c]ωd.
4 Basic Facts about Diffuse Decompositions
The primary use of a diffuse decomposition will be that the existence of a diffuse decomposition will
allow us to approximate the corresponding threshold function by a smooth function. In particular,
we show:
Proposition 17. Let (h, q1, . . . , qm) by an (ǫ,N)-diffuse decomposition of a degree-d polynomial p
for 1/2 > ǫ > 0. There exists a function f : Rm → [−1, 1] so that:
1. f(q1(x), q2(x), . . . , qm(x)) ≥ sgn(p(x)) pointwise.
2. E[f(q1(X), q2(X), . . . , qm(X))] − E[sgn(p(X))] = Om,d(ǫN log(ǫ−1)dm/2+1).
3. For any k ≥ 0, |f (k)|∞ = Om,k(ǫ−k), where |f (k)|∞ denotes the largest kth order mixed partial
derivative of f at any point.
In order to prove this and for some other applications, we will also need the following statement
about the distribution of values of (qi(X)) in a diffuse decomposition:
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Lemma 18. Let (h, q1, . . . , qm) be an (ǫ,N)-diffuse decomposition of a degree-d polynomial for
some 1/2 > ǫ > 0. Letting x = (q1(X), q2(X), . . . , qm(X)) for X a random Gaussian we have that
with probability 1−Om,d(Nǫ log(ǫ−1)dm/2+1) that
|h(x)| ≥ ǫ|Di1h(x)|2 ≥ ǫ2|Di2Di2h(x)|2 ≥ . . . ≥ ǫd|Di1 · · ·Didh(x)|2. (7)
Proof. First we note that for some B = Om(log(ǫ
−1)d/2) that by Corollary 5 that |qi(X)| ≤ B for
all i with probability at least 1 − ǫ. Hence it suffices to bound the probability that Equation (7)
fails while |qi(X)| ≤ B for all i. We let R ⊂ Rm be the region for which this fails. We bound
the probability that x ∈ R by covering R by axis aligned boxes of side length 2ǫ and using the
fact that (q1, . . . , qm) is a diffuse set. In particular, consider the union of all axis aligned boxes
of side length 2ǫ whose endpoints are integer multiples of 2ǫ and which contain some point of R.
Call the union of all such boxes R′. Note that since R′ is a disjoint union of boxes so that for
each such box the probability that x lies in this box is at most N times its volume, we have that
Pr(x ∈ R) ≤ Pr(x ∈ R′) ≤ NVol(R′). Let R′′ be the set of points y ∈ Rm so that y is within 2√mǫ
of some point in R. Note that R′′ ⊃ R′. Thus, it suffices to prove that
Vol(R′′) = Om,d(ǫ log(ǫ−1)dm/2+1).
Let Y be an m-dimensional Gaussian. Note that R′′ is contained in a ball of radius Om(B).
Hence since the probability density function of BY is at least Ωm(B
−mdV ) on this region, we have
that Vol(R′′) = Om(BmPr(BY ∈ R′′)). Define the polynomial H(x) = h(Bx). It now suffices to
show that with probability at most Od,m(ǫ log(ǫ
−1)) that Y is within Om(ǫ) of a point, x for which
|H(x)| ≥ ǫ|Di1H(x)|2 ≥ ǫ2|Di2Di2H(x)|2 ≥ . . . ≥ ǫd|Di1 · · ·DidH(x)|2
fails to hold.
Note that by Proposition 6 for k = 1 we have that for any 1/2 > δ > 0 that with probability
1−Od,m(δ log(δ−1)),
|H(Y )| ≥ δ|Di1H(Y )|2 ≥ δ2|Di2Di2H(Y )|2 ≥ . . . ≥ δd|Di1 · · ·DidH(Y )|2.
If the above holds and x = Y + z for |z|2 = Om(ǫ) we have by Taylor’s Theorem that
Di1 · · ·DikH(x) = Di1 · · ·DikH(Y ) +
d−k∑
t=1
(Di1 · · ·Dik+1H(Y ))zik+1 · · · zik+t
t!
Hence we have that
|Di1 · · ·DikH(x)−Di1 · · ·DikH(Y )|2
≤
d−k∑
t=1
∣∣∣∣(Di1 · · ·Dik+1H(Y ))zik+1 · · · zik+tt!
∣∣∣∣
2
≤
d−k∑
t=1
|(Di1 · · ·Dik+1H(Y ))|2|z|t2
t!
≤
d−k∑
t=1
|Di1 · · ·DikH(Y )|2(|z|2/δ)t
t!
≤ |Di1 · · ·DikH(Y )|2(exp(Om(|z|2/δ)) − 1).
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Thus, if δ = 4
√
mǫ and the above holds (which it does with probability 1 − Od,m(ǫ log(ǫ−1))),
then for any point x within 2
√
mǫ of Y we have that
|Di1 · · ·DikH(x)−Di1 · · ·DikH(Y )|2 ≤ |Di1 · · ·DikH(Y )|2(e1/2 − 1),
and thus, Equation (7) holds. Thus, Pr(BY ∈ R′′) ≤ Od,m(ǫ log(ǫ−1)), so Vol(R′′) = Od,m(ǫ log(ǫ−1)dm/2+1),
completing our proof.
Corollary 19. Let (h, q1, . . . , qm) be an (ǫ,N)-diffuse decomposition of a degree-d polynomial for
1/2 > ǫ > 0. Letting x = (q1(X), q2(X), . . . , qm(X)) for X a random Gaussian, the probability that
x is within ǫ of a point y for which h(y) = 0 is Od,m(Nǫ log(ǫ
−1)dm/2+1).
Proof. Note that by the analysis given above, if Equation (7) holds for 2ǫ then for any y with
|x− y| ≤ ǫ
|h(x) − h(y)| ≤ |h(x)|(e1/2 − 1) < |h(x)|,
and thus, h(y) 6= 0. Since an (ǫ,N)-diffuse decomposition is also an (2ǫ, 2mN)-diffuse decomposi-
tion, this happens with probability at least 1−Od,m(Nǫ log(ǫ−1)dm/2+1) by Lemma 18.
Proof of Proposition 17. We construct f in a straightforward manner. Let ρ : Rm → R be any
smooth, non-negative-valued, function supported on the ball of radius 1 so that∫
Rm
ρ(x)dx = 1.
Let ρǫ(x) = ǫ
−mρ(ǫ−1x). We note that ∫
Rm
ρǫ(x)dx = 1.
Let g : Rm → R be the function
g(x) =
{
1 if there exists a y ∈ Rn so that |x− y| < ǫ and h(y) ≥ 0
−1 otherwise
We let f be the convolution g ∗ ρǫ.
f takes values in [−1, 1] because
f(x) =
∫
Rm
ρǫ(y)g(x − y)dy ≤
∫
Rm
ρǫ(y)dy = 1
and similarly f(x) ≥ −1.
f(q1, . . . , qm) is a point-wise upper bound for sgn◦p = sgn(h(q1, . . . , qm)) since if h(x) ≥ 0 then
f(x) =
∫
Rm
ρǫ(y)g(x− y)dy
∫
B(ǫ)
ρǫ(y)g(x − y)dy =
∫
B(ǫ)
ρǫ(y)dy = 1.
Bounds on the derivatives of f come from the fact that
|f (k)|∞ = |g ∗ ρ(k)ǫ |∞ ≤ |g|∞|ρ(k)ǫ |1 = Om,k(ǫ−k).
The second property follows from the fact that f(x) = sgn(h(x)) unless x is within 2ǫ of a point y
for which h(y) = 0. Noting that an (ǫ,N)-diffuse decomposition of sizem, is also a (2ǫ, 2mN)-diffuse
decomposition, this happens with probability Od,m(Nǫ log(ǫ
−1)dm/2+1). Since |f(x)− sgn(h(x))| is
never more than 2 this provides the necessary bound.
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Another lemma that will be useful to us is the following:
Lemma 20. Let (h, q1, . . . , qm) be an (ǫ,N)-diffuse decomposition of a degree-d polynomial p for
1/2 > ǫ > 0 and Nǫ log(ǫ−1) less than a sufficiently small function of m and d. Then |h|2 ≤
Om,d(N
d|p|2).
Proof. Consider the probability that |p(X)| > 2|p|2. On the one hand, it is at most 1/4 by the
Markov bound. We will show that if |h|2 is more than a sufficiently large constant times Nd|p|2,
then the probability must be more than this.
We note by Corollary 5 that with probability at least 7/8 that each qi(X) is Od(log(m)
d/2).
We consider the probability that each qi(X) is at most this size and that |p(X)| ≤ 2|p|2. We
bound this probability above by coving the set of x ∈ Rm with each |xi| = Od(log(m)d/2) so that
|h(x)| ≤ 2|p|2 with boxes of side length ǫ. The probability is at most N times the volume of the
union of these boxes. Furthermore, the union of these boxes is contained in the set of x ∈ Rm with
|xi| ≤ Od(log(m)d/2) for each i and so that x is within ǫm of some point y with |h(y)| ≤ 2|p|2. Call
this region R. We note that since R is contained in a ball of radius Om(1) that the volume of R is
bounded by some constant times the probability that a random Gaussian X lies in R.
By Proposition 6, we have that with probability 1−Od,m(ǫ log(ǫ−1)) over Gaussian X that
|h(X)| > 4ǫm|Di1h(X)|2 > . . . > (4ǫm)d|Di1 · · ·Didh(X)|2.
This would imply that for any y withinmǫ of X that |h(X)−h(y)| ≤ |h(X)|/2 by means of the Tay-
lor series for h(y). On the other hand |h(X)| ≥ 4|p|2 with probability at least 1−Od((|p|2/|h|2)1/d)
by Lemma 2. Thus, the probability that |h(X)| ≤ 2|p|2 is at most
Od,m(ǫ log(1 + ǫ
−1) + (|p|2/|h|2)1/d) + 1/8.
Hence we have that
1/4 ≤ Pr(|p(X)| > 2|p|2) ≤ Od,m(Nǫ log(1 + ǫ−1) +N(|p|2/|h|2)1/d) + 1/8.
Thus, if Nǫ log(ǫ−1) is less than some sufficiently small function of d,m, then |h|2 = Od,m(Nd).
Fundamentally, having a diffuse decomposition is useful because it allows us to improve our
application of the replacement method. The following proposition presents this technique in fair
generality.
Proposition 21. Let p0 : R
n → R be a degree-d polynomial with an (ǫ,N)-diffuse decomposition
(h, q1, . . . , qm) for some 1/2 > ǫ > 0. Let ni be positive integers so that n =
∑ℓ
i=1 ni. We can then
consider p0 and each of the qi as functions on R
n1 × · · · × Rnℓ.
Let X1, . . . ,Xℓ and Y 1, . . . , Y ℓ be independent random variables, where Xj and Y j take values
in Rnj and Y j is a random Gaussian. Furthermore, assume that for some integer k > 1 that for
any polynomial g in m variables of degree less than k, any 1 ≤ j ≤ ℓ and any zi that
E
[
g(qi(z
1, . . . , zj−1,Xj , zj+1, . . . , zℓ))
]
= E
[
g(qi(z
1, . . . , zj−1, Y j , zj+1, . . . , zℓ))
]
.
For each 1 ≤ i ≤ m and each 1 ≤ j ≤ ℓ define
Qi,j(x
1, . . . , xj−1, xj+1, . . . , xℓ) := EY j [qi(x
1, . . . , xj−1, Y j, xj+1, . . . , xℓ)].
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Define Ti,j to be
E
[∣∣∣qi(Y 1, . . . , Y j,Xj+1, . . . ,Xℓ)−Qi,j(Y 1, . . . , Y j−1,Xj+1, . . . ,Xℓ)∣∣∣k
]
+E
[∣∣∣qi(Y 1, . . . , Y j−1,Xj , . . . ,Xℓ)−Qi,j(Y 1, . . . , Y j−1,Xj+1, . . . ,Xℓ)∣∣∣k
]
.
And let
T :=
m∑
i=1
ℓ∑
j=1
Ti,j .
Then we have that∣∣∣Pr(p0(X1, . . . ,Xℓ) ≤ 0)− Pr(p0(Y 1, . . . , Y ℓ) ≤ 0)∣∣∣ ≤ Od,m,k (ǫ−kT + ǫN log(ǫ−1)dm/2+1) .
If furthermore, p is a degree-d polynomial so that for some parameters δ, η > 0
Pr (|p(X)− p0(X)| < δ|p|2) ,Pr (|p(Y )− p0(Y )| < δ|p|2) ≥ 1− η
then∣∣∣Pr(p(X1, . . . ,Xℓ) ≤ 0)− Pr(p(Y 1, . . . , Y ℓ) ≤ 0)∣∣∣ ≤ Od,m,k (ǫ−kT + ǫN log(ǫ−1)dm/2+1 + δ1/d + η) .
When considering Proposition 21, it might be useful to keep the intended applications in mind.
In Section 5, we will consider the case where the Xj are chosen from dk-independent families of
Gaussians. In Section 6, we will consider the case where the Xj are Bernoulli random variables.
Finally, in Section 8, we will consider the case where the Xj are chosen from 4d-independent families
of random Bernoullis.
Proof. We begin by proving the first of the two bounds, and will then use it to prove the second.
By rescaling p0, we may assume that |p0|2 = 1. Let X = (X1, . . . ,Xℓ) and Y = (Y 1, . . . , Y ℓ). Let
q denote the vector valued polynomial (q1, . . . , qm). We will show that
Pr (p0(X) ≤ 0) ≤ Pr (p0(Y ) ≤ 0) +Od,m,k
(
ǫ−kT + ǫN log(ǫ−1)dm/2+1
)
.
The other inequality will follow analogously.
By Proposition 17 there exists a function f : Rm → [0, 1] so that
1. f(x) = 1 for all x where h(x) ≤ 0.
2. E[f(q(Y ))] = Pr(p0(Y ) ≤ 0) +Od,m(ǫN log(ǫ−1)dm/2+1).
3. |f (k)|∞ = Om,k(ǫ−k).
We note that
Pr(p0(X) ≤ 0) ≤ E[f(qi(X))]
and that
E[f(q(Y ))] ≤ Pr(p0(Y ) ≤ 0) +Od,m(ǫN log(ǫ−1)dm/2+1).
Hence it suffices to prove that
|E[f(q(X))]− E[f(q(Y ))]| = Od,m,k(ǫ−kT ). (8)
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For 0 ≤ j ≤ ℓ, let
Z(j) := (Y 1, . . . , Y j,Xj+1, . . . ,Xℓ).
In particular, Z(0) = X, Z(ℓ) = Y , and Z(j) is obtained from Z(j−1) by changing the jth block
of coordinates from Xj to Y j. We will attempt to bound the left hand side of Equation (8) by
bounding ∣∣∣E[f(q(Z(j)))]− E[f(q(Z(j−1)))]∣∣∣ (9)
for each j.
Consider the expression in Equation (9) for fixed values of Y 1, . . . , Y j−1,Xj+1, . . . ,Xℓ. We
approximate f(q(Z(j))) and f(q(Z(j−1))) by Taylor expanding f about (q1, . . . , qm) where
qi(Y
1, . . . , Y j−1, Z,Xj+1, . . . ,Xℓ) := Qi,j(Y 1, . . . , Y j−1,Xj+1, . . . ,Xℓ)
= E[qi(Z
(j))]
= E[qi(Z
(j−1))].
Thus, for some polynomial g of degree k − 1 we have that:
f(q(Z)) = g(q(Z)) +O

 ∑
i1,...,ik
∂kf
∂qi1 · · · ∂qik
k∏
a=1
(qia(Z)− qia(Z))


= g(q(Z)) +Od,m,k

 ∑
i1,...,ik
ǫ−k
k∑
a=1
|qia(Z)− qia(Z)|k


= g(q(Z)) +Od,m,k
(
ǫ−k
m∑
i=1
|qi(Z)− qi(Z)|k
)
.
By assumption
E[g(q(Z(j)))] = E[g(q(Z(j−1)))].
Thus, the expression in Equation (9) is at most
ǫ−kOd,m,k
(
m∑
i=1
E[|qi(Z(j))− qi(Z(j))|k] + E[|qi(Z(j−1))− qi(Z(j−1))|k]
)
= Od,m,k
(
ǫ−k
m∑
i=1
Ti,j
)
.
Summing over j yields Equation (8), proving the first part of this proposition.
Changing our normalization so that |p|2 = 1, we have that
Pr(p(X) ≤ 0) ≤ Pr(p0(X) − δ ≤ 0) +O(η)
Notice that p0−δ has the diffuse decomposition (h−δ, q1, . . . , qm). Therefore, applying our previous
result to this decomposition of p0 − δ, we have that
Pr(p0(X)− δ ≤ 0) ≤ Pr(p0(Y )− δ ≤ 0) +Od,m,k
(
ǫ−kT + ǫN log(ǫ−1)dm/2+1
)
.
On the other hand we have that
Pr(p0(Y )− δ ≤ 0) ≤ Pr(p(Y )− 2δ ≤ 0) +O(η).
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Finally, by Lemma 2 we have that
Pr(p(Y )− 2δ ≤ 0) ≤ Pr(p(Y ) ≤ 0) +O(dδ1/d).
Combining the above inequalities we find that
Pr(p(X) ≤ 0) ≤ Pr(p(Y ) ≤ 0) +Od,m,k
(
ǫ−kT + ǫN log(ǫ−1)dm/2+1 + δ1/d + η
)
.
The other direction of the inequality follows analogously, and this completes our proof.
5 Application to PRGs for PTFs with Gaussian Inputs
In [11], the author introduced a new pseudorandom generator for polynomial threshold functions
of Gaussian inputs. In particular, for appropriately chosen parameters N and k he lets
X =
1√
N
N∑
i=1
Xi
where the Xi are independently chosen from k-independent families of Gaussians. He shows that
for some k = O(d/c) and N = 2Oc(d)ǫ−4−c that for any such X, if Y is a random Gaussian and f
any degree-d polynomial threshold function then
|E[f(X)]− E[f(Y )]| < ǫ. (10)
The proof of this is by the replacement method. In particular, f is replaced by a smooth
approximation g, and bounds are proved on the change in the expectation of g(X) as the Xi
are replaced by random Gaussians one at a time. The power of this method is highly dependent
on ones ability to find a g that is close to f with high probability and yet has relatively small
higher derivatives. If f(x) = sgn(p(x)), a naive attempt to use the replacement method would
use g = ρ(p(x)) for ρ a smooth approximation to the sign function. Unfortunately, this approach
will have difficulty proving Equation (10) unless N > ǫ−2d. In [11], the author uses a version of
Proposition 6 and constructs a g which approximates f as long as an appropriate analogue of
|g(x)| ≥ ǫ|Di1g(x)|2 ≥ ǫ2|Di1Di2g(x)|2 ≥ . . .
holds. The analysis of this is somewhat complicated, involving the development of the theory of the
so-called “noisy derivative”. Furthermore, for technical reasons this method has difficulty dealing
with N smaller than ǫ−4. As a first application of our theory of diffuse decompositions we provide
a relatively simple analysis of this generator that works with N as small as ǫ−2−c. In particular we
show:
Theorem 22. Given, an integer d > 0 and real numbers c, ǫ > 0, there exist integers k = O(d/c)
and N = Oc,d(ǫ
−2−c) so that for any random variable
X =
1√
N
N∑
i=1
Xi
where the Xi are chosen independently from k-independent distributions of Gaussians, and for any
degree-d polynomial threshold function f ,
|E[f(X)]− EY∼N [f(Y )]| < ǫ.
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Proof. We begin by making a few reductions to produce a more amenable case. We assume through-
out that ǫ is sufficiently small. Note that it is sufficient to prove that for N = ǫ−2−c that the error
is Oc,d(ǫ
1−2c), since making appropriate changes to c and ǫ will yield the necessary result. Secondly,
we may let f(x) = sgn(p(x)) for p a degree-d polynomial with |p|2 = 1.
By Theorem 1, there exists a degree-d polynomial p0 with |p− p0|2 = Oc,d(ǫd+1), and so that p0
has an (ǫ, ǫ−c/2)-diffuse decomposition (h, q1, . . . , qm). It should be noted that by 2-independence,
E[|p(X) − p0(X)|2] = E[|p(Y )− p0(Y )|2] = Oc,d(ǫ2d+2).
Therefore, by the Markov bound we have with probability at least 1− ǫ2 that
|p(X)− p0(X)|, |p(Y )− p0(Y )| < ǫd.
We note that we may write Y = 1√
N
∑N
j=1 Y
j , where the Y j are independent Gaussians. We
define the polynomial
p′(Y 1, . . . , Y N ) := p

 1√
N
N∑
j=1
Y j

 .
We note that
p(X) = p′(X1, . . . ,XN )
and
p(Y ) = p′(Y 1, . . . , Y N ).
It is clear that if we define p′0 and q′i analogously, that p
′
0 has an (ǫ, ǫ
c/2)-diffuse decomposition
(h, q′1, . . . , q′m), and that with probability at least 1− ǫ2 that
|p′(X)− p′0(X)|, |p′(Y )− p′0(Y )| < ǫd.
We may thus apply Proposition 21 to p′, p′0 with η = ǫ2 and δ = ǫd.
Let K be an even integer less than k/d and more than 6/c. By k-independence of the Xj , any
polynomial g of degree less thanK in the q′i will have the same expectation evaluated at X
1, . . . ,XN
as at Y 1, . . . , Y N . Hence by Proposition 21,
|E[f(X)]− E[f(Y )]| = 2 ∣∣Pr(p(X1, . . . ,XN ) ≤ 0)− Pr(p(Y 1, . . . , Y N ) ≤ 0)∣∣
= Od,m,c
(
ǫ1−c log(ǫ−1)dm/2+1 + ǫ−KT + ǫ
)
. (11)
Where by the K-independence of X, the T above is
2
m∑
i=1
N∑
j=1
E
[(
qi(Y )− EY j [q′i(Y 1, . . . , Y N )]
)K]
.
By Lemma 3, this is
Oc,d

 m∑
i=1
N∑
j=1
E
[(
qi(Y )− EY j [q′i(Y 1, . . . , Y N )]
)2]K/2 .
Letting Z = 1√
N−1
∑
i 6=j Y
i (which is a random Gaussian), the expectations in question are
EZ
[
VarY
(
qi
(√
N − 1
N
Z +
1√
N
Y
))]
.
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This in turn is at most
E

(qi
(√
N − 1
N
Z +
1√
N
Y
)
− qi(Z)
)2 .
We bound this with the following lemma, which follows immediately from Claim 4.1 of [5]:
Lemma 23. For q any degree-d polynomial we have that
E


∣∣∣∣∣q(Z)− q
(√
N − 1
N
Z +
1√
N
Y
)∣∣∣∣∣
2

 = O(d2|q|22/N).
Thus, T is at most
Oc,d

 m∑
i=1
N∑
j=1
N−K/2

 = Oc,d,m(N−K/2+1)
= Oc,d,m(ǫ
K−2+Kc/2−c)
= Oc,d,m(ǫ
K+1−c).
Thus, by Equation (11),
|E[f(X)]− E[f(Y )]| ≤ Oc,d,m(ǫ1−2c),
as desired.
6 The Diffuse Invariance Principle and Regularity Lemma
While the case of Gaussian inputs is very convenient for proving theorems such as the Decomposition
Theorem, many interesting questions involve evaluation of polynomials on random variables from
other distributions. Perhaps the most studied of these is the Bernoulli, or hypercube distribution.
Definition. The n-dimensional Bernoulli distribution is the probability distribution on Rn where
each coordinate is randomly and uniformly chosen from the set {−1, 1}. Equivalently, it is the
uniform distribution on the set {−1, 1}n.
As we have been using X,Y,Z, etc. to represent Gaussian random variables, we will attempt to
use A,B, etc. for Bernoulli random variables.
A powerful tool for dealing with Bernoulli variables is the use of invariance principles. These are
theorems which state that if p is a sufficiently regular polynomial (for some definition of regularity)
that the distributions of p(X) and p(B) are similar to each other (generally that they are close in
cdf distance). This allows one to make use of results in the Gaussian setting and apply them to
the Bernoulli setting (at least for sufficiently regular polynomials). Since not all polynomials will
be regular, in order to make use of this idea in a more general context, one also needs a regularity
lemma. These are structural results that allow us to write arbitrary polynomials of Bernoulli
random variables in terms of regular ones.
In this section, we will discuss some of the existing invariance principles and regularity lemmas,
and make use of the theory of diffuse decompositions to provide some new ones that will deal
better with high degree polynomials. In Section 6.1, we discuss some background information
about polynomials of Bernoulli random variables and give a brief overview of existing invariance
principles and regularity lemmas. In Section 6.2, we state and prove the Diffuse Invariance Principle,
and in Section 6.3 prove the corresponding regularity lemma.
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6.1 Basic Facts about Bernoulli Random Variables
6.1.1 Multilinear Polynomials
For a Bernoulli random variable B, we have that any coordinate, bi, satisfies b
2
i = 1 with probability
1. This, of course, does not hold in the Gaussian case. Thus, if there is going to by any hope of
comparing polynomials on Gaussian and Bernoulli inputs, we must restrict ourself to polynomials
that have no term that is degree more than 1 in any variable. In particular, we must restrict
ourselves to the case of multilinear polynomials:
Definition. A polynomial p : Rn → R is multilinear if its degree with respect to any coordinate
variable is at most 1.
To clarify the relationship between general polynomials and multilinear polynomials we mention
the following lemma:
Lemma 24. For every polynomial p : Rn → R, there exists a unique multilinear polynomial
q : Rn → R so that q agrees with p on {−1, 1}n. Furthermore, deg(q) ≤ deg(p).
Proof. To prove the existence of q, it suffices to show that the result holds for every monomial
p =
∏
xαii . It is clear that this monomial agrees on the hypercube with the multilinear monomial∏
x
αi (mod 2)
i .
Uniqueness will follow from the fact that any non-zero multilinear polynomial on Rn is non-
vanishing on the hypercube. This follows from the fact that the map from a multilinear polynomial
to its vector of values on {−1, 1}n is a surjective linear map of vector spaces of dimension 2n.
Definition. For any polynomial p(x), let L(p(x)) be the corresponding multilinear polynomial as
described by Lemma 24.
6.1.2 Lp Norms and Hypercontractivity
As the Lp norms for polynomials of Gaussians have been useful to us, the corresponding norms for
the Bernoulli distribution will also be useful.
Definition. Let p : Rn → R we for t ≥ 1, we define |p|B,t as
|p|B,t =
(
EB [|p(B)|t]
)1/t
.
Where above B is an n-dimensional Bernoulli random variable.
We also have the analogue of Lemma 3. In particular, we have that:
Lemma 25 (Bonami [2]). For p : Rn → R a degree-d polynomial, and t ≥ 2 we have that
|p|B,t ≤
√
t− 1d|p|B,2.
Yielding the Corollary
Corollary 26. For p : Rn → R a degree-d polynomial N > 0, then
PrB(|p(B)| > N |p|B,2) = O
(
2−(N/2)
2/d
)
.
The proof is analogous to that of Corollary 5.
We will also need a result combining Lemmas 3 and 25
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Lemma 27. Let p be a degree-d polynomial, B a Bernoulli random variable, G a Gaussian random
variable, and t ≥ 2 a real number. Then
E[|p(G,B)|t] ≤ (t− 1)td/2E[p(G,B)2]t/2
Proof. For integers N , let GN be a random variable defined by GN = 1√
N
∑N
j=1A
j where the Aj are
independent Bernoulli random variables. Clearly the coordinates of GN are independent and by the
central limit theorem, as N → ∞, their distributions converge to Gaussians in cdf distance. This
implies that for and ǫ > 0 and for sufficiently large N that we can have correlated copies of the ran-
dom variables G and GN so that |G−GN | < ǫ with probability 1−ǫ. Furthermore, with probability
1−ǫ, |G| = On(log(ǫ−1)) (here n in the number of coordinates of G). Therefore, for sufficiently large
N we have that with probability 1−O(ǫ) that |p(G,B)− p(GN , B)| = Op(ǫ log(ǫ−1)d) (this follows
from considering every possible value of B separately). Furthermore, note that E[|p(G,B)|2t] and
E[|p(GN , B)|2t] are both finite. Thus, for any indicator random variable, I we have that
E[|p(G,B)|tI] ≤ E[|p(G,B)|2t]1/2E[I]1/2 = Op,t(E[I]1/2).
Similarly,
E[|p(GN , B)|tI] = Op(E[I]1/2).
Therefore, if |p(G,B)−p(GN , B)| = Op(ǫ log(ǫ−1)d) with probability 1−O(ǫ), let I be the indicator
random variable for the event that this fails. Then
E[|p(G,B)|t]− E[|p(GN , B)|t]
≤ Ot(1)E[|p(G,B) − p(GN , B)||p(G,B) + p(GN , B)|t−1]
≤ Ot(1)E[|p(G,B) − p(GN , B)|]1/2E[|p(G,B)|2t−1/2 + |p(GN , B)|2t−1/2]1/2
= Op,t(1)
(
E[|p(G,B)− p(GN , B)|(1− I)] + E[|p(G,B)− p(GN , B)|I])1/2
= Op,t(1)
(
Op(ǫ log(ǫ
−1)d) +Op(
√
ǫ)
)1/2
= Op,t(ǫ
1/4).
Therefore
lim
N→∞
E[|p(GN , B)|t] = E[|p(G,B)|t].
On the other hand, note that p(GN , B) can be thought of as a polynomial evaluated at a
Bernoulli random variable in perhaps a greater number of dimensions. Hence by Lemma 25,
E[|p(GN , B)|t] ≤ (t− 1)dt/2E[p(GN , B)2]t/2.
Thus,
E[|p(G,B)|t] = lim
N→∞
E[|p(GN , B)|t]
≤ lim
N→∞
(t− 1)dt/2E[p(GN , B)2]t/2
= (t− 1)td/2E[p(G,B)2]t/2.
We also note the following relationship between the Gaussian and Bernoulli norms
Lemma 28. If p : Rn → R is a multilinear polynomial then |p|2 = |p|B,2.
Proof. This follows immediately after noting that the basis
∏
xαii for α ∈ {0, 1}n is an orthonormal
basis of the set of multilinear polynomials with respect to both the Bernoulli and Gaussian measures.
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6.1.3 Influence and Regularity
The primary obstruction to a multilinear polynomial behaving similarly when evaluated at Bernoulli
inputs rather than Gaussian inputs is when some single coordinate has undo effect on the output
value of the polynomial. In such a case, the fact that this coordinate is distributed as a Bernoulli
rather than a Gaussian may cause significant change to the resulting distribution. In order to
quantify the extent to which this can happen we define the ith influence of a coordinate as follows:
Definition. For p : Rn → R a function we define the ith influence of p to be
Infi(p) :=
∣∣∣∣ ∂p∂xi
∣∣∣∣
2
2
.
It should be noted that for multilinear polynomials p, this is equivalent to the more standard defini-
tion
Infi(p) = EA[Varai(p(A))].
This is the expectation over uniform independent {−1, 1} choices for the coordinates other than the
ith coordinate of the variance of the resulting function over a Bernoulli choice of the ith coordinate.
Equivalently, it is
1
4
E
[
|p(a1, . . . , ai−1,−1, ai+1, . . . , an)− p(a1, . . . , ai−1, 1, ai+1, . . . , an)|2
]
.
We now prove some basic facts about the influence.
Lemma 29. If p : Rn → R is a polynomial Infi(p) is
∑
a ai|ca(p)|2, where ca(p) are the Hermite
coefficients of p.
Proof. Recall that
p(x) =
∑
a
ca(p)ha(x).
Therefore, we have that
∂p
∂xi
=
∑
a
√
aica(p)ha−ei(x).
Thus, ∣∣∣∣ ∂p∂xi
∣∣∣∣
2
2
=
∑
a
ai|ca(p)|2.
From this we have
Corollary 30. For p a degree-d polynomial in n variables,
n∑
i=1
Infi(p) =
d∑
k=1
k|p[k]|22 = Θd(Var(p(X))).
We now make the following definition (which agrees with the standard ones up to changing τ
by a factor of Θd(1)):
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Definition. Let p be a degree-d multilinear polynomial. We say that p is τ -regular if for each i
Infi(p) ≤ τVarA(p).
In terms of this notion of regularity, the standard invariance principle, proved in [17], can be
stated as follows:
Theorem 31 (The Invariance Principle (Mossel, ODonnell, and Oleszkiewicz)). If p is a τ -regular,
degree-d multilinear polynomial, A and X are Bernoulli and Gaussian random variables respectively
and t ∈ R, then
|Pr(p(X) ≤ t)− Pr(p(A) ≤ t)| = O(dτ1/(8d)).
It should be noted that the dependence on τ1/d in the error of Theorem 31 is necessary. In
particular, if d is even and N is a sufficiently large integer consider the polynomial p : Rn+1 → R
defined by
p(x0, . . . , xN ) = τx0 +
(
1√
N
N∑
i=1
xi
)d
.
Let q = L(p). It is not hard to see that by making N sufficiently large, one can make |p − q|2
arbitrarily small, and thus, by Lemma 2 and Corollary 5, we can make the probability distributions
for p(X) and q(X) arbitrarily close. It is also not hard to see that q is Θd(τ
2) regular. This is
because Inf0(q) = τ
2, Infi(q) = Od(N
−1) for i 6= 0, and VarA(q(A)) = Θd(1). On the other hand,
it is clear that for Bernoulli input A we have that
q(A) = p(A) ≥ −τ.
On the other hand considering the distribution of values of p(X) (which as stated can be arbitrarily
close to that of q(X)), if we let y = 1√
N
∑N+1
i=2 xi, we note that x0 and y are independent Gaussians.
Thus, with probability Θ(τ1/d) we have that x0 < −2 and |y| ≤ τ1/d. If these occur, then p(X) <
−τ . Thus, for N sufficiently large the difference between the probabilities that q(A) < −τ and that
q(X) < −τ can be as large as Ω(τ1/d).
The essential problem in the above example is that although the first coordinate has low influ-
ence, there is a reasonable probability that the size of q(X) will be comparable to τ , and in the case
when |q(X)| is small, the relative effect of the first coordinate is much larger. We get around this
problem by introducing a new concept of regularity involving the idea of a diffuse decomposition.
The problem above came from the fact that the probability distribution of q(X) was too clustered
near 0. Since the analogue of this cannot happen for a diffuse set of polynomials, we expect to
obtain better bounds.
Definition. For p a degree-d multilinear polynomial, we say that p has a (τ,N,m, ǫ)-regular de-
composition if there exists a polynomial p0 of degree-d so that
• |p− p0|2B,2 ≤ ǫ2Var(p0(X)).
• p0 has a (τ1/5, N)-diffuse decomposition of size m, (h, q1, . . . , qm) so that qi is multilinear for
each i and Infj(qi) ≤ τ for each i, j.
Theorem 32 (The Diffuse Invariance Principle). If p is a degree-d multilinear polynomial that
has a (τ,N,m, ǫ)-regular decomposition for 1/2 > ǫ, τ > 0, A and X and random Bernoulli and
Gaussian variables respectively and t is a real number, then
|Pr(p(A) ≤ t)− Pr(p(X) ≤ t)| = Od,m(τ1/5N log(τ−1)dm/2+1 + ǫ1/d log(ǫ−1)1/2).
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Remark. We can derive a statement very similar to that of Theorem 31 from Theorem 32. In
particular, if p is multilinear, and τ -regular, we may normalize p so that EX [p(X)] = 0,EX [p(X)
2] =
1. Then by Lemma 2, we have that for h = Id and q = p, (h, q) is a (τ1/5, O(dτ (1/d−1)/5))-diffuse
decomposition of p. Furthermore, by assumption q is multilinear and has all influences at most τ .
Therefore, this is a (τ,O(dτ (1/d−1)/5), 1, 0)-regular decomposition of p. Thus, we obtain
|Pr(p(A) ≤ t)− Pr(p(X) ≤ t)| = Od(τ1/(5d) log(τ−1)d/2+1).
Neither invariance principle on its own is very useful for dealing with general polynomial thresh-
old functions which might not satisfy the necessary regularity conditions. Fortunately, in both cases
if regularity fails it will be because some small number of coordinates have undo effect on the value
of the polynomial. If this is the case, we can hope to make things better by fixing the values of
these coordinates and considering the resulting polynomial over the remaining coordinates, hoping
that it is regular. Theorems confirming this intuition have been known as regularity lemmas. For
the standard notions of regularity, various regularity lemmas have appeared in [6] and [4] as well
as other places. As an example, [6] proved the following:
Theorem 33 (Diakonikolas, Servedio, Tan, Wan). Let f(x) = sign(p(x)) be any degree-d PTF.
Fix any τ > 0. Then f is equivalent to a decision tree T , of depth
depth(d, τ) =
1
τ
· (d log(τ−1))O(d)
with variables at the internal nodes and a degree-d PTF fρ = sign(pρ) at each leaf ρ, with the
following property: with probability at least 1 − τ , a random path from the root reaches a leaf ρ
such that fρ is τ -close to some τ -regular degree-d PTF.
Along similar lines, we prove the following:
Theorem 34 (Diffuse Regularity Lemma). Let p be a degree-d polynomial with Bernoulli inputs.
Let τ, c,M > 0 with τ < 1/2. Then p can be written as a decision tree of depth at most
Oc,d,M
(
τ−1 log(τ−1)O(d)
)
with variables at the internal nodes and a degree-d polynomial at each leaf, with the following prop-
erty: with probability at least 1− τ , a random path from the root reaches a leaf ρ so that the corre-
sponding polynomial pρ either satisfies Var(pρ) < τ
M |pρ|22 or pρ has an (τ, τ−c, Oc,d,M (1), Oc,d,M (τM ))-
regular decomposition.
6.2 The Diffuse Invariance Principle
In this section, we prove Theorem 32. We begin with the following proposition:
Proposition 35. Let p be a degree-d polynomial with a (τ1/5, N)-diffuse decomposition (for 1/2 >
τ > 0) (h, q1, . . . , qm) with qi multilinear so that Infi(qj) ≤ τ for all i, j. Then if A is a Bernoulli
random variable, X a Gaussian random variable and t a real number then
|Pr(p(A) ≤ t)− Pr(p(X) ≤ t)| = Od,m(Nτ1/5 log(τ−1)dm/2+1).
Proof. It suffices to prove this statement for t = 0. We proceed via Proposition 21. We note that
for each i the first three moments of Ai agree with the corresponding moments of Xi. Therefore,
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since the qi are multilinear, any degree-3 polynomial in the qi has the same expectation under A
as under X. Thus, we may apply Proposition 21 with k = 4. We have that
|Pr(p(A) ≤ 0)− Pr(p(X) ≤ 0)| = Od,m(Nτ1/5 log(τ−1)dm/2+1 + τ−4/5T ). (12)
Recall that Ti,j is
E
[
(qi(X1, . . . ,Xj−1, Aj , . . . , An)− EY [qi(X1, . . . ,Xj−1, Y,Aj+1, . . . , An)])4
]
+E
[
(qi(X1, . . . ,Xj , Aj+1, . . . , An)− EY [qi(X1, . . . ,Xj−1, Y,Aj+1, . . . , An)])4
]
By Lemma 27 this is at most
Od
(
EX1,...,Xj−1,Aj+1,...,An [VarY (qi(X1, . . . ,Xj−1, Y,Aj+1, . . . , An))]
2
)
.
Since the polynomial in expectation is at most quadratic in each Xi, this is
Od
(
EA[VarY (qi(A1, . . . , Aj−1, Y,Aj+1, . . . , An))]2
)
= Od(Infj(qi)
2).
Thus,
T =
m∑
i=1
n∑
j=1
Ti,j
= Od

 m∑
i=1
n∑
j=1
Infj(qi)
2


≤ Od

 m∑
i=1
n∑
j=1
τ Infj(qi)


= Od
(
m∑
i=1
τ
)
= Od,m(τ).
Thus, by Equation (12),
|Pr(p(A) ≤ 0)− Pr(p(X) ≤ 0)| = Od,m(Nτ1/5 log(τ−1)dm/2+1),
as desired.
Proposition 35 is the main analytic tool used in our proof of Theorem 32. From it we can
quickly derive the following theorem:
Theorem 36. Let p be a degree-d multilinear polynomial with a (τ,N,m, ǫ)-regular decomposition
(for 1/2 > ǫ, τ > 0) given by (h, q1, . . . , qm). Let p0(x) := h(q1(x), . . . , qm(x)). Let A be a Bernoulli
random variable, X a Gaussian random variable, and t a real number. Then
|Pr(p(A) ≤ t)− Pr(p0(X) ≤ t)| = Od,m(Nτ1/5 log(τ−1)dm/2+1 + ǫ1/d log(ǫ−1)1/2)
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Remark. For most applications Theorem 36 will be as good as Theorem 32 as it shows that the
regular polynomial of Bernoullis behaves similarly to a polynomial of Gaussians. As we shall see
later, it will take some work to show that it will necessarily behave like the same polynomial of
Gaussians. This is because although |p − p0|2,B is small, this does not immediately imply that
|p− p0|2 is sufficiently small for the proof to work.
Proof. As in the proof of Proposition 35, we may assume that t = 0 and prove the inequality
Pr(p(A) ≤ 0) ≤ Pr(p0(X) ≤ 0) +Od,m(Nτ1/5 log(τ−1)dm/2+1 + ǫ1/d log(ǫ−1)1/2)
By Corollary 26 we have with probability 1− ǫ that
|p(A)− p0(A)| ≤ O(ǫ log(ǫ−1)d/2)
√
Var(p0(X)) ≤ O(ǫ log(ǫ−1)d/2)|p0|2.
Thus, we have that
Pr(p(A) ≤ 0) ≤ ǫ+Pr(p0(A) ≤ O(ǫ log(ǫ−1)d/2)|p0|2)
≤ Od,m(Nτ1/5 log(τ−1)dm/2+1 + ǫ) + Pr(p0(X) ≤ O(ǫ log(ǫ−1)d/2)|p0|2)
≤ Od,m(Nτ1/5 log(τ−1)dm/2+1 + ǫ1/d log(ǫ−1)1/2) + Pr(p0(X) ≤ 0).
The second line above is by Proposition 35 and the third is by Lemma 2.
The lower bound on Pr(p(A) ≤ 0) is proved analogously.
In order to complete the proof of Theorem 32 we need the following:
Proposition 37. If p is a degree-d polynomial with a (τ,N,m, ǫ)-regular decomposition (for 1/2 >
ǫ, τ > 0) given by p0(x) = h(q1(x), . . . , qm(x)), then for X a Gaussian random variable, and t a
real number,
|Pr(p(X) ≤ t)− Pr(p0(X) ≤ t)| ≤ Od,m
(
τ1/4N log(τ−1)d(m+1)/2+1 + ǫ1/d log(ǫ−1)1/2
)
.
The biggest difficulty with proving this Proposition will be dealing with the discrepancy between
p0 and L(p0). To deal with this, we make the following definition:
Definition. Let p1, . . . , pk be multilinear polynomials. Define
A(p1, . . . , pk) =
∑
S⊆{1,2,...,k}
(−1)|S|
(∏
i∈S
pi
)
L

∏
i 6∈S
pi

 .
We note the following:
Lemma 38. Let q1, . . . , qm be multilinear polynomials and let h be a degree-d polynomial in m
variables then L(h(q1(x), . . . , qm(x))) is
d∑
k=0
m∑
i1,...,ik=1
∂kh
∂qi1 · · · ∂qik
A(qi1 , . . . , qik).
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Proof. As the above expression is linear in h, we may assume that h is a monomial of degree d. In
particular we may assume that h = qi1qi2 · · · qid (note that some of the indices ij might coincide).
The expression in question then becomes:
∑
T={t1,...,tk}⊆{1,...,d}

∏
j 6∈T
qij

A(qit1 , . . . , qitk )
=
∑
T⊆{1,...,d}

∏
j 6∈T
qij

∑
S⊆T
(−1)|S|
(∏
i∈S
qi
)
L

 ∏
i∈T\S
qi


=
∑
S⊆T⊆{1,...,d}

 ∏
j 6∈T\S
qij

L

 ∏
j∈T\S
qij

 .
Letting R = T\S, this is
∑
R⊆{1,...,d}
L

∏
j∈R
qij



∏
j 6∈R
qij

 ∑
S∈{1,...,d}\R
(−1)|S|
=
∑
R={1,...,d}
L

∏
j∈R
qij



∏
j 6∈R
qij


=L

 ∏
j∈{1,...,d}
qij


=L(h),
as desired.
To control the discrepancy between p0 and L(p0) it now suffices to prove the following:
Proposition 39. Let p1, . . . , pk be multilinear, degree at most d polynomials with Infi(pj) ≤ τ for
all i, j, |pj|2 ≤ 1 for all j. Then
|A(p1, . . . , pk)|2 = Ok,d(τk/4).
Proof. We proceed by bounding the expected value of A(p1, . . . , pk)
2. In particular, we show that
if pj are multilinear degree-d polynomials of norm at most 1 with all influences at most τ then
E[A(p1, . . . , pk)(X)A(pk+1, . . . , p2k)(X)] = Ok,d(τ
k/2).
We note that the above expression is linear in the pj . We may therefore rewrite it as a sum over
sequences of monomials m1, . . . ,m2k where mj is a monomial of pj, of
E[A(m1, . . . ,mk)(X)A(mk+1, . . . ,m2k)(X)].
To each such sequence of monomials m1, . . . ,m2k we associate a repeat pattern, which is the mul-
tiset of non-empty subsets of {1, 2, . . . , 2k} whose elements correspond to {j : xi appears in monomial mj}
for all i so that xi appears in any of the monomials mj. We break up the above sum into parts
based on the repeat pattern satisfied by m1, . . . ,m2k, since there are Ok,d(1) such possible patterns,
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it suffices to prove our bound for the sum of all terms coming from each such pattern. It particular
we need to show that for any repeat pattern P that∑
mj a monomial from pj
(m1,...,m2k) has repeat pattern P
E[A(m1, . . . ,mk)(X)A(mk+1, . . . ,m2k)(X)] = Ok,d(τ
k/2). (13)
Note that if the repeat pattern contains any subset of odd size that the resulting sum will be
0. This is because for any m1, . . . ,m2k with this repeat pattern, there will be some xi appearing
in an odd number of the mj. This means that the product of the mj will be an odd function of xi.
Since L of an odd polynomial is still odd, this means that A(m1, . . . ,mk)A(mk+1, . . . ,m2k) will be
an odd function of xi and thus, have expectation 0.
Furthermore, suppose that given P , there is some 1 ≤ j ≤ 2k so that j does not appear in any
element of P of size greater than 2. We claim again that for any m1, . . . ,m2k satisfying P that
E[A(m1, . . . ,mk)(X)A(mk+1, . . . ,m2k)(X)] = 0. To show this we assume without loss of generality
that j = 1. We expand out the A’s to get that the expression in question is the expectation of
∑
S⊆{1,2,...,k}
∑
T⊆{k+1,...,2k}
(−1)|S|+|T |

 ∏
j∈S∪T
pj

L

 ∏
j∈{1,...,k}\S
pj

L

 ∏
j∈{k+1,...,2k}\T
pj

 .
We claim that if we toggle whether 1 is in S in the above sum, it has no effect on the expectation of
the resulting product other than to negate the (−1)|S|+|T | term. This is because adding 1 to S can
only have the effect of removing some x2i terms from the resulting monomial. On the other hand
since E[1] = E[X2i ], this does not effect the resulting expectation. Thus, the expectations of the
terms with 1 in S cancel the expectations of the terms with 1 not in S, leaving us with expectation
0.
It thus suffices to consider Equation (13) when all elements of P have even order and so that
for each 1 ≤ j ≤ 2k there is some element of P of order at least 4 containing j. For such P we
upper bound the left hand side of Equation (13) by
∑
mj a monomial from pj
(m1,...,m2k) has repeat pattern P
Ok,d

 2k∏
j=1
|mj|2

 . (14)
We will now prove the following statement, which will imply our desired bound. Let p1, . . . , p2k
be multilinear polynomials with |pj | ≤ 1 and T ⊆ {1, 2, . . . , 2k} some set so that Infipj ≤ τ for all
i and all j ∈ T . Furthermore, let P be a repeat pattern all of whose elements have even order and
so that each element of T appears in some element of P of order at least 4, then the expression
in Equation (14) is at most Ok,d(τ
|T |/4). We prove this by induction on |P |. The base case where
|P | = 0 is trivial since then we are considering only the term where all of the mj are constants.
If |P | > 0, we consider an element of P of maximal size. In particular, if T 6= ∅, this implies
that this element is of size at least 4. Without loss of generality this element is {1, 2, . . . , 2ℓ}. We
break our sum into pieces based on which coordinate is shared by all of m1, . . . ,m2ℓ (if more than
one coordinate is shared by each of these elements we will count all of them leading to a strictly
larger sum). If we wish to compute the sum over all terms where they share a coordinate xi we
find that it is ∑
mj a monomial from p
′
j
(m1,...,m2k) has repeat pattern P
′
Ok,d

 2∏
j=1
k|mj |2

 .
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Where above p′j = pj for j > 2ℓ and for j ≤ 2ℓ, p′j consists of the sum of the monomials in
pj containing xi divided by xi, and P
′ is P minus {1, 2, . . . , 2ℓ}. Furthermore note that |p′j|2 =√
Infi(pj) for j ≤ 2ℓ. Letting p′′j be the normalized version of p′j, the above is at most
2ℓ∏
j=1
√
Infi(pj)
∑
mj a monomial from pj”
(m1,...,m2k) has repeat pattern P
′
Ok,d

 2∏
j=1
k|mj |2

 .
Letting T ′ = T\{1, 2, . . . , 2ℓ}, we note that this sum is of the form specified for the value T ′, hence
we have by the inductive hypothesis that the above sum is
Ok,d

τ |T ′|/4 2ℓ∏
j=1
√
Infi(pj)

 .
It thus suffices to prove that
∑
i
2ℓ∏
j=1
√
Infi(pj) = Ok,d
(
τ (|T |−|T
′|)/4
)
= Ok,d
(
τ (|T∩{1,2,...,2ℓ}|)/4
)
.
We assume without loss of generality that T ∩ {1, 2, . . . , 2ℓ} = {1, 2, . . . , a}. We note by Cauchy-
Schwarz that
∑
i
2ℓ∏
j=1
√
Infi(pj) ≤

2ℓ−2∏
j=1
max
i
√
Infi(pj)



 2ℓ∏
j=2ℓ−1
∑
i
Infi(pj)


1/2
.
We note that for each of the last two terms that∑
i
Infi(pj) = Od(|pj |22) = Od(1).
Furthermore, we have that
2ℓ−2∏
j=1
max
i
√
Infi(pj) ≤
min(a,2ℓ−2)∏
j=1
τ1/2
2ℓ−2∏
j=a+1
1 = τmin(a,2ℓ−2)/2.
Thus, we have that ∑
i
2ℓ∏
j=1
√
Infi(pj) ≤ Od(τmin(a,2ℓ−2)/2) = Od(τa/4).
With the last step following from the observation that either a = 0 or ℓ ≥ 2. This completes our
inductive step and proves our proposition.
We are now prepared to prove Proposition 37 and thus, Theorem 32.
Proof. We may clearly assume that t = 0. We will give a series of high probability statements that
together imply that
sgn(p(X)) = sgn(p0(X)).
41
Let V = Var(p0).
First note that by assumption
|p − L(p0)|2 = |p− p0|2,B ≤ ǫV.
Thus, by Corollary 5 we have for some sufficiently large C that with probability 1− ǫ that
|p(X)− L(p0)(X)| ≤ Cǫ log(ǫ−1)d/2V.
Additionally, by Lemma 2, we have with probability 1−O(dǫ1/d log(ǫ−1)1/2) that
|p0(X)| ≥ 2Cǫ log(ǫ−1)d/2|p0|2 ≥ 2Cǫ log(ǫ−1)d/2V.
By Proposition 39 and Corollary 5 we have that for C a sufficiently large number given d that
with probability 1−Od,m(τ) that for all 1 ≤ i1, i2, . . . , ik ≤ m for k ≤ d that
|A(qi1 , . . . , qik)(X)| ≤ Cτk/4 log(τ−1)dk/2.
Finally, by Lemma 18 we have that with probability 1−Od,m(τ1/4N log(τ−1)d(m+1)/2+1), letting
x = (q1(X), . . . , qm(X)) that
|h(x)| ≥ 3Cmτ1/4 log(τ−1)d/2|Di1h(x)|2 ≥ 32C2m2τ2/4 log(τ−1)d2/2|Di1Di2h(x)|2
≥ . . . ≥ 3dCdmdτd/4 log(τ−1)d2/2|Di1 · · ·Didh(x)|2.
Assuming that all of the above hold, then
|p(X) − p0(X)| ≤ |p(X) − L(p0)(X)| + |p0(X) − L(p0)(X)| ≤ |p0(X)|/2 + |p0(X)− L(p0)(X)|.
By Lemma 38, we have that letting x = (q1(X), . . . , qm(X))
|L(p0)(X) − p0(X)| =
∣∣∣∣∣∣
d∑
k=1
m∑
i1,...,ik=1
A(qi1 , . . . , qik)(X)Di1 · · ·Dikh(x)
∣∣∣∣∣∣
≤
d∑
k=1
m∑
i1,...,ik=1
Cτk/4 log(τ−1)dk/2|Di1 · · ·Dikh(x)|2
≤
d∑
k=1
m∑
i1,...,ik=1
3−km−k|h(x)|
≤
d∑
k=1
3−k|p0(X)|
< |p0(X)|/2.
Combining this with the above we find that
|p(X)− p0(X)| < |p0(X)|/2 + |p0(X)|/2 = |p0(X)|.
Thus, with probability at least
1−Od,m
(
τ1/4N log(τ−1)d(m+1)/2+1 + ǫ1/d log(ǫ−1)1/2
)
that sgn(p(X)) = sgn(p0(X)).
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6.3 The Regularity Lemma
In this section, we will prove Theorem 34. Much of it will be along the lines of the proof of Theorem
1 with some extra work being done to ensure that the resulting qi are regular. We begin with a
lemma on the regularity of restrictions of polynomials.
Lemma 40. Let p be a degree-d multilinear polynomial with |p|2 ≤ 1. Let 1/2 > ǫ > 0 be a real
number. Then there exists an M = Od(ǫ
−1 log(ǫ−1)d) so that for any set S of coordinates containing
the M coordinates of highest influence for p, if we let A be a random Bernoulli variable over the
coordinates in S and let pA be the polynomial over the remaining coordinates upon plugging these
values into the coordinates of S then with probability 1− ǫ
max
i
(Infi(pA)) ≤ ǫ.
Proof. We assume throughout that ǫ is sufficiently small. Note that the sum of the influences of
p is Od(1), therefore if M is a sufficiently large multiple of ǫ
−1 log(ǫ−1)d, we have that the largest
influence of a coordinate not in S is at most a small constant times ǫ log(ǫ−1)−d. Note that for each
i 6∈ S, there is a polynomial pi of degree at most d so that Infi(pA) = pi(A)2. Furthermore, it is
easy to check that E[pi(A)
2] = Infi(p). Applying Corollary 5 we find that if M were chosen to be
sufficiently large, then with probability at most ǫ4/2 is any given Infi(pA) more than ǫ. Taking a
union bound over i, we find that with probability at most ǫ/2 is some Infi(pA) > ǫ for any i with
Infi(p) > dǫ
3. Consider the polynomial
q(A) =
∑
j:Infj(p)≤dǫ3
Infj(pA)
2.
Note that |Infj(pA)2|2 = Od(Infj(p)2) by Lemma 3. Thus,
|q|2 ≤ Od(1)
∑
j:Infj(p)≤dǫ3
Infj(p)
2 ≤ Od(ǫ3)
∑
j:Infj(p)≤dǫ3
Infj(p) = Od(ǫ
3).
Thus, by Corollary 5 q(A) > ǫ2 with probability at most ǫ/2. On the other hand, if q(A) ≤ ǫ2, it
implies that Infj(pA) ≤ ǫ for all j so that Infj(p) ≤ dǫ3. Thus, with probability at most ǫ is any
Infj(pA) more than ǫ.
Lemma 41. Let p be a degree-d multilinear polynomial. Let S be a set of coordinates and A a
Bernoulli random variable over those coordinates. Let pA be the restricted polynomial when the
coordinates of A are plugged into p. Then
Pr(|pA|2 ≥ N |p|2) = Od
(
2log(N)
1/d
)
.
Proof. Note that |pA|22 is a polynomial in A of degree at most 2d. Note that the squared L2 norm
of this polynomial is
EA[EB [p(A,B)
2]2] ≤ EA,B[p(A,B)4] = |p|44,B ≤ Od(|p|42).
The result now follows from Corollary 26.
The main parts of the proof of Theorem 34 are contained in the following proposition
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Proposition 42. Let p be a degree-d multilinear polynomial and let ǫ, c,M > 0 for 1/2 > ǫ. Then
p can be written as a decision tree of depth
Oc,d,M (ǫ
−1 log(ǫ−1)O(d))
with coordinate variables for internal nodes and polynomials for leaves so that for a random leaf pρ
we have with probability 1−Oc,d,M(ǫ) that there exists a p0 with |p− p0|2,B ≤ ǫN |p|2 and so that p0
has an (ǫ, ǫ−c)-diffuse decomposition (h, q1, . . . , qm) with m = Oc,d,N (1), qi multilinear and so that
Infj(qi) ≤ ǫ for each i, j.
Proof. The proof is along the same lines as the proof of Theorem 1, with some extra work done to
ensure that the influences can be controlled. We assume that |p|2 = 1 and assume throughout that
ǫ is sufficiently small.
We define: a partial decomposition of our polynomial p to be a set of the following data:
• A positive integer m.
• A polynomial h : Rm → R.
• A sequence of multilinear polynomials (q1, . . . , qm) each on Rn with |qi|2 = 1 for each i.
• A sequence of integers (a1, . . . , am) with ai between 0 and 4 · 3i(N + 1)/c − 1.
Furthermore, we require that each qi is non-constant, and that for any monomial
∏
xα1i appearing
in h that
∑
αi deg(qi) ≤ d.
We say that such a partial decomposition has complexity at most C if the following hold:
• m ≤ C.
• |h|2 ≤ Cǫ−1+C−1 .
• |p(A)− h(ǫaic/(2·3i)qi(A))|2,B ≤ CǫN+1 log(ǫ−1)C .
We define the weight of a partial decomposition as follows. First we define the polynomial
w(x) =
m∑
i=1
xdeg(qi)(4 · 3i(N + 1)/c − ai).
We then let the weight of the decomposition be w(ω).
We prove by ordinal induction on w that if p has a partial decomposition of weight w and
complexity C, then there is a decision tree of depth Oc,C,d,N,w(ǫ
−1 log(ǫ−1)O(d)) so that with prob-
ability 1− Oc,C,d,w,N(ǫ) a random leaf has such a p0 with a diffuse decomposition into multilinear
polynomials whose influences are at most ǫ.
Again the idea of the proof is to show that after a decision tree of appropriate depth and with
appropriate probability, that we either have such a p0 or that we have a partial decomposition with
smaller weight. By Lemma 40, if we restrict to random values of the Od(ǫ
−1 log(ǫ−1)O(d)) highest
influence coordinates of each of the qi, we will have all influences of all of the qi at most ǫ with
probability 1 − Od,m(ǫ). Applying Lemma 41 to the qi and p − h(q1, . . . , qm) we find that with
probability 1 − Od,m(ǫ) that the restricted values of qi have norm at most log(ǫ−1)O(d) and that
the L2 norm of p − h(q1, . . . , qm) increased by at most a similar factor. Thus, rescaling the qi and
modifying h appropriately, we find that with probability 1−Od,m(ǫ) over our restrictions, we have
a new partial decomposition of weight w and complexity OC(1) so that Infi(qj) ≤ ǫ for each i and
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j. As in Lemma 16, we show that either (h, q1, . . . , qm) is an (ǫ, ǫ
−c)-diffuse set or that we have a
partial decomposition of strictly smaller weight and with complexity Oc,C,d,N(1). The proof follows
through identically to the proof in Lemma 16 with the additional caveat that the Aℓ, Bℓ can be
chosen to be multilinear. This is because the qi are multilinear, so keeping only the multilinear
parts of the Aℓ, Bℓ only reduces the error produced by the approximation. This completes the
proof.
We will need one more lemma about decision trees of polynomials before we proceed.
Lemma 43. Let p be a multilinear, degree-d polynomial. Let T be some decision tree over it’s
coordinates. If T is evaluated making random, independent choices at each step, and the restricted
function is called pρ, then with probability at least 2
O(d) over these choices we have that
|pρ|2 ≥ |p|2/2.
Proof. Given a partially filled-in decision tree T ′ define V (T ′) = E[p(A)2|T ′]. It is clear that V is a
martingale. Therefore V 2 is a submartingale. In particular, this means that the expectation of V 2
over some decision tree is at most the expectation over an extended decision tree that eventually
decides values for all coordinates. This latter expectation is |p|44,B = 2O(d)|p|42. Therefore, the
expectation over fills of T of V is |p|22 and the expectation of V 2 is at most 2O(d)|p|42. Therefore by
the Paley-Zygmund inequality with probability at least 2O(d) we have that V ≥ |p|22/4, proving our
lemma.
We are now prepared to prove Theorem 34.
Proof. We claim that for τ sufficiently small that a correctly constructed decision tree of depth
Oc,d,M(τ
−1 log(τ−1)O(d)) yields a restriction with the desired property with probability at least
2O(d). Repeating this process up to 2O(d) log(τ−1) many times upon failure will guarantee an
aggregate success probability of 1− τ .
To do this we construct the decision tree given by Proposition 42 for N = M + d + 2 and
ǫ = τ . We claim that if the restricted polynomial has L2 norm at least |p|2/2 (which happens with
probability 2O(d) by Lemma 43), then the resulting polynomial has the desired property.
Let P be the resulting polynomial. We have a polynomial p0 with an appropriate diffuse de-
composition into multilinear polynomials with sufficiently small influences and so that |P−p0|2,B =
Oc,d,M(τ
M+d+2)|P |2. If Var(p0) ≥ τM+d|P |22, we have an appropriate regular decomposition. Oth-
erwise, Var(p0) ≤ τM+d|P |22. This implies that for some µ that |p0 − µ|22 ≤ τM+d|P |22. Thus, by
Lemma 20 we have that |h− µ|22 ≤ Oc,d,M(τM )|P |22. From this it is easy to see that the sum of the
squares of the coefficients of h−µ is Oc,d,M (τM )|P |22. From this it is easy to verify that the variance
of p0 over Bernoulli inputs is Oc,d,M (τ
M )|P |22. Therefore, due to the small difference between p
and p0 under Bernoulli inputs, we have that Var(P ) ≤ Oc,d,M (τM )|P |22, which satisfies one of the
necessary conditions.
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7 Application to Noise Sensitivity of Polynomial Threshold Func-
tions
7.1 Background of Noise Sensitivity Results
7.1.1 Definitions
If f : Rn → {−1, 1} is a boolean function, the noise sensitivity of f is a measure of the likelihood
that a small change in the input value to f changes the output. There are several different notions
of noise sensitivity, suitable for slightly different contexts. We present their definitions here.
Definition. For f : Rn → {−1, 1} a boolean function, we define its average sensitivity to be
AS(f) :=
n∑
i=1
PrA∼u{−1,1}n(f(A) 6= f(A(i))),
where A(i) is obtained from A by flipping the sign of the ith coordinate. In other words, the average
sensitivity is the expected number of coordinates of A that could be changed in order to change the
value of f .
We also define the average sensitivity in the Gaussian setting:
Definition. For f : Rn → {−1, 1} a boolean function, we define its Gaussian average sensitivity
to be
GAS(f) :=
n∑
i=1
Pr(f(X) 6= f(X(i))),
where above X is a Gaussian random variable and X(i) is obtained from X by replacing the ith
coordinate by an independent random Gaussian.
A related notion is that of noise sensitivity in the Bernoulli or Gaussian context. Whereas
average sensitivity counts the expected number of coordinates that could be changed to alter the
sign of f , noise sensitivity measures the probability that the sign of f changes if each coordinate is
changed by a small amount. In particular we define:
Definition. For f : Rn → {−1, 1} a boolean function, and 1 ≥ δ ≥ 0 we define the noise sensitivity
of f with parameter δ to be
NSδ(f) := Pr(f(A) 6= f(B)),
where A and B are Bernoulli random variables with B obtained from A by flipping the sign of each
coordinate randomly and independently with probability δ.
Definition. For f : Rn → {−1, 1} a boolean function, and 1 ≥ δ ≥ 0 we define the Gaussian noise
sensitivity of f with parameter δ to be
GNSδ(f) := Pr(f(X) 6= f(Y )),
where X and Y are Gaussian random variables that together form a joint Gaussian with
Cov(Xi, Yj) =
{
(1− δ) if i = j
0 otherwise
.
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7.1.2 Previous Work
The main Conjecture about the noise sensitivity of polynomial threshold functions was given in [8]
Conjecture 44 (Gotsman-Linial). Let f be a degree-d polynomial threshold function in n variables,
then
AS(f) ≤ 2−n+1
d−1∑
k=0
(
n
⌊(n− k)/2⌋
)
(n− ⌊(n− k)/2⌋).
Remark. It should be noted that the upper bound conjectured above is actually obtainable. In
particular, if f is the polynomial threshold function associated to the polynomial
d∏
i=1

 n∑
j=1
Aj − d+ 2i− 1/2


achieves this bound.
In particular, Conjecture 44 implies that
AS(f) = O(d
√
n).
By the work of [10], this implies bounds on other notions of sensitivity. In particular it would imply
that
NSδ(f) = O(d
√
δ)
and
GNSδ(f) = O(d
√
δ).
Furthermore, this would imply the following bound on the Gaussian average sensitivity
GAS(f) = O(d
√
n).
In particular, we have:
Lemma 45. The largest Gaussian average sensitivity of any degree-d polynomial threshold function
in n variables is at most the largest average sensitivity of a degree-d polynomial threshold function
in n variables.
Proof. We will show that if f is a degree-d PTF in n variables, then GAS(f) can be written as an
expectation over the average sensitivities of certain other degree-d PTFs in n variables. The key to
this argument is to produce the correct distribution on pairs of Gaussians that differ in exactly one
coordinate in an unusual way. In particular, we define n-variable Gaussians Z and Z ′ as follows:
Zi =
1√
2
(Xi +AiYi), Z
′
i =
1√
2
(Xi +BiYi)
where Xi, Yi are independent Gaussian random variables, and A = (A1, . . . , An), B = (B1, . . . , Bn)
are Bernoulli random variables that differ only in a single random coordinate. It is clear that Z
and Z ′ are random Gaussians that agree in all but one of their coordinates, and that they are
independent in the coordinate on which they differ. Thus,
GAS(f) = Pr(f(Z) 6= f(Z ′)).
47
On the other hand, after fixing values of X and Y , we may define a new degree-d PTF fX,Y by
fX,Y (A) := f
(
1√
2
(Xi +AiYi)
)
.
Therefore, we have that
GAS(f) = Pr(f(Z) 6= f(Z ′))
= EX,Y [Pr(fX,Y (A) 6= fX,Y (B))]
= EX,Y [AS(fX,Y )].
This is at most the maximum possible average sensitivity of a degree-d PTF in n variables.
Proving the conjectured bounds for the various notions of sensitivity has proved to be quite
difficult. The degree-1 case of Conjecture 44 was known to Gotsman and Linial. The first non-
trivial bounds for higher degrees were obtained independently by [10] and [5], who later combined
their papers into [4]. They essentially proved bounds on average sensitivities of Od(n
1−1/O(d)) and
bounds on noise sensitivities of Od(δ
1/O(d)). For the special case of Gaussian noise sensitivity, the
author proved essentially optimal bounds in [12] of O(d
√
δ). In this section, we improve on these
bounds and in particular show that AS(f) = Oc,d(n
5/6+c). Our basic technique will be to compare
NSδ(f) to GNS2δ(f) using an appropriate invariance principle. It should be noted that this idea
could have been applied using traditional means, but that the bound obtained would not have been
better than δ1−O(1/d).
7.2 Noise Sensitivity Bounds
In this section, we prove the following three theorems:
Theorem 46. If f is a degree-d polynomial threshold function, and if c, δ > 0, then
NSδ(f) = Oc,d(δ
1/6−c).
Theorem 47. If f is a degree-d polynomial threshold function in n variables, and if c > 0, then
AS(f) = Oc,d(n
5/6+c).
Theorem 48. For f a degree-d polynomial threshold function in n variables and c > 0,
GAS(f) = Oc,d(n
5/6+c).
We begin with the proof of Theorem 46 in the case of regular polynomial threshold function.
Proposition 49. Let f = sgn ◦ p be a polynomial threshold function for p a degree-d polynomial
with a (τ,N,m, ǫ)-regular decomposition for 1/2 > ǫ, τ > 0. Let 1 > δ > 0, then
NSδ(f) = O(d
√
δ) +O(dǫ1/2d log(ǫ−1)) +Od,m(Nτ1/5 log(τ−1)dm/2+1).
The proof of Proposition 49 will be to use the replacement method to show that NSδ(f) is
approximately GNS2δ(f), which we bound using the main theorem of [12]. Unfortunately, we will
not be able to apply Proposition 21 directly, but many of the techniques will be similar.
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Proof. Let A1, A2 be a pair of Bernoulli random variables so that for each coordinate i, A1i and A
2
i
are equal with probability 1 − δ independently over different i. NSδ(f) = Pr(f(A1) 6= f(A2)) =
2Pr(f(A1) = 1, f(A2) = −1). We wish to bound this later probability.
Let X1 and X2 be Gaussian random variables so that the joint distribution (X1,X2) is a
Gaussian with
Cov(X1i ,X
2
j ) =
{
1− 2δ if i = j
0 Otherwise
Note that all of the first three moments of (A1, A2) are identical to the corresponding moments of
(X1,X2).
We are given that there exists a polynomial p0 with |p − p0|22,B < ǫVar(p0) so that p0 has a
(τ,N)-diffuse decomposition (h, q1, . . . , qm) with qi multilinear and Infi(qj) ≤ τ for all i, j. After
rescaling these polynomials, we may assume that Var(p0) ≤ |p0|22 = 1. Note that by Corollary
26 that with probability 1 − O(ǫ) that |p(Ai) − p0(Ai)| < ǫ1/2 log(ǫ−1)d for each of i = 1, 2. By
Proposition 17 there exist functions f1, f2 : Rm → [0, 1] so that:
• f1(x) = 1 if h(x) + ǫ1/2 log(1 + ǫ−1)d > 0.
• f2(x) = 1 if h(x)− ǫ1/2 log(1 + ǫ−1)d < 0.
• ∣∣∣E[f1(q1(X1), . . . , qm(X1))] − E[I(0,∞)(h(q1(X1), . . . , qm(X1)) + ǫ1/2 log(1 + ǫ−1)d)]∣∣∣
= Od,m(Nτ
1/5 log(τ−1)dm/2+1).
• ∣∣∣E[f2(q1(X2), . . . , qm(X2))]− E[I(−∞,0)(h(q1(X1), . . . , qm(X1))− ǫ1/2 log(1 + ǫ−1)d)]∣∣∣
= Od,m(Nτ
1/5 log(τ−1)dm/2+1).
• |(f i)(k)|∞ = Om(τ−k/5) for 1 ≤ k ≤ 4.
We then have that
NSδ(f) = 2Pr(f(A
1) = 1, f(A2) = −1)
≤ E[f1(q1(A1), . . . , qm(A1))f2(q1(A2), . . . , qm(A2))] +O(ǫ).
We would like to relate
E[f1(q1(A
1), . . . , qm(A
1))f2(q1(A
2), . . . , qm(A
2))]
to
E[f1(q1(X
1), . . . , qm(X
1))f2(q1(X
2), . . . , qm(X
2))].
In particular, we have that with respect to the Gaussian distribution, f i(q1(X), . . . , qm(X)) differs
from I(0,∞)(±(p0(X)− ǫ1/2 log(ǫ−1)d)) with probability at most Od,m(Nτ1/5 log(τ−1)dm/2+1). This
in turn differs from I(0,∞)(±p0(X)) with probability at most O(dǫ1/2d log(ǫ−1)) by Lemma 2. Hence
we have that
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E[f1(q1(X
1), . . . , qm(X
1))f2(q1(X
2), . . . , qm(X
2))]
= O(dǫ1/2d log(ǫ−1)) +Od,m(Nτ1/5 log(τ−1)dm/2+1) + E[I(0,∞)(p(X1))I(−∞,0)(p(X2))
= O(dǫ1/2d log(ǫ−1)) +Od,m(Nτ1/5 log(τ−1)dm/2+1) +GNS2δ(f)
= O(dǫ1/2d log(ǫ−1)) +Od,m(Nτ1/5 log(τ−1)dm/2+1) +O(d
√
δ).
Where the bound on the Gaussian noise sensitivity comes from the main Theorem of [12].
Thus, we are left with the task of bounding the difference between E[f1(qi(A
1))f2(qi(A
2))] and
E[f1(qi(X
1))f2(qi(X
2))]. We do this with the replacement method. We let Zi,ℓ be the random
vector whose jth component is Aij if j > ℓ and X
i
j otherwise. We note that Z
i,0 = Ai and Zi,n = Xi.
We proceed to bound the difference
|E[f1(qi(Z1,j−1))f2(qi(Z2,j−1))]− E[f1(qi(Z1,j))f2(qi(Z2,j))]|. (15)
We note that Zi,j−1 and Zi,j agree in all but the jth coordinate. Thus, in bounding the difference
above we may consider all but the jth coordinate fixed. We then approximate the resulting function
of Z1j , Z
2
j by it’s Taylor series. In particular, if we let zi = Z
i
j, then for appropriate functions g1
and g2 (depending on the other coordinates of Z) we need to consider E[g1(z1)g2(z2)]. We have
that g1(z1)g2(z2) equals a degree 3 polynomial in z1 and z2 plus an error of at most
z41g
′′′′
1 (t1)g2(0)/24 + z
3
1z2g
′′′
1 (t2)g
′
2(t3)/6 + z
2
1z
2
2g
′′
1 (t4)g
′′
2 (t5)/4
+ z1z
3
2g
′
1(t6)g
′′′
2 (t7)/6 + z
4
2g1(0)g
′′′′
2 (t8)/24
for some points ti. Since the expectations of the degree 3 polynomials in z1 and z2 are the same
in the Bernoulli and Gaussian case, and since the fourth moments are bounded, we have that the
difference in Equation (15) is
O
(
E
[|g′′′′1 |∞ + |g′′′1 g′2|∞ + |g′′1g′′2 |∞ + |g′′′1 g′2|∞ + |g′′′′2 |∞]) .
Now the kth derivative of gi can be written as
m∑
i1,...,ik=1
∂kf i
∂qi1 · · · ∂qik
k∏
ℓ=1
∂qiℓ(Z
i)
∂zj
.
On the other hand, by assumption, this partial derivative of f i is at most τ−k/5, and the product
is at most (
max
ℓ
∂qℓ
∂xj
)k
.
Thus, the total error in Equation (15) is at most
O
(
m4τ−4/5E
[
m∑
ℓ=1
2∑
i=1
(
∂qℓ(Z
i)
∂zj
)4])
.
It is clear that
E
[(
∂qℓ(Z
i)
∂zj
)2]
= Infj(qℓ).
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Thus, ∂qℓ(Z
i)
∂zj
is a polynomial in independent Bernoulli and Gaussian random variables with second
moment Infj(qℓ). Therefore by Lemma 27 its fourth moment is Od(Infj(qℓ)
2). Therefore we have
that the expression in Equation (15) is at most
Od,m
(
τ−4/5
∑
ℓ
Inf2j (qℓ)
)
.
Therefore, summing this over j, we get that∣∣E[f1(qi(A1))f2(qi(A2))]− E[f1(qi(X1))f2(qi(X2))]∣∣
is at most
Od,m

τ−4/5∑
j,ℓ
Inf2j (qℓ)

 .
On the other hand, for fixed ℓ we have that
∑
j Infj(qℓ) = Od(1) and that for each j that Infj(qℓ) ≤ τ .
Therefore,
∑
j Inf
2
j (qℓ) = Od(τ). Thus, we have that∣∣E[f1(qi(A1))f2(qi(A2))]− E[f1(qi(X1))f2(qi(X2))]∣∣ = Od,m(τ1/5).
Recall though that
NSδ ≤ E[f1(qi(A1))f2(qi(A2))] +O(ǫ)
and that
E[f1(qi(X
1))f2(qi(X
2))] = O(dǫ1/2d log(1 + ǫ−1)) +Od,m(Nτ1/5 log(τ−1)dm/2+1) +O(d
√
δ).
Combining these yields our result.
We are now prepared to prove Theorem 46.
Proof. Write f = sgn◦p for p a degree-d polynomial. We will reduce to the case of Proposition 49 by
use of Theorem 34. In particular, we may write p as a decision tree of depth Oc,d(δ
−5/6 log(δ−1)O(d))
so that a 1−δ5/6 fraction of the leaves are polynomials with either a (δ5/6, δ−c/2, Oc,d(1), δ2d)-regular
decomposition or with variance less than δ2 times their squared mean.
Consider A1 and A2 random Bernoulli variables that differ in each coordinate independently
with probability δ. Consider the path on the decision tree above followed by A1. With probability
at least 1 − δ5/6 the resulting leaf satisfies one of the two cases specified by Theorem 34. Fur-
thermore, with probability at least 1−Oc,d(δ1/6 log(δ−1)O(d)) A2 agrees with A1 on all coordinates
queried by the decision tree. Conditioned on this occurrence, the probability that p(A1) and p(A2)
have different signs is equal to the noise sensitivity with parameter δ of the polynomial threshold
function defined by the leaf. If the leaf has a (δ5/6, δ−c/2, Oc,d(1), δ2d)-regular decomposition, this
is Oc,d(δ
1/6−c) by Proposition 49. If this polynomial has low variance compared to its mean, then
both p(A1) and p(A2) are the same sign as the mean of p with high probability by Corollary 26.
Thus, we have that
NSδ(f) ≤ δ5/6 +Oc,d(δ1/6 log(δ−1)O(d)) +Oc,d(δ1/6−c) = Oc,d(δ1/6−c).
Theorem 47 now follows immediately by Lemma 8.1 of [10]. And Theorem 48 follows from
Theorem 47 and Lemma 45.
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8 Application to PRGs for PTFs with Bernoulli Inputs
In [16], Meka and Zuckerman developed a relatively small pseudo-random generator of polynomial
threshold functions with Bernoulli inputs. Their generator was defined as follows. Let h : [n]→ [a]
be a hash function picked from a 2-independent family. Let A1, . . . , Aa : [n] → {−1, 1} be chosen
independently from a k-independent hash family. Meka and Zuckerman’s generator is given by
Ai = A
h(i)
i . Meka and Zuckerman show that for appropriate chosen m = O˜(ǫ
−2) and a = O(ǫ−O(d))
that this generator fools all degree-d polynomial threshold functions to within ǫ.
Meka and Zuckerman’s proof is essentially to think of h as constant and to use the replacement
method to bound the expected errors as the Ai are replaced by random Gaussians vectors one at a
time. If the polynomial in question is sufficiently regular, then these errors will be small, and thus,
the expected value of the PTF in question over the PRG will be close to the expected value of the
PTF over random Gaussian inputs, and by the Invariance Principle, the expected value at random
Bernoulli inputs will also be close. Unfortunately, this technique had been limited by the classical
Invariance Principle and Regularity Lemma, and thus, could not produce a PRG of seed length
less than ǫ−O(d). In this section, we will show how our Diffuse Invariance Principle and Regularity
Lemma can improve this to produce a PRG of seed length Od(log(n)ǫ
−O(1)).
We begin by producing a pseudorandom generator that works in the case of regular polynomials,
and then reducing the general case to this one.
8.1 The Regular Case
Proposition 50. Let p be a degree-d polynomial in n variables with a (τ,N,m, ǫ)-regular decom-
position. Let a be a positive integer. Let h : [n] → [a] be picked randomly from a 2-independent
hash family and for each h let A1, . . . , Aa : [n]→ {−1, 1} be picked indecently from 4d-independent
hash families. Define the n-variable function A in terms of h and Ai as Ai = A
h(i)
i . Then if B is
a Bernoulli random variable, |E[sgn(p(A))]− E[sgn(p(B))]| is at most
Od,m(Nτ
1/5 log(1 + τ−1)dm/2+1) +O(dǫ1/d log(ǫ−1)1/2) +O(a−1τ−1).
We begin by showing that a similar statement holds for an appropriate choice of h.
Lemma 51. Let p and p0 be degree-d polynomials with |p − p0|22,B ≤ ǫ2Var(p0) so that p0 has a
(τ,N)-diffuse decomposition (g, q1, . . . , qm) with qi multilinear (1/2 > ǫ, τ > 0). Suppose further-
more that h : [n]→ [a] is a function so that
a∑
j=1

 ∑
ℓ:h(ℓ)=j
∑
i
Infℓ(qi)


2
≤ τ.
Let A1, . . . , Aa : [n]→ {−1, 1} be picked independently from a 4d-independent hash family. Define
the random variable A so that its ith coordinate is the ith coordinate of Ah(i). Then for G a random
Gaussian we have that
|E[sgn(p(A))] − E[sgn(p0(G))]| ≤ Od,m(Nτ1/5 log(τ−1)dm/2+1) +O(dǫ1/2d).
Proof. We show that
Pr(p(A) ≤ 0) ≤ Pr(p0(G) ≤ 0) +Od,m(Nτ1/5 log(τ−1)dm/2+1) +O(dǫ1/2d).
The other direction will follow analogously.
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First, we note that by Corollary 26 that with probability 1 − O(ǫ) that |p(A) − p0(A)| <
ǫ1/2
√
Var(p0) ≤ ǫ1/2|p0|2. Therefore,
Pr(p(A) ≤ 0) ≤ Pr(p0(A) ≤ −ǫ1/2|p0|2) +O(ǫ).
On the other hand,
Pr(p0(G) ≤ −ǫ1/2|p0|2) = Pr(p0(G) ≤ 0) +O(dǫ1/2d)
by Lemma 2. Hence it will suffice to prove that
Pr(p0(A) ≤ −ǫ1/2|p0|2) ≤ Pr(p0(G) ≤ −ǫ1/2|p0|2) +Od,m(Nτ1/5 log(τ−1)dm/2+1).
Modifying p0 by ǫ
1/2|p0|2, it suffices to prove under the same hypothesis that
Pr(p0(A) ≤ 0) ≤ Pr(p0(G) ≤ 0) +Od,m(Nτ1/5 log(τ−1)dm/2+1).
The proof is by Proposition 21. Let Bi be the vector of entries Aij of A
i for which h(j) = i.
Reordering, the coordinate variables we can make it so that A = (B1, . . . , Ba). Similarly, let
G = (G1, . . . , Ga). Note that since the qi are multilinear and degree at most d, that any degree-3
polynomial in the qi has the same expectation under the B
i as under the Gi. We may thus apply
Proposition 21 with k = 4. We have that
|Pr(p0(A) ≤ 0)− Pr(p0(G) ≤ 0)| = Od,m(Nτ1/5 log(τ−1)dm/2+1 + τ−4/5T ). (16)
Recall that T above is ∑
i,j
Ti,j
where Ti,j is
E
[(
qi(B
1, . . . , Bj , Gj+1, . . . , Ga)− EY [qi(B1, . . . , Bj−1, Y,Gj+1, . . . , Ga)]
)4]
+E
[(
qi(B
1, . . . , Bj−1, Gj , . . . , Ga)− EY [qi(B1, . . . , Bj−1, Y,Gj+1, . . . , Ga)]
)4]
.
By the 4d-independence of the Bi, this expectation is the same as it would be if they were fully
independent Bernoulli variables. Thus, by Lemma 27, this is at most
Od
(
E
[(
qi(B
1, . . . , Bj, Gj+1, . . . , Ga)− EY [qi(B1, . . . , Bj−1, Y,Gj+1, . . . , Ga)]
)2])2
+Od
(
E
[(
qi(B
1, . . . , Bj−1, Gj , . . . , Ga)− EY [qi(B1, . . . , Bj−1, Y,Gj+1, . . . , Ga)]
)2])2
.
Since the terms in the expectations above are at most quadratic in any coordinate, the expectation
is unchanged by replacing Gaussian inputs with Bernoullis and hence
Ti,j = Od
(
E
B1,...,Bˆj ,...,Ba
[VarBj (qi(B))]
2
)
.
The variance above is clearly the sum of the squares of the coefficients of the non-constant terms of
the polynomial obtained by substituting the values of B1, . . . , Bˆj , . . . , Ba into qi. The expectation
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of this is easily seen to be the sum of the squares of the coefficients of the monomials in qi containing
at least one of the Bj variables. This in turn is clearly at most
∑
ℓ:h(ℓ)=j Infℓ(qi). Thus,
T =
m∑
i=1
a∑
j=1
Ti,j
≤
m∑
i=1
a∑
j=1
Od

 ∑
ℓ:h(ℓ)=j
Infℓ(qi)


2
≤
a∑
j=1

 ∑
ℓ:h(ℓ)=j
∑
i
Infℓ(qi)


2
≤ τ.
Thus, by Equation (16),
|Pr(p0(A) ≤ 0)− Pr(p0(G) ≤ 0)| = Od,m(Nτ1/5 log(τ−1)dm/2+1),
completing our proof.
We can now prove Proposition 50
Proof. Let q1, . . . , qm be as given in the (τ,N,m, ǫ)-regular decomposition of p.
By the above Lemma, it suffices to prove that with probability 1−O(a−1τ−1) over h that
a∑
j=1

 ∑
i:h(i)=j
∑
ℓ
Infi(qℓ)


2
= Od,m(τ).
On the other hand this is at most
m
∑
ℓ
∑
i
Infi(qℓ)
2 +m
∑
ℓ
∑
i 6=i′:h(i)=h(i′)
Infi(qℓ)Infi′(qℓ).
Since
∑
i Infi(qℓ) = Od(1) for each ℓ and since each Infi(qℓ) is at most τ , the first term above is
Od,m(τ). The expectation of the latter term above is
m/a
∑
ℓ
∑
i 6=i′
Infi(qℓ)Infi′(qℓ) ≤ Om

a−1∑
ℓ
(∑
i
Infi(qℓ)
)2
= Od,m(a
−1).
Our result follows from the Markov bound on this random variable.
8.2 The General Case
We are now prepared to state our conclusions in the general case.
54
Theorem 52. Let A be a random variable defined as follows. Let h : [n]→ [a] be picked randomly
from a 2-independent hash family for a = ǫ−6. Let A1, . . . , Aa : [n] → {−1, 1} be picked indepen-
dently from k-independent hash families for k = ǫ−5 + 4d. Let Ai = A
h(i)
i for 1 ≤ i ≤ n. Note
that A can be generated from a seed of length O(log(n)ǫ−11). Let B be a random n-dimensional
Bernoulli random variable, and let f be any degree-d polynomial threshold function in n variables.
Then for any c > 0
|E[f(A)]− E[f(B)]| = Oc,d(ǫ1−c).
Remark. Note that by changing the values of a and k above we can find a PRG with seed length
Oc,d(log(n)ǫ
−11−c) that fools degree-d PTFs to within ǫ.
Proof. Note that the coordinates of A are k-independent (since they are for each possible value of
h). Assume that ǫ is sufficiently small (since otherwise there is nothing to prove). By Theorem 34
we know that f can be written as a decision tree of depth ǫ−5 so that with probability 1 − O(ǫ)
a randomly chosen leaf is of the form sgn ◦ p where either Var(p(B)) < ǫ2|E[p(B)]| or p has an
(ǫ5, ǫ−c/5, Oc,d(1), ǫ2d)-regular decomposition. For each such decision-tree path, condition on A and
B on having the appropriate values on the appropriate ǫ−5 coordinates defining this branch of the
decision tree. Note that the conditional distribution on A can be written in the same form as A
was originally written only with the Ai perhaps only being 4d-independent.
There is a probability of 1 − O(ǫ) that p satisfies one of the two conditions outlined above. If
the former condition holds, both p(A) and p(B) have the same sign as E[p(B)] with probability
1−O(ǫ). In the latter case, by Proposition 50, we have that for an appropriate p0
E[sgn(p(A))] = E[sgn(p0(G))] +Od,m(ǫ
1−c) = E[sgn(p(B))] +Od,m(ǫ1−c)
(since B is also of the form specified in Proposition 50). This completes our proof.
9 Conclusion
We have introduced the notion of a diffuse decomposition of a polynomial and proved that they
exist for reasonable parameters. This in turn has allowed us to make improvements on known
bounds for several major problems relating to polynomial threshold functions. There are several
directions in which this work might be expanded. Perhaps most importantly is that the theory
introduced in this paper may well have applications to other problems of interest in the field. On
the other hand, Theorem 1 still has room for improvement. In particular, I believe that such a
diffuse decomposition should exist with size merely polynomial in dN/c. Producing such a technical
improvement, would allow one to noticeably improve the d-dependence in all of the applications
presented in this paper.
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