Abstract. Multiple zeta values in the usual sense are the special values of multiple variable zeta functions at positive integers. Their extensive studies have become important in both mathematics and physics with broad connections and applications. In contrast, very little is known about the special values of multiple zeta functions at non-positive integers, henceforth called general multiple zeta values (gMZVs). The reason is that these general MZVs are singular and thus not well-defined. We define and study multiple zeta functions at any integer values by adapting methods of regularization and renormalization from quantum field theory, especially in the Hopf algebra approach of Connes and Kreimer. This definition of gMZVs agrees with the convergent MZVs and extends the work of Zagier et al on renormalization of MZVs with positive arguments. Also with this approach, the general MZVs satisfies the quasi-shuffle (stuffle) relation.
Introduction
Multiple zeta values, as we know in the current literature, are defined to be the evaluation of the multi-variable analytic function, called the multiple zeta function, (1) ζ(s 1 , · · · , s k ) =
, at positive integers s 1 , · · · , s k with s 1 > 1. The earliest study of algebraic relations among multiple zeta values (MZVs) went back to Euler when k = 2. Their systematic study started in early 1990s with the works of Hoffman [32] and Zagier [50] . Since then MZVs and their generalizations have been studied extensively by numerous authors from different point of views with connections to arithmetic geometry, mathematical physics, quantum groups and knot theory [6, 8, 10, 25, 26, 35, 37] .
In comparison, very little is known about special values of multiple zeta functions at integers that are not all positive. The simple reason is that, even after its analytic continuation as given in [1, 3, 41, 42, 51] , the multiple zeta function in Eq. (1) is still undefined at most non-negative integers. Possible definitions of multiple zeta functions at certain non-positive integers were proposed in [1, 3] . Let us briefly recall these previous progresses before introducing our approach by renormalization.
1.1. Earlier approach by analytic continuation. Analytic continuation of ζ(s 1 , s 2 ) has been considered as early as 1949 by Atkinson [5] with applications to the study of the asymptotic behavior of the 'mean values' of zeta-function.
Through the more recent work of Zhao [51] , and Akiyama, Egami and Tanigawa [1] , we know that ζ(s 1 , · · · , s k ) can be meromorphically continued to C k with singularities on the subvarieties s 1 = 1; s 1 + s 2 = 2, 1, 0, −2, −4, · · · ; and
We also have some control of the behavior near the singularities. For example, near (0, 0) ζ(s 1 , s 2 ) = 4s 1 + 5s 2 
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where R 2 (s 1 , s 2 ) is an entire function near (0, 0) with R 2 (0, 0) = 0. In [1, 3] , several definitions were proposed for multiple zeta functions at (s 1 , · · · , s k ) where s i are all non-positive. Some of the definitions of ζ(s 1 , · · · , s k ) are Naturally they give different values. In the case of ζ(r 1 , r 2 ) at (r 1 , r 2 ) = (0, 0), the proposed values are 1/3, 5/12, 3/8 respectively according to the above three definitions. In fact, by letting (r 1 , r 2 ) approach to (0, 0) along different paths, one can get any values, as well as the infinity, to be the limit. There did not appear to be a way to decide which definition is the better one. It is also not known how these special values are related to the usual MZVs. Further, even though some good properties of the variously defined non-positive MZVs were obtained in the these papers, they fell short of the analogous properties of the positive MZVs, especially the double shuffle relations.
1.2.
The approach by regularization renormalization. In this paper, we propose a definition of the values of multiple zeta functions ζ(s 1 , · · · , s k ) at (s 1 , · · · , s k ) for nonpositive integers s i , 1 ≤ i ≤ k, that we expect to extend to arbitrary integers. This definition coincides with the usual definition of multiple zeta values when both are defined. Our extended multiple zeta values also satisfy the quasi-shuffle relation. Drawing analogy from series arising from Todd classes in toric varieties [9] , our strategy is to combine a classical mathematics equation for the Riemann zeta function at nonpositive integers with a well-known method of renormalization in quantum field theory that was recently put into a more mathematical framework by the work of Connes and Kreimer [12, 13] .
The mathematics equation that traces back to Euler is the following generating series of Bernoulli numbers for k ≥ 0. Consider ζ(s; ε) = n≥1 e nε n s , regarded as a deformation or "regularization" of the Riemann zeta function ζ(s) = n≥1 1 n s . The series converges for any integer s when Re(ε) < 0. In particular, ζ(1; ε) = e ε 1−e ε and Eq. (4) gives the Laurent series expansion of the regularized sum n≥1 e nε at ε = 0. For a Laurent series f (ε) = n≥−N a n ε n , we denote the power series part (or the finite part) n≥0 a n ε n of the Laurent series by fp(f ), a notation borrowed from [39] which, according to the authors, can be traced back to Hadamard. We tentatively call fp(f )| ε=0 the renormalized value of f (ε) (see Section 4 for the general case). Then we have fp So even if ζ(0; ε) = n≥1 e nε does not give ζ(0), its renormalized value does. Similarly, to evaluate ζ(−k) for k ≥ 1, consider the regularized sum ζ(k; ε) = So the renormalization method does give the correct Riemann zeta values at non-positive integers. We next try to extend this to multiple zeta functions. To "evaluate" ζ(0, 0), for example, one consider the regularized sum
1 − e 2ε .
Going through a similar calculation, we find fp n 1 >n 2 >0 e n 1 ε e n 2 ε ε=0
This does not agree with any of the above proposed values of ζ(0, 0) in Eq. (2) . Further, as with the earlier definitions, this value does not hold the well-known quasi-shuffle (stuffle) relation: ζ(0)ζ(0) = 2 ζ(0, 0) + ζ(0) since the left hand side is 1/4 and the right hand side is 5/12. Recall the well-known quasi-shuffle relation ζ(s)ζ(s) = 2 ζ(s, s) + ζ(2s) for any integer s ≥ 2.
To fix this problem and obtain a more suitable definition of non-positive MZVs, we draw inspiration from the renormalization of perturbative quantum field theory that extract a finite number from a divergent (Feynman) integral. A key principle in a renormalization procedure is that if a divergent integral contains a component integral that is already divergent, then the divergency of the component integral has to be removed before removing the divergency of the integral itself. This process was put in the framework of Hopf algebra and Rota-Baxter algebra by the recent work of Connes and Kreimer [12, 13] , continued in [14, 21, 22] . See also [24, 38] for more comprehensive surveys.
For our example of ζ(0, 0), we observe that the regularized sum
has a component sum n 2 ≥n 1 +1 e n 2 ε which is already divergent when ε go to 0. We found that it should be defined to be
This value indeed satisfies the quasi-shuffle relation ζ(0)ζ(0) = 2ζ(0, 0) + ζ(0). Details will be given in Sections 3 and 4 to define multiple zeta functions at any integer points, henceforth called general multiple zeta values or gMZVs in short. Shortly speaking, we construct a Hopf algebra for the formal gMZVs and a Rota-Baxter algebra of Laurent series for the regularized gMZVs, with a (gMZV) character between them playing the role analogous to regularized Feynman rule in QFT. Then the values of gMZVs are defined from the renormalization of this gMZV character. In fact, the concepts of regularization and renormalization have already been introduced to the study of MZVs by Zagier [36] in special cases. There the main focus is to take care of the divergence of the MZVs ζ(s 1 , · · · , s k ) with s 1 = 1. Our regularization renormalization procedure of nonpositive MZVs will include theirs as a special case. Also with this approach, the general MZVs satisfy the quasi-shuffle (stuffle) relation.
1.3. Layout of the paper. This paper is organized as follows. In Section 2, we formulate the algebraic structure to study the renormalization of general multiple zeta values, in the framework of Hopf algebra and Rota-Baxter algebra that is originated in the renormalization of quantum field theory. We also highlight the presence of a differential operator that will play a role later in our study. In Section 3, we introduce the Hopf algebra and Rota-Baxter algebra for general multiple zeta values and show that they fit in the framework introduced in the previous section. As a consequence, we obtain the renormalization of the directed general multiple zeta values from which the general multiple zeta values will be derived. In Section 4, we prove the well-definedness of our general multiple zeta values with non-negative arguments, show that such multiple zeta values satisfy the quasi-shuffle (or mixable shuffle) relation, and show that these general multiple zeta values include as special cases the usual multiple zeta values, either defined by convergence, by analytic continuation, or by regularization in the sense of Zagier, et. al.
In a future work we plan to extend the double shuffle relation for multiple zeta values at positive integers to general multiple zeta values and to explore the connection with rational Drinfel'd associators [15] and DMR [44] . Some other directions would also be interesting to pursue, such as congruences of multiple zeta values at negative integers and similar approach to multiple Dirichlet L-functions, Hurwitz zeta functions and q-multiple zeta values.
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The algebraic setup
We formulate a general setup for our later applications to general MZVs.
2.1.
Hopf algebras, Rota-Baxter algebras and the algebraic Birkhoff decomposition. We review and extend the algebraic framework of Connes and Kreimer for renormalization of perturbative quantum field theory. For further details of physics applications, see [12, 13, 14, 21, 22, 38, 24] .
In the following an algebra means a k-algebra over a unitary commutative ring k that we usually take to be R or a subring of C. A connected filtered Hopf algebra is a Hopf algebra (H, ∆) with k-submodules H (n) , n ≥ 0 of H such that
A Rota-Baxter algebra of weight λ is a pair (R, P ) where R is an algebra and P : R → R is a linear operator such that (5) P (x)P (y) = P (xP (y)) + P (P (x)y) + λP (xy),
for any x, y ∈ R. Often θ = −λ is used, especially in the physics literature. Now let H be a connected filtered Hopf algebra and let (R, P ) be a commutative RotaBaxter algebra. Consider the algebra R := Hom(H, R) of linear maps from H to R where the product is given by the convolution
Then the operator 
Here we have used Sweedler's notation ∆(x) = (x) x (1) ⊗x (2) . (2) A differential Rota-Baxter algebra is a triple (R, P, d) where (R, P ) is a Rota- Baxter algebra and d : R → R is a differential operator such that
Theorem 2.2. Let H be a commutative connected filtered Hopf algebra. Let (R, P ) be a Rota-Baxter algebra of weight −1. Let φ : H → R be an algebra homomorphism.
(1) There are algebra homomorphisms φ − : H → k+P (R) and φ + : H → k+(1−P )(R) such that
Here φ
is the inverse of φ − with respect to the convolution product. Further,
and
Here we have used the notation (3) . For this we use induction on n to prove
for x ∈ H n . For x ∈ H 0 , we have x ∈ C. Since φ − is an algebra homomorphism by (1), we have
Assume Eq. (9) has been verified for n ≤ k and consider x ∈ H k+1 . We have
Here we have used the induction hypothesis in the last step. On the other hand,
and then applying φ − ⋆ φ to it, we get
This completes the induction for Eq. (9).
2.2.
Quasi-shuffle algebras. Let A be a unitary or nonunitary k-algebra. Consider the tensor product algebra (10)
with the convention that A I I 0 = k. Here we have used I I instead of ⊗ to denote the tensor product of A with itself since ⊗ will be used in the coproduct introduced below. LetĪI be the product in T (A). That is, for a ∈ A I I m and b ∈ A I I n , we have
Here the products in the second and third case are scalar product and in the fourth case is the product in k. Thus,ĪI identifies k I I A and A I I k with A by the structure map k I I A → A of the k-module A.
We next equip H A = T (A) with another product * so that, together with the deconcatenation coproduct, H A is a connected filtered Hopf algebra. This is a simple generalization of the quasi-shuffle Hopf algebra of Hoffman [34] . The product * is defined by the quasishuffle product in its recursive form, and by the mixable shuffle product in its explicit form by one of the authors and Keigher [30] . To define a * b explicitly, recall that a shuffle of a and b is a tensor list of a i and b j without changing the order of the a i s and b j s. A mixable shuffle is a shuffle in which some (or none) of the pairs a i I I b j are merged into a i b j . See [30] for the precise definition. Then a * b is the sum of mixable shuffles of a and b. For example, for a = a 1 ∈ A and b = b 1 I I b 2 ∈ A I I 2 , we have
It is shown in [17] , under certain restrictions, that the quasi-shuffle product and the mixable shuffle agree with each other. We note that the mixable shuffle arises from the construction of free commutative Rota-Baxter algebras and has been denoted by ⋄ + in the literature of Rota-Baxter algebras (previously known as Baxter algebras), such as [4, 17, 18, 19, 27, 28, 29, 30, 31] . We adapt the notation * to be consistent with the current convention of quasi-shuffles in the literature of multiple zeta values.
We now give more details of the recursive definition of the product * by mimicking Hoffman [34] who treated it when A comes from a graded locally finite multiplicative set. We only need to define a * b for pure tensors a ∈ A I I m and b ∈ A I I n , and then to extend it to a product on H A by biadditivity. If m = 0, then a ∈ k. Then we define a * b to be the scalar product. Similarly if n = 0. In particular, 1 is the identity for * . So we only need to define a * b when m > 0 and n > 0. Then we have a = a 1Ī I a ′ and
. With this notation, we define a * b by induction on m + n. When m + n = 0, this has been done. Assuming that a * b has been define for m + n ≤ k and consider a ∈ A I I m , b ∈ A I I n with m + n = k + 1. If either m or n is zero, then again we are done. If m > 0 and n > 0, then define
By the induction hypothesis, the three terms on the right hand side are defined.
Without resorting to the notationĪI , the product * is defined by the following recursion. First define the multiplication on A I I 0 = k to be the scalar product. In particular, 1 k is the identity. For any m, n ≥ 1 and a := a 1 I I · · · I I a m ∈ A I I m , b := b 1 I I · · · I I b n ∈ A I I n , define a * b by induction on the sum m + n. Then m + n ≥ 2. When m + n = 2, we have a = a 1 and b = b 1 . Define
Assume that a * b has been defined for m+n ≥ k ≥ 2 and consider a and b with m+n = k+1. Then m + n ≥ 3 and so at least one of m and n is greater than 1. Then we define
Here the products by * on the right hand side of each equation are well-defined by the induction hypothesis.
The following theorem is a simple generalization of [34, Theorem 3.1, 3.2] and [17, Theorem 2.5] where A comes from a locally finite set. The same proof works in our generality. As the theorem is essential for the rest of the paper, we provide some details of the proof. (17) and the projection counit ε :
Proof. (1) The same proof for [34, Theorem 2.1] applies. Just replace the length of a word by the tensor degree of a tensor. Alternatively, one can use item (2) which is proved independent of item (1) and use the fact that the mixable shuffle product ⋄ + is commutative and associative [30, Theorem 3.5] . (2) The proof is the same as for [17, Theorem 2.5] whose proof only requires that A is a commutative k-algebra. The coassociativity is clear. So to prove that H A is a bialgebra, we only need to show that ε and ∆ are algebra homomorphisms. For ε, this is clear. For ∆, we prove
for pure tensors a ∈ A I I m and b ∈ A I I n by induction on m + n ≥ 0. If m + n ≤ 1, then at least one of a and b is a scalar in k and Eq. (18) is clear. Suppose the equation has been proved for m + n ≤ k and consider pure tensors a and b with m + n = k + 1. Then Eq. (18) is again clear if either one of m or n is zero. So we can assume m > 0 and n > 0. Then we have a = a 1Ī I a ′ and
Then by Eq. (17), we have
That is
Here a 1Ī I ∆(a ′ ) means a 1 is multiplied with the first tensor factors of ∆(a ′ ). Thus
Applying Eq. (12) to the first and fourth terms gives
On the other hand, by Eq. (12), Eq. (20) and the induction hypothesis, we have
Then by Eq. (19), the right hand side is
This agrees with ∆(a) * ∆(b). Therefore H A is a bialgebra. By the definition of * and ∆, H A is connected filtered. Then H A is automatically a Hopf algebra by [24, Proposition 5.3] , for example.
For a connected filtered Hopf algebra H, we use Sweedler's notation
x (1) ⊗x (2) and
where
Renormalization of multiple zeta values
As mentioned in the introduction, the main difficulty to study the values of multiple zeta functions at non-positive integers is that these values are not defined. So conventions have to be made on how to interpret such values. We propose to interpret these values as the renormalized values after a renormalization process that is similar to the one in perturbative quantum field theory that extract finite values from divergent integrals.
3.1. The Hopf algebra of general multiple zeta values. We consider the commutative semigroup
We similarly define the commutative semigroup (in fact a monoid)
and the commutative semigroups
For each of these semigroups N, let A N = k N be the semigroup nonunitary algebra which is a unitary algebra when N is a monoid. By Theorem 2.3,
with the quasi-shuffle product and deconcatenation coproduct, is a filtered connected Hopf algebra. Further, for N = M, M, M − or M − , the linear operator
Thus by Theorem 2.4, d extends to a derivation on the Hopf algebra H N defined by Eq. (21).
3.2.
Regularized general multiple zeta values. We also consider the following set of functions. For (s, r) ∈ Z × R >0 and (ε, x) ∈ C × R with Re(ε) < 0, define
We note that Z( s, r; ε, x) is also given by the recursive definition
where Q is the summation operator [19, 52] (24)
f (x + n),
These are related to the multiple Lerch functions [10, 19] which are generalizations of the multiple polylogarithms
In particular, if we let x = 0 in Z( s, r, ε, x), we have the regularized general multiple zeta values:
They are regarded as the regularization of the formal general multiple zeta values
3.3.
The Laurent series of regularized general multiple zeta values. We first construct Laurent series with log coefficients. We then show that the nested sums from regularized general multiple zeta values are such log Laurent series. . It is also closed under the indefinite integral operator: for any f ∈ T, its anti-derivatives are in T.
Since the series converges absolutely and uniformly in a nonempty open interval of {ε ∈ C 0 < ε < ∞}, the series can be differentiated and integrated term by term. Thus we only need to show that the derivative and anti-derivatives of ε k (ln ε) n , k ∈ Z, n ∈ Z ≥0 are linear combinations of the same form.
In the case when k ≥ −1, we use induction on n. It is clear when n = 0, and the induction proof follows from the integration by parts formula
This gives an element of the Laurent series
with coefficients in C[T ]. In fact, it is in
Thus we obtain an injection
Then with the decomposition
into a direct sum of subalgebras, we have the direct sum decomposition
of subalgebras. Thus R is a Rota-Baxter algebra with the Rota-Baxter operator P to be the projection to ε
Theorem 3.2.
(1) The pair (R, P) is a Rota-Baxter algebra.
(2) Define the operator
where e i ∈ Z k is the i-th unit vector. 
Proof. Item (1) is proved before the statements. The other items follow from an easy check.
Regularized general MZVs as log Laurent series. For
be the regularization of multiple zeta function. (29) with i = 0. When s > 0, we note that Z ′ (s, r; ε) = rZ(s − 1, r; ε). Since we have shown that Z(0, r; ε) is in T, we see that Z(1, r; ε) ∈ T and, by an induction on s, that Z(s, r; ε) ∈ T.
Assume that part (1) holds for k ≥ 1 and consider Z( s, r; ε) with s = (s 1 , · · · , s k+1 ). Case 1. s i ≤ 0 for some 1 ≤ i ≤ k + 1. We note that if n 2 >n 1 >n 0 f (n 1 )g(n 2 ) is absolutely convergent, then
Then we have Z( s, r, ε) = n 1 >···>n i−1 e n 1 r 1 ε+n 2 r 2 ε+···+n i−1 r i−1 ε n
e n 1 r 1 ε+n 2 r 2 ε+···+n i−1 r i−1 ε n
As in Eq. (29), the term
i e n i r i ε can be calculated explicitly,
Thus Z( s, r, ε) is a linear combination of Z( s j , r j , ε) with s j ∈ Z l−1 and r j ∈ Z l−1 >0 . Therefore the induction on k is completed in this case. 
each term on the right hand side is in T by Case 1. Since T is closed under integration, Z( s, r, ε) is in R. By the same argument and the induction assumption, Z( s, r, ε) is in T in general. This completes the induction.
(2). We again use induction on k. When k = 1, by the proof of part (1) we have Z( s, r; ε) ∈ C{{ε}}[ε −1 ]. The rest of the proof is the same as the argument in Case 1 of part (1).
Renormalization of directed MZVs. Combining Eq. (25) with Theorem 3.4 and
Eq. (27), we obtained an algebra homomorphism
which restricts to a differential algebra homomorphism
Then we have the decompositionZ =Z For later applications, we give the following explicit formula for the renormalization of regularized general MZVs. Proposition 3.6. Let P be the operator that sends a Laurent series to its pole part:
Here Π k is the set of ordered partitions (compositions) of k, consisting of ordered sequences
Proof. This follows from Eq. (8).
Because of Corollary 3.5, the following definition is valid.
, define the directed multiple zeta value It is easy to see that for any 0 < c ∈ R, we have ζ( s, c r) = ζ( s, r).
General multiple zeta values
We now use the directed multiple zeta values defined in Eq. (31) to obtain general multiple zeta values that generalize the usual multiple zeta values. For now we will focus on two cases, when all the arguments are positive and when all the arguments are non-positive. We show that they are indeed consistent with the usual definition of multiple zeta values and their various extensions. (1) By Corollary 3.5, the definition is valid for s ∈ Z k >0 with s 1 > 1. For s 1 ≥ 1, the existence of the limit will be proved in Theorem 4.9. We next separately consider several cases in more details. Proof. We prove the existence and uniqueness of u s by induction. Using integration by parts, we have u 2 (ε) = ε ln(ε) −ε. For k ≥ 2, assume the unique u k (ε) has been constructed with the required form u k (ε) = P k (ε) ln ε+Q k (ε). Let P k+1 (ε) be the unique antiderivative of P k (ε) with P k+1 (0) = 0. Let u k+1 (ε) = P k+1 (ε) ln ε + Q k+1 (ε) where Q k+1 (ε) is the unique antiderivative of −P k+1 (ε)/ε + Q k (ε) with Q k+1 (0) = 0. Then u k+1 (ε) has the desired properties. Suppose w(ε) = P (ε) ln ε + Q(ε) also has the desired properties. Then from u ′ k+1 = w ′ = u k , u k+1 and w differ by a constant. Since lim ε→0 u k+1 (ε) = lim ε→0 w(ε) = 0, this constant is zero.
Theorem 4.4.
(
Proof. (1) . Note that
and ln
−x
1−e x is an analytic function at x = 0, with
Taking the derivative and comparing with the expansion of
1−e x , we obtain a i = ζ(−i + 1)/i!. is analytic near ε = 0. Therefore, Z(2, r; ε) − rε ln(−rε) + rε is analytic near ε = 0. Also by part (1), we see that
Since n≥1 1/n 2 converges, by Abel's theorem,
Thus c = ζ(2). This proves the case of s = 2. Assume that Eq. (33) has been verified for s = k ≥ 2. By the same argument as above, we see that Z(s + 1, r; ε) − s s+1 (rε) has derivative rZ(s, r; ε) − u s (rε) and therefore is analytic near ε = 0 and has a power series expansion
Furthermore, c = ζ(s + 1) by Abel's theorem. This completes the induction.
Relation with special values of the Riemann zeta values and multiple zeta values. By Theorem 4.4 we immediately have

Corollary 4.5.ζ(1) = T and, for integers s ≥ 2,ζ(s) is the usual Riemann zeta value ζ(s).
We next show that our definition of general multiple zeta values agrees with the usual multiple zeta values. 
4.2.
Positive multiple zeta values with s 1 = 1. We now extend the definition in the last section to include the case when s 1 = 1 and compare it with the regularized multiple zeta values of Zagier et. al. [36] .
For k ≥ 0 and ℓ > 0, let 1 k = (1, 1, · · · , 1) ∈ Z k . Let ( u, v) denote the concatenation of two vectors u and v. , s) , (c 1 k , r); ε) = P k (X) + terms with higher degree in ε, where P k (X) is a degree k polynomial in X = −lnc − ln(−ε) with leading coefficient
Proof. We will use the induction on k to prove this lemma. For k = 0, we already know it is true by Theorem 4.6. Now for a general k, we have
here + i 1 or + i c means adding 1 or c to the vector at position i. Using this and the induction hypothesis, we obtain Z(( 1 k+1 , s), (c 1 k+1 , r); ε) = P k+1 (X) + high terms in ε, where P k+1 (X) = P k (X)X/(k + 1). This completes the induction.
By almost the same induction (though we need the above lemma in the induction), we have Lemma 4.8.
Z( 1 k , c 1 k , ε) = P k (X) + terms of higher degree in ε, where P k (X) is a degree k polynomial in X = − ln c − ln(−ε) with leading coefficient
Proof. From the above lemmas, we know there is a polynomial
we obtain the limit lim
It follows from the second statement that 
Proof. We use the induction on k. When k = 1, we just have Z( s, r; ε) = Z( s, r; ε). For s = (s 1 , · · · , s k+1 ), we have
Applying the induction hypothesis to the second Z-factor completes the proof. Proof. For s ∈ Z ≤0 , r ∈ Z >0 , we have
so by Proposition 4.12, every coefficient of every term in the Laurent series of Z( s, r, ε) is a rational function of the form P ( r)/Q( r), where P , Q have no common factors, and Q is of this form r
. Now by proposition 3.6, the constant term ofZ + is a continuous function of r around − s when s ∈ Z k <0 .
Corollary 4.14. The general multiple zeta valuesζ( s) for s ∈ Z k <0 satisfy the quasi-shuffle relation.
When k = 2, renormalizing using Proposition 3.6 and Proposition 4.12, we have
and by Proposition 4.12, we have
combining with Proposition 3.6,
we get the formula.
Compatibility with negative multiple zeta values by analytic continuation.
We recall that the multiple zeta function ζ(s 1 , · · · , s k ) has analytic continuation to C k with singularities on the subvarieties
Proof. When k = 1, we have shown in the introduction that the renormalized zeta valuē ζ(s) for s ≤ 0 agrees with the zeta value ζ(s) by analytic continuation.
When k = 2, as seen above, the zeta values ζ(s 1 , s 2 ), with s 1 , s 2 ≤ 0, is defined by analytic continuation if and only if s 1 + s 2 is negative and odd. Thus for (s 1 , s 2 ) with s 1 + s 2 negative and odd, the value ζ(s 1 , s 2 ) by analytic continuation agrees with the iterated limit
as defined in [2] , Eq. (3). Note that our order of the arguments in the definition of multiple zeta functions is opposite from their order. So ζ(z 1 , z 2 ) here is ζ(z 2 , z 1 ) in their paper. Thus our order of limits here is also opposite to their order.
For an integer n and a positive integer q, let (n) q = n(n + 1) · · · (n + q − 1) and a q = B q+1 /(q + 1)! = (−1) q ζ(−q)/q!. Then by Equation (15) in [2] :
Since s 1 + s 2 is negative and odd, s 1 + s 2 − 1 is negative and even. Since ζ(s) = 0 for s < 0 and even, the first term is zero. Further, for 1 ≤ q ≤ −s 1 , either −q or s 1 + s 2 − q is negative and odd. Thus the sum also vanishes. Therefore ζ(s 1 , s 2 ) = −ζ(s 1 + s 2 )/2. By the same argument, from Corollary 4.16, we havē
By Eq. (35), for k ≥ 3, ζ(s 1 , · · · , s k ) is not defined by continuation for any non-positive integers s 1 , · · · , s k . Thus we have completed the proof.
4.4.
General multiple zeta values with non-positive arguments. We now justify our definition of multiple zeta values where the arguments are non-positive, in such a way so that they extend the multiple zeta values with non-zero arguments and so that the quasi-shuffle relation still holds.
We first consider the case of all zero arguments and construct ζ( 0) from ζ( 0, r). Let Σ k denote the symmetric group of k letters. It acts on r by permutation. So for σ ∈ Σ k and r = (r 1 , · · · , r k ), σ( r) = (r σ(1) , · · · , r σ(k) ). We denote f ( r) (Σ k ) for σ∈Σ k f (σ( r)).
Proof. This can be proved by induction. For k = 2, because
and ζ(0, r) doesn't depends on r, we see this case ζ(0, 0, r 1 , r 2 ) + ζ(0, 0, r 2 , r 1 ) is a constant. In general, consider
where r
We note that Proposition 4.18 gives the unique way to defineζ(0, · · · , 0) that is compatible with the quasi-shuffle relation. To show this we recall some notations. For each positive integer k, let (t) k = t(t − 1) · · · (t − k + 1) ∈ Q[t] be the descending (falling) factorial. Also define (t) 0 = 1. Stirling numbers of first kind, denoted by s(k, i) with k, i ∈ N, are defined to be the coefficients in the expression
). In order forζ( 0 k ) to satisfy the quasi-shuffle relation, we must have
Proof. This follows from [29, Theorem 1.1].
We next consider the general case. Let s ∈ Z k ≤0 . Suppose s i = 0 exactly for u j ≤ i ≤ v j with u j ≤ v j for 1 ≤ j ≤ q and v j < u j+1 for 1 ≤ j ≤ q − 1. So
(σ) be the permutation with each σ i permuting r u i , · · · , r v i , 1 ≤ i ≤ q and leaving other entries fixed. Let
If there is no confusion, we will just denote it by Σ. Now let
Similarly defineZ exists.
Before proving the theorem, we first give some direct consequences.
Proof. Since the limit 1 |Σ| lim r→− s ζ( s, r) (Σ) exists by Theorem 4.20, we can take the limit when r approaches s along a special path, namely r = s + δ, δ → 0. We then havē
By definition, Σ permutes the components of r = s + δ where s i = 0. By our choice of r, Σ permutes the components of r that are δ. Therefore,
Remark 4.22. This is a special case to use a set of complete directions to calculate gMZVs, where
The following lemma can be proved by proving the shuffle of sets of complete directions is complete too. Claim: Any piece of consecutive zeroes in a * b is a part of 0 i * 0 j , where 0 i = (0, · · · , 0) is a consecutive piece of a, 0 j is a consecutive piece of b (one of these two can be empty).
Proof. This can be proved by induction. If either a or b is in Z, this is obvious. In general because
we have the induction.
Now let
, and let
We have
Claim: S j is closed under the action of Σ( d j ), and every orbit is bijective to Σ( d j ).
Proof. Let d j = ( s, 0, · · · 0, t), with the end number of s and the start number of t are not zeroes, and ( x, u 1 , · · · u m , y) be an element of S j , with u i 's corresponding to 0's, then by our previous claim u i = X p , or Y q , or X p + Y q , and we can apply Σ( a) and Σ( b) to put u i 's in any order. That exactly means the claim.
Proof. (of Theorem 4.20) To prove Theorem 4.20, take m = 0 in the next lemma and then let ε go to 0.
It is easy to see, every coefficient in the Laurent series ofZ
, with (P, Q) = 1. We say this coefficient is good if Q(− s) = 0. We callZ
is good if every coefficient of its Laurent series is good.
Proof. We use the induction on k. The case when k = 1 is clear. Assume the statement is true for any vector with length ≤ k, the lemma is true, and s ∈ Z k+1 ≤0 . Before proceeding, we introduce some notation to simplify our formula. For any Laurent series f , we use [f ] to denoteP (f ),r to denoteZ(0, r),
Let Π k be the set of ordered partition of k, we define
It is easy to see that
We will consider three cases of s. Case 1: assume s 1 = 0. Then by our choice, m is in Z. Then by Eq. (37),
The first term is good by the induction hypothesis. For the second term, if s 2 < 0, then it is good again by the induction hypothesis since ( s, r) = −s 1
If s 2 = 0, let s = (s 1 , 0, s ′ ) with 0 ∈ Z l and first entry of s ′ = 0 (or there is no s ′ ). Then which is good again by the induction hypothesis. In this case Σ = Σ ℓ × Σ ′ , where Σ ′ acts on the arguments of r in the range from ℓ + 1 to k + 1 in the same way as the action of Σ is defined.
We note that the actions of Σ ℓ and Σ ′ commute with each other. Sõ .
We just need to prove that, for each σ ′ ∈ Σ ′ , the sums in the brackets above are good. Note that σ ′ has no effect on the first ℓ entries of w. We might take σ ′ = id in the above sum, after replacing w by w (σ ′ ) .
Now for a partition in Π k+1−ℓ , the corresponding terms in the above summation is We denote f ≡ ℓ g if the Laurent series expansion of f − g has no coefficients like r ℓ + r a + r b + · · · with a < ℓ, b < ℓ, · · · . This is an equivalence relation. Now we will prove that the above sum ≡ ℓ 0. case. In this case, the term is ≡ ℓ 0 because the last operation is (I +P ).
Thus we have completed our induction of Lemma 4.24.
