Abstract-
INTRODUCTION
In wireless communications and other information systems, frequency hopping (FH) signals have been widely employed due to their advantageous capability of low interception and anti-jamming [1] - [3] . In many wireless networks such as home area networks (HAN) and Blue tooth personal area network(PAN), FH signal is employed to combat near-far problem [4] and avoid collision [1] , [5] , [6] . When non-cooperative FH networks coexist, however, it is inevitable that the receiver encounters multiple unknown FH signals from different emitters. In these systems, antenna array is often utilized to provide spatial degree of freedom to separate sources from different directions. The main challenge is to robustly estimate the DOAs, hopping time and frequency of the multiple FH signals. Since the maximum likelihood estimation will induce intractable computations and cause over-fitting problems [7] , [8] , many other alternative approaches are developed to achieve robust estimation.
The conventional time-frequency distribution (TFD) is a natural tool to exhibit the non-stationary frequency content of the signals. DOA estimation procedure, such as beamforming or multiple signal classification (MUSIC), is often carried out before applying TFD to estimate the hopping time and frequency in a non-parametric manner. The linear TF distribution such as, short-time Fourier transform (STFT), is a popular choice for estimating the parameters of each FH signal due to it is free of cross-terms [9] , while quadratic TFD such as, Wigner-Ville distribution (WVD) is also employed for its high energy concentration of the signal [10] . Even though entropy or gradient based refinement is often employed to the TFD as a post-processing procedure, either limited resolution (linear TFD) or undesirable cross-terms (quadratic TFD) greatly inhibit substantial improvements by these procedures. In [1] , [11] , another method is developed to cope with DOA, hopping time and frequency estimation in FH networks. An expectation maximization (EM) approach is employed to iteratively estimate the amplitude, hopping time and frequency. In this approach, the success of the EM algorithm depends largely on the proper selection of initial value, where a denoised STFT is often used to initialize the algorithm. In low SNR environments, however, it is hard to obtain a desirable initial TFR, which will inevitably result in degraded th International Conference on Information Technology doi:10.15849/icit.2015.0072 © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15) performance of the EM algorithm. More importantly, the model order selection procedure is required to facilitate the estimation. To effectively deal with the heavy burden on A/D hardware, multiple FH signal estimation is considered in a sparse linear regression (SLR) framework [8] , [12] , where a fused-lasso alike formulation is employed to solve this problem. In this framework, two penalty terms are defined to encourage sparsity [13] and smoothness in the TF domain, respectively. The formulation can be expressed as, where the first term is for data fitting, the second and third terms are for encouraging sparsity in frequency and differential-time domain, respectively [8] . One remarkable advantage of this approach is that it does not require to select the order of the parameters. Moreover, due to the grid based formulation, this approach can even be conveniently accommodate to different sampling strategy [8] . However, this approach is particularly formulated for single channel system, where non-trivial modification is required to be carried out for multi-channel systems. Inspired by the SLR framework, we propose a hierarchical sparsity-regularized framework to cope with the abovementioned challenges. In the first stage of the framework, spatial sparsity of the signals is exploited, while frequency and hopping sparsity are exploited in the second stage of the framework. The main idea of the algorithm is to properly utilize the hierarchical sparsity model to achieve jointly sparsity. By unifying these two stages in an iterative estimation, more accurate estimation performances can be expected. The proposed method can be considered as a modelselection free approach, where model-order mismatch problem is desirably avoided by the utilization of sparsity. Moreover, the proposed approach can allow for mutual improvements of parameter estimation due to the proposed iterative scheme. The paper is organized as follows. In Section II, the preliminary is presented and the hierarchical sparse model is introduced. In Section III, the sparsity-regularized framework is formulated in a hierarchical manner. The proposed approach is proposed in Section IV of the paper. Finally, the experimental results are given in Section V to validate the performance of the proposed algorithms.
Notation : Vectors and matrices are denoted by bold symbol. For a vector x, x * and x H represent the conjugate and Hermite of the vector. For a matrix A, A H and A −1 denote the conjugate and inverse of the matrix, respectively. lp norm of the vector or matrix is denoted by ∥·∥p. CN(X|;) denotes multivariate complex Gaussian distributions.
II. PRELIMITARY AND PROBLEM FORLUMATION
In the multi-channel FH sensor network, the direction-of arrival (DOA), hopping time and frequency are all required to be estimated by each user. In particular, the geometry of the uniform linear array (ULA) is given in Fig. 1 . In this section, we present the received signal model of the multiple FH signals. Assuming Ks sources are impinging on a ULA with L sensors, the received signal in each snapshot n is given as
contains the FH signals, Ns is the number of snapshots. The noise v(n) is assumed to be spatially and temporally uncorrelated, Consider a FH network where each user receives the noise corrupted multiple FH signals. Sampling the continuous signal s(t), we can obtain the discrete form of s(t) expressed as where Ki is the number of hopping frequencies during the ith system dwell time, i;k is the amplitude of the signal associated with the ith system dwell time and k-th hopping frequency. Since the noise obeys complex Gaussian distribution, the likelihood of the received signal can be expressed as
In practical communication systems, direction of arrivals, the system dwell time and hopping frequency are all unknown to the user, and required to be estimated robustly to avoid retransmission. To illustrate the difficulty of the problem, the maximum likelihood (ML) estimation can be formulated as the following optimization problem given as, In blind frequency hopping signal estimation problem dealt within this paper, the frequency location, hopping time instant, the number of components are all unknown, which is a very challenging problem [8] . In conventional estimation scheme, model order should be selected for good performances. The above formulation is known to be a non-convex optimization problem and is analytically non-solvable [11] , which is equivalent to the ML estimation. Since the hopping instant nk, the number of hopping instants K , the hopping frequency fi;k, the number of components N, complex magnitude kn and even direction of arrivals θk (in multi-channel case) are all unknown, solving this problem by exhaustive search is computational intractable. It is argued that the ML estimation by searching are these parameters in a combinational way is not a trivial task [1] , [8] . Moreover, proper model-order selection procedure is also required to be carried out to avoid over-fitting problem.
III. HIERACHICAL SPARSITY-REGULARIZED FRAMEWORK
Inspired by the sparsity regularized framework, in this section, a hierarchical framework is introduced to estimate the DOA and FH signal in a sparsity-driven manner. As presented in Section II, the estimation problem can be expressed in a hierarchical linear model. In sensor array system, the sparsity of the signals in spatial domain and time-frequency domain can be exploited, respectively. More concretely, the signals are only coming from a small number of angles, and can be represented in the time-frequency domain in a piecewise sparse manner. Remarkably, this sparse driven approach can obtain desirable estimation results and avoid the model-order selection procedure.
A. Stage 1: Spatial Sparsity
To estimate the DOA with sparsity constraint [14] , [15] , a new matrix is particularly manipulated as an over-complete dictionary, whose i-th atom corresponds to an ideal steering vector from spatial angle θi, based on the geometry of the ULA presented in Fig. 1 . Based on the sparse representation, the signal model can be constructed as, where S is a row-sparse matrix. The non-zero rows of the matrix S represent the FH signals from different directions. In this stage, the prior for the row-sparse matrix S can be expressed as, where l is defined as a hyper-parameter to control the rowwise sparsity degree of the matrix S. In particular, a non-zero row of the matrix S corresponds a FH signal from a particular direction.
B. Stage 2: Hopping Time And Frequency Sparsity
Apart from the spatial sparsity of the received signal, the FH signal exhibits hopping time and frequency sparsity in time-frequency domain in the modeling of the second stage [16] . Let us denote the non-zero row of S as ~Si. To exploit the hopping time and frequency sparsity, the signal model can be represented by, where xi ∈ C NsN×1 is the stacked time-frequency coefficients for the i-th FH signal and Si ∈ C 1×Ns is the FHsignal from the ith direction. The i-th row of matrix W is constructed as Wi = where is a vector representing frequency grid. To exploit the frequency sparsity, the prior for xi is also a multi-variate Laplace distribution, expressed as [17] where the matrix D is a differential matrix defined in [8] , [12] . Combining these two priors will result in both the hopping time and frequency prior for xi. Based on the above described can be expressed as maximum a posterior (MAP) estimation, the solution of can be expressed as However, this MAP estimation problem is a hard to be solved directly due to the explicit coupling of prior for S and x. Therefore, we propose an approximate algorithm to solve this problem in Section IV.
Remark 1: The above-describe model will naturally incorporate the sparsity in spatial, hopping time and frequency domain in a hierarchical manner. However, how to properly and effectively exploit this hierarchical sparsity to obtain mutual enhancement of DOA and FH signal estimation is the key issue. More concretely, exploiting the sparsity in the spatial domain should enhance the FH signal estimation performance and vice versa.
IV. FH SIGNAL ESTIMATION PROBLEM
In this section, a hierarchical sparse regularized estimation (HSRE) approach is developed to obtain DOA and FH signal estimation in a joint manner. By leveraging the hierarchical sparsity, the immediate advantage of the proposed approach is that it can desirably avoid model-order selection procedure. In particularly, an iterative procedure is proposed to estimate the DOA and FH signals in a hierarchical way. Another remarkable advantage of this approach is that it can achieve much better results by iteratively refining the DOA estimation and FH signal estimation. In this approach, the DOA estimation and FH signal estimation is carried out in separate stages, while allowing mutual improvement of the parameter estimation accuracy.
DOA estimation Stage: Assume that the FH signal has been estimated from the last iteration. To properly utilize the information, we propose to carry our the beam-forming procedure for the i-th FH signal, which can be expressed as, Since the correlation between different FH signals is relatively low, the second and third term in (14) Remark 2: Based on the estimation of the FH signal, the signal is projected on the estimated FH signal, respectively. The underlying rationale is that the DOA estimation can be more accurately carried out based on the projection. The DOA can be more accurately estimated, since the filtered signal is a one-sparse signal in spatial domain. FH signal Estimation Stage: Assume that the DOAs have been estimated in the above stage. Similarly, the beam-forming procedure is carried out to estimate the FH signal for the i-th direction as, Therefore, the modified likelihood function of the beamformed signal can be represented by, where xi is a sparse vector denoting the time-frequency coefficient of the FH signal from i-th direction. Combining the sparsity prior of i x in both hopping time and frequency domain, the MAP estimation of this problem can be given as, Remark 3: Based on the estimation of the DOA, beamforming procedure is carried out before FH signal estimation. An immediate advantage is that this procedure will separate the FH signals, where each one can be considered to be sparser in both hopping time and frequency domain. Therefore, the proposed algorithm operates in an iterative manner as shown in Algorithm 1. It is noted that the number of sources Ks is not required to be estimated by modelselection technique, rather it can be easily determined by thresholding residual due to sparsity, which is not discussed further for brevity.
V. FH SIGNAL ESTIMATION PROBLEM
In this section, the experimental results are presented to validate the performance of the algorithm. The regularization parameter for FH signal estimation stage is chosen to be1 =1 * /10 and 2 =2 * /10 to achieve desirable hopping time and frequency detection in the tested SNRs, where optimal 1 * and 2 * are given in [8] . The number of Monte Carlo trails is chosen to be 100.
The A correct hopping time detection is declared if the estimated hopping instant is less than 3 samples away from the associated true hopping instant, which is defined in the same defined as, where Df (i) is the correct frequency detection rate in the i-th Monte Carlo trial. An illustrative example is given in Fig. 2 . In this experiment, the true DOA of the two sources are θ = [40; 60]. It is seen that the spectrogram obtained in Fig. 2 (a) and (c) cannot give a good energy concentration of the signal, particularly in the first system dwell time. In contrast, the time frequency representation obtained by proposed sparsity-driven methods in Fig. 2 (e) and (g) can give much better estimation and concentration due to the utilization of hierarchical sparsity regularized strategy in the time-frequency domain and spatial domain, receptively. Notably, the time-frequency representation obtained by the proposed method is considered quite a desirable one since the noise is well pruned away with clear hopping time estimation compared to those obtained by STFT. The corresponding hopping time statistics also demonstrate the superiority of the proposed method. As seen from Fig. 2 (b) and (d), the statistics does not give the correct and has undesirable side-lobes. In contrast, the hopping time statistics obtained by proposed algorithm, as shown in Fig. 2 (f) and (h) can give the correct estimation result and has a sharp spike in hopping time instant. Therefore, it can show that the proposed approach can achieve better DOA estimation accuracy and higher hopping time detection rate.
In Figs. 3, Monte Carlo experiments are conducted to give quantitative evaluation of the proposed algorithm and the previously reported ones, in terms of correct hopping time detection ratio. From this figure, it can be observed that with the increase of SNR, the STFT, FHSE-EM and the proposed all achieve better performance. In particular, the correct hopping time detection ratio of proposed HSRE method is almost 100%, when SNR > −5dB. Across all the SNRs, our proposed algorithm can achieve the best hopping time detection ratios due to the utilization of hierarchical sparsity.
In Fig. 4 , the corresponding incorrect IF detection ratio is presented with same experimental settings. From this figure, similarly, all of these algorithms gives lower incorrect IF detection ratio with the increase of SNRs. In particular, our proposed algorithm can achieve the lowest incorrect IF detection ratio due to the inherent scheme of joint sparsity inducing procedure.
VI. CONCLUSION
In this paper, a new frequency hopping signal estimation method in sensor array system is developed, where DOA, hopping time and frequency can be jointly estimated. Compared with existing research, in our work, a hierarchical framework is particularly utilized to combat the difficulties of model order selection procedure, by exploiting spatial sparsity and time-frequency sparsity. This novel approach can not only avoid the tedious parameter tuning process, but also provide robust performance in low SNR environments.
