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2013,	;	Zhang	and	Han,	2016)	were	presented	 to	simulate	 the	eye	movement	or	 fixation	behaviors	of	human.	For	example,	as	a	pioneer,	 Itti	et	al.	 (Itti	et	al.,	(1998)	derived	a	bottom-up	visual	 saliency	map	using	center-surround
differences	across	multi-scale	image	features.	In	our	previous	work	(Zhang	and	Han,	2016),	we	applied	deep	learning	for	co-saliency	detection,	aiming	at	extracting	common	salient	regions	in	multiple	related	images.






































		 	 		 	
		 	
		 	









In	 theory,	 the	 feature	matrix	Xk	 obtained	 in	SubSection	3.1-C	 for	 each	cluster	Ck	 has	 the	 intrinsic	property	of	 low	 rankness.	However,	 it	may	be	partially	 corrupted	by	 some	errors	or	noise	 in	 the	 real	 application.	Given	a
dictionary	 with	Mk	prototype	atoms,	the	feature	matrix	Xk	of	the	super-pixel	cluster	Ck	may	be	decomposed	into	a	low-rank	part	plus	a	sparse	error	part	(Liu	and	Lin,	2013),	i.e.,
where	DkZk	 denotes	 the	 "intrinsic"	 low-rank	 part	 contained	 in	 the	matrix	Xk.	 refers	 to	 the	 sought	 after	 representation	 coefficient	matrix,	 which	 is	 accordingly	 assumed	 to	 have	 the	 property	 of	 low	 rankness	 in	 this
paper.	 represents	the	error	or	noise	part	and	is	assumed	to	have	sparse	columns	for	dealing	with	the	subsequent	saliency	detection	of	each	super-pixel	contained	in	the	cluster	Ck.
Eventually,	 for	 each	 super-pixel	 cluster	 Ck,	 its	 corresponding	 representation	 coefficient	 matrix	 Zk	 and	 error	 matrix	 Ek	 can	 be	 obtained	 via	 solving	 the	 below	 low-rank	 representation	 (LRR)	 (Liu	 and	 Lin,	 2013)	 problem,
respectively:
























where	E	 is	 formed	 by	 horizontally	 concatenating	E1,	E2,	 ...,	 EK	 together	 along	 the	 row,	 i.e.,	 .	 denotes	 the	 total	 number	 of	 super-pixels	 contained	 in	 the	 input	 image.	 λ1	 and	 λ2	 are	 two
positive	trade-off	parameters	and	are	experimentally	set	to	0.01	and	0.1,	respectively.	The	Laplacian	regularization	term	λ2tr(ELET)	is	computed	by
In	Eq.	(7),	ei	denotes	the	i-th	column	of	the	matrix	E.	The	weight	ωij	refers	to	the	similarity	between	the	i-th	and	j-th	super-pixels	and	is	defined	as

























































		 	 		 	 		 	 		 	 		 	
		 	














Moreover,	as	shown	in	Fig.	4,	the	first	ρ	atoms	in	the	dictionary	D	are	 from	the	potential	 foreground	super-pixels,	and	the	 last	ρ	atoms	are	 from	the	potential	background	super-pixels.	As	a	result,	 the	sum	of	 the	absolute	values	of	 the	first	ρ
coefficients	 in	the	vector	zk,	i	may	reflect	the	similarity	between	the	super-pixel	spk,	j	and	the	potential	foreground	super-pixels.	Accordingly,	the	sum	of	the	absolute	values	of	the	last	ρ	coefficients	 in	the	vector	zk,	i	may
reflect	the	similarity	between	the	super-pixel	spk,	j	and	the	potential	background	super-pixels.
















		 	 		 	











































Closely	 looking	at	 our	 system	 reveals	 that	 the	LSSC	based	 super-pixel	 clustering	and	 the	ULRR	decomposition	 take	up	 the	most	 time.	 In	 this	 subsection,	we	 theoretically	 investigate	 the	 computational	 complexity	 of	 this
algorithmic	part.
For	LSSC,	the	major	computation	is	the	l1	minimization	in	Eq.	(A1),	whose	complexity	is	about .	Here,	N	denotes	the	number	of	super-pixels	to	be	clustered.	d	refers	to	the	dimension	of	each	super-pixel
feature	 vector.	 r1	 is	 the	 number	 of	 iterations	 in	 this	 step.	Hence,	 the	 computational	 complexity	 of	 the	ULRR	model	 is	 about	 considering	 that	 the	 global	 dictionary	D	 in	 the	 proposed	ULRR	model	 is
constructed	by	all	of	the	super-pixels	in	the	test	image,	and	d	is	assumed	to	be	d	≤	N.	Here,	r2	denotes	the	number	of	iterations	during	the	ULRR	decomposition.	Accordingly,	the	computational	complexity	of	the	proposed	method	is





































































































where	 the	 basis	 matrix	 is	 obtained	 from	 the	 matrix	 by	 removing	 the	 i-th	 column	 ui.	 λ1	 and	 λ2	 are	 two	 positive	 trade-off	 parameters,	 and	 are	 experimentally	 set	 to	 0.01	 and	 0.2,
respectively.	The	(i,	j)-th	element	Si,	j	in	the	constraint	matrix	S	measures	the	similarity	of	the	two	super-pixels	spi	and	spj.	More	details	about	the	computation	of	the	matrix	S	are	seen	in	(Xie	et	al.,	(2013).	An	N-dimensional	vector	
is	obtained	by	inserting	a	zero	at	the	i-th	row	of	ci.
After	obtaining	the	sparse	representation	vector	 for	each	point,	a	matrix	 and	a	corresponding	symmetric	similarity	matrix	 are	 thus	constructed.	With	 the	matrix	 as	 the
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Footnotes
1In	this	case,	these	super-pixels	may	be	mistakenly	grouped	into	a	background	super-pixel	cluster.	For	example,	the	flower	center	region	in	Fig.	3	is	mistakenly	grouped	into	a	background	super-pixel	cluster	denoted	by	the	red	color.
2Each	point	ui	may	correspond	to	the	feature	vector	of	the	i-th	super-pixel	spi	in	our	proposed	method.
Highlights
• A	salient	object	detection	method	is	proposed	based	on	LSSC	and	ULRR.
• The	issue	is	converted	to	super-pixel	cluster	saliency	detection	using	ULRR.
• A	primitive	saliency	dictionary	is	constructed	for	ULRR	decomposition.
• Representation	coefficients	and	reconstruction	errors	are	used	in	saliency	measures.
• The	method	works	effectively	for	large-size	objects	and	complex	scenes.
