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Abstract
We derive inequalities for time-discrete and time-continuous martingales that are similar
to the well-known Burkholder inequalities. For the time-discrete case arbitrary martingales
in Lp(Ω) are treated, whereas in the time-continuous case martingales defined by Itô in-
tegrals w.r.t. a multi-dimensional Wiener process are considered. The estimates for the
time-discrete martingales are proved to be sharp. Further, for time-continuous martin-
gales the presented inequalities are generalizations of similar estimates proved by M. Zakai
(1967) and E. Rio (2009) to the general multi-dimensional case. Especially, these inequal-
ities possess smaller constants compared to the ones that result if the original Burkholder
inequalities would be applied for such estimates. Therefore, the presented inequalities are
highly valuable in, e.g., stochastic analysis and stochastic numerics.
1 Burkholder inequalities for martingales
In stochastic analysis the Burkholder inequalities give powerful estimates for martingales, and
they are used frequently. In the following, let (Ω,F ,P) be a complete probability space. Let
p ∈ [2,∞[, d,N ∈ N, and let (Gn)n∈{0,1,...,N} be a filtration. Consider a time-discrete martingale
(Mn)n∈{0,1,...,N} in L
p(Ω;Rd) w.r.t. the filtration (Gn)n∈{0,1,...,N}. Define d0 = M0 and dk =
Mk −Mk−1 for k ∈ {1, . . . , N} such that Mn =
∑n
k=0 dk. According to [1], the Burkholder
inequalities state
‖Mn‖
2
Lp(Ω;Rd) ≤ (p − 1)
2
∥∥∥∥
n∑
k=0
‖dk‖
2
∥∥∥∥
L
p
2 (Ω;R)
(1)
and
∥∥∥∥ sup
ν∈{0,1,...,n}
‖Mν‖
∥∥∥∥
2
Lp(Ω;R)
≤ p2
∥∥∥∥
n∑
k=0
‖dk‖
2
∥∥∥∥
L
p
2 (Ω;R)
(2)
for all n ∈ {0, 1, . . . , N} where the constants are best possible.
These inequalities carry over to time-continuous martingales defined by Itô stochastic in-
tegrals [1]. Let (Ft)t∈[0,T ] for some T > 0 be a filtration that fulfills the usual conditions.
For m ∈ N, let W : [0, T ] × Ω → Rm be an m-dimensional Wiener process w.r.t. the filtration
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(Ft)t∈[0,T ]. For j ∈ {1, . . . ,m}, let f
j : [0, T ]×Ω → Rd be an (Ft)t∈[0,T ]-adapted and measurable
stochastic process with E
[( ∫ T
0 ‖f
j
u‖2 du
)p
2
]
<∞. Then, it holds
∥∥∥∥
m∑
j=1
∫ t
0
f ju dW
j
u
∥∥∥∥
2
Lp(Ω;Rd)
≤ (p− 1)2
∥∥∥∥
∫ t
0
m∑
j=1
∥∥f ju∥∥2 du
∥∥∥∥
L
p
2 (Ω;R)
(3)
and
∥∥∥∥ sup
s∈[0,t]
∥∥∥∥
m∑
j=1
∫ s
0
f ju dW
j
u
∥∥∥∥
∥∥∥∥
2
Lp(Ω;R)
≤ p2
∥∥∥∥
∫ t
0
m∑
j=1
∥∥f ju∥∥2 du
∥∥∥∥
L
p
2 (Ω;R)
(4)
for all t ∈ [0, T ], where the constants are best possible, see [1].
Considering for example the convergence analysis of numerical methods for stochastic (par-
tial) differential equations, the expressions on the right-hand sides of inequalities (1)-(4) are
usually not needed explicitly. This is because the triangle inequality is often applied to the
L
p
2 (Ω;R)-norms in order to obtain suitable upper bounds. In the following, we show that for
such inequalities the constants can be reduced in case of p > 2 compared to the constants given
in (1)-(4).
2 Generalized Burkholder-type inequalities
In this section, we generalize some Burkholder-type inequalities proved by E. Rio [4] and M. Za-
kai [5], respectively, to the multi-dimensional case. The resulting constants for these inequalities
are smaller than the ones that one would get from inequalities (1)-(4). The proofs for these
inequalities are postponed to Section 3. Firstly, we consider the time-discrete case.
Proposition 2.1. Let p ∈ [2,∞[ and N ∈ N. Further, let (Mn)n∈{0,1,...,N} with Mn =
∑n
k=0 dk
be a time-discrete martingale in Lp(Ω;Rd) w.r.t. the filtration (Gn)n∈{0,1,...,N}. Then, it holds
‖Mn‖
2
Lp(Ω;Rd) ≤ (p− 1)
n∑
k=0
‖dk‖
2
Lp(Ω;Rd) (5)
and
∥∥∥∥ sup
ν∈{0,1,...,n}
‖Mν‖
∥∥∥∥
2
Lp(Ω;R)
≤
p2
p− 1
n∑
k=0
‖dk‖
2
Lp(Ω;Rd)
for all n ∈ {0, 1, . . . , N}. The constants are best possible.
In the case of d = 1, an inequality similar to (5) and its sharpness are proved in [4]. In
Section 3, we extent this proof to general d ∈ N. Next, we consider the time-continuous
case. Already in 1967, Zakai proved inequality (6) of the following proposition in the case of
d = m = 1, see [5, Theorem 1]. We generalize this idea to Rd-valued integrands of Itô stochastic
integrals w.r.t. an m-dimensional Wiener process.
Proposition 2.2. Let p ∈ [2,∞[, and for j ∈ {1, . . . ,m}, let f j : [0, T ] × Ω → Rd be an
(Ft)t∈[0,T ]-adapted, measurable stochastic process with E
[( ∫ T
0 ‖f
j
u‖2 du
)p
2
]
<∞. Then, it holds
∥∥∥∥
m∑
j=1
∫ t
0
f ju dW
j
u
∥∥∥∥
2
Lp(Ω;R)
≤ (p− 1)
∫ t
0
∥∥∥∥
m∑
j=1
∥∥f ju∥∥2
∥∥∥∥
L
p
2 (Ω;R)
du (6)
2
and
∥∥∥∥ sup
s∈[0,t]
∥∥∥∥
m∑
j=1
∫ s
0
f ju dW
j
u
∥∥∥∥
∥∥∥∥
2
Lp(Ω;R)
≤
p2
p− 1
∫ t
0
∥∥∥∥
m∑
j=1
∥∥f ju∥∥2
∥∥∥∥
L
p
2 (Ω;R)
du
for all t ∈ [0, T ].
Here, it is an open problem whether the constants in Proposition 2.2 are best possible. Since
we only have one-sided estimates, we cannot transfer the results from the time-discrete case in
Proposition 2.1 to the time-continuous case as Burkholder did in [1], cf. [2]. However, for p > 2
the constants in Proposition 2.1 and Proposition 2.2 are of order O(p) as p→∞, and they are
smaller than the ones in inequalities (1)-(4), where the constants are of order O(p2) as p→∞.
This makes the inequalities in Proposition 2.1 and Proposition 2.2 highly valuable for, e.g., the
convergence analysis of numerical methods for stochastic (partial) differential equations where
constants matter.
3 Proofs
Proof of Proposition 2.1. In the case of p = 2, the assertion follows from the discrete Burkholder
inequalities (1) and (2). Therefore, we assume p ∈ ]2,∞[ in the following. An inequality similar
to the one in (5) and its sharpness was proved by E. Rio in [4, Section 2] for the case of d = 1.
We adapt his proof to the case of general d ∈ N. For this, we generalize [4, Proposition 2.1].
Let X,Y ∈ Lp(Ω;Rd) and let G ⊆ F be some sub-σ-algebra such that X is G-measurable and
E[Y |G] = 0 P-a.s. Then, we first prove that
‖X + Y ‖2
Lp(Ω;Rd) ≤ ‖X‖
2
Lp(Ω;Rd) + (p− 1)‖Y ‖
2
Lp(Ω;Rd). (7)
If X = 0 or Y = 0, this inequality is clearly true, so we assume ‖X‖Lp(Ω;Rd) > 0 and
‖Y ‖Lp(Ω;Rd) > 0. Define the function ϕ : [0, 1] → R by ϕ(t) = ‖x + ty‖
p for x, y ∈ Rd. Using
Taylor expansion, it holds ϕ(1) = ϕ(0) + ϕ′(0) +
∫ 1
0 ϕ
′′(t)(1− t) dt and thus
‖X + Y ‖p = ‖X‖p + p‖X‖p−2
d∑
i=1
XiY i + p
∫ 1
0
‖X + tY ‖p−2‖Y ‖2(1− t) dt
+ p(p− 2)
∫ 1
0
‖X + tY ‖p−4
( d∑
i=1
(Xi + tY i)Y i
)2
(1− t) dt
P-a.s. Considering the integrand of the last integral in the Taylor expansion above, it holds
‖X + tY ‖p−4
( d∑
i=1
(Xi + tY i)Y i
)2
≤ ‖X + tY ‖p−2‖Y ‖2
P-a.s. by Cauchy-Schwarz inequality. Then, it follows
‖X + Y ‖p ≤ ‖X‖p + p‖X‖p−2
d∑
i=1
XiY i + p(p− 1)
∫ 1
0
‖X + tY ‖p−2‖ Y ‖2(1− t) dt (8)
P-a.s. Due to the assumptions, it holds
E
[
E[‖X‖p−2XiY i|G]
]
= E
[
‖X‖p−2XiE[Y i|G]
]
= 0
3
and because
E
[
‖X + tY ‖p−2‖Y ‖2
]
≤
(
E[‖ X + tY ‖p]
)p−2
p
(
E[‖Y ‖p]
) 2
p
by Hölder’s inequality with p−2
p
+ 2
p
= 1, taking the expectation on both sides of inequality (8)
and applying Fubini’s theorem, we obtain
E[‖X + Y ‖p] ≤ E[‖X‖p] + p(p− 1)
∫ 1
0
(
E[‖X + tY ‖p]
) p−2
p
(
E[‖Y ‖p]
) 2
p (1− t) dt.
This is a multi-dimensional version of [4, Inequality (2.1)]. Now, we use a Gronwall-type
inequality, i.e., we apply [5, Lemma on p. 171] with α = 2
p
. Then, it follows
E[‖X + Y ‖p] ≤
(
E[‖X‖p]
2
p +
2
p
p(p− 1)
∫ 1
0
(1− t) dt
(
E[‖Y ‖p]
) 2
p
) p
2
,
and, since
∫ 1
0 (1 − t) dt =
1
2 , inequality (7) holds by raising both sides of the inequality above
to the power of 2
p
. Due to [4, Remark 2.1], the constant p− 1 in inequality (7) is best possible.
We remark that the considerations after [4, inequality (2.1)] on [4, p. 150] prove essentially
Zakai’s Gronwall-type inequality in [5, Lemma on p. 171].
Now, we consider inequality (5). Since (Mn)n∈{0,1,...,N} is a martingale, it holds that
E[Mn|Gn−1] = Mn−1 P-a.s. for n ∈ {1, . . . , N}, i.e., E[dn|Gn−1] = 0 P-a.s. Thus, inequality (5)
follows from applying inequality (7) to Mn = Mn−1 + dn by induction on n ∈ {1, . . . , N}, cf.
[4, Theorem 2.1].
Finally, Doob’s maximal inequality implies the second inequality of this proposition. Since
Doob’s inequality is sharp, the constant is best possible, cf. [1, p. 87] and [3, Theorem 2].
Proof of Proposition 2.2. The first inequality is proven by Zakai [5, Theorem 1] in case of d =
m = 1. We extend this proof to the case of a general m-dimensional Wiener processes and
R
d-valued integrands. Due to Burkholder’s inequality (3) and the assumption on processes f j,
j ∈ {1, . . . ,m}, we have
∥∥∑m
j=1
∫ t
0 f
j
u dW
j
u
∥∥
Lp(Ω;Rd)
< ∞. Let δ > 0 and ϕ ∈ C2(Rd;R) with
ϕ(x) = (δ + ‖x‖2)
p
2 for x ∈ Rd. Applying Itô’s formula for the function ϕ to the Itô process
(Xt)t∈[0,T ] with Xt =
∑m
j=1
∫ t
0 f
j
u dW
j
u , then [5, Equation (6)] reads in the multi-dimensional
case as
(
δ +
∥∥∥∥
m∑
j=1
∫ t
0
f ju dW
j
u
∥∥∥∥
2) p
2
− δ
p
2
=
p
2
∫ t
0
(
δ +
∥∥∥∥
m∑
j=1
∫ s
0
f ju dW
j
u
∥∥∥∥
2) p
2
−1 m∑
j=1
d∑
i=1
(f i,js )
2 ds
+
p(p− 2)
2
∫ t
0
(
δ +
∥∥∥∥
m∑
j=1
∫ s
0
f ju dW
j
u
∥∥∥∥
2) p
2
−2
×
m∑
l=1
d∑
i,k=1
( m∑
j=1
∫ s
0
f i,ju dW
j
u
)( m∑
j=1
∫ s
0
fk,ju dW
j
u
)
f i,ls f
k,l
s ds
+ p
m∑
l=1
∫ t
0
(
δ +
∥∥∥∥
m∑
j=1
∫ s
0
f ju dW
j
u
∥∥∥∥
2)p
2
−1 d∑
i=1
( m∑
j=1
∫ s
0
f i,ju dW
j
u
)
f i,ls dW
l
s
4
P-a.s. Taking the expectation and using the Cauchy-Schwarz inequality, we obtain
E
[(
δ +
∥∥∥∥
m∑
j=1
∫ t
0
f ju dW
j
u
∥∥∥∥
2) p
2
]
− δ
p
2
=
p
2
∫ t
0
E
[(
δ +
∥∥∥∥
m∑
j=1
∫ s
0
f ju dW
j
u
∥∥∥∥
2) p
2
−1 m∑
j=1
‖f js‖
2
]
ds
+
p(p− 2)
2
∫ t
0
E
[(
δ +
∥∥∥∥
m∑
j=1
∫ s
0
f ju dW
j
u
∥∥∥∥
2) p
2
−2 m∑
l=1
d∑
i=1
( m∑
j=1
∫ s
0
f i,ju dW
j
u f
i,l
s
)2]
ds
≤
p(p− 1)
2
∫ t
0
E
[(
δ +
∥∥∥∥
m∑
j=1
∫ s
0
f ju dW
j
u
∥∥∥∥
2) p
2
−1 m∑
j=1
‖f js‖
2
]
ds,
which corresponds to the multi-dimensional variant of [5, inequality (8)]. Then, inequality (6)
follows from the same arguments as in [5, pp. 171–172] by applying a Gronwall-type inequality
[5, Lemma on p. 171] and letting δ → 0.
Applying Doob’s submartingale inequality finally yields the second inequality of the propo-
sition.
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