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Abstract
We study the explicit calculation of the set of superhedging portfolios of contingent claims
in a discrete-time market model for d assets with proportional transaction costs. The set of
superhedging portfolios can be obtained by a recursive construction involving set operations,
going backward in the event tree. We reformulate the problem as a sequence of linear vector
optimization problems and solve it by adapting known algorithms. The corresponding su-
perhedging strategy can be obtained going forward in the tree. Examples are given involving
multiple correlated assets and basket options. Furthermore, we relate existing algorithms
for the calculation of the scalar superhedging price to the set-valued algorithm by a recent
duality theory for vector optimization problems. The main contribution of the paper is
to establish the connection to linear vector optimization, which allows to solve numerically
multi-asset superhedging problems under transaction costs.
Keywords and phrases. transaction costs, superhedging, set-valued risk measures, coher-
ent risk measures, algorithms, conical market model, vector optimization, geometric duality
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1 Introduction
In this paper, a method is provided for an explicit calculation of the set of superhedging portfolios
of contingent claims in a discrete-time market model for d assets with proportional transaction
costs when the underlying probability space is finite. The set of superhedging portfolios in
markets with transaction costs has been characterized under appropriate no arbitrage condi-
tions using consistent price systems, the pendant to the density process of equivalent martingale
measures in markets with transaction costs ([22, 23, 37]). Most algorithms so far concerned the
calculation of the scalar superhedging price in markets with two assets. The scalar superhedging
price is the smallest superhedging price if a specific asset is chosen as the nume´raire. Often,
strong assumptions on the size of the transaction costs or the type of contingent claims had to
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be imposed to provide an algorithm to calculate the scalar replication price and to ensure that
this price coincides with the smallest superhedging price (see e.g. [3, 4, 31, 30]). Roux, Tokarz,
Zastawniak [34], Roux [33] were able to drop those assumptions and develop an algorithm to
calculate the scalar superhedging price in the two asset case that is based on the dual represen-
tation of the scalar superhedging price deduced in Jouini, Kallal [21]. The scalar superhedging
price is important to deduce price bounds. But only the set of superhedging portfolios provides
full information if one wants to carry out a superhedging strategy starting from an initial port-
folio that might contain other assets besides the nume´raire asset. Thus, in this paper we follow
the nume´raire-free approach of Kabanov [22], Schachermayer [37] to develop an algorithm to
calculate the set of all superhedging portfolios. An algorithmic approach to calculate the set of
superhedging portfolios was provided for d = 2 assets in Roux, Zastawniak [35]. In the work-
ing paper [36], which was developed independently of our work and uses a different approach,
Roux, Zastawniak present an extension of their recursive representation [35] of the set of super-
hedging portfolios to d assets. Thus, the more theoretical results like theorem 3.1, theorem 6.1
and corollary 6.3 of the present paper can also be found in [36] ((3.2), (3.3), (6.5) and lemma
5.5), even for American and Bermudan options. The connection to linear vector optimization
(section 4 and 6.3) and the usage of Benson’s algorithm [16] presented here add a novel and
practical side to the topic as they allow to control the error caused by numerical inaccuracy.
With Benson’s algorithm one can calculate approximations of the set of superhedging portfolios
for a pre-specified error level which can significantly reduce computational costs and becomes
important for larger problems and sets with many vertices.
This paper concerns three goals. First, an algorithm is presented to calculate the set of all
superhedging portfolios in the d asset case, as well as an algorithm to calculate the superhedging
strategy when starting from an initial portfolio vector in the set of superhedging portfolios. The d
asset case also allows to consider basket options. Secondly, we will show that the superhedging
problem in markets with transaction costs leads to a sequence of linear vector optimization
problems. This generalizes the well known fact that in frictionless markets, superhedging leads
to a sequence of linear (scalar) optimization problems (see e.g. chapter 7.1 in [11]). Thirdly, we
will show how the above mentioned scalar algorithm of [34, 33] can be related to the algorithm
presented here by a recent duality theory for vector optimization problems called geometric
duality [18]. It is notable, that even for the determination of the scalar superhedging price the
calculation of the set of superhedging portfolios at intermediate nodes is necessary. Thus, the
calculation of the set of superhedging portfolios is not more involved than the calculation of the
scalar superhedging price.
The first one to connect coherent set-valued risk measures with linear vector optimization
problems was Hamel [13], where in section 8 the set-valued average value at risk was formulated
as a linear vector optimization problem. We pick up on that idea, as the set of superhedging
portfolios can be seen as a set-valued coherent risk measure (see [15]), but adopt to the fact
that in our dynamic setting and since superhedging strategies are path dependent, one rather
formulates the problem as a sequence of linear vector optimization problems in the spirit of
dynamic programming (see also section 6). This is related to time consistency properties of
dynamic set-valued risk measures [9].
The paper is structured as follows. Section 2 reviews basic definitions and results about
market models with proportional transaction costs and superhedging in those markets. In sec-
tion 3 a recursive construction of the set of superhedging portfolios is deduced. An algorithm
to calculate a superhedging strategy is presented in section 3.1. Section 4 reformulates the su-
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perhedging problem in terms of linear vector optimization. Section 5 presents examples ranging
from multi-period binomial models to correlated trees for multiple assets and includes European
call options as well as basket options. Section 6 presents the dual representation of the scalar
superhedging price of Jouini, Kallal [21] generalized to the d asset case, and provides an algo-
rithm to calculate the scalar superhedging price. The relationship between the scalar and the
set-valued algorithm is deduced in section 6.3 via duality for the corresponding linear vector
optimization problems.
2 Preliminaries
Consider a financial market where d assets can be traded over finite discrete time t = 0, 1, . . . , T .
As stochastic base we fix a filtered finite probability space (Ω,F , (Ft)Tt=0, P ) with |Ω| = N ∈ IN,
P (ω) > 0 for all ω ∈ Ω and the usual assumptions regarding the filtration, in particular,
{∅,Ω} = F0 ⊆ F1 ⊆ ... ⊆ FT = F .
A portfolio vector at time t is an Ft-measurable random vector Vt : Ω → IRd. The values
Vt (ω) of portfolio vectors are given in physical units, i.e., the i-th component of the vector Vt (ω)
is the number of units of the i-th asset in the portfolio at time t for i = 1, . . . , d. Thus, we do
not fix a reference asset, like a currency or some other nume´raire, and treat all assets equally as
it was initiated by Kabanov [22].
A market model is an (Ft)Tt=0 adapted process (Kt)Tt=0 of solvency cones. A solvency cone is
a polyhedral convex cone Kt (ω) with IR
d
+ ⊆ Kt (ω) 6= IRd for all ω ∈ Ω and all t ∈ {0, 1, . . . , T}
and models the proportional frictions between the assets according to the geometric model
introduced in Kabanov [22], see also [37, 23]. To be more precise, let the terms of trade at time
t be modeled via an Ft-measurable d× d bid-ask-matrix Πt, as in definition 1.1 in [37]. That is,
Πt is a matrix-valued map ω 7→ Πt(ω), denoting the bid and ask prices for the exchange between
the d assets. The entry πij of Πt denotes the number of units of asset i for which an agent can
buy one unit of asset j at time t, i.e., the pair ( 1
piji
, πij) denotes the bid- and ask-prices of the
asset j in terms of the asset i. Furthermore, Πt satisfies
πij > 0, 1 ≤ i, j ≤ d,
πii = 1, 1 ≤ i ≤ d,
πij ≤ πikπkj, 1 ≤ i, j, k ≤ d.
The solvency cone Kt(ω) is spanned by the vectors π
ijei − ej , 1 ≤ i, j ≤ d, and the unit vectors
ei, 1 ≤ i ≤ d. Some of those vectors might be redundant. Throughout the paper we assume
IRd+ \ {0} ⊆ intKt (ω) , (2.1)
which is satisfied if the d assets are liquid in the sense that the exchange rates between any two
assets are positive and finite. This assumption ensures that any asset i ∈ {1, ..., d} can be used
as a nume´raire asset, and thus is useful whenever we compare our method to scalar procedures
(as in section 6). However, it is not needed for theorems 3.1, 4.1 and corollary 3.5, but is used
in theorem 3.6.
The cone Kt is called the solvency cone since it includes precisely those portfolios at time t
which can be exchanged into portfolios with only non-negative components (by trading at the
prevailing bid-ask prices at time t). Thus, Kt contains both the information about exchange
rates and proportional transaction costs at time t ∈ {0, 1, . . . , T}.
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By L0d(Ft, IRd) = L0d(Ω,Ft, P ; IRd) we denote the linear space of all Ft-measurable random
vectors X : Ω → IRd for t = 0, 1, . . . , T . We denote by L0d(Ft,Dt) = L0d (Ω,Ft, P ;Dt) those Ft-
measurable random vectors that take P -a.s. values in Dt. Since we work with a finite probability
space, we can identify L0d(FT , IRd) with IRdN . An IRd-valued adapted process (Vt)Tt=0 is called a
self-financing portfolio process for the market given by (Kt)
T
t=0 if for all t ∈ {0, . . . , T} it holds
Vt−Vt−1 ∈ −Kt P -a.s. with the convention V−1 = 0. We denote by AT ⊆ L0d(FT , IRd) the set of
random vectors VT : Ω → IRd, each being the value of a self-financing portfolio process at time
T , i.e. AT is the set of superhedgeable claims starting from initial endowment 0 ∈ IRd at time
zero. As it easily follows from the definition of self-financing portfolio processes, AT is a convex
cone and
AT = −L0d(F0,K0)− L0d(F1,K1)− ...− L0d(FT ,KT ).
Note that x0+AT is the set of terminal values of self-financing portfolio processes starting from
the initial portfolio vector V−1 = x0 ∈ IRd at time t = 0.
The fundamental theorem of asset pricing states that on a finite probability space a market
given by (Kt)
T
t=0 satisfies the no arbitrage condition if and only if there exists a consistent price
system (Zt)
T
t=0 (see [24, 25, 37]). The definitions are as follows. The market given by (Kt)
T
t=0 is
said to satisfy the no arbitrage property (NA) if AT ∩L0d(FT , IRd+) = {0}, see [37]. This property
is also known under the name of weak no arbitrage condition [24, 25], here we follow the notion
of Schachermayer [37]. By K+t we denote the set-valued mapping ω 7→ K+t (ω), where K+t (ω)
denotes the positive dual cone of the cone Kt (ω) for ω ∈ Ω and t ∈ {0, 1, . . . , T}. Thus,
K+t (ω) =
{
v ∈ IRd : ∀u ∈ Kt (ω) : vTu ≥ 0
}
.
An IRd+-valued adapted process Z = (Zt)
T
t=0 is called a consistent price system for the market
model (Kt)
T
t=0 if Z is a martingale under P and for all t ∈ {0, 1, . . . , T} it holds Zt ∈ K+t \ {0}
P -a.s. Let us denote the set of all consistent price systems by Z. An initial portfolio vector
x0 ∈ IRd allows to superhedge a claim X ∈ L0d(FT , IRd) if there exists a self-financing portfolio
process VT ∈ AT such that x0 + VT = X P -a.s., i.e., if X ∈ x0 + AT . Note that the term
’self-financing’ also allows the agents to ’throw away’ non-negative quantities of the assets, thus
the above condition x0 + VT = X P -a.s. really means superhedging and not necessarily perfect
replication. Let us denote by SHP0(X) the set of all those portfolio vectors x0 ∈ IRd at time
t = 0 that allow to superhedge the claim X ∈ L0d(FT , IRd), i.e.,
SHP0(X) =
{
x0 ∈ IRd : X ∈ x0 +AT
}
. (2.2)
Let us denote the halfspace with normal vector w ∈ IRd by G(w) = {x ∈ IRd : 0 ≤ wTx}. Let us
define the dual elements (Q,w) by
W1 =
{
(Q,w) ∈ MP1,d × IRd\ {0} : ∀t ∈ {0, 1, . . . , T} : E
[
diag (w)
dQ
dP
∣∣∣Ft] ∈ L1d(Ft,K+t )}.
MP1,d =MP1,d (Ω,FT ) denotes the set of all vector probability measures with components being
absolutely continuous with respect to P , i.e. Qi : FT → [0, 1] is a probability measure on
(Ω,FT ) such that dQidP ∈ L1(FT , IR) for i = 1, . . . , d. The set W1 is one-to-one with the set of
consistent price systems Z as it was shown in [15]. The set of superhedging portfolios of a claim
X ∈ L0d(FT , IRd) has the following dual representation.
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Theorem 2.1 ([24], [15] corollary 5.4). Under the no arbitrage condition (NA), for a claim
X ∈ L0d(FT , IRd) one has
SHP0(X) =
{
x0 ∈ IRd : ∀Z ∈ Z : E[XTZT ] ≤ xT0 Z0
}
(2.3)
=
⋂
(Q,w)∈W1
(
EQ [X] +G (w)
)
. (2.4)
The function X 7→ SHP0(−X) defines a closed set-valued coherent market-compatible risk
measure as introduced in [15]. Equation (2.2) is the primal representation of this risk measure
and corresponds to the very definition of elements x0 ∈ IRd allowing to superhedge the claim
X ∈ L0d(FT , IRd). Equation (2.3) refers to the representation of superhedging portfolios with
help of consistent price systems as in [22, 24, 25, 23, 37]. Equation (2.4) corresponds to the dual
representation with help of vector probability measures which is closer to the scalar results and
is in the spirit of set-valued coherent risk measure (see [15]).
The recession cone of a convex set A ⊆ IRd is the set A∞ := {x ∈ IRd : ∀t > 0 A+ tx ⊆ A},
see e.g. [32].
3 Recursive representation of the set of superhedging portfolios
We will show that the set of superhedging portfolios SHP0(X) as defined in (2.2) can be obtained
by a recursive construction, going backward in the event tree, while the corresponding super-
hedging strategy can be obtained going forward in the tree. Based on this recursive structure,
an algorithm to calculate superhedging portfolios and strategies will be developed.
Let Ωt denote the set of atoms of Ft for t ∈ {0, 1, . . . , T}. Let us consider a tree that
represents the income of information, i.e., the nodes of the tree correspond to the atoms ω ∈ Ωt
of Ft. In the examples in section 5 we will consider recombining trees such that the number of
nodes does not grow exponentially with the number of time steps to ensure that the algorithm
is computationally manageable. However, we do not need this assumption now.
A node ω¯ ∈ Ωt+1 is called a successor node of ω ∈ Ωt (t ∈ {0, . . . , T − 1}) if ω¯ ⊆ ω. The set
of successor nodes of ω ∈ Ωt is denoted by
succ (ω) = {ω¯ ∈ Ωt+1 : ω¯ ⊆ ω}.
Let the market model be described by an adapted stochastic process for the solvency cones
(Kt)
T
t=0. The superhedging portfolios of a random payoff X ∈ L0d(FT , IRd) can be written in
recursive form.
Theorem 3.1. If the no arbitrage condition (NA) holds true, the set of superhedging portfolios
SHP0(X) ⊆ IRd, defined in (2.2), of a claim X ∈ L0d(FT , IRd) satisfies
∅ 6= SHP0(X) 6= IRd (3.1)
and can be obtained recursively via
∀ω ∈ ΩT : SHPT (X)(ω) = X(ω) +KT (ω) (3.2)
∀t ∈ {T − 1, . . . , 1, 0},∀ω ∈ Ωt : SHPt(X)(ω) =
⋂
ω¯∈succ (ω)
SHPt+1(X)(ω¯) +Kt(ω). (3.3)
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Proof. Note that the intersection of finitely many non-empty polyhedral convex sets A1, . . . , Am
satisfying (Ai)∞ ⊇ IRd+ for i = 1, . . . ,m is non-empty (e.g. the component-wise maximum over
a selection ai ∈ Ai (i = 1, . . . ,m) belongs to the intersection). Since Kt(ω) ⊇ IRd+ for all
t ∈ {0, . . . , T} and all ω ∈ Ωt, the sets SHPt(X)(ω) defined by (3.2), (3.3) are non-empty.
Let us first show that the set SHP0(X) as defined by the recursive construction (3.2), (3.3) is
included in the set defined by (2.2). Let x0 ∈ SHP0(X) as defined by the recursive construction
(3.2), (3.3). Equation (3.3) for t = 0 is equivalent to the existence of a V0 ∈ x0 − K0 such
that V0 ∈
⋂
ω∈Ω1
SHP1(X)(ω). In particular, V0 ∈ SHP1(X)(ω) for all ω ∈ Ω1. Using the
definition of SHP1(X)(ω), i.e. (3.3) for t = 1, there exists for each ω ∈ Ω1 a V1(ω) ∈ V0−K1(ω)
such that V1(ω) ∈ SHP2(X)(ω¯) for all ω¯ ∈ succ (ω). Going forward in the tree in the same
manner and using (3.2), one can conclude that there exists for each ω¯ ∈ ΩT with ω¯ ∈ succ (ω)
for some ω ∈ ΩT−1 a VT (ω¯) ∈ VT−1(ω) −KT (ω¯) such that VT (ω¯) = X(ω¯). That means, there
exists a self-financing portfolio process V0, ..., VT with VT ∈ x0 + AT and VT (ω¯) = X(ω¯), i.e.
X ∈ x0 +AT , which means x0 is a superhedging portfolio of X by (2.2).
For the reverse inclusion, take x0 ∈ SHP0(X) as defined in (2.2). For a given path
(ω0, . . . , ωT−1) with ωt ∈ Ωt and ωt ∈ succ (ωt−1) (t = 1, . . . , T − 1), there exist kt ∈ Kt(ωt) such
that x0 − k0 − ...− kT−1 ∈ X(ω¯) +KT (ω¯) for all ω¯ ∈ ΩT with ω¯ ∈ succ (ωT−1). Thus,
x0 − k0 − ...− kT−2 ∈
⋂
ω¯∈succ (ωT−1)
SHPT (X)(ω¯) + kT−1,
where SHPT (X) is defined as in (3.2). Since this holds for any ωT−1 ∈ ΩT−1 with ωT−1 ∈
succ (ωT−2), we have
x0 − k0 − ...− kT−2 ∈
⋂
ω¯∈succ (ω)
SHPT (X)(ω¯) +KT−1(ω) = SHPT−1(X)(ω)
via (3.3) for all ω ∈ ΩT−1 with ω ∈ succ (ωT−2). Proceeding like this reveals x0 ∈ SHP0(X) as
defined by the recursive construction (3.2), (3.3). This proves the equivalence of (2.2) and the
recursive definition of SHP0(X) in (3.2), (3.3). By the fundamental theorem of asset pricing, no
arbitrage implies the existence of a consistent price system Z ∈ Z (see [24]). Thus, SHP0(X) 6=
IRd follows from theorem 2.1.
Remark 3.2. The equivalence of (2.2) and the recursive definition of SHP0(X) in (3.2), (3.3)
also holds for probability spaces that are not necessarily finite, see remark 12 in [9] for a short and
elegant proof using the recently developed multi-portfolio time consistency concept for dynamic
set-valued risk measures and its equivalent characterization through recursiveness. For ease of
notation one can write
SHPT (X) = X +KT
∀t ∈ {T − 1, . . . , 1, 0} : SHPt(X) = SHPt+1(X) ∩ L0d(Ft, IRd) +Kt.
Clearly, SHPt(X)(ω) is the set of superhedging portfolios of X ∈ L0d(FT , IRd) at time t at
node ω ∈ Ωt, t ∈ {0, 1, ..., T} and (3.1) is satisfied likewise. As a consequence of theorem 3.1, for
all t ∈ {0, 1, ..., T} and all ω ∈ Ωt, SHPt(X)(ω) is a non-empty polyhedral convex set. Under
assumption (2.1) it satisfies
int (SHPt(X)(ω))∞ ⊇ IRd+ \ {0} . (3.4)
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The recursive structure (3.2), (3.3) provides a geometric intuition for designing an algorithm to
calculate the superhedging portfolios going backwards in the tree. The operations involved are
intersections of polyhedra and the sum of polyhedral sets and polyhedral cones. These operations
could be realized by methods from computational geometry, which are essentially based on the
vertex enumeration problem, see e.g. [1, 5]. For several reasons, discussed at the end of section
4, we reformulate the problem as a sequence of linear vector optimization problems. Note that
for path independent payoffs and recombining trees, the recursive pricing procedure described
in theorem 3.1 grows only polynomial as the trading frequency increases.
Note that the same geometric intuition as in (3.2), (3.3) appears if one is only interested
in calculating the scalar superhedging price (i.e. the smallest superhedging price in a given
currency or nume´raire) when transaction costs are present. Even in the scalar case, it cannot
be avoided to use the set-valued operations (intersection and sum of polyhedral sets). As a
consequence of (3.4), the polyhedral convex sets SHPt(X)(ω) can be expressed as the epigraphs
of piecewise linear functions f : IRd−1 → IR. For example, in the two asset binomial model, this
recursive structure can be rediscovered in the sequential problem Qt, p. 71 in [3].
On the other hand, for the purpose of comparing our method with algorithms developed for
calculating the scalar superhedging price based on a dual description as in [34, 35, 33] it is quite
helpful to reformulate (3.2), (3.3) as a sequence of linear vector optimization problems. As we
will see in detail in section 4, in each iteration step a solution of the dual vector optimization
problem [18] is used. As it will turn out, duality provides a link between (3.2), (3.3) and above
mentioned scalar algorithms and allows to recover the whole set of superhedging portfolios
from intermediate results of the scalar algorithm. It is a somewhat surprising insight that the
calculation of the set of superhedging portfolios is not more difficult than calculating the scalar
superhedging price in markets with transaction costs, see section 6.
Remark 3.3. Note that it is sufficient to develop an algorithm for superhedging portfolios
and superhedging strategies since the set of subhedging portfolios SubHP0(X) of a claim X ∈
L0d(FT , IRd) is just the negative of the set of superhedging portfolios of −X
SubHP0(X) = −SHP0(−X).
The corresponding strategy for the buyer of a claim X is to superhedge −X.
3.1 Calculation of the superhedging strategy
From the proof of theorem 3.1, one can see that the superhedging strategy, when starting from a
particular element in the set of superhedging portfolios, can be calculated going forward in the
tree. In the presence of transaction costs optimal superhedging strategies are, in general, path-
dependent even for path-independent payoffs. But one only needs to compute the superhedging
strategy along the realized path, one step at a time, in real time.
Remark 3.4. A self-financing trading strategy starting from an initial portfolio vector x0 ∈ IRd
is a sequence k0, k1, ..., kT of trades at time t = 0, 1, . . . , T with kt ∈ Kt for all t. The j-th
component of kt gives the number of shares of asset j to be bought/sold at time t and paying
the prevailing transaction costs as given by Kt. Of course, such a self-financing trading strategy
is one-to-one with a self-financing portfolio process V0, V1, ..., VT via
V0 = x0 − k0 and ∀t ∈ {1, . . . , T} : Vt = Vt−1 − kt
as it can be seen from the definition of a self-financing portfolio process.
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Corollary 3.5. For a claim X ∈ L0d(FT , IRd) and a given initial portfolio vector x0 ∈ IRd with
x0 ∈ SHP0(X), there exists a superhedging strategy for a path (ω0, . . . , ωT ) with ωt ∈ Ωt and
ωt ∈ succ (ωt−1) (t = 1, . . . , T ). Such a strategy is given by a self-financing portfolio process
V0, V1, ..., VT satisfying
V0 ∈ ({x0} −K0) ∩
⋂
ω¯∈succ (ω0)
SHP1(X)(ω¯), (3.5)
Vt ∈ ({Vt−1} −Kt(ωt)) ∩
⋂
ω¯∈succ (ωt)
SHPt+1(X)(ω¯), (3.6)
for all t ∈ {1, ..., T}.
Proof. The assertions follow from the recursion (3.2), (3.3) and the proof of theorem 3.1. In
particular, it follows that the sets in (3.5), (3.6) are non-empty and thus the existence of a
superhedging strategy follows.
Note that a superhedging strategy is typically not uniquely determined. In the following we
will shortly discuss how to choose one specific superhedging strategy. Since the strategies are
in general superhedging and not replication strategies, it might be possible in certain scenarios
to withdraw cash or assets without endangering the superhedging criteria. Thus, one possible
criterion to choose a strategy might be to withdraw as much as possible of certain assets at
intermediate points in time. Different criterions are possible and are discussed in detail in [29].
At each time t = 0, 1, ..., T , choosing a superhedging strategy at a node ω ∈ Ωt with
endowment x = Vt(ω) ∈ SHPt(X)(ω) means choosing a triplet (v, y, k), where v = Vt+1 ∈
SHPt+1(X)(ω) is the portfolio after a trade k ∈ Kt(ω) and withdrawals of a portfolio y ∈ IRd
at time t. That means, Vt+1 = Vt− y− k and the portfolio Vt+1 is hold from time t to t+1 and
presents the initial endowment (before trades are made) in the next iteration step.
Let us assume an investor following a superhedging strategy wants to withdraw as much of
a certain portfolio y ∈ IRd+ \ {0} as possible at each intermediate point in time.
Let t ∈ {1, . . . , T}, ω ∈ Ωt, x ∈ SHPt(X)(ω) and let K˜t(ω) ∈ IRd×s be a matrix containing
the s generating vectors of Kt(ω). We assume that inequality representations of the polyhedral
sets SHPt+1(X)(ω) are known. An algorithm to compute them will be given in section 4. Solving
the following LP with variables (v, α, z) ∈ IRd × IR× IRs, we obtain a portfolio v¯ according to
corollary 3.5 which has the property that a maximal amount of the portfolio y is withdrawn at
time t. If t < T , we take
maxα s.t. v ∈
⋂
ω¯∈succ (ω)
SHPt+1(X)(ω¯), v + αy + K˜t(ω)z = x, α ≥ 0 , z ≥ 0. (3.7)
At time T , we solve
maxα s.t. v ≥ X(ω), v + αy + K˜t(ω)z = x, α ≥ 0 , z ≥ 0. (3.8)
From a solution (v¯, α¯, z¯), we get the new portfolio Vt+1 = v¯. The portfolio y¯ = α¯y ∈ IRd+
describes the withdrawal and k = K˜t(ω)z¯ is the corresponding trade.
Theorem 3.6. If the market satisfies the no arbitrage property (NA), then there exists a solution
(v¯, α¯, z¯) for (3.7) and (3.8).
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Proof. The feasible set is non-empty by corollary 3.5 and the fact that any nonnegative with-
drawal y belongs to Kt(ω). Assume there does not exist a solution (v¯, α¯, z¯) for (3.7) or (3.8),
i.e. the value of the problem is +∞. Denoting by C = (SHPt(X)(ω))∞ the recession cone of
SHPt(X)(ω), we obtain y ∈ −C. But y ∈ intC by (3.4). Hence 0 ∈ intC and thus C = IRd. It
follows that SHPt(X)(ω) = IR
d, which contradicts theorem 3.1.
An important special case is the max-cash superhedging strategy, which is obtained by setting
y = (1, 0, . . . , 0)T , where the first component is assumed to correspond to the cash account of
interest.
Example 3.7. Let us consider a simple introductory example: a one period binomial model
with non-constant proportional transaction costs, where the set of superhedging portfolios has
multiple vertices. We will use this example to illustrate the algorithm and to explain differences
between the scalar and the set-valued approach. Note that the transaction costs are chosen to
be quite large, just for the purpose of obtaining illustrative pictures.
Let asset 0 be a riskless cash account and let us assume for simplicity that interest rates are
zero. Asset 1 is a risky stock, whose bid-ask prices (Sbt , S
a
t ) at time t = 0 and t = T are modeled
as follows:
(18, 25)
(20, 26)
(16, 23).
We consider a digital option, more specifically an asset or nothing call option with physical
delivery and strike K = 24. The payoff is given by
X (ω) = (X1 (ω) ,X2 (ω))
T = (0, I{SaT≥K} (ω))
T .
Thus, the payoff in the up-node is X(ω1) = (0, 1)
T and in the down node X(ω2) = (0, 0)
T .
The calculation of the set of superhedging portfolios by the recursive procedure described in
theorem 3.1 and illustrated in figure 1 reveals that SHP0(X) has two vertices, one at (0, 1)
T
and one at (−80, 5)T and a recession cone equal to the solvency cone K0 at initial time which
is generated by (−18, 1)T and (25,−1)T . Figure 2 shows the set of sub- and superhedging
portfolios. The scalar superhedging price is given by 25 units cash and corresponds to the buy
and hold strategy that superreplicates the claim. The strategy is to transfer the initial position
(25, 0)T into the vertex (0, 1)T of SHP0(X) at initial time and hold this portfolio until terminal
time. However, the knowledge of the scalar superhedging price and the corresponding strategy
does not give information about optimal strategies if one already owns some shares of the stock.
For example, if one owns 5 stocks and is short 80 units cash at initial time (the portfolio
corresponding to the second vertex of SHP0(X)), one cannot reach the scalar superhedging
price, that is the portfolio (25, 0)T , by selling the stock at initial time. This is illustrated in
figure 3. Therefore, the portfolio (−80, 5)T does not allow to superreplicate if initial positions
are ”cash only” positions. Consequently, if initial positions in several eligible assets (here stock
and cash) are allowed instead of only one (like cash) the cost of superreplication can be reduced:
The portfolio (−80, 5)T ∈ SHP0(X) clearly allows to superreplicate (in this example even to
replicate) the claim. The scalar superhedging price gives information about price bounds, but
for the purpose of actually carrying out a superhedging strategy, only the set of all superhedging
portfolios gives full information on optimal strategies.
9
46
2
−20−60 20−100
2
−20−60 20
4
6
−100
SHP0(X)
SHPT (X)(ω1)
SHPT (X)(ω2)
⋂
i=1,2
SHPT (X)(ωi)
cashcash
stock stock
Figure 1: Example 3.7: Illustration of the recursive algorithm (3.2), (3.3) of theorem 3.1.
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4 Connection to linear vector optimization and algorithms to
compute the recursive representation
We will show that the recursive problem (3.2), (3.3) can be formulated as a sequence of linear
vector optimization problems, which can be solved by a generalization of Benson’s algorithm as
provided in [16]. Furthermore, existing algorithms [33, 34] for the scalar superhedging price as
well as their generalization to the case of more than two assets are related to this sequence of
vector optimization problems via vectorial duality [18, 27, 16], see section 6.
Consider a linear vector optimization problem with a q-dimensional objective function. The
image space IRq is partially ordered by a polyhedral convex cone C ⊆ IRq that contains no lines
and has non-empty interior. For y, z ∈ IRq we write y ≤C z, or shortly y ≤ z, if z − y ∈ C. We
consider the problem to
minimize P : IRd → IRq with respect to ≤C subject to Bx ≥ b, (P)
where B ∈ IRm×d, b ∈ IRm and P is linear, i.e. P ∈ IRq×d. The feasible set of (P) is S := {x ∈
IRd : Bx ≥ b}. The dual problem to (P) [18, 27] is
maximize D∗ : IRm × IRq → IRq with respect to ≤K over T, (D∗)
with (linear) objective function
D∗ : IRm × IRq → IRq, D∗(u,w) := (w1, ..., wq−1, bTu)T ,
ordering cone K := IR+ · (0, 0, . . . , 0, 1)T , and feasible set
T :=
{
(u,w) ∈ IRm × IRq : u ≥ 0, BTu = P Tw, cTw = 1, w ∈ C+} ,
where c is a fixed vector in intC and C+ :=
{
w ∈ IRq : ∀y ∈ C : wT y ≥ 0} is the dual cone of
C. Benson’s algorithm [2, 8, 27, 16] can be used to compute solutions to both the primal and
the dual problem.
In each iteration step of (3.2), (3.3) a linear vector optimization problem needs to be solved
which in turn means, that the calculation of the set SHP0(X) means solving a sequence of linear
vector optimization problems. The objective function P at time t is the liquidation map, which
corresponds to an exchange of those assets with no transaction costs at time t into a single asset.
For instance, if there are no transaction costs between assets i and j at time t, the matrix
Pji =
(
e1, . . . , ei−1, ei + πijej , ei+1, . . . , ej−1, ej+1, . . . , ed
)T
(4.1)
is considered, where πij is the exchange rate, the price of asset j in terms of asset i at time t. If x
is a portfolio with d assets then Pjix is a portfolio with d− 1 assets which is obtained from x by
exchanging asset j in asset i without transaction costs. The same procedure is applied to the new
portfolio if there are further pairs of assets having no transaction costs. This process determines
the liquidation map P for the solvency cone Kt(ω), ω ∈ Ωt. At the end we have transaction costs
between any two assets. Let us denote the matrix containing the (finite number of) generating
vectors of Kt(ω)
+ as columns by K˜t(ω)
+ for ω ∈ Ω and t ∈ {0, ..., T}. The generating vectors of
Kt(ω)
+ can be obtained by vertex enumeration from the generating vectors of Kt(ω), or by the
method described in [28]. The notion B = {Bi, i ∈ I} stands for the matrix B ∈ IR
∑
i∈I mi×d
containing the rows of all the matrices Bi ∈ IRmi×d, i ∈ I, for some index set I.
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Theorem 4.1. For ω ∈ ΩT it holds SHPT (X)(ω) =
{
x ∈ IRd : BωTx ≥ bωT
}
with BωT = (K˜T (ω)
+)T
and bωT = B
ω ·X(ω).
For each t from T − 1 down to 0 and each ω ∈ Ωt consider the linear vector optimization
problem given by
P = LiquidationMap(Kt(ω)),
B =
{
Bω¯t+1 : ω¯ ∈ succ (ω)
}
,
b =
{
bω¯t+1 : ω¯ ∈ succ (ω)
}
,
and ordering cone C = P ·Kt(ω)). Let
{
(u1, w1), . . . , (uk, wk)
}
be a solution to the dual problem
(D∗) of the above linear vector optimization problem, and set Bωt = (P
Tw1, . . . , P Twk)T and
bωt = (b
Tu1, . . . , bTuk)T . Then,
SHPt(X)(ω) =
{
x ∈ IRd : Bωt x ≥ bωt
}
.
Proof. The inequality representation of SHPT (X)(ω) is easy to see. Given an inequality rep-
resentation of SHPt+1(X)(ω), t ∈ {0, ..., T − 1}, the recursive form (3.2), (3.3) of theorem 3.1
ensures that SHPt(X)(ω) can be written as the back transformation (w.r.t. the liquidation
map) of the upper image P [S] + C, where S := {x : Bx ≥ b}, of the above vector optimization
problem. Strong duality (see [16]) between the primal problem (P) and its dual problem (D∗)
is satisfied since the feasible sets S of (P) and T of (D∗) are non-empty, which follows from
(3.1). Strong duality ensures that a solution to the dual problem (D∗) leads to an inequality
representation of the upper image P [S] + C of the primal problem (P), and, using the back
transformation of the liquidation map, to an inequality representation of SHPt(X)(ω) as given
above, see [16, 17].
The liquidation map is in place to ensure that the ordering cone P ·Kt(ω) contains no lines,
which in turn makes it possible to apply Benson’s algorithm. If the bid-ask spread is strictly
positive between any two assets at time t, then the liquidation map P reduces to the identity
and SHPt(X)(ω) is just
SHPt(X)(ω) = {x : Bx ≥ b}+Kt(ω).
In this case we deal with a very special linear vector optimization problem, which could be solved
by vertex enumeration only. Recall that also in the general case, the recursive structure (3.2),
(3.3) consists of the following operations: intersections of polyhedra and the sum of polyhedral
sets and polyhedral cones, which could be realized by methods from computational geometry,
essentially based on the vertex enumeration problem, see e.g. [1, 5]. This direct calculation is
also proposed in [36] in a more general framework. However, in practice one has to deal with
numerical inaccuracy and tractability of the problem. The reformulation as a sequence of linear
vector optimization problems and the usage of Benson’s algorithm can have numerical advantages
in both cases, since the polyhedra at intermediate steps of the algorithm can be approximated
with error bounds that can be chosen, see remark 4.10 in [16]. Without this approximation
the number of vertices can grow rapidly and make the problem numerically intractable. Note
that Benson’s algorithm yields both outer and inner approximations, which allows to control
the approximation error.
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To illustrate this, let us assume for the moment that P is the identity. Benson’s algorithm
in [16] with pre-specified error level ǫ > 0 and parameter c ∈ intKt(ω) applied to the linear
vector optimization problem given in theorem 4.1 leads to an inner and outer ǫ-approximation
of the set SHPt(X)(ω) by providing a set SHP t(X)(ω) satisfying
SHP t(X)(ω) − ǫ{c} ⊇ SHPt(X)(ω) ⊇ SHP t(X)(ω).
It is also important to study the propagation and accumulation of the approximation errors
over time as now at time t− 1 instead of the true input SHPt(X)(ω) the inner ǫ-approximation
SHP t(X)(ω) is used, and at each time point a new approximation error might be made. How-
ever, the following observations can be made, see [10]: An ǫ-error in the input leads to an
ǫ-approximation of the output providing it was calculated exactly; if the output is only calcu-
lated with approximation error δ > 0, the total approximation error is ǫ+δ. That means, overall
one is able to calculate at time t = 0 an ǫ ·T -approximation of SHP0(X), that is a set SHP 0(X)
satisfying
SHP 0(X) − ǫ · T{c} ⊇ SHP0(X) ⊇ SHP 0(X),
when using the same error level ǫ > 0 and parameter c ∈ int IRd+ for all times t and states ω ∈ Ωt.
5 Examples
If one is interested in the superhedging portfolios for initial positions in only a few of the d
assets, for example in just a few currencies, or even in just one currency, one would calculate
SHPM0 (X) = SHP0(X) ∩M, (5.1)
for M = {∑i∈I siei, si ∈ IR}, where the assets i ∈ I with I ⊆ {1, ..., d} are the ones of interest.
This simply involves one more operation (the intersection) in the algorithm. The introduction
of M is quite useful if the number of assets d is very high, one owns just a few of the d assets
and thus is interested in superhedging portfolios just starting with those assets, or if SHP0(X)
is too complex to be visualized. In particular, the i-th component of a vertex of SHPM0 (X) for
M = {sei, s ∈ IR} coincides with the smallest superhedging prices if asset i ∈ {1, ..., d} is chosen
as the nume´raire, thus coinciding with the scalar superhedging price πai (X).
A second possibility to calculate the scalar superhedging price πai (X) w.r.t. a nume´raire
asset i is by normalizing the inequality representation SHP0(X) = {x ∈ IRd : Bx ≥ b} obtained
by the algorithm in section 4 in the following way: Transform Bx ≥ b into B˜x ≥ b˜ such that each
element in the ith row of B˜ is equal to 1. This is always possible by (3.4) and SHP0(X) 6= IRd.
Then, the largest component of b˜ is πai (X) w.r.t. the nume´raire asset i. This relation also plays
a role in section 6.3. Both methods provide a way to compare our results with the algorithm
for the d = 2 case of [34, 33] for calculating the scalar superhedging price when the nume´raire
asset is the riskless asset (see example 5.2).
5.1 Two asset case
Example 5.1. Let us consider a digital option similar to example 3.7, but in a multi-period
framework and smaller transaction costs. Let asset 1 be a riskless bond B with an annual
interest rate of 3%, face value BT = 1, maturity one year, frequent compounding with n = 100
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time intervals, i.e. B0 = (1+
r
n
)−n and no transaction costs for the bond, i.e. Bbt = B
a
t = Bt for
all t. Let the mid-market stock price S follow a Cox-Ross-Rubinstein binomial model,
St = εtSt−1,
for t = 1, ..., T , where ε1, ε2, ... is a sequence of independent identically distributed random
variables taking two possible values eσ∆t or e−σ∆t, where ∆t is the length of one time step. The
initial stock price is S0 = 18, volatility σ = 0.2, and transaction costs are constant λ = 0.04.
Let the bid and the ask price at time t, respectively, be given by
Sbt = St(1− λ), Sat = St(1 + λ). (5.2)
An asset or nothing call option with physical delivery, maturity 1 year, strike K = 19 and payoff
X (ω) = (X1 (ω) ,X2 (ω))
T =
(
0, I{SaT≥K} (ω)
)T
is considered. The set SHP0(X) has two vertices, one at (0, 1)
T and one at (−24.92, 2.39)T and a
recession cone equal to the solvency cone K0 at initial time which is generated by
(−Sb0/B0, 1)T
and (Sa0/B0,−1)T .
The scalar superhedging price in the nume´raire asset (the bond) is πa0(X) = 19.29 units
of the bond, which corresponds to a scalar superhedging price in the domestic currency of
πa(X) = 18.72 = Sa0 and the corresponding strategy is the buy and hold strategy. Note that
in contrast to the trivial strategy one obtains for the scalar superhedging, the superhedging
strategy can be more involved, when the initial portfolio vector is not cash-only.
Example 5.2. Let asset 1 be a riskless bond B with an effective interest rate of re = 10%,
frequent compounding, face value BT = 1, maturity 1 year, i.e. B0 = (1 + re)
−1, and no
transaction costs for the bond, i.e. Bbt = B
a
t = Bt for all t. Let the stock price S follow a
Cox-Ross-Rubinstein binomial model as in example 5.1. The initial stock price is S0 = 100,
volatility σ = 0.2, maturity 1 year and transaction costs are constant λ = 0.00125. Let the
bid and ask prices at time t be given as in (5.2). Consider a call option with maturity 1 year,
physical delivery and strike K = 80 whose payoff is a function of the mid-market price, i.e.
X (ω) = (X1 (ω) ,X2 (ω))
T =
(−KI{ST>K} (ω) , I{ST>K} (ω))T .
The set of superhedging and subhedging portfolios is given by its vertices and recession cones.
For different values of n, the vertices (in units of bond and stock) are recorded in table 1.
The recession cone of SHP0(X) is always K0, generated by
(−Sb0/B0, 1)T and (Sa0/B0,−1)T ,
whereas the recession cone of −SHP0(−X) is −K0. The scalar price bounds πb(X), πa(X) in
the domestic currency are also recorded in table 1.
For comparison purpose, we also give the scalar price bounds πb(X), πa(X) if there are no
transaction costs at t = 0 as considered in [34, 33, 4, 30]. We are able to replicate the scalar
results as given in table 1 of [34] and table 3.1 and 3.2 of [33], where the different values of
the parameters K and λ are K ∈ {80, 90, 100, 110, 120} and λ ∈ {0%, 0.125%, 0.5%, 0.75%, 2%}.
Let n be the number of time intervals (that is n = T ). Minor deviations (all less than 0.001)
from table 3.2 of [33] appear in a few instances for the bid prices in the n = 1000 case and
one deviation of 0.014 for n = 1000 that is recorded in table 1. The case n = 1800 was not
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λ = 0.125% for all t
n 6 13 52 250 1000 1800
vertex of −SHP0(−X)
(
−74.434
0.953
) (
−74.699
0.956
) (
−75.477
0.962
) (
−76.348
0.969
) (
−78.049
0.983
) (
−79.049
0.992
)
lower price bound pib(X) 27.552 27.537 27.462 27.381 27.249 27.191
vertex of SHP0(X)
(
−73.814
0.948
) (
−73.857
0.949
) (
−73.857
0.949
) (
−72.856
0.941
) (
−71.244
0.929
) (
−70.209
0.921
)
upper price bound pia(X) 27.854 27.866 27.872 27.994 28.213 28.370
λ = 0.125% for t = 1, ..., T , but no transaction costs at t = 0 as in [34, 33, 4, 30]
n 6 13 52 250 1000 1800
lower price bound pib(X) 27.671 27.656 27.582 27.502 27.372a 27.315b
upper price bound pia(X) 27.735 27.747 27.753 27.876 28.097 28.255b
a differs from value 27.386 in [33]
b not considered in [34, 33]
Table 1: set-valued and scalar sub- and superhedging portfolios of European call options
considered in [34, 33]. Here, we just present the results for K = 80 and λ = 0.125%. We used
the dual variant of Benson’s algorithm in [16] with a precision of ǫ = 10−7, which according to
the remarks at the end of section 4 leads to an overall precision of ǫn.
Note that, if the bond is chosen as the nume´raire asset, the scalar superhedging price πa1(X)
is given in units of the bond, and one needs to multiply it by B0 to obtain the scalar superhedging
price πa(X) in the domestic currency that is recorded in table 1. It is worth pointing out that
there are parameter constellations that lead to multiple vertices for the set of superhedging or
subhedging portfolios. For example, −SHP0(−X) for λ = 2%, K = 110 and n = 52 has 8
vertices given by the columns of the following matrix( −34.743 −48.097 −79.757 −88.323 −91.778 −84.331 −54.520 −41.461
0.322 0.445 0.732 0.809 0.840 0.774 0.504 0.384
)
with a scalar subhedging price of πb(X) = −0.023 (in the domestic currency) if transaction costs
are considered at all time points, and πb(X) = 0.865 if no transaction costs are considered at
t = 0. The set −SHP0(−X) for λ = 2%, K = 110 and n = 250 has 3 vertices given by(
2.370 −107.125 −110.107
−0.036 0.974 1.001
)
with a scalar subhedging price of πb(X) = −1.546 if transaction costs are considered at all time
points, and πb(X) = −0.038 if no transaction costs are considered at t = 0. Note that negative
bid prices might occur when physical delivery is considered in markets with transaction costs.
This issue was discussed and resolved in [31], see also remark 3.30 in [33].
5.2 Multiple correlated assets and basket options
We are interested in the set of superhedging portfolios of options involving multiple correlated
assets. We will use a multi-dimensional tree that approximates a d−1-dimensional Black Scholes
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model for d− 1 risky assets, where the stock price dynamics under the risk neutral measure Q
are given by
dSit = S
i
t(rdt+ σidW
i
t ), i = 1, ..., d − 1
for Brownian motions W i and W j with correlation ρi,j ∈ [−1, 1] for i 6= j. We will follow the
method in [26] to set up a tree for the correlated risky assets by transforming the stock price
process S into a process Y with independent components. This tree will have 2d−1 branches in
each node and will be recombining with (t+ 1)d−1 nodes at time t with t ∈ {0, 1, ..., T}. Thus,
a node can be identified by an index (t, j1, ..., jd−1) for t ∈ {0, 1, ..., T} and 1 ≤ ji ≤ t + 1 for
all i ∈ {1, ..., d − 1}. For d = 3 the nodes at time t can be described by the indices (j1, j2) of
the elements of a matrix Mt ∈ IR(t+1)×(t+1). The values of the process Y at such a node can be
obtained as follows.
Let Σ be the covariance matrix of the log asset prices and GGT = Σ be the Cholesky
decomposition of Σ. Let n be the number of time intervals and ∆t the length of one time interval.
Let us denote α = G−1(r − 12σ2). The initial value of the process Y is given by Y0 = G−1(X0)
with X0 = (log(S
1
0), ..., log(S
d−1
0 )). The value of the process Y at node (t, j1, ..., jd−1) is given
by
Y it = Y
i
0 + tαi∆t+ (2ji − t− 2)
√
∆t, i = 1, ..., d − 1. (5.3)
for t ∈ {0, 1, ..., T} and 1 ≤ ji ≤ t + 1. We omit the index (j1, ..., jd−1) for Yt(j1, ..., jd−1)
and hope not to cause confusion. The value of the original stock price vector S at this node
(t, j1, ..., jd−1) is
Sit = exp
(GYt)i , i = 1, ..., d − 1. (5.4)
Now, let us assume for simplicity that the proportional transaction costs are constant for each
of the risky assets and are given by λ = (λ1, ..., λd−1). Thus the bid and ask prices at node
(t, j1, ..., jd−1) are given by
(Sbt )
i = Sit(1− λi) (Sat )i = Sit(1 + λi), i = 1, ..., d − 1. (5.5)
Furthermore, let us assume there is a riskless asset with dynamics (Bt)
T
t=0. Transaction costs in
the riskless asset can be incorporated by considering bid-ask prices Bbt ≤ Bat for t = 0, 1, ..., T .
For d = 3, if both risky assets are denoted in the domestic currency (the currency of the riskless
asset), if λ1, λ2 > 0, and if we assume an exchange between the two risky assets can not be made
directly, only via cash by selling one asset and buying the other, we obtained the following tree
model for the solvency cone process Kt. At node (t, j1, j2) the generating vectors of the solvency
cone are given by πijei − ej , 0 ≤ i, j ≤ 2 (see section 2), i.e., by the columns of the matrix
(Sat )
1
Bbt
− (Sbt )1
Bat
(Sat )
2
Bbt
− (Sbt )2
Bat
0 0
−1 1 0 0 1 −1
0 0 −1 1 − (Sbt )1
(Sat )
2
(Sat )
1
(Sbt )
2
 . (5.6)
If there are no transaction costs for the riskless asset, i.e. Bbt = B
a
t , the last two generating
vectors in (5.6) are redundant and can be omitted.
Note, if there is an asset denoted in a currency different from the domestic currency, one
needs to model the exchange rate between domestic and foreign currency as well and obtains a
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model with one more risky asset. The generating vectors of solvency cones in higher dimension
and without the above assumptions can be obtained analogously, see definition 1.2 in [37].
Also, if one of the risky assets is a currency, one would rather use a discrete approximation
of a mean-reverting process than a geometric Brownian motion for this asset. In this case
the model for the process Y with independent components would be similar to above, but the
transformation (5.4) needs to be adapted to the new setting, see for example [19].
Random proportional transaction costs for an asset can be modeled analogously, by treating
them as another (correlated) risky asset. In (5.5) one would just replace the constant λ by the
value of the stochastic process λ at node (t, j1, ..., jd−1).
Example 5.3. (exchange option) Let us consider a European option in which at expiration, the
holder can exchange one unit of asset 2 and receive one unit of asset 1. Let asset 0 be a riskless
bond B with annual interest rate r under frequent compounding and face value BT = 1. We
assume constant transaction costs λ0 for the bond with bid and ask prices as in (5.5). Assets
1 and 2 are two correlated stocks S1 and S2, denoted in the same currency as the bond, with
initial stock price for the first stock S10 = 45, volatility σ1 = 0.15, constant transaction costs λ1
and for the second stock S20 = 50, σ2 = 0.2, λ2 and correlation ρ = 0.2 between both stocks.
The tree is modeled as described in section 5.2. The bid and ask prices are given as in (5.5).
Consider an exchange option with physical delivery. The payoff is given by
X (ω) = (X1 (ω) ,X2 (ω) ,X3 (ω))
T =
(
0, I{Sa,1T ≥Sa,2T } (ω) ,−I{Sa,1T ≥Sa,2T } (ω)
)T
.
The maturity is one year. Table 2 gives the vertices of SHP0(X) in units of (bond, asset 1,
asset 2)T and the scalar superhedging prices πa0(X) in units of bond and π
a(X) in the domestic
currency for different values for r and λ = (λ1, λ2, λ3)
T . The recession cone of SHP0(X) is
equal to K0 generated by the vectors given in (5.6). We used the dual variant of Benson’s
algorithm in [16] with different precisions of at most ǫ = 2 · 10−5. Note that πa(X) in the
domestic currency can be calculated straight forward if λ0 = 0 by π
a(X) = πa0(X)B0. If λ0 > 0,
the scalar superhedging price πa(X) in the domestic currency can be calculated by adding to
SHP0(X) (as a 3 dimensional object in a four dimensional space, where the cash axis was added)
the four dimensional cone K˜0, which is generated by the bid and ask prices of the bond and the
stocks through the vectors ((Sat )
1,−1, 0, ..., 0)T , (−(Sbt )1, 1, 0, ..., 0)T , ..., ((Sat )d−1, 0, ..., 0,−1)T ,
(−(Sbt )d−1, 0, ..., 0, 1)T ), and calculating the vertex of the intersection with the cash axis. The
reason is that the transaction costs for the bond might lead to the effect that there might
be cheaper ways to trade cash into the set SHP0(X) than to trade the pure cash position
(πa0(X))
+Ba0 − (πa0(X))−Bb0 into the pure bond position πa0(X), see the fifth example in table 2,
where πa(X) = 6.988 < 7.011 = (πa0(X))
+Ba0 − (πa0(X))−Bb0.
Example 5.4. (outperformance option: superhedging portfolios and strategies) Let us consider
an outperformance option. Let asset 0 be a riskless cash account with zero interest rates. Assets
1 and 2 are two correlated stocks S1 and S2, denoted in the same currency as the cash account,
with initial stock price for the first stock S10 = 50, volatility σ1 = 0.15, constant transaction
costs λ1 = 0.2 and for the second stock S
2
0 = 45, σ2 = 0.2, λ2 = 0.1 and correlation ρ = 0.2
between both stocks. The tree is modeled as described in section 5.2. The bid and ask are given
as in (5.5). The payoff under physical delivery is given by
X (ω) = (X1 (ω) ,X2 (ω) ,X3 (ω))
T
=
(
−KI{max {Sa,1T ,Sa,2T }≥K} (ω) , I{Sa,1T ≥Sa,2T and Sa,1T ≥K} (ω) , I{Sa,2T >Sa,1T and Sa,2T ≥K} (ω)
)T
.
17
r = 0%, λ = (0%, 2%, 4%)T
n 4 20
vertices of SHP0(X)

 −7.279 −1.936 8.263 9.979 12.3590.583 0.518 0.392 0.372 0.344
−0.264 −0.312 −0.403 −0.419 −0.441



 −4.166 −1.616 1.817 1.960 4.3410.569 0.536 0.492 0.490 0.461
−0.287 −0.309 −0.338 −0.339 −0.360


pia
0
(X) = pia(X) 6.789 8.158
r = 5%, λ = (0%, 2%, 4%)T
n 4 20
vertices of SHP0(X)

 −7.650 −2.032 8.693 10.497 12.9930.583 0.518 0.392 0.372 0.343
−0.264 −0.312 −0.403 −0.419 −0.441



 −4.379 −1.699 1.909 2.060 4.5630.569 0.536 0.492 0.490 0.461
−0.287 −0.309 −0.338 −0.339 −0.360


pia0 (X) (in bonds) 7.134 8.576
pia(X) (in cash) 6.788 8.158
r = 0%, λ = (0%, 0.4%, 0.1%)T
n 4 20
vertices of SHP0(X)

 −5.641 −3.379 11.4770.501 0.475 0.310
−0.259 −0.281 −0.430



 −3.703 3.2220.475 0.400
−0.274 −0.345


pia
0
(X) = pia(X) 4.032 4.042
r = 5%, λ = (0%, 0.4%, 0.1%)T
vertices of SHP0(X)

 −5.946 −3.528 12.0810.501 0.475 0.310
−0.258 −0.281 −0.430



 −3.892 3.3850.475 0.400
−0.275 −0.345


pia0 (X) (in bonds) 4.240 4.249
pia(X) (in cash) 4.034 4.042
r = 5%, λ = (1%, 2%, 4%)T
n 4 10
vertices of SHP0(X)

 −7.760 0.000 13.3410.584 0.498 0.347
−0.260 −0.331 −0.446



 −6.379 −6.150 −6.016 −5.564 −5.2720.576 0.573 0.572 0.567 0.563
−0.265 −0.267 −0.268 −0.272 −0.275
−4.852 −3.923 −2.705 0.000 4.382
0.559 0.549 0.536 0.506 0.457
−0.279 −0.288 −0.299 −0.324 −0.36
4.432 5.649 6.659 7.259 7.481
0.456 0.443 0.431 0.424 0.422
−0.363 −0.373 −0.382 −0.387 −0.389


pia
0
(X) (in bonds) 7.418 8.167
pia(X) (in cash) 6.988 7.692
r = 5%, λ = (0.2%, 0.4%, 0.1%)T
n 4 10
vertices of SHP0(X)

 −6.236 −4.237 0.000 8.230 12.4030.507 0.486 0.441 0.353 0.308
−0.257 −0.276 −0.317 −0.394 −0.433



 −6.518 −5.820 −4.454 −2.652 −0.9520.507 0.499 0.485 0.466 0.447
−0.251 −0.258 −0.271 −0.288 −0.304
0.000 1.131 2.172 3.047 4.151
0.437 0.425 0.414 0.404 0.393
−0.313 −0.324 −0.333 −0.342 −0.352
5.022 6.501 7.035 7.235
0.383 0.367 0.361 0.359
−0.360 −0.374 −0.379 −0.381


pia
0
(X) (in bonds) 4.310 4.318
pia(X) (in cash) 4.109 4.116
Table 2: The set of superhedging portfolios of an exchange option with and without transaction
costs for the bond (see example 5.3)
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Let the maturity be one year and the strike K = 47. We will use only a small number of time
intervals n = 4 to illustrate different possibilities of choosing optimal superhedging strategies as
described in section 3.1. The set of superhedging portfolios SHP0(X) has two vertices −27.4040.514
0.388
 ,
 −34.2540.567
0.480

and a recession cone equal to the solvency cone K0, where we used for computations the dual
variant of Benson’s algorithm in [16] with a precision of ǫ = 10−8. The scalar superhedging price
is πa(X) = 22.624 in the domestic currency and the scalar subhedging price is πb(X) = −8.633.
Negative bid prices might occur when physical delivery is considered in markets with transaction
costs. This issue was discussed and resolved in [31], see also remark 3.30 in [33].
Let us compute superhedging strategies for a given path using the method in section 3.1.
We fix a path given by the sequence of indices j1 = 1, 2, 3, 3, 4 and j2 = 1, 1, 2, 3, 4 at times
t = 0, 1, ..., 4 and an initial portfolio vector given by the first vertex x0 = (−27.404, 0.514, 0.388)T .
No trading is necessary and no withdrawal is possible at times t = 0, 3, 4. At time t = 1, trading
is necessary (buy 0.167 of S1 at price 64.491$) and no withdrawal is possible. At t = 2, 2.882$
can be withdrawn while still guaranteeing superhedging by buying 0.320 of S1 at price 69.319$
and selling 0.388 of S2 at price 41.733$. This replicates the claim for this path after the total
withdrawal of 2.882$ at t = 2.
6 Scalar superhedging price
The set of superhedging portfolios plays an important role when one is actually interested in
carrying out a strategy starting from an initial portfolio vector that can contain more assets
than just cash. Clearly, in this case, it is not enough to know the scalar superhedging price.
On the other hand, if one is interested solely in price bounds for a claim in a certain currency,
the scalar superhedging and subhedging prices πa(X) and πb(X) give exactly this information.
From no arbitrage it follows that the market bid and ask prices pb(X) and pa(X) of a claim X
have to satisfy
pb(X) ≤ πa(X), pa(X) ≥ πb(X) and pb(X) ≤ pa(X), (6.1)
where pb(X), pa(X), πb(X), πa(X) are all denoted in the same currency. Furthermore, the in-
equalities
pb(X) ≥ πb(X), and pa(X) ≤ πa(X)
are reasonable: Obviously, one would rather superreplicate X with πa(X) than to buy it at a
higher price if pa(X) > πa(X), but this last inequality would not create arbitrage as long as the
inequalities in (6.1) are satisfied. In total, one obtains price bounds
πb(X) ≤ pb(X) ≤ pa(X) ≤ πa(X).
In the following, we will discuss how πb(X) and πa(X) can be calculated and how the obtained
algorithm is related to the algorithm studied in theorems 3.1 and 4.1. In section 6.1, theorem 6.1,
a dual representation of the scalar superhedging price is given. The result is the d-dimensional
version of Jouini, Kallal [21] and can be obtained by scalarizing the dual representation of the set
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of superhedging portfolios. The dual representation of the scalar superhedging price allows to
deduce dynamic programming equations (corollary 6.2) that allow to implement and efficiently
calculate the scalar superhedging price of a claim (algorithm in corollary 6.3 in section 6.2).
In section 6.3 the relation between the scalar algorithm and the algorithm of theorem 3.1 via
geometric duality is discussed. One obtains that the calculation of πa(X) reveals also the set
SHP0(X) if a certain mapping is applied to a function appearing in the penultimate step of the
scalar algorithm (lemma 6.5).
6.1 Scalarization of the dual representation
In the previous sections, the set SHP0(X) of all initial portfolio vectors that allow to superhedge
a claim X ∈ L0d(FT , IRd) was studied. If one is interested in the calculation of price bounds, it
is helpful to study the smallest superhedging prices (and the largest subhedging prices) in the
currencies or nume´raire of interest. To do so, consider the one dimensional subspaceM (see also
(5.1)) given by M = {sei, s ∈ IR}, where asset number i is the chosen nume´raire. One might
repeat this procedure for different currencies/nume´raires if one is interested in price bounds of
the portfolio X in different currencies/nume´raires. We focus on those superhedging elements
that lie in M , i.e. we consider SHPM0 (X). From (2.2) and theorem 2.1, we obtain
SHPM0 (X) = {x0 ∈M : X ∈ x0 +AT } (6.2)
=
⋂
{(Q,w)∈W1}
(
EQ [X] +G (w)
) ∩M (6.3)
=
{
x0 ∈M : ∀Z ∈ Z : E[XTZT ] ≤ xT0 Z0
}
. (6.4)
To obtain the smallest superhedging price, we apply the scalarization procedure introduced in
[14] to the function R(X) = SHPM0 (X). That is, we consider the extended real-valued function
ϕR,v : L
0
d(FT , IRd)→ IR ∪ {±∞} given by
ϕR,v (X) = inf
u∈R(X)
vTu
for v ∈ (KM0 )+ (see also section 5.1 in [15]). (KM0 )+ denotes the positive dual cone of the cone
KM0 = K0 ∩M in M . Thus,
(KM0 )
+ =
{
v ∈M : ∀u ∈ KM0 : vTu ≥ 0
} ⊆M.
We will apply the scalarization to the dual representation of SHPM0 given in (6.3), respectively
(6.4). Dynamic programming equations can be obtained. This leads to an algorithm that
goes backwards in the event tree. Recall that in our case M = {sei, s ∈ IR}, where asset
number i ∈ {1, ..., d} is the asset of interest, e.g. the USD cash account, or a bond. Thus,
we are scalarizing with respect to v = ei ∈ (KM0 )+ = {sei, s ∈ IR+}. The calculation of the
smallest superhedging price in the asset of interest, that is the calculation of πai (X) leads to a
generalization of the well known Jouini, Kallal [21] representation to the d asset case, see also
[38]. For simplicity we assume that the solvency cone Kt contains no lines. Then, the solvency
cone Kt(ω) is spanned by the vectors π
ijei − ej , 1 ≤ i, j ≤ d, see section 2. The general case
can be derived using the liquidation map in (4.1).
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Theorem 6.1. Under the no arbitrage condition (NA), the scalar superhedging price πai (X) in
units of asset i ∈ {1, ..., d} is given by
πai (X) = sup
(St,Q)∈Qi
EQ[XTST ], (6.5)
where Qi is the set of all processes (St)Tt=0 with Sit ≡ 1, Skt ≤ πjkSjt for all 1 ≤ j, k ≤ d and
their equivalent martingale measures Q.
Proof. From the scalarization of (6.4) with respect to v = ei ∈ (KM0 )+ one obtains
πai (X) = inf
u∈SHPM
0
(X)
vTu = min{t ∈ IR: sup
Z∈Z
E[XT
ZT
Zi0
] ≤ t}. (6.6)
Note that for every Z ∈ Z, one can define the corresponding frictionless price of the d assets
expressed in asset i as
St = (
Z1t
Zit
,
Z2t
Zit
, ...,
Zdt
Zit
), (6.7)
i.e., Sit ≡ 1,and obtains an equivalent martingale measure Q of the process (St)Tt=0 via dQdP =
ZiT
Zi
0
.
Note that Zit > 0, t ∈ {0, ..., T} is ensured by assumption (2.1). The set Z of all consistent
price systems Z is one-to-one (up to a multiplicative factor for Z) to the set of processes (St)
T
t=0
with Sit ≡ 1, Skt ≤ πjkSjt for all 1 ≤ j, k ≤ d and their equivalent martingale measures Q. This
follows from the observation that St is defined by Z ∈ Z with Z ∈ K+t \ {0} via (6.7) and Kt
is spanned by the vectors πijei − ej, 1 ≤ i, j ≤ d. Furthermore, Z ∈ Z is a martingale under
P , which corresponds to Q being a martingale measure for (St)
T
t=0, see [37] p.24/25 for details.
Since for every Z ∈ Z
E[XT
ZT
Zi0
] = E[XT
ZT
ZiT
ZiT
Zi0
] = EQ[XTST ],
we can rewrite (6.6) as in (6.5).
The supremum in (6.5) is attained if we replace Qi by the enlarged set Qi, that contains
martingale measures that are not necessarily equivalent to P . We will write dynamic program-
ming equations for problem (6.5) that will allow to efficiently calculate the scalar superhedging
price of a claim X ∈ L0d(FT , IRd). To do so, let us define the the sets of one-step transition
densities as in [6]
Dt := {ξ ∈ L1(Ft, IR+) : Et−1[ξ] = 1}, t = 1, ..., T.
Let ξ0 = 1. Every sequence ((St, ξt))
T
t=0 with S
i
t ≡ 1, Skt ≤ πjkSjt for all 1 ≤ j, k ≤ d for
t = 0, ..., T and ξt ∈ Dt, Et[ξtSt] = St−1 for t = 1, ..., T defines an element (St, Q) in Qi by
setting
dQ
dP
= ξ1 · ... · ξT .
On the other hand, every element (St, Q) ∈ Qi induces a sequence with the above properties by
setting
ξQt :=

Et[
dQ
dP
]
Et−1[
dQ
dP
]
on {Et−1[dQdP ] > 0}
1 on {Et−1[dQdP ] = 0}.
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Let us denote for t = 1, ..., T
Ait(St−1) =
{
(St, ξt) : S
i
t = 1, S
k
t ≤ πjkSjt , 1 ≤ j, k ≤ d, ξt ∈ Dt, Et[ξtSt] = St−1
}
.
From the considerations above, we obtain the following.
Corollary 6.2. Assume the no arbitrage condition (NA). The scalar superhedging price πai (X)
given in (6.5) can be written as a sequence of nested optimization problems. Let the value
function at time T − 1 be
VT−1(ST−1) = max
(ST ,ξT )∈A
i
T
(ST−1)
ET−1[ξTX
TST ]. (6.8)
For t ∈ {T − 2, ..., 0} we define the value function
Vt(St) = max
(St+1,ξt+1)∈Ait+1(St)
Et[ξt+1Vt+1(St+1)]. (6.9)
Then
πai (X) = max
S0∈IR
d:Si
0
=1,Sk
0
≤pijkSj
0
,1≤j,k≤d
V0(S0). (6.10)
Proof. This follows from the one-to-one correspondence between the set Qi and {((St, ξt))Tt=0 :
Si0 = 1, S
k
0 ≤ πjkSj0, 1 ≤ j, k ≤ d, (St, ξt) ∈ Ait(St−1), t = 1, ..., T} and the tower property.
6.2 Algorithm for the scalar superhedging price
We will split each of the iteration steps in (6.9) into two substeps. In the first steps, one
incorporates only the constraint Sit+1 = 1, S
k
t+1 ≤ πjkSjt+1 for 1 ≤ j, k ≤ d, the second steps
coincides with actually solving (6.9). For d = 2, this algorithm coincides with algorithm 4.1 in
[34], and algorithm 3.15 in [33].
Corollary 6.3. (Algorithm scalar superhedging price under assumption (NA))
1.
VT (ST ) = V˜T (ST ) =
 X
TST : S
i
T = 1, S
k
T ≤ πjkSjT , 1 ≤ j, k ≤ d
−∞ : else.
(6.11)
This defines a function V ωT : IR
d → IR ∪ {−∞} at each node ω ∈ ΩT .
2. For t ∈ {T − 1, ..., 0} and nodes ω ∈ Ωt
V ωt (St) = cap {V˜ ω¯t+1(St+1) : ω¯ ∈ succ (ω)}. (6.12)
V˜t(St) =
 Vt(St) : S
i
t = 1, S
k
t ≤ πjkSjt , 1 ≤ j, k ≤ d
−∞ : else.
(6.13)
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3. The scalar superhedging price of X ∈ L0d(FT , IRd) is given by
πai (X) = max
S0∈IR
d
V˜0(S0).
The concave cap function cap {f1, ..., fm} : IRd → IR ∪ {−∞} of a finite number of concave
functions fi : IR
d → IR ∪ {−∞}, i = 1, ...,m is defined by its hypograph via
hypo (cap {f1, ..., fm}) = co
(
m⋃
i=1
hypo fi
)
, (6.14)
compare [33], p.135. The closure can be omitted if fi, i = 1, ...,m are polyhedral, i.e., the
hypographs of fi are polyhedral convex sets. Equation (6.14) already indicates a relationship
between the cap function and set-operations.
Proof. (proof of corollary 6.3) It follows from the representation of the cap function as an
optimization problem as in lemma A.4 in [33] that the two substeps (6.13) (respectively (6.11)
for t = T ) and (6.12) coincide with optimization problem (6.9).
Remark 6.4. Obviously, the scalar superhedging price at time t and node ω ∈ Ωt is given by
(πai )t(X)(ω) = max
St∈IRd
V˜ ωt (St) = max
St∈IRd:Sit=1,S
k
t ≤pi
jk
t (ω)S
j
t ,1≤j,k≤d
V ωt (St).
6.3 Interpretation in terms of vector optimization and recovering the set of
superhedging portfolios
We show in this section that the algorithm for the scalar superhedging price is closely related
to the algorithm which computes the set of superhedging portfolios. This means that SHP0(X)
is also obtained by the scalar algorithm and, depending on how the scalar algorithm is realized,
it practically coincides with a special case of the algorithm of theorem 3.1. This relationship is
established using duality of the linear vector optimization reformulation.
Lemma 6.5. Let the assumptions of theorem 3.1 be satisfied and let V˜ ωt (St) be as in corol-
lary 6.3. For t = 0, ..., T and ω ∈ Ωt,
SHPt(X)(ω) =
{
x ∈ IRd : (St)Tx ≥ V˜ ωt (St), (St, V˜ ωt (St)) vertices of hypo V˜ ωt
}
, (6.15)
Proof. We start with a reformulation of the scalar algorithm. As it can be seen from corollary 6.2
and 6.3 using the first three substeps, one obtains for ω ∈ ΩT−1
V˜ ωT−1(ST−1) =
 max(ξω¯ , Sω¯)
∑
ω¯∈succ (ω)
ξω¯X(ω¯)TSω¯ if SiT−1 = 1, S
k
T−1 ≤ πjkT−1(ω)SjT−1, 1 ≤ j, k ≤ d
−∞ otherwise
(6.16)
where the maximum is taken subject to the constraints
(Sω¯)i = 1, (Sω¯)k ≤ πjkT (ω¯)(Sω¯)j , 1 ≤ j, k ≤ d, ξω¯ ≥ 0,
∑
ω¯∈succ (ω)
ξω¯ = 1,
∑
ω¯∈succ (ω)
ξω¯Sω¯ = ST−1.
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For t = T − 2, . . . , 0 and ω ∈ Ωt one has
V˜ ωt (St) =
 max(ξω¯ , Sω¯)
∑
ω¯∈succ (ω)
ξω¯V˜ ω¯t+1(S
ω¯) if Sit = 1, S
k
t ≤ πjkt (ω)Sjt , 1 ≤ j, k ≤ d
−∞ otherwise,
(6.17)
where the constraints for the maximum are
ξω¯ ≥ 0,
∑
ω¯∈succ (ω)
ξω¯ = 1,
∑
ω¯∈succ (ω)
ξω¯Sω¯ = St.
Finally, we have
πai (X) = max
S0∈IR
d
V˜0(S0). (6.18)
The constraints Sit = 1, S
k
t ≤ πjkt (ω)Sjt , 1 ≤ j, k ≤ d can be equivalently expressed as Sit = 1,
St ∈ K+t . The constraints in (6.16) concerning (ξω¯, Sω¯) can be replaced by ξω¯Sω¯ = K˜+T (ω¯)uω¯,
uω¯ ≥ 0, ∑ω¯∈succ (ω) K˜+T (ω¯)uω¯ = ST−1 using the fact that we set SiT−1 = 1. From (6.16) we
obtain for ω ∈ ΩT−1,
V˜ ωT−1(ST−1) =
 maxuω¯
∑
ω¯∈succ (ω)
X(ω¯)T K˜+T (ω¯)u
ω¯ if ST−1 ∈ K+T−1(ω), SiT−1 = 1
−∞ otherwise,
(6.19)
where the maximum is taken subject to
uω¯ ≥ 0,
∑
ω¯∈succ (ω)
K˜+T (ω¯)u
ω¯ = ST−1.
Setting Bω¯ = (K˜+T (ω¯))
T , bω¯ = (K˜+T (ω¯))
TX(ω¯), w = (S1T−1, ..., S
i−1
T−1, S
i+1
T−1, ..., S
d
T−1, S
i
T−1) and
omitting the i-th variable SiT−1 of V˜
ω
T−1 (which does not change the problem), we see that
hypo V˜ ωT−1 is nothing else than the lower image D∗ of a dual vector optimization problem (D∗),
that is D∗ = D∗[T ]−K, where the parameter vector c, which has to be an interior point of the
ordering cone, is chosen to be the d-th unit vector, i.e. c = ed. Note that the i-th component
of ST−1, corresponds to the d-th component of w. This means that c = e
d corresponds to the
nume´raire-component.
The corresponding primal problem (P) is to
minimize id : IRd → IRd w.r.t. ≤KT−1(ω) s.t. Bω¯x ≥ bω¯, ω¯ ∈ succ (ω). (6.20)
We know by theorem 3.1 that SHPT (X)(ω¯) = {x ∈ IRd : Bω¯x ≥ bω¯} and the upper image of
problem (6.20) is P = SHPT−1(X)(ω). Geometric duality [18, 27, 16] yields that an inequality-
representation of P is given by the vertices of D∗, that is,
SHPT−1(X)(ω) =
{
x ∈ IRd : (ST−1)Tx ≥ V˜ ωT−1(ST−1), (6.21)
(ST−1, V˜
ω
T−1(ST−1)) vertices of hypo V˜
ω
T−1
}
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which can be expressed by a matrix Bω and a vector bω, i.e.
SHPT−1(X)(ω) =
{
x ∈ IRd : Bωx ≥ bω
}
. (6.22)
At time t ∈ {T − 2, . . . , 0} and ω ∈ Ωt, ω¯ ∈ succ (ω), we use elements (St+1, V˜ ω¯t+1(St+1)) of the
graph of V˜ ω¯t+1, which can be expressed as a convex combination of vertices of hypo V˜
ω¯
t+1. The
coefficients of the convex combinations can be interpreted as variables uω¯ of the (geometric)
dual (D∗) of the linear vector optimization problem
minimize id : IRd → IRd w.r.t. ≤Kt(ω) s.t. Bω¯x ≥ bω¯, ω¯ ∈ succ (ω).
Thus (6.17) can be reformulated as
V˜ ωt (St) =
 maxuω¯
∑
ω¯∈succ (ω)
(bω¯)Tuω¯ if St ∈ K+t (ω), Sit = 1
−∞ otherwise,
(6.23)
where the maximum is taken subject to the constraints
uω¯ ≥ 0,
∑
ω¯∈succ (ω)
(Bω¯)Tuω¯ = St.
We see that hypo V˜ ωt is again the lower image D∗ of the dual vector optimization problem (D∗)
for c = ed. Likewise to above, using theorem 3.1 and geometric duality [18, 27, 16], we obtain
(6.15), which completes the proof.
Remark 6.6. Theoretically, the hypographs in the preceeding result can be calculated directly
using vertex enumaration. Numerical advantages of treating those problems as linear vector
optimization problems are discussed at the end of section 4.
Remark 6.7. Note that (6.16) and (6.17) are parametric linear optimization problems. For
every choice of the parameter St, a linear program has to be solved. It is well known that
parametric linear problems of the present type correspond to linear vector optimization problems,
see e.g. [12].
The above considerations show that the scalar algorithm is closely related to the algorithm
of theorems 3.1 and 4.1 if the last step (6.18) is omitted. The algorithm of theorem 4.1 computes
SHP0(X) by a very similar construction if the parameter c = e
d is chosen and the input data
are transformed such that the last component refers to the nume´raire asset. In contrast to the
algorithm of theorem 4.1, the liquidation map does not occur in lemma 6.5 and its proof. The
reason is that geometric duality is not restricted to polyhedral sets that contain no lines, but
Benson’s algorithm is.
Remark 6.8. A relation between the function whose epigraph is the set SHPt(X) and the
function V˜t could also be deduced via conjugation (Legendre-Fenchel transform) in the spirit of
section 4.2 in [35]. A similar construction has been used to prove a geometric duality theorem
for convex vector optimization problems [17].
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