a certain amount of data that is somewhat out of line. What makes the physicist in the joke look foolish is that he treats a mathematical problem like an experimental one: he applies rules of proof that are valid in one area to another area where they don't work.
Instead of musing further on the nature of mathematical proof, let's try and do one. Consider a chessboard consisting of 64 squares:
0000000 0000000 0000000 1111111 1111111 1111111
Then take rectangular tiles as shown below the board: each of them covers precisely two adjacent squares on the chessboard. It's obvious that you can cover the entire board with such tiles without any two of them overlapping. That's straightforward, so why do we need proof here? Not yet. . .
To make things slightly more complicated, take a pair of scissors to the chessboard and cut away the squares in the upper left and in the lower right corner. This is how it will look like:
Now, try to cover this altered chessboard with the tiles without any two of them overlapping. . . If you really try this (preferably with a chessboard drawn on a piece of paper. . . ), you'll soon find out that-to say the least-it's not easy, and maybe the nagging suspicion will set in that it's not even possible-but why?
There is, of course, the method of brute force to find out. There are only finitely many ways to place the tiles on the chessboard, and if we try them all and see that in no case the area covered by them is precisely the altered chessboard, then we are done. There are two problems with this approach: firstly, we need to determine every possible way to arrange the tiles on the chessboard, and secondly, even if we do, the number of possible tile arrangements may be far too large for us to check them all. So, goodbye to brute force. . . So, if brute force fails us, what can we do? Remember, we are dealing with a chessboard, and a chessboard not only consists of 64 squares in an eight by eight pattern-the squares alter in color; 32 are white, and 32 are black:
Each tile covers precisely two adjacent squares on the board, and two adjacent squares on a chessboard are always different in color; so each tile covers one white square and one black square. Consequently, any arrangement of tiles on the chessboard must cover the same number of white and of black squares. But now, check the altered chessboard:
We removed two white squares, so the altered board has 30 white squares, but 32 black ones. Therefore, it is impossible to cover it with tiles-we proved it.
Does this smell a bit like black magic? Maybe, at the bottom of your heart, you prefer the brute force approach: it's the harder one, but it's still doable, and maybe you just don't want to believe that the tiling problem is unsolvable unless you've tried every possibility.
There are situations, however, where a brute force approach to truth is not only inconvenient, but impossible. Have a look at the following mathematical theorem:
Theorem 1 Every integer greater than one is a product of prime numbers.
Is it true? And if so, how do we prove it? Let's start with checking a few numbers: 2 is prime (and thus a product of prime numbers), so is 3, 4 = 2 · 2, 5 is prime again, 6 = 2 · 3, 7 is prime, 8 = 2 · 2 · 2, 9 = 3 · 3, and 10 = 2 · 5. So, the theorem is true for all integers greater than 2 and less than or equal to 10. That's comforting to know, but what about integers greater than 10? Well, 11 is prime, 12 = 2 · 2 · 3, 13 is prime, 14 = 2 · 7, 15 = 3 · 5, 16 = 2 · 2 · 2 · 2, . . . I stop here because it's useless to continue like this. There are infinitely many positive integers, and no matter how many of them we can write as a product of prime numbers, there will always remain infinitely many left for which we haven't shown it yet. Is 10 10 10 10 + 1 a product of prime numbers? That number is awfully large. Even with the help of powerful computers, it might literally take an eternity to find the prime numbers whose product it is (if they exist. . . ). And if we have shown that the theorem holds true for every integer up to 10 10 10 10 + 1, we still don't know about 10 10 10 10 10 + 1. Brute force leads nowhere here. Checking the theorem for certain examples might give you a feeling for it-but it doesn't help to establish its truth for all integers greater than one.
Is the theorem possibly wrong? What would that mean? If not every integer greater than one is a product of prime numbers, than there must be at least one integer a 0 which is not a product of prime numbers. Maybe, there is another integer a 1 with 1 < a 1 < a 0 which is also not a product of prime numbers; if so replace a 0 by a 1 . If there is an integer a 2 with 1 < a 2 < a 1 which is not a product of prime numbers, replace a 1 by a 2 . And so on. . . There are only finitely many numbers between 2 and a 0 , and so, after a finite number of steps, we hit rock bottom and wind up with an integer a > 1 with the following properties: (a) a is not a product of prime numbers, and (b) it is the smallest integer with that property, i.e., every integer greater than one and less than a is a product of prime numbers.
Let's think about this (hypothetical) number a. It exists if the theorem is false. What can we say about it? It can't be prime because then it would be a product (with just one factor) of prime numbers. So, a isn't prime, i.e., a = bc with neither b nor c being a or 1. This, in turn, means that 1 < b, c < a. By property (b) of a, the numbers b and c are thus products of prime numbers, i.e., there are prime numbers p 1 , . . . , p n , q 1 , . . . , q m such that b = p 1 · · · p n and c = q 1 · · · q m . But then
holds, and a is product of prime numbers, which contradicts (a).
We assumed that the theorem was wrong, and-based on that assumption-obtained an integer a that is not a product of prime numbers only to see later that this was not possible. The only way out of this dilemma is that our assumption was wrong: the theorem is true! (And we now know that 10 10 10 10 + 1 is a product of prime numbers without having to find them. . . )
The strategy we used to prove Theorem 1 is called indirect proof. We can't show something directly, so we assume it's wrong and (hopefully) arrive at a contradiction.
Let's try another (indirect) proof:
Theorem 2 There are infinitely many prime numbers.
Is this believable? There is no easy formula to calculate the nth prime number, and after putting down the first few prime numbers, it gets harder and harder to come up with the next prime. So, is the theorem wrong and do we simple run out of prime numbers after a while?
Assume this is so: there are only finitely many prime numbers, say p 1 , . . . , p n . Set a := p 1 · · · p n + 1. By Theorem 1, a is a product of prime numbers. In particular, there are a prime number q and a non-negative integer b with a = qb. Since p 1 , . . . , p n are all the prime numbers there are, q must be one of them. Let c be the product of all those p j that aren't q, so that a = qc + 1. We then obtain
