Abstract. We clarify the boundary effect in Cramer's theorem on the Large Deviations Principle (LDP) for normed sums of non-negative i.i.d. random variables Sn = 1 n n i=1 ξ i . We show that the LDP holds true with the rate function possibly infinite at the boundary point x = 0.
Introduction and main result
We give a simple proof a particular case of the classical Cramer's theorem, [1] , on the Large Deviations Principle (LDP) for the normed sums is not strictly convex (see, e.g. [3] ). In similar cases, perturbation arguments may help (see, [6] , [2] , [8] , [9] ). In our setting, the perturbation argument is reduced to a minimum. The exponential tightness is not sensitive to the strict convexity of g(λ). In verification of the local LDP only the upper bound requires a trivial perturbation effort. More sensitive to the strict convexity of g(λ) is the lower bound in the local LDP at the boundary point {0}, where standard techniques are helpless. Fortunately, the lower bound at {0} is established with the help of an elementary argument interesting on its own 1 . We do not restrict ourselves by the existence of Laplace's transform for all λ ∈ R. We assume that λ ∈ (−∞, Λ), where
Theorem 1. The family (S n ) n→∞ obeys the LDP in the metric space (R + , ̺) (here ̺ is the Euclidean metric) with the rate 1 n and the rate function 
In other words, the Cramer theorem remains valid for nonnegative summands too.
We consider also a continuous time version of Cramer's theorem with nonnegative summands for the family
where (τ i , ξ i ) i≥1 is a sequence of random variables,
We assume that the Laplace transform L (λ) = Ee λξ1 satisfies (1.2).
Theorem 2. The family (S t ) λ→∞ obeys the LDP in the metric space (R + , ̺) with the rate 1 t and the rate function
The proof of Theorem 1
We use the approach of [7] , which states that LDP is equivalent to exponential tightness plus a local LDP.
The exponential tightness, lim C→∞ lim K→∞ 1 K log P S n > C = −∞ is verified with the help the Chernoff inequality: which, with λ = −ln (l is perturbed positive parameter), gives
Hence,
where g(−∞) = log P(ξ 1 = 0) + lim λ→∞ log EI(ξ 1 > 0)e λξ1 = log P(ξ 1 = 0). Thus,
This gives the upper bound.
For the lower bound, use an elementary inequality (see the footnote)
n log P(S n ≤ δ) ≥ log P(ξ 1 = 0). Hence by (2.1), lim δ→0 lim n→∞ 1 n log P(S n ≤ δ) = log P(ξ 1 = 0).
The proof of Theorem 2
We begin with an auxiliary result.
Lemma 3.1. For any λ < Λ and any t > 0,
Proof. The random process (ξ i , τ i ) is a multivariate point process (see, Jacod, [4] ) which is completely defined by the integer-valued random measure µ(dt, dz) on R + × R + such that for any t > 0 and any Borel set Γ from R + ,
By Theorem III.1.33, [5] , the Levy measure ν(ds, dz) of µ is defined as:
It is obvious that tS t = t 0 R+ zµ(ds, dz). The random process tS t has right continuous piece-wise constant paths of locally bounded variation. Set U t = e λtSt . The random process U t also has right continuous piece-wise constant paths of locally bounded variation and jumps
Assume for a moment that EU s is bounded in s ≤ t for any t > 0. Then, taking the expectation on both sides of (3.2), we find that
Then, EU t solves the differential equation
the initial condition EU 0 = 1. Therefore, EU t = e r R + [e λz −1]dG(z) and the desired result holds true. Thus, it is left to prove the boundedness of EU t . Set σ m = inf{t : U t ≥ m}, where inf{∅} = ∞. By (3.2), we find that
Since U (s∧σm)− ≤ m, taking the expectation from both sides of (3.3), we find that
Now, by the Gronwall-Bellman inequality, for any m ≥ 1,
Using the Fatou theorem EU t ≤ exp rt R+ [e λz + 1]dG(z) .
We come back to the proof of the theorem. (3.1) in the form E exp λtS t = exp tr R+ [e λz − 1]dG(z) jointly with the Chernoff inequality provides the exponential tightness:
The local LDP for any x > 0 follows from (3.1). It remains to establish local LDP for the case x = 0. Equation (3.1) in the form 1 = E exp λtS t − tr
On the other hand, for any t > 0 we have
We also notice that π t := µ (0, t], {z > 0} is a counting process with the compensator ν( (0, t], z > 0 = r[1 − G(0)]}t. Therefore π t is a Poisson process with parameter r[1 − G(0)]. Consequently, P(S t ≤ δ) ≥ P(π t = 0) = e −tr[1−G(0)] and for any t > 0, 1
Thus, by (3.5) and (3.6), 
Examples
Here we give two examples to illustrate the theorems. P(ξ 1 ≤ z) = 1 − e −z . Then, g(λ) = − log(1 − λ), Λ = 1.
1. For the family S n , n ≥ 1, the rate function I(x) = x − 1 − log(x), x ≥ 0, (see, Figure 1 ).
2.
With r = 1 for the family S t , t > 0, the rate function
(see Figure 2) . 
