We present an explicit second-order accurate Godunov finite difference method for the solution of the equations of solid mechanics in 1, 2, and 3 spatial dimensions. The solid mechanics equations are solved in non-conservation form, with the novel application of a diffusion-like correction to enforce the gauge condition that the deformation tensor be the gradient of a vector. Physically conserved flow variables (e.g., mass, momentum, and energy) are strictly conserved; only the deformation gradient field is not. Verification examples demonstrate the accurate capturing of plastic and elastic shock waves across approximately 5 computational cells. 2D and 3D results are obtained without spatial operator splitting.
INTRODUCTION
In this work, we present a higher-order Godunov method for computing in Eulerian coordinates the multidimensional dynamics of elastic-plastic solids undergoing large deformations. Our approach is based on a new formulation of the equations of solid mechanics as a first-order system of hyperbolic PDE's, a modification of that used by Trangenstein and Colella [24] . In [24] , the usual conservation laws for mass, momentum and energy, plus a constitutive model, are augmented by a form of equality of mixed partial derivatives that yields conservation equations for the entries of the inverse deformation gradient. This leads to equations of the form Í Ø · Ö ¡ ´Íµ Ë´Íµ Here Ë´Íµ contains source terms associated with the treatment of plasticity. These equations, by themselves, are not sufficient to specify the problem. In addition, we must impose linear constraints on the solution to guarantee that the inverse of the deformation gradient is, in fact a gradient, i.e. that the curl of the rows of the deformation gradient vanish. These constraints can be written in the following form:
Ä ´Íµ ¼ (2) Here Ä is a system of linear differential operators with constant coefficients. The constraint equation is an initial-value constraint: if (1) is satisfied, and Ä ´Íµ is identically zero at some initial time, then Ä ´Íµ vanishes identically for all later times. The constraint (2) plays an essential role in the analysis of the characteristic structure of the system (1) . In order to get the physically correct eigenvectors and eigenvalues from the quasilinear form of the equations, one must use the constraint to replace replace some of the spatial derivatives by others. In general, solutions to (1), without imposing (2) , give rise to unphysical wave propagation properties, even for linearized waves as was observed in [24] .
A difficulty arises when one attempts to compute solutions to (1,2) using a conservative finite difference method. To the extent that a modified equation analysis is valid, we expect the behavior of the numerical solution to behave very similarly to the solution to the following system of PDE's: Í ÅÓ Ø · Ö ¡ ´Í ÅÓ µ Ë´Í ÅÓ µ · Í´Í ÅÓ µ (3) Ä ´Í ÅÓ µ ´Í ÅÓ µ
Here Í and are truncation error terms, which are nonzero. In general, these terms, and in particular , cannot be eliminated. The practice of enforcing a discretized form of the constraint (2) at the end of each time step using a Hodge projection would guarantee the that a discretized form of (2) is satisfied identically. However, that will change the form of , but not set it to zero. The observation that the truncation error terms are a small perturbation to the equations is not sufficient to guarantee that Í ÅÓ is close to Í. There is much less known about the well-posedness of systems of equations that are combinations of evolution equations and constraints than there is about pure evolution equations, and unexpected pathologies are known to occur [16] . The approach we want to take on this problem starts with an analysis due to Godunov [8, 9] . Numerical methods based on this approach have been recently investigated for the MHD equations in [19] , the case for which Godunov first applied this analysis. Godunov modifies (1) in the following way: Í Ø · Ö ¡ ´Íµ Ë´Íµ · Ä ´Íµ (4) Here ´Íµ can be chosen so that the system has the physically correct linearized eigenstructure, independent of whether Ä vanishes. In addition, Ä satisfies a transport equation such that if Ä ´Íµ is identically zero at some time, then it remains so for all later times.
The numerical method we present here is based on the form of the equations given by (4) . Thus we are discretizing a well-posed initial value problem without constraints, independent of the whether or not the constraint (2) is satisfied. This gives us a high degree of confidence that a stable and consistent method can be developed. Of course, the extent to which we compute a solution to the original physical problem (1,2) depends strongly on whether the constraint is satisfied, but now that is purely an accuracy issue, without any impact on the stability of the method. In fact, we will investigate the use of various methods of limiting discrete measures of Ä , similar to filtering methods developed for incompressible flow [20, 11] .
GOVERNING EQUATIONS
The mechanical behavior of solids is described by observable variables (e.g., density
, momentum Ú, internal energy , and the deformation with respect to a chosen reference state), and also unobservable internal parameters which describe the response of the material to deviatoric stress. One constitutive representation of this behavior is through the multiplicative decomposition of the total deformation into elastic and inelastic components, Ô
Here is the Lagrangian coordinate deformation which relates the spatial coordinate frame Ü Ü´ Øµ to the material coordinate frame :
We refer to Ô as the plastic deformation tensor, although the numerical scheme we will present applies to more general inelastic deformations. According to (5), Ô is a fictitious state of total deformation in which there is no elastic deformation: given an initial total deformation , and a purely elastic relaxation path Á, the total observable deformation will evolve to Ô , Ô . The state Ô is a function of the deformation history of the material. We represent this history through a single scalar parameter , a work hardening measure, and constitutive flow rules
which depend on the state variables but not their gradients. The equations of solid mechanics are then given by
where Ü , Ý , and Þ are the Cartesian unit vectors, and is the sum of internal energy and kinetic energy, ( · ½ ¾ Ú ¡Ú). For generality, we include a heat source term¨, and a body force vector . The system of equations (9) (10) where Í is the vector of quasi-conservation-form variables ( , Ú, , etc ), «´Í µ is the flux in direction « , and where Ë´Íµ is the vector of source terms. Here we follow the treatment in [24] and use the inverse deformation gradient ½ as dependent variables.
However, we introduce additional nonconservative terms in the evolution equations of . We will show below that the addition of these terms leads to a well-behaved hyperbolic structure for the equations, independent of whether the curl of Ì vanishes. However, we note here that Ö ¢ Ì satisfies the following evolution equation:
In particular, if vanishes identically at time Ø ¼ , it vanishes at all later times.
To solve these equations we adopt a predictor-corrector strategy. For each time step, we first solve the conservative flux differencing left-hand side of (10) using fluxes derived (by solution to Riemann problems) from edge-and time-centered variables that include timecentered contributions from the source terms. The solution obtained by flux differencing is then modified by addition of the source terms, evaluated using time-centered and cellcentered variables, and acting over the full time step ¡Ø.
The solution to the flux differencing equations is based upon the standard high-order Godunov strategy. This strategy begins with a characteristic analysis of the equations, which makes use of the linearized 1D equations in direction « :
and
The eigenvalue decomposition of uses the technique of eigenvalue deflation, and hinges upon recognition of the matrices «« as being acoustic wave propagation tensors for waves traveling in direction « ,
where Ù is the displacement vector. The matrices «« are positive definite as a requirement of thermodynamic stability. This is made clear by writing «« in terms of gradients of the spatial displacements Ù defined relative to the current configuration,
Here, Ù ¬« is related to the deformation tensor ¬« with the reference coordinate frame chosen to correspond to the current spatial frame Ü :
«« is therefore a component of the Hessian of , which is positive definite for a thermodynamically stable material, and consequently «« has positive real eigenvalues and three linearly-independent eigenvectors.
Recognizing «« as being the acoustic wave propagation tensor suggests the wave equation solution «« £ ¾ (19) where £ is the diagonal matrix of acoustic wave speeds , £ ´ ½ ¾ ¿ µ, and are the acoustic displacement vectors.
The linearized 1D matrix then has eigenvalue decomposition £ ½ (20) with , the matrix of right eigenvectors, given by
and £, the diagonal matrix of eigenvalues, given by
The wave speeds are Galilean invariant, and properly analogous to the Lagrangian representation, with three waves with velocities Ú « , three · waves with velocities Ú « · , and 21 material waves with speeds Ú « .
½ , the inverse of , is given by
NUMERICAL METHOD: 1D
In 1D we discretize space into cells, indexed with subscript , with width ¡Ü . Time is discretized in steps of ¡Ø with integer superscript index Ò; Ø Ò·½ Ø Ò ¡Ø. The generalization to 2D and 3D is similar, with indices and used for the second and third dimensions respectively. Half-integral subscript indices represent edge-centered quantities. Lower case Greek subscripts are used to denote vector and tensor indices.
We begin by evaluation of the equation of state in each cell to determine the Cauchy stress , the acoustic wave propagation tensor «« , and the thermodynamic derivatives Ô , Ô , Ô , and
Ô.
Next, we evaluate the 1D slopes Õ Ü « of the 27 primitive cell-centered variables Õ,
We construct these slopes beginning with the van Leer slope in cell which uses the monotonized limiter [25] :
A Ø -order accurate slope is then constructed as [5] :
To prevent overshoot and ringing, dissipation at strong shocks may be introduced via a "flattening parameter" , ¼ ½, whence [5, 7, 6] Õ Ü Õ Ü Ø
The determination of this flattening parameter is described in a later section. These limited slopes are used to construct time-centered edge-valued estimates of the primitive variables. The exact solution of the linearized equations, which we abbreviate as
gives time-centered edge values
However, this construction uses both upwind and downwind characteristics. We make the method strictly upwind by filtering out the downwind characteristics:
with projection operators È ¦ defined as: 
In this expression, the density , and the components ( , £ ) of the acoustic propagation tensor, are evaluated at the cell centers in order to avoid multiple evaluations of the equation of state.
From the coefficients ³ of the jump decomposition, the material velocity Ú £ ¡ « at the cell edge is determined by adding to the Ä state the contributions of the family, or by subtracting from the Ê state the contributions of the · family: 
Û Ä is 1 when eigenvalue , estimated using the £ value of the material velocity together with the cell-centered acoustic wave speeds, is negative; and 0 otherwise. Û Ê is 1 when the approximated value of eigenvalue is positive; and 0 otherwise. In our computations presented below, we use a value of¯ ½ ¼ .
By this procedure, we obtain the edge £ value solutions of the Riemann problem, £ , Ú £ , £ , £ , Ô£ , £ , and´ µ £ . These are then used to compute edge-valued fluxes (cf, (9, 10) ). For example, in direction Ü ,
In 1D we obtain a preliminary update Í of the variables Í by conservatively differencing the fluxes:
the final time-´Ò·½µ value of the variables Í is obtained from the preliminary values Í by addition of the source terms Ë Í Ò·½ Í Ò·½ · ¡ ØË
We discretize this in the general 3D (Cartesian) case as
In 1D we use the 3D discretization above, but retain only terms in Üand ¾ Ü ¾ , and omit derivatives in all transverse directions. In the above expression, time-centered terms (e.g., Ò·½ ¾ ) are estimated with
except for the £ s appearing in the´Ú¢ µ terms. These are obtained at the half time step and cell edges as components of the Riemann problem solutions.
NUMERICAL METHOD: 2D AND 3D
To extend the 1D method described above to multiple spatial dimensions, we use a spatially-unsplit fully corner-coupled 2 Ò -order accurate scheme after [6] and [21] . In 2D, this predictor-corrector approach begins by estimating the 1D Ü and Ý fluxes at each cell edge, using the higher-order 1D approach described in the previous section. These predictor fluxes, Ü and Ý , are given schematically as solutions to the Riemann problem
The predictor fluxes are used to pose a corrector problem, wherein the edge values are augmented by transverse predictor fluxes. Schematically,
with, for example,
is a vector introduced to align the elements of the matrix´Ú ¢ Ö ¢ Ì µ Ì with the appropriate elements of the vector Õ:
In 2D there are therefore 4 Riemann problems solved per cell: 2 in the predictor and 2 in corrector steps.
In setting up the corrector step, the components , Ú, , , Ô , and of the vectors Õ ¼ are updated as indicated above (Eq. (46)). Our 1D Riemann solver also requires timecentered edge values of the stresses,´ « µ Ä Ê in direction « , and these components of Õ ¼ are calculated by updating the´ « µ Ä Ê components of Õ Ä Ê with the change in stress accompanying the changes Õ ¼ Ä Ê Õ Ä Ê in , , Ô , and using cell-centered thermodynamic derivatives. For example,
By employing this approximation we require only one equation of state evaluation per time step per cell for problems involving only elasticity. In problems that also include plasticity, with, e.g.,
The final fluxes, which enter the conservative differencing step of the integration, are then computed as:
with, e.g.,
There are a total of 12 Riemann solves per unit cell in 3D: 9 in the predictor steps, and 3 in the corrector step. The components of the vectors Õ ¼ and Õ ¼¼ are computed as in the 2D case.
PLASTIC SOURCE TERMS
We present here an associated plasticity evolution equation for the rate of change of the plastic deformation tensor Ô with time. The more common approach (e.g., [22, 18] ) is to consider evolution equations for the plastic strain Ô ½ ¾´ ÔÌ Ô Áµ, the plastic Green tensor Ô ÔÌ Ô , or the plastic Finger tensor Ô Ô ÔÌ . We choose instead to evolve the full 9-component plastic deformation tensor Ô . This choice is necessary to be capable of modeling arbitrary crystal systems (see e.g., [23] ). For example, the elastic response of the lowest symmetry crystal system (triclinic) depends upon all 6 components of the elastic Green tensor. If one were to specify the total inverse deformation , and either Ô , Ô , or Ô , then all 6 components of could not be determined. Although our examples will make use of isotropic equation of state models (whose elastic invariants may be determined using and Ô ), our goal is to construct a framework of more general applicability.
To motivate our choice of evolution equations for Ô we begin by postulating the existence of a hyperelastic equation of state,
where Ë is the specific entropy. The material derivative of is
where the second equality equates energy change with the sum of work and heat. Solving for entropy production (dissipation) we have
Here Ë Ì is the temperature, and we have introduced the specific power of thermal dissipation,
and the specific power of plastic dissipation, 
In evaluating (58) we have assumed that depends on and Ô only through the elastic deformation
Thermodynamics requires that the internal energy depends upon the volume, and we assume by (60) that this energy dependence is carried by the tensor , e.g., Î Î ¼ Ø . For this to be true, it is necessary that Ø Ô ½ at all times (i.e.,
We postulate a plastic yield surface ¼ , which we represent for illustrative purposes with a Mises-Huber constitutive model written in terms of the Cauchy stress , a constant yield stress parameter , and the work hardening modulus :
Here, Ú ½ ¿´Ø Ö µÁ is the stress deviator, and is the Schur norm of ,
The flow model we adopt is derived from (62) by the postulate of maximum plastic dissipation [10, 12] . The plastic dissipation (58) is considered as a function of the variables ¦ and , with fixed parameters Ä Ô and ; © ÔÐ ×Ø © ÔÐ ×Ø´¦ Ä Ô µ. The plastic dissipation is then maximized with respect to ¦ and , subject to the constraint that ¼ during plastic flow. The resulting flow laws are:
with a parameter chosen to satisfy the Kuhn-Tucker complementarity conditions and the "consistency condition" [22] ¼
The flow model (63) is consistent with the assumption that plastic flow is volumepreserving,
and is therefore compatible with the assumption made in evaluating © ÔÐ ×Ø (58).
As an example, we use a modified Mooney-Rivlin equation of state:
where is the elastic Green tensor, Ì
This equation of state gives a work hardening modulus,
in terms of two parameters: ¼ is the ultimate, asymptotic value of the work hardening modulus, and ½ dictates the rate of approach of the asymptotic limit.
The combined elastic-plastic evolution problem is solved with a predictor-corrector strategy. The inverse total deformation is advanced in accordance with the equations of motion, with the plastic deformation Ô being conservatively advected. This step may predict a coordinate in state space that lies outside the convex manifold of permissible states ´ µ ¼, in which case a plastic corrector step is used to bring state back to the yield surface. The algorithmic approach is a return mapping algorithm [22] 
where ¡ Ø ¾ in the predictor step of the method (Eqs. (30a,30b) ), and ¡ Ø in the corrector (Eq. (41)). A generalization of this approach to rate-dependent plasticity is described in [18] .
DISSIPATION
In certain problems in hydrodynamics it has been found that the higher-order Godunov strategy we adapted here will give rise to spurious post-shock oscillations (e.g., [5] ). A solution that rectifies this problem is the addition of a small amount of additional dissipation at strong shocks. This dissipation is added by introducing an additional slope limiter via a "flattening" parameter (see Eq. (27)).
A variety of flattening strategies have been proposed. Perhaps the simplest variant, employed by Miller and Puckett [14] , uses the divergence of the velocity to detect potential shocks, and uses a simple measure of shock strength, the ratio of pressure jump across a cell to the isentropic bulk modulus, ¡È Ã Ë where Ã Ë È ÐÓ Ë , to compute a flattening measure. This introduces additional dissipation in regions where the pressure change is large compared to the bulk modulus -where linearization of the equation of state is expected to become error-prone. This strategy may introduce extra dissipation in regions that do not require it, however, as when a shock is spread over a large ( 5 or 6) number of grid cells. It is therefore desirable to also include measures of the shock structure in order to minimize application of this dissipation mechanism. Elaborate strategies for computing are described by Colella and Woodward [7] . One of their strategies is to restrict the use of this dissipative mechanism to regions where the detected shock is steep. In our solid mechanics computations we found this strategy to be useful, and in conjunction with a measure of shock strength provides judicious, adequate additional dissipation.
We detect a strong shock by measuring in 1D the divergence of the velocity field, and calculating a normalized jump in stress. We define
as a measure of shock strength in the neighborhood of cell in direction « . The numerator is the maximum of the absolute value of the jump in those stress components that may change in direction « 1D purely elastic flow, and the denominator is a mean modulus of the acoustic propagation tensor in direction « . Following Colella and Woodward, we discriminate between steep and broad shocks by the ratio
In the limit ¬ ½ ¾ , stress is approximately linear across 5 grid cells, and so a shock discontinuity is not being captured. When ¬ ½ the discontinuity is captured in 3 cells: the shock may be overly steep, and post-shock oscillations are expected. Accordingly, the minimum value that our flattening parameter should have, based upon shock steepness, is 
In higher dimensions, we employ the same 1D local flattening parameters -measured separately in each direction. All slopes ( Õ Ü, Õ Ý , and Õ Þ) are limited by the same cell-valued flattening parameter, which is given by the minimum of the directional local measures. In 2D,
and in 3D,
ACCURACY
The term´Ú ¢ Ö ¢ Ì µ Ì was introduced to the evolution equations of the inverse deformation gradient to make the system of equations stable and well-posed when the gauge constraint Ö ¢ Ì ¼ fails to be satisfied. Although the partial differential equations show that when satisfied initially, it will be satisfied for all times, numerical errors cause the constraint to be violated to some degree. We propose a modification of (9) to control inaccuracy that may arise from violation of the gauge constraint. The conservation law (11) indicates that will be created by numerical errors as dipoles. Thus, a numerical strategy that will control this truncation error is to diffuse , thus the continuity equation is embodied in the equations as well. However, because of discretization errors the equivalence of and the mass density cannot be assured. To make the method strictly conservative, we keep as a redundant variable, and we invoke a relaxation mechanism on to enforce the condition . This relaxation alone (not including the diffusion modification) is accomplished by writing
The "continuity" equation for is then
Including the diffusion and relaxation terms, the system of equations we will solve is:
Our discretization of the diffusion and relaxation terms takes the form
where Ò·½ denotes after flux differencing and evaluation of source terms in (10) (cf, 
where Ë is the entropy. Entropy dependence is introduced by supposing
where ´Ëµ is an unspecified function of the entropy. Figure 1 shows the initial and final conditions of this test problem in Cartesian geometry. At this scale, the difference between results at 40, 80, and 160 Cartesian points is not resolvable.
A comparison of results using 40, 80, and 160 grid points is used to estimate the Ä ½ , Ä ¾ , and Ä ½ (max) norm rates of convergence using the volume-weighted variables (Table 1) .
In Cartesian geometry the method exhibits approximately third-order convergence: as the number of grid cells is doubled, the error diminishes by a factor of ¾ ¿ . Slightly lower rates of convergence are seen in cylindrical and spherical geometries, but in all cases the order exceeds 2. The flow field in this problem is ¼ , which lowers the overall order of convergence.
Convergence: plasticity
Density converges at greater than 2 Ò order (Table 2 ), but the tangential stress components converge only at 1 ×Ø order.
Blake's problem
Blake [3] presented an analytical solution to the problem of an unbounded solid medium characterized by an isotropic linear elastic equation of state,
loaded by a prescribed pressure boundary condition on the interior of a spherical cavity of initial radius . We present a numerical solution to this problem in 1D spherical coordinates (see Appendix), with slight modification of the code to accommodate the moving boundary with prescribed flux (Neumann) boundary conditions. This problem is selected to verify the behavior of the elastic algorithm in the weak shock limit. The cavity wall represents a material interface across which the mass flux will be zero.
Accordingly, the flux at this boundary is given by ´Í µ ×Í where Í is the vector of conserved quantities at the boundary, × is the velocity of the boundary, and ´Í µ is the radial flux vector evaluated at the boundary. Blake's solution provides Ù´Ö Ø µ, the displacement of a mass element in the radial direction. In spherical coordinates, this gives rise to an inverse deformation tensor
The velocity of the material interface is × Ù Ø Ö .
Cell 1, whose left boundary is Ö at Ø ¼ , and whose right boundary is fixed at ·¡Ö, has a volume which varies with time. Applying Gauss's divergence theorem to this cell gives
where denotes the radial flux component that enters as´½ Ö ¾ µ ´Ö ¾ µ Ö, À denotes the radial flux component that enters as À Ö(see Appendix), ½ is the average area (Ö ¾ ) over Ö in Ù´ Øµ · ¡ Ö , Î ½ is the time-averaged cell volume, and Ò·½ ¾ ½ is the cell-centered vector of (geometric) source terms, which we time-center with a predictorcorrector strategy.
In general (see Wilkins' problem below), algebraic solution of this discretization is unstable. In the particular case of our discretization of Blake's problem, however, Ù´ Øµ ¡Ö and so Î ½ does not vary appreciably with time and in particular is of order ¾ ¡Ö. Following Trangenstein and Colella [24] we use parameters (
The pressure inside the spherical cavity is ½¼ Pa, and the solution is plotted at time ½ ¢½¼ s.
We compare in Figs (3-6) our computed results for radial stress,
hoop stress
and radial velocity Ú Ö against Blake's analytical results.
These results verify the method in the case of weak (linear) waves. The leading shock is captured in approximately 5 grid cells. A single stress undershoot precedes the shock, and a corresponding overshoot follows it, but the wave speed and amplitude are correctly modeled.
Wilkins' Problem
Wilkins' flying plate problem [26] involves a 5mm-thick aluminum plate impacting an initially-stationary aluminum halfspace. The rear (left) surface of the flying plate is a free surface (vacuum). Initially, left-and right-traveling shocks propagate outward from the point of contact of the plate with the halfspace. When the left-traveling shock reaches the free surface, a right-traveling rarefaction is created, which ultimately overtakes the right-traveling shock. This problem incorporates plasticity.
To model this problem, we modify our 1D algorithm to allow for the moving free-surface boundary. This is an example of volume-of-fluid front reconstruction applied to multi-fluid modeling, and details will be described in a future correspondence. Briefly, we modify the approach adopted for Blake's problem using the flux redistribution ideas of Chern and Colella [4] . Application of this approach to stationary incompressible boundaries is described in [15] , and to reaction front tracking in [1, 17] . Our implementation is similar, but the free-surface boundary moves at a velocity determined by the solid-vacuum Riemann problem. This problem is solved as described above for the solid-solid case, but uses only the ¿¢¿ stress component of the eigenvectors. This interface velocity, and the surrounding material velocities, are used with a volume-pushing algorithm (after [2] ) to update the fractional occupancy of the interface cells.
We construct a hyperelastic model of aluminum in close correspondence to Wilkins' (rate model) description, with
where È´ µ is the hydrostatic pressure (in GPa)
with ¼ ¾ kg/Ñ ¿ . The shear modulus is ¼ ¾ GPa. The problem is perfectly plastic (no work hardening), and uses the von Mises yield surface function
with constant flow stress
Computations with impact velocities of 0.8 km/s and 2.0 km/s were obtained with Ä ¼ ¼ and 500 Cartesian grid points. At 0.8 km/s, a plastic shock trails a leading elastic shock precursor. When the left-facing shocks reach the free surface, right-traveling elastic and trailing plastic rarefaction waves begin to overtake the initial right-facing shocks. The shock stress at 2.0 km/s is above the elastic limit, so only plastic shocks are formed. On rarefaction from the left free surface, a leading right-facing elastic rarefaction is formed, followed by the plastic wave. These results are in good quantitative agreement with Wilkins'. 
A test in 2D
These conditions are enforced in the computation by way of a relaxation term to satisfy (120) and a diffusion-like term to satisfy (121). In Figure 13 we plot the left hand side of (120) comparing results from the computation presented above (in Figs. 9-12) , and results from a similar computation but in which neither a relaxation nor a diffusion correction was applied. In Figure 14 we plot the Ä ¾ norm of the tensor Ö¢ Ì , comparing results from the computation with relaxation and diffusion with results from a computation using neither correction. These figures demonstrate over an order of magnitude reduction in density error is achieved by the relaxation mechanism. Approximately a factor of 2 reduction of ¾ is achieved by the diffusion mechanism.
A test in 3D
This test problem compares a 1D spherical coordinate computation against a 3D Cartesian result, for a problem with spherical symmetry. The equation of state is identical to the 2D test above, and the initial conditions are similar: a spherical shell Ö ¾ ½ is given an initial velocity of ½. This computation, with ½¼¼¢½¼¼¢½¼¼ cells at Ä ¼ is underresolved. Nevertheless, there is good agreement between the 3D Cartesian results and the 1D spherical calculation, and excellent preservation of spherical symmetry (Figs. 15,16 ).
CONCLUSIONS
We have presented a new method for the solution to equations of solid mechanics in 1, 2, and 3 spatial dimensions on Eulerian grids. Our method addresses the problem of gauge constraints (Ö ¢ Ì ¼ ) by adopting a non-conservation approach first proposed by [8] for the equations of magnetohydrodynamics. We write the partial differential equations of solid mechanics in such a way that the constraint, if applicable initially, holds true for all time. The constraint is violated by the truncation error of the method, and reinforced with an explicit diffusion term which annihilates the dipolar field of Ö ¢ Ì . Another constraint of the system, a correspondence between density variation and the deformation field ( ¼ Ø ) is also satisfied for all times by the PDEs, if satisfied in the initial conditions. Truncation errors of the method are compensated with an explicit relaxation term.
The method presented here does not incorporate artificial viscosity, but its solutions are sensitive to 6 adjustable parameters: and control accuracy of the gauge constraints, and ¼ , ½ , Þ ¼ , and Þ ½ in Eqs. (82,83)) govern the introduction of dissipation near strong shocks to prevent overshoot and ringing by locally reducing the high-order Godunov method to first-order.
Our strategy for damping modes violating the curl gauge constraint,
¡Ø ) uses a single central difference operator acting on cell-centered variables.
Here, É´ Ì µ Ö ¾ Ö´Ö ¡ Ì µ is the projection onto the curl-free part of Ì . Defining
È´Üµ ½ É´Üµ as the projection onto the divergence-free part of Ü, and noting È É ÉÈ ¼ , we have
thus we are diffusing the divergence-free part of Ì without modifying the curl-free part. A similar scheme may be used to modify a vector field subject to a divergence-free constraint:
· Ö´Ö ¡ µ 
APPENDIX: CYLINDRICAL AND SPHERICAL COORDINATES
The equations of solid mechanics in cylindrical and in spherical coordinates (like those of gas dynamics) differ from the Cartesian equations by the existence of both spatial and volumetric spatial derivatives, and by the introduction of "geometric source terms". The coordinate transformation is accomplished by rotating the Cartesian basis vectors into the curved coordinate frame via the rotations matrices
where we adopt the standard curved coordinate notation In cylindrical coordinates, the system of transformed equations may be written (cf., Eq. 9): by the change in variables, nor does it include the diffusion correction, which will be described separately below. There is some latitude in the partitioning of terms between the LHS and the RHS geometric source vector. This is particularly evident in the stress terms appearing in the momentum equations. The choice of representations described here was chosen in order that some cancellation between ÖÖ and occur in the Ö-momentum source term. The linearized equations of solid mechanics (cf, (28)), used in the construction of Ä and Ê edge states, also has a geometric source vector. Expressed in terms of the primitive variables Õ, but omitting stress components which are described later,
The stress evolution equations, used in the predictor steps of the method, are (plastic source terms omitted):
where the tensors are defined by (14) .
The relaxation term, ´Ö ¢Ö¢ Ì µ Ì , transforms in cylindrical coordinates as ¢ (A.8) 
We have implemented these equations in 1D, direction Ö, with only slight modifications to the strategy described for Cartesian geometry. Schematically, we represent the overall system of equations in the form 
Next, we modify the preliminary update by inclusion of the geometric source terms. This is made second-order using a predictor-corrector strategy, 
FIG. 1.
Initial conditions and computed results using 160 cells in Cartesian geometry for (a) density, ;
and (b) stress, ÜÜ. 
