The present study deals with the application of two major multivariate statistical approaches -Cluster Analysis (CA) and Principal
Introduction
Recent estimates indicate that over 171 million people in the world suffer from diabetes mellitus at the end of twentieth century and the prognosis is quite pessimistic since an increase up to 366 million is expected by 2030 [1] . Obviously the disease acquires a character of an epidemic, all over the world and especially in the developing countries.
Diabetes is a condition primarily defined by the level of hyperglycaemia giving raised risk of micro-and macrovascular damages. It is also associated with reduced life expectancy, significant morbidity due to specific diabetes related complications (ischaemic heart disease, stroke and peripheral vascular disease) and diminished quality of life. The American Diabetes Association (ADA) estimated the national costs of diabetes in the USA for 2002 to be US $132 billion, increasing to US $192 billion in 2020 [2] . About 90-95% of all North American cases of diabetic patients are with diabetes mellitus type 2 [3] . In many other papers the same figures in other parts of the world are given [4] [5] [6] [7] [8] [9] .
Very often the clinical blood tests and profiles of diabetes mellitus type 2 patients are object of specific interest, especially when data are compared before and after clinical treatment. Usually, the data are compared by their absolute values and with respect to allowable threshold levels the latter being empirically established. The empirical comparison of clinical test values is of substantial importance to check the patient condition before and after hospitalization and respective medical care in order to keep the life quality of the patient as high as possible. This routine achieves diminishing of some critical clinical values but do not take into account the changes in other test values. For most of the cases it seems enough to decrease the glucose blood profile in order to check the patient out. It is already accepted that the condition of a given patient with diabetes mellitus type 2 diagnosis should be considered as a part of the complex esteem of the so called metabolic syndrome, which involves a certain number of different anthropometric and clinical test values (e.g. weight, blood pressure, glucose etc.). Therefore, it seems reasonable to treat the state of the patient in a multiparametric way, i.e. to try to find relationship between various clinical data routinely measured.
A quite convenient approach for solving the problem of assessing relationships between the clinical tests of patients with diabetes mellitus type 2 diagnosis is the application of the methods for classification, modeling and interpretation of the multivariate statistics known as chemometric methods [10] . The use of chemometric methods could be of substantial importance to detect similarities and dissimilarities between clinical tests, to reveal correlations and trends, to separate big data block with respect to sex, age, duration of medical treatment, etc., to construct patterns of similar response to the medicines applied and to help in creation of specific information about the metabolic syndrome.
Chemometrics is not often use in medical studies but there are already indications for its specific role as a tool of the medical statistics [11] [12] [13] . It is the aim of the present study to use chemometric methods for data mining (classification and modeling) to interpret in a new way clinical test data from patients with diabetes mellitus type 2diagnosis.
Experimental Approach

Principles of some classification and
modeling chemometric methods
Cluster analysis
Cluster Analysis (CA) is an exploratory data analysis tool for solving classification problems, based on unsupervised learning [14] . CA enables object's stepwise aggregation according to the similarity of their features. As a result hierarchically or non-hierarchically ordered clusters are formed. A single cluster describes a group of objects that are more similar to each other than to objects outside the group. Similarity understood in the term of CA measures how alike two cases are. While the term similarity has no unique definition, it is common to refer to all similarity measures as "distance in multifeatures space" measures since the same function is served. A similarity between two objects i and i' is a distance if:
(1) (where x i and x i' are the row-vectors of the data table X with the features measurements describing objects i and i'). When two or more features are used to define their similarity, the one with the largest magnitude will dominate. Due to this the primary standardization of features becomes necessary. There are a variety of different measures of inter-cases distances and intercluster similarities and distances to use as criteria when merging nearest clusters into broader groups or when considering the relation of an object to a cluster. A few most popular ways of determining how similar interval measured objects are to each other are as follows: 1. Euclidean distance -the distance between two objects x i and x i' is defined by formula 2 where j presents repetition of measurements.
2. Squared Euclidean distance -removes the sign and places greater emphasis on objects further apart, thus increasing the effect of outliners (Eq. 3).
3. Manhattan distance (city-block distance, block distance) is the average absolute difference across the two or more dimensions which are used to define distance. The Manhattan distance is defined slightly differently to the Euclidean distance. Except for some specific cases when Manhattan distance is equal to Euclidean distance, it is always greater than Euclidean distance (Eq. 4).
4. Chebychev distance is the maximum absolute difference between a pair of cases on any one of the two or more dimensions (variables) which are being used to define distance. Pairs will be defined as different according to their difference on a single dimension, ignoring their similarity on the remaining dimensions (Eq. 5).
Mahalanobis distance takes into account that some features may be correlated and so defines roughly the same object's properties (Eq. 6) (C is the variancecovariance matrix of the features).
Minkowski distance should be applied if the object weight is increasing related to the dimensions in each compared objects and indicates the lowest similarity.
Pearson correlation is based on correlation coefficient. Since for Pearson correlation, high negative as well as high positive values indicate similarity, the researchers normally select absolute values.
There are several other related distance measures (weighted Euclidean distance, standardized Euclidean distance, cosine, customized, etc.) but usually specific reasons are required if a very sophisticated distance measure is to be applied.
In case of CA one task is related with determination of similarity between measured objects, but equally important task is to define how objects or clusters are combined at each step of similarity assessment procedure. One possibility for clustering objects is their hierarchical aggregation. In this case the objects are combined according to their distances from or similarities to each other. Within hierarchical aggregation agglomerative and divisive methods can be distinguished. Divisive clustering is based on splitting the whole set of objects into individual clusters, while in case of more frequently used agglomerative clustering one starts with single objects and gradually merges them in broader groups. Usually some objects create one broader group, while rest of them creates the other. As in case of distance measure various algorithms (linkage techniques) are available to decide on the number of clusters. They result in slightly different clustering pattern. A few most popular linkage algorithms are: 1. Nearest neighbor (single linkage) -the distance between two clusters is the distance between their closest neighboring objects, in other words the similarity of the new group from all other groups is given by the highest similarity of either of the original objects to each other object Eq. 8).
where: m -new object or cluster i', i, j -clustered before objects. This algorithm works well when the plotted clusters are elongated or chain-like, moreover the sizes of the clusters and their weight are assumed to be equal. 2. Furthest neighbor (complete linkage) -the distance between two clusters is the distance between their furthest member objects. Furthest neighbor algorithm of linkage refers only to the calculation of similarity measures after new clusters are formed, and the two clusters (or objects) with highest similarity are always joined first (Eq. 9).
This algorithm works well when the plotted clusters form distinct clumps (not elongated chains). Application of the procedure presented above leads to well separated, small compact spherical clusters. 3. Average linkage -the distance between two clusters is the average distance between all inter-cluster pairs. There are two possible ways of calculating average linkage algorithm: non weighted (Eq. 10) and weighted (Eq. 11), according to the size of each group being compared. When the clusters' size is equal both algorithms give identical results.
(11) Applying weighted average linkage algorithm no deformation of the clusters is observed. To some extent small clusters consisting of outliers might arise. 4. Ward's method is a minimum distance hierarchical method which calculates the sum of squared Euclidean distances from each case in a cluster to the mean of all variables (Eq. 12). The cluster to be merged is the one which will increase the sum the least. Thus, this method minimizes the sum of squares of any pair of clusters to be formed at a given step. ' ' '
5. Centroid linkage is calculated as the average of a cluster is applied as the basis for aggregation without distorting the cluster space (Eq.13).
6. Median linkage is calculated as the median of a cluster is applied as the basis for aggregation without distorting the cluster space (Eq. 14).
An advantage of median linkage algorithm is that the importance of a small cluster is preserved after aggregation with a large one.
There are variety of additional linkage algorithms (correlation of items, binary matching, etc.), but it would be rare that a researcher needs to apply too many combinations of distance and linkage measures, however comparing of many approaches may be a way of clustering pattern validation.
In hierarchical agglomerative clustering the graphical output of the analysis is usually a dendrogram -a treelike graphics, which indicates the linkage between the clustered objects with respect to their similarity (distance measure). Decision about the number of statistically significant clusters could be made for different reasons. Often a fixed number of clusters is to be assumed. Sometimes a distance measure or an allowed difference between classes (clusters) is used foe evaluating the number of significant clusters. For practical reasons the Sneath index of cluster significance is widely used. It represents this significance on two levels of distance measure D/D max relation: 1/3 D max and 2/3D max . Only clusters remaining compact after breaking the linkage at these two distances are considered significant and are object of interpretation.
The algorithms for non -hierarchical clustering offer the division of the studied objects into a priori given number of clusters (determined by some practical or theoretical reasons).
In principle, the data set could be considered as a matrix consisting of rows (the objects) and columns (the variables describing the objects). CA makes it possible to classify both the objects and variables. This is very important from practical point of view.
Principal components analysis
Principal Component Analysis (PCA) seems to be the most widespread multivariate chemometric technique and is a typical display method (also known as eigenvector analysis, eigenvector decomposition or Karhunen-Loéve expansion). It enables revealing the "hidden" structure of the data set and helps to explain the influence of latent factors on the data distribution. PCA is done on covariance matrix when the data are centered or on correlation matrix when the data are standardized [15, 16] . PCA transforms the original data matrix into a product of two matrices, one of which contains the information about the objects (i.e. samples) and the other about the features (e.g. analyte concentration). The matrix characterizing objects contains the scores (understood as projection) of objects on principal components (PCs). The other one, characterizing features is a square matrix and contains the set of eigenvectors (understood as weights, in PCA terminology called "loadings") of the original features in each PC. In matrix terms, this can be expressed as:
where: X -is the original data matrix (features as columns, cases as rows), S -is a scores matrix (has as many rows as the original data matrix), L -is a loadings matrix (has as many columns as the original data matrix), E -is an error matrix.
The number of columns in the matrix S equals the number of rows in the matrix L. It is possible to calculate scores and loadings matrices as large as desired, provided the "common" dimension is no larger than the smaller dimension of the original data matrix, and corresponds to the number of PCs that are calculated. Each scores matrix consists of a series of column vectors, and each loadings matrix a series of row vectors. Many authors use s a and l a notation to express these vectors, where a is the number of the PC. The matrices S and L are composed of several such vectors, one of each PC. The first scores vector and first loadings vector are often called the eigenvectors of the first PC. Each successive component is characterized by a pair of eigenvectors. Using f eigenvectors in one dimension, where f is smaller than, or equal to the rank of the data, f PCs can be obtained. Usually, a small number of PCs is needed to represent most of the information in the data. The minor PCs which explain little of the data structure can be eliminated, thus simplifying the analysis. Also, these minor PCs contain most of the random error, so eliminating them tends to remove extraneous variability from the analysis. In the ecosystems monitoring studies PCA and related multivariate techniques are often applied to determine the possible influence and contribution of natural and anthropogenic factors in data structuring.
Some important features of PCA could be summarized as follows. The principal components axes (the axes of the hidden variables) are orthogonal to each other. Most of the variance of the data is contained in the first principal component. In the second component there is more information than in the third one etc. For interpretation of the projected data both the score and the loading vectors are plotted. In the score plots, the grouping of objects can be recognized. A loading plot reveals the importance of the individual variables with respect to the principal component model.
A very important task in PCA is the estimating the number of principal components necessary for a particular PC model. Several criteria exist in determining the number of components in the PCA model: 1. percentage of explained variance 2. eigenvalue -one criterion 3. Scree -test 4. cross validation.
The percentage of explained variance is applied in sense of a heuristic criterion. It can be used if enough experience is gained by analyzing similar data sets. If all possible principal components are used in the model the variance can be explained by 100 %. Usually, a fixed percentage of explained variance is specified, e.g. 80%. In environmental studies even 75% of explained variance is a satisfactory measure for the adequateness of the PCA model chosen.
The eigenvalue -one criterion is based on the fact that the average eigenvalue of autoscaled data is just one. In this case only eigenvalues greater than 1 are considered important.
The Scree -test is based on the phenomena that the residual variance levels off when the proper number of principal components is reached. Visually the residuals or more often the eigenvalues are plotted against the number of latent factors in a Scree plot. The principal component number is then derived from the leveling-off in the plot.
The forth approach of deciding on the number of principal components uses the following idea. In the simplest case, every object of the input matrix X is removed from the data set once and a model with the remaining data is computed. Then the removed data are predicted by the use of the PCA model and the sum of the square root of residuals over all removed objects is calculated. In case of large data sets, the leave-one-out method can be replaced by leaving out a whole group of objects.
Interpretation of the results of PCA is usually carried out by visualization of the component scores and loadings. In the score plot, the linear projection of objects is found, representing the main part of the total variance of the data (in the plot PC 1 vs. PC2 projection plots are also available (e.g. PC 1 vs. PC 3 or PC2 vs. PC3) but they represent less percentage of explained total variance of the system in consideration. Correlation and importance of feature variables is to be decided from the factor loadings plots.
Clinical data set
The data are collected from the patients records in the Clinic of Endocrinology, State University Hospital "Aleksandrovska", Sofia, Bulgaria. Altogether 100 patients (objects in the data set -57 female and 43 male patients) of different age (between 36 and 86 years of age) , and duration of disease (between one and 30 years of duration) were involved in this study. In Table 1 the clinical parameters measured, their code names and the instrument for clinical analysis are indicated. In Table 2 
Results and Discussion
The input data set (100 x 34) was treated by cluster analysis and by principal components analysis in order to classify and model the data structure. For CA the Ward's method of linkage with squared Euclidean distance as similarity measure between the normalized by z-transform data was used both for clustering of the variables and the objects. The cluster significance was determined by the significance test of Sneath. For PCA the Varimax rotation mode for normalized data was applied.
Cluster analysis
In Figure 1 the hierarchical dendrogram for linkage between clinical parameters is presented.
Five clusters could be identified with the following variables included in the respective clusters:
K1 (BS2-GLU, PP2-GLU, M2 -GLU, PP-GLU, BS1-GLU, M1-GLU, BS1-GLU, F-GLU, HBA1C) K2 (HAUNCH, BMI, WAIST, WEIGHT) K3 (TRIGLI, VLDL, HOLEST, LDL, HDL, SUE, TROMB, TROMB/V) K4 (K, GGT, ALAT, ALB, Tot-PROT, W/H, HEIGHT) K5 (CPK, URIC A, CREA, DUR, NA, AGE),
These classification results give some important information about the relationships between the clinical test parameters. It is obvious that all parameters are divided into sub-patterns each one of them related to a specific function. The first cluster unites all of the glucose parameters being easily divided into two sub-clustersparameters with marker 1 (at the check in of the patients for hospital treatment) and those with marker 2 (at the check out moment of the same patients). Comparison of the average data for the various glucose profiles indicated a slight improvement (decrease) of the glucose level. Thus, the cluster K1 is a pattern for the effect of hospital medical treatment of patients with diabetes mellitus type 2 diagnoses.
The cluster K2 relates the most important anthropometric data for the patients with such a diagnosis -weight, haunch, waist, BMI. So, the second component that should be carefully controlled is the patient weight and body mass index (BMI) as an important indicator for health state of the patients and substantial anthropometric contributor to the overall disease clinical picture or to the metabolic syndrome pattern.
The next group of similar clinical tests is included in K3. It informs on the fat exchange profile of the patient blood. It is well known that patients with diabetes mellitus type 2 diagnoses very often worsen their condition if they have high blood pressure. The correlation between parameters like triglycerides, lipoproteins, thrombocytes and SUE in this case proves the significant role of the blood test for controlling blood pressure, cholesterol levels and erythrocyte sedimentation rate in addition to checking the level of glucose or body weight.
Next important group of clinical parameters is the cluster K4 where tests for the liver function are linked. They form the next ingredient of a total metabolic syndrome pattern including diabetes mellitus type 2 patients. As a sub-cluster the link between height and waist/haunch ratio is included in K4. The latter two parameters just complete the list of anthropometric data and do not seem so important from diagnostic or curing point of view.
The fifth cluster K5 includes the kidney function parameters. They complete the whole clinical picture underlying the significance of the excretion parameters. The duration of the disease and age are correlated exactly with the kidney function parameters indicating the significance of these parameters for the proper renal function of the organism.
The cluster analysis of the clinical parameters gives not only information about the relationship between the various groups of clinical tests of the ill patients but also ideas about optimizing the number of test necessary to check the patient's condition. For fast screening test it seems reasonable to use some representatives of the separate clusters in order to have information about the state of art in a certain case. The task medical doctors have to solve is to select clinical parameters both easy to perform (and interpret) and to inform.
In Figure 2 the hierarchical dendrogram of the cases (patients) is shown.
It might be concluded that the total group of 100 patients is divided into 2 sub-groups -the one consisting of 68 cases (upper part of the dendrogram) and the second one -of 32 cases (lower part of the dendrogram). The major discriminating factor for the two sub-clusters is the average glucose level of the patients. The bigger group includes patients with lower levels, less duration of the disease and better anthropometric parameters. This cluster (68 cases) could be additionally separated into two smaller sub-clusters: the upper one (38 cases) is characterized by patients with higher levels of fat exchange parameters and worse renal function. In the second cluster of 32 cases (higher glucose levels) another set of two bigger sub-clusters could be defined. In this situation the discrimination is based on differences in the liver function (enzyme content).
Therefore, the classification of the patients by the use of cluster analysis revealed information about separation due to different levels of clinical tests. It is indicated that the state of the various patients is depending on different links between the clinical parameters, e.g. lower glucose levels correlate to better fat exchange data as the most significant discriminator of the certain group and, vice versa, worse data for the glucose level should be attributed to worse liver function details.
Principal Components Analysis
As a projection and modeling method PCA gives the opportunity to determine the structure of the data set, to identify the latent factors responsible for the data structure. Very often it is combined with cluster analysis to check the classification done. In Table 3 the values of the factor loadings are given. They indicate the latent factor structure and help in interpretation of the data set. The statistically significant factor loadings are marked (the significance is determined by the rule of Malinowski). In the last row of the table the percentage of the total variation explained by each one of the principal components (PC) or latent factors is given.
It is readily seen that 5 latent factors determine over 80% of the total variance of the system and this is a good figure for the PCA model offered.
In Figure 3 a biplot of the data projection of the factor loadings (Factor 1 vs. Factor 2) is presented in order to obtain a better representation of the relationship between the clinical tests.
The first principal component (factor) explains 26.2% of the total variance and could be conditionally named "glucose level" factor since it reflects the correlation between all glucose level parameters measured both in check-in and check-out of the patients. This correlation is illustrated quite well in Figure 3 , too.
The second principal component explains almost 22% of the total variance and its conditional name "anthropometric factor" fits very well to its structure as it involves the most important anthropometric data such as weight, height, BMI, haunch, waist and W/H. The parameter "age" is negatively correlated to all other anthropometric indicators, which is easy to understand -the advance of age worsens many other parameters. Figure 3 also gives a planar projection of this situation.
From Table 3 it is evident that the next latent factor PC 3 should be attributed dominantly to the fat exchange processes. It explains 18.1% of the total variance and could be conditionally named "fat exchange function".
The fourth latent factor (variance explanation of 8.1%) involves also several correlated blood parameters and, therefore, should be conditionally named "blood cells factor". The last one PC 5 has a lesser explanation of the total variance (7.9%) and indicates correlation between renal function parameters on one side and some liver parameters, on the other. Its conditional name could be "excretion factor". There are some minor differences as one compares the classification results by CA and the PCA modelling. This is not surprising since the data pre-treatment very often influences to a small extent the linkage between the variables. In general, however, both chemometric approaches have proved that the clinical test values are linked in specific patterns and these patterns could be revealed and interpreted only by the use of multivariate statistics.
Conclusions
It is well known that the major components of the metabolic syndrome are the android fattening, diabetes mellitus type 2, arterial hypertonic (high blood pressure) and the increased level of triglycerides and deceased concentration of "good cholesterol". All these symptoms lead to early atherosclerosis and to diminishing not only of life expectance but of the overall life quality. It is of substantial importance not only to check the different parameters related to the syndrome but to try to find correlations and interrelation between the parameters. Then, comparing series of healthy and ill persons, it could be possible to create patterns of parameters whose values are responsible for solving problems and making solutions in health care. The separate clinical test values have to be considered simultaneously as a system not one by one.
This study offers a reliable solution of the problem of finding groups (patterns) of similarity between clinical tests usually determined on patients with diabetes mellitus type 2 diagnosis. It can be concluded that all usual clinical test are divided into 5 groups of similarity each one of them related to vital functions -glucose level, anthropometric indices, renal and liver function, fat exchange indicators. The approach makes it possible to get more information on the links between the functions of the body and to solve easier diagnostic and preventive checks. 
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