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a  b  s  t  r  a  c  t
A  fully  prognostic  prototype  of  bulk  mass–ﬂux  convection  param-
eterization is  presented.  The  bulk  mass–ﬂux  parameterization
is formulated  by assuming  a subgrid-scale  system  consisting
only of a  convective  plume  and  environment.  Both  subcompo-
nents (segments)  are  assumed  to  be  homogeneous  horizontally.
This assumption  is  called  the  segmentally  constant  approxima-
tion (SCA).  The  present  study  introduces  this  purely  geometrical
constraint (SCA)  into  the  full  nonhydrostatic  anelastic  system.  A
continuous-space description  of the  full  system  is,  thus,  replaced
by  a  discretization  consisting  only  of two  segments  (plume  and
environment) in the horizontal  direction.  The  resulting  discretized
system is mathematically  equivalent  to  a  0th  order  ﬁnite  volume
formulation with  the  only  two  ﬁnite  volumes.  The  model  is  pre-
sented under  a two-dimensional  conﬁguration.  Interfaces  between
the plume  and  the  environment  segments  may  either  be  ﬁxed  in
time or  Lagrangianly  advected  as  two  limiting  cases.  Under  this
framework, the  single-plume  dynamics  is  systematically  investi-
gated  in  a wide  phase  space  of  Richardson  number,  the  aspect
ratio, and  a displacement  rate  of  the  plume  interfaces  relative  to
the  Lagrangian  displacement.  Advantage  of  the  present  model  is
in evaluating  the  lateral  mixing  processes  of  the plume  without
invoking an  entrainment–detrainment  hypothesis.  The  fractional
entrainment–detrainment rate  diagnosed  from  the  present  model
simulations highly  varies  both  over  space  and  time,  suggesting
a limitation  of  applying  an  entrainment–detrainment  hypothesis
to unsteady  plumes,  as  in the  present  case,  in which  circulations
of the plume  scale  dominates  over  the  turbulent  mixing  process.
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Furthermore,  when  the  entrainment–plume  hypothesis  of  Morton
et  al. is adopted  for deﬁning  the  plume–interface  displacement  rate,
the  plume  continuously  expands  with  time  without  reaching  equi-
librium.
© 2012 Elsevier B.V. 
1. Introduction
Geophysical convection (atmospheres, oceans, Earth’s mantle, and liquid core), being extremely
high in Rayleigh numbers, is dominated by plume-like structures, i.e., plumes, thermals, puffs, etc,
loosely  called collectively the plumes in the present paper. Especially for atmospheric convection,
plumes are considered as elementary building blocks since a seminal work by Stommel (1947, 1951:
see  also Simpson, 1983a,b; Lilly, 1983; Morton, 1997). Subsequent extensive analogue laboratory
experiments for atmospheric convection (e.g., Morton et al., 1956; Scorer, 1957; Turner, 1962: see
also  Turner, 1969, 1986 as a review) greatly promoted this idea.
A  top-hat version of the plume model was subsequently applied to tropical convective clouds for
veriﬁcations of seeding experiments by Simpson et al. (1965), Simpson and Wiggert (1969: see also
Simpson, 1983c for a review). Those authors concluded that results with the top-hat model were con-
sistent  with their airborne observation. This observational “support” subsequently led to an adoption
of  the same plume model as a part of mass–ﬂux convection parameterization developed by Arakawa
and Schubert (1974) and others.
The idea of “top hat” may  be traced back to Stommel (1947), who  introduced a hypothesis of hori-
zontal homogeneity in constructing his entraining plume model. The “top hat” approximation was more
explicitly  introduced by Morton et al. (1956) in the theoretical analysis of their plume experiments.
Arakawa and Schubert’s (1974) mass–ﬂux convection parameterization was constructed by placing
an  ensemble of these top-hat plumes with varying strengths over an otherwise homogeneous envi-
ronment (cf., Yano, 2009; Plant, 2010). Though later mass–ﬂux convection parameterization schemes
adopt, for example, more complex entrainment–detrainment hypotheses (e.g., Kain and Fritsch, 1990;
Emanuel, 1991), their basic formulation still closely follows that of originally developed by Arakawa
and  Schubert (1974).
Being  motivated from better understanding of the formulation of mass–ﬂux parameterization, the
present paper focuses on a purely geometrical aspect of “top-hat”. This geometrical aspect consists
of  subdividing a horizontal grid-box domain into a set of homogeneous segments. We  propose to call
this  geometrical constraint a segmentally constant approximation (SCA). Here, we ask the question:
what happens when a system is purely constrained by the geometrical conﬁguration of SCA? Since
mass–ﬂux convection parameterization is built up on SCA, such a model can be considered a prototype
of  mass–ﬂux parameterization.
In  constructing such a model, in the present study, the simplest possible geometrical conﬁguration
is adopted: a system consisting only of a single plume and environment. Note that this conﬁguration
corresponds to the bulk mass–ﬂux parameterization. The present paper, thus, examines its prototype.
There are several reasons for developing such a prototype model. First is for better understanding
the entrainment–detrainment processes. Our knowledge of the entrainment–detrainment processes
with atmospheric convective plumes is rather limited both in boundary layer and free troposphere,
with and without moist cloud processes (cf., de Rooy et al., 2012).
In  spite of well-established statue of the entraining–plume hypothesis in laboratory experiments,
its direct applications to atmospheric convection is questionable (cf., Raymond, 1993). It appears that
atmospheric convection tends to present more complex vertical structures (e.g., Raymond and Blyth,
1986,  Blyth, 1993). Though both large-eddy simulations (LES) and cloud-resolving modelling (CRM)
have  been extensively exploited for estimating the entrainment and detrainment rates, mostly based
on  conditional sampling methods (e.g., Siebesma and Cuijpers, 1995; Siebesma et al., 2003; de Rooy
and  Siebesma, 2010), questions are still raised on proper methodologies for deﬁning these quantities
from numerical modelling (cf., Heus et al., 2008; Romps, 2010).
Open access under CC BY-NC-ND license.
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In the present study, we circumvent the problem of specifying entrainment and detrainment by
explicitly calculating the horizontal circulations of the system. As a result, inﬂows and outﬂow to
and from the plume interfaces are more directly calculated form the given horizontal circulations
of the system. Possible additional eddy mixing is neglected by considering the uncertainties for a
formulation. A major remaining problem turns out to be a speciﬁcation of the rate of the movement
of the plume interfaces. A very simple hypothesis is introduced for this purpose.
Second is a need for relaxing the traditional approximations and hypothesis in the mass–ﬂux
convection parameterization as horizontal resolutions of numerical models getting closer to the con-
vective scale. Under such a situation, the convection parameterization cannot be easily turned off
without occasional but serious consequences. A recent meeting report (Yano et al., 2010a)  well sum-
marizes the issues in operational-forecast contexts. Exploratory studies are currently under way  (e.g.,
Gérard and Geleyn, 2005; Gérard, 2007, Kuell et al., 2007). The purpose of the present paper is to
present a prototype model for more systematic investigations.
The present paper derives a plume system by applying SCA systematically to a nonhydrostatic
anelastic system, by adopting a two-dimensional geometry with a single plume element embedded
into a homogeneous environment. Needless to say the present work is hardly fully original. Probably,
the most notable earlier similar attempts were by Asai and Kasahara (1967),  and Kasahara and Asai
(1967) investigating time-evolution of “top-hat” plumes. Heus and Jonker (2008) revisited the same
problem more recently.
A major advantage of the present paper is in considering an issue of the dynamic pressure more
carefully than the previous studies. Asai and Kasahara took a simpliﬁed equation for the vertical
velocity, which neglects the effects of dynamic pressure. Most of the other earlier studies also neglected
the dynamics pressure, but with notable exceptions of Holton (1973), Kuo and Raymond (1980) and
Yau (1980).  Here, the role of the dynamic pressure is fully taken into account by explicitly solving a
Poisson problem.
The present paper demonstrates a possibility of numerically investigating the plume dynamics in
wide range of nondimensional phase space with the SCA-model. The dependence of the system on the
Richardson number, Ri,  is a major focus here. In order to allow a investigation in wide phase space,
a simplest conﬁguration of a system with a constant background thermal stratiﬁcation (Brunt–Visala
frequency) is considered. It is emphasized that this is only the ﬁrst of many possible applications of
the SCA-model to the atmospheric convection problems.
As it turns out, from a point of numerical algorithm, the geometrical constraint of “top hat” is
nothing other than a ﬁnite volume method (cf.,  LeVeque, 2002, Chapter 5 Durran, 1999), except that
only the two volumes are assumed in the present case. The terminology SCA is introduced, partially
motivated to establish a link between the two  concepts, “top-hat” and ﬁnite volume. By aiming an ulti-
mate implementation into operational models as a subgrid-scale representation scheme, the simplest
possible numerical algorithm is adopted. Particularly some oscillatory behaviors seen in the following
demonstrations are consequence of such a choice.
The paper is organized as follows. A formulation for the nonhydrostatic anelastic system is reviewed
in the next section. The model is nondimensionalized in Section 2.3,  and the subsequent results are
presented in terms of the nondimensional variables. A segmentally constant approximation (SCA) is
introduced into the anelastic system in Section 3. Some numerical examples are shown in Section 4,
then an extensive phase space analysis is performed in Section 5. As already emphasized, a virtue of
the present formulation is in developing it without entrainment–detrainment hypothesis. Issues of
entrainment–detrainment are discussed in Section 6 from this perspective. The paper is concluded by
discussions in Section 7. The energy cycle of the single-plume system is derived in Appendix A.
2. Basic formulation
2.1. Model geometry
A two-dimensional system is considered. The system is periodic in the horizontal direction (x) with
a unit domain size L. The system extends vertically for a height H with rigid-lid conditions (i.e., the
vanishing vertical velocity, w = 0, no heat ﬂux, ∂/∂z = 0) both at the top (z = H) and the bottom (z = 0),
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Fig. 1. The model conﬁguration. The model domain is L in horizontal (x) and H in vertical (z) directions, respectively, with
periodic and rigid lid conditions. As an initial condition, a homogeneous temperature anomaly   of the size lx × lz is placed at
the  surface, over a horizontal coordinate spanning [x1/2,b , x3/2,b]. A plume segment spanning [x1/2,b , x3/2,b] is also placed over a
whole vertical span of the system as indicated by vertical short-dashed lines.
where  stands for the (potential) temperature.1 A constant (potential-)temperature gradient d/dz
is posed in the system, which is set either zero (neutral state) or positive (stable state).
The system is initialized by placing a rectangular-shaped homogeneous temperature anomaly
 =   at the surface (Fig. 1). The rectangle has sizes of lx and lz horizontally and vertically, respectively.
By setting the initial velocity zero, the evolution with this initial temperature anomaly is consid-
ered. This experimental set-up more strictly corresponds to a bubble or a thermal in point of view
of traditional laboratory experiments, but we  simply call it a plume based on our understanding that
atmospheric convective plumes are induced from a surface layer in a similar manner.
In considering evolution of a given plume, we pose SCA horizontally with two segments (ﬁnite
volumes) corresponding to the plume and the environment, respectively, starting from the initial
condition just described. We  assume that the segment for the plume initially has a horizontal extent
lx for the whole vertical extent of the system, although the initial anomaly is conﬁned to the lowest lz.
As already emphasized in the introduction, such a drastic simpliﬁcation under SCA for the formulation
of the problem stems from our interests of constructing a prototype model for mass–ﬂux convection
parameterization. In order to introduce a consistent formulation under SCA in the next section, a
general formulation for the convective systems is ﬁrst reviewed in the remaining of this section.
2.2. Anelastic formulation
The dry two-dimensional nonhydrostatic anelastic system is considered, as in Yano et al. (2010b).
All symbols with the overbar refer to the reference background state depending on height z only. The
pressure p, the potential temperature  without overbar refer to the deviations from these reference
states, hence the total pressure is given by p + p, for example. The density, , is assumed constant in
1 In the following we simply call  the temperature for short also based on the fact that a constant density is assumed.
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the present study, though the following formulation retains a generality. No additional perturbation
is added on density under anelastic approximation.
The basic set of equations consists of the prognostic equations for the horizontal u and vertical w
winds, and the temperature :
∂
∂t
u + ∂
∂x
u2 + 1

∂
∂z
uw = − 1

∂p
∂x
(2.1a)
∂
∂t
w + ∂
∂x
uw + 1

∂
∂z
w2 = − 1

∂p
∂z
+ ˛g (2.1b)
∂
∂t
 + ∂
∂x
u + 1

∂
∂z
w = −d
dz
w (2.1c)
and the mass continuity:
∂u
∂x
+ 1

∂
∂z
w = 0 (2.2)
Here, g is the acceleration of the gravity, ˛ is the thermal expansion rate.
Furthermore, a diagnostic equation (Poisson problem) for the pressure, p, is obtained by multiply-
ing the linear operators (∂/∂x) and (∂/∂z) in Eq. (2.1a) and (2.1b), respectively, and adding them
together. The obtained divergence tendency must vanish due to the mass continuity (2.2), thus(
∂2
∂x2
+ ∂
2
∂z2
)
p = −
[
∂
∂x
{(v · ∇)u} + ∂
∂z
{(v · ∇)w}
]
+ ∂
∂z
(˛g) (2.3)
where v = (u, w).
2.3. Nondimensionalization
In order to preserve a generality of model experiments, the subsequent results are presented in
terms of nondimensionalized variables. The system is nondimensionalized by taking a horizontal lx
and a vertical extents lz of an initial homogeneous temperature anomaly, respectively, as length scales
for horizontal and vertical directions. The temperature is nondimensionalized by the initial anomaly
.
Time is nondimensionalized by an advective time-scale, lx/U = lz/W,  with the horizontal U and the
vertical W velocity scales to be speciﬁed immediately below. The pressure perturbation scale P is
bounded by the buoyancy force, leading to
P = ˛rglz  (2.4)
with a dimensional constant reference value r for density.
The velocity scales are, in turn, estimated by the pressure-gradient force, which bounds the advec-
tion term in the momentum equation, thus
U2 + W2∼ P
r
whereas a relative ratio for the scales of the two  velocity components are deﬁned by an aspect ratio:
r1/2 = lz
lx
(2.5)
Thus,
W = r1/2U
As a result, a scaling for the velocity components valid for the whole range of the aspect ratio r1/2 is
U2 =
(
1
1 + r
)
P
r
(2.6a)
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W2 =
(
r
1 + r
)
P
r
(2.6b)
After nondimensionalizations, it is found that only two nondimensional parameters enter the sys-
tem of equations: a square r of the aspect ratio2, deﬁned by Eq. (2.5), and the Richardson number Ri
deﬁned by
Ri = lz

(
d
dz
)
(2.7)
Note that the above deﬁnition for the Richardson number is reduced to a standard one (cf.,  Eq. (1.4.3),
Turner, 1973) by rewriting   in terms of the horizontal-velocity scale U with a help of Eqs. (2.4) and
(2.6a). Finally, the nondimensional domain size is deﬁned by Lˆ  × Hˆ ≡ L/lx × H/lz .
For brevity, no full set of nondimensional equations are presented. Nevertheless, it is elucidating
to see a nondimensional version of the Poisson problem (2.3):(
r
∂2
∂x2
+ ∂
2
∂z2
)
p = − r
1 + r
[
∂
∂x
(v · ∇u) + ∂
∂z
(v · ∇w)
]
+ ∂
∂z
(2.8)
It shows that the Poisson problem reduces to the hydrostatic balance to the limit of small aspect ratio,
r  1, whereas for the regimes r ∼ 1 and r  1, all the source terms in the right-hand side remain equally
important.
For reference, the variation of the Richardson number Ri with changes of the vertical scale lz and
the temperature anomaly   is shown in Fig. 2(a) with a typical meteorological value d/dz = 3 ×
10−3 K/m. The horizontal wind scale (1 + r)1/2U as well as the time scale  ≡ lx/U are also plotted as
functions of lz and   in Fig. 2(b) and (c), respectively, by setting r = 1 kg/m3,  = 300 K, g = 10 m/s2,
and r = 1 with  ˛ = 1/. Note that U decreases inverse proportionally with decreasing lx ∼ r−1/2 in the
limit of large aspect ratio r  1, whereas  increases linearly with increasing lx ∼ r−1/2 in the limit of
small aspect ratio r  1, but otherwise both scales remain asymptotically independent of r.
3. SCA: segmentally constant approximation
3.1. Model conﬁguration
As depicted by Fig. 1, the system initially consists of the two  horizontally constant segments, corre-
sponding to a plume and environment, respectively. The main assumption introduced in the present
work is that the system evolves with time by maintaining this initial structure consisting of the two
horizontal constant segments (Fig. 3). Thus, the plume always remains horizontally homogeneous over
an interval [x1/2,b(z, t), x3/2,b(z, t)]. The subscript b here and hereafter indicates the segment interface
(boundary) values. The remaining part of the horizontal domain remains a homogeneous environ-
ment segment always. In the end, the system reduces to a set of equations for describing these two
segmentally constant modes.
We assume that the segment interfaces are initially vertically aligned, i.e.,  ∂xj−1/2,b(z, t = 0)/∂z = 0
(j = 1, 2), as indicated by Fig. 1. Clearly, after the nondimensionalization introduced in Section 2.3,
(x3/2,b − x1/2,b)|t=0 = 1. Under these geometrical constraints, our strategy is to construct the simplest
possible model with the minimum number of free parameters. As a result, only the one free parameter,
 (see Eq. (3.14))  is introduced under the present formulation.
Note that the present formulation contains less free parameters than an entrainment–detrainment
hypothesis. Moreover, though the present study is limited to the case with two homogeneous seg-
ments, the formulation itself can easily be generalized into any number of homogeneous segments,
as already demonstrated by Yano et al. (2010b). Such a generalization would be difﬁcult under an
entrainment–detrainment hypothesis.
2 Hereinafter, r is simply referred to as an aspect ratio for simplicity.
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Fig. 2. The values of some characteristic physical parameters of the system against a vertical scale lz and a temperature anomaly
,  respectively, as horizontal and vertical axes: (a) Richardson number (Eqs. (2.7)), (b) horizontal wind-scale (Eq. (2.6a)), (c)
advective time scale, lx/U. Other physical parameters are ﬁxed to: r = 1 kg/m3,  = 300 K, g = 10 m/s2, and r = 1 with  ˛ = 1/.
3.2. Segmentally constant approximation: SCA
Two prognostic variables w and  under SCA are given by
ϕ(x, z, t) =
2∑
j=1
Ij(x, z, t)ϕj(z, t) (3.1)
with ϕ corresponding to either w or . Here, j = 1 and 2 designate the plume and the environment
segments, respectively. A segmentally constant value ϕj(z, t) (j = 1, 2) is deﬁned by:
ϕj(z, t) =
∫ xj+1/2,b(z,t)
xj−1/2,b(z,t)
ϕ(x, z, t) dx
(xj+1/2,b(z, t) − xj−1/2,b(z, t))
(3.2)
J.-I. Yano, H. Baizig / Dynamics of Atmospheres and Oceans 58 (2012) 62– 94 69
ϕ
ϕ j
x
x j+1/2,bx j-1/2,b
Fig. 3. The basic conﬁguration of the segmentally constant approximation (SCA) with a variation of an arbitrary prognostic
variable ϕ given as a function of horizontal coordinate x: the variable ϕ is deﬁned by constant values ϕj over speciﬁed intervals
[xj−1/2,b , xj+1/2,b] with j = 1, 2.
and an indicator Ij(x, z, t) for the jth segment is deﬁned by
Ij(x, z, t) =
{
1, if x ∈ [xj−1/2,b(z, t), xj+1/2,b(z, t)]
0, otherwise
(3.3)
Note that we introduce a cyclic condition, x5/2,b = x1/2,b + L.
3.3. Prognostic equations
Note that though the present study is limited to the case with the two segments, the description
of the following subsections (Sections 3.3–3.7) applies to a system with any number of segments. The
equation for each segment is obtained by averaging the original full system over the given segment.
For this purpose, we ﬁrst re-write the prognostic equations (2.1b) and (2.1c) in general form:
∂
∂t
ϕ + ∂
∂x
uϕ + 1

∂
∂z
wϕ = F (3.4)
in terms of an unspeciﬁed prognostic variable ϕ (either w or ) and forcing (source) term F. We  integrate
the system given by Eq. (3.4) over the jth segment (with j = 1 or 2) that spans the interval [xj−1/2,b,
xj+1/2,b]:∫ xj+1/2,b
xj−1/2,b
[
∂
∂t
ϕ + ∂
∂x
uϕ + 1

∂
∂z
wϕ
]
dx =
∫ xj+1/2,b
xj−1/2,b
F dx (3.5)
After some manipulations, notably with a help of the Leibniz’s theorem, i.e.,
∂
∂t
∫ xj+1/2,b
xj−1/2,b
ϕ dx =
∫ xj+1/2,b
xj−1/2,b
∂
∂t
ϕ dx + x˙j+1/2,bϕj+1/2,b − x˙j−1/2,bϕj−1/2,b
we obtain
∂
∂t
	jϕj +
(
∂uϕ
∂x
)∗
j
+ 1

∂
∂z
[	j(wϕ)j] = 	jFj (3.6)
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Here,
	j =
(xj+1/2,b − xj−1/2,b)
L
(3.7a)
is a fractional length occupied by a jth segment,(
∂uϕ
∂x
)∗
j
= 1
L
(u˜∗j+1/2,bϕj+1/2,b − u˜∗j−1/2,bϕj−1/2,b) +
1
L
[(u′′j+1/2,bϕ
′′
j+1/2,b)j+1/2,b
− (u′′j−1/2,bϕ′′j−1/2,b)j−1/2,b] (3.7b)
is a “total” horizontal divergence deﬁned in terms of a relative velocity crossing the interfaces
u˜∗j±1/2,b = uj+1/2,b − x˙j±1/2,b − wj±1/2,b
∂xj±1/2,b
∂x
(3.7c)
and the eddy ﬂux (u′′
j±1/2,bϕ
′′
j±1/2,b)j±1/2,b; x˙j±1/2,b designates a displacement rate of an interface; vari-
ables with double primes, e.g., ϕ′′
j±1/2,b = ϕ − ϕj±1/2,b, designate a deviation from the “mean” interface
value. Note that strictly, there is no deviation from the interface value under a two-dimensional
formulation as it simply constitutes a single point, but the term is introduced for the sake of a generality.
In similar manner, the vertical ﬂux is given by
(wϕ)j = wjϕj + (w′′j ϕ′′j )j (3.8a)
Under the standard mass ﬂux formulation (cf.,  Yano et al., 2004), vertical eddy transport is neglected
and we set
(wϕ)j = wjϕj (3.8b)
as is assumed in the remaining of the paper. With the same token, we neglect the eddy contributions
in Eq. (3.7b) by setting(
∂uϕ
∂t
)∗
j
= 1
L
(u˜∗j+1/2,bϕj+1/2,b − u˜∗j−1/2,bϕj−1/2,b) (3.9)
Alternatively, horizontal eddy transport may  be represented by a Rayleigh damping as considered by
Asai and Kasahara (1967).  We  do not consider this alternative possibility simply because an appropriate
value for a Rayleigh damping rate is not known.
By introducing all the above assumptions, a ﬁnal form of the equation is:
∂
∂t
	jϕj +
u˜∗
j+1/2,bϕj+1/2,b − u˜∗j−1/2,bϕj−1/2,b
L
+ 1

∂
∂z
(	jwjϕj) = 	jFj (3.10)
with the segmentally averaged forcing:
Fj =
1
L	j
∫ xj+1/2,b
xj−1/2,b
F dx
Importantly, the derivation of Eq. (3.10) is essentially equivalent to the 0th order ﬁnite volume
method (cf., Godunov, 1959, Section 5.6.1 Durran, 1999; LeVeque, 2002). Here, a major philosophical
departure from the standard ﬁnite volume methods is that the horizontal extents of individual volume
elements [xj−1/2,b, xj+1/2,b] are used to represent two  major physical entities of the system as a whole:
plume and environment. Another difference is in considering moving interfaces.
Finally, the mass continuity is obtained as a special case of Eq. (3.10) by setting ϕ = 1 and F = 0:
∂
∂t
	j +
u˜∗
j+1/2,b − u˜∗j−1/2,b
L
+ 1

∂
∂z
(	jwj) = 0 (3.11)
Note that in the mass continuity, there is no eddy contribution under a strict application of SCA without
additional assumptions unlike the case for the prognostic equations for physical variables.
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3.4. Horizontal velocity
Both the vertical velocity w and the temperature  are evaluated prognostically by casting Eqs.
(2.1b) and (2.1c) into the form of Eq. (3.10).  On the other hand, the horizontal velocity u is treated
differently, because it does not satisfy SCA by consistency with SCA on vertical velocity and the mass
continuity.
By directly integrating the mass continuity (2.2) horizontally, it is found that u is segmentally linear,
i.e.,
u = uj−1/2,b −
1

(x − xj−1/2,b)
(
∂
∂z
wj
)
(3.12a)
over a jth segment. By setting x = xj+1/2,b in the above formula, we obtain
uj+1/2,b = uj−1/2,b −
1

(xj+1/2,b − xj−1/2,b)
(
∂
∂z
wj
)
(3.12b)
Eq. (3.12b) is used for evaluating the horizontal velocity at the segment interfaces with a remaining
arbitrary constant (i.e., domain mean) setting u = 0 in the present study. Note that the horizontal
velocity is a continuous function horizontally but with a discontinuity in ﬁrst derivative.
3.5. Interface conditions
The formulation given so far provides a more or less closed formulation of the problem except
for the treatments over the segment interfaces. Physical values are left arbitrary, and even a rule for
determining the position of the interfaces (i.e.,  plume “edges”) is left open. As for the ﬁrst issue, based
on both simplicity and physical intuition, we introduce the upstream approximation:
ϕj−1/2,b ≡
{
ϕj−1, if u∗j−1/2,b − x˙j−1/2,b > 0
ϕj, if u∗j−1/2,b − x˙j−1/2,b ≤ 0
(3.13)
This also corresponds to the simplest advection scheme available under the ﬁnite-volume approach.
A more serious issue left undetermined is the displacement rate x˙j±1/2,b of the segment interfaces.
There is no clear physical principle exists for this question, because SCA or “top hat” approximation is
introduced to a plume dynamics, rather, for our own  convenience of calculations. From a point of view
of mathematical mode decomposition, the difﬁculty stems from the fact that segmentally constant
modes do not constitute an orthogonal complete set (cf.,  Yano et al., 2005). This makes it harder to
develop a mathematically consistent formulation.
For these reasons, in traditional plume-dynamics studies this difﬁculty is circumvented by
introducing an entrainment–detrainment hypothesis as originally introduced by Morton et al. (1956)
in their Eq. (2). See Turner (1986) for review. However, such a hypothesis is case dependent as further
discussed in Section 6 (see also de Rooy et al., 2012).
In the present study, instead, we simply relate the interface displacement to the local horizontal
velocity
x˙j±1/2,b = (1 − )u∗j±1/2,b (3.14)
with a constant  controlling the behavior of the plume “edges”. Note that when a standard
Rankine–Hugoniot condition for a shock (cf.,  Section 5.1.1, Durran, 1999) is applied, we  obtain
x˙j±1/2,b = u∗j±1/2,b with  = 0 (i.e., kinematic boundary condition). Another important limit is to set
 = 1 assuming the segment interfaces are ﬁxed in time i.e., x˙j±1/2,b = 0.
In the former case, the plume edges behave as material surfaces without mixing. In the latter case,
divergent and convergent ﬂows, respectively, detrain and entrain all the air from and into the plume.
It is assumed that both detrained and entrained air are immediately mixed with the environment
and the plume, respectively, so that horizontal homogeneity of both segments are maintained. The
actual evolution of the plume is likely to be somewhere middle of these two extremes, thus the
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parameter is likely to be in the range, 0 ≤  ≤ 1. We  even consider the case with  < 0, because in
this case, entrainment and detrainment are associated with expansion and compression of a plume
as we may  anticipate (cf.,  Eq. (6.5)). Here, we emphasize the advantage of the present approach over
the traditional entrainment–detrainment formulation, because the circulations around the plume is
calculated dynamically consistently unlike the latter.
3.6. Poisson problem
The pressure p is deﬁned by the Poisson problem (2.3) in an original continuous space without
introducing SCA. As far as the analytical formulation is concerned, no approximation is introduced
unlike w and . In order to evaluate the source term in the Poisson problem, all the variables are
transformed back to a continuous physical space, by taking Eq. (3.1) for w and  and Eq. (3.12a) for u.
3.7. Summary of the SCA system
The SCA system constitutes a closed system with Eqs. (2.1b) and (2.1c) casted into a form of Eq.
(3.10) along with Eqs. (3.12a) and (2.3). The adopted set of equations is rather nonstandard, but
mathematically equivalent to a standard set consisting of Eqs. (2.1a),  (2.1b), (2.1c), and (2.3).
Note that by developing a formulation with a systematic application of SCA to the nonhydrostatic
anelastic system, we have introduced no additional hypothesis apart from Eq. (3.14).  Under the present
formulation, exchanges of mass and physical variables over the plume interfaces are evaluating by
directly using the horizontal ﬂows obtained by Eq. (3.12b).
This is in contrast with an entrainment–detrainment hypothesis often introduced in the plume-
dynamics studies. In this latter case, the so-called entrainment–detrainment rate deﬁnes the lateral
exchange over the plume interfaces without considering the horizontal ﬂow. Relation between the
present formulation and the entrainment–detrainment approach is further discussed in Section 6.
3.8. Numerical implementation
In order to integrate the SCA system in time numerically, the equations are discretized vertically by
taking staggered grids with a homogeneous resolution z.  In order to solve the Poisson problem (2.3),
the system is furthermore discretized in the horizontal direction with a homogeneous resolution x.
All the physical variables are deﬁned at the all grid points by the mapping rule (cf., Eq. (3.1)). Further
details of the numerical implementation, we refer to the Appendix A of Yano et al. (2010b).3
After some convergence tests, the standard parameters adopted in the present calculations are:
the domain size Lˆ × Hˆ = 16 × 8 with the nondimensional resolutions x  = z  = 1/8. The time step is
set t  = 10−3.
4. Numerical demonstrations
4.1. Interface displacement rate dependence: initial examples
As a ﬁrst series of numerical demonstrations, we show the cases with no stratiﬁcation (i.e., Ri = 0)
and a square initial anomaly (i.e., r = 1). Under this constraint, we  modify , which is introduced as an
artiﬁcial parameter for deﬁning the displacement rate of the segment interfaces in Section 3.5 by Eq.
(3.14).
The case with  = 1 is ﬁrst considered. In this case, the plume interfaces remain vertical as deﬁned
initially. The air ﬂows into and out from a plume segment at lower and upper levels, respectively,
associated with convergence and divergence. The evolution of the plume is shown in Fig. 4 with
the temperature anomaly  and the wind ﬁeld (u, w) shown by color shades and vectors, respectively.
3 The code used for the present study is available from ftp://cnrm-ftp.meteo.fr/pub-moana/yano/crm-sca/no activation
dry non.
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Fig. 4. Evolution of a thermal plume: the case with Ri = 0,  = 1, and r = 1 is shown with time increases downwards as t = 0, 4, 8,
12,  16. The temperature  and the velocity (u, w) are shown, respectively, by color shades and vectors. The unit vector length
(2)  is indicated at the lower right. (For interpretation of the color in the artwork, the reader is referred to the web version of
the  article.)
An initial thermal anomaly placed at the bottom of the system initiates an upward motion by buoyancy.
The upward motion, in turn, lifts the thermal anomaly with time, so an upward motion continues until
the anomaly reaches the top lid of the system.
The second case considered is with  = 0. In this case, the interface positions are Lagrangianly
displaced with time associated with a convergent and a divergent ﬂows induced at a lower and an
upper halves, as shown by Fig. 5. As the plume reaches the top wall, the ﬂow begins to strongly diverge
along the top wall, and consequently, the plume also expands extensively horizontally (t = 16–20). The
convergence below, in turns, gradually closes off the plume segment from the bottom and leaves only
an environmental segment underneath (t ≥ 12). Note that numerically, when the two interfaces meet,
we assume that the plume segment is lost. The temperature tends to slightly enhance with time,
along with oscillatory tendencies, due numerical defects. The system as a whole is not numerically
conserving due to adaptation of ﬁnite difference in the vertical direction.
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Fig. 5. The same as for Fig. 4 but for the case with  = 0 and for the time t = 4, 5, 6, 8, 10. The unit vector length is changed to 5.
Note that the wind vectors larger than 5 are not shown. (For interpretation of the color in the artwork, the reader is referred to
the  web version of the article.)
From a point of view of energy cycle, Ri = 0 is a singular limit that provides an inﬁnite avail-
able potential energy (cf.,  Appendix A, see especially Eqs. (A.3a) and (A.3b)). When the Lagrangianly
advected segment interfaces are furthermore assumed with  = 0, the temperature never diffuses with
time (except for numerical reasons). The combination of these two  effects tend to make the evolution
“explosive”.
Arguably, an intermediate case with  = 0.5 (Fig. 6) could be physically more realistic. In this case,
the segment interfaces are still displaced with time by following an upper-level divergence and a
lower-level convergence, but only with half of the Lagrangian displacement rate. Qualitative similarity
in segment-interface evolution as a whole with the purely Lagrangian case ( = 0: Fig. 5) may  be
striking. However, the temperature anomaly noticeably diffuses with time due to detrainment and
entrainment at upper and lower levels, respectively.
Overall behavior of the plume with  = 0 and 1/2 is reminiscence to the “starting plume” (Turner,
1962). Turner proposed this concept in order to describe the initial ascent of plume under a
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Fig. 6. The same as for Figs. 4 and 5 but for the case with  = 0.5 and for the time t = 4, 8, 12, 16, 20. (For interpretation of the
color  in the artwork, the reader is referred to the web  version of the article.)
constant buoyancy source at the bottom (see his Fig. 5). Being qualitatively consistent with his picture,
our simulations generate an expanding cone shape, associated with entrainment at the lower “tail”
part of the plume. The top “cap” is qualitatively represented by a well-deﬁned head in the present
simulations,
Some differences are also easily noticed. Being driven only by an initial thermal anomaly, the shape
of the plume does not quantitatively follow that of the entraining plume. The expansion rate of the
plume head is much more extensive than the tail part when  = 0. A divergent ﬂow ahead of the plume
“cap” seen in the simulations is also not predicted by the starting-plume theory.
At the same time, we should recognize that the SCA-plume is, nevertheless, drastic simpliﬁcation of
realistic evolution of a thermal. A realistic thermal gradually breaks down into small thermal elements
as it ascends over a stratiﬁed atmosphere, as shown by large-eddy simulations. See for example, Fig.
2 of Grabowski and Clark (1991).  Clearly, these details are beyond reach of the SCA model.
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Fig. 7. The time–height section of the plume evolutions with Ri = 0, r = 1, and varying . The temperature of the plume segment
is  shown by color shades. The value of  is as indicated to the right side of each section: (a)  = 1, (b)  = 0.8, (c)  = 0.6, (d)
  = 0.4,(e)  = 0.2, (f)  = 0.1, (g)  = 0, (h)  = −0.1, (i)  = −0.3. (For interpretation of the color in the artwork, the reader is
referred to the web version of the article.)
4.2. Interface displacement rate dependence: general examination
In order to see a sensitivity of plume evolution to the parameter  in integrated manner,
time–height sections with varying  are shown in Fig. 7. When  = −0.3, the expansion tendency
of plume is so strong that the simulation numerically breaks down at t = 13. Furthermore due to weak
(or lack of) “diffusion” by entrainment and detrainment with  ∼ 0, a higher temperature anomaly
is maintained within a rising thermal, and much stronger vertical velocity (cf.,  Fig. 11)  is, as a result,
generated.
However, in spite of some differences, remarkably, the overall morphologies associated with plume
evolutions are surprisingly similar regardless of the choice of . Especially, a rate that a plume thermal
ascends with time is relatively independent of  by following a similar curve for a position of the max-
imum temperature anomaly, as seen in Fig. 7. As it turns out, the other parameters inﬂuence the plume
evolutions more profoundly. Hence, in spite of the fact that  controls the entrainment–detrainment
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Fig. 8. The time–height section of the plume evolutions with Ri = 0,  = 1, and varying r. The same format as in Fig. 7. The value
of  r is as indicated to the right side of each section: (a) r = 10−3, (b) r = 10−2, (c) r = 0.1, (d) r = 1, (e) r = 10, (f) r = 102, (g) r = 103.
(For  interpretation of the color in the artwork, the reader is referred to the web version of the article.)
of plumes, we conclude that it is the least critical parameter for the plume dynamics, as far as the
present setting is concerned.
4.3. Aspect-ratio dependence
Sensitivity of the results to the aspect ratio, r, of the plume is shown as series of time–height sections
in Figs. 8 and 9, respectively, with  = 1 and 0. Again we  see that the overall evolution of the plume is
independent of  by comparing these two  ﬁgures.
The most intriguing aspect seen from these two ﬁgures is that the ascending rate of the plume
is not well scaled by the advective time-scale, lx/U = lz/W,  with the vertical velocity scaled by the
buoyancy (cf., Section 2.3), as adopted for the nondimensionalization unit here. Instead, the ascending
rate becomes noticeable faster for smaller aspect ratios, r. In other words, the plume-ascending time-
scale is not quite proportional to the horizontal scale lx ∼ r−1/2, but it decreases with a much slower rate
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Fig. 9. (a–g) The same as for Fig. 8 but with  = 0. (For interpretation of the color in the artwork, the reader is referred to the
web  version of the article.)
for larger plumes sizes. This result is rather unintuitive against a common perception that convection
is more efﬁcient for smaller scales.
4.4. Richardson-number dependence
The strongest sensitivity in plume evolution is found with the Richardson number Ri.  Sensitiv-
ity is shown for the case with  = 0.5 in Fig. 10.  Recall that the Richardson number Ri provides a
nondimensional measure of the stratiﬁcation of the system. As the Richardson number increases, the
system becomes more stable, and the evolution of plume is more suppressed. A standard theory (cf.,
Chandrasekhar, 1961) indicates that the system is stable above the Richardson number Ri = 1/4.
The result shown in Fig. 10 ( = 0.5 and r = 1) is qualitatively consistent with the standard theory,
though the transition from a unstable regime to a stable regime appears to be rather gradual: the
ascending rate of the plume gradually decreases with increasing Richardson numbers, and the plume
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Fig. 10. The time–height section of the plume evolutions with r = 1,  = 0.5, and varying Ri.  The value of Ri is as indicated to
the  right side of each section: (a) Ri = 10−3, (b) Ri = 10−2, (c) Ri = 0.1, (d) Ri = 0.2, (e) Ri = 0.25, (f) Ri = 0.3, (g) Ri = 0.5, (h) Ri = 1, (i)
Ri  = 10, (j) Ri = 102. (For interpretation of the color in the artwork, the reader is referred to the web version of the article.)
dynamics is gradually replaced by an upward gravity-wave radiation from the initial thermal anomaly.
The critical Richardson number Ri = 1/4 appears to only roughly mark this gradual transition.
5. Phase-space investigation
In order to more systematically investigate the plume dynamics in the phase space of (, r, Ri),
the energy cycle, as derived in Appendix A, is considered. All the experiments are performed for 20
nondimensional time for this purpose. For quantiﬁcations, we take the maxima, Kmax/r, C1,max(P, K) of
both the total kinetic energy K/r (cf., Eqs. (A.2a) and (A.8a)) and the conversion rate C1(P, k) from the
potential to the kinetic energy for the plume component (j = 1: cf.,  Eqs. (A.4a) and (A.11a)) in a whole
time series of simulations. The time, tmax,K, that the total kinetic energy K attains the maximum and
the height zmax,K, of the maximum vertical velocity at t = tmax,K are also considered. Additionally, the
time that the energy conversion rate C1(P, K) attains the maximum is also considered, but the latter
generally coincides well with tmax,K, thus it is not shown below.
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Fig. 11. Characteristics of the plume dynamics as functions of the displacement-rate parameter  (Eq. (3.14))  for r = 10−2 (solid
curves), 1 (long-dash), and 102 (short-dash). For each case, the Richardson numbers are set as Ri = 0, 10−3, 10−2, 0.1 but with
no  intention of distinguishing the curves for different Ri.  [Figs. 13 and 14 depict the RI-dependence, separately.] Characteristics
taken are: (a) the maximum total kinetic energy, Kmax/r, attained during the 20 nondimensional time integration, (b) the
maximum conversion rate, C1,max(P, K), from the potential to the kinetic energy for the plume segment, (c) the height, zmax,K , of
the  maximum vertical velocity when the maximum total kinetic energy is attained, (d) the absolute maximum lateral exchange
rate,  |FH,1(K)|max , of the kinetic energy attained during the total period of the simulation.
The kinetic energy K (cf.,  Eq. (A.2a))  is presented in a form multiplied by 1/r.  This normalizes the
vertical component of the kinetic energy to unity when the nondimensional vertical velocity remains
unity independent of the aspect ratio r. On the other hand, as a result, the horizontal component of
kinetic energy is scaled as ∼1/r  if the horizontal velocity is well scaled by buoyancy.
5.1. Interface displacement rate dependence
The change of the characteristics Kmax/r, C1,max(P, K), and zmax,K with change of the interface
displacement-rate parameter  (cf.,  Eq. (A.7b))  is shown in Fig. 11(a)–(c), respectively, with selective
values for r and Ri with Ri ≤ 0.1. The regime for higher Richardson numbers is discussed separately
later in conjunction with Figs. 13 and 14.
Overall, with a logarithmic scale for the ﬁrst two characteristics, no remarkable tendency is seen
with change of , being consistent with a conclusion from Fig. 6. A major exception is for  < 0 notably
with r = 1 and to some cases also with r = 102: the conversion rate C1,max(P, K) increases noticeably
with decreasing . With r = 10−2, we see a maximum at  = 0 for the all four cases. The latter ten-
dency is easier to understand, because the plume “diffuses” the least when  = 0 by suppressing the
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Fig. 12. Plume characteristics as functions of the aspect ratio r for  = 0 (solid curves), 0.5 (long-dash), and 1 (short-dash). For
each  case, choice of the Richardson numbers Ri = 0, 10−3, 10−2, 0.1 are considered. Characteristics shown are: (a) Kmax/r, (b)
C1,max(P, K), (c) the time, tmax,K , when the maximum total kinetic energy is attained, and (d) the maximum, F1,max(vp), of the
pressure dissipation rate on the plume kinetic energy.
entrainment and the detrainment. Arguably, the tendency is exuberated to the oppostie when  < 0:
detrainment associated with a converging ﬂow and entrainment associated with a divergent ﬂow (cf.,
Eq. (3.14)).  As a result, the plume is “overprotected” from erosion with horizontal convergence, though
it is eroded with divergence.
In order to access the role of entrainment and detrainment, the absolute maximum, |FH,1(K)|max,
of the vertically integrated lateral-mixing rate (cf., Eqs. (A.5a) and (A.7a)) of the kinetic energy for
the plume component attained over a time integration is plotted in Fig. 11(d). Note that this term is
zero when  = 0, and the absolute maximum occurs with a negative FH,1(K) when  < 0. A qualitative
similarity of these curves with Kmax implies that an overprotection tendency with  < 0 leads to a
higher energy conversion rate (cf.,  Fig. 11(b)). Both the highest maximum kinetic energy, Kmax/r, and
the maximum plume height, zmax,K, also tend to increase with decreasing  for r = 1 and 102.
5.2. Aspect-ratio dependence
In Fig. 12,  the three characteristics are plotted against the aspect ratio, r, for selective values of 
and Ri. Both Kmax/r and C1,max(P, K) decrease with increasing r. Tendency for decrease of Kmax/r is more
pronounced than that of C1,max(P, K), especially for  =0.5 and 1. It also follows that the characteristic
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time-scale, tmax,K, for the plume monotonically increases with increasing r, as already indicated by
Figs. 8 and 9. The transition from a short to a long time-scale regime is gradual over r = 1. The all three
characteristics appear to be asymptotic to constants to the limit of r→ + ∞.
The kinetic energy is normalized by the scale of the horizontal velocity, when it is further multiplied
by r. Fig. 12(a) implies that this nondimensionalized kinetic energy, K/r, is scaled as r−1 for the range
10−2 < r < 1. Below r = 10−2, K/r tends to increase slower with decreasing r. On the other hand, the
characteristic time scale, max,K (Fig. 12(c)) suggests that the kinetic energy, K/r, slightly increases
faster than the scaling r−1 with increasing horizontal scales, though the tendency is not visible in
logarithmic scale used in Fig. 12(a).
The rate, C1(P, K), that the kinetic energy is generated from the potential energy is another measure
of plume growth, and probably a more direct one. This rate is normalized by the initial potential energy
(but not counting the factor of Ri)  in Eq. (A.3b).  Under this normalization, the rate of generation of
kinetic energy is clearly higher for the larger horizontal scales as seen in Fig. 12(b). Note that the rate
plotted without dividing by the aspect ratio, r, unlike the kinetic energy.
The pressure, furthermore, enters into this argument by playing a role of “dissipating” the kinetic
energy. The effect may  be measured by an vertically integrated pressure dissipation as deﬁned by Eqs.
(A.6a) and (A.7b).  Its temporal maximum, F1,max(vp), is shown in Fig. 12(d). The pressure dissipation
F1,max(vp) increases with decreasing r below r = 1, following a similar curve as for C1,max(P, K). As
a result, increasing kinetic energy with decreasing aspect ratios r can be understood only under a
subtle imbalance between the two increasing opposite tendencies: i.e.,  the energy generation and the
dissipation.
The results may  be intriguing in respect of the scale selection in plume instabilities in nonviscous
limit when they are interpreted under a ﬁxed initial vertical scale for plumes. A common wisdom,
invoking Bjerknes’ slice method (Bjerknes, 1938, see also Lilly, 1960; Kuo, 1961), would suggest that the
smallest plume grows fastest. The present numerical experiments imply that this wisdom is not quite
true: buoyancy forcing is more efﬁcient for the larger scales than the simple scaling would suggest,
presumably because the dynamic pressure counteracts on the buoyancy for the smaller scales.
However, note that the present result is not true contradiction. The above common wisdom is
concerned with the growth rate of convective instability. On the other hand, here, evolution of a
plume from an initial ﬁnite amplitude thermal anomaly is considered: a different problem. We  also
should realize that the plume dynamics considered here to the limit, r → 0, may  no longer even be
considered a convective plume. The dynamics of this regime is hydrostatic, thus ﬂows are overall driven
by horizontal pressure gradients rather than buoyancy. The point nevertheless remains intriguing how
the hydrostatic plume more efﬁcient in ascending rate compared to a convective plume.
5.3. Richardson-number dependence
The plume dynamics are found to be most sensitive to the Richardson number Ri.  Sensitivity is
most pronounced when entrainment and detrainment are turned off by setting  = 0 (Fig. 13). All
the characteristics, Kmax, C1,max(P, K), tmax,K, zmax,K, suddenly decrease over Ri = 1/4 with increasing
Richardson numbers: transition from convective to gravity-wave regime is well marked. They also
tend to be asymptotic to constants, though with different degrees for different characteristics, at both
sides of the transition over Ri = 1/4. These constants do not sensibly depend on the aspect ratio r to
the limit to Ri→ ∞.  On the other hand, r-dependence is more clearly seen to the limit to Ri → 0: Kmax
and C1,max(P, K) decrease with increasing aspect ratios, whereas tmax,K increases with with increasing
r, as already noted in Fig. 12.  On the other hand, the maximum “convective” height remains zmax,K  1
above Ri = 1/4, because the initial “bubble” never goes upwards above this threshold.
These sharp transitions disappear relatively rapidly as soon as nonvanishing entrainment and
detrainment are introduced by setting  > 0, but at different rates for different characteristics. Dis-
appearance of a sharp transition with increasing  is fastest with Kmax and C1,max(P, K), less fast for
zmax,K, and the slowest for tmax,K. The results for  = 1 (Fig. 14)  show that the decrease of both Kmax and
C1,max(P, K) with increasing Ri is only gradual; zmax,K still shows a mark of transition, and tmax,K is still
reasonably well marked by a sharp transition over Ri = 1/4.
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Fig. 13. Plume characteristics as functions of the Richardson number Ri for  = 0 and the varying aspect ratio r: r = 10−2 (solid),
r  = 0.1 (long-dash), r = 1 (short-dash), r = 10 (chain-dash), and r = 102 (double chain-dash). Characteristics shown are: (a) Kmax/r,
(b)  C1,max(P, K), (c) tmax,K , and (d) zmax,K .
6. Entrainment–detrainment hypothesis
The basic idea of the entrainment–detrainment hypothesis is to evaluate the lateral exchange
processes crossing the plumes interfaces by introducing the two parameters, Ej and Dj, called the
entrainment and the detrainment rates for each segment designated by j. As a result, the horizontal
mass divergence is represented by
−
L
(u˜∗j+1/2,b − u˜∗j−1/2,b) = Ej − Dj (6.1)
and the “total” horizontal divergence of a variable, ϕ, is represented by
−(∂uϕ
∂x
)∗j = Ejϕexj − Djϕj (6.2)
Here, ϕex
j
is a sum of contributions from all the segments surrounding the jth segment in concern.
Under the present two-dimensional formulation, it may  be set:
ϕexj =
ϕj−1 + ϕj+1
2
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Fig. 14. (a–d) The same as Fig. 13 but for  = 1.
Note that both in Eqs. (6.1) and (6.2), the left hand side is deﬁned in terms of the horizontal ﬂows. By
introducing the entrainment–detrainment hypothesis, a need for explicitly evaluating the horizontal
ﬂows is replaced by that of specifying the entrainment and the detrainment rates.
In the literature, often the fractional rates, 
j and ıj, deﬁned by

j =
Ej
	jwj
(6.3a)
ıj =
Dj
	jwj
(6.3b)
are introduced (cf.,  de Rooy et al., 2012). An anticipation behind this formulation is that the frac-
tional entrainment and detrainment rates, 
j and ıj, are considered universal constants only weakly
depending on environmental states. Alternatively, we anticipate simple formulas as functions of envi-
ronmental states.
The most classical example for such a formulation is the entraining plume hypothesis introduced
by Morton et al. (1956),  which states

j =
˛
r
(6.3c)
with no detrainment rate, ıj = 0. Here,  ˛ = 0.2 is a constant, and r is a radius of the plume, which we
take as a half of the plume size under the present two-dimensional formulation.
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In the present section, we ask the two major questions: (i) how the fractional
entrainment–detrainment rate, 
j − ıj, for the plume (j = 1) looks like under the present simula-
tions? and (ii) how the system behaves when an entrainment–detrainment hypothesis is introduced
in place of Eq. (3.14).  For the former question, the single parameter, 
j − ıj, is considered, because
both 
j and ıj are positive deﬁnite, and only either of them exists at a single time with an absence
of eddy exchange of the plume interfaces. For the second, we take Morton et al.’s entraining plume
hypothesis.
By introducing the hypothesis (3.13) into Eq. (6.1), we obtain a closed expression for the
entrainment–detrainment rate:
E − D = −
L
(u∗j+1/2,b − u∗j−1/2,b) (6.4)
where
u∗j±1/2,b = uj±1/2,b − wj±1/2,b
∂xj±1/2,b
∂z
The time–height sections of 
j − ıj diagnosed by Eq. (6.4) are shown in Figs. 15 and 16 for the
cases corresponding to Figs. 7 and 8, respectively. Similar plots for the cases in Figs. 9 and 10 are
also prepared, and the same conclusions follow. As Eq. (6.4) shows, when  > 0 the convergence is
associated with entrainment and the divergence is associated with detrainment consistent with the
behavior in Fig. 15(a)–(f). When  < 0, the opposite is true as seen in Fig. 15(h) and (i). When  = 0,
there is no entrainment–detrainment by deﬁnition.
Note that the Morton et al.’s entraining plume hypothesis expects a value, 
j = 0.4 with r = 0.5 under
the present nondimensionalization. On the other hand, both Figs. 15 and 16 show that the fractional
entrainment–detrainment rate varies by an order of magnitude relative to this estimate over space
and time. Such a quantity is clearly difﬁcult to adopt as a constant of a system.
Recall that the entrainment–detrainment hypothesis is developed for describing the steady plumes
as the case for the original study by Morton et al. (1956), whereas the present study is focused
on the behavior of the unsteady plumes. This diagnosis suggests that the entrainment–detrainment
hypothesis is not quite useful in describing a behavior of unsteady plumes as considered here.
A rather unintuitive relationship between the plume evolution and entrainment–detrainment is
found by further substituting Eq. (6.4) into a mass continuity
∂	j
∂t
= 1
L
(x˙j+1/2,b − x˙j−1/2,b)
With a help of Eq. (3.14),  we obtain
∂	j
∂t
= − 1

1 − 

(E − D) (6.5)
This relation (6.5) is against an intuitive anticipation that entrainment and detrainment are, respec-
tively, associated with expansion and compression of a plume. It rather shows that such a situation
arises only when either the plume edge displacement is faster than the horizontal wind speed (i.e.,
 < 0), or the edge displacement is opposite sign to the horizontal wind (i.e.,  > 1).
In order to diagnose the plume interface displacement rate, x˙j±1/2,b, from the entraining plume
hypothesis (6.1), we assume a symmetry
u˜∗j+1/2,b = −u˜∗j−1/2,b
in the latter, which leads to
u˜∗j±1/2,b = ∓
˛L	j
2r
wj
Its substitution into Eq. (3.7c) provides an estimate of the interface displacement rate, x˙j±1/2,b:
x˙j±1/2,b = u˜∗j±1/2,b ±
˛L	j
2r
wj (6.6)
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Fig. 15. (a–i) The time–height section of the fractional entrainment–detrainment rate, 
j − ıj , with Ri = 0, r = 1, and varying .
(For  interpretation of the color in the artwork, the reader is referred to the web version of the article.)
An example of a simulation under the entrainment–plume hypothesis (6.6) is shown in Fig. 17:  the case
corresponds to that of Figs. 4–6. Note that motions are always upwards within the plume leading to a
tendency for continuous expansion of the plume if the second term in the right hand side of Eq. (6.6) is
always dominant. The numerical simulation shows that this is indeed the case: the plume perpetually
expands with time (albeit for a slower rate with time) under the entraining–plume hypothesis. This last
example more dramatically demonstrates an inconsistency of applying an entrainment–detrainment
hypothesis developed for steady plumes into a unsteady plume problem.
7. Discussions
A model for a convective plume (SCA-plume) is introduced that is constrained by a purely geo-
metrical aspect of the “top-hat” approximation, but with no further approximation introduced. We
propose to call this purely geometrical aspect of “top-hat” approximation the segmentally constant
approximation (SCA). By aiming an ultimate implementation into operational models as a subgrid-
scale representation scheme, the simplest possible numerical algorithm is adopted. Note that a major
strength of the present model is in directly solving the Poisson problem in order to diagnose the
dynamic pressure properly, unlike many of the earlier works.
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Fig. 16. (a–g) The time–height section of the fractional entrainment–detrainment rate, 
j − ıj , with Ri = 0,  = 1, and varying r.
(For interpretation of the color in the artwork, the reader is referred to the web version of the article.)
The behavior of a dry single plume is investigated with this model for a wide parameter space. The
model has elucidated transition of the system from the convective to the gravity-wave regime with
increasing Richardson numbers, Ri (Sections 4.4 and 5.3). This physically expected behavior with the
threshold approximately marked by Ri = 1/4 confers physical credibility of the present model in spite
of its drastic simpliﬁcation. Especially, capacity of the SCA-model that can represent gravity waves as
well as convective plumes may  be emphasized, because parameterization of convectively generated
gravity waves remains elusive.
A rather unexpected result is when the aspect ratio, r, of the plume is varied, (Sections 4.3 and
5.2): plumes with larger horizontal extents tend to ascend faster than those with smaller horizontal
extents, compared to a simple scaling expected based on the aspect ratio. The conversion rate of
the initial potential energy into the kinetic energy is found to be more efﬁcient for the plumes with
larger horizontal extents. It is interpreted that the dynamic pressure relatively strongly counteracts
on buoyancy in small scale limits. In large scale limits, on the other hand, the plume is overall driven
by the horizontal pressure-gradient force under hydrostatic balance.
The major undeﬁned parameter of the present model is a rate that the plume boundaries laterally
move with time. This issue is important, because a displacement rate of the plume boundaries relative
to the local horizontal velocity deﬁnes the entrainment and detrainment rates. These are two major
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Fig. 17. Evolution of a plume when an entrainment hypothesis is introduced for deﬁning the plume–interface shifting rate.
Otherwise the physical parameters are the same as the case for Figs. 4–6. (For interpretation of the color in the artwork, the
reader is referred to the web version of the article.)
parameters that are not well deﬁned in the current convection parameterization schemes (cf.,  Yano
and Bechtold, 2009; de Rooy et al., 2012). The sensitivity is investigated in the present paper by
shifting the plume boundaries with a constant rate relative to the local velocity perpendicular to
the plume boundaries. It turns out that compared to strong sensitivities found with the other two
parameters above, sensitivity of the system with the relative segment-interface displacement rate is
relatively weak. It is emphasized that, beyond this freedom, the entrainment and detrainment rates
are self-consistently deﬁned with the given circulation in the present study.
Recall that entrainment–detrainment is a classical approach for specifying the lateral exchange
processes over the plume interfaces without explicitly calculating these horizontal ﬂows (cf.,  Morton
et al., 1956). In the original entraining plume problem by Morton et al., this approach could have
J.-I. Yano, H. Baizig / Dynamics of Atmospheres and Oceans 58 (2012) 62– 94 89
been legitimate considering the fact that most of the lateral exchange processes are due to “local”
turbulent mixing processes rather than “plume-scale” circulations as in the present case. Both our diag-
nosis of the entrainment–detrainment rate as well as a separate run based on an entrainment–plume
hypothesis suggest that the entrainment–detrainment hypothesis may  not work well when these
“plume-scale” circulations are dominant in the plume lateral exchange processes, as in the present
unsteady plume problem.
Advantage of the present model formulation is in describing these “plume-scale” circulations more
explicitly by mass continuity without introducing any entrainment–detrainment hypothesis. Though
relative contribution of these “plume-scale” circulations to the lateral exchange processes of atmo-
spheric convection is still to be carefully determined, a radar image from Bringi et al. (1997, their Fig.
3) could be very telling. Arguably local turbulence is not at all resolved in this radar image, but it is hard
to believe that unresolved mixing processes dominate over these “plume-scale” inﬂows and outﬂows
from the cloud well depicted in this radar image. For the same reason, though neglect of turbulent
mixing could be considered a weakness of the present model, it is hard to believe that the results will
be totally changed by including this effect into the model.
As an initial test of this SCA-plume model, the present study has considered a rather idealized situ-
ation with a vertically homogeneous thermal stratiﬁcation, and it has investigated only bulk behavior
of the plume in terms of the energy cycle. However, the developed SCA-plume model can potentially
be applied to many different problems, especially because the mass–ﬂux convection parameterization
adopts “top-hat” plumes as its basic elements.
Prognostic studies of the SCA plume interacting only with environment are important for many
reasons. Most importantly, the conventional studies with LES and CRM based on conditional sampling
do not necessarily provide a data self-consistent with SCA. Vertical ﬂux of various physical quantities
(heat, moisture), say ϕ, are often underestimated when a mass–ﬂux approximation, wjϕj , is literally
applied, say, to a jth conditionally sampled plume for this reason (cf.,  Yano et al., 2004). On the other
hand, the SCA-plume model evolves with time in perfectly consistent manner with the geometrical
constraint of the mass–ﬂux formulation by design.
Less recognized, but probably the most serious assumption behind the standard mass–ﬂux param-
eterization is steadiness of “top-hat” plumes. Real atmospheric convective plumes are never steady as
in traditional laboratory set-ups by Morton et al. (1956) and others, but always transient (cf.,  Stewart
Turner, personal communication, 2009). An implicit assumption behind mass–ﬂux convection param-
eterization is that these plumes behave as if like steady plumes under time and ensemble average (cf.,
Plant, 2010). The SCA plume provides an optimal framework for actually testing this assumption, and
if necessary, for proposing an alternative formulation for “equivalent” steady plumes.
Proper introduction of a convective-vertical velocity equation into convection parameterization
becomes crucial, once nonconservative processes such as microphysics are introduced into convection
parameterization (cf.,  Donner, 1993). A major weakness of the current implementations, in the author’s
best knowledge, is a neglect of dynamic pressure in their implementation (e.g., Emanuel, 1991; Sud and
Walker, 1999; Bechtold et al., 2001; Bretherton et al., 2004; Zhang et al., 2005; Piriou et al., 2007). Only
few theoretical studies have been performed on this problem (e.g., Holton, 1973; Kuo and Raymond,
1980), and extensive LES studies give mixed conclusions on the importance of the dynamic pressure
(e.g., de Roode and Bretherton, 2003; Siebesma et al., 2003).
The SCA-plume model introduced here provides an optimal framework for this study with strict
application of “top-hat” geometry and a full consideration of dynamic pressure. The present study
already suggests an important role of the dynamic pressure in deﬁning the plume strength as its
aspect ratio is modiﬁed. Further investigations are clearly warranted.
On the other hand, when the developed SCA-plume model is considered as a prototype for convec-
tion parameterization for implementation, say, into operational models, the obtained basic behavior
is rather disappointing: only a single plume event can be simulated. In order to simulate a contin-
uous evolution of a convective system under this framework, multiple plumes must be introduced.
Such a generalization has already been achieved with a capacity of time-dependent activation and
deactivation of plume elements (Yano et al., 2010b; Yano and Buniol, 2010).
Finally, a possibility for extending the SCA-plume to oceanographic convection (cf., Jones and
Marshall, 1993) may  be remarked. In this generalization, the model must be modiﬁed into an
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axissymmetric conﬁguration with a presence of Coriolis force and an explicit consideration of associ-
ated vortical ﬂows.
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Appendix A. Energy cycle of the SCA system
Note that the results in this section are presented in terms of the nondimensional variables
introduced in Section 2.3, being consistent with the numerical results presented in the main text.
The formulation is presented here is slightly more general by setting  = (z).
The energy cycle of the SCA system is obtained, in principle, simply by following a standard energy
integral principle (cf.,  Goldstein et al., 2002): multiply uj, wj , and j (for j = 1 and 2, in the present
problem, with a cyclic condition assumed in the following description), respectively, on the corre-
sponding prognostic equation for the given variables, then perform some manipulations. However,
the ﬁrst problem for performing an energy integral is that the horizontal momentum equation remains
implicit under the given formulation. Thus, we ﬁrst derive a horizontal momentum equation under
SCA.
For this purpose, we average a nondimensional version of the horizontal momentum equation
(2.1a) over a segment [xj−1/2,b, xj+1/2,b] to obtain:
∂
∂t
	juj + (u∗j+1/2,b − x˙j+1/2,b)uj+1/2,b − (u∗j−1/2,b − x˙j−1/2,b)uj−1/2,b +
1

∂
∂z
	jujwj
= −1 + r

(pj+1/2,b − pj−1/2,b) (A.1)
Note that the segment mean value is deﬁned by uj = (uj−1/2,b + uj+1/2,b)/2.
Thus, we multiply uj on Eq. (A.1) and perform an energy integral. Similarly, we multiply wj , and j
on the corresponding nondimensional version of equations obtained from Eq. (3.10).
The kinetic energy Kj and the potential energy Pj for the jth segment are deﬁned by
Kj =

2
(u2j + rw2j ) (A.2a)
Pj =

2
2j (A.2b)
Recall that uj = (uj−1/2,b + uj+1/2,b)/2. We  decide not to include a factor 1/Ri in the deﬁnition of the
potential energy Pj in order to avoid it becoming inﬁnity when Ri = 0.
After some manipulatons, the cycle is deﬁned by
∂
∂t
	jKj +
∂
∂z
	jwjKj + FH(Kj) + (1 + r)F(vpj) = 	j(1 + r)[C(Pj, Kj) + C(Uj, Kj)] + DH(Kj)
+ (1 + r)Dv(Kj) (A.3a)
1
Ri
[
∂
∂t
	jPj +
∂
∂z
	jwPj + FH(Pj)
]
= −	jC(Pj, Kj) +
1
Ri
DH(Pj) (A.3b)
Note that a factor 1/Ri taken out from the deﬁnition of Pj now appears like a conversion rate factor in
the energy cycle.
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Here, the energy conversion rates C(Pj, Kj) from the potential to the kinetic energy is deﬁned by
C(Pj, Kj) = jwj (A.4a)
When the system contains a density stratiﬁcation (i.e., d/dz /=  0), the kinetic energy budget (Eq.
(A.3a)) contains an additional source term, C(Uj, Kj), deﬁned by
C(Uj, Kj) = wjpj
d
dz
(
1

)
(A.4b)
This term describes a generation of kinetic energy due to thermal expansion (“work” performed by
pressure with a rate prescribed by a density stratiﬁcation) associated with a vertical motion. As a
result, the internal energy, say, Uj, is converted into the kinetic energy. Unfortunately, an explicit form
of the internal energy, Uj, cannot be deduced from the given anelastic system. Note C(Uj, Kj) = 0 in the
present study.
The horizontal ﬂux terms FH are given in a ﬁnite volume form by
FH(Kj) = (u∗j+1/2,b − x˙j+1/2,b)Kj+1/2,b − (u∗j−1/2,b − x˙j−1/2,b)Kj−1/2,b (A.5a)
FH(Pj) = (u∗j+1/2,b − x˙j+1/2,b)Pj+1/2,b − (u∗j−1/2,b − x˙j−1/2,b)Pj−1/2,b (A.5b)
Here, the energy values with the subscript b, i.e.,  Kj±1/2,b, Pj±1/2,b, are deﬁned by upstream approxima-
tion (Eq. (3.13))  as for the prognostic variables.
The divergence of the pressure forcing (pressure dissipation) is also given in a similar manner:
F(vpj) = u∗j+1/2,bpj+1/2,b − u∗j−1/2,bpj−1/2,b +
∂
∂z
	jwjpj (A.6a)
Under the given SCA formulation, unfortunately, the energy is not perfectly conserved, but some
“leaking” terms DH arise mostly associated with the lateral exchange:
DH(Kj) =
(

2
)
(u∗j+1/2,b − x˙j+1/2,b)
[
(uj − uj+1/2,b)2 + r(wj − wj+1/2,b)2 −
pj+1/2,b − pj−1/2,b

]
−
(

2
)
(u∗j−1/2,b − x˙j−1/2,b)
[
(uj − uj−1/2,b)2 + r(wj − wj−1/2,b)2) −
pj+1/2,b − pj−1/2,b

]
(A.6b)
DH(Pj) =

2
[(u∗j+1/2,b − x˙j+1/2,b)(j − j+1/2,b)
2 − (u∗j−1/2,b − x˙j−1/2,b)(j − j−1/2,b)
2] (A.6c)
Dv(Kj) =
1

(
pj −
pj−1/2,b + pj+1/2,b
2
) ∂
∂z
	jwj (A.6d)
Note that the ﬁrst two “leaking” terms vanish when we set x˙j±1/2,b = u∗j±1/2,b, i.e.,  when the segment
interfaces move Lagrangianly. Note that this also corresponds to the Rankine–Hugoniot condition
(cf., Section 5.1.1, Durran, 1999). The last “leaking” term is expected to be close to zero, because
pj  (pj−1/2,b + pj+1/2,b)/2. Our analysis of numerical experiments also show that these “leaking” terms
are not signiﬁcant.
In Section 5, we particularly examine vertically integrated (A.5a) and (A.6a) deﬁned by
FH,j(K) =
∫ Hˆ
0
FH(Kj) dz (A.7a)
Fj(vp) =
∫ Hˆ
0
F(vpj) dz (A.7b)
Finally, the conservation law for the total energies
K =
n∑
j=1
∫ Hˆ
0
	jKj dz (A.8a)
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P =
n∑
j=1
∫ Hˆ
0
	jPj dz (A.8b)
averaged over the domain is given by
d
dt
K = (1 + r)[C(P, K) + C(U, K)] + DH(K) + (1 + r)Dv(K) (A.9a)
1 + r
Ri
d
dt
P = −(1 + r)C(P, K) + 1 + r
Ri
DH(P) (A.9b)
where
C(P, K) =
∑
j
Cj(P, K) (A.10a)
C(U, K) =
∑
j
Cj(U, K) (A.10b)
DH(K) =
∑
j
DH,j(K) (A.10c)
Dv(K) =
∑
j
Dv,j(K) (A.10d)
DH(P) =
∑
j
DH,j(P) (A.10e)
and
Cj(P, K) =
∫ Hˆ
0
	jC(Pj, Kj) dz (A.11a)
Cj(U, K) =
∫ Hˆ
0
	jC(Uj, Kj) dz (A.11b)
DH,j(K) =
∫ Hˆ
0
DH(Kj) dz (A.11c)
Dv,j(K) =
∫ Hˆ
0
Dv(Kj) dz (A.11d)
DHj(P) =
∫ Hˆ
0
DH(Pj) dz (A.11e)
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