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Abstract. We study a pure death process. At each discrete time every individual dies
or not independently of each other with a constant probability. We give examples showing
that in a certain limit extinction happens along a path where one and only one individual is
lost at a time. We also exhibit an example for which such a path goes from infinity to 0 in
a finite time. This is what we call a process implosion.
1. The model
For species on a death spiral there are many examples for which the species ends when a
single last individual dies. There was a last known passenger pigeon, a last Aurochs, a last
Tasmanian tiger and so on... A new word (”endling”) has even been proposed to designate
the last individual of a species. In this paper we propose a probability model to compute
the chance that a species ends up with a single individual. Next we describe our model.
Consider the following discrete time pure death process (Dt). Let c ∈ (0, 1) be a fixed
parameter. At every time t ≥ 0 we think of Dt as the number of individuals alive at time t.
Every individual alive at time t dies with probability c at time t+ 1, independently of each
other. In other words, if Dt = x where x is a positive integer then
Dt+1 = x− bint(x, c),
where bint(x, c) is a binomial random variable with parameters x and c. The different
binomial random variables involved in the construction of the process are independent. Note
that 0 is an absorbing state for this process. This model is a particular case of a model that
goes back to at least Neuts (1994), see also Ben-Ari, Roitershtein and Schinazi (2017).
2. The extinction time
With a population starting with n individuals let τn be the time for the process to hit 0.
Observe that
P (τn ≤ t) =
(
1− (1− c)t
)n
.
From this equality it is easy to prove the following limit in probability,
lim
n→∞
τn
dn
= 1,
1
where
dn = −
lnn
ln(1− c)
.
Note that τn is actually the maximum of n i.i.d. geometric random variables with parameter
c. There is a large literature on the limiting behavior of such a sequence of random variables,
see for instance Eisenberg (2008).
3. A special path to extinction
Starting with k individuals at time t = 0 the process may stay at k or drop to any j for
0 ≤ j ≤ k − 1 at time t = 1. Let Ak be the event that when the process leaves state k it
drops from k to k − 1. Conditioning on the number of times the process stays at k before
dropping we get
P (Ak) =
∞∑
j=1
(
(1− c)k
)j−1
k(1− c)k−1c.
Hence,
(1) P (Ak) =
k(1− c)k−1c
1− (1− c)k
.
We are interested in the following special path to extinction. Let Bn be the event that
starting at n the process gets to 0 only with drops of exactly one. That is,
Bn =
n⋂
k=1
Ak.
By the independence of the Ak we get
P (Bn) =
n∏
k=1
P (Ak)
=
n∏
k=1
k(1− c)k−1c
1− (1− c)k
.
For fixed c it is easy to see that limn→∞ P (Bn) = 0. We will next give examples showing
that limn→∞ P (Bn) > 0 provided c is a sequence converging to 0 fast enough. The following
inequality will be useful. Since (1− c)k ≥ 1− kc for all c in [0, 1] and all k ≥ 1, then
P (Bn) ≥
n∏
k=1
(1− c)k−1.
• Assume that c depends on the initial state n of the process. Then,
P (Bn) ≥
n∏
k=1
(1− cn)
k−1
= (1− cn)
n(n−1)
2
2
If the sequence (n2cn) has a finite limit then limn→∞ P (Bn) > 0. If (n
2cn) converges to 0
then limn→∞ P (Bn) = 1.
We now turn to our second example.
• Assume that c depends on the current state of the process. Then,
P (Bn) ≥
n∏
k=1
(1− ck)
k−1.
If the series
∑
∞
k=1 kck < +∞ then limn→∞ P (Bn) > 0.
• Assume that c depends on both the initial state n and the current state k. Consider
the particular case
ck,n =
kα
nβ
,
for 1 ≤ k ≤ n where α > 0 and β > 0 are parameters. Note that
P (Bn) ≥
n∏
k=1
(
1−
nα
nβ
)k−1
=
(
1−
1
nβ−α
)n(n−1)
2
Hence, for β − α > 2 we get that limn→∞ P (Bn) = 1.
4. First passage times
For k ≥ 1 let Tk be the time for the process to drop from k to k − 1. This need not
happen so there is a positive probability that Tk = +∞. Let s > 0 and
gk(s) = E(e
sTk ;Tk <∞).
For every j ≥ 1,
P (Tk = j) =
(
(1− c)k
)j−1
k(1− c)k−1c.
Hence,
gk(s) =
kces(1− c)k−1
1− es(1− c)k
=
kc(1− c)k−1
e−s − (1− c)k
Next we use the expression above in two examples.
• Let (an) be a positive sequence going to infinity and (cn) be a sequence in (0, 1) going
to 0 so that
lim
n→∞
ancn = λ > 0.
3
For n ≥ 1, consider the process for c = cn. Then gk depends on n and we write gk,n for gk.
For k ≥ 1,
gk,n(
s
an
) =
kcn(1− cn)
k−1
e−s/an − (1− cn)k
.
For fixed k ≥ 1,
lim
n→∞
kancn(1− cn)
k−1 = kλ and lim
n→∞
an
(
e−s/an − (1− cn)
k
)
= −s + kλ.
Therefore,
lim
n→∞
gk,n(
s
an
) =
kλ
kλ− s
.
This shows that
Tk,n
an
on {Tk,n < +∞} converges in distribution to an exponential distribution
with parameter kλ.
We now turn to our second example.
• Let ck,n be in (0, 1) for every k ≥ 1 and n ≥ 1. Assume also that for any fixed k,
lim
n→∞
ck,n
kα/nβ
= 1,
for β > 0 and α > 0. Let an = n
β.
gk,n(
s
an
) =
kck,n(1− ck,n)
k−1
e−s/an − (1− ck,n)k
.
Using that
lim
n→∞
kanck,nn(1− ck,n)
k−1 = kα+1 and lim
n→∞
(
ane
−s/an − an(1− ck,n)
k
)
= −s + kα+1,
Tk,n
an
on {Tk,n < +∞} converges in distribution to an exponential distribution with parameter
kα+1. Note that by (1) the probability of the event {Tk,n < +∞} approaches 1 as n goes to
infinity.
For this limiting process the expected time to go from +∞ to 0 is
∞∑
k=1
1
kα+1
.
Therefore, this process goes from infinity to 0 in a finite time! In this sense it can be said
that the process implodes. A similar behavior is observed for a different model by Menshikov
and Petritis (2012).
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