Abstract. A geometric measure for the entanglement of a tensor T ∈ (C n ) ⊗k is given by −2 log 2 ||T || σ , where ||.|| σ denotes the spectral norm. A simple induction gives an upper bound of (k − 1) log 2 (n) for the entanglement. We show the existence of tensors with entanglement larger than k log 2 (n) − log 2 (k) − o(log 2 (k)). This improves and generalizes a result of Gross, Flammia and Eisert.
Introduction
We consider the tensor product V = V 1 ⊗ V 2 ⊗ · · · ⊗ V k of finite dimensional Hilbert spaces V 1 , V 2 , . . . , V k . A tensor of the form T = v 1 ⊗v 2 ⊗· · ·⊗v k ∈ V is called a pure or simple tensor. A general tensor T ∈ V is far from pure. Each vector space V i is equipped with positive definite hermitian form ·, · . The space V is again a Hilbert space, and its positive definite hermitian form ·, · has the property
The euclidean norm on a Hilbert space is defined by v = v, v . We call a tensor T ∈ V a unit tensor if T = 1.
In quantum physics, a quantum state is a unit tensor T ∈ V . A quantum state is called a pure or unentangled state if T is a pure tensor. If T is not pure, then the quantum state is called a mixed or entangled state. Various measures for entanglement have been studied. We consider here two entanglement measures that are related to (non-euclidean) norms on V . Definition 1.1. The spectral norm T σ of a tensor T ∈ V is defined as the maximal value of | T, u |, where u ranges over all pure tensors with u = 1. Definition 1.2. The nuclear norm T ⋆ of a tensor T ∈ V is the minimal value of u 1 + u 2 + · · · + u r over all decompositions T = u 1 + u 2 + · · · + u r where r is a nonnegative integer and u 1 , u 2 , . . . , u r are pure tensors.
The maximum in Definition 1.1 exists because the unit sphere is compact, and one can show that the minimum in Definition 1.2 exists as well. The spectral and nuclear norms are dual to each other. In particular, we have
The following measures of entanglement were considered in [3] . Definition 1.3. For a unit tensor T we define two entanglement by E(T ) = −2 log 2 ( T σ ) and F (T ) = 2 log 2 ( T ⋆ ).
From (1) follows that T σ T ⋆ ≥ T, T = 1 and F (T ) ≥ E(T ). From the CauchySchwarz inequality follows T σ ≤ T = 1 and E(T ) ≥ 0. It is also shown that the maximum possible entanglement in both measures is the same, see [3, Corollary 6 .1].
1
In this paper we will take
We adapt a technique often found in coding theory to show the existence of tensors whose entanglement is very close to the upper bounds given above. Theorem 1.5. Let n, k ≥ 2, and let
Then for any 0 < ε < 1, we have
The case n = 2 is of interest to quantum computation, as a unit tensor in (C 2 ) ⊗k is precisely a quantum state of k qubits. In this case, we get the following result which improves the bounds given in [1] . Corollary 1.7. Let n = 2. Then there exists tensors T such that
In fact, a slight modification of the argument gives the following.
is at most e −n .
On the other hand, if we fix k, then ln(
k is simply a constant, so we get: Corollary 1.9. For fixed k, we have tensors T such that
Most tensors have a high entanglement, by Corollary 1.8. Yet, finding an explicit tensor with a high entanglement is difficult. We make a construction that comes close. We define the determinant tensor
Consider the tensor det n p ∈ (C n p ) n p . Identifying C n p with (C n ) ⊗p , we can think of det n p as a tensor in (C n ) ⊗pn p . We define
Since || det n p || = √ n p !, we have ||T n,p || = 1.
2 Proposition 1.10. Let n be fixed. For the unit length tensor
Preliminaries
Let S n ⊂ R n+1 denote the n-sphere. Observe that the set of unit vectors in C n = R 2n is simply S 2n−1 . So the set of unit tensors in (C n ) ⊗k = C n k is just the sphere S 2n k −1 .
Definition 2.1. For v ∈ S 2n−1 , i.e., v of unit length in C n , we define
We call B(v, ε) the ε-ball around v.
Note that this is not the ε-ball in the usual metric. However, it is better suited for our purposes since the spectral norm is defined in terms of inner products.
Before proving the proposition, let us observe that B(v, 1) is the entire sphere S 2n−1 . The volume of the sphere is usually calculated by a recursion, but the above formula also gives us the volume of the sphere when we plug in ε = 1. If we restrict to y n ≥ 0, we get precisely half the surface, and we compute the volume of this half of the surface by writing it as a parametrized surface. We write
where R = x x 1 , y 1 
The volume of this surface is given by the following formula: = −x i /f , and so we get that the integrand is simply 1/f = 1/ 1 − x 2 n − R 2 . In other words, we have
But now applying the formula
as required.
Proof. By symmetry, we may assume | z, w | 2 ≥ | v, z | 2 = 1 − δ for some δ ≤ ε. Without loss of generality, let us assume v = (0, . . . , 0, 1) ∈ C n . Then we have
Hence we have z = ( z, z n ) and w = ( w, w n ). Now, we have
The last equality follows from the fact that for x ∈ C n , we have ||x|| 2 = || x|| 2 + |x n | 2 . In particular, we can rewrite the inequality as
On squaring the terms, we get
Now, dividing both sides by 1 − |w n |, we get
Rearranging the terms, we get |w n | ≥ 1 − 2δ. We get the required conclusion since we
We want to cover all of S 2n−1 with as few ε-balls as possible. To do this, we modify a standard argument from coding theory.
) be a maximal collection of non-interesecting
) is non-empty for some i. Hence
, and hence by Proposition 2.5, we have that w ∈ B(v i , ε). Hence i B(v i , ε) is all of S 2n−1 .
Main results

Upper bounds.
We prove the upper bounds in Proposition 1.4 by a simple induction argument.
Proof of Proposition 1.4. We prove this by induction on k. The base case k = 1 is trivial. Now, assume k ≥ 2. We define
Let e 1 , . . . , e n denote the standard basis for C n . We can write any
In particular for unit length tensors T , we have ||T || σ ≥ C(n, k − 1) 2 /n, and hence
where the second inequality follows by induction.
Lower bounds.
Proof. By definition, for any T ∈ (C n ) ⊗k , we have | T, a 1 ⊗ a 2 ⊗ · · · ⊗ a k | ≥ C for some pure tensor a 1 ⊗ a 2 ⊗ · · · ⊗ a k .
The map v → T, v ⊗ a 2 ⊗ · · · ⊗ a k defines a element of (C n ) * , which we denote by f . Using the linear isomorphism C n with (C n ) * given by the inner product, we get a vector v f such that f (w) = v f , w . Since
Repeating the argument for all the tensor factors, we get a tensor
Corollary 3.2. We have
Using Corollary 2.4, we get Corollary 3.3. We have
Proof of Theorem 1.5. We can use the above inequality to get an upper bound for C. We have
Taking logarithms we get
This gives us C 2 ≤ k(n − 1) ln( 4 ε ) (n k − 1)(1 − ε) k , as required.
