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SEMIORTHOGONAL DECOMPOSITIONS OF THE CATEGORIES OF
EQUIVARIANT COHERENT SHEAVES FOR SOME REFLECTION GROUPS
ALEXANDER POLISHCHUK AND MICHEL VAN DEN BERGH
Abstract. We consider the derived category Db
G
(V ) of coherent sheaves on a complex vector space V
equivariant with respect to an action of a finite reflection group G. In some cases, including Weyl groups
of type A, B, G2, F4, as well as the groups G(m, 1, n) = (µm)n ⋊ Sn, we construct a semiorthogonal
decomposition of this category, indexed by the conjugacy classes of G. The pieces of this decompositions
are equivalent to the derived categories of coherent sheaves on the quotient-spaces V g/C(g), where C(g)
is the centralizer subgroup of g ∈ G. In the case of the Weyl groups the construction uses some
key results about the Springer correspondence, due to Lusztig, along with some formality statement
generalizing a result of Deligne in [23]. We also construct global analogs of some of these semiorthogonal
decompositions involving derived categories of equivariant coherent sheaves on Cn, where C is a smooth
curve.
Introduction
Let k be a field of characteristic zero. Let X be a smooth quasiprojective variety over k, equipped with
an action of a finite group G. Then the Hochschild homology of the category of G-equivariant coherent
sheaves on X has a decomposition (see [5])
(0.0.1) HH∗([X/G]) ≃
⊕
g∈G/∼
HH∗(X
g)C(g),
where G/∼ is the set of conjugacy classes of G, C(g) is the centralizer of g, Xg ⊂ X is the invariant
subvariety of g.
A similar decomposition exists1 for the equivariant K-theory groups, tensored with Q (see [4], [71]),
and on the level of Chow motives (see [69]). In fact, it is shown in [68] that (0.0.1) is “motivic” in a
suitable sense and hence it holds for any invariant satisfying a few reasonable axioms.
The question we would like to pose is whether some of these decompositions can be lifted to semiorthog-
onal decompositions of the derived category DbG(X) of G-equivariant coherent sheaves on X (we remind
what is a semiorthogonal decomposition in §1.1). Of course, one needs some restriction on the action
of G on X . For example, if X is a connected projective Calabi-Yau variety and the action of the group
preserves the volume form then the category DbG(X) does not have any non-trivial semiorthogonal de-
compositions. The following conjecture says that for a certain class of G-actions (0.0.1) does lift to a
semiorthogonal decomposition of DbG(X).
Conjecture A. Assume that G acts on X effectively, and all the geometric quotients Xg/C(g) are
smooth for g ∈ G. Then there exists a semiorthogonal decomposition of the derived category DbG(X) of
G-equivariant coherent sheaves on X such that the pieces C[g] of this decomposition are in bijection with
conjugacy classes in G and C[g] ≃ Db(Xg/C(g)).
One of the motivations for the above conjecture is the observation that whenever X/G is smooth, there
exists a semiorthogonal decomposition of DbG(X) with D
b(X/G) as one of the pieces. Indeed, it is easy
to see that the pull-back functor Db(X/G)→ DbG(X) is fully faithful, so this follows from the fact that
Db(X/G) is saturated (see [12]).
The first author is supported in part by the NSF grant DMS-1400390.
The second author is a senior researcher at the FWO and was supported by the FWO grant 1503512N.
1Here we are talking about the decomposition of additive groups. In order to get a decomposition compatible with the
ring structures one needs to tensor with C.
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In the case when dimX = 1 the required semiorthogonal decomposition was constructed in [60] (see
Theorem 4.3.1 and Remark 4.3.2). Note that already in the case dimX = 1, the assumption that G acts
effectively on X is important: in the paper [9] the authors give an example of a non-effective action of a
finite group on an elliptic curve for which the conclusion of Conjecture A is false.
We should also add that in all the examples we know, the full embeddings of Db(Xg/C(g)) into DbG(X)
are compatible with the naturalDb(X/G)-module structures on these categories, so perhaps this property
holds in general.
Our main motivating example for Conjecture A is the case when X = Cn, where C is a smooth curve
over C, and G = Sn, the symmetric group acting on the cartesian power C
n by permutations of factors.
We prove Conjecture A in this case by constructing an explicit semiorthogonal decomposition ofDbSn(C
n),
numbered by partitions of n. Note that a less refined decomposition of DbSn(C
n) was constructed by Krug
in [45, Cor. B, Sec. 5.7], however, our methods are quite different.
Let us describe our construction in more detail. For a partition λ of n consider the closed subvariety
C[λ] ⊂ Cn consisting of (x1, . . . , xn) such that
(0.0.2) x1 = . . . = xλ1 , xλ1+1 = . . . = xλ1+λ2 , . . .
(C[λ] ≃ Ck where k is the number of parts in λ). Now let
Zλ(C) ⊂ C[λ]× Cn
be the union over w ∈ Sn/Sλ of the closed subvarieties {(x,wx) | x ∈ C[λ]} ⊂ C[λ] × Cn. We view Zλ
as a closed subscheme of C[λ] × Cn equipping it with the reduced scheme structure. Let ri denote the
multiplicity of i as a part occurring in λ. Note that the group Wλ =
∏
i Sri acts on C[λ] by permuting
groups of variables corresponding to equal parts in λ, and the geometric quotient
C(λ) := C[λ]/Wλ
is isomorphic to the product of the symmetric powers of C,
∏
i C
(ri), so it is smooth. We let Wλ × Sn
act on the product C[λ] × Cn, where Wλ acts on the first factor and Sn acts on the second factor, and
we set
Zλ(C) = Zλ(C)/Wλ.
We consider the diagram
(0.0.3)
[Zλ(C)/Sn]
C(λ)
✛
q λ
[Cn/Sn]
f
λ
✲
where [X/G] denotes the stack quotient, qλ is induced by the projection to the first component, and the
Sn-equivariant morphism fλ : Zλ(C)→ Cn is given by the projection to the second component. It turns
out that the morphism qλ is flat, and we consider the functor
Nλ = R(fλ)∗ ◦ q∗λ : Db(C(λ))→ DbSn(Cn)
For example, for λ = (n), C[λ] is the small diagonal in Cn, Zλ(C) = Zλ(C) is the graph of the diagonal
embedding C → Cn and Nλ is simply the push-forward functor
∆∗ : D
b(C)→ DbSn(Cn).
For λ = (1)n = (1, . . . , 1), C[λ] = Cn and we get the pull-back functor with respect to the projection
[Cn/Sn]→ C(n), where C(n) is the nth symmetric power of C. In general, one can think of the functors
Nλ as modifications of the naive induction functors.
Theorem B. For each λ, |λ| = n, the functor Nλ is fully faithful. One has
HomDbSn (C
n)(Nλ(·),Nµ(·)) = 0 for λ 6≤ µ,
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where ≤ is the dominance partial order on partitions. For any total ordering λ1 < . . . < λp of partitions
of n, refining the dominance order we have a semiorthogonal decomposition
DbSn(C
n) = 〈Nλ1(Db(C(λ1))), . . . ,Nλp(Db(C(λp)))〉.
Even though the functors Nλ are given by explicit kernels, our proof of Theorem B is rather indirect.
There are two main steps in the proof. First, we reduce the problem to the case of linear actions, or
equivalently, to the case C = A1. This step is not hard: one just has to use an explicit local linear
model for the action of Sn on C
n near every point. The second step is to establish the semiorthogonal
decomposition in the case C = A1. We were not able to find a direct proof of this, staying within the
realm equivariant coherent sheaves (except for small n). Instead we use a nontrivial connection between
Sn-equivariant coherent sheaves on A
n and constructible sheaves on the nilpotent cone of the general
linear group, provided by the Springer correspondence (see the comments after Theorem C below).
The natural context for the “local case” of Conjecture A is to study semiorthogonal decompositions
of DbG(X) is the case when G is a finite complex reflection group acting linearly on the corresponding
affine space X (because these are precisely linear actions for which X/G is smooth). Our proof of the
local case of Theorem B via the Springer correspondence generalizes to the case when G is the Weyl
group W attached to a maximal torus in a simple algebraic group G, acting on the Lie algebra t of
the maximal torus. In this case the assumption of smoothness of all the quotients Xg/C(g), required
for our semiorthogonal decomposition, is satisfied for Weyl groups which are not of type D or E. The
construction of the desired semiorthogonal decomposition is a part of the following theorem about linear
actions.
Theorem C. Assume k = C. Conjecture A is true for Weyl groups of types An, Bn (equivalently Cn),
G2 and F4, as well as for the complex reflection groups G(m, 1, n) = (µm)
n⋊Sn, and their natural linear
representations. More precisely, in these cases all the quotients Xg/C(g) are smooth, and the required
semiorthogonal decompositions exist.
It is easy to see that for Weyl groups of type Dn (and their natural representations) there exists g ∈ G
such that Xg/C(g) is singular. Our results in Section 3 suggest that the same happens for types E6, E7
and E8 although we did not check this.
In the case of the Weyl groups the proof of Theorem C is based on the isomorphism of algebras
Ext∗G(A,A) ≃W ⋉ S(t∗),
where A is the Springer sheaf, which is a certain G-equivariant perverse sheaf on the nilpotent cone
N in the Lie algebra of G, playing a key role in the Springer correspondence. The above isomorphism,
explicitly stated in [41], is a consequence of Lusztig’s identification of theG×Gm-equivariant Ext-algebra
with the graded Hecke algebra in [55]. Together with an appropriate formality statement, this leads to
an equivalence of categories
(0.0.4) DG,Spr(N ) ≃ Perf(dg −AW −mod),
where the left-hand side is the subcategory of G-equivariant constructible sheaves on N , split-generated
by A, and the right-hand side is the perfect derived category of DG-modules over the graded algebra
AW = W ⋉ S(t
∗). We exploit this equivalence of categories to construct the required semiorthogonal
decomposition: the pieces of the semiorthogonal decomposition have a natural geometric definition in
terms of constructible sheaves onN . Note that the equivalence of categories (0.0.4) was first proved in [63]
in a different way, using mixed sheaves. However, our construction of this equivalence has an additional
bonus that we can compute explicitly dg-modules over AW associated with various constructible sheaves,
which eventually leads us to an explicit form of the semiorthogonal decomposition in Theorem B.
There are two technical issues in the proof of Theorem C, that are of a quite general nature and are
dealt with in Appendices A and B. First, we need to construct a DG-enhancement of the G-equivariant
derived category of ℓ-adic sheaves on N and to lift the Frobenius action on Ext∗G(A,A) to the chain
level. Secondly, we prove a general statement of the form “purity of Frobenius on cohomology implies
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formality” of a DG-algebra, generalizing some well known particular cases (such as the one employed by
Deligne in [23, Cor. 5.3.7]).
We should mention one more important ingredient in the proof of Theorem B. It turns out that the
semiorthogonal decomposition in Theorem C can be computed in terms of the equivariant cohomology of
Springer fibers. To deduce from this the explicit form of the functors in Theorem B we use the computation
of these equivariant cohomology algebras (in type A) in terms of certain linear arrangements, esttablished
in [30] and [46].
Using Theorem B we are able to prove Conjecture A for some other group actions. Namely, we assume
that a finite group G acts effectively on a smooth curve C, and consider the induced action of Gn ⋊ Sn
on Cn. Combining our semiorthogonal decomposition for the action of the symmetric group with the
decomposition of DbG(C) constructed in [19], we obtain a semiorthogonal decomposition of D
b
Gn⋊Sn
(Cn)
which is sometimes even finer than the one in Conjecture A (see Theorem 4.3.3). In the case G = Z/m
and C = A1 this gives a proof of Theorem C for the complex reflection group G(m, 1, n). In particular,
for G = Z/2 and C = A1 we get a semiorthogonal decomposition for the action of the Weyl group of
type B, which is different from the one obtained using the Springer correspondence for the orthogonal
(or symplectic) group.
There are other cases of complex reflection groups for which the assumptions of Conjecture A are
satisfied (see Proposition 2.2.6). We leave the problem of constructing semiorthogonal decompositions in
these cases for a future work.
Note that although Theorem C does not include the cases of the Weyl groups of types Dn and En, in
these cases we still obtain some semiorthogonal decompositions of DbW (t), which have a smaller number of
pieces than the motivic decomposition (0.0.1) (see Theorem 3.3.3). In some sense in these decompositions
nonsmooth pieces Xg/C(g) get replaced by their noncommutative resolutions, which however “absorb”
some of the other pieces of (0.0.1) (for type Dn this is discussed in Section 5.2). It would be interesting
to study similar less refined semiorthogonal decompositions of DbG(X) in other cases when some of the
quotients Xg/C(g) are not smooth.
The paper is organized as follows. In Section 1 we gather some preliminaries on semiorthogonal de-
compositions, Hochschild (co)homology, DG-modules, and equivariant sheaves. In Section 2 we study the
canonical decomposition (0.0.1) of the equivariant Hochschild homology in the case when G is a reflection
group acting on a complex vector space V . We show that in the case of real reflection groups, as well
as for some complex reflection groups (including G(m, 1, n)), it is a decomposition into indecomposable
graded O(V )G-modules.
In Section 3 we present the construction of semiorthogonal decompositions of the derived category of
W -equivariant coherent sheaves DbW (t), where W is a Weyl group. After reminding the geometric setup
of the Springer correspondence in §3.1 we prove the equivalence of the category of DG-modules over
the graded algebra AW = W ⋉ S(t
∗) with the full subcategory in the derived category of constructible
sheaves on the nilpotent cone generated by the summands of the Springer sheaf (see §3.2). The main
result of this section, Theorem 3.3.3, gives a semiorthogonal decomposition of DbW (t) into subcategories
indexed by nilpotent orbits and describes these subcategories as derived categories of modules over certain
algebras. In §3.4 we discuss the description (in some cases) of modules generating the subcategories of
our semiorthogonal decomposition, in terms of some natural linear arrangements, which follows from a
similar description of the equivariant cohomology of Springer fibers in [30] and [46]. In Sections 3.5 and
3.6 we discuss in more details the AW -modules giving our semiorthogonal decomposition in the case of
type A, i.e., for the standard action of Sn on A
n.
In Section 4 we consider some possibly nonlinear actions. In §4.1 we consider the global type A setting,
i.e., we construct a semiorthogonal decomposition of DbSn(C
n), where C is a smooth curve, thus proving
Theorem B. In §4.2 we consider the natural global analog of type B in the case when the C is equipped
with an involution, and in §4.3 we consider the more general case of the Gn ⋊ Sn-equivariant sheaves
on Cn, where G is any finite group acting effectively on C. This includes in particular the proof of
Conjecture A for the complex reflection groups G(m, 1, n) (see Corollary 4.3.6). Note that Theorem C
follows from this and from Proposition 3.3.5 dealing with types G2 and F4.
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Finally, in Section 5 we consider in detail the semiorthogonal decompositions for the Weyl groups
of type B and D. We start with the decompositions constructed in Section 3 using the Springer cor-
respondence and then refine them further. Note that for type B we get two different semiorthogonal
decompositions of DbW (t), given by Theorems 4.2.2 and 5.1.3.
The two Appendices, A and B, contain two technical results needed to prove the key statement that
the DG-algebra of endomorphisms of the Springer sheaf is formal (see Theorem 3.2.1). In Section A
we show how to lift the Frobenius action on certain Ext∗-algebras in finite characteristic to an action
on endomorphisms in the DG-version of the (equivariant) derived category of sheaves in characteristic
zero. Then in Section B, generalizing some known results of this kind, we show that the purity of the
Frobenius action on the cohomology of a DG-algebra over C implies its formality. In fact, we show that
this statement holds for DG-algebras over operads (see Theorem B.1.1).
Conventions. Starting from Sec. 3 we work over C. If X is a scheme of finite type over C then we
denote by X(C) the corresponding space of C-points with the classical topology. By a constructible sheaf
on X we mean a sheaf of C-vector spaces on X(C), which is constructible with respect to an algebraic
stratification. Outside sections §2.1 and §4.1-4.3, an equivariant sheaf means an object of the equivariant
derived category of constructible sheaves on X(C) (defined in [10]), whereas in the specified sections we
deal with equivariant coherent sheaves. When we discuss coherent sheaves we denote by Db(X) (resp.,
DbG(X)) the bounded derived category of (G-equivariant) coherent sheaves on X . For a ring R we denote
by Df (R) the full subcategory in the derived category of R-modules, consisting of bounded complexes of
finitely generated R-modules. For a group G acting on a ring R we denote by G⋉ R the corresponding
crossed product ring. For a collection of subcategories C1, . . . , Cn in a triangulated category C we denote
by 〈C1, . . . , Cn〉 the thick subcategory of C generated by C1, . . . , Cn.
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of W -equivariant coherent sheaves on t with constructible sheaves on the nilpotent cone from the works
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[63] (we reprove it in a different way to get a more explicit functor realizing this equivalence). Also,
many of the arguments we use (and some of the semiorthogonalities) are present already in the work of
Syu Kato [41] on Kostka systems. We started working on this project while visiting the MSRI’s special
program on Noncommutative Geometry in 2013. We’d like to extend our gratitide to this institution
and to the organizers of this program. We are grateful to Catharina Stroppel for discussions about the
Springer correspondence, to Victor Ostrik for showing us the proof of Proposition 2.2.2, to Gary Seitz for
useful discussions of the centralizers of nilpotent elements in type E6, and to Ben Young for providing a
derivation of the identity (5.1.13). We also thank Valery Lunts for informing us about a counterexample
to our original version of Conjecture A from [9], which made us add the assumption of effectivity of the
action.
1. Preliminaries
1.1. Semiorthogonal decompositions. Recall that a semiorthogonal decomposition of a triangulated
category A is a pair of triangulated subcategories B, C such that Hom(C,B) = 0 and every object A of A
fits into an exact triangle
C → A→ B → C[1]
with B ∈ B and C ∈ C. The latter condition can be replaced by the condition that A is classically
generated by B and C, i.e., A is the smallest thick subcategory of A containing B and C. We can also
require that A is the smallest triangulated subcategory of A containing B and C. The equivalence of all
these conditions follows from [11, Lem. 1.20]. We write a semiorthogonal decomposition as A = 〈B, C〉.
We say that B ⊂ A is admissible if there are semiorthogonal decompositions of A of the form 〈B, C〉,
〈C′,B〉. In this case
C = ⊥B := {X ∈ A | Hom(X,B) = 0 for all B ∈ B},
C′ = B⊥ := {Y ∈ A | Hom(B, Y ) = 0 for all B ∈ B}.
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The unique projection functor A → ⊥B (resp., A → B⊥) sending B to 0, is called left (resp., right)
orthogonalization with respect to B.
Let R be a commutative noetherian ring. We will say that A is R-finite if A is R-linear and for any
two objects A,B ∈ A one has that ⊕iHom(A,B[i]) is a finitely generated R-module.
We will use the following criterion for “intrinsic admissibility”.
Lemma 1.1.1. Assume that B is an R-finite dg-enhanced triangulated category generated by objects
(M)1,...,n ∈ B such that HomB(Mi,Mi[n]) = 0 for n 6= 0, HomB(Mi,Mj[n]) = 0 for i < j, n ∈ Z
and EndB(Mi) has finite global dimension for all i. Assume we have a full inclusion B ⊂ A of R-finite
enhanced triangulated categories. Then B is admissible inside A.
Proof. The enhancement allows us to talk about RHom. Set S = EndB(M1). Let A be an object in
A. Then RHomA(M1, A) has finitely generated cohomology over R, and hence it is a perfect complex of
S-modules. Consider the following distinguished triangle
RHom(M1, A)
L⊗S M1 φ−→ A→ A′ → . . .
where φ is obtained in the usual way from the enhancement. We find
RHomA(M1, A
′) = 0,
and so we have a semiorthogonal decomposition A = 〈B⊥1 ,B1〉, where B1 is generated by M1 and
M2, . . . ,Mn ∈ B⊥1 . Continuing in this way, we find a semiorthogonal decomposition A = 〈B⊥,B〉.
By considering the opposite categories B◦ ⊂ A◦ we obtain a semiorthogonal decomposition A =
〈B,⊥B〉. 
1.2. Hochschild homology and cohomology. For a DG-category C over a field k we denote by
HH∗(C) and HH∗(C) the Hochschild homology and cohomology, respectively.
Recall that the Hochschild homology is functorial: a DG-functor Φ : C1 → C2 induces a map of
Hochschild homology
Φ∗ : HH∗(C1)→ HH∗(C2).
On the other hand, if Φ : A ⊂ C is a DG-functor which is fully faithful on the cohomology level then
there is a restriction homomorphism Φ∗ : HH∗(C)→ HH∗(A) (since in this case the diagonal bimodule
for C restricts to the diagonal bimodule for A). These two operations are compatible via the following
identity:
(1.2.1) x ∩Φ∗(y) = Φ∗(Φ∗(x) ∩ y),
where x ∈ HH∗(C), y ∈ HH∗(A) and ∩ denotes the natural action of Hochschild cohomology on
Hochschild homology.
Another result we need is that the Hochschild homology is additive with respect to semiorthogo-
nal decompositions. Namely, if C is a DG-enhancement of a triangulated category and a pair of DG-
subcategories A, B in C induces a semiorthogonal decomposition H0C = 〈H0A, H0B〉 then the inclusion
functors A → C and B → C induce a direct sum decomposition
(1.2.2) HH∗(C) ≃ HH∗(A) ⊕HH∗(B)
(see [48]). Together with the compatibility (1.2.1) this leads to the following result.
Lemma 1.2.1. Let C be a DG-category admitting a semiorthogonal decomposition into the subcategories
C1, . . . , Cn. Then there is a decomposition of HH∗(C)-modules
HH∗(C) ≃
n⊕
i=1
HH∗(Ci),
where the module structure on HH∗(Ci) is induced by the homomorphism HH∗(C)→ HH∗(Ci).
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1.3. Graded modules versus DG-modules. For an abelian category A let Gr(A) be the category
of Z-graded objects over A (with maps of degree 0), and let C(A) be the corresponding category of
complexes. The shift functor on Gr(A) is written as (?) and on C(A) as [?]. Let Ab be the category of
abelian groups. It is clear that the functor
(1.3.1) F : C(Gr(Ab))→ C(Ab) :M 7→
⊕
i
Mi[−i]
is compatible with quasi-isomorphisms, homological shifts and cones. Here Mi is the complex of abelian
groups obtained by restricting M to grading degree i.
Let A be a Z-graded ring. We can view it as a DG-ring with zero differential. For a graded A-module
M let Mdg be M viewed as a DG-module over A with zero differential.
We denote by A−grmod and A− dgmod the categories of graded and DG-modules over A, respectively,
and by D(A− grmod) and D(A− dgmod) the corresponding derived categories.
The functor F from (1.3.1) specializes to a functor
F : C(A− grmod)→ A− dgmod :M 7→
⊕
i
Mi[−i]
still compatible with quasi-isomorphisms, shifts and cones since these properties do not depend on the
A-structure. So one obtains an induced exact functor of triangulated categories
F : D(A− grmod)→ D(A− dgmod).
This functor has the following properties
• F (M) =Mdg for M ∈ A− grmod;
• F (A(i)[j]) = Adg[i+ j], thus F preserves perfect complexes; and
• F (M(i)[−i]) = FM for M ∈ D(A− grmod).
The last property suggests that D(A− dgmod) is some kind of orbit category over D(A− grmod). This
is indeed the case and follows from [44, §9.3]. For the benefit of the reader we provide a proof in our
special case.
If M,N ∈ D(A− grmod) then the canonical morphisms in C(Ab)
Fn : RHomA−grmod(M,N(n))[−n]→ RHomA−dgmod(FM,F (N(n)[−n])) = RHomA− dgmod(FM,FN)
can be combined to a morphism
F˜ :
⊕
n
RHomA−grmod(M,N(n))[−n]→ RHomA− dgmod(FM,FN)
Theorem 1.3.1. Assume that M is perfect. Then F˜ is a quasi-isomorphism.
Proof. By the usual argument involving the 5-lemma it is sufficient to prove this for M = A(i)[j]. Let N
be a complex over A− gr. Then we have
(1.3.2)
⊕
n
RHomA− grmod(A(i)[j], N(n)[−n]) =
⊕
n
Nn−i[−n− j]
Similarly
RHomA− dgmod(FM,FN) = RHomA− dgmod(A[i+ j], FN) = (FN)[−i− j] =
⊕
m
Nm[−m− i − j]
which is a reindexing of (1.3.2). 
Corollary 1.3.2. Assume that M is a perfect object in D(A− grmod). If FM generates D(Adg) then
M(i)i∈Z generates D(A− grmod) and M generates D(A −mod), the derived category of (ungraded) A-
modules.
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Proof. Assume we have N in D(A− grmod) such that
RHomA−grmod(M(i), N) = 0
for all i. By (1.3.3) we conclude RHomA− dgmod(FM,FN) = 0 and hence FN = 0. Then clearly N = 0.
Hence, M(i)i∈Z generate D(A− grmod). The fact that M generates D(A−mod) follows from the fact
that the essential image of D(A − grmod) generates D(A −mod). Indeed, the latter obviously contains
the generator A of D(A−mod). 
Theorem 1.3.3. Let M,N ∈ D(A− grmod) and assume that M is perfect. Then
(1.3.3)
⊕
n
Exti−nA (M,N)n = Ext
i
A− dgmod(FM,FN)
where the Ext on the left is for ordinary ungraded A-modules.
Proof. This follows by considering Hi(F˜ ) and invoking Theorem 1.3.1. 
Below we will also need the following result similar to Corollary 1.3.2.
Lemma 1.3.4. Let M1, . . . ,Mn be perfect objects in D(A− grmod) such that the corresponding ungraded
objects M1, . . . ,Mn in D(A − mod) satisfy the assumptions of Lemma 1.1.1. Assume also that the
objects FM1, . . . , FMn generate an admissible subcategory 〈FM1, . . . , FMn〉 ⊂ D(A− dgmod). Assume
now that for some N ∈ D(A− grmod) we have FN ∈ 〈FM1, . . . , FMn〉. Then N , viewed as an object of
D(A−mod), belongs to the subcategory 〈M1, . . . ,Mn〉 ⊂ D(A−mod).
Proof. First, repeating the steps of the proof of Lemma 1.1.1 and observing that the corresponding
Hom-complexes will be graded we can get an exact triangle in D(A− grmod)
N ′ → N → C → . . .
with N ′ in the subcategory generated by Mi(j) and C such that Ext
∗
A(Mi, C) = 0 for i = 1, . . . , n. By
Theorem 1.3.3, this implies that FC lies in the right orthogonal of 〈FM1, . . . , FMn〉 in D(A− dgmod).
Applying F to the above exact triangle and using the fact that FN ∈ 〈FM1, . . . , FMn〉, we derive that
FC = 0, hence C = 0. 
1.4. Equivariant sheaves and equivariant cohomology. We refer to [10] for general facts on equi-
variant derived categories. We will refer to objects of the equivariant derived categories of constructible
sheaves defined in [10] simply as equivariant sheaves.
Let G be a connected linear group over C, and let X be a C-scheme. Below we always assume that
X is of finite type over C. We denote the corresponding equivariatn derived category by DG,c(X). For
an G-equivariant sheaf F on X we denote by RΓG(X,F ) the equivariant push-forward of F to the
point, which is an object of the derived category DG,c(pt) of G-equivariant sheaves on the point. The
equivariant cohomology is obtained by passing to the cohomology of this object:
H∗G(X,F ) = H
∗RΓG(X,F ).
Similarly, for F, F ′ ∈ DG,c(X) we denote
RHomG(F, F
′) := RΓG(X,RHom(F, F
′)),
Ext∗
G
(F, F ′) = H∗RHomG(F, F
′).
Lemma 1.4.1. Let H ⊂ G be a normal subgroup of finite index, and let X be a G-scheme.
(i) For G-equivariant sheaves F and G on X one has a natural isomorphism
RHomG(F ,G) ≃ RHomH(F ,G)G/H.
(ii) For any G/H-representation V we have a natural isomorphism
RΓG(X,V
∨ ⊗ C) ≃ HomG/H(V,RΓH(X,C)).
This isomorphism is compatible with the action of RΓG(pt) = RΓH(pt)
G/H.
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Proof. (i) Let us denote by EG → BG the simplicial version of the contractible G-torsor over the
classifying space of G (see [21, Sec. 6.1]). By [10, I.2, App. B], we can think of G-equivariant (resp.,
H-equivariant) sheaves on X as objects of the suitable derived category of sheaves on EG×G X (resp.,
EG×H X). Consider the G/H-torsor ρ : EG×H X → EG×G X . We have a natural isomorphism
ρ∗RHom(FH,GH)G/H ≃ RHom(FG,GG),
where FH (resp., FG) is the sheaf on EG×HX (resp., EG×GX) obtained from F by descent. Applying
the functor RΓ to both sides gives the required isomorphism.
(ii) This is a particular case of (i) for F = CX and G = V ∨ ⊗ CX . 
As in [29] (where the case of torus actions is considered) we say that a G-scheme X is equivariantly
formal if the Leray-Serre spectral sequence
Epq2 = H
p(BG, Hq(X,C)) =⇒ Hp+q
G
(X)
associated with the fibration X ×G EG→ BG collapses. In this case one has a (non-canonical) isomor-
phism of H∗
G
(pt)-modules
H∗G(X,C) ≃ H∗G(pt)⊗H∗(X,C).
For example, if Hi(X,C) vanishes for all odd i then X is equivariantly formal.
Lemma 1.4.2. Let G be a connected algebraic group, and let X be a G-scheme. Assume that Hi(X,C)
vanishes for all odd i. Then one has a natural isomorphism
H∗G(X,C) ≃ H∗T(X,C)W ,
where T ⊂ G is a maximal torus, W = N(T)/T is the corresponding Weyl group.
Proof. The action of N(T) on the pair (T, X) induces an action of W on H∗
T
(X,C) and on the corre-
sponding Leray-Serre spectral sequence. Hence, from T-equivariant formality we get an isomorphism
H∗
T
(X,C)W ≃ (H∗
T
(pt)⊗H∗(X,C))W ≃ H∗
T
(pt)W ⊗H∗(X,C),
where we used the fact that N(T) acts trivially on H∗(X,C) (since the action of N(T) extends to an
action of G). On the other hand, by G-equivariant formality we have an isomorphism
H∗G(X,C) ≃ H∗G(pt)⊗H∗(X,C).
Since the natural morphism H∗
G
(X,C) → H∗
T
(X,C) extends to a morphism of Leray-Serre spectral
sequences, the required isomorphism follows from the standard isomorphism
H∗
G
(pt) ≃ H∗
T
(pt)W .

We also need to recall the equivariant version of Verdier duality following [10, Sec. 3]. For a linear
algebraic groupG acting on a variety X the Verdier duality is a contravariant functor D from the derived
category Db
G,c(X) of equivariant constructible sheaves on X to itself defined by
D(F ) = RHom(F,DX),
where DX = p
!C, where p : X → pt is the projection to the point. It satisfies the usual properties (see [10,
Sec. 3.5, 3.6]). In particular, D2 = id, and for proper X and for F ∈ Db
G,c(X) we have an isomorphism
RΓ(X,D(F )) ≃ D(RΓ(X,F ))
in the category DG(pt).
Consider the graded algebra A = H∗
G
(pt). We view A as a DG-algebra with zero differential. Let
Df (A − dgmod) ⊂ D(A − dgmod) be the full subcategory of bounded complexes of finitely generated
A-DG-modules. For connected G, one has an equivalence
Df (A− dgmod) ≃ DbG,c(pt)
such that the Verdier duality functor D corresponds to the duality M 7→ RHom(M,A) on DG-modules
over A (see [10, Thm. 12.7.2]).
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2. Hochschild homology for some actions of finite groups
In this section we discuss the canonical decomposition (0.0.1) of the Hochschild homology of the
category of G-equivariant coherent sheaves, where G is a finite group. In the case of a linear action on
a vector space V we give a sufficient condition for it to be a decomposition into indecomposable graded
O(V )G-modules. We then study this condition for complex reflection groups.
2.1. Canonical decomposition of the Hochschild homology. In this section we work over a field
k of characteristic zero.
Lemma 2.1.1. Let X be a smooth quasiprojective variety with an action of a finite group G. Then there
is a decomposition of O(X)G-modules
(2.1.1) HH∗([X/G]) ≃
⊕
g∈G/∼
HH∗(X
g)C(g),
where Xg ⊂ X is the fixed locus of g ∈ G, the O(X)G-module structure on the right is induced by the
natural homomorphisms O(X)G → O(Xg)C(g). Here HH∗([X/G]) is the Hochschild homology of the
category of G-equivariant perfect complexes on X. If in addition, X has a Gm-action commuting with
the action of G, such that X admits a Gm-equivariant ample line bundle, then the relevant Hochschild
homology groups get equipped with a natural additional grading, and (2.1.1) is a decomposition of graded
O(X)G-modules.
Proof. The isomorphism (2.1.1) follows from [5, Prop. 4] which gives a quasi-isomorphism of the corre-
sponding mixed complexes. More precisely, there is a quasi-isomorphism of mixed complexes of pairs
(2.1.2) C(Cbac(X)⋊G, Cb(X)⋊G)→
⊕
g∈G
C(Cbac(Xg), Cb(Xg))

G
,
where Cb(X) denotes the exact category of bounded complexes of vector bundles, Cbac(X) the subcategory
of acyclic complexes, and for a category C with a G-action the category C ⋊ G is the full subcategory
in the corrresponding category of G-equivariant objects in C, consisting of objects ⊕g∈G g∗(O) with
O ∈ C. The mixed complex on the left of (2.1.2) also maps quasi-isomorphically to the one computing
Hochschild homology of [X/G]. Assume now that X has an additional Gm-action, such that there exists
a Gm-equivariant ample line bundle L on X . Now let C(L) ⊂ Cb(X) be the full subcategory consisting
of complexes with terms that are finite direct sums of line bundles Ln, n ∈ Z, and let Cac(L) ⊂ C(L) be
the subcategory of acyclic complexes. Then the mixed complex of the pair (Cac(L), C(L)) has a natural
grading coming from the Gm-action, and the embedding functor C(L) → Cb(X) induces an equivalence
of the corresponding derived categories (see e.g., [58, Thm. 4]). By [43, Thm. 2.4(b)], this implies that
the morphism of mixed complexes
C(Cac(L)⋊G, C(L)⋊G)→ C(Cbac(X)⋊G, Cb(X)⋊G)
is a quasi-isomorphism. The similar assertion holds for non-equivariant categories associated with Xg
and the restriction L|Xg . It remains to observe that the map (2.1.2) induces a similar morphism
C(Cac(L)⋊G, C(L)⋊G)→
⊕
g∈G
C(Cac(L|Xg), C(L|Xg ))

G
,
which is compatible with the gradings. 
Proposition 2.1.2. Assume that X is a smooth quasiprojective variety with an action of a finite group
G, such that the quotient X/G is smooth. Then there is a natural isomorphism
HH∗(X/G) ≃ HH∗(X)G.
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Proof. Let HH(X) := Rp1∗(O∆ ⊗L O∆) be the sheafified Hochschild homology, so that HH∗(X) =
RΓ(X,HH(X)). Then we have the Kostant-Hochschild-Rosenberg isomorphism in D(X),
HH(X) ≃
⊕
i
ΩiX [i]
(see [56, Sec. 1.4]), and a similar isomorphism for Y := X/G. Let π : X → Y be the projection map. We
claim that for each i the natural map induced by the pull-back,
ΩiY → (π∗ΩiX)G,
is an isomorphism. Indeed, for affine X this is Brion’s theorem in [13]. The general case follows since we
can cover X by G-invariant affine open sets. Thus, we get an isomorphism
HH(Y ) ≃ (π∗HH(X))G ,
and the result follows by applying the functor RΓ(Y, ·) to both sides. 
Remark 2.1.3. It is shown in [68, Thm 1.24] that Proposition 2.1.2 holds in fact for any so-called
“additive invariant”.
Thus, if for every g ∈ G the varietyXg/C(g) is smooth then the decomposition (2.1.1) can be rewritten
as
HH∗(X/G) ≃
⊕
g∈G/∼
HH∗(X
g/C(g)),
which looks like the decomposition associated with a semiorthogonal decomposition (see (1.2.2)). Be-
low we will show that in some cases we can match this decomposition with the one obtained from a
semiorthogonal decompositon of DbG(X) (see Proposition 2.1.6 below).
We are interested in the case when a finite group G acts linearly on a vector space V . For g ∈ G we
denote by C(g) ⊂ G the centralizer of g, and by V g ⊂ V the subspace of g-invariant vectors. Let us
consider the following condition on such an action:
(⋆) For every g ∈ G the natural map V g/C(g)→ V/G is birational onto its image.
Note that if R is a finitely generated commutative graded k-algebra then the category of finitely
generated graded R-modules has finite-dimensional Hom-spaces and hence is Krull-Schmidt, i.e., every
object has a direct sum decomposition into indecomposable objects, which are uniquely defined up to
permutation, and the endomorphism ring of every indecomposable object is local (see [3]). This in
particular applies to the category of finitely generated graded O(V )G-modules.
Proposition 2.1.4. Assume that a finite group G acts linearly on a vector space V , satisfying the
condition (⋆). The decomposition of graded O(V )G-modules
(2.1.3) HH0([V/G]) ≃
⊕
g∈G/∼
O(V g))C(g),
obtained from (2.1.1), is the (unique) decomposition into indecomposable graded O(V )G-modules.
Proof. We have to check that O(V g)C(g) is indecomposable as a graded O(V )G-module. By Lemma
2.1.5(i) below (applied to A being the image of the homomorphism O(V )G → O(V g)C(g) and B =
O(V g)C(g)), we obtain
EndO(V )G(O(V g)C(g)) ≃ O(V g)C(g).
It follows that endomorphisms of O(V g)C(g) as a graded O(V )G-module reduce to k. This shows that
O(V g)C(g) is indecomposable. The uniqueness follows from the Krull-Schmidt property. 
Lemma 2.1.5. (i) Let A → B be an embedding of commutative domains with the same fraction field.
Then the natural map B → EndA(B) is an isomorphism.
(ii) For A→ B1, A→ B2 as in (i), if B1 and B2 are isomorphic as A-modules, then they are isomorphic
as A-algebras.
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Proof. (i) Let K be the common fraction field of A and of B. Then B ⊗AK = K, so any endomorphism
B → B of A-modules is induced by some K-linear map K → K. Such map is a multiplication by x ∈ K.
Since it sends 1 to an element of B, the assertion follows.
(ii) This follows immediately from (i). 
Proposition 2.1.6. Assume that a finite group G acts linearly on a vector space V , satisfying the condi-
tion (⋆). Suppose the derived category DbG(V ) of equivariant coherent sheaves on V has a semiorthogonal
decomposition with the pieces Ci ≃ Db(Xi), i = 1, . . . , r, where Xi are smooth affine Gm-varieties over
V/G, and r ≥ c, where c is the number of conjugacy classes in G (we assume that the equivalences
Ci ≃ Db(Xi) are compatible with the Db(V/G)-module structures). Then r = c, and there exists an
ordering of the conjugacy classes in G, such that if g1, . . . , gr are representatives, then for each i we have
an isomorphism Xi ≃ V gi/C(gi) over V/G. In particular, in this case all the varieties V gi/C(gi) are
smooth.
Proof. From such a semiorthogonal decomposition we get a decomposition of the Hochschild homology,
HH0(V/G) =
r⊕
i=1
HH0(Xi) =
r⊕
i=1
O(Xi),
compatible with the O(V/G)-action and with the grading (see Lemma 1.2.1). Now the Krull-Schmidt
property and Proposition 2.1.4 implies that this decomposition should match (2.1.3) up to permutation.

2.2. The case of reflection groups. In this section we discuss property (⋆), as well as the property that
all the quotients V g/C(g) are smooth, for some finite reflection groups, i.e., finite subgroups G ⊂ GL(V )
generated by pseudoreflections. It is natural to restrict to such groups since by Chevalley-Shephard-Todd
Theorem these are precisely subgroups for which V/G is smooth (recall that we work over a field k of
characteristic zero).
Recall that in the case k = C there is a classification of such groups. The list of irreducible complex
reflection groups consists of the infinite family (G(m, k, n)) and of 34 exceptional cases. Here G(m, k, n),
for k|m, is the subgroup of G(m, 1, n) := (µm)n ⋊ Sn formed by elements (z1, . . . , zn;σ), where zi are
mth roots of unity in C∗ such that (z1 . . . zn)
m/k = 1. By the rank of a reflection group we mean the
dimension of V . Note that most of the exceptional complex reflection groups have rank 2.
Some of our results will be for finite real reflection groups, i.e., those generated by reflections in a
Euclidean space (abstractly, these are exactly finite Coxeter groups). The list of irreducible finite real
reflection groups consists of the Weyl groups, the dihedral groups G(n, n, 2), and two more groupsH3 (the
group of symmetries of the regular icosahedron) and H4 (the group of symmetries of the regular 120-cell).
Note that the classical Weyl groups are G(1, 1, n) = Sn (of rank n − 1), G(2, 1, n) = WBn = WCn and
G(2, 2, n) =WDn .
The brief summary is that we can check property (⋆) and smoothness of all the quotients of V g/C(g)
for the groups G(m, 1, n), for all reflection groups of rank 2, and for all real reflection groups except for
the Weyl groups of types Dn and En.
In the next Lemma we reformulate propery (⋆) in a more convenient form.
Lemma 2.2.1. For an element g ∈ G let Hg ⊂ G be the pointwise stabilizer of V g. Then the following
conditions are equivalent:
(i) the map V g/C(g)→ V/G is birational onto its image;
(ii) NG(Hg) = C(g)Hg;
(iii) for any x ∈ NG(Hg), the elements g and xgx−1 are conjugate in Hg.
Proof. Let us consider the following Zariski open subset in V g:
U := V g \ ∪g′∈G\HgV g ∩ V g
′
.
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Note that for every g′ 6∈ Hg we have V g∩V g′ 6= V g, so U is nonempty. Note also that for every v ∈ U the
stabilizer subgroup of v is exactlyHg. Now suppose we have v ∈ U and x ∈ G such that xv ∈ U . Then the
stabilizer of xv is xHgx
−1, hence, xHgx
−1 = Hg. In particular, this shows the inclusion C(g) ⊂ NG(Hg).
Now let us show the equivalence of (i) and (ii). Using the above observation, we see that the map
V g/C(g)→ V/G is birational onto its image if and only if for generic v ∈ V g and x ∈ NG(Hg), the points
v and xv lie in the same C(g)-orbit. Since the stabilizer of such v is Hg, this is equivalent to x ∈ C(g)Hg.
On the other hand, the equivalence of (ii) and (iii) is clear: for x ∈ NG(Hg) the elements g and xgx−1
are conjugate in Hg if and only if x ∈ HgC(g) = C(g)Hg . 
The proof ot the following result was explained to us by Victor Ostrik.
Proposition 2.2.2. Let W be a finite subgroup generated by reflections of a real vector space VR. Then
the property (⋆) holds for the action of W on VC = VR ⊗ C.
Proof. For every g ∈ G the subgroup Hg ⊂ W is parabolic (i.e., conjugate to a standard subgroup
WJ ⊂ W , where J is a subset of a simple reflections), and g is not contained in any smaller parabolic
subgroup. In other words, the conjugacy class of g is cuspidal in Hg (see [27, Sec. 3.1]). Thus, the
condition (iii) of Lemma 2.2.1 follows from [27, Thm. 3.2.11]. 
Lemma 2.2.3. Assume that a finite group G acts linearly on a complex vector space V over a field k,
and for an element g the invariant subspace V g ⊂ V has codimension 1. Then the equivalent conditions
of Lemma 2.2.1 hold for g.
Proof. Note that the determinant homomorphism det : G → k∗ induces an embedding Hg →֒ k∗.
Indeed, an element of Hg with trivial determinant is unipotent (since it fixes the hyperplane V
g) and
of finite order, hence, it is trivial. Using this we can check the condition (iii) of Lemma 2.2.1: since
det(xgx−1) = det(g), we get that for x ∈ NG(Hg) one has xgx−1 = g. 
Now we are ready to check the propery (⋆) for some other complex reflection groups.
Proposition 2.2.4. Property (⋆) holds for
(i) finite complex reflection groups of rank 2;
(ii) the groups G(m, k, n) such that either m is a prime number or k = 1.
Proof. (i) The assertion of (⋆) is clear if V g = 0. In the case when V g is 1-dimensional it holds by Lemma
2.2.3.
(ii) For (z;σ) = (z1, . . . , zn;σ) ∈ (µm)n ⋊ Sn let (C1, . . . , Cs) be the orbits of σ on {1, . . . , n} (i.e., cycles
in σ). Let us associate with every cycle Cj the element
(2.2.1) z(Cj) :=
∏
i∈Cj
zi ∈ µm.
It is easy to see that the map
(z;σ) 7→ (|C1|, z(C1)), . . . , (|Cs|, z(Cs))
gives a bijection between conjugacy classes in (µm)
n ⋊ Sn and colored partitions of n, i.e., partitions of
n with an additional assignment of a color for each part, where the color is an element of µm. Given an
element (z;σ) ∈ G(m, k, n), let us order the orbits of σ so that z(C1) = . . . = z(Cr) = 1 and z(Cj) 6= 1
for j > r. Let us set
Σ = ∪rj=1Cj .
For notational convenience let us rename σ to σ−1, so that our element is (z;σ−1). Then the fixed
subspace of (z;σ−1) is
V (z;σ
−1) = {(xi) ∈ V | zixσ(i) = xi for i ∈ Cj , j ≤ r; xi = 0 for i 6∈ Σ}.
Let U ⊂ V (z;σ−1) be the open subset of points x such that xi 6= 0 for i ∈ Σ and xmi 6= xmi′ for i ∈ Cj ,
i′ ∈ Cj′ , with j, j′ ≤ r, j 6= j′. It is enough to check that if (t; τ−1) · x = y, where x, y ∈ U and
14 ALEXANDER POLISHCHUK AND MICHEL VAN DEN BERGH
(t; τ−1) ∈ G(m, k, n) then x and y belong to the same orbit of the centralizer of (z;σ−1). First, we claim
that τ induces a permutation τ of {1, . . . , r} such that τ(Cj) = Cτ(j) for j = 1, . . . , r. Indeed, let i ∈ Cj ,
where j ≤ r. Then using the equations (t; τ−1)x = y and (z, σ−1)y = y we get
(2.2.2) tixτ(i) = yi = ziyσ(i) = zitσ(i)xτσ(i),
hence xτ(i) 6= 0 and xmτ(i) = xmτσ(i). Since x ∈ U this implies that τ(i) and τσ(i) belong to the same
subset Σk for some k ≤ r. Thus, τ permutes the subsets C1, . . . , Cr, as we claimed. It follows that
there exists a permutation τ1, commuting with σ, acting trivially on the complement to Σ and such that
τ1(Cj) = τ(Cj) for every j ≤ r. Now let us distinguish two cases.
Case 1. Σ = {1, . . . , n}. Then let us set
pi =
tixτ(i)
xτ1(i)
, p = (p1, . . . , pn) ∈ (C∗)n.
We claim that the element (p; τ−11 ) ∈ (C∗)n ⋊ Sn belongs to G(m, k, n), commutes with (z;σ−1) and
sends x to y. Indeed, since xmτ(i) = x
m
τ1(i)
by the choice of τ1, we have p
m
i = 1. Next
∏
i pi =
∏
i ti, so
(p; τ−11 ) is in G(m, k, n). The equation (p; τ
−1
1 )x = y = (t, τ
−1)x is equivalent to
pixτ1(i) = tixτ(i).
which holds by our choice of pi. Finally, the fact that (p; τ
−1
1 ) commutes with (z;σ
−1) is equivalent to
the equations
pσ(i)
pi
=
zτ1(i)
zi
.
By definition of pi the left-hand side is
tσ(i)xτσ(i)xτ1(i)
tixτ1σ(i)xτ(i)
=
xτ1(i)
xτ1σ(i)
=
xτ1(i)
zixστ1(i)
=
zτ1(i)
zi
,
where in the first equality we used (2.2.2), and the last equality follows from (z;σ−1)-invariance of x.
Case 2. Σ 6= {1, . . . , n}. In this case replacing (z;σ−1) by a conjugate element in G(m, k, n) we can
assume that zi = 1 for i ∈ Σ (indeed, it is enough to use the conjugation by elements of (µm)n ∩
G(m,m, n)). Then τ1, viewed as an element of G(m, k, n), commutes with (z;σ
−1). Thus, replacing x
by τ1(x), we can assume that τ(Cj) = Cj for j ≤ r. Furthermore, we have xi = xi′ , yi = yi′ for i, i′ ∈ Cj
with j ≤ r. Hence, yi = tixi for i ∈ Σ. In the case k = 1 consider the element t′ ∈ (µm)n such that
t′i = ti for i ∈ Σ and t′i = 1 for i 6∈ Σ. Then t′ commutes with (z, σ−1) and y = t′x, which proves the
assertion in this case. Now assume that m is prime. Let σ−1 =
∏
j cj be the cycle decomposition of σ
−1,
so that the support of cj is Cj . Let ζ =
∏
i∈Σ ti ∈ µm. Since z(Cr+1) 6= 1, there exists an integer a such
that ζ = z(Cr+1)
a. Let us define an element p ∈ (µm)n by
pi =

ti, i ∈ Σ,
z−ai , i ∈ Cr+1,
1 otherwise.
Then
∏
i pi = 1, so the element (p; cr+1) is in G(m, k, n). Also, (p; cr+1) commutes with (z, σ
−1) and
sends x to y. 
Example 2.2.5. The property (⋆) often fails for groupsG(m, k, n) with non-primem. Here is an example
that works for both G(4, 4, 5) and G(4, 2, 5). Let σ = (23)(45), z = (1, 1,−1, 1,−1). Then the invariant
subspace of (z;σ) is the coordinate line spanned by e1. Now the element (ζ4, ζ
−1
4 , 1, 1, 1) ∈ (µ4)5∩G(4, 4, 5)
sends e1 to ζ4e1. We claim that an element (t; τ) ∈ G(4, 2, 5), commuting with (z;σ), can only map e1
to ±e1. Indeed, the condition that (t; τ) is in the centralizer implies that τ(1) = 1 and t3/t2 = ±1,
t5/t4 = ±1. Now the condition
∏
ti = ±1 gives t1t22t24 = ±1, hence t1 = ±1.
Now we turn to the property that all the quotients V g/C(g) are smooth. It is easy to see that this
is true for any group G(m, 1, n), in particular, for Sn = G(1, 1, n) (see Section 4). We also have the
following result for some groups of small rank.
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Proposition 2.2.6. Let G be the either a complex reflection group of rank 2, or a real reflection group
of rank ≤ 3, or the group of type H4. Then for every g ∈ G the geometric quotient V g/C(g) is smooth.
Proof. If dimV g ≤ 1 or g = 1 then this is clear. Assume now that dimV = 3 and dimV g = 2, so that g
is a reflection. Let v be a unit vector orthogonal to V g. Then every element of C(g) sends v to ±v. Let
Gv ⊂ G be the stabilizer of v. Then Gv ⊂ C(g) and C(g) = Gv × 〈g〉. Hence, V g/C(g) = V g/Gv. But
Gv is generated by reflections, hence V
g/Gv is smooth.
In the case when G is of type H4 we use the information about the normalizers of the parabolic
subgroups from the work [33]. Recall that by Proposition 2.2.2, property (⋆) holds for G, hence by
Lemma 2.2.1, V g/C(g) = V g/NG(H), where H = Hg ⊂ G is the pointwise stabilizer of V g = V H . Thus,
it is enough to check that NG(H) acts on V
H as a reflection group. But this follows from Theorem [33,
Thm. 6] and the explicit description of NG(H) for the type H4 (see [33, p. 79]). 
Example 2.2.7. For groups G(m, k, n) with k 6= 1 there often exist elements g with singular V g/C(g).
For example, for G(3, 3, 3) we can take g = (12), so that V g/C(g) is the quotient of the plane by the
action of Z/3 generated by (x, y) 7→ (ζ3x, ζ3y). In the case when G = G(2, 2, n), the Weyl group of type
Dn, where n ≥ 4, there are always elements g with singular V g/C(g). In the simplest example n = 4
we can take g = (123), so that V g/C(g) is the quotient of the plane by the action of the involution
(x, y) 7→ (−x,−y).
3. Construction of modules via Springer correspondence
In this section we present our main construction of a semiorthogonal decomposition of the derived
category of W -equivariant coherent sheaves, where W is a Weyl group, on the Lie algebra of a maximal
torus in a reductive algebraic group. The main idea is to use the Springer correspondence to relate
this category to the category of constructible sheaves on the nilpotent cone, where the semiorthogonal
decomposition can be constructed geometrically.
3.1. Springer correspondence. Starting from this section we always assume that k = C. Let G be a
connected reductive algebraic group over C, g its Lie algebra. We denote by X the flag variety associated
with G, i.e., the variety of Borel subgroups in G.
We start by recalling the construction of the Springer correspondence via perverse sheaves (see [52],
[37, ch. 13]). Let
π : N˜ → N
be the Springer resolution of the nilpotent cone N ⊂ g. Recall that this resolution fits into the diagram
with cartesian squares
N˜ ✲ g˜ ✛ j g˜rs
N
π
❄
✲ g
πg
❄
✛ j grs
πgrs
❄
where g˜ ⊂ g×X is the set of pairs (x,B) such that x ∈ Lie(B), grs ⊂ g is the set of regular semisimple
elements. The construction of the Springer correspondence is based on the study of the complex of
constructible sheaves on N , called the Springer sheaf,
A := Rπ∗CN˜ [dimN ] ≃ Rπg,∗Cg˜[dimN ]|N .
We view A as an object of the equivariant derived category Db
G
(N ).
The map πg is small, so we have an isomorphism of G-equivariant perverse sheaves on g,
Rπg,∗Cg˜[dim g] = j!∗πgrs,∗Cg˜rs [dim g].
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Now the natural W -action on fibers of πgrs induces an action of W on πg,∗Cg˜ and hence on A (obtained
by restriction to N ). Restricting the sheaf A to a point a ∈ N we obtain the Springer W -action on
H∗(Xa,C), where
Xa = π
−1(a) ⊂ {a} ×X = X
is the Springer fiber. Similarly, for a subgroup K ⊂ Ga, where Ga ⊂ G is the stabilizer of a in G, we
obtain a W -action on the equivariant cohomology H∗K(Xa,C).
The map π is semismall, so A is a (G-equivariant) perverse sheaf. Let IrrW denote the set of
isomorphism classes of irreducible representations of W . Using the decomposition theorem (see [7, Thm.
6.2.5]) one shows that A decomposes into a direct sum
(3.1.1) A =
⊕
χ∈IrrW
χ⊗ Sa,ξ,
where Sa,ξ is an irreducible G-equivariant perverse sheaf on N of the form
Sa,ξ = ja,!∗Lξ[dimOa],
where a ∈ N , Oa = G · a, ja : Oa → N is the embedding, ξ is an irreducible representation of the
component group Ga/G
0
a (where G
0
a is the connected component of 1 in Ga), and Lξ is the local system
on Oa associated with ξ. This gives a bijection between IrrW and a certain set Spr of pairs (Oa, ξ)
(it is known that for every nilpotent orbit Oa there exists ξ such that (Oa, ξ) ∈ Spr). The irreducible
representation χ(a, ξ) of W corresponding to the pair (Oa, ξ) appears as the ξ-isotypic component in the
top degree cohomology of the Springer fiber Xa. Indeed, restricting the decomposition of A to a point
a ∈ N we get
H∗(Xa,C)[dimN − dimOa] ≃ A|a[− dimOa] ≃
⊕
ξ
χ(a, ξ)⊗ ξ ⊕ . . . ,
where the sum is over ξ ∈ IrrGa/G0a such that Sa,ξ occurs in the decomposition (3.1.1), the remaining
summands correspond to Goresky-Macpherson extensions from orbits containing Oa in its closure, and
hence, live in negative degrees. Thus, using the equality
(3.1.2) 2 dimXa = dimN − dimOa
(see [37, Thm. 10.11]) we deduce the isomorphism of W ×Ga/G0a-representations
H2 dimXa(Xa,C) ≃
⊕
ξ
χ(a, ξ)⊗ ξ.
Note that choosing a Borel subgroup B ⊂G we obtain an isomorphism
(3.1.3) H∗G(N˜ ) ≃ H∗G(G×B n) ≃ H∗G(G/B) ≃ H∗B(pt) = H∗T(pt),
where n is the nilpotent radical in Lie(B), T = B/[B,B] is the maximal torus. Interpreting this coho-
mology as Ext∗
G
(CN˜ ,CN˜ ) and combining it with the W -action on A we get a homomorphism
(3.1.4) AW :=W ⋉H
∗
T
(pt)→ Ext•
G
(A,A)
of graded algebras, where the grading on AW is induced by the cohomological grading on H
∗
T
(pt). The
crucial fact for us is that this map is an isomorphism. This is explicitly stated in [41, Thm. 3.1], as a
consequence of [55, Thm. 8.11], where the G×Gm-equivariant Ext-algebra is identified with the graded
Hecke algebra.
Thus, we have a graded action of AW on A, i.e., a homogeneous element P ∈ AW of degree d acts as
a map P : A → A[d] in the G-equivariant category. Now, given a point a ∈ N , we get by restriction a
graded action of AW on
A|Oa ≃ RπOa,∗Cπ−1(Oa)[dimN ]
by G-equivariant morphisms, where πOa : π
−1(Oa)→ Oa is the natural projection. Using the identifica-
tions Oa ≃ G/Ga and
(3.1.5) π−1(Oa) ≃G×Ga Xa,
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we can identify G-equivariant sheaves on π−1(Oa) (resp., Oa) with Ga-equivariant sheaves on Xa (resp.,
pt), so that the G-equivariant push-forward with respect to the projection πOa corresponds to taking
the Ga-equivariant cohomology. Thus, the above construction gives a structure of a graded AW -module
on the Ga-equivariant cohomology of Springer fibers, H
∗
Ga
(Xa,C). More generally, if ξ is an irreducible
representation of the component group Ga/G
0
a, then twisting A|Oa by the corresponding local system
Lξ, we get after the above identification a structure of a graded AW -module on (ξ ⊗H∗G0a(Xa,C))
Ga/G
0
a
(here we used Lemma 1.4.1(ii)). We need some facts about this module structure.
Lemma 3.1.1. The action of H∗
G
(pt) on (ξ⊗H∗
G0a
(Xa,C))
Ga/G
0
a , induced by the homomorphism H∗
G
(pt)→
H∗
Ga
(pt) ≃ H∗
G0a
(pt)Ga/G
0
a and by the natural action of H∗
G0a
(pt) on the G0a-equivariant cohomology, co-
incides with the restriction of the action of H∗
T
(pt) ⊂ AW via the natural embedding H∗G(pt)→ H∗T(pt).
Proof. Recall that the action of H∗
T
(pt) ⊂ AW on (ξ⊗H∗G0a(Xa,C))
Ga/G
0
a is given by the homomorphism
H∗
T
(pt) ≃ H∗
G
(X) → H∗
Ga
(Xa) induced by the embedding Xa → X . The commutative square of
morphisms of quotient stacks
[Xa/Ga] ✲ [X/G]
[pt/Ga]
❄
✲ [pt/G]
❄
leads to a commutative square of homomorphisms
H∗Ga(Xa)
✛ H∗G(X)
H∗Ga(pt)
✻
✛ H∗G(pt)
✻
This reduces us to checking that the natural H∗
G
(pt)-action on H∗
G
(X) is given by the homomorphism
H∗
G
(pt) → H∗
T
(pt) via the isomorphism (3.1.3). To this end we note that H∗
G
(X) = H∗
G×B(G) and we
have to calculate the H∗
G×B(pt)-action on the latter space. Finally, we observe that G = (G×B)/∆(B),
where ∆(B) is the diagonal copy of B. Hence, there is an isomorphism
H∗G×B(G)→˜H∗∆(B)(pt)
compatible with the restriction homomoprhism H∗
G×B(pt)→ H∗∆(B)(pt). Thus, the H∗G×B(pt)-action on
H∗
G×B(G) factors through the latter homomorphism. 
Lemma 3.1.2. (i) For a subgroup K ⊂ Ga the restriction homomoprhism H∗K(X,C) → H∗K(Xa,C) is
compatible with the Springer W -actions.
(ii) The natural isomorphism
H∗
T
(G/B,C)
∼✲ H∗
T
(G/T,C)
is compatible with W -actions, where W acts on H∗
T
(G/B,C) by Springer construction and it acts on
H∗
T
(G/T,C) via the geometric action on G/T.
Proof. (i) We have a natural isomorphism
(3.1.6) H∗K(X,C)
∼✲ H∗K(g˜,C) ≃ H∗K(g, Rπg,∗C),
where the first arrow is the pull-back with respect to the projection g˜ → X . It is easy to see that
the restriction homomorphism H∗K(X,C) → H∗K(Xa,C) is equal to the composition of (3.1.6) with the
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natural map
(3.1.7) H∗K(g, Rπg,∗C)→ i∗aRπ∗C ≃ H∗K(Xa,C),
where ia : {a} →֒ N is the inclusion map. In the case a = 0 this shows that the map (3.1.6) is W -
equivariant (cf. [37, Lem. 13.6] for a similar argument). Since the map (3.1.7) is also W -equivariant, the
assertion follows.
(ii) The same statement about non-equivariant cohomology is proved in [37, Prop. 13.7]. Recall that the
proof is based on the commutative diagram
G/T
ι ✲ O˜ ✲ g′rs ✲ g˜
f✲ G/B
O
❄
✲
✲
grs
π′rs
❄
✲ g
πg
❄
where O ⊂ grs is the G-orbit of some semisimple element in t, g′rs ⊂ G/T × grs is the subvariety of
(gT, x) such that x ∈ Ad(g)(t), O˜ ⊂ g′rs is the preimage of O under the natural projection π′rs. The
map ι is induced by the action of G on g′rs. The only additional point that we have to make is that
all the varieties in the above diagram are equipped with the action of G (and hence of T ⊂ G) and all
the maps are G-equivariant. Now the argument of [37, Prop. 13.7] can be repeated literally using the
T-equivariant cohomology. 
Remark 3.1.3. The assertion of Lemma 3.1.2 for K = {1} is proved also in [35, Thm. 1.1] using the
original definition of the W -action due to Springer. We use Lusztig’s definition of the W -action which
differs from the original one by the twist with the sign character of W (see [34]).
3.2. Construction of modules using Springer correspondence. Let
AdgW := RHom
•
G(A,A)
be the DG-algebra of endomorphisms of A, where we use the DG-enhancement constructed in Appendix
A. Furthermore, we can assume that AdgW is equipped with a DG-endomorphism, compatible with the
action of the Frobenius endomorphism on the Ext∗-algebra computed over an algebraic extension of a
finite field (see Theorem A.1.1).
Theorem 3.2.1. The DG-algebra AdgW is formal, so it is quasi-isomorphic to AW .
Proof. By Theorem B.1.1 from Appendix B, it is enough to verify the purity of the action of Frobenius
on AW . But the elements of W correspond to the endomorphisms of A defined over a finite field, so
they commute with the Frobenius, while the algebra H∗
T
(pt) ≃ H∗
G
(G/B) is generated by the 1st Chern
classes of line bundles defined over a finite field, which are pure classes in H2. 
Recall that we denote by D(AW − dgmod) the category of DG-modules over AW , viewed as a DG-
algebra with zero differential. Let Perf(AW − dgmod) ⊂ D(AW − dgmod) denote the subcategory of
perfect DG-modules. Consider the duality functor
(3.2.1) D : D(AW − dgmod)◦ → D(AW − dgmod) :M 7→ RHomH∗
G
(pt)(M,H
∗
G(pt)),
where we view H∗
G
(pt) = H∗
T
(pt)W as a central subalgebra of AW . The derived functor RHom here
can be defined using the bar-resolution as in [10, Sec. 10.12]. Note that for an AW -module M the space
HomH∗
G
(pt)(M,H
∗
G
(pt)) is equipped with a right AW -module structure. We convert it into a left AW -
module structure using the isomorphism A◦W → AW sending w to w−1 and identical on H∗T(pt). It is
easy to see that the restriction of the functor (3.2.1) to Perf(AW − dgmod) is an involution.
We have a natural contravariant functor
(3.2.2) RHomG(?,A) : DG(N )◦ → D(AdgW − dgmod).
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Let DG,Spr(N ) ⊂ DG,c(N ) be the thick subcategory generated by A. Then the functor (3.2.2) induces an
equivalence of DG,Spr(N )◦ with the subcategory of D(AdgW −dgmod) generated by AdgW . But by Theorem
3.2.1, the DG-algebra is quasi-isomorphic to AW . Thus, (3.2.2) induces an equivalence
(3.2.3) Φ : DG,Spr(N )◦ ∼✲ Perf(AW − dgmod) : F 7→ RHomG(F,A).
Combining it with the duality (3.2.1) we also get an equivalence
DΦ : DG,Spr(N ) ∼✲ Perf(AW − dgmod).
Note that a similar equivalence is constructed in [63] in a different way.
Proposition 3.2.2. (i) For any (Oa, ξ) appearing in the Springer correspondence, one has ja,!Lξ ∈
DG,Spr(N ).
(ii) Let S be the set of nilpotent orbits forming a stratification of a closed G-invariant subset in N . Let
SprS be the set of all (a, ξ) appearing in the Springer correspondence such that Oa ∈ S, and let DG,SprS (N )
be the triangulated subcategory of DG(N ) generated by the simple perverse sheaves associated with SprS.
Then the objects (ja,!Lξ)(a,ξ)∈SprS generate DG,SprS (N ).
Proof. (i) This is deduced in [41] (see Claim B on p.19 and Theorem 3.1.8) from the orthogonality relation
[54, 24.8c] for perverse sheaves arising in the generalized Springer correspondence of [53] from different
cuspidal data.
(ii) If S consists of a single closed nilpotent orbit Oa then we have
ja,!Lξ[dimOa] = ja,!∗Lξ[dimOa] = Sa,ξ,
so the assertion holds by the definition of DG,SprS (N ). For general S we can assume by induction that
the assertion holds for some S′ = S\Oa, such that the orbits corresponding to S′ still form a stratification
of a closed subset. By part (i), Sa,ξ lies in the subcategory generated by ja,!Lξ[dimOa] and DG,SprS′ (N ).
Hence, the assertion for S follows from the assertion for S′. 
Definition 3.2.3. With each χ ∈ IrrW we associate DG-modules over AdgW by setting
P dgχ = P
dg
a,ξ := RHomG(Sa,ξ,A),
Mdgχ =M
dg
a,ξ := RHomG(ja,!Lξ[dimOa],A),
Ndgχ = N
dg
a,ξ := D(M
dg
a,ξ)[− dimN ],
where (Oa, ξ) is the pair associated with χ by the Springer correspondence, Sa,ξ = ja,!∗Lξ[dimOa] is the
corresponding irreducible perverse sheaf. We also consider the corresponding graded AW -modules
Pχ = Pa,ξ := H
∗P dga,ξ, Mχ =Ma,ξ := H
∗Mdga,ξ, Nχ = Na,ξ := H
∗Ndga,ξ.
From the decomposition of A we easily get the formula
Pχ = χ⊗H∗T(pt)
which is the indecomposable projective AW -module associated with χ.
Recall that G0a ⊂ Ga is the connected component of 1 in the stabilizer subgroup of a ∈ N .
Proposition 3.2.4. (i) The H∗
G
(pt)-action on Ma,ξ and Na,ξ (induced by the embedding H
∗
G
(pt) ⊂ AW )
factors through the natural homomorphism
(3.2.4) H∗
G
(pt)→ H∗
Ga
(pt) = H∗
G0a
(pt)Ga/G
0
a ,
and one has natural isomorphisms of H∗
Ga
(pt)-modules
(3.2.5)
Ma,ξ ≃
(
ξ∨ ⊗H∗
G0a
(Xa, DXa [−2 dimXa])
)Ga/G0a
,
Na,ξ ≃
(
ξ ⊗H∗
G0a
(Xa,C)
)Ga/G0a
.
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The second isomorphism is compatible with the AW -action, where the action of AW on the right is induced
by the Springer W -action and by the restriction homomorphism
H∗T(pt) ≃ H∗G(X)→ H∗Ga(Xa,C).
(ii) The spaces H∗
G0a
(Xa,C) and H
∗
G0a
(Xa, DXa) are free H
∗
G0a
(pt)-modules, and the Frobenius action on
H∗
G0a
(Xa,C) and H
∗
G0a
(Xa, DXa) is pure.
(iii) The DG-modules P dga,ξ, M
dg
a,ξ and N
dg
a,ξ are formal.
(iv) Ma,ξ and Na,ξ are maximal Cohen-Macauley H
∗
Ga
(pt)-modules. In particular, their support as
H∗
G
(pt)-modules is the image of the finite morphism Spec(H∗
Ga
(pt)) → Spec(H∗
G
(pt)). If in addition,
the action of Ga/G
0
a on the affine space SpecH
∗
G0a
(pt) is generated by (pseudo)reflections, then Ma,ξ and
Na,ξ are projective modules over H
∗
Ga
(pt).
Proof. (i) First, we note that by Lemma 3.1.1, theH∗
G
(pt)-module structure onMa,ξ andNa,ξ corresponds
via the isomorphisms (3.2.5) to the action induced by the homomorphism (3.2.4) and by the natural action
of H∗
Ga
(pt) on the equivariant cohomology. This implies the first assertion.
Let us write ja = j for brevity. We have
RHomG(j!Lξ,A) = RHomG(j!Lξ, Rπ∗CN˜ [dimN ]) ≃ RHomG(Lξ, j!π∗DN˜ [− dimN ]).
Using the base change, we can rewrite this as
RHomG(Lξ, πOa,∗Dπ−1(Oa)[− dimN ]) ≃ RΓG(π−1(Oa), π∗OaL∨ξ ⊗Dπ−1(Oa)[− dimN ]),
where πOa : π
−1(Oa) → Oa is the restriction of π. Now using the isomorphism (3.1.5) we get an
isomorphism
Ma,ξ = Ext
∗
G
(j!Lξ,A)[− dimOa] ≃ H∗G(π−1(Oa), π∗OaL∨ξ ⊗Dπ−1(Oa)[− dimN − dimOa]) ≃
H∗Ga(Xa, ξ
∨ ⊗DXa [− dimN + dimOa]) ≃ (ξ∨ ⊗H∗G0a(Xa, DXa [−2 dimXa]))
Ga/G
0
a ,
where for the last isomorphism we used Lemma 1.4.1(ii) and the equality (3.1.2).
Now let us calculate Na,ξ. First, we observe that the object A = Rπ∗CN˜ [dimN ] is self-dual, i.e.,
we have an isomorphism D(A) ≃ A. Next, we recall that for any constructible sheaf F we have an
isomorphism
D(F ⊗A) ≃ RHom(F,D(A)).
Combining this with the self-duality of A we get for F = j!Lξ,
D(j!Lξ ⊗A) ≃ RHom(j!Lξ,A).
Thus, we get
DRHom(j!Lξ,A) ≃ DRΓG(N , RHom(j!Lξ,A)) ≃ RΓc,G(N , j!Lξ ⊗A).
Using the projection formula we can rewrite this as
RΓc,G(N , j!(Lξ ⊗ j∗A)) ≃ RΓc,G(Oa,Lξ ⊗ πOa,∗C[dimN ]) ≃ RΓc,G(π−1(Oa), π∗OaLξ[dimN ]),
hence, we get
Na,ξ ≃ H∗c,G(π−1(Oa), π∗OaLξ) ≃ (ξ ⊗H∗G0a(Xa,C))
Ga/G
0
a .
The compatibility of the constructed isomorphism with the action of AW = Ext
∗
G
(A,A) follows from
the functoriality of the isomorphisms we used together with the fact that the involution
(3.2.6) Ext∗
G
(A,A)→ Ext∗
G
(D(A),D(A)) ≃ Ext∗
G
(A,A),
coming from the self-duality of A, sends w ∈ W to w−1 and is the identity on H∗
T
(pt) ≃ H∗
G
(X). Indeed,
the fact about theW -action follows from the similar compatibility on the regular semisimple locus, where
it can be easily checked.
(ii) The cohomology of Xa is concentrated in even degrees, hence Xa is G
0
a-equivariantly formal (see
§1.4), so we have
H∗
G0a
(Xa,C) ≃ Ba ⊗H∗(Xa,C),
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where Ba = H
∗
G0a
(pt). In particular, H∗
G0a
(Xa,C) is a free Ba-module, and the action of the Frobenius
on it is pure, by the result of [66]. By Theorem B.1.1, this implies the formality of RΓG0a(Xa,C) as an
object of D(dg −Ba −mod). By the equivariant Verdier duality on Xa (see Section 1.4), we deduce
RΓG0a(Xa, DXa) ≃ RHomBa(H∗G0a(Xa,C), Ba) ≃ Ba ⊗H
∗(Xa,C)
∗,
which implies our assertions about H∗
G0a
(Xa, DXa).
(iii) This follows from Theorem B.1.1. The required purity for Pa,ξ follows from the proof of Theorem
3.2.1, and for Ma,ξ and Na,ξ—from part (ii).
(iv) These statements follow from the fact that H∗
G0a
(Xa,C) and H
∗
G0a
(Xa, DXa) are free H
∗
G0a
(pt)-modules
(by part (ii)). Namely, to derive that Ma,ξ and Na,ξ are Cohen-Macauley we use the fact that H
∗
G0a
(pt)
is a polynomial ring together with the fact that the modules of covariants for finite groups are Cohen-
Macauley (see [70, Thm. 4.1], [61, Sec. 5.1]). The assumption that Ga/G
0
a acts on SpecH
∗
G0a
(pt) as a
complex reflection group implies that H∗
G0a
(pt) is a projective module over H∗
Ga
(pt) = H∗
G0a
(pt)Ga/G
0
a ,
hence, the same is true about the modules of covariants. 
Let us consider the duality functor
D(AW −mod)◦ → D(AW −mod) : M 7→ RHomH∗
G
(pt)(M,H
∗
G(pt)),
which is defined in the same way as (3.2.1), but on the derived category of ungraded AW -modules.
Note that if in addition M is a graded module then RHomH∗
G
(pt)(M,H
∗
G
(pt)) can be also defined as
an object of the derived category of graded AW -modules.
Corollary 3.2.5. The AW -modules Ma,ξ and Na,ξ, viewed as H
∗
G
(pt)-modules, are Cohen-Macauley.
One has
RHomH∗
G
(pt)(Ma,ξ, H
∗
G
(pt)) ≃ Na,ξ(−i)[i],
where i = rkG− rkG0a (where rkG0a is the rank of the reductive part of G0a).
Proof. First, we claim that H∗
Ga
(pt) is finitely generated as H∗
G
(pt)-module. Indeed, let Ta be a maximal
torus in G0a, and let T be a maximal torus in G, such that T ⊃ Ta. Note that H∗Ta(pt) is a finitely
generated H∗
G
(pt)-module, as a quotient of H∗
T
(pt). Since H∗
G
(pt) is Noetherian, our claim follows from
the embedding
H∗
Ga
(pt) ⊂ H∗
G0a
(pt) ⊂ H∗
Ta
(pt).
By Proposition 3.2.4(iv), this implies that Ma,ξ and Na,ξ are Cohen-Macauley H
∗
G
(pt)-modules.
Next, consider the functor F : D(AW −grmod)→ D(AW −dgmod) (see §1.3). For any perfect complex
M ∈ D(AW − grmod) we have a natural isomorphism
F
(
RHomH∗
G
(pt)(M,H
∗
G(pt))
)
≃ RHomAW (FM,H∗G(pt)) ≃ D(FM),
where D is the duality (3.2.1) on the derived category of DG-modules over AW . It remains to apply
this to M =Ma,ξ and to use the fact that it is Cohen-Macauley over H
∗
G
(pt) with support of dimension
dimTa, so that RHomH∗
G
(pt)(Ma,ξ, H
∗
G
(pt)) is concentrated in degree i = rkG− dimG0a. 
Example 3.2.6. For a = 0 we have Ga = G
0
a = G, so the component group Ga/G
0
a is trivial. The
representation of W associated with a = 0 is given by the Springer action on the top degree cohomology
of the flag variety X , which is the sign representation δ. Hence, we have
M0 = P0 ≃ δ ⊗H∗G(X,C) ≃ δ ⊗H∗T(pt).
On the other hand,
N0 = H
∗
G(X,C) ≃ H∗T(pt).
Thus, the duality between M0 and N0 corresponds to an isomorphism of AW -modules
RHomH∗
G
(pt)(H
∗
T
(pt), H∗
G
(pt)) ≃ δ ⊗H∗
T
(pt).
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3.3. Semiorthogonal decomposition. By Proposition 3.2.4, the DG-modules Mdga,ξ over A
dg
W ≃ AW
are formal. The Springer correspondence gives us information about morphisms between these modules in
the category D(AW −dgmod). Using Theorem 1.3.3 we can convert it into the information on morphisms
in D(AW −mod).
Proposition 3.3.1. (i) Assume that Oa′ is not contained in the closure of Oa. Then for any Lξ on Oa
(resp., Lξ′ on Oa′) one has
Ext∗AW (Ma,ξ,Ma′,ξ′) = Ext
∗
AW (Pa,ξ,Ma′,ξ′) = 0.
(ii) For fixed a and for ξ ∈ IrrGa/G0a there is a natural morphism Pa,ξ → Ma,ξ such that for any
ξ′ ∈ IrrGa/G0a the induced map
Ext∗AW (Ma,ξ,Ma,ξ′)→ Ext∗AW (Pa,ξ,Ma,ξ′) = HomAW (Pa,ξ,Ma,ξ′)
is an isomorphism. In particular, Ext>0AW (Ma,ξ,Ma,ξ′) = 0. Furthermore, we have a natural isomorphism
of algebras ⊕
ξ,ξ′
HomAW (Ma,ξ,Ma,ξ′) ≃
⊕
ξ,ξ′
HomGa/G0a⋉Ba(ξ
′ ⊗Ba, ξ ⊗Ba),
where ξ, ξ′ run through irreducible representations of Ga/G
0
a appearing in the Springer correspondence,
and Ba = H
∗
G0a
(pt).
Proof. (i) Since Oa′ is not contained in the closure of Oa, we have
Ext∗
G
(ja′,!Lξ′ , ja,!Lξ) = Ext∗G(Lξ′ , j!a′ja,!Lξ) = 0.
By the equivalence (3.2.3), this implies the vanishing
Ext∗AW−dgmod(M
dg
a,ξ,M
dg
a′,ξ) = 0.
By Theorem 1.3.3, this implies the same semiorthogonality for AW -modules Ma,ξ and Ma′,ξ′ . The proof
of the second vanishing is analogous using the vanishing j!a′ja,!∗ = 0.
(ii) We have a morphism Pa,ξ → Ma,ξ induced by the natural morphism of sheaves ja,!Lξ → ja,!∗Lξ.
Furthermore, we have the following commutative diagram in which the vertical arrows are induced by
this morphism of sheaves and the horizontal arrows are adjunction isomorphisms:
Ext∗G(ja,!Lξ′ , ja,!Lξ)
∼✲ Ext∗G(Lξ′ , j!aja,!Lξ)
Ext∗G(ja,!Lξ′ , ja,!∗Lξ)
❄ ∼✲ Ext∗G(Lξ′ , j!aja,!∗Lξ)
∼
❄
Since j!aja,!∗Lξ ≃ j!aja,!Lξ, by the equivalence (3.2.3), we deduce that the map
Ext∗AW−dgmod(M
dg
a,ξ,M
dg
a′,ξ)→ Ext∗AW−dgmod(P dga,ξ,Mdga′,ξ),
induced by the morphism P dga,ξ → Mdga,ξ, is an isomorphism. By the formality of these modules (see
Proposition 3.2.4) and by Theorem 1.3.3, we deduce that the similar map of Ext∗-spaces in the category
D(AW −mod) is an isomorphism. In particular, we deduce the vanishing of Ext>0AW (Ma,ξ,Ma,ξ′). Now
the last assertion follows from the isomorphism
Ext∗G(ja,!Lξ′ , ja,!Lξ) = Ext∗G(Lξ′ , j!aja,!Lξ) =
Ext∗
G
(Lξ′ ,Lξ) = H∗Ga(pt, (ξ′)∨ ⊗ ξ) = HomGa/G0a(ξ′, ξ ⊗H∗G0a(pt)),
where in the last equality we used Lemma 1.4.1(ii). 
To proceed with constructing a semiorthogonal decomposition we need the following result based on
some information about irreducible representations of the component groups Ga/G
0
a appearing in the
Springer representation. We also use the classification of nilpotent orbits for exceptional groups and the
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calculation of their centralizers (see [51, Ch. 22]). We specify the type of a nilpotent orbit by the class of
the corresponding distinguished nilpotent in a Levi subgroup, as in [51, Sec. 3.3.6].
Lemma 3.3.2. For every nilpotent a ∈ g the algebra
(3.3.1) Ea := EndGa/G0a⋉Ba(
⊕
ξ:(a,ξ)∈Spr
ξ ⊗Ba),
where Ba := H
∗
G0a
(pt), has finite global dimension.
Proof. Let us write Ea = Ea(G) to stress the dependence on G. Note that if G is the quotient of G˜ by a
finite central subgroup then we have an isomorphism of algebras Ea(G) ≃ Ea(G˜). Indeed, in this case the
natural map H∗
G˜0a
(pt)→ H∗
G0a
(pt) is an isomorphism, the corresponding homomorphism of the component
groups ρ : G˜a/G˜
0
a → Ga/G0a is surjective, and the characters of G˜a/G˜0a appearing in the Springer
correspondence for G˜ are obtained by composing the similar characters of Ga/G
0
a with ρ. On the other
hand, if G is the quotient of G˜ by a connected subgroup of the center then Ea(G˜) ≃ Ea(G)[t1, . . . , tk].
Thus, it is enough to prove the assertion in the case when G is almost simple. Furthermore, we can
replace G by any isogenous group.
If Ga is connected then the algebra Ea is isomorphic to Ba which is an algebra of polynomials, so
it has finite global dimension. In particular, this is the case for all nilpotent orbits in type A (for the
adjoint group).
On the other hand, if for some nilpotent orbit Oa all irreducible representations of Ga/G
0
a appear in
the Springer correspondence then
Ea = EndGa/G0a⋉Ba(Pa), where Pa =
⊕
ξ∈Irr(Ga/G0a)
ξ ⊗Ba.
Since Pa is a projective generator of the category of Ga/G
0
a⋉Ba and since Ga/G
0
a⋉Ba has finite global
global dimension, it follows that Ea has finite global dimension.
Now, assume G is a symplectic or a special orthogonal group. In this case for any nilpotent a one has
Ga/G
0
a ≃ (Z/2)k. Using the explicit description of the Springer correspondence in this case (see [53]) we
see that there exists a surjection π : Ga/G
0
a → F such that the action on Ba factors through F and the
set characters of Ga/G
0
a appearing in the Springer representation is a union of cosets for the subgroup
πˆ(F̂ ) ⊂ Ĝa/G0a (see §5 for details in the orthogonal case, the symplectic case is similar). Note that if the
characters ξ and ξ′ of Ga/G
0
a belong to different cosets then the projective modules ξ ⊗Ba and ξ′ ⊗Ba
are mutually orthogonal in D(Ga/G
0
a⋉Ba). Indeed, this immediately follows from the fact that ξ and ξ
′
have different restrictions to the subgroup ker(π) ⊂ Ga/G0a that acts trivially on Ba. Next, for a given
coset C = ξ0 + π̂(F̂ ) we have
(3.3.2) End
⊕
ξ∈C
ξ ⊗Ba
 ≃ End
 ⊕
ξ∈π̂(F̂ )
ξ ⊗Ba
 ≃ F ⋉Ba,
where the first isomorphism is induced by the functor of tensoring with ξ0. The algebra F ⋉Ba has finite
global dimension, so we are done in this case.
To deal with exceptional groups we use the explicit calculations of the Springer correspondence for the
corresponding adjoint groups (see [17, Sec. 13.3]). For types E6 and E7 all irreducible representations of
the component groups Ga/G
0
a appear in the Springer correspondence, so the assertion follows in these
cases. For the remaining types G2, F4 and E8 the only nilpotent orbits for which not all representations
of the component group are present, are the orbits G2(a1), F4(a3) and E8(a7). However, in all these
cases the group G0a has trivial reductive part, so that Ba = k and Ea is a semisimple algebra, hence of
finite global dimension. 
For a set S of nilpotent orbits forming a stratification of a closed subset in N , let SprS , DG,SprS be
as in Proposition 3.2.2(ii). Let also CS ⊂ D(AW − mod) be the thick subcategory generated by the
projective modules Pa,ξ associated with the elements of SprS .
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Theorem 3.3.3. (i) For each nilpotent orbit Oa let Ca ⊂ D(AW−mod) be the thick subcategory generated
by all the modules Ma,ξ, where (a, ξ) ∈ Spr. Then Ca is admissible, Ca ≃ Df (Eopa ), where Ea is given by
(3.3.1), and we have
Ext∗AW (Ca, Ca′) = 0
whenever Oa′ is not in the closure of Oa.
(ii) Let S be a set of nilpotent orbits forming a stratification of a closed subset in N . For any ordering S =
{a1, . . . , an} such that Oai is in the closure of Oaj only if i < j, we have a semiorthogonal decomposition
into admisible subcategories
CS = 〈Can , . . . , Ca1〉.
Also, for any (a, ξ) ∈ SprS we have an exact triangle
(3.3.3) K → Pa,ξ →Ma,ξ → . . .
in D(AW −mod) with K ∈ CS′ , where S′ is the set of orbits in Oa \Oa.
(iii) Let {a1, . . . , ar} be an ordering of all nilpotent orbits such that Oai is in the closure of Oaj only if
i < j. Then we have a semiorthogonal decomposition into admissible subcategories
Df (AW ) = 〈Da1 , . . . ,Dar〉,
where Da is generated by all the modules Na,ξ with (a, ξ) ∈ Spr. For each a we have an equivalence
Da ≃ Df (Eopa ).
Proof. (i) Using Lemma 1.1.1, Proposition 3.3.1(ii) and Lemma 3.3.2, we see that Ca is admissible and is
equivalent to Df (Eopa ). The required semiorthogonalities follow from Proposition 3.3.1(i).
(ii) Using part (i) we see that the subcategory
C˜S := 〈Can , . . . , Ca1〉 ⊂ D(AW −mod)
is admissible. We have to check the equality of subcategories C˜S = CS . Replacing S by the closure of
a given orbit Oa ∈ S we can assume that S is the set of all orbits in the closure of Oa (so a = an).
By induction, we can assume that the assertion holds for S′ = S \ {Oa}. First, let us check that Pa,ξ
belongs to C˜S for all ξ. Indeed, by Lemma 1.3.4, it is enough to check the same statement in the
derived category of DG-modules over AW . Using an equivalence (3.2.3) this reduces to showing that the
object Sa,ξ ∈ DG(N ) belongs to the subcategory generated by (ja,!Lξ)(a,ξ)∈SprS . But this follows from
Proposition 3.2.2(ii).
Next, the semiorthogonal decomposition
C˜S = 〈Ca, CS′〉
shows that CS′ = ⊥Ca, the left orthogonal to Ca in C˜S. We already know that Pa,ξ ∈ C˜S . Hence, the
object K from the exact triangle (3.3.3) is also in C˜S . Now by Proposition 3.3.1(ii), we have
Hom(K,Ma,ξ′) = 0 for (a, ξ
′) ∈ Spr .
This implies that K is in ⊥Ca = CS′ .
Finally, using the triangles (3.3.3) we see that the category C˜S , generated by CS′ and the modules
Ma,ξ, is equal to CS.
(iii) This is obtained from (ii) using the duality RHomH∗
G
(pt)(?, H
∗
G
(pt)) (see Corollary 3.2.5). 
Remarks 3.3.4. 1. Kato proved that the natural morphism Pχ →Mχ is surjective and that
Mχ = Pχ/(
∑
χ′<χ,f :Pχ′→Pχ
Im f)
(see the proof of [41, Cor. 3.6]).
2. Parts (i) and (ii) of Theorem 3.3.3 can be deduced without using the formality of AdgW and M
dg
a,ξ, but
instead using some results from [39] (see [1, Sec. 4]).
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Proposition 3.3.5. Let G be the adjoint simple group of type G2 or F4. Then the semiorthogonal
decomposition of Theorem 3.3.3 can be further refined to match the motivic decomposition (0.0.1).
Proof. When Ga is not connected the subcategory Ca has a further semiorthogonal decomposition. In the
case when Ga/G
0
a acts trivially on Ba we just have an orthogonal decomposition numbered by irreducible
representations of Ga/G
0
a. Let us go over other cases.
For type G2 the only orbit that has a nontrivial component groupGa/G
0
a is the orbit G2(a1) for which
Ba = k, so that we have further orthogonal decomposition of the corresponding subcategory Ca into the
pieces numbered by the irreducible representations of Ga/G
0
a = S3.
For type F4 the only orbits with nontrivial Ga/G
0
a and nontrivial reductive part Ra of G
0
a are the
orbits A˜1, A2, B2 and C3(a1). In all of these cases Ga/G
0
a = S2. We claim that in all four cases the
nontrivial generator Ga/G
0
a acts on SpecH
∗
G0a
(pt) = SpecH∗Ra(pt) as a reflection. For the orbit C3(a1)
the group Ra has type A1, so this is automatic. For the orbits A˜1 and A2 the group Ra has types A3
and A2, respectively. Note that Ga/G
0
a acts on H
∗
G0a
(pt) via the natural homomorphism from Ga/G
0
a
to the group of outer automorphisms of G0a. Hence, it is enough to check that the outer automorphism
of Ra acts on SpecH
∗
Ra
(pt) by a reflection. But this action is induced by the automorphism x 7→ −x of
the Cartan subalgebra, hence it preserves polynomial invariants of degree 2 and 4 and acts by −1 on the
invariant of degree 3, and the assertion follows in this case. Finally, for the orbit B2 the group Ra has
type A1 + A1, so the algebra of invariant polynomials is generated by two quadratic polynomials on the
Cartan subalgebra t of the Lie algebra of Ra. Since the action of any involution on t has at most one −1
eigenvalue on S2t, our claim follows.
The fact that the pieces of the semiorthogonal decomposition match with those of the motivic decom-
position (0.0.1) follows from Propositions 2.1.6 and 2.2.2. 
Remark 3.3.6. For E6 we get a semiorthogonal decomposition with one noncommutative block corre-
sponding to the nilpotent orbit of type A2. Indeed, one can see from the list of nilpotent orbits (see
[51, Ch. 22]) that the only other orbit with nontrivial Ga/G
0
a and nontrivial reductive part Ra of G
0
a
is the orbit D4(a1), for which the reductive part of the centralizer is the 2-dimensional torus, on which
Ga/G
0
a ≃ S3 acts in a standard way. So we can refine the corresponding piece of the semiorthogonal
decomposition of Theorem 3.3.3 using the same Theorem for the S3-action. The appearance of the non-
commutative block for the nilpotent orbit of type A2 is due to the fact that in this case the component
group Ga/G
0
a = Z/2 of the centralizer swaps the two copies of A2 in the reductive part A2 + A2 of
G0a. To check this one can use the realization of G = E6 as the centralizer of a subgroup S of type A2
in E8 (see [51, Ch. 16]). Then the reductive part of the centralizer is obtained as CR(S), where R is
the reductive part of the centralizer of our nilpotent element in E8. As proved in [51, Ch. 15], R is the
semidirect product of E6 with Z/2, acting on E6 by the graph automorphism. Now we have to look at
the subgroup A2 in E6, invariant under the graph automorphism, take its centralizer and see how the
graph automorphism acts on it. This A2 is generated by α2 and by the maximal root, so the centralizer
will have A2’s generated by α1, α3 and by α5, α6. It remains to observe that the graph automorphism
swaps these two A2’s.
3.4. Equivariant cohomology of the Springer fibers. In this section we discuss a description of the
equivariant cohomology of the Springer fibers as coordinate rings of some linear arrangements, due to
Goresky-MacPherson (see [30, Thm. 3.1]) and Kumar-Procesi (see [46]). Note that [30] and [46] assume
G to be semisimple, while we only assume it to be connected reductive, however, one can check that
the constructions and arguments of [30] and [46] still go through in this case. In fact, we are mainly
interested in the case G = GLn (due to the assumption (†) below).
We start with a nilpotent a ∈ g which is a principal nilpotent in the Lie algebra of a Levi subgroup
L ⊂ P of some parabolic subgroup P ⊂ G. Define the torus Ta ⊂ L as the connected component of 1
in the center of L. Note that a is a distinguished nilpotent in L, hence, Ta is a maximal torus in G
0
a,
the connected component of 1 in the centralizer of a in G (see [37, Sec. 4.7]). Let T ⊂ L be a maximal
torus, and let t (resp., ta) be the Lie algebra of T (resp., Ta).
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We define the linear arrangement associated with (a,L) as above, to be the following union of linear
subspaces in ta × t
(3.4.1) Za = ∪w∈W (id× w)∆(ta) ⊂ ta × t,
where ta ⊂ t is the Lie algebra of Ta ⊂ T, ∆ : ta → ta× t is the diagonal embedding, and W = NG(T)/T
is the Weyl group of G acting on t. We view Za as a subscheme in the affine space ta × t, equipped with
the reduced scheme structure, and denote by
C[Za] = S(t
∗
a)⊗ S(t∗)/I(Za)
the corresponding coordinate ring (where I(Za) is the ideal of polynomials vanishing on Za). Note that
the natural projection Za → ta is a finite surjective morphism. Also, Za is a cone, so the algebra C[Za]
is naturally graded.
Let us make the following assumption:
(†) the restriction homomorphism H∗(X,C)→ H∗(Xa,C) is surjective.
For example, this assumption is satisfied in the case of type A, due to the work of Spaltenstein [65].
Under the assumption (†) there is an isomorphism of graded algebras (see [30, Thm. 3.1], [46])
(3.4.2) C[Za]
∼✲ H∗
Ta
(Xa,C),
where the standard grading on the ring of functions on Za is doubled. This isomorphism fits into the
commutative diagram (which uniquely determines it)
(3.4.3)
S(t∗a)⊗ S(t∗)
χ✲ H∗Ta(X,C)
C[Za]
❄ ∼✲ H∗Ta(Xa,C),
❄
where the vertical arrows are induced by the embeddings Za →֒ ta× t and Xa →֒ X , and χ is induced by
the natural map
S(t∗) = H∗
T
(pt)
β✲ H∗
G
(X)→ H∗
Ta
(X)
and by the standard action of S(t∗a) = H
∗
Ta
(pt) on H∗
Ta
(X). Here the map β is defined in [46] by
β(λ) = c1(Lλ), where Lλ is the G-equivariant line bundle on X associated with a character λ : T→ Gm,
and c1 denotes the G-equivariant first Chern class. It is easy to see that β coincides with the natural
isomorphism obtained using the identification X = G/B (see (3.1.3)).
Recall that Xa is equivariantly formal (since its cohomology is concentrated in even degrees). Hence,
by Lemma 1.4.2, we have
(3.4.4) H∗
G0a
(Xa) ≃ H∗Ta(Xa)Wa ,
where Wa is the Weyl group attached to the maximal torus Ta ⊂ G0a.
Lemma 3.4.1. Assume condition (†) holds.
(i) The Springer action of W on H∗
Ta
(Xa,C) corresponds under (3.4.2) to the action of W on Za given
by the action on the second component.
(ii) The natural action of Wa on H
∗
Ta
(Xa,C) corresponds under (3.4.2) to the action of Wa on Za given
by the action on the first component.
Proof. (i) Since the restriction homomorphism H∗
Ta
(X,C)→ H∗
Ta
(Xa,C) is compatible with the Springer
W -action (see Lemma 3.1.2(i)), it is enough to check that the homomorphism χ from diagram (3.4.3) is
compatible with the W -actions. In other words, it is enough to check that the natural isomomorphism
H∗
T
(pt) ≃ H∗
G
(G/T,C) ≃ H∗
G
(G/B,C)
is compatible with W -actions. But this follows immediately from Lemma 3.1.2(ii).
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(ii) It is enough to check that the surjective map
S(t∗a)⊗ S(t∗)→ C[Za]
∼✲ H∗Ta(Xa)
is Wa-equivariant, where Wa acts naturally on S(t
∗
a) and acts trivially on S(t
∗). But this follows from
the fact that the restriction of χ to S(t∗) is the homomorphism
S(t∗) ≃ H∗
G
(X)→ H∗
G0a
(X)→ H∗
G0a
(Xa) ≃ H∗Ta(Xa)Wa →֒ H∗Ta(Xa).

Remark 3.4.2. Kumar and Procesi in [46] sketch a proof of the compatibility with W -actions, similar
to the one in Lemma 3.4.1(i), for the induced identification of the non-equivariant cohomology of the
Springer fiber Xa.
Let us consider the geometric quotient
(3.4.5) Za = Za/Wa
of Za with respect to the Wa-action induced by the action on the first factor of the product ta × t.
Proposition 3.4.3. Assume that (†) holds. Then we have an isomorphism of S(t∗a) ⊗ S(t∗)-modules
(resp. S(t∗a)
Wa ⊗ S(t∗)-modules) compatible with the algebra structures and the W -action,
H∗Ta(Xa,C) ≃ C[Za] (resp., H∗G0a(Xa) ≃ C[Za]).
Furthermore, the schemes Za and Za are Cohen-Macaulay, and the natural projections Za → ta and
Za → ta/Wa are flat.
Proof. The first assertion follows the isomorphisms (3.4.2) and (3.4.4) and Lemma 3.4.1. To prove the
second assertion, we note that by the equivariant formality ofXa, the equivariant cohomologyH
∗
Ta
(Xa,C)
(resp., H∗
G0a
(Xa)) is free of finite rank over H
∗
Ta
(pt) ≃ S(ta) (resp., H∗G0a(pt) ≃ S(t
∗
a)
Wa). Hence, we
deduce that the projection Za → ta (resp., Za → ta/Wa) Applying the Hironaka’s criterion (see [24, Cor.
18.17]) we deduce that Za (resp., Za) is Cohen-Macaulay. 
Remarks 3.4.4. 1. There exist other descriptions of the cohomology of Springer fibers, still under the
assumption (†), see [20], [15], [47].
2. By Lemma 1.4.1(ii), we have
H∗
Ga
(Xa,C) ≃ H∗G0a(Xa,C)
Ga/G
0
a .
Hence, from Proposition 3.4.3 we get in the above situation
H∗
Ga
(Xa,C) ≃ C[Za]Ga/G0a
provided (†) holds. It is easy to see using [30, Thm. 1.3] that the latter isomorphism holds under the
weaker assumption that the homomorphism
(3.4.6) H∗
Ga
(X,C)→ H∗
Ga
(Xa,C)
is surjective. For example, this holds if Ga/G
0
a acts trivially on H
∗
G0a
(pt) and the image of the restriction
homomorphism H∗(X,C)→ H∗(Xa,C) coincides with the subspace of Ga/G0a-invariants in H∗(Xa,C).
3.5. The case of type A. In this section we specialize to the case G = GLn, so that W = Sn. In this
case nilpotent orbits are parametrized by partitions of n. For a partition λ of n, the reductive part of the
centralizer of the corresponding nilpotent element aλ is Gλ =
∏
i(GLri)
i, where ri are multiplicities of
parts of λ. In particular, Gλ is connected. The Springer correspondence associates with a nilpotent orbit
Oλ the irreducible representation of Sn in the top degree cohomology of the corresponding Springer fiber
Xλ := Xaλ , which is known to be the usual representation Lλ of Sn corresponding to λ (e.g., L(n) = 1
is the trivial representation, L(1)n = δ, is the sign representation, where (1)
n is 1 repeated n times). We
use the dominance partial ordering ≤ on partitions of n defined by λ ≥ µ if λ1 + . . .+ λi ≥ µ1 + . . .+ µi
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for all i ≥ 1. Note that (n) is the biggest partition and (1)n is the smallest. It is well known (see [28])
that this order corresponds to the adjacency order of nilpotent orbits, i.e., Oµ ⊂ Oλ if and only if µ ≤ λ.
We will use the following property of this ordering.
Lemma 3.5.1. Let λ(1), . . . , λ(s) and µ(1), . . . , µ(s) be partitions with
|λ(1)|+ . . .+ |λ(s)| = |µ(1)|+ . . .+ |µ(s)| = n,
and let λ (resp., µ) be the partition of n obtaining by taking all the parts of the partitions λ(1), . . . , λ(s)
(resp., µ(1), . . . , µ(s)). Assume that λ(i) ≥ µ(i) for i = 1, . . . , s. Then λ ≥ µ. If in addition, λ(i) > µ(i)
for at least one i then λ > µ.
Proof. This becomes apparent from the following reformulation of the condition λ ≥ µ: for every k ≥ 1
and for every collection of k parts of µ, µi1 , . . . , µik (where i1, . . . , ik are distinct), there exists a collection
of k parts of λ, λj1 , . . . , λjk with
λj1 + . . .+ λjk ≥ µi1 + . . .+ µik .

We can identify the Lie algebra of a maximal torus t ⊂ g with the standard n-dimensional representa-
tion of Sn, so that H
∗
T
(pt) = S(t∗) ≃ C[x1, . . . , xn] and
A := ASn = Sn ⋉C[x1, . . . , xn],
where deg(x1) = . . . = deg(xn) = 2, while the elements of Sn have degree 0.
For each partition λ, |λ| = n, the maximal torusTλ inGλ consists of diagonal matrices diag(t1, . . . , tn) ∈
GLn such that t1 = . . . = tλ1 , tλ1+1 = . . . = tλ1+λ2 , etc. Its Lie algebra tλ ⊂ t is described by the same
equations inside t. The subgroup
Sλ =
∏
k
Sλk ⊂ Sn
is the pointwise stabilizer of tλ. Let Hλ ⊂ Sn be the normalizer of Sλ:
Hλ = Sλ ⋊Wλ,
where
Wλ =
∏
i
Sri
(ri is the multiplicity of i in λ). Note that Hλ is exactly the set of w ∈ Sn such that w(tλ) = tλ.
On the other hand, tλ is the maximal torus in the reductive part of the centralizer Gλ, and Wλ is the
corresponding Weyl group. Hence, the algebra H∗
Gλ
(pt) can be identified with
Rλ := S(t
∗
λ)
Wλ = O(tλ/Wλ)
(note that Rλ is isomorphic to a polynomial algebra). Thus, the pieces of the semiorthogonal decompo-
sition of DbSn(A
n) obtained from Theorem 3.3.3 have form Db(tλ/Wλ).
For a partition λ, |λ| = n, let
Pλ = O(t)⊗ Lλ.
be the standard A-projective modules. Also, let Mλ and Nλ be the A-modules obtained from the
Springer correspondence (see Definition 3.2.3). Let us restate some of the results of Theorem 3.3.3 and
of Propositions 3.3.1 and 3.2.4(iv) in the type A case.
Theorem 3.5.2. (i) For each partition λ, |λ| = n, we have isomoprhisms
(3.5.1) RHomA(Mλ,Mλ) ≃ RHomA(Nλ, Nλ) ≃ Rλ,
compatible with the O(t)Sn -action. Let 〈Mλ〉 (resp., 〈Nλ〉) denote the thick subcategory of Df (A) gener-
ated by Mλ (resp., 〈Nλ〉). Then these subcategories are admissible subcategory and we have equivalences
〈Mλ〉 ≃ 〈Nλ〉 ≃ Df (Rλ) = Perf(Rλ).
Furthermore, Mλ and Nλ are projective as Rλ-modules.
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(ii) One has
RHomA(Pµ,Mλ) = RHomA(Mµ,Mλ) = RHomA(Nλ, Nµ) = 0 for µ 6≥ λ.
(iii) For any set S of partitions of n, closed under passing to smaller elements with respect to the domi-
nance order, we have
CS := 〈Pλ | λ ∈ S〉 = 〈Mλ | λ ∈ S〉.
For any ordering S = {λ1 < . . . < λk} refining the dominance order, the subcategories 〈Mλk〉, . . . , 〈Mλ1〉
form a semiorthogonal decomposition of CS. Furthermore, for every λ we have an exact triangle
(3.5.2) K → Pλ →Mλ → . . .
in Df (A) such that K ∈ 〈Pµ | µ < λ〉.
(iv) Let λ1 < . . . < λp(n) be an ordering refining the dominance order. Then we have a semiorthogonal
decomposition
Df (A) = 〈〈Nλ1〉, . . . , 〈Nλp(n)〉〉.
Remark 3.5.3. By Proposition 2.1.6, the pieces of our semiorthogonal decompositions in Theorem 3.5.2
automatically match those predicted by Conjecture A for the action of Sn on A
n. It is not hard to match
them explicitly. First, we observe that tλ = t
wλ , where wλ ∈ Sn is the permutation with the cycle type
λ. Next, the centralizer Cλ of wλ in Sn is the semidirect product
Cλ = C
0
λ ⋊Wλ,
where
C0λ =
∏
k
Z/λk.
The action of Cλ on tλ factors through Wλ, so we get
tλ/Wλ = t
wλ/C(λ).
Note that our two semiorthogonal decompositions of Df (A), in terms of the modules (Mλ) and (Nλ),
are both natural but from different point views. Theorem 3.5.2(iii) shows that the modules (Mλ) ap-
pear simply from the semi-orthogonalization procedure applied to the projective modules (Pλ) and the
dominance order (in Section 3.6 we will also show that they appear from the semi-orthogonalization
procedure applied to certain induced A-modules). On the other hand, the isomorphism of Proposition
3.4.3 leads to a geometric interpretation of the modules Nλ = Naλ . It is this identification that will allow
us to globalize this picture in Section 4.1. Namely, the nilpotent aλ is the principal nilpotent in the Levi
subgroup L =
∏
k GLλk , so we can associate the schemes Zλ and Zλ to it (see (3.4.1) and (3.4.5)).
Proposition 3.5.4. For each partition λ (with |λ| = n) we have an isomorphism of graded A-modules
Nλ ≃ C[Zλ],
where the grading on the right is doubled.
Proof. By Proposition 3.2.4,
Nλ ≃ H∗Gλ(Xλ,C).
Now the required isomorphism follows from Proposition 3.4.3. Note that the assumption (†) is satisfied
in this case (see [65]). 
Note that the linear spaces constituting Zλ are in bijection with Sn/Sλ. Thus, the components of
Zλ = Zλ/Wλ are numbered by Sn/Hλ. Hence, the components of Zλ and of Sn · tλ are in bijection.
Furthermore, it is easy to see that the projection
(3.5.3) πλ : Zλ → Sλ := Sn · tλ
is finite, surjective and is an isomorphism over the general point of each component (where we equip Sλ
with the reduced scheme structure).
We are going to show now how the isomorphism of Proposition 3.4.3 can be used to deduce that the
stratum Sλ is Cohen-Macauley in some cases.
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Proposition 3.5.5. If all parts in λ are equal then the map πλ (see (3.5.3)) is an isomorphism. Thus,
in this case we have an isomorphism
H∗
Gλ
(Xλ) ≃ C[Sλ]
of graded algebras (where the grading on C[Sλ] is doubled).
Proof. Note that Zλ is a reduced closed subscheme of tλ/Wλ × Sλ ⊂ tλ/Wλ × t. Thus, to show that
πλ is an isomorphism, it is enough to construct a morphism Sλ → tλ/Wλ, such that the composition
Zλ → Sλ → tλ/Wλ is the natural projection. Let λ = (m)p, where n = mp. Then tλ is the image of the
embedding
im : A
p → An : (y1, . . . , yp) 7→ (y1, . . . , y1, y2, . . . , y2, . . . , yp, . . . , yp)
where each yi is repeatedm times. Note thatWλ = Sp so C[ta/Wλ] is just the ring of symmetric functions
in (y1, . . . , yp). Now we observe that if ei(·) are elementary symmetric functions then e1(y), . . . , ep(y)
can be expressed as some universal polynomials in e1(im(y)), . . . , ep(im(y)). These universal polynomials
give us the required map t→ tλ/Wλ which we then restrict to Sλ.
Now the isomorphism with the equivariant cohomology of Xλ follows from Proposition 3.4.3. 
Corollary 3.5.6. If all parts in λ are equal then Sλ is Cohen-Macaulay.
Proof. Combine Proposition 3.5.5 with Proposition 3.4.3. 
Corollary 3.5.7. For λ = (m)p there is an isomorphism of graded spaces
(3.5.4) C[y1, . . . , yp]
Sp ⊗H∗/2(Xλ,C) ≃ C[Sλ].
Remark 3.5.8. It was proved in [26] that Sλ is Cohen-Macaulay for all λ = ((m)
s, (1)r), where r < m.
The above Corollary 3.5.6 gives a more direct proof in the case r = 0. The isomorphism (3.5.4) allows to
compute the character of C[Sλ], as a graded Sn-representation, still in the case r = 0. Namely, (3.5.4)
reduces this to computing the character of H∗(Xλ,C), which can be realized as the stalk of the Springer
sheaf A. Then its character can be computed using the decomposition (3.1.1) together with [52, Thm.
2]. The formula for the character of C[Sλ] was also deduced in [26] by different methods.
3.6. Induced modules in type A. For each λ, a partition of n, let us consider the induced represen-
tations of Sn,
Iλ = Ind
Sn
Hλ
O(tλ).
We view Iλ as an A-module using the restriction homomorphism O(t)→ O(tλ), which is compatible with
Hλ-action.
Lemma 3.6.1. One has as O(t)Sn-modules:
HomA(Pλ, Iµ) =
{
0 λ 6≥ µ
O(tµ)Wµ λ = µ.
Proof. We have
HomA(Pλ, Iµ) = HomSn(Lλ, Iµ)
By Lemma 3.6.2 below, this is equal to
HomSn(Lλ, Ind
Sn
Sµ
1)⊗O(tµ)Wµ .
It follows from Pieri’s formula that IndSnSµ 1 is a direct sum of Lγ with γ ≥ µ, such that Lµ occurs with
multiplicity one. This immediately implies our assertion. 
We have used the following lemma.
Lemma 3.6.2. We have
Iµ ∼= IndSnSµ 1⊗O(tµ)Wµ
as Sn ⊗O(t)Sn-modules (with Sn acting trivially on O(tµ)Wµ).
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Proof. We observe that Wλ =
∏
i Sri acts as a reflection group on tλ. The harmonic decomposition
(which is a part of the Shephard-Todd’s characterization of complex reflection groups; see e.g., [14, Thm.
4.1]) yields
O(tµ) = k[Wµ]⊗O(tµ)Wµ
as Wµ-modules and hence as Hµ-modules. Applying Ind
Sn
Hµ
yields the result. 
From now on we fix a total ordering ≺ on partitions of n which refines the dominance ordering.
Let Bλ be the thick subcategory of Df (A) generated by Pǫ, ǫ  λ. In particular, B[1···1] = Df (A). By
Theorem 3.5.2, we know that Bλ is admissible and that
Bλ = 〈Mǫ | ǫ  λ〉.
Also, the subcategories 〈Mµ〉, ordered in decreasing order of µ for ≺, form a semiorthogonal decomposition
of Df (A). In particular, any subsegment of (Mµ) generates an admissible subcategory.
Let Aλ be the thick subcategory of Df (A) generated by Iµ, µ  λ.
Proposition 3.6.3. One has
Aλ = 〈Mµ | µ  λ〉.
In particular, Aλ is admissible and we have a semiorthogonal decomposition
Df (A) = 〈Aλ,Bγ〉,
where γ is the predecessor to λ for ≺. Also, there exists an exact triangle
(3.6.1) Mλ → Iλ → C → . . .
with C ∈ Aτ , where τ is the successor of λ. In other words, Mλ is obtained from Iλ by left orthogonal-
ization with respect to the subcategory Aτ generated by Iµ with µ ≻ λ.
Proof. By induction we may assume thatAτ is generated byMµ for µ  τ . In particular, Aτ is admissible.
Let M be the left orthogonalization of Iλ with respect to Aτ . Since M is right orthogonal to Bγ (by
Lemma 3.6.1) and left orthogonal to Mµ, µ  τ , we obtain that M is in the triangulated subcategory
〈Mλ〉 ⊂ Df (A) generated by Mλ.
Recall that by Theorem 3.5.2,
(3.6.2) 〈Mλ〉 ∼= Perf(Rλ)
where Rλ = EndA(Mλ) = O(tλ)Wλ , and the equivalence is given by RHomA(Mλ,−). From the exact
triangle (3.5.2) and from the vanishing of Theorem 3.5.2(ii), since M ∈ 〈Mλ〉, we deduce an isomorphism
RHomA(Mλ,M) = RHomA(Pλ,M).
Next, from Lemma 3.6.1 we deduce
RHomA(Pλ,M) = RHomA(Pλ, Iλ) = O(tλ)Wλ .
A priori this isomorphism is only asO(t)Sn -modules. However, it is sufficient to conclude thatRHomA(Mλ,M)
is Cohen-Macaulay and hence a projective Rλ-module. Since its rank is equal to 1, we get that
RHomA(Mλ,M) ∼= Rλ
as Rλ-modules. Since M ∈ 〈Mλ〉, using the equivalence (3.6.2) we deduce an isomorphism M ∼=Mλ. We
conclude that Mλ is in Aλ, finishing the proof. 
Corollary 3.6.4. The subcategory Aλ consists of C ∈ Df (A) such that HiC, as Sn-modules, have only
Lµ with µ  λ as summands.
Corollary 3.6.5. The morphism of modules Mλ → Iλ from (3.6.1) is injective and its localization over
a dense open subset of Spec(Rλ) is an isomorphism.
Proof. It is easy to check that if tλ ⊂ wtµ for some w ∈ Sn then λ ≥ µ. This implies that all the
modules Iµ with µ > λ are zero over the generic point of Spec(Rλ), so the triangle (3.6.1) implies that
the morphism Mλ → Iλ is an isomorphism over the generic point of Spec(Rλ). Since Mλ is projective as
Rλ-module, the injectivity follows. 
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Remarks 3.6.6. 1. One can check that in fact C from the exact triangle (3.6.1) lies in the subcategory
〈Mµ | µ > λ〉.
2. Kato’s result that the natural morphism Pλ → Mλ is surjective (see [41, Cor. 3.6]) together with
Corollary 3.6.5 imply that the module Mµ is exactly the image of the morphism of A-modules
Pµ → Iµ
corresponding to 1 ∈ O(tµ)Wµ = HomA(Pµ, Iµ).
4. Actions on powers of a curve
In this section we construct semiorthogonal decompositions of the derived category of equivariant
coherent sheaves on Cn, where C is a smooth curve, with respect to various natural groups. We start
with the case of Sn acting by permutations of components, and end with the case of G
n ⋊ Sn, where G
is any finite group acting on C.
4.1. Semiorthogonal decomposition for the action of Sn on C
n. Let C be a smooth curve over C.
In this section we will prove Theorem B, stating that the functors Nλ defined via diagram (0.0.3) give a
semiorthogonal decomposition of the category DbSn(C
n).
The main observation is that for C = A1 this statement reduces to Theorem 3.5.2. Indeed, we can
identify Cn = An with the Lie algebra of a maximal torus t in GLn, C[λ] ⊂ Cn with tλ, C(λ) with tλ/Wλ,
and Zλ(A
1) with the variety (3.4.5). Hence, by Proposition 3.5.4, we get
Nλ(OA1[λ]/Wλ) ≃ Nλ,
where Nλ are the Sn ⋉ O(t)-modules given by the equivariant cohomology of the Springer fibers. More
generally, in the notation of Section 3.5 we have the following commutative diagram of functors
Db(A1[λ]/Wλ)
Nλ✲ DbSn(An)
Df (Rλ)
≃
❄
?⊗Nλ✲ Df (A)
≃
❄
Therefore, Theorem 3.5.2 gives the required semiorthogonal decomposition for C = A1.
The rest of the proof consists of reducing the statement for arbitrary C to the local case C = A1. For
this we analyze the geometry of the diagram (0.0.3) over a formal neighborhood of a point x ∈ Cn. Thus,
we have to analyze the natural Wλ × Sn-equivariant map
fλ : Zλ(C)→ Cn,
given by the projection to the second component, over a neighborhood of x (hereWλ acts trivially on C
n).
Note that the image of fλ is Sn·C[λ], hence, it is enough to consider the case when x = (x1, . . . , xn) ∈ C[λ].
However, x can be a non-generic point of C[λ], i.e., in addition to the equalities (0.0.2) there may be
some extra equalities xi = xj , so that the stabilizer subgroup Stx of x in Sn may be bigger than Sλ.
The following point of view on varieties Zλ(C) will be convenient. We replace the partition λ by
any decomposition P = (Lp)p∈P of the set {1, . . . , n} into (unordered) non-empty disjoint subsets:
{1, . . . , n} = ⊔p∈PLp. The partition λ is recovered by considering the cardinalities |Lp|. The group
Sn acts on such decompositions by wP = (wLp)p∈P 2. We denote by HP ⊂ Sn the subgroup of w such
that wP = P , and by WP the quotient of HP by the subgroup of permutations preserving each subset
Lp.
Let C[P ] ⊂ Cn be the subvariety consisting of (cs) such that cs = cs′ whenever s, s′ ∈ Lp for some
p (one has C[P ] ≃ CP ). Then we can define a subscheme ZP(C) ⊂ C[P ] × Cn as the union (with
reduced scheme structure) of the graphs of the composed maps C[P ] ι✲ Cn w✲ Cn, where ι is the
2The marking of the parts is not part of the data. For example, the decomposition P = ({1, 2}, {3, 4}) is preserved by
the permutation (13)(24).
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natural embedding and w runs through Sn. It is equipped with a natural action of the group WP × Sn.
Let fP : ZP(C) → Cn denote the morphism induced by the projection to the second factor. For any
permutation w ∈ Sn we have a commutative diagram
ZP(C)
w × id✲ ZwP(C)
Cn
fP
❄ id ✲ Cn
fwP
❄
where we use the isomorphism C[P ]→ C[wP ] induced by w. This gives a natural isomorphism
(4.1.1) fP,∗O ≃ fwP,∗O
compatible with the Sn-action and with the action of WP ≃ WwP . Note that the above picture works
similarly with {1, . . . , n} replaced by any finite set.
For each λ, a partition of n, we can consider the decomposition Pλ into the subsets {1, . . . , λ1},
{λ1+1, . . . , λ1+λ2}, etc. Then we recover the previously defined schemes C[λ] = C[Pλ], Zλ(C) = ZPλ(C),
and we have fλ = fPλ , Hλ = WPλ , Wλ = WPλ . Thus, for any decomposition P we have an Sn-
isomorphism fP,∗O ≃ fλ,∗O, where λ is the partition of n given by the sizes of the subsets forming
P .
We can view a decomposition P = (Lp)p∈P as a surjective map
ψ : {1, . . . , n} → P,
defined by Lp = ψ
−1(p) for each p ∈ P . We would like to investigate the map fP near the fiber of a point
x ∈ C[P ]. Extra equalities between the coordinates of a point x correspond to an equivalence relation
on P , i.e., a surjective map φ : P → Q, where Q is a finite set. Note that the stabilizer subgroup of x,
Stx ⊂ Sn, is precisely the subgroup of permutations preserving the fibers of the composition φ ◦ ψ.
Now for each q ∈ Q we have a decomposition P(q) of the set S(q) := ψ−1φ−1(q) corresponding to the
surjective map
ψ|S(q) : S(q)→ φ−1(q) = P (q),
so that the parts of P(q) are the fibers of ψ over P (q). In other words, P(q) consists of all the parts of
P corresponding to a given value of the coordinates of x. We will refer to the collection (P(q))q∈Q as
decompositions associated with P and a point x ∈ C[P ].
The decomposition P = ⊔q∈QP (q) gives rise to the identification
(4.1.2) C[P ] = CP =
∏
q∈Q
CP (q) =
∏
q∈Q
C[P(q)]
so that the point x corresponds to a collection (x(q))q∈Q, where each x(q) belongs to the small diagonal
C ⊂ C[P(q)]. Note also that we have a natural decomposition
(4.1.3) Cn =
∏
q∈Q
CS(q),
where S(q) ⊂ {1, . . . , n} are exactly the sets of indices with the same value of the corresponding coordinate
of x.
Lemma 4.1.1. For w1, w2 ∈ Sn such that w1x ∈ C[P ] and w2x ∈ C[P ] the following conditions are
equivalent:
(i) w1x and w2x belong to the same WP -orbit;
(ii) HPw1 Stx = HPw2 Stx;
(iii) for each q ∈ Q the decompositions of S(q) induced by w−11 P and w−12 P differ by an automorphism
of S(q).
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Proof. The equivalence of (i) and (ii) is clear since WPwix = HPwix for i = 1, 2. Condition (iii) means
that gw−12 P = w−11 P for some g ∈ Stx. This is equivalent to w1gw−12 P = P , i.e., w1gw−12 ∈ HP . Thus,
we get an equivalence of (iii) and (ii). 
Let us denote by ZˆP,(x,x) the formal completion of ZP = ZP(C) near the point (x, x) ∈ ZP ⊂
C[P ]× Cn.
Lemma 4.1.2. One has an isomorphism
ZˆP,(x,x) ≃
∏ˆ
q∈Q
ZˆP(q),(x(q),x(q)),
where on the right we take the completion of the product, compatible with the decompositions (4.1.2) and
(4.1.3). In particular, it is compatible with the action of WP ∩ Stx =
∏
q∈QWP(q).
Proof. By definition, the components of ZP passing through the point (x, x) are numbered by w ∈ Stx.
Now the assertion follows from the decompositions (4.1.3) and (4.1.2), compatible via the embedding
C[P ]→ Cn, together with the decompositions Stx =
∏
q S|S(q)|, WP ∩ Stx =
∏
qWP(q). 
We now return to the setting of Theorem B. Let π : Cn → Cn/Sn be the natural morphism. Also, for
a partition λ, |λ| = n, let
gλ : C
(λ) = C[λ]/Wλ → Cn/Sn
be the morphism induced by the embedding of C[λ] into Cn.
Lemma 4.1.3. (i) For a pair of partitions of n, λ and µ, one has
π∗RHom(Nλ(O),Nµ(O))Sn = 0 for λ 6≤ µ,
where we view Nλ(O) and Nµ(O) as sheaves on Cn equipped with Sn-action.
(ii) For each λ the natural map
gλ,∗O → π∗RHom(Nλ(O),Nλ(O))Sn
is an isomorphism.
(iii) If F ∈ DbSn(Cn) satisfies
(π∗RHom(Nλ(O), F ))Sn = 0
for all λ, |λ| = n, then F = 0.
Proof. Let us set Zλ = Zλ(C), ZP = ZP(C) for brevity.
(i) Let x ∈ Cn. Since π−1(π(x)) ≃ Sn/ Stx, we can compute the completion of the sheaf in question at
π(x) as follows: (
π∗RHom(Nλ(O),Nµ(O))Sn
)
π̂(x)
≃ RHom(Nλ(O)x̂,Nµ(O)x̂)Stx .
Thus, it is enough to study the picture in the formal neighborhood of x in Cn (keeping track of the
Stx-action). Note that
Nλ(O) = fλ,∗(OZλ)Wλ .
The fiber f−1λ (x) consists of the points (y, x) such that y ∈ Snx ∩ C[λ]. Since the morphism fλ is finite,
we obtain
(4.1.4) Nλ(O)x̂ =
 ⊕
y∈Snx∩C[λ]
OˆZλ,(y,x)
Wλ = N⊕
i=1
(
OˆZλ,(yi,x)
)Wλ∩Styi
,
where y1, . . . , yN are representatives of Wλ-orbits on Snx∩C[λ]. For each yi let us fix wi ∈ Sn such that
yi = wix. Then by (4.1.1), setting P = Pλ, we get an isomorphism
(4.1.5) OˆZλ,(yi,x) ≃ OˆZw−1
i
P
,(x,x)
of OˆCnx [Stx]-modules, compatible with the commuting action of Wλ ∩ Styi ≃Ww−1i P ∩ Stx.
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Let
(4.1.6) {1, . . . , n} = ⊔q∈QS(q)
be the decomposition corresponding to the subsets of equal coordinates of x. We have x = (x(q))q∈Q
with x(q) ∈ C ⊂ CS(q). For each i = 1, . . . , N , let (Pi(q))q∈Q be the decompositions associated with
w−1i P and the point x ∈ C[w−1i P ], where Pi(q) is a decomposition of S(q). The subgroup Stx ⊂ Sn
consists of all permutations preserving each subset S(q). Applying Lemma 4.1.2 we get
(4.1.7) OˆZ
w
−1
i
P
,(x,x) ≃
⊗ˆ
q∈Q
OˆZPi(q),(x(q),x(q))
compatible with OˆCn,x =
⊗ˆ
q∈QOˆCS(q),x(q)-module structure and with Stx =
∏
S|S(q)|-action. The action
ofWw−1i P
∩Stx on the left-hand side of (4.1.7) corresponds to the action of
∏
q∈QWPi(q) on the right-hand
side. Also, by (4.1.1), we can replace ZPi(q) with Zλ(i,q) in the right-hand side of (4.1.7), where λ(i, q)
is the partition given by the sizes of the subsets forming Pi(q). Hence, combining isomorphisms (4.1.5)
and (4.1.7) we get (
OˆZλ,(yi,x)
)Wλ∩Stx ≃ ⊗ˆ
q∈Q
Nλ(i,q)(O)x̂(q).
Thus, we can rewrite (4.1.4) as
(4.1.8) Nλ(O)x̂ ≃
N⊕
i=1
⊗ˆ
q∈Q
Nλ(i,q)(O)x̂(q).
We have a similar decomposition for µ:
Nµ(O)x̂ ≃
M⊕
j=1
⊗ˆ
q∈Q
Nµ(j,q)(O)x̂(q),
where z1, . . . , zM are representatives of Wµ-orbits on Snx ∩C[µ]. Linearizing the situation in the formal
neighborhood of each x(q) ∈ C ⊂ CIq and applying our local results (see Theorem 3.5.2 and Proposition
3.5.4), we see that Ext∗(Nλ(O)x̂,Nµ(O)x̂)Stx can be nonzero only if for some i and some j one has
λ(yi, q) ≤ µ(zj , q) for all q ∈ Q. By Lemma 3.5.1, this implies that λ ≤ µ.
(ii) The commutative diagram
(4.1.9)
[Zλ/Sn]
fλ✲ [Cn/Sn]
C[λ]/Wλ
qλ
❄ gλ✲ Cn/Sn
π
❄
gives rise to a homomorphism of sheaves of algebras
π∗gλ,∗O → fλ,∗O.
which corresponds by adjunction to the natural homomorphism
gλ,∗O → π∗fλ,∗O ≃ gλ,∗qλ,∗O.
Hence, we have the induced homomorphism
π∗gλ,∗O → RHom
(Nλ(O),Nλ(O)),
or by adjunction,
gλ,∗O → π∗RHom
(Nλ(O),Nλ(O))Sn .
To show that this is an isomorphism, we can pass to completions of the stalks at a point π(x) ∈ Cn/Sn
for some x ∈ C[λ].
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First, note that the fiber g−1λ (π(x)) consists of Wλ-orbits on Snx ∩ C[λ], so that
(gλ,∗O)π̂(x) ≃
N⊕
i=1
OˆWλC[λ],yi ≃
N⊕
i=1
Oˆ
W
w
−1
i
P
C[w−1i P],x
.
Next, we claim that for each i 6= i′ there exists q ∈ Q such that
Ext∗
(Nλ(i,q)(O)x̂(q),Nλ(i′,q)(O)x̂(q))S|S(q)| = 0.
Indeed, otherwise by Theorem 3.5.2, we would get λ(i, q) ≤ λ(i′, q) for each q. Since merging the partitions
(λ(i, q))q∈Q (resp., (λ(i
′, q))q∈Q) gives the same partition λ, this can happen only if λ(i, q) = λ(i
′, q) for
all q ∈ Q (using the last assertion of Lemma 3.5.1). But this is impossible by Lemma 4.1.1, since yi and
yi′ are not in the same Wλ-orbit. Thus, using (4.1.8), we get an isomorphism(
π∗RHom(Nλ(O),Nλ(O))x̂
)Sn
=
N⊕
i=1
REnd
(⊗ˆ
q∈Q
Nλ(i,q)(O)x̂(q)
)Stx ,
and the assertion follows from the isomorphisms
OˆWλ(i,q)C[λ(i,q)],x(q) → REnd
(Nλ(i,q)(O)x̂(q))S|S(q)| ,
which follow from Theorem 3.5.2.
(iii) It is enough to prove that for such F one has Fˆx = Fx ⊗ OˆCn,x = 0 for every x ∈ Cn. Let us
consider the decomposition (4.1.6) into subsets of equal coordinates of x, so that x = (x(q))q∈Q, with
x(q) ∈ C ⊂ CS(q). Now let us choose any collection (P(q))q∈Q of decompositions of S(q). Let P be the
decomposition of {1, . . . , n} obtained by merging all P(q). Then P = wPλ for some w ∈ Sn and some
partition λ, |λ| = n. Hence, by assumption,
(4.1.10)
(
π∗RHom(Nλ(O), F )x̂
)Sn
= RHom
(Nλ(O)x̂, Fˆx)Stx = 0.
By (4.1.1), we have
Nλ(O)x̂ = (fP,∗OZP )x̂ .
Arguing as in part (i) we get a decomposition of OˆCn,x[Stx]-modules
(fP,∗OZP )x̂ =
N⊕
i=1
(
OˆZP ,(yi,x)
)WP∩Styi
,
where yi are representatives of WP -orbits on Snx ∩ C[P ], and we can assume that y1 = x. Thus, the
vanishing (4.1.10) implies that
HomOˆSn,x
((OˆZP ,(x,x))WP∩Stx , Fˆx)Stx = 0.
But, as we have shown in part (i),(OˆZP ,(x,x))WP∩Stx ≃ ⊗ˆq∈QNλ(i,q)(O)x̂(q).
By construction, (λ(i, q))q∈Q independently run over all partitions of |S(q)|. Hence, the assertion follows
from the local Theorem 3.5.2. 
Proof of Theorem B. Let L be an ample line bundle on Cn/Sn. Then for every λ, g
∗
λL is an ample line
bundle on C[λ]/Wλ (since gλ is a finite morphism). Therefore, the line bundles (g
∗
λL
m)m∈Z strongly
generate the derived category Db(C[λ]/Wλ). Therefore, to check the semiorthogonality of images of Nλ
and Nµ, it is enough to check that
RHomDbSn (C
n)(Nλ(g∗λLm),Nµ(g∗µLk)) = 0 for λ 6≤ µ
and for any m, k ∈ Z. Next, we observe that due to commutativity of diagram (4.1.9), one has
Nλ(g∗λLm) = fλ,∗q∗λg∗λLm ≃ fλ,∗(f
∗
λπ
∗Lm) ≃ fλ,∗(O) ⊗ π∗Lm = Nλ(O)⊗ π∗Lm.
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Thus,
RHomDbSn (C
n)(Nλ(g∗λLm),Nµ(g∗µLk)) ≃ RHomDbSn(Cn)(Nλ(O),Nµ(O) ⊗ π
∗Lk−m)) ≃
RΓ(Cn, RHom(Nλ(O),Nµ(O)) ⊗ π∗Lk−m)Sn ≃
RΓ(Cn/Sn, (π∗RHom(Nλ(O),Nµ(O)))Sn ⊗ Lk−m),
and the required vanishing follows from Lemma 4.1.3(i).
The fact that Nλ is fully faithful follows from Lemma 4.1.3(ii) in a similar fashion. Finally, once we
know this, we deduce that the images of Nλ for all λ generate an admissible subcategory of DbSn(Cn), so it
is enough to check that its right orthogonal is zero. Suppose F ∈ DbSn(Cn) is such thatRHomDbSn (Cn)(Nλ(L
m), F ) =
0 for all m ∈ Z and all partitions λ. Then, as before, we can rewrite this as the vanishing
RΓ(Cn/Sn, (π∗RHom(Nλ(O), F ))Sn ⊗ Lm) = 0
for allm and λ. Since L is ample, this implies the vanishing of (π∗RHom(Nλ(O), F ))Sn , and the assertion
follows from Lemma 4.1.3(iii). 
4.2. Semiorthogonal decompositions for actions of (Z/2)n and (Z/2)n ⋊ Sn. Let X be a smooth
variety equipped with an involution i : X → X such that the fixed locus of i is a smooth divisor X i ⊂ X ,
or equivalently, the corresponding geometric quotient Y = X/(Z/2) is smooth. In this case the derived
category Db
Z/2(X) of Z/2-equivariant coherent sheaves on X has a natural semiorthogonal decomposition
(see [19, Thm. 5.1])
(4.2.1) Db
Z/2(X) = 〈π∗Db(Y ), i∗Db(X i)〉,
where π : X → Y is the projection, the image of the functor π∗ (resp. i∗) is equipped with the natural
(resp., trivial) Z/2-action.
More generally, if we have a collection (Xa, ia)1≤a≤n of varieties with involutions as above, then
X1× . . .×Xn has a natural (Z/2)n-action and the corresponding derived category of equivariant sheaves
has a semiorthogonal decomposition with pieces of the form
Db(
∏
a∈S
Ya ×
∏
a 6∈S
X iaa ),
where Ya = Xa/(Z/2) and S ranges over all subsets of {1, . . . , n}.
In the case when (Xa, ia) = (X, i) for all a = 1, . . . , n we get an action of the bigger group
W =WBn = (Z/2)
n ⋊ Sn
on Xn, where (Z/2)n acts as above and Sn acts by permuting the factors. Now we can lump together
some pieces of the above semiorhogonal decomposition to get a semiorthogonal decomposition of the
category DbW (C
n).
Set R = X i, and for each j, 0 ≤ j ≤ n, consider the natural diagram
[(Rj ×Xn−j)/Wj ]
[(Rj × Y n−j)/(Sj × Sn−j)]
✛
id
× π
n−
j
[Xn/W ]
q
j
✲
whereWj = (Z/2)
n⋊(Sj×Sn−j) ⊂W , and qj is induced by the natural closed embedding Rj×Xn−j →֒
Xn. Let
Φj = (qj)∗(id× πn−j)∗ : DbSj×Sn−j (Rj × Y n−j)→ DbW (Xn)
be the corresponding functor between the derived categories.
Proposition 4.2.1. The functors Φj are fully faithful, and we have a semiorthogonal decomposition
DbW (X
n) = 〈Φ0(DbSn(Y n)), . . . ,Φj(DbSj×Sn−j (Rj × Y n−j)), . . . ,Φn(DbSn(Rn))〉.
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Let us denote the normal subgroup (Z/2)n ⊂ W by H . The regular representation of H decomposes
as a W -module into the direct sum of W -representations as follows:
k[H ] =
n⊕
j=0
Vj ,
where Vj is the direct sum of all characters of H that are nontrivial on exactly j basis elements in (Z/2)
n
(so V0 is the trivial representation of W ). Hence, the multiplication map
k[H ]⊗ k[Sn] ∼✲ k[W ]
induces an isomorphism of W -modules
(4.2.2)
n⊕
j=0
Vj ⊗ k[Sn] ∼✲ k[W ].
Proof of Proposition 4.2.1. For an Sj × Sn−j-equivariant coherent sheaf F on Rj × Y n−j one has
Φj(F) =
⊕
J,|J|=j
(iJ)∗(id× πn−j)∗F ,
where J ranges over subsets of {1, . . . , n} of cardinality j,
iJ : R
j ×Xn−j → Xn
is the embedding sending the factors Rj to the components numbered by the subset J and preserving
the order of components in Rj and Xn−j.
Let G be a Sl×Sn−l-equivariant coherent sheaf onRl×Y n−l. We have to check that Ext∗W (Φj(F),Φl(G)) =
0 for l < j and that for l = j the natural map
Ext∗Sj×Sn−j (F ,G)→ Ext∗W (Φj(F),Φl(G)) = 0
is an isomorphism. The idea is to use repeatedly the semiorthogonality of the subcategories in (4.2.1) for
appropriate involutions. More precisely, we have
Ext∗W (Φj(F),Φl(G)) = Ext∗Wl
( ⊕
J,|J|=j
(iJ )∗(id× πn−j)∗F , (iL)∗(id× πn−l)∗G
)
,
where L = {1, . . . , l}. We claim that if l < j then all such Ext’s vanish even after replacing Wl with
(Z/2)n. Indeed, it suffices to check the vanishing
(4.2.3) Ext∗(Z/2)n
(
(iJ)∗(id× πn−j)∗F , (iL)∗(id× πn−l)∗G
)
= 0
for any J such that |J | = j. To this end we observe that there exists an element s ∈ J \ L. Then the
above vanishing immediately follows by considering the semiorthogonality (4.2.1) for the Z/2-action on
the s-th component of the product Xn.
A similar argument shows that the vanishing (4.2.3) holds for l = k and J 6= L. Thus, in the case
l = j we obtain
Ext∗(Z/2)n
( ⊕
J,|J|=j
(iJ )∗(id× πn−j)∗F , (iL)∗(id× πn−j)∗G
)
=
Ext∗(Z/2)n
(
(iL)∗(id× πn−j)∗F , (iL)∗(id× πn−j)∗G
)
=
Ext∗(F ,G),
where the last equality is obtained from the repeated application of the fully faithfulness in (4.2.1).
Passing to Sj × Sn−j-invariants we deduce our claim.
Next, we need to show that each subcategory im(Φj) is admissible. It suffices to show that the left
and right adjoint functors to Φj exist. But this immediately follows from the existence of left and right
adjoints for the functors (qj)∗ and (π
n−j)∗.
Finally, let us check that the subcategories Cj = Φj(DbSj×Sn−j(Rj × Y n−j)), j = 0, . . . , n, generate
DbW (X
n). Let L be an ample Sn-equivariant line bundle on Y
n. Since the powers of the W -equivariant
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line bundle (πn)∗L generate the non-equivariant category Db(Xn), it is enough to check that the W -
equivariant bundles (πn)∗Li⊗k[W ] belong to the subcategory generated by (Cj). Using the decomposition
(4.2.2) we can write
(πn)∗Li ⊗ k[W ] =
⊕
j
(πn)∗(Li ⊗ k[Sn])⊗ Vj .
Thus, it is enough to prove that for any Sn-equivariant bundle E and any k = 0, . . . , n, theW -equivariant
bundle (πn)∗E⊗Vk belongs to the subcategory generated by (Cj). Furthermore, since tensoring with the
W -bundles of the form (πn)∗E preserves all the subcategories Cj, we only have to consider the bundles
OXn ⊗ Vk. Let us start with the exact sequence of Z/2-equivariant sheaves on X ,
0→ OX ⊗ ξ → OX(R)⊗ ξ → OR → 0.
where ξ is a nontrivial character of Z/2. Since Z/2 acts trivially on the fibers of the Z/2-equivariant line
bundle OX(R)⊗ ξ at fixed points, there exists a line bundle L on Y such that OX(R)⊗ ξ ≃ π∗L. Thus,
the above sequence can be rewritten as
(4.2.4) 0→ OX ⊗ ξ → π∗L→ OR → 0.
Let ξ1, . . . , ξn be the natural basis of characters of (Z/2)
n. Taking the exterior tensor product of k
sequences (4.2.4) and pulling back via the projection Xn → Xk we obtain a resolution for OXn ⊗ ξ1 . . . ξk
by (Z/2)n-equivariant sheaves of the form
0→ OXn ⊗ ξ1 . . . ξk → F0 → F1 → . . .→ Fk → 0,
where
Fj =
⊕
J⊂{1,...,k},|J|=j
(iJ)∗(id× πn−j)∗
(
ORj ⊠ L⊠k−j ⊠OY n−k
)
,
where iJ : R
j ×Xn−j → Xn are the embeddings considered before. Finally, taking direct sum of such
resolutions over all subsets in {1, . . . , n} of cardinality k we get a resolution of OXn⊗Vk byW -equivariant
sheaves of the form
F˜j = Φj
 ⊕
K⊂{1,...,n−j},|K|=k−j
ORj ⊠ L⊠K

where L⊠K is the line bundle on Y n−j obtained as the tensor product of pull-backs of L in the components
corresponding to K. 
Let C be a smooth connected curve overC equipped with a non-trivial involution i : C → C, let π : C →
Q be the corresponding double covering, where Q = C/(Z/2), and let R = Ci be the set of ramification
points of π. Then as above the group W = (Z/2)n ⋊ Sn acts naturally on C
n. Now we can combine
the decomposition of Proposition 4.2.1 with the semiorthogonal decompositions of DbSj×Sn−j (R
j ×Qn−j)
constructed in Section 4.1. More precisely, for each j = 0, . . . , n we have to combine such a decomposition
with the natural orthogonal decomposition coming from the decomposition of Rj into Sj-orbits. The
resulting semiorthogonal decomposition of DbW (C
n) is described in Theorem 4.2.2 below. It will be
further generalized in Theorem 4.3.3.
Let R = {p1, . . . , pr}. For each collection of non-negative integers k1, . . . , kr such that k1 + . . .+ kr =
j ≤ n let us consider the functor
Φk1,...,kr = (qk1,...,kr )∗(π
n−j)∗ : DbSk1×...×Skr×Sn−j(Q
n−j)→ DbW (Cn)
associated with the correspondence
[Cn−j/Wk1,...,kr ]
[(Qn−j)/(Sk1 × . . .× Skr × Sn−j)]
✛
π
n−
j
[Cn/W ]
q
k
1 ,...,k
r
✲
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whereWk1,...,kr = (Z/2)
n⋊(Sk1× . . .×Skr×Sn−j) ⊂W , and qk1,...,kr is induced by the closed embedding
Cn−j → Cn : (x1, . . . , xn−j) 7→ (pk11 , . . . , pkrr , x1, . . . , xn−j).
Theorem 4.2.2. The functors Φk1,...,kr , for k1 + . . . + kr ≤ n, are fully faithful and the subcategories
im(Φk1,...,kr ) ⊂ DbW (Cn) are admissible. We have
Ext∗(im(Φk1,...,kr ), im(Φk′1,...,k′r)) = 0
unless k1 ≤ k′1, . . . , kr ≤ k′r. We have a semiorthogonal decomposition of DbW (Cn) into these subcategories
ordered compatibly with the above semiorthogonalities. Furthermore, for each (k1, . . . , kr) we have a
further semiorthogonal decomposition of
im(Φk1,...,kr ) ≃ DbSk1×...×Skr×Sn−j (Q
n−j),
where j = k1+ . . .+kr, with pieces numbered by collections of partitions µ
(1), . . . , µ(r), ν, where |µ(i)| = ki,
|ν| = n− j, such that the corresponding sheaves are supported on the stratum in Qn−j associated with ν.
Note that in the case when R is one point the semiorthogonal decomposition of the above theorem
is numbered by pairs of partitions (µ, ν) such that |µ| + |ν| = n. Thus, in the case when C = A1 and
i(x) = −x we get a semiorthogonal decomposition for the standard representation of the Weyl group of
type Bn on its vector representation.
4.3. Decompositions for actions of Gn⋊Sn. More generally, assume that we have a smooth connected
curve C with an effective action of a finite group G, so that the quotient Q = C/G is still smooth. Let
R = D1⊔. . .⊔Dr be the decomposition into G-orbits of the ramification locus of the projection π : C → Q
(note that Di’s are also fibers of π). For each i = 1, . . . , r, pick a point pi ∈ Di. Note that the stabilizer
subgroup Gi ⊂ G of pi is a cyclic group of some order mi (since we are in characteristic zero). The
following result was proved in [60, Thm. 1.2]:
Theorem 4.3.1. For each i the collection of G-equivariant sheaves
(4.3.1) O(mi−1)Di , . . . ,O2Di ,ODi
is exceptional in DG(C). Let Bi ⊂ DG(C) be the subcategory generated by the collection (4.3.1). Then
the subcategories B1, . . . ,Br are mutually orthogonal and we have a semiorthogonal decomposition
(4.3.2) DbG(C) = 〈π∗Db(Q),B1, . . . ,Br〉.
Remark 4.3.2. It is not hard to see that the pieces of the semiorthogonal decomposition of Theorem
4.3.1 (where we decompose each Bi into the subcategories generated by the individual exceptional sheaves)
matches with the motivic decomposition (0.0.1), and thus confirms Conjecture A in this case. Since all
the motivic pieces except for Q are points, this is equivalent to the identity∑
g∈G\{1}/∼
|C(g)\Cg| =
r∑
i=1
(mi − 1).
One way to prove this is to compare the corresponding decomposition of Hochschild homology of [C/G]
with the general decomposition (2.1.1). A more direct matching is obtained by comparing contributions
to both sides corresponding to each special fiber Di of π. More precisely if H = Gi, the stabilizer
subgroup of one of the ramification points pi then the equality between these contributions has form
(4.3.3)
∑
h∈H\{1}/∼G
|C(h)\(G/H)h| = |H | − 1.
Here ∼G denotes the equivalence relation “being conjugate in G”, and (G/H)h denotes the h-invariant
G/H (which is in bijection with Ch ∩Di). Now we observe that the identity (4.3.3) holds for any abelian
subgroup H in a finite group G and follows from from the bijection
C(h)\(G/H)h → H ∩ Ad(G)(h) : C(h)gH 7→ g−1hg,
where Ad(G)(h) is the conjugacy class of h in G.
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Now let us consider the induced action of the group
G := Gn ⋊ Sn
on Cn. We are going to construct a semiorthogonal decomposition of the corresponding equivariant
category Db
G
(Cn), which reduces to that of Theorem 4.2.2 in the case G = Z/2.
We start by constructing a coarser decomposition with pieces numbered by collections of r partitions
(λ(1), . . . , λ(r)) such that ℓ(λ(1)) + . . .+ ℓ(λ(r)) ≤ n and nonzero parts of λ(i) are restricted by 1 ≤ λ(i)j ≤
mi− 1 (here we denote by ℓ(λ) the number of nonzero parts in a partition λ). Recall that for a partition
λ we denote Wλ = Sr1 × Sr2 × . . . ⊂ Sℓ(λ), where r1, r2, . . . are the multiplicities of parts in λ. For each
such (λ(1), . . . , λ(r)) with ℓ(λ(1)) + . . .+ ℓ(λ(r)) = j we will define a functor
Φλ(1),...,λ(r) : D
b
W
λ(1)
×...W
λ(r)
×Sn−j(Q
n−j)→ DbG(Cn).
Note that here the groupWλ(1) × . . .Wλ(r) ×Sn−j acts on Qn−j via the projection to Sn−j. The relevant
quotient stacks are connected by the diagram
[Cn/Gλ(1),...,λ(r) ]
[(Qn−j)/(Wλ(1) × . . .Wλ(r) × Sn−j)]
✛
π
n−
j prn−
j
[Cn/G]
q
✲
where
Gλ(1),...,λ(r) = G
n ⋊ (Wλ(1) × . . .Wλ(r) × Sn−j) ⊂ G,
prn−j : C
n → Cn−j is the projection onto the last n− j coordinates and q is the natural projection. For
each i let us consider the coherent sheaf
Kλ(i) := O(mi−λ(i)1 )Di ⊠O(mi−λ(i)2 )Di ⊠ . . .
on Cℓ(λ
(i)). Note that it has a natural Gℓ(λ
(i)) ⋊ Wλ(i) -equivariant structure. Now we define a G
j ⋊
(Wλ(1) × . . .×Wλ(r))-equivariant sheaf K on Cj by
Kλ(1),...,λ(r) = Kλ(1) ⊠ . . .⊠Kλ(r)
and set
Φλ(1),...,λ(r)(F) = q∗(Kλ(1),...,λ(r) ⊠ (πn−j)∗F).
For a pair of partitions λ = (λ1 ≥ λ2 ≥ . . .) and µ = (µ1 ≥ µ2 ≥ . . .) we write λ ⊂ µ if λj ≤ µj for each
j.
Theorem 4.3.3. The functors Φλ(1),...,λ(r) are fully faithful, and their images are admissible subcate-
gories. We have
(4.3.4) Ext∗G(im(Φλ(1),...,λ(r)), im(Φµ(1),...,µ(r))) = 0
unless λ(i) ⊂ µ(i) for i = 1, . . . , r. Furthermore, we have a semiorthogonal decomposition of Db
G
(Cn) into
these subcategories, ordered compatibly with the above semiorthogonalities. Each subcategory im(Φλ(1),...,λ(r))
has a further semiorthogonal decomposition into pieces numbered by irreducible representations of Wλ(1)×
. . .×Wλ(r) × Sn−j (where j = ℓ(λ(1)) + . . .+ ℓ(λ(r))).
We start with some auxiliary statements. Suppose a group H acts on a space X and H ′ ⊂ H is a
subgroup. Then the push-forward with respect to the natural projection [X/H ′]→ [X/H ] gives a natural
functor between the categories of equivariant sheaves that we denote
IndHH′ : D
b
H′(X)→ DbH(X).
Note that in the definition of the functors Φλ(1),...,λ(r)(F) we have q∗ = IndGG
λ(1),...,λ(r)
.
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Lemma 4.3.4. Let a1, . . . , am be nonnegative integers such that a1+. . .+am = n. For each i = 1, . . . ,m,
let ai1, ai2, . . . be nonnegative integers such that ai1 + ai2 + . . . = ai. Set H = G
n ⋊ (Sa1 × . . . × Sam).
Then
IndGH
(
IndHGa1⋊(Sa11×Sa12×...)(F1)⊠ . . .⊠ Ind
H
Gam⋊(Sam1×Sam2×...)
(Fm)
)
≃
IndGGn⋊(Sa11×Sa12×...×Sam1×Sam2×...)(F1 ⊠ . . .⊠ Fm).
Proof. This immediately follows from the fact that for a chain of subgroups H ′′ ⊂ H ′ ⊂ H , where H acts
on a space X , one has IndHH′ ◦ IndH
′
H′′ ≃ IndHH′′ . 
Lemma 4.3.5. Let E be a G-equivariant vector bundle on C. Then the G-equivariant vector bundle E⊠n
belongs to the triangulated subcategory generated by the images of the functors Φλ(1),...,λ(r) .
Proof. First, we have a canonical exact sequence in CohG(C)
0→ E → π∗E′ → F → 0
where F is some sheaf in the subcategory generated by B1, . . . ,Br (see Theorem 4.3.1). By taking the
nth exterior tensor power, we get a resolution of E⊠n with terms of the form
IndGGn⋊(Sk×Sn−k)
(
F⊠k ⊠ π∗(E′)⊠n−k
)
Hence, by Lemma 4.3.4, it is enough to prove that the assertion is true with E replaced by F . Next, we
claim that if F fits into an exact sequence of G-equivariant sheaves
0→ F ′ → F → F ′′ → 0
and the assertion holds for F ′ and F ′′ then it holds for F . Indeed, we have an sequence of the form
0→ (F ′)⊠n → F⊠n → . . .
where other terms are induced by exterior tensor powers involving < n factors F (and some factors F ′′).
Hence, our claim follows, using the induction in n and Lemma 4.3.4.
Thus, the statement reduces to the case when F is one of the simple G-equivariant sheaves supported
on one G-orbit Di. Note that for p = 1, . . . ,mi − 1, we have
O⊠spDi ∈ im(Φ0,...,0,(p)s,0,...,0)),
where we take λ(i) = (p)s (p repeated s times) and the remaining partitions are zero. Also,
OmDi = π∗Oπ(pi),
so that O⊠smDi is in the image of (πs)∗. Thus, the assertion holds for the exterior tensor powers of
the sheaves OpDi , with p = 1, . . . ,mi. Let ξ : Gi → Gm be the character of the stabilizer subgroup
corresponding to the action on the fiber of ωC at pi. Then the simple G-equivariant sheaves supported
on Di are of the form ξ
j ⊗ODi , j = 0, . . . ,mi − 1. Now the assertion for the exterior tensor powers of
these sheaves follows as before by induction on j, using the exact sequences of G-equivariant sheaves
0→ ξ ⊗ODi → O2Di → ODi → 0,
0→ ξ2 ⊗ODi → O3Di → O2Di → 0,
etc. 
Proof of Theorem 4.3.3. For
F ∈ DbW
λ(1)
×...W
λ(r)
×Sn−j(Q
n−j) and G ∈ DbW
λ(1)
×...W
λ(r)
×Sn−k(Q
n−k),
where j = ℓ(λ(1)) + . . .+ ℓ(λ(r)), k = ℓ(µ(1)) + . . .+ ℓ(µ(r)), we have
Ext∗G
(
Φλ(1),...,λ(r)(F),Φµ(1),...,µ(r)(G)
)
=
Ext∗G
µ(1),...,µ(r)
(
IndGG
λ(1),...,λ(r)
(Kλ(1),...,λ(r) ⊠ (π
n−j)∗F),Kµ(1),...,µ(r) ⊠ (πn−k)∗G
)
.
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As in the proof of Proposition 4.2.1, considering only the action of Gn and using the semiorthogonalities
of Theorem 4.3.1, we see that the above Ext∗ vanishes unless λ(1) ⊂ µ(1), . . . , λ(r) ⊂ µ(r) (recall that each
part p in λ(i) corresponds to the sheaf O(mi−p)Di on the corresponding factor). Similarly, in the case when
λ(i) = µ(i), using only Gn-invariance in the above Ext∗ we get Ext∗(F ,G) computed in Db(Qn−j). Taking
the invariants with respect toWλ(1)×. . .Wλ(r)×Sn−j gives Ext∗ in the correct equivariant category, so we
deduce that the functor Φλ(1),...,λ(r) is fully faithful. Note that each category D
b
W
λ(1)
×...W
λ(r)
×Sn−j
(Qn−j)
is saturated, so it remains to show that the images of the functors Φλ(1),...,λ(r) generate the category
Db
G
(Cn).
Let L be an ample line bundle on Q. Then the line bundles (π∗Li)⊠n generate the non-equivariant
categoryDb(Cn). Hence, to check that the subcategories im(Φλ(1),...,λ(r)) generateD
b
G
(Cn), it is enough to
check that theG-equivariant bundles (π∗Li)⊠n⊗k[G] belong to the subcategory generated by (im(Φλ(1),...,λ(r))).
Let V1, . . . , Vd be all non-isomorphic irreducible representations of G. For non-negative integers
m1, . . . ,md, such that m1 + . . . + md = n, consider the representation V
⊗m1
1 ⊗ . . . ⊗ V ⊗mdd of Gn ⋊
(Sm1 × . . .× Smd), and define a G-representation by
Vm1,...,md = Ind
G
Gn⋊(Sm1×...×Smd )
(V ⊗m11 ⊗ . . .⊗ V ⊗mdd ).
Note that if V is any G-representation then V ⊗n decomposes as a G-representation into a direct sum of
representations Vm1,...,md taken with some multiplicities. On the other hand, we have an isomorphism of
G-representations
k[Gn]⊗ k[Sn] ≃ k[G],
where G acts on k[Sn] via the projection G → Sn, and on Gn by conjugation. Furthermore, k[Gn] ≃
k[G]⊗n, where G acts on k[G] by conjugation. Hence, every irreducible G-representation is a direct
summand in a representation of the form Vm1,...,md ⊗ k[Sn].
Thus, it is enough to prove that the G-equivariant bundles
(π∗Li)⊠n ⊗ Vm1,...,md ⊗ k[Sn]
belong to the subcategory generated by (im(Φλ(1),...,λ(r))). It is easy to see that tensoring with k[Sn]
preserve each subcategory im(Φλ(1),...,λ(r)), so we are reduced to proving the same assertion for (π
∗Li)⊠n⊗
Vm1,...,md . We have
(π∗Li)⊠n ⊗ Vm1,...,md = IndGGn⋊(Sm1×...×Smd )
(
(π∗Li ⊗ V1)⊠m1 ⊗ . . .⊗ (π∗Li ⊗ Vd)⊠md
)
.
By Lemma 4.3.5, for each j = 1, . . . , d the object
(π∗Li ⊗ Vj)⊠mj ∈ DbGmi⋊Smi (C
mi)
belongs to the subcategory generated by (im(Φλ(1),...,λ(r))) (with n replaced by mi). It remains to apply
Lemma 4.3.4.
We have an orthogonal decomposition of
im(Φλ(1),...,λ(r)) = D
b
W
λ(1)
×...W
λ(r)
×Sn−j(Q
n−j)
numbered by irreducible representations of Wλ(1) × . . .Wλ(r) with each piece equivalent to DbSn−j (Qn−j).
The latter category has a semiorthogonal decomposition constructed in Section 4.1. 
Note that in the case G = µm (roots of unity of order m) the group G above becomes the reflection
group G(m, 1, n), and in the case when C = A1 and µm acts on A
1 through the embedding µm ⊂ Gm,
the action of G(m, 1, n) on Cn = An becomes the standard vector representation of G(m, 1, n). We can
check that in this case the pieces of the semiorthogonal decomposition of Theorem 4.3.3 match with the
pieces of the motivic decomposition (0.0.1).
Corollary 4.3.6. Conjecture A holds for the standard action of G(m, 1, n) on An.
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Proof. The matching of pieces of the semiorthogonal decomposition of Theorem 4.3.3 (the finer of the
two decompositions considered in this Theorem) with the varieties of V g/C(g) follows from Propositions
2.1.6 and 2.2.4. 
Remark 4.3.7. Here is an explicit bijection between the pieces of the semiorthogonal decomposition in
the above Corollary and conjugacy classes of G(m, 1, n). In our case r = 1, so the pieces of the rougher
decomposition are numbered by partitions λ such that ℓ(λ) = j ≤ n, and λ has all parts ≤ m − 1. The
pieces of the finer decomposition are numbered by further choosing partitions µ(1), . . . , µ(m−1) with |µ(a)|
equal to the multiplicity of the part a in λ, and in addition a partition µ(0) such that |µ(0)| = n − j.
On the other hand, conjugacy classes in G(m, 1, n) are also numbered by such collections of partitions
(µ(0), . . . , µ(m−1)): µ(i) records the cycles C in the cycle type of an element with z(C) = ζim, where ζm
is a fixed primitive mth root of unity (see (2.2.1)). The corresponding semiorthogonal piece is the same
as the piece corresponding to the partition µ(0) in the semiorthogonal decomposition of DbSn−j(A
n−j), so
it is Db(Aℓ(µ
(0))).
Proof of Theorem C. Most cases are covered by Corollary 4.3.6. The two remaining cases G2 and F4 were
considered in Proposition 3.3.5. 
5. Types B and D via Springer correspondence
In this case we consider in detail what our method in Section 3 gives for groups of type B and D.
We show that the semiorthogonal decomposition of Theorem 3.3.3 can be further refined in these cases.
For type B we obtain in this way the decomposition matching the motivic decomposition (0.0.1), while
for type D we get a less refined decomposition containing some “noncommutative” pieces (due to the
presence of singular quotients Xg/C(g)).
5.1. Type Bn. We are using the explicit description of the Springer correspondence given in [53] (see
also [17]).
Recall that representations of WBn are parametrized by the set Π
(2)
n of pairs of partitions (ξ, ν) such
that |ξ|+ |ν| = n. We write such a pair of partitions in the form ξ = (ξ0 ≤ ξ1 ≤ . . . ≤ ξr), ν = (ν0 ≤ ν1 ≤
. . . ≤ νr−1), where we complete one of the paritions with zero parts, and associate with it the symbol
(5.1.1)
(
ξ0 ξ1 + 2 ξ2 + 4 . . . ξr + 2r
ν0 ν1 + 2 . . . νr−1 + 2(r − 1)
)
In [53] this symbol is described as a pair (R,R′) of sets of numbers, where R and R′ are the first and the
second rows in (5.1.1), respectively.
On the other hand, the nilpotent orbits in SO(2n+1) are parametrized by the set Π+2n+1 of partitions
of 2n+ 1 such that each even part appears with even multiplicity. We denote by Oλ the nilpotent orbit
corresponding to λ ∈ Π+2n+1. For each m let rm be the multiplicity with which m appears in λ. Then
the reductive part of the centralizer Gλ of an element in Oλ is
(5.1.2) RGλ = S
( ∏
m even
∆m Sp(rm)×
∏
m odd
∆mO(rm)
)
,
where ∆m denotes the diagonal embedding into product of m identical copies, S(?) denotes passing to
matrices of determinant 1. To get the reductive part of G0λ one has to replace each O(rm) by SO(rm)
(see [18, Sec. 6.1]). Let
Iλ = {m | m is odd and rm > 0}.
Then from (5.1.2) we see that the component group Fλ of Gλ is given by
(5.1.3) Fλ = F (Iλ) ⊂ (Z/2)Iλ ,
where for a finite set S we define the group F (S) as the kernel of the addition map
(Z/2)S → Z/2 :
∑
nses 7→
∑
ns.
SEMIORTHOGONAL DECOMPOSITIONS FOR SOME REFLECTION GROUPS 45
Note that the algebra
(5.1.4) Bλ := H
∗
G0λ
(pt) =
⊗
m
Bλ,m
is the tensor product of the algebras of polynomials on the maximal tori, invariant with respect to the
Weyl group, for the groups Sp(rm) and SO(rm), where m ranges over parts in λ. Furthermore, we can
explicitly determine the action of Fλ on Bλ.
Let I+λ ⊂ Iλ (resp., I−λ ⊂ Iλ) be the subset of oddm appearing in λ with even (resp., odd) multiplicity.
Note that if r is odd then we can find an involution in O(r) \ SO(r) acting trivially on the Lie algebra of
the maximal torus in SO(r). On the other hand, in the case of even r any involution in O(r)\SO(r) gives
rise to an outer involution of SO(r). Furthermore, in this case, setting r = 2k, we can choose the basic
W -invariant polynomials to be f1, . . . , fk−1, fk, where for i < k, fi = ei(x
2
1, . . . , x
2
k) is the ith elementary
symmetric function in the squares of the coordinates, and fk = x1x2 . . . xk. Then the outer involution
preserves f1, . . . , fk−1 and sends fk to −fk. This leads to the following
Lemma 5.1.1. The group Fλ acts on Bλ through the natural projection
(5.1.5) πλ : Fλ → F ′λ := (Z/2)I
+
λ .
The action of F ′λ on Bλ,m is trivial if either m is even or rm is odd. For m ∈ I+λ the action of F ′λ on
Bλ,m = C[f1, . . . , fm/2] factors through the projection to the corresponding Z/2-factor and sends fm/2 to
−fm/2 while leaving other coordinates invariant. Thus, we have
Spec(Bλ) ≃ Al × AN ,
where F ′λ = (Z/2)
l acts by the Al1-type action on A
l (and acts trivially on AN ).
We define a map
Spr1 : Π
+
2n+1 → Π(2)n
as follows: for λ = (λ0 ≤ λ1 ≤ . . .) consider λ′i = λi + i. Then let
ξ˜0 < ξ˜1 < . . . (resp. ν˜0 < ν˜1 < . . .)
be all the odd (resp., even) numbers among (λ′i). We set ξ
′
i = (ξ˜i − 1)/2, ν′i = ν˜i/2, and define Spr1(λ) =
(ξ, ν), where ξi = ξ
′
i − i, νi = ν′i − i (there can be some zero parts in ξ and ν).
The map Spr1 describes the image of a pair of the form (Oλ,1) under the Springer correspondence,
where 1 is the trivial character of the component group Fλ of the centralizer Gλ of an element in Oλ.
The pairs (ξ, ν) in the image of Spr1 are characterized by the inequalities
ξ0 ≤ ν1 ≤ ξ1 + 2 ≤ ν2 + 2 ≤ ξ2 + 4 ≤ . . . ,
i.e., the entries in the symbol (5.1.1) are (weakly) increasing from left to right (regardless of the row).
Let (Rλ, R
′
λ) be the row sets of the symbol of Spr1(λ). The maximal intervals of integers in (Rλ ∪
R′λ)\(Rλ∩R′λ) are in natural bijection with the odd numbers appearing as parts in λ (where the leftmost
interval corresponds to the smallest odd part, etc.). Furthermore, the length of the interval is equal to
the multiplicity of the corresponding odd part in λ.
Two symbols associated with pairs of partitions are called similar if they contain the same entries
with the same multiplicities. Each similarity class contains the unique symbol in the image of Spr1. Let
Sλ ⊂ Π(2)n be the set of all pairs of partitions whose symbol is similar to the symbol of Spr1(λ). The
set of symbols of Sλ has the following explicit description. Recall that Iλ is the set of odd numbers m
appearing as parts in λ. For each m ∈ Iλ let Im ⊂ (Rλ ∪R′λ) \ (Rλ ∩R′λ) be the corresponding interval.
Let us define a function ℓ on Iλ by
ℓ(m) = |Im ∩Rλ| − |Im ∩R′λ|.
Note that ℓ(m) = 0 precisely when m ∈ I+λ , and ℓ(m) = ±1 for m ∈ I−λ . Consider the subset
Σλ = {(cm) ∈ (Z/2)Iλ |
∑
m:cm 6=0
ℓ(m) = 0} ⊂ (Z/2)Iλ .
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Then there is a bijection Σλ → Sλ which associates with (cm) ∈ Σλ the symbol (R,R′) obtained from
(Rλ, R
′
λ) by swapping Im ∩ Rλ and Im ∩ R′λ for each m such that cm 6= 0 (i.e., Im ∩ Rλ goes into the
second row and Im ∩R′λ goes into the first row). The condition (cm) ∈ Σλ ensures that |R| = |R′|+ 1.
Let Sprλ ⊂ F̂λ be the set of characters ξ of Fλ such that (Oλ, ξ) appears in the Springer correspondence
for SO(2n+ 1). We have a bijection
Σλ
∼✲ Sprλ
defined as follows: we view an element (cm) ∈ Σλ as a character ξ of (Z/2)Iλ and then restrict it to
Fλ = F (Iλ). The image of this character ξ ∈ F̂λ under the Springer correspondence is precisely the pair
of partitions corresponding to the element of Sλ associated with (cm).
Note that |I−λ | is odd (since λ is a partition of 2n+ 1), so I+λ is always a proper subset of Iλ, hence,
the homomorphism πλ (see (5.1.5)) is surjective.
Proposition 5.1.2. Let |I−λ | = 2k + 1. Then Sprλ is the union of
(
2k+1
k
)
cosets of the subgroup
π̂λ(F̂ ′λ) ⊂ F̂λ.
Proof. It is enough to check that the set Σλ is the union of
(
2k+1
k
)
cosets of the subgroup (Z/2)I
+
λ ⊂
(Z/2)Iλ . The set I−λ is partitioned into two subsets I−λ (±1) depending on the value ℓ(m) = ±1. Since
|Rλ| = |R′λ| + 1, we have |I−λ (1)| = k + 1 and |I−λ (−1)| = k. The set Σλ is the union of (Z/2)I
+
λ -
cosets corresponding to arbitrary choices of pairs of subsets P (1) ⊂ I−λ (1), P (−1) ⊂ I−λ (−1), such that
|P (1)| = |P (−1)|. Associating with the pair (P (1), P (−1)) the set P (1) ∪ (I−λ (−1) \ P (−1)) we get a
bijection with the set of all subsets of I−λ of cardinality k. 
For a partition λ ∈ Π+2n+1, let tGλ ⊂ t be the Lie algebra of the maximal torus of RGλ embedded into
the Lie algebra t of the maximal torus of G in a standard way (where RGλ is given by (5.1.2)). On the
other hand, for every partition µ with |µ| ≤ n let us consider the subspace
(5.1.6) tµ := {t ∈ t | t1 = . . . = tµ1 , tµ1+1 = . . . = tµ1+µ2 , . . . , t|µ|+1 = . . . = tn = 0},
where we use the standard identification of t with the n-dimensional space. Let also WB,µ be the
reflection group of type Bk1 × . . . × Bks , where k1, . . . , ks are multiplicities of parts in µ, acting on the
space tµ by permutations of groups of coordinates corresponding to equal parts in µ and by changing
signs (simlutaneously in each group corresponding to a part of µ).
For λ ∈ Π+2n+1 let λred denote the partition in which each i appears with multiplicity ⌊ri/2⌋, where ri
is the multiplicity with which i appears in λ. Then using (5.1.2) one can easily check that
(5.1.7) tGλ = tλred .
Theorem 5.1.3. (i) Let AW be the algebra (3.1.4) defined for the Weyl group of type Bn. For each
λ ∈ Π+2n+1 let Cλ ⊂ D(AW − mod) be the thick subcategory generated by modules Mλ,ξ where ξ varies
over Sprλ. Then we have a semiorthogonal decomposition
Df (AW ) = 〈CλN , . . . , Cλ1〉,
where we order the nilpotent orbits Oλ1 , . . . , OλN in such a way that Oλi is in the closure of Oλj only if
i < j.
(ii) Fix λ ∈ Π+2n+1, and let |I−λ | = 2k+1. We have a decomposition of Cλ into
(
2k+1
k
)
mutually orthogonal
subcategories Cλ(C), where C runs over the π̂λ(F̂ ′λ)-cosets comprising Sprλ, and Cλ(C) is generated by all
the modules Mλ,ξ with ξ ∈ C. Furthermore, for each such coset C = ξ0 + π̂λ(F̂ ′λ) we have an equivalence
(5.1.8) Cλ(C) ≃ Df (F ′λ ⋉Bλ),
where Bλ is given by (5.1.4), sending the module Mλ,ξ, with ξ = ξ0 + π̂λ(η), to the projective module
η ⊗Bλ.
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(iii) For each λ and C = ξ0+ π̂λ(F̂ ′λ) as in (ii) there exists a semiorthogonal decomposition of Cλ(C) into
subcategories generated by certain AW -modules M
′
λ,ξ, where ξ ∈ C are arranged in some order, such that
Ext>0AW (M
′
λ,ξ,M
′
λ,ξ) = 0, and
EndAW (M
′
λ,ξ0+π̂λ(η)
) ≃ C[tµ]WB,µ ,
where the partition µ is defined as follows. Let m1, . . . ,ms ∈ I+λ be all the elements such that the
restriction of η to the corresponding factor in F ′λ is nontrivial. Then µ is obtained from λ
red by reducing
by 1 the multiplicities of each of the parts m1, . . . ,ms. Furthermore, the support of the moduleM
′
λ,ξ0+π̂λ(η)
is equal to W · tµ.
Proof. (i) This follows from Theorem 3.3.3.
(ii) By Proposition 3.3.1(ii), there is fully faithful functor
Cλ → D(Fλ ⋉Bλ),
sending Mλ,ξ to the projective module ξ ⊗ Bλ. Recall that for λ ∈ Π+2n+1 the set Sprλ is the union of(
2k+1
k
)
π̂λ(F̂ ′λ)-cosets (see Proposition 5.1.2). If C and C
′ are different π̂λ(F̂ ′λ)-cosets then the projective
Fλ ⋉ Bλ-modules ξ ⊗ Ba and ξ′ ⊗ Ba are mutually orthogonal for any ξ ∈ C, ξ′ ∈ C′ (see the proof
of Lemma 3.3.2). This implies that the subcategories Cλ(C) and Cλ(C′) are orthogonal for C 6= C′
Furthermore, for a coset C = ξ0 + π̂λ(F̂ ′λ) we have an equivalence of Cλ(C) with the subcategory of
D(Fλ ⋉Bλ) generated by ξ ⊗Bλ with ξ ∈ C. Hence using the isomorphism (3.3.2) with F = F ′λ (which
involves tensoring with ξ0) we get the required equivalence
Cλ(C) ≃ Dbf (F ′λ ⋉Bλ).
(iii) Recall that by Lemma 5.1.1, the action of F ′λ on Bλ is of type A
l
1 (on some of the coordinates). Thus,
the required semiorthogonal decomposition arises from the equivalence (5.1.8) and the semiorthogonal
decomposition for actions of type Al1 (see §4.2). Furthermore, we have
EndAW (M
′
λ,ξ0+π̂λ(η)
) ≃ (Bλ/(g1, . . . , gs))F
′
λ ,
where gi = fmi/2 ∈ Bλ,mi (see Lemma 5.1.1), It remains to observe that for each factor SO(r) in G0λ
with even r the action of the Weyl group of SO(r) on its maximal (r/2-dimensional) torus together with
the action of the corresponding factor in F ′λ generate the action which is equivalent to the action of
WBr/2 . Also, we note that the embedding of the hyperplane given by vanishing of one coordinate induces
an isomorphism of Bλ,mi/(gi) with the algebra of invariant polynomials of type Br−1, where r is the
multiplicity of mi in λ.
The assertion about the support follows from Proposition 3.2.4(iv) and from (5.1.7). 
Remark 5.1.4. The semiorthogonal decomposition of Df (AW ) obtained from the above theorem is very
different from the one obtained in §4.3. For example, the modules M ′λ,ξ supported at the origin appear
for all λ which has only odd parts appearing with multiplicities 1 or 2, whereas in the decomposition of
§4.3 all such modules are consecutive. It is likely that one decomposition is obtained from another by a
sequence of mutations.
By Propositions 2.1.6 and 2.2.2, the pieces of the semiorthogonal decomposition of the above theorem
(where we replace each Cλ with its natural semiorthogonal decomposition) match with the pieces in the
corresponding motivic decomposition (0.0.1). We are going to present an independent proof of this using
the explicit description of the Springer correspondence in this case. It turns out that this matching
reflects in a certain combinatorial identity related to the Jacobi triple identity (see Proposition 5.1.6 and
Corollary 5.1.7 below).
Recall that in the motivic decomposition we look at subspaces in t of the form tw, where w ∈W runs
through representatives of conjugacy classes in W , and at the action of the centralizer C(w) on tw. The
conjugacy classes in W are given by pairs of partitions (µ, µ′) such that |µ| + |µ′| = n, where µ (resp.,
µ′) records positive (resp., negative) cycle type (see [16]). The corresponding subspace tw is precisely tµ
(see (5.1.6)). The centralizer C(w) of w acts on tw = tµ through the quotient C(w)→WB,λ which leads
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to the Bk1 × . . .×Bks-type action on tµ. Thus, the corresponding piece in the motivic decomposition of
[t/W ] is
(5.1.9) tµ/WB,µ =
∏
i
Aki/WBki ,
where ki is the multiplicity of i in µ. Note that this motive is determined by the single partition µ. By
Theorem 5.1.3(iii), the motive associated with each moduleM ′λ,ξ is of the same type for a certain partition
µ associated with (λ, ξ). Thus, the fact that the motivic pieces from the semiorthogonal decomposition
of Theorem 5.1.3 match the parts of the decomposition (0.0.1), amounts to the equality between the
number of times that each partition µ with |µ| ≤ n arises from pairs (λ, ξ) occuring in the Springer
correspondence and the number of partitions of n− |µ|.
Let u1, u2, . . . be independent variables. We associate with every partition µ the monomial
(5.1.10) u(µ) = uk11 u
k2
2 . . . .
where ki is the multiplicity of i in µ. The formal sum (with multiplicities) of the monomials u(µ) associated
with all conjugacy classes (µ, µ′) in W appears as the coefficient of xn in the generating function
FW (x, u1, u2, . . .) =
∏
n≥1
(1− unxn)−1(1− xn)−1 =
∑
µ,µ′
u(µ)x|µ|+|µ
′|.
Lemma 5.1.5. For λ ∈ Π+2n+1 consider the polynomial
Pλ(u1, u2 . . .) :=
∑
ξ∈Sprλ
u(λ, ξ),
where u(λ, ξ) = u(µ) is the monomial associated with the partition µ obtained from (λ, ξ) as in Theorem
5.1.3(iii). Then Pλ is equal to the coefficient of x
2n+1 in the series S(FN ), where
FN (x, u1, u2, . . .) =
∏
m≥1
(1− umx2m)−1 ·
∏
m odd
(1 + txm + x2m),
where t is one more independent variable, and S is the Z[u1, u2, . . .]-linear operator sending t
2k+1 to(
2k+1
k
)
, x2k to 0 and x2k+1 to itself.
Proof. Let Π+ = ∪nΠ+2n+1 be the set of all partitions λ with odd |λ|, in which even parts appear with
even multiplicity. We want to prove the identity
(5.1.11)
∑
λ∈Π+
Pλ(u1, u2, . . .)x
|λ| = S(FN ).
The description of µ in Theorem 5.1.3(iii) easily leads to the equality
Pλ(u1, u2, . . .) = S
 ∏
i even
u
ri/2
i ·
∏
i odd,ri odd
(tu
(ri−1)/2
i ) ·
∏
i odd,ri even
(u
ri/2
i + u
ri/2−1
i )
 .
Note that the presence of t and the use of the operator S correspond to the multiplicity
(
2k+1
k
)
in Theorem
5.1.3(ii). Thus, the left-hand side of (5.1.11) is equal to S(F ), where
F =
∏
i even
(1 + uix
2i + u2ix
4i + u3ix
6i + . . .)·∏
i odd
(
1 + t[xi + uix
3i + u2ix
5i + . . .] + (1 + ui)[x
2i + uix
4i + u2ix
6i + . . .]
)
.
Simplifying, one immediately gets that FN = F . 
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Proposition 5.1.6. One has
S(FN )(x, u1, u2, . . .) = xF
W (x2, u1, u2, . . .).
Hence, the multiplicity with which each motivic piece (5.1.9) arises from a module in the semiorthogonal
decomposition of Theorem 5.1.3 is equal to the multiplicity with which it appears in the decomposition
(0.0.1).
Proof. We know that the stated equality of the generating functions holds after the substitution u1 =
u2 = . . . = 1. Indeed, this follows from the fact that the cardinality of the set of pairs (O, ξ) appearing
in the Springer correspondence is the same as the number of conjugacy classes in W . Set
FN0 (x, u1, u2, . . .) =
∏
n odd
(1 + txn + x2n) = FN |u1=u2=...=0.
Note that
(5.1.12) S(FN ) =
∏
n≥1
(1 − unx2n)−1 · S(FN0 ),
since the first factor does not depend on t and contains only even powers of x. Hence,
S(FN )|u1=u2=...=1 =
∏
n≥1
(1− x2n)−1 · S(FN0 ).
Thus, the identity
S(FN )|u1=u2=...=1 = xFW (x2, 1, 1, . . .)
becomes ∏
n≥1
(1− x2n)−1 · S(FN0 ) = x ·
∏
n≥1
(1− x2n)−2.
Therefore, we have
S(FN0 ) = x ·
∏
n≥1
(1− x2n)−1.
Plugging this into (5.1.12) we get the result. 
Corollary 5.1.7. One has
(5.1.13) S
( ∏
n odd
(1 + txn + x2n)
)
= x ·
∏
n≥1
(1 − x2n)−1.
The following independent proof of (5.1.13) was found by Ben Young. Start with the Jacobi triple
identity ∏
m≥1
(1− x2m)(1 + x2m−1y2)(1 + x2m−1y−2) =
∑
n∈Z
xn
2
y2n.
Now set y =
√
q and divide both sides by
∏
m(1− x2m):∏
m≥1
(1 + x2m−1q)(1 + x2m−1q−1) =
∑
n∈Z
xn
2
qn
∏
m≥1
(1− x2m)−1.
Thus, we get
(5.1.14)
∏
m odd
(1 + (q + q−1)xm + x2m) =
∑
n∈Z
xn
2
qn
∏
m≥1
(1 − x2m)−1
Now we observe that the left-hand side of (5.1.13) is exactly the coefficient of q1 in the q-expansion of
the left-hand side of (5.1.14).
Remark 5.1.8. The identity of Corollary 5.1.7 has the following combinatorial interpretation. Consider
partitions of 2n+ 1 with the following restrictions: all parts are odd, multiplicity of each part is ≤ 2. If
there are 2k + 1 parts of multiplicity 1 then this partition should be counted with weight
(
2k+1
k
)
. Then
the sum of weights of all such partitions is p(n), the usual partition number.
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5.2. Type Dn. Now let us consider the Springer correspondence for the groupG = SO(2n). The picture
is going to be very similar to the one for Bn but with some important differences, which lead to the
presence of “noncommutative” pieces in the corresponding semiorthogonal decomposition.
Representations of WDn are parametrized by the set Π
(2)
n /S2 of unordered pairs of partitions (ξ, ν)
such that |ξ| + |ν| = n, except that there are two irreducible representations associated with the pair
when ξ = ν. Similarly to the case of type Bn we associate with (ξ, ν) its symbol, which is an unordered
pair of sets (R,R′), setting
R = {ξ0, ξ1 + 2, . . . , ξr + 2r}, R′ = {η0, η1 + 2, . . . , ηr + 2r},
where ξ = (ξ0 ≤ ξ1 ≤ . . . ≤ ξr), η = (η0 ≤ η1 ≤ . . . ≤ ηr) (if necessary we extend one of the partitions by
0s).
The nilpotent orbits in SO(2n) are parametrized by the set Π+2n of partitions λ of 2n such that each
even part appears with even multiplicity, except that there are two nilpotent orbits associated with λ in
the case when all parts of λ are even. The reductive part of the centralizer Gλ of an element of the orbit
Oλ and its component group Fλ are still given by (5.1.2) and (5.1.3), where Iλ is still the set of odd m
appearing as parts in λ.
Similarly to type Bn, there is a map
Spr1 : Π
+
2n → Π(2)n /S2
defined as follows. For λ = (λ0 ≤ λ1 ≤ . . .) define the numbers ξ1 ≤ . . . ≤ ξr and η1 ≤ . . . ≤ ηr in
the same way as in the case of type Bn. It is easy to see that λ ∈ Π+2n has all parts even if and only if
Spr1(λ) has ξ = η. In this case there is some rule which of the two nilpotent orbits associated with λ
corresponds to which of the two irreducible representations associated with Spr1(λ), but the precise form
of the correspondence is not important for us.
Let (Rλ, R
′
λ) be the symbol associated with Spr1(λ). Assume that Rλ 6= R′λ, i.e., λ has at least one
odd part. As in the case of type Bn the maximal intervals of integers in (Rλ ∪ R′λ) \ (Rλ ∩ R′λ) are
in bijection with odd numbers i appearing as parts of λ, and the length of the interval is equal to the
multiplicity ri. We define similarity classes of symbols of pairs of partitions in Π
(2)
n /S2 as before, so that
each similarity class contains the unique symbol in the image of Spr1.
In the case when Iλ = ∅, i.e., all parts of λ are even, the component group Fλ is trivial, and the
Springer correspondence matches two nilpotent orbits corresponding to λ with two representations of
WDn associated with Spr1(λ) (the precise rule is not important for us).
Now assume that Iλ 6= ∅, and let Σλ have the same meaning as in the case of type Bn. Note that
we have
∑
m∈Iλ
ℓ(m) = 0, so Σλ is a coset for the subgroup 〈e〉 ⊂ (Z/2)Iλ generated by the element
e = (1, . . . , 1) ∈ (Z/2)Iλ . Then we have a bijection
Σλ/〈e〉 ∼✲ Sλ
to the set Sλ of symbols (R,R′) similar to (Rλ, R′λ), defined as in the case of type Bn (the action of e has
the effect of swapping R and R′, so it acts trivially on Sλ since we view (R,R′) as unordered pairs). We
still can identify the component group Fλ with F (Iλ), and view elements of (cm) ∈ Σλ/〈e〉 as characters
of Fλ (by definition, e restricts to the trivial character of Fλ). This gives a bijection Σλ/〈e〉 ∼✲ Sprλ
that computes the Springer correspondence for the nilpotent orbit associated with λ.
Since λ is a partition of 2n, we have |I−λ | = 2k for some k. Assume first that k > 0. Then the natural
projection
πλ : Fλ → F ′λ := (Z/2)I
+
λ .
is surjective. We claim that in this case similarly to Proposition 5.1.2 the set of characters of Fλ that
appear in the Springer correspondence is the union of
(
2k
k
)
/2 cosets of the subgroup π̂λ(F̂ ′λ) ⊂ F̂λ. Indeed,
it is enough to check that Σλ is the union of
(
2k
k
)
cosets of the subgroup (Z/2)I
+
λ . Using the notation from
Proposition 5.1.2 we have |I−λ (1)| = |I−λ (−1)| = k. The number in question is obtained as the number of
choices of pairs of subsets P (1) ⊂ I−λ (1), P (−1) ⊂ I−λ (−1) with |P (1)| = |P (−1)|, which is equal to
(
2k
k
)
.
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Next, assume that k = 0. Then Σλ = (Z/2)
Iλ and the restriction map
Σλ/〈e〉 → F̂λ
is an isomorphism, so in this case all characters of the component group appear in the Springer corre-
spondence. Note also that in this case the map πλ : Fλ → F ′λ is the natural embedding of the index 2
subgroup F (Iλ) ⊂ (Z/2)Iλ .
Now we can formulate the analog of Theorem 5.1.3 for type Dn. As before, for each partition µ
with |µ| ≤ n we consider the subspace tµ ⊂ t given by (5.1.6). Let WD,µ be the group acting on tµ by
permutations of groups of coordinates corresponding to equal parts in µ, and by changing signs of an
even number of coordinates t1, . . . , tn (simultaneously in each group of coordinates corresponding to a
part in µ). Note that if |µ| < n then WD,µ =WB,µ, since in this case tn = 0 and hence arbitrary changes
of signs are allowed.
Below we will use for λ ∈ Π+2n the notations Bλ, λred, etc., introduced in §5.1 for λ ∈ Π+2n+1. We also
denote by Nilp2n the set of nilpotent orbits, so that we have a surjective map Nilp2n → Π+2n with fibers
of cardinality 2 over λ that have only even parts.
Theorem 5.2.1. (i) Let AW be the algebra (3.1.4) defined for the Weyl group of type Dn. For each
λ˜ ∈ Nilp2n over λ ∈ Π+2n let Cλ˜ ⊂ D(AW − mod) be the thick subcategory generated by modules Mλ,ξ,
where ξ varies over Sprλ. Then we have a semiorthogonal decomposition
Df (AW ) = 〈Cλ˜N , . . . , Cλ˜1〉,
where we order the nilpotent orbits Oλ˜1 , . . . , Oλ˜N in such a way that Oλ˜i is in the closure of Oλ˜j only if
i < j. The category Cλ˜ depends only on λ ∈ Π+2n, up to equivalence, so we denote it by Cλ.
(ii) Fix λ ∈ Π+2n, and let |I−λ | = 2k. Assume first that k > 0. Then we have a decomposition of Cλ
into
(
2k
k
)
/2 mutually orthogonal subcategories Cλ(C), where C runs over the π̂λ(F̂ ′λ)-cosets comprising
Sprλ, and Cλ(C) is generated by all the modules Mλ,ξ with ξ ∈ C. Furthermore, for each such coset
C = ξ0 + π̂λ(F̂ ′λ) we have an equivalence
Cλ(C) ≃ Df (F ′λ ⋉Bλ).
sending the module Mλ,ξ, with ξ = ξ0 + π̂λ(η) to the projective module η ⊗Bλ.
(ii)’ Now let λ ∈ Π+2n be such that I−λ = ∅. Then we have
Cλ ≃ DbF (Iλ)(Bλ) ≃ Db([tµ/WD,µ]),
where µ = λred (note that in this case all multiplicities of parts in λ are even, so |µ| = n).
(iii) For each λ with |I−λ | > 0 and C = ξ0+ π̂λ(F̂ ′λ) as in (ii), there exists a semiorthogonal decomposition
of Cλ(C) into subcategories generated by certain AW -modules M ′λ,ξ, where ξ ∈ C are arranged in some
order, such that Ext>0AW (M
′
λ,ξ,M
′
λ,ξ) = 0, and
EndAW (M
′
λ,ξ0+π̂λ(η)
) ≃ C[tµ]WB,µ ,
where the partition µ is defined as follows. Let m1, . . . ,ms ∈ I+λ be all the elements such that the
restriction of η to the corresponding factor in F ′λ is nontrivial. Then µ is obtained from λ
red by reducing
by 1 the multiplicities of each of the parts m1, . . . ,ms. Furthermore, the support of the moduleM
′
λ,ξ0+π̂λ(η)
is equal to Sn · tµ.
The proof is absolutely analogous to that of Theorem 5.1.3, where in the case of λ ∈ Π+2n with I−λ = ∅
we use the fact that all characters of Fλ appear in the Springer correspondence to check the applicability
of Theorem 3.3.3. Note also that in (iii) we have |µ| < n so that WD,µ =WB,µ.
Thus, we obtain a semiorthogonal decomposition of Df (AW ) for type Dn into two kinds of subcat-
egories: 1) the subcategories generated by the modules M ′λ,ξ where λ is such that |I−λ | > 0; 2) the
subcategories Cλ for λ such that |I−λ | = 0. We will refer to pieces of type 2) as noncommutative pieces in
our semiorthogonal decomposition.
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Now we are going to match this decomposition with the motivic decomposition (0.0.1), where the
subcategories of the second kind absorb several pieces of the motivic decomposition.
Recall that conjugacy classes in W = WDn are parametrized by (ordered) pairs of partitions (µ, µ
′)
such that |µ|+ |µ′| = n and such that µ′ has even number of parts, except that in the case when µ′ = ∅
and all parts of µ are even there are two corresponding conjugacy classes. As in the case of type Bn, the
corresponding subspace tw is tµ. The centralizer C(w) acts on t
w = tµ through the quotient WD,µ. In
the case |µ| < n (i.e., µ′ 6= ∅) then WD,µ =WB,µ, so the quotient is smooth:
tµ/WD,µ ≃
∏
i
Aki/WBki ,
where ki is the multiplicity of i in λ. If µ
′ = ∅ and there is only one odd part i0 (appearing with some
multiplicity ki0 ) in µ then WD,µ acts by type B action on each group of coordinates corresponding to
equal even parts and by type D action on coordinates corresponing to the part i0. Thus, in this case the
quotient is still smooth:
tµ/WD,λ ≃
∏
i even
Aki/WBki × Aki0 /WDki0 .
Finally, if µ′ = ∅ and the odd parts appearing in µ are i1, . . . , is, where s > 1, appearing with multiplicities
ki1 , . . . , kis , then WD,µ acts by changing signs in even number of coordinates corresponding to odd parts
(in addition to permuting coordinates corresponding to equal parts). In this case the quotient is singular,
and we have an isomorphism of stacks
[tµ/WD,µ] ≃
∏
i even
Aki/WBki × [
(
s∏
m=1
(Akim /WDkim
)
)
/Fs],
where Fs = F ({1, . . . , s}) ⊂ (Z/2)s acts on each space Akim /WDkim via the projection to the mth factor
Z/2, using the outer involution of Akim /WDkim
. Note that by choosing basic invariant polynomials as in
Lemma 5.1.1, we get an isomorphism
[
(
s∏
m=1
(Akim /WDkim
)
)
/Zs] ≃
s∏
m=1
Akim−1 × [As/Zs].
In any case the corresponding piece in the motivic decomposition is tµ/WD,µ, to which we associate as
before the monomial u(µ) (see (5.1.10)). In the case when µ′ = ∅ and all parts of µ are even our convention
is that this monomial stands for the two pieces in the decomposition (corresponding to the two conjugacy
classes associated with (µ, ∅)). The formal sum of the obtained monomials over all conjugacy classes in
W is the coefficient of xn in
FW (x, u1, u2, . . .) =
∏
n≥1
(1− unxn)−1 · P+,
where
P+(x) =
1
2
(
∏
n≥1
(1− xn)−1 +
∏
n≥1
(1 + xn)−1)
is the generating function for partitions with even number of parts.
Now let us count contributions to pieces of the motivic decomposition from the semiorthogonal de-
composition of Theorem 5.2.1. Let λ be a partition in Π+2n and let ri denote the multiplicity of i in λ.
We distinguish two cases: 1) λ has at least one odd part appearing with odd multiplicity; 2) all odd
parts in λ appear with even multiplicity. In case 1) the counting is similar to the case of type Bn, so the
coresponding contribution is
Pλ = S
′
 ∏
i even
u
ri/2
i ·
∏
i odd,ri odd
(tu
(ri−1)/2
i ) ·
∏
i odd,ri even
(u
ri/2
i + u
ri/2−1
i )
 ,
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where S′ is the Z[u1, u2, . . .]-linear operator sending t
2k+1 to 0, t2k to
(
2k
k
)
/2 for k > 0 and 1 to 1. In case
2) we have to replace a noncommutative piece in the semiorthogonal decomposition by the corresponding
motivic pieces
(1 +D2 +D4 + . . .)(
∏
i
u
ri/2
i ).
Here for a monomial M in ui we set
Dp(M) =
 ∑
2m1−1<...<2mp−1
M
u2m1−1 . . . u2mp−1

reg
,
where we throw away summands that are not polynomials. Finally, in the case when all parts of λ are
even we have two corresponding nilpotent orbits and the corresponding stratum is u(λred) =
∏
i u
ri/2
i .
The strata appearing in this way are those corresponding to pairs (µ, ∅), where all parts of µ are even,
which are exactly the strata that have to be taken twice in the motivic decomposition (since there are
two associated conjugacy classes).
The resulting contribution from all λ ∈ Π+2n is equal to the coefficient of x2n in
FN (x, u1, u2, . . .) =
∏
m even
(1− umx2m)−1 · [S′(F1) + F2],
where S′(F1) and F2 correspond to cases 1) and 2) above:
F2 =
∏
m odd
(1− umx2m)−1 · 1
2
(P dist,odd(x2) + P dist,odd(−x2)) with
P dist,odd(x) =
∏
m odd
(1 + xm);
F1 = F˜1(x, t)− F˜1(x, 0), where
F˜1 =
∏
m odd
(1 + txm[1− umx2m]−1 + (1 + um)x2m[1− umx2m]−1) =
∏
m odd
(1− umx2m)(1 + txm + x2m).
Thus, we can rewrite
F1 =
∏
m odd
(1− umx2m) ·
( ∏
m odd
(1 + txm + x2m)− P dist,odd(x2)
)
,
FN =
∏
n≥1
(1 − unx2n)−1 ·
[
S′
( ∏
m odd
(1 + txm + x2m)
)
− 1
2
P dist,odd(x2) +
1
2
P dist,odd(−x2)
]
.
Now we claim that there is an equality
(5.2.1) FN (x, u1, u2, . . .) = F
W (x2, u1, u2, . . .).
The equality of the corresponding coefficients of x2n shows that we get the right number of pieces in
the motivic decomposition from our semiorthogonal decomposition. Both sides in the equality have the
factor
∏
n(1−unx2n)−1, and the remaining parts do not depend on ui. Hence, (5.2.1) is equivalent to the
identity obtained from it by setting u1 = u2 = . . . = 1, which holds due to the Springer correspondence.
The obtained combinatorial identity is
(5.2.2) S′
( ∏
m odd
(1 + txm + x2m)
)
− 1
2
P dist,odd(x2) +
1
2
P dist,odd(−x2) = P+(x2).
Using the well known identity ∏
n≥1
(1 + xn) =
∏
m odd
(1− xm)−1
we obtain
P dist,odd(−x) =
∏
m odd
(1− xm) =
∏
n≥1
(1 + xn)−1.
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Thus,
P+(x)− 1
2
P dist,odd(−x) = 1
2
∏
n≥1
(1− x2n)−1,
and the idenity (5.2.2) is equivalent to
S′
( ∏
m odd
(1 + txm + x2m)
)
− 1
2
P dist,odd(x2) =
1
2
∏
n≥1
(1− x2n)−1.
This in turn is equivalent to[ ∏
m odd
(1 + (q + q−1)xm + x2m)
]
q0
=
∏
n≥1
(1− x2n)−1,
which follows from (5.1.14) by taking the constant coefficient of the expansion in powers of q.
Appendix A. Appendix I: DG-models and Frobenius
A.1. Lifting the Frobenius at the DG-level. In this section we will prove the following “abstract
nonsense” result.
Theorem A.1.1. Let X be a scheme of finite type over C, and let F be a bounded complex of C-vector
spaces with constructible cohomology on X(C) which “can be defined over a finite field” (see below).
Then RHomC(F ,F) may be represented by a DG-algebra A which is in addition equipped with a DG-
endomorphism F such that the action of F on H∗(A) coincides with the action of the Frobenius endo-
morphism on Ext∗Λ(Fs,Fs) ⊗Λ C where Fs which is a reduction of F to the algebraic closure of a finite
field and Λ ⊂ C is a suitable coefficient ring which is a complete discrete valuation ring with finite residue
field.
The same result holds if F lies in the bounded Bernstein-Lunts equivariant derived category of [X(C)/G(C)]
for a linear algebraic group G acting on X.
We will say that F ∈ Dbc(X(C),C) or F ∈ Dbc([X(C)/G(C)],C) is “defined over a finite field” if it
can be obtained from an Fs defined over a finite field using the procedure “De F a` C” outlined in [7, §6]
(this procedure will be reviewed below). Note that while in loc. cit. it is shown that any F is defined
over the algebraic closure of a finite field, being actually defined over a finite field itself is a very subtle
property3. In particular, this property is not stable under extension and so one must be careful with
categorical constructions. In practice one usually completely sidesteps this problem by first defining the
relevant objects over a finite field and then performing the lift to C.
The main point of Theorem A.1.1 is not the existence of the DG-algebra A, which in the topological
case is obvious since we are working in a genuine derived category, but the fact that A may be chosen in
such a way as to be equipped with a lift of the Frobenius endomorphism, as the latter only exists over a
finite field.
To prove Theorem A.1.1 we have to check that the procedure of reducing to finite characteristic as
explained in [7, §6] (for schemes) can be lifted to the DG-level (i.e., it can be “enhanced”). We have
to deal with the fact, however, that the l-adic derived category constructed in [7, 23] is not actually a
subcategory of a genuine derived category, and hence it is not naturally enhanced. Luckily this defect
has been repaired in recent years [6, 25, 50].
Another technical problem, which arises only in the G-equivariant case, is the following: a morphism
of algebraic stacks f : X → Y does not define a morphism between the corresponding lisse-e´tale topoi, as
the pullback functor does not commute with finite limits (this was independently observed by Behrend
and Gabber, see [57, Example 3.4] for an explicit counterexample between schemes!). This does not
present a problem on the derived level since a functor Lf−1 : Dc(Y)→ Dc(X ) has been constructed [57].
However it does present a problem on the DG-level. The functors connecting C and F are mostly given
3A simple perverse sheaf of “geometric” origin is defined over a finite field by [7, §6.2.4].
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by inverse images, and since the DG-enhancements we use are based on injective resolutions, a non-exact
inverse pullback functor is very inconvenient.
Luckily these problems disappear if we represent stacks by simplicial schemes equipped with the e´tale
site. In that case inverse images may be computed levelwise, and hence it is obvious that they are exact.
Since it is well-known that the derived category of constructible sheaves on an algebraic stack is
equivalent to the derived category of contructible (cartesian) sheaves on the simplicial scheme associated
to a smooth covering by a scheme, and since furthermore this equivalence extends to the l-adic case (see
[50, Prop. 10.3]), our approach is equivalent to the usual one.
Let us finally mention that derived inverse images and derived direct images for a morphisms f : X → Y
between algebraic stacks may indeed be computed on the corresponding simplicial schemes. For Lf−1
this is in fact true by the construction, and for Rf∗ this is true for representable morphisms [6, Corollary
5.5.6].
Remark A.1.2. A result like Theorem A.1.1 for F = C was proved by Deligne in [23] using hyper-
coverings. Note that in this particular case Deligne constructs A in such a way that A<0 = 0, so that
Sullivan’s theory of minimal models applies to it. Our construction does not have this property, which is
why need the more general Theorem A.1.1.
Remark A.1.3. Theorem A.1.1 has an obvious analogue for a finite collection of complexes of (Fi)i=1,...,n.
In this case A becomes a DG-category with n objects. We leave the precise formulation to the reader.
The proof of Theorem A.1.1 occupies the remainder of this section. After some preliminaries, we discuss
in §A.5 the reduction to a finite field purely on the level of derived categories (essentially following [7,
§6], but with appropriate changes to deal with the equivariant categories). Then in §A.6 we explain how
to lift the entire picture to the DG-level, using standard DG-enhancements (see §A.4).
A.2. The m-adic derived category of a topos. Let X be a topos, and let XN be the associated topos
of N-indexed4 inverse systems over X . Let Λ be a complete discrete valuation ring with maximal ideal
m.
There is a morphism of topoi
π : XN → X
such that π−1F is the constant inverse system (F)n and π∗G = lim←−
n
Gn. Also, let in : X → XN be the
morphism of topoi such that i−1n F = Fn.
Put Λn = Λ/mn and let Λ• = (Λn)n be the corresponding inverse system of rings. We consider X
N to
be ringed by the constant sheaf Λ•.
Let C(XN,Λ•) denote the category of complexes of Λ•-modules on X , and let D(XN,Λ•) be the
corresponding derived category.
The composition
Lπ∗Rπ∗ : D(X
N,Λ•)→ D(XN,Λ•)
is called the normalization functor and is denoted by ?̂. By construction there is a natural transformation
F → F̂
An object F in D(XN,Λ•) is said to be normalized if F → F̂ is an isomorphism. We write D(XN,Λ•)norm
for the full subcategory of D(XN,Λ•) consisting of normalized complexes. Obviously D(XN,Λ•)norm is
triangulated, and since it is a subcategory of a derived category, it is naturally enhanced, but it is not
clear if it has any other desirable properties.
The good behaviour of D(XN,Λ•)norm depends crucially on the good behaviour of the normalization
functor ?̂, which in turn depends on the good behaviour of inverse limits. The good behaviour of inverse
limits on sites depends on the local boundedness of cohomological dimension—see [50, §2] and in particular
[50, Assumption 2.1.2]. Luckily these hypotheses are satisfied in the cases we consider (nice algebraic
stacks and simplicial schemes, see [50] for the precise setting).
4We follow the American convention that 0 6∈ N.
56 ALEXANDER POLISHCHUK AND MICHEL VAN DEN BERGH
So from now on we assume that we are in the setting of [49, 50]. An important feature is that the
normalization functor may be computed locally on stacks [50, Cor. 3.8] and levelwise on simplicial schemes
(see the proof of [50, Prop. 10.2]).
Also, we have that a complex is normalized if and only for n ≥ m the canonical maps
(A.2.1) Fn L⊗Λn Λm 7→ Fm
are isomorphisms, where here and below we use the convention Fn = i∗nF . For algebraic stacks this is
[50, Prop. 3.5], and for simplicial schemes it follows from the fact that the normalization functor may be
computed levelwise.
Now assume that c is the category of Cartesian constructible complexes in X (this notion is defined
both in the stack and in the simplicial context). Then we define Dc(X,Λ) as the full subcategory of
D(XN,Λ•)norm, consisting of objects whose cohomology are AR-m-adic objects in c (see [38]).
It follows from [50] that Dc(X,Λ) may be constructed differently as the category
(A.2.2) Dc(X,Λ)
def
= Dc(X
N,Λ•)/Dnull(X
N,Λ•),
where Dc(X
N,Λ•) and Dnull(X
N,Λ•) are the full subcategories of D(XN,Λ•) spanned by objects F whose
cohomology are, respectively, locally AR-m-adic objects and locally AR-null objects in c (see [38]). There
are inverse equivalences
(A.2.3) Dc(X,Λ)
can
))
Dc(X,Λ)
?̂
ii
For algebraic stacks this is [50, Thm 3.9] and for simplicial schemes it is [50, Prop. 10.2].
It is clear that the standard truncation functors τ≤n, τ≥n on D(X
N,Λ•) descend to Dc(X,Λ), and
hence they define a t-structure on Dc(X,Λ) with the heart consisting of m-adic sheaves (see [38]) in c,
and the same holds via (A.2.3) also for Dc(X,Λ).
Using the t-structure introduced in the previous paragraph we now define the bounded l-adic derived
category Dbc(X,Λ) ⊂ Dc(X,Λ), and via (A.2.3), also Dbc(X,Λ) ⊂ Dc(X,Λ). Note however, that Dbc(X,Λ)
is not a subcategory of Db(XN,Λ•)!
A.3. A spectral sequence for D-topoi. The following result should be standard but we did not find
the exact result in the literature.
Let D be a small category and let π : X• → D be a D-topos [2]. We write Xi for π−1(i) and X•
for the associated total topos. Thus, objects in X• are collections of objects (Fi ∈ Xi)i and maps
(φα : α
−1Fj → Fi)α, for α : i→ j, satisfying the standard cocycle condition.
We assume that X• is ringed with a sheaf of rings Λ• which is flat in the sense that the transition
morphisms α : (Xi,Λi) → (Xj ,Λj) have the property that α∗ is exact. We say that Λ•-module F is
Cartesian if the φα’s induce isomorphisms α
∗Fj → Fi. We will denote the latter isomorphisms also by
(φα)α. Note that Λ• is automatically Cartesian.
Proposition A.3.1. Let F ,G be Λ•-modules with F being Cartesian. Then the assignment
i 7→ ExtjΛi(Fi,Gi)
defines a contravariant functor D → Ab (where Ab is the category of abelian groups). Furthermore, there
is a convergent spectral sequence
Epq2 = R
plim←−
u
ExtqΛu(Fu,Gu)⇒ ExtnΛ•(F ,G)
Proof. Let α : v → u be a morphism in D. We obtain a morphism
ExtjΛu(Fu,Gu)→ ExtjΛv (α∗Fu, α∗Gu) ∼= ExtjΛv (Fv, α∗Gu)→ ExtjΛv (Fv,Gv)
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where the first morphism is induced by α∗ and the latter two are induced by φ−1α and φα respectively.
This yields the asserted functoriality. It is easy to see that
HomΛ(F ,G) = lim←−
u
HomΛu(Fu,Gu).
We will construct the spectral sequence as the Grothendieck spectral sequence for the above compo-
sition of functors. For this we have to show that Iu is injective for I injective and furthermore that
HomΛu(Fu, Iu) is acyclic for lim←−
u
.
As in [2, 49], we may assume that I = iv,∗I where iv : Xv → X is the morphism of topoi (Fv)v 7→ Fv
and I is an injective Λv-module in Xv. We have the general formula
(iv,∗I)u =
∏
α:v→u
α∗I
(which does not require I to be injective). Since α∗ has an exact left adjoint (by flatness), this implies
that (iv,∗I)u is injective.
We also get
HomΛu(Fu, Iu) = HomΛu(Fu, (iv,∗I)u)
=
∏
α:v→u
HomΛu(Fu, α∗I)
=
∏
α:v→u
HomΛv (α
∗Fu, I)
=
∏
α:v→u
HomΛv (Fv, I)
= Set
(
D(v, u),HomΛv (Fv, I)
)
,
where Set(?, ?) denotes morphisms in the category of sets. Thus, we have to show that
Set
(
D(v,−),HomΛv (Fv, I)
)
is acyclic for lim←−. Let Inv(D) denote the category of inverse systems of functors D → Ab. For W in
Inv(D) we have
HomInv(D)
(
W, Set
(
D(v,−),HomΛv (Fv, I)
))
= HomΛv (Wv ⊗Z Fv, I).
We claim that the derived functors of
W 7→ HomΛv (Wv ⊗Z Fv, I)
are given by
HomΛv (Tor
Z
i (Wv,Fv), I)
This is clear if we replace W by a projective resolution and use the fact that projectives are summands
of direct sums of objects of the form ZD(−, w), which are Z-flat when evaluated at every v. Thus, we
conclude that
ExtiInv(D)
(
W, Set(D(v,−),HomΛv (Fv, I))
)
= HomΛv (Tor
Z
i (Wv ,Fv), I).
Let Z be the constant inverse system on D with value Z. We finally conclude that for i > 0 one has
Rilim←−Set(D(v,−),HomΛv (Fv, I)) = Ext
i
Inv(D)(Z, Set(D(v,−),HomΛv (Fv, I)))
= HomΛv (Tor
Z
i (Z,Fv), I)
= 0 
A.4. DG-enhancements of derived categories and derived functors.
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A.4.1. The “standard” DG enhancement of a derived category. If A is an abelian category then the
derived category D(A) of A is the category of complexes C(A) over A localized at quasi-isomorphisms.
If A is a Grothendieck category then we denote by Ddg(A) the “standard” DG-enhancement of D(A)
using fibrant resolutions. In other words, Ob(Ddg(A)) = Ob(D(A)) = Ob(C(A)), and for every C ∈
Ob(C(A) we fix a quasi-isomorphism C → IC such that IC is fibrant for the standard injective model
structure on C(A). The Hom-complexes in Ddg(A) are then given by
HomDdg(A)(C,D)
def
= HomC(A)(IC , ID)
Although it is not essential we will assume that if C is left bounded then IC is left bounded as well. In
this case IC is just a classical injective resolution.
A.4.2. Co-quasi-functors. The DG-functor is often too rigid a notion to compare different DG-categories.
A suitable weakened notion is given by “quasi-functors” introduced in [42]. For technical reasons we will
use the dual version which we call “co-quasi-functors”.
If a, b are DG-categories then a co-quasi-functorM : b→ a is simply a quasi-functor [42] b◦ → a◦. To
be more concrete: an a− b-bimodule M is a DG-bifunctor M : b◦× a→ C(Ab). We say that such an M
is a co-quasi-functor b → a if for every B ∈ b there is an A ∈ a, as well as a morphism of DG-functors
a(A,−)→M(B,−) (by enriched Yoneda this is the same as an element of xB ∈ Z0M(B,A)), such that
for all A′ ∈ a the induced map a(A,A′)→M(B,A′) is a quasi-isomorphism. It will often be convenient
to choose for every B a particular A, which we will then denote by M(B).
A co-quasi-functor M induces an honest functor H0(a)→ H0(b) sending B to M(B). We denote this
functor by H0(M).
Example A.4.1. Let F be a left exact functor between Grothendieck categories C → D. Then the right
derived functor
RF : D(C)→ D(D)
can be lifted to a co-quasi-functor
RF dg : Ddg(C)→ Ddg(D)
by setting
RF dg(C,D) = HomC(D)(FIC , ID)
We will need the following standard result [42].
Lemma A.4.2. Assume that M : b → a is a co-quasi-functor such that H0(M) is fully faithful. Then
for every B ∈ b one has that b(B,B) and a(M(B),M(B)) are isomorphic in the homotopy category of
DG-algebras.
Proof. Put A =M(B) and consider the DG-algebra
Λ =
(
a(A,A) M(B,A)[−1]
0 b(B,B)
)
with the differential (
f s−1m
0 g
)
7→
(
df s−1(xBg − fxB − dm)
0 dg
)
.
Then we see that Λ projects to a(A,A) and b(B,B), and it is easy to see that both maps are quasi-
isomorphisms. 
Remark A.4.3. The notions introduced in this section have obvious k-linear versions in the case when
k is a commutative base ring. We will use this without further comment.
A.5. Passing to a finite field. For a scheme Y of finite type over C and a noetherian ring R of finite
global dimension we temporarily write Dbc(Y (C), R)lit for the category of bounded complexes of sheaves
of R-modules on Y (C) with constructible homology, in order to avoid confusion with the l-adic derived
category which will be introduced later.
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A.5.1. The Bernstein-Lunts derived category. Let X be a scheme of finite type over C and let G be a
linear algebraic group acting on X . The (topological) derived category Dbc([X(C)/G(C)],C)lit of G(C)-
equivariant C-linear sheaves on X(C) was defined by Bernstein and Lunts in [10].
Let (X(C)/G(C))• be the standard simplicial space associated to the G(C)-action on X(C). We view
(X(C)/G(C))• as a topos indexed by ∆
◦, where ∆ = {[n] | n ∈ N} is the standard simplicial category. Let
R be a noetherian ring of finite global dimension. The model of the G(C)-equivariant derived category
we will use is
(A.5.1) Dbc([X(C)/G(C)], R)lit
def
= Dbc,cart
(
(X(C)/G(C))•, R
)
lit
The right-hand side of (A.5.1) is the full subcategory of D
(
(X(C)/G(C))•, R
)
lit
consisting of bounded
complexes with Cartesian, levelwise constructible homology.
We let Y be either Xet (the small e´tale site of X) or else (X/G)•,et, the simplicial scheme of a
linear algebraic group G acting on X . We write Y (C) for the corresponding topological topoi X(C) or
(X(C)/G(C))•. In the course of the proof the ground field will change.
A.5.2. Changing the coefficient ring. For use below we make the following definition. Let R → S be a
morphism between commutative rings and let A be an R-linear category. Then the category AS has the
same objects as A but its Hom-spaces are defined by
HomAS (F ,G) = S ⊗R HomA(F ,G)
Note that if A is abelian or triangulated then this will usually not be the case for AS .
We recall the following fact.
Proposition A.5.1. (1) Let S be commutative noetherian ring of finite global dimension which is a
flat ring extension of R. Then the coefficient extension functor
Dbc(Y (C), R)lit → Dbc(Y (C), S)lit : F 7→ S ⊗R F
induces a fully faithful functor
Dbc(Y (C), R)lit,S → Dbc(Y (C), S)lit.
(2) We have
Dbc(Y (C),C)lit =
⋃
S
Dbc(Y (C), S)lit,C,
where S runs through subrings of C which are finitely generated over Z and of finite global di-
mension.
(3) We have
Dbc(Y (C),C)lit =
⋃
S
Dbc(Y (C),Λ)lit,C,
where Λ runs through complete discrete valuation rings in C with finite residue field.
Proof. Assume first that Y is a scheme. By Hironaka’s semi-algebraic triangulation theorem [32], the
study of constructible sheaves on X(C) can be reduced to the study of constructible sheaves on finite
simplicial complexes, which is a purely combinatorial problem [40, §8.1]. From this (1) and (2) follow
easily.
To deduce (3) from (2) one needs a bit of field theory. Let S ⊂ C be finitely generated over Z. We
claim that there is a complete discrete valuation ring with finite residue field Λ such that S ⊂ Λ ⊂ C.
This clearly implies (3).
First, note that from the fact that Zl/Z has infinite transcendence degree one easily constructs an
injective map S → Λ′, where Λ′ is a complete discrete valuation ring with finite residue field. Indeed,
write S as an integral extension of some S0 = Z[X1, . . . , XN ]. Then we may embed S0 ⊂ Zl as Z-algebra.
Extend the induced valuation on the fraction field of S0 to the fraction field of S. This gives an injective
map S → Λ0, where Λ0 is a discrete valuation ring with the finite residue field. Now replace Λ0 by its
completion Λ′.
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Thus, in particular Λ′ is a finite extension of some Zl. Thus, the algebraic closure of the quotient field
of Λ′ is isomorphic to Ql.
Let K be the quotient field of S. We now have the following diagram
K //

C
Ql
Now C and Ql are both algebraically closed fields. Furthermore, since K is countable, C/K and Ql/K
have the same transcendence degree. It follows by [36, Theorem 1.12] that there is an isomorphism
τ : Ql
∼=−→ C which is the identity on K. It now suffices to take Λ = τ(Λ′).
Now consider the case Y = [X/G]. (1) follows immediately from Proposition A.3.1 and the scheme
case.
For (2) we note that a Cartesian constructible sheaf on X(C) is the same as a constructible sheaf with
a finite amount of descent data. Hence, this descent data can be descended to a finite extension of Z. A
similar argument applies to the extension data which build a complex from its cohomology. The proof of
(3) does not have to be adapted. 
A.5.3. Passing to the topological m-adic derived category. Now assume that we are in the setup of §A.2,
so (Λ,m) is a complete discrete valuation ring. We assume in addition that its residue field is finite. Recall
that we have a morphism of topoi π : XN → X , where XN is ringed by Λ• = (Λn)n with Λn = Λ/mn.
Theorem A.5.2. The functors Lπ∗ and Rπ∗ define inverse equivalences between D
b
c(Y (C),Λ)lit and
Dbc(Y (C),Λ).
Proof. For schemes this is proved in [25], so let us consider the case Y = (X/G)•.
Note that an object in Db((X(C)/G(C))N• ,Λ
•)norm is first and foremost a system of complexes (Fnm)n,m
of sheaves of Λn-modules on G(C)m × X(C) equipped with various maps. The fact that (Fnm)n,m is
normalized implies that the morphism
Fn•
L⊗Λn Λn′ → Fn′•
is an isomorphism (in the derived category). It is easy to see that this is equivalent to
Fnm
L⊗Λn Λn′ → Fn′m
being an isomorphism for each m. In other words, this is equivalent to F•m being normalized as a complex
of sheaves on the ringed topos ((G(C)m ×X(C))N,Λ•) for each m.
Now let X1 = G
m1 ×X , X2 = Gm2 ×X , and let f : [m2]→ [m1] be a morphism in ∆. It corresponds
to a morphism of schemes X1 → X2. The object (Fnm)m,n is Cartesian if and only if for each such f the
map f∗F•m2 → F•m1 is an isomorphism for all n in Db(X1(C)N,Λ•)norm.
We now claim that Rπ∗ and Lπ
∗ define inverse equivalences
(A.5.2) Dbc((X(C)/G(C))
N
• ,Λ
•)norm ←→ Dbc((X(C)/G(C))•,Λ)lit.
So we have to show that the unit and counit morphisms id→ Rπ∗Lπ∗, Lπ∗Rπ∗ → id are isomorphisms.
Since Rπ∗ and Lπ
∗ can be computed levelwise, we are reduced to the scheme case which is known.
If f is as above then we have on the nose f∗Lπ∗ = Lπ∗f∗. Hence, if F ∈ Dbc((X(C)/G(C))•,Λ)lit has
Cartesian cohomology then so does Lπ∗F . Since Rπ∗ and Lπ∗ are inverses, we also have f∗Rπ∗ = Rπ∗f∗,
from which it follows that if G ∈ Dbc((X(C)/G(C))N• ,Λ•)norm has Cartesian cohomology then so does
Rπ∗G.
Thus, to show that (A.5.2) induces an equivalence of the subcategories
Dbc,cart((X(C)/G(C))
N
• ,Λ
•)norm ≃ Dbc,cart((X(C)/G(C))•,Λ)lit,
it remains to verify the compatibility with the condition that the cohomology of objects in
Dbc,cart((X(C)/G(C))•,Λ)lit are Cartesian locally AR-m-adic objects. However, it is clear that if F
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is Cartesian then it is locally AR-m-adic if and only this is the case for F1. So we are again reduced to
the scheme case which is known. 
A.5.4. Passing to the e´tale m-adic derived category. In [50, Cor. 3.17] it is shown (for algebraic stacks)
that Dbc(Y,Λ) coincides with the m-adic derived category as defined by Deligne in [23] (see also [7]). In
other words, for F ,G ∈ Dbc(Y,Λ) the obvious map
(A.5.3) HomΛ(F ,G)→ lim←−
n
HomΛn(Fn,Gn)
is an isomorphism.5
Now there is a morphism of topoi
ǫ : Y (C)→ Yet.
In the scheme case this is [7, p149]. In the G-equivariant case we define it levelwise.
It is easy to see that ǫ∗ preserves normalized complexes with AR-m-adic cohomology and thus defines
a functor
ǫ∗ : Dbc(Y,Λ)→ Dbc(Y (C),Λ).
Proposition A.5.3. [7, p149] The functor ǫ∗ defines an equivalence between Dbc(Y,Λ) and D
b
c(Y (C),Λ).
Proof. Using (A.5.3) and its analogue for Y (C) together with Proposition A.3.1, it follows immediately
that ǫ∗ is fully faithful. To prove that it is essentially surjective it will be convenient to use Dbc(Y,Λ) (see
(A.2.2)). We have a commutative diagram
Dbc(Yet,Λ)
can
∼=
//
ǫ∗

D
b
c(Yet,Λ)
ǫ∗

Dbc(Y (C),Λ) can
∼= // Dbc(Y (C),Λ)
So it is sufficient to prove that the right vertical arrow ǫ∗ is essentially surjective. To this end it suffices
to prove that if F is a constructible AR-m-adic object on Y (C) then it can be lifted under ǫ∗. But this
is clear since ǫ∗ is an equivalence on constructible sheaves. 
A.5.5. Reduction to the algebraic closure of a finite field. The following result is stated in [7, p155].
Lemma A.5.4. Suppose we have a finite diagram of schemes of finite type over a noetherian scheme S
and on each scheme a finite number of constructible Λn-modules.
If we perform a finite sequence of standard homological operations R∗f∗, R
∗f!, f
∗, R∗f !, Torp, Extp
on the given constructible sheaves, then the result is constructible and compatible with the base change
after replacing S with a suitable dense open subset.
Proof. (see [7]) The crucial case consists of R∗f∗ applied to a single constructible sheaf. This case is [22,
Th. finitude 1.9]. 
We recall a construction given in [7, p156]. Let X/C be of finite type. Let T be a stratification of X
with smooth strata T ∈ T . For each T ∈ T let L(T ) be a finite family of locally constant sheaves (for
the e´tale topology) of Λ1-modules on T .
Lemma A.5.5. There exists A, a subring C of finite type over Z, such that for S = SpecA there exist
(XS , TS ,LS) that give (X, T ,L) through base extension, such that in addition the following properties
hold.
(1) The strata T ∈ TS are smooth over S with geometrically connected fibers.
(2) For F,G of the form j!L with j : T →֒ XS in TS and L ∈ L(T ), the sheaves ExtqXS (F,G) are
compatible with the base change in S.
(3) Let aS : XS → S be the structure morphism. With F,G as above, the sheaves Rpa∗ ExtqXS (F,G)
are locally constant and compatible with the base change.
5The term lim
←−
n
1 Ext−1(Fn,Gn) in [50, Cor. 3.17] is zero since the groups Ext−1(Fn,Gn) are finite in the current setting.
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Proof. This is stated without proof in [7]. One may argue as follows. As the first step we may choose
S = SpecA, such that (XS ,LS , TS) exist and the strata in TS are smooth over S with geometrically
connected fibers. Then we apply Lemma A.5.4 to obtain constructibility and compatibility with the base
change of (the finite number of) the sheaves Rpa∗ ExtqXS (F,G). Shrinking S further we may assume that
the Rpa∗ ExtqXS (F,G) are locally constant. 
Let A be as in the previous lemma. Pick s ∈ S. Then according to [7], there exists a strict Henselian
discrete valuation ring A ⊂ V ⊂ C, whose residue field is the algebraic closure of the residue field of s.
We denote the closed point of SpecV also by s. Then we have a base extension diagram
X
u−→ XV i←− Xs
LetDbT ,L(X,Λ
n) be the full subcategory ofDbc(X,Λ
n) consisting of complexesK, such that TorΛj (Λ
1, Hi(K)|T ),
for T ∈ T , is an extension of objects in L(T ) for all i, j. We define DbTV ,LV (XV ,Λn), DbTs,Ls(Xs,Λn) in
a similar way.
Lemma A.5.6. There are equivalences of categories
DbT ,L(X,Λ
n)
u∗←− DbTV ,LV (XV ,Λn)
i∗−→ DbTs,Ls(Xs,Λn).
Proof. (see [7]) Let F = j1∗L1, G = j2∗L2, where ji : Ti → XV in TV , for i = 1, 2, are the embeddings of
strata, and Li ∈ L(Ti) (these are sheaves of Λ1-modules). We have to prove that ExtpXV ,Λn(F,G) does
not change if we replace V by its generic or special point. Since F and G are sheaves of Λ1-modules, we
have
ExtpXV ,Λn(F,G) = Ext
p
XV ,Λ1
(F,RHomΛn(Λ
1, G)),
and Hi(RHomΛn(Λ
1, G)) = G for all i ≥ 0. Hence, it suffices to consider the case n = 1, by invoking the
appropriate spectral sequence.
Now we have
RHomXV (F,G) = RΓ(SpecV,Ra∗RHomXV (F,G))
Using Lemma A.5.5(3), we are reduced to checking for a locally constant sheaf L on (SpecV )et one has
Hi(SpecC, u∗L) = Hi(SpecV, L) = Hi(s, i∗L).
But this is obvious, since V is stricly Henselian, and so L = (Λ1)⊕n. 
Let G be an algebraic group defined over Z, acting on X . We keep the above setup, but we assume in
addition that the strata in T are G-invariant, and the elements of L(T ) are G-equivariant. We have the
following result.
Lemma A.5.7. We can choose V in such a way that there are equivalences of categories
DbT ,L(X/G,Λ)
u∗←− DbTV ,LV (XV /GV ,Λ)
i∗−→ DbTs,Ls(Xs/Gs,Λ).
Proof. We follow the above proof but replace a by the structure map X → SpecC/G. Mimicking the the
non-equivariant case we have to show that for a G-equivariant locally constant sheaf of Λ1-modules L on
SpecV one has
Hi(SpecC/G, u∗L) = Hi(Spec V/GV , L) = H
i(s/Gs, i
∗L).
Note that if we forget the G-structure then L is a constant sheaf. Thus, using Proposition A.3.1 we
reduce to the scheme case. 
SEMIORTHOGONAL DECOMPOSITIONS FOR SOME REFLECTION GROUPS 63
A.5.6. Passing to a finite field: summary. For the benefit of the reader let us summarize the functors
that were introduced in §A.5.2-A.5.5.
(A.5.4) Dbc(Y (C),C)lit
C⊗Λ−←−−−− Dbc(Y (C),Λ)lit Rπ∗←−−−∼= D
b
c(Y (C),Λ)
ǫ∗←−
∼=
Dbc(Y,Λ) ⊃ DbT ,L(Y,Λ) u
∗←−
∼=
DbTV ,LV (YV ,Λ)
i∗−→
∼=
DbTs,Ls(Ys,Λ)
After tensoring with C we then obtain functors
Dbc(Y (C),C)lit
C⊗Λ−←−−−−
f.f.
Dbc(Y (C),Λ)lit,C
Rπ∗←−−−
∼=
Dbc(Y (C),Λ)C
ǫ∗←−
∼=
Dbc(Y,Λ)C ⊃ DbT ,L(Y,Λ)C u
∗←−
∼=
DbTV ,LV (YV ,Λ)C
i∗−→
∼=
DbTs,Ls(Ys,Λ)C
Furthermore, any object F in Dbc(Y (C),C) is obtained from Fs in some DbTs,Ls(Ys,Λ).
Assume s = Spec F¯p. There is some s0 = SpecFq such that Ys is obtained by the base extension from
Y0/s0. Unfortunately one cannot draw a similar conclusion for Fs. E.g., Fs might be a rank one Λ-local
system on A1
F¯p
− {0} with infinite monodromy.
For use below we make the following definition. Let a : Y0 → s0, p : s → s0 be the structure maps.
Then we define Dbc(Y0,Λ)F as the category that has the same objects as D
b
c(Y0,Λ) but whose Hom-spaces
are given by
(A.5.5) HomDbc(Y0,Λ)F (F ,G) = H0RHomY (p∗F , p∗G).
The right hand side of (A.5.5) is equipped with a canonical Frobenius action, compatible with the Λ-
module structure. Thus, we can think of Dbc(Y0,Λ)F as being enriched in Mod(Λ[F, F
−1]) (the monoidal
structure is given by tensoring over Λ), and more precisely, in the full subcategory of Mod(Λ[F, F−1])
consisting of modules that are finitely generated over Λ.
We have a functor
Dbc(Y0,Λ)F → Dbc(Y,Λ) : F → p∗F
which on the level of objects is given by the base extension and on the level of Hom-spaces amounts to
forgetting the F -action.
Remark A.5.8. The category Dbc(Y0,Λ)F is not the same as D
b
c(Y0,Λ). For example, the former is not
triangulated.
A.6. End of proof of Theorem A.1.1.
A.6.1. Passing to the DG-context. All the functors in (A.5.4) are induced from left derived functors
between suitable abelian categories (the inverse images are exact, and so they are both left and right
derived functors). Hence, they are represented by co-quasi-functors on the DG-level (as in Example
A.4.1). We may then extend the resulting bimodules to obtain co-quasi-functors
Db,dgc (Y (C),C)lit ← Db,dgc (Y (C),Λ)lit,C ← Db,dgc (Y (C),Λ)C ←
Db,dgc (Y,Λ)C ⊃ Db,dgT ,L(Y,Λ)C ← Db,dgTV ,LV (YV ,Λ)C → Db,dgTs,Ls(Ys,Λ)C,
where all the arrows induce equivalences or fully faithful embeddings on the H0-level. By Lemma A.4.2,
it follows that the DG-algebras HomDb,dgc (Y (C),C)(F ,F) and HomDb,dgc (Ys,Λ)C(Fs,Fs) are isomorphic in
the homotopy category of DG-algebras over C.
Thus, it remains to construct a DG-algebra, quasi-isomorphic to HomDb,dgc (Ys,Λ)C(Fs,Fs), which carries
a DG-endomorphism inducing the Frobenius on cohomology, assuming of course that Fs is indeed defined
over a finite field. We do this in the next section.
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A.6.2. Lifting the Frobenius to the DG-level. The technical problem we have to deal with is that p∗ does
not preserve injectives. So we have to follow a more complicated procedure.
For objects F0,G0 in Sh(Y N0 ,Λ•) we set
(A.6.1) HomΛ(F0,G0)F = π∗pN,∗aN∗ HomSh(Y N0 ,Λ•)(F0,G0) ∈ Mod(Λ[F, F−1]),
where as before a : Y0 → s0, p : s→ s0 are the structure maps and π is the standard morphism of topoi
sN → s.
Note that pN,∗aN∗ HomSh(Y N0 ,Λ•)(F0,G0) is an object in Sh(sN,Λ•), i.e., an inverse system of Λ-modules.
Lemma A.6.1. If G0 is injective then pN,∗aN∗ HomSh(Y N0 ,Λ•)(F0,G0) is an inverse system with surjective
structure maps.
Proof. By the smooth base change and the compatibility of e´tale cohomology with inverse limits [2,
VII.5.8], we have p∗a∗ = a∗p
∗. Unfortunately if F is not constructible then Hom does not commute with
the base change. However, straight from the definitions we get
(aN∗p
N,∗HomSh(Y N0 ,Λ•)(F0,G0))(s)n = inj lim
s′
Hom
Sh(Y
≤n
0,s′
,Λ•)
(F≤n0,s′ ,G≤n0,s′),
where s′ runs through the factorizations s → s′ → s0 with s′/s0 e´tale (=finite), and Y ≤n denotes the
topos of inverse systems of length n.
Now if G is injective it is easy to see that Gs′ is injective as well (since Ys′/Y is e´tale, there is an exact
left adjoint, “extension by zero”).
So we have to prove that if Y is a topos, F and G sheaves of Λ•-modules on Y N, with G injective, then
HomSh(Y ≤n+1,Λ•)(F≤n+1,G≤n+1)→ HomSh(Y ≤n,Λ•)(F≤n,G≤n)
is surjective. This is an easy excercise. 
We define a DG-model Db,dgc (Y0,Λ)F for D
b
c(Y0,Λ)F (see §A.5.6) as follows: Db,dgc (Y0,Λ)F has the
same objects as Dbc(Y0,Λ)F , and it is enriched in C(Λ[F, F
−1]) by setting
HomDb,dgc (Y0,Λ)F (F0,G0) = HomΛ(IF0 , IG0)F ,
where the right-hand side is defined by (A.6.1), applied to injective resolutions. By the fact that
HomΛ(IF0 , IG0) is acyclic for a
N
∗ and by Lemma A.6.1, we see that HomΛ(IF0 , IG0)F computes
Rπ∗p
N,∗RaN∗ RHomSh(Y N0 ,Λ•)(F0,G0) = Rπ∗RaN∗pN,∗RHomSh(Y N0 ,Λ•)(F0,G0)
= Rπ∗Ra
N
∗ RHomSh(Y Ns ,Λ•)(p∗F0, p∗G0)
where we have used the fact that for constructible (cartesian in the G-equivariant case) sheaves RHom
commutes with the base change. Since s is a point topos, a∗ on Ys is just taking global sections. Thus,
Rπ∗Ra
N
∗ RHomSh(Y Ns ,Λ•)(p∗F0, p∗G0) = Rlim←−
n
RHom
Sh(Y ≤ns ,Λ•)
(p∗F≤n0 , p∗G≤n0 )
= RHomDbc(Ys,Λ)(p
∗F0, p∗G0),
so that Db,dgc (Y0,Λ)F is indeed a DG-model for D
b(Y0,Λ)F .
Let Db,dgc (Y0,Λ)
0
F , D
b
c(Y0,Λ)
0
F be obtained from D
b,dg
c (Y0,Λ)F , D
b
c(Y0,Λ)F by forgetting the F -action.
Then the fully faithful functor
Dbc(Y0,Λ)
0
F → Dbc(Y,Λ) : F 7→ p∗F
can be lifted to a co-quasi-functor
Db,dgc (Y0,Λ)
0
F → Db,dgc (Y,Λ)
as in Example A.4.1. Furthermore, by Lemma A.4.2, we deduce that for F0 ∈ Dbc(Y0,Λ),
A
def
= HomDb,dgc (Y0,Λ)0F,C
(F0,F0)
and
HomDb,dgc (Y,Λ)C(p
∗F0, p∗F0)C
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are isomorphic in the homotopy category of DG-algebras over C. Since A is a ring object in C(C[F, F−1]),
we are done.
Appendix B. Appendix II: Formality for some algebras over operads
B.1. Formulation of the main result on formality. Throughout thi section k is a field. If V =
⊕
n Vn
is a Z-graded k-vector space and F is a graded k-automorphism of V then we say that F acts locally
finitely on V if every v ∈ V is contained in a finite dimensional F -invariant graded subspace of V .
Assume now that F acts locally finitely on V and assume that k is algebraically closed. If α ∈ k then
we denote by Vα the generalized eigenspace of V corresponding to α. In other words, v ∈ Vα iff there is
some n such that (F − α)nv = 0. This yields an F -invariant direct sum decomposition V = ⊕α∈k∗ Vα
of graded vector spaces. We will think of this decomposition as a refinement of the given Z-grading to a
Z× k∗ grading.
We now assume in addition that k = C. In that case we fix throughout some strictly positive real
number ξ and we say that a pair (V, F ), with V a graded k-vector space and F a k-automorphism of V ,
is pure of weight m (with respect to ξ) if F acts locally finitely on V and if n ∈ Z, α ∈ k∗ are such that
Vn,α 6= 0 then |α| = ξn+m.
If V is a complex and F is an endomorphism of degree zero of V (i.e., V commutes with the differential)
then we say that (V, F ) is pure of weight m if (F,H∗(V )) is pure of weight m.
We now fix some k-DG-operad O. Below we will prove the following result.
Theorem B.1.1. Assume that k = C. Let F : B → B be an O-algebra quasi-isomorphism such that
(B,F ) is pure of weight zero. Then B is formal. In other words, B is isomorphic to (H∗(B), d = 0)
in the homotopy category of O-algebras. The latter is by definition the category of O-algebras with
quasi-isomorphisms inverted.
Assume now that B itself has zero differential, and let N be a module over B equipped with a k-
linear endomorphism F : N → N of complexes, such that for any l ∈ N and µ ∈ O(l) we have
F (µ(b1, . . . , bl−1, n)) = µ(F (b1), . . . , F (bl−1), Fn) for b1, . . . , bl−1 ∈ B, n ∈ N . Assume in addition
that (N,F ) is pure (of some weight). Then N is formal. In other words, N is isomorphic in D(B) to
(H∗(N), d = 0).
This theorem puts a number of partial results in the literature in the proper context—see e.g., [23,
Cor. 5.3.7], [59], and [67, Thm 12.7]. Among other things these prior results assume that Bn = 0 for
n < 0 and B0 = k, since they depend on Sullivan’s theory of minimal models.
Theorem B.1.1 will be a consequence of the following result.
Theorem B.1.2. Assume that either k is a field of characteristic zero or that O is obtained from an
asymmetric operad. Let F : B → B be an O-algebra quasi-isomorphism such F acts locally finitely on
H∗(B). Then there is a quasi-isomorphism of O-algebras α : A → B, where A is in addition equipped
with a k-linear locally finite automorphism F ′, such that the diagram
A
α //
F ′

B
F

A α
// B
is commutative in the homotopy category of O-algebras.
Similarly assume that B itself has zero differential. For a module P over B write FP for the module
over B, which is the same as P as a complex but with the twisted B-action
Fµ(b1, . . . , bl−1, n) = µ(F (b1), . . . , F (bl−1), n),
where µ ∈ O(l), b1, . . . , b−1 ∈ B, n ∈ N .
Let N be a module over B equipped with a k-linear quasi-isomorphism F : N → FN which acts locally
finitely on H∗(N). Then there is a quasi-isomorphism of B-modules α :M → N , where M is in addition
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equipped with a locally finite k-isomorphism F ′ :M → FM , such that the diagram
M
α //
F ′

N
F

FM α
//
FN
is commutative in D(B).
We will prove Theorem B.1.2 first in the characteristic zero case. In Section §B.6 we will give trivial
modifications needed for the asymmetric operad case. Theorem B.1.1 will be deduced from Theorem
B.1.2 in §B.7.
So, until further notice, k is a field of characteristic zero, A,B,C,D areO-algebras, V ,W are complexes
over k, and v, w, a, b, c, d are elements of V,W,A,B,C,D, respectively.
Unspecified maps in diagrams below are assumed to be k-linear maps of complexes, unless they are
between O-algebras in which case they are assumed to be O-algebra morphisms. Maps indexed by t are
homotopies between O-algebra morphisms (see §B.2 below for details). We denote by s the suspension
functor on complexes.
Some maps between complexes serve as homotopies, or even as 2-homotopies, in which case they have
degree -1,-2 respectively—this will be clear from the context.
B.2. Homotopies between O-algebra morphisms. If α, β : A → B are morphisms of O-algebras
then a homotopy between α and β is a pair (φt, ht) where φt : A→ B[t] is an O-algebra morphism such
that φ0 = α, φ1 = β, and ht : A→ B[t] is a φt-derivation of degree −1 satisfying
(B.2.1)
∂φt
∂t
= dht
def
= dB ◦ ht + ht ◦ dA.
Note that (B.2.1) implies that φt is completely determined by ht. Hence, it is not necessary to specify
φt.
This definition of homotopy corresponds to a right homotopy in the sense of [62] associated to the
path-object BI = B⊗ΩA1 = B[t]⊕B[t]dt. It is well-known and easy to see that if there exists a homotopy
between α and β then α is equal to β in the homotopy category of O-algebras (see e.g., [8, Prop. B.2]).
B.3. Adding variables to kill cocycles. We recall a construction from [31]. Let i : s−1V → A be a
map of complexes. Then as a graded O-algebra A〈V, i〉 is the coproduct of A and TOV over k. We equip
A〈V, i〉 with a differential d˜ given by
d˜a = dAa,
d˜v = dV v + cii(s
−1v),
where ci : A→ A〈V, i〉 is the canonical map. Note that cii = dhi where hi(s−1v) = v. In particular, the
composition
s−1V
i−→ A ci−→ A〈V, i〉
is zero on cohomology. Whence the title of this section.
A diagram of the form
s−1V
hα
&&
i
// A α
// B
with αi = dhα can be transformed into a commutative diagram of O-algebras
A ci
//
α
''
A〈V, i〉
α˜
// B
by setting α˜(v) = hα(s
−1v).
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Suppose now we have the following diagram
(B.3.1) s−1VGF
@A✤
✤
✤
✤
✤
✤
BC
p
❴❴❴❴❴❴❴❴❴❴
OO✤
✤
h1
""
i //
F1

hα
##
A
h2,t

α //
F2

B
F3

s−1W
j
//
hγ
<<C γ
// D
such that besides the identities dhα = αi, dhγ = γj we have that h2,t is a homotopy of DG-algebras
between F3α and γF2, and
jF1 − iF2 = dh1,(B.3.2)
hγF1 − F3hα = γh1 +
(∫ 1
0
h2,tdt
)
i+ dp.(B.3.3)
We can transform this into a diagram of the form
(B.3.4) AGF
@A BC
h2,t
OO
ci //
F2

α
$$
A〈V, i〉
h˜2,t
##
α˜ //
F˜2

B
F3

C cj
//
γ
::C〈W, j〉 γ˜ // D
by setting
F˜2(a) = F2(a),
F˜2(v) = F1(v)− h1(s−1v),
h˜2,t(a) = h2,t(a),
h˜2,t(v) = p(s
−1v),
where we have interpreted F1 as a map V →W via F1(v) = sF1(s−1v).
B.4. The proof for Theorem B.1.2 for O-algebras. Theorem B.1.2 is a consequence of the following
slightly more specific theorem.
Theorem B.4.1. Let B be an O-algebra and F : B → B an O-algebra quasi-isomorphism which acts
locally finitely on H∗(B). Then there exists a diagram
A
α //
F ′

ht

B
F

A α
// B
where α is a quasi-isomorphism, F ′ : A → A is a k-linear O-algebra automorphism which acts locally
finitely, and ht is a homotopy of O-algebras between Fα and αF ′.
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Proof. We will construct a sequence of O-algebra morphisms
k = A0
β0
//
α0
%%
A1
β1
//
α1
&&
A2
β2
//
α2 ))· · · B
where
(1) α0 : k→ B, β0 : k → A are the unit maps;
(2) αi+1βi = αi;
(3) αi for i > 0 is surjective on the level of cohomology;
(4) the composition
(B.4.1) s−1(coneαi)→ Ai βi−→ Ai+1
is zero on cohomology.
From this it will easily follow that the induced map
A
def
= lim−→
i
Ai
α
def
= lim−→αi−−−−−−→ B
is a quasi-isomorphism.
In addition, we will construct diagrams of the form
(B.4.2) Ai
hi,t

αi //
Fi

B
F

Ai αi
// B
such that Fi is a locally finite O-algebra automorphism of Ai, and hi,t is a homotopy between Fαi and
αiFi such that
hi+1,tαi = hi,t.
We proceed inductively. The induction starts with the given α0, β0 and h0,t = 0. Next, assume we have
a diagram like (B.4.2). Set Ci = s
−1(coneαi). If we identify Ci with the column vectors(
Ai
s−1B
)
then the differential on Ci is given by (
dAi 0
α ds−1B
)
.
We may now extend (B.4.2) to a diagram6
(B.4.3) Ci
p //
Gi

q
%%
Ai
hi,t

αi //
Fi

B
F

Ci p
//
q
99Ai αi
// B
where p, q are the projection maps and
Gi =
(
Fi 0∫ 1
0
hi,tdt F
)
.
6This is of course just the TR3 axiom but we need the precise nature of the maps.
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We have
αip = dq,
qGi − Fq =
(∫ 1
0
hi,tdt
)
p.
Set Vi = sH
∗(Ci), G
′
i = H
∗(Gi). Next, we construct a diagram of complexes
(B.4.4) s−1Vi
h′i
!!
t //
G′i

Ci
Gi

s−1Vi t
// Ci
where t is an arbitrary quasi-isomorphism s−1Vi → Ci, and G′it − tGi = dh′i. We may combine (B.4.3)
and (B.4.4) to obtain
s−1ViGF
@A✤
✤
✤
✤
✤
✤
BC
−qh′i
❴❴❴❴❴❴❴❴❴❴
OO✤
✤
ph′i
""
pt //
G′i

qt
&&
Ai
hi,t

αi //
Fi

B
F

s−1Vi pt
//
qt
88Ai αi
// B
with the same relations as in (B.3.1). Hence, we may transform this diagram into a diagram of the form
(B.3.4):
AiGF
@A BC
hi,t
OO
cpt//
Fi

αi
%%
Ai〈Vi, pt〉
h˜i,t
##
α˜i //
F˜i

B
F

Ai cpt
//
α
99Ai〈Vi, pt〉 α˜i // B
Finally, we set
Ai+1 = Ai〈Vi, pt〉,
Fi+1 = F˜i,
hi+1 = h˜i,
βi = cpt.
It remains to check several things.
(1) Fi acts locally finitely on Ai (and hence so does F
′ on A). We prove this by induction. The case
i = 0 is clear. Now assume that F ′i acts locally finitely on Ai for some i ≥ 0. Then by the long
exact sequence for cohomology it follows that G′i acts locally finitely on H
∗(Ci) = s
−1Vi. Now if
we equip Ai+1 = Ai〈Vi, pt〉 with the ascending filtration obtained from the grading on Ai〈Vi, pt〉
defined by |Ai| = 0, |Vi| = 1, then we obtain grAi+1 = Ai
∐
k TOVi, and the induced action of
grFi+1 = gr F˜i is given by Fi
∐
G′i. Since both Fi and G
′
i act locally finitely, the same holds for
Fi
∐
G′i and hence for Fi+1.
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(2) Fi is an automorphism of Ai (and hence F
′ is an automorphism of A). This is again proved
by induction. It is clearly true for A0. Assume it is true for some Ai. By the same argument
as above we find that grFi+1 is an automorphism of grAi+1. It follows easily that Fi+1 is an
automorphism of Ai+1.
(3) αi for i > 0 is surjective on the level of cohomology. It suffices to prove this for A1, which is a
simple verification.
(4) The composition (B.4.1) is zero on cohomology. To see this note that it is sufficient to prove that
the longer composition
(B.4.5) s−1Vi → s−1(coneαi)→ Ai βi−→ Ai+1
is zero on cohomology since the first map is a quasi-isomorphism. The fact that (B.4.5) is zero
on cohomology is clear since it is just the composition
s−1Vi
pt−→ Ai → Ai〈V, pt〉
which was discussed in §B.3. 
B.5. Theorem B.1.2 for modules. The proof for modules is entirely analogous to the one for O-
algebras. So we will provide very few details.
The key ingredient is an analogue ofA〈V, i〉 (see §B.3). LetM be a module overA and let i : s−1V →M
be a map of complexes. Then as graded A-module M〈V, i〉 is equal to M⊕A ⊗k V . We equip M〈V, i〉
with the differential d˜ given by
d˜m = dMm,
d˜v = dV v + cii(s
−1v),
for m ∈ M , v ∈ V , where ci : M → M〈V, i〉 is the canonical map. With this definition one may imitate
the above proof for the case of O-algebras. The only slight variation is that the diagram (B.4.2) now
takes the form
(B.5.1) Mi
hi
""
αi //
Fi

N
F

FMi αi
//
FN
where hi is a homotopy between Fαi and αiFi.
B.6. The asymmetric operad case. Assume now that k is arbitrary but that O is obtained from an
asymmetric operad which we denote by O as well. In this case the following different version of homotopy
is more convenient.
If α, β : A → B are morphisms of O-algebras then a homotopy between α and β will be a (α, β)-
derivation h : A→ B of degree −1 such that β − α = dh. This notion corresponds to a right homotopy
associated the path object of upper triangular 2× 2-matrices (see [43, §3.1]). The latter is characteristic
free but can only be defined for asymmetric operads.
We may now adapt the proof of Theorem B.1.2 to this new notion of homotopy. Since the homotopies
are now constant, there is no t-parameter and consequently no integrals in the formulas. Everything else
is the same.
B.7. Proof of Theorem B.1.1. Let (B,F ) be as in the statement of Theorem B.1.1. Let (A,F ′) be as
in Theorem B.1.1. By the construction of A, we see that the generalized eigenvalues µ of F ′ acting on A
have the property |µ| = ζn for some n ∈ Z. Set
An,m =
⊕
|µ|=ζm
An,µ
It is easy to see that this defines a Z2-grading on A with the differential sending An,m to An+1,m. The
purity hypothesis implies that the cohomology of A is supported on the diagonal {(m,m) | m ∈ Z}. To
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conclude we may now use the standard subalgebra of A, quasi-isomorphic both to A and to its cohomology
(see [64, Prop. 4]). Recall that this subalgebra A′ is given by
A′ij =

Aij i < j,
ker(d : Aij → Ai+1,j), i = j,
0 i > j.
The argument for modules is similar.
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