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Abstract
Existence and uniqueness of generalized solutions to initial value problems for a class of
abstract differential-algebraic equations (DAEs) is shown. The class of equations covers,
in particular, the Stokes and Oseen problem describing the motion of an incompressible
or nearly incompressible Newtonian fluid but also their spatial semi-discretization.
The equations are governed by a block operator matrix with entries that fulfill suitable
inf-sup conditions. The problem data are required to satisfy appropriate consistency
conditions.
The results in infinite dimensions are compared in detail with those known for the
DAEs that arise after semi-discretization in space. Explicit solution formulas are derived
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1 Introduction
In this paper we study the solvability of operator differential-algebraic equations (DAEs)
























on a time interval [0, T ], with linear operators M,A,B,C,D defined on appropriate Hilbert
spaces and with appropriate right-hand side functions f, g. Here, the time derivative is usually
understood in the distributional sense.
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where, if the solution does not exist in the classical sense at t = 0 then the initial condition
is viewed in a generalized sense, see [26, 33].
Operator DAEs of the form (1.1) (with M = I,B = D,C = 0) arise in the functional
analytic formulation of the initial value problem for the Stokes as well as for the linearized
Navier-Stokes or Oseen equations [6, 41, 43], in which v and p, denoting velocity and pressure,
respectively, then are abstract functions mapping the time interval into appropriate spatial
function spaces.
If one linearizes the incompressible or nearly incompressible Navier-Stokes equations de-
scribing the flow of a Newtonian fluid,
∂tv − ν∆v + (v · ∇)v +∇p = f in Ω× (0, T ),
∇T v = 0 in Ω× (0, T ),
around a prescribed vector field v∞, then one obtains the linearized Navier-Stokes equations,
∂tv − ν∆v + (v∞ · ∇)v + (v · ∇)v∞ +∇p = f in Ω× (0, T ),
∇T v = 0 in Ω× (0, T ). (1.3)
In what follows, we restrict ourselves to the case that v∞ is independent of time. Note that if
v∞ is also independent of space then the term (v · ∇)v∞ does not appear, and the equations
are then called Oseen equations (see [39]). Operator DAEs of the form (1.1) also arise when
the Oseen system is semi-discretized in space via the method of lines, see e.g., [2, 36], using
e.g., a finite element discretization in space [28, 36] and a fixed point iteration to resolve the
nonlinearity. Due to the convection term, in general, in the fixed point iteration the resulting
coefficient matrix A is nonsymmetric. Furthermore, if the corresponding finite element spaces
do not fulfill the discrete Babuška-Brezzi condition [6, 17, 36, 38], a stabilization is needed
which then leads to an additional term in (1.3). Finally, also quasi-compressible fluid flow
[32] can be modeled via an additional term in (1.3). In all described cases the equations have
to be supplemented by suitable initial and boundary conditions.
Differential-algebraic (operator) equations are currently the standard modeling concept
in many applications such as circuit simulation, multibody dynamics, and chemical process
engineering, see [2, 4, 12, 19, 21, 22, 26, 34, 35] and the references therein. They have a
particular advantage for the treatment of multi-physics models arising from modern automatic
modeling tools such as [11, 30] and as we have described, they arise in computational fluid
dynamics in the special form of the linear operator DAE (1.1). Nevertheless the analysis of
general differential-algebraic equations in the infinite-dimensional case is still in its infancy,
and there are yet very few results available on their well-posedness, see [27, 44] and the
references cited therein.
In Part I of the analysis [14] we have analyzed the finite dimensional case in great detail.
In this work we will carry out the analysis for (1.1) in the infinite dimensional case. In
particular, we study existence and uniqueness of solutions for the abstract DAE (1.1). Our
analysis is based on combining methods known for stationary mixed problems with those used
for parabolic problems in its weak formulation. The results presented here are new in the
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general abstract setting although they are partially known for special situations such as the
incompressible Stokes problem. The main focus of this work is on a non-zero right-hand side
g in (1.1). It turns out that higher-order time regularity of g (but not of f) and consistency
conditions on the problem data are essential ingredients when proving well-posedness.
The paper is organized as follows. In Section 2 we review some of the finite dimensional
results from [14]. In Section 3.1 we prepare our analysis of the infinite-dimensional case
by studying the stationary infinite-dimensional case as a mixed variational problem and by
recalling a well-known theorem of Lions and Tartar. Section 3.2 then discusses structured
operator DAEs of the form (1.1) in the infinite-dimensional setting for the special case that
M = I, B = D and C = 0 and shows that the explicit solution formulas can be extended.
The cases of general M,B,C,D, the question of regularity, i.e., the smoothing property
for non-smooth data, the non-autonomous case with time-dependent operators as well as
nonlinear problems will be the issue of forthcoming work.
2 The finite-dimensional case
In this section, we recall some results from Part I [14] for the finite dimensional case.
Denoting by C([0, T ];Rn) the space of continuous functions from [0, T ] to Rn, it is well-
known, see e.g., [9], that for the initial value problems associated with the linear ordinary
differential equation
ẋ+Ax = f, x(0) = x0,
where A ∈ Rn,n and f ∈ C([0, T ];Rn), one has the well-known solution formula (Duhamel’s
principle)




obtained by variation of constants.
The extension of this formula to initial value problems for DAEs of the form
E ẋ+Ax = f, (2.2)
with E ,A ∈ Rn,n and sufficiently smooth right-hand side f , and initial conditions
x(0) = x0 ∈ Rn (2.3)
is also well-known, see e.g., [7, 26].
To present this formula, we need the following preliminary results.
Theorem 2.1. (Weierstraß canonical form) [16]. Let E ,A ∈ Rn,n and suppose that the pair
(E ,A) is regular, i.e., det(λE+A) does not vanish identically for all λ ∈ C. Then, there exist












where J is a matrix in real Jordan canonical form, N is a nilpotent matrix also in Jordan
canonical form and I denotes an identity matrix of appropriate size. Moreover, it is allowed
that one or the other block is not present.
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If in Theorem 2.1 the index of nilpotency of N is ν, then we say that the pair (E ,A) has
(differentiation) index ν and denote this by ν = ind(E ,A). For a matrix E ∈ Rn,n we set
ind E = ind(E , I). We have ind E = 0 if and only if E is nonsingular.
The explicit solution formulas require the Drazin inverse of a matrix E ∈ Rn,n with
ind E = ν, which is the unique matrix X ∈ Rn,n satisfying
(a) EX = XE ,
(b) XEX = X,
(c) XEν+1 = Eν
(2.5)
For the explicit solution representations, we assume that in (2.2) the coefficient matrices E
and A commute, i.e., that
EA = AE . (2.6)
This is not a restriction, since it always can be achieved by a scaling with (λE − A)−1 from
the left where λ is not an eigenvalue. None of the solution formulas below depends on the
choice of λ.
Then we have the following solution formula, see [7, 26].
Theorem 2.2. Let E ,A ∈ Rn,n form a regular pair satisfying (2.6). Furthermore, let f ∈















for some q ∈ Rn.
Evaluating the solution formula at t = 0 one immediately gets consistency conditions for
initial values.
Corollary 2.3. Let the assumptions of Theorem 2.2 hold. The initial value problem consisting
of (2.2) and (2.3) has a solution x ∈ C1([0, T ];Rn) if and only if there exists a vector q ∈ Rn
with




If this is the case, then for every such q the solution is unique.
Remark 2.4. Corollary 2.3 gives consistency conditions for classical continuously differen-
tiable solutions. By going over to weaker smoothness requirements for the solutions, these
consistency conditions may be partially weakend, see [26, 33].
Applying the solution formula to the finite-dimensional version of the operator DAE (1.1),













We assume that the pair arises from a reasonable discretization, i.e., a discretization which
preserves the structure of the problem and which leads to a regular pair with the mass matrix
M and the matrix A being invertible.
The latter condition, which will usually be satisfied in practice, is not really necessary for
the analysis, but if this is not the case, then the presentation becomes rather technical. Since
A is nonsingular it follows that ind(E) = ind(E ,A) as well.
Typically, the matrix C in (2.9) is singular or even 0 depending on the discretization. If
C were invertible, then we would immediately have that ind(E ,A) = 1, see e.g., [26]. We also
assume that B and D have full column rank. For the latter condition it is usually necessary to
remove the freedom in the pressure by an extra condition or a factorization of the underlying
function space [17, 23].
If C is singular, then let P1 and P2 be matrices, such that their columns span the nullspace
of C and CT , respectively. It is another reasonable assumption that P T2 D
TBP1 is square and
nonsingular. Under this assumption we have that ind(E ,A) = 2, see e.g., [26]. This holds
for example in the particular case that D = B has full column rank and C = 0, that we will
study below in the infinite-dimensional case. We thus restrict our considerations to the case
ind(E) = ind(E ,A) ∈ {1, 2}.
To apply the explicit solution formula to (1.1), we first need to pick a value λ̂ such that
λ̂E + A is invertible. Under the given assumptions, it is sufficient to pick λ̂ ∈ R such that
λ̂M +A is nonsingular, which means that λ̂ is not an eigenvalue of the (discretized) Laplace
operator.































E11 = (λ̂M +A)
−1M − (λ̂M +A)−1BS−1DT (λ̂M +A)−1M
= [I − (λ̂M +A)−1BS−1DT ](λ̂M +A)−1M,
E21 = S
−1DT (λ̂M +A)−1M,
A11 = (λ̂M +A)
−1
(
A+BS−1DT [I − (λ̂M +A)−1A]
)
,
A21 = −S−1DT [I − (λ̂M +A)−1A].
Note that since both Ê , Â are block lower triangular and commute, also the blocks E11 and A11
commute. Note further that the state vector [vT , pT ]T remains unchanged by this operation,





























with V1 = −(λ̂M +A)−1BS−1 and V2 = S−1.
One can then determine the Drazin inverse and as an immediate consequence obtains the
following result on the well-posedness and explicit representation of the solution, [14].
Theorem 2.5. Consider the differential-algebraic equation (1.1), correspondingly (2.9), with
an invertible mass matrix M , an invertible matrix A and sufficiently smooth inhomogeneities
f̂ , ĝ as in (2.12). Let ν = ind(E ,A) ∈ {1, 2}.










, there exists a unique classical


























































































In the solution formula we may consider several simplifying cases. If E11 is invertible,




































11 )f̂(t) + ĝ(t)
]
. (2.15)








11 )f̂(0) + ĝ(0). (2.16)
This means that if v0 is given, then p0 is fixed in an easy way, but we could also fix p0 and
then both equations together give a consistency condition for v0.
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If we have (as will typically be the case) that ν = 2 and ind(E11) = 1, then by (2.5)(c) we
have that ED11E
2













































This again gives an algebraic relationship between v0 and p0 and again by choosing v0 we
obtain
q̃ = v0 − (I − ED11E11)A−111 f̂(0) (2.18)
and this then fixes p0 uniquely. We could also again fix p0 and then both equations together
give a consistency condition for v0.
We emphasize that the derivative of f̂ but not that of ĝ appears. Looking in detail at the




we see by (2.5)(c) that the factor of ḟ in (2.17) vanishes, while the factor of ġ may not be
zero if E11 is not invertible.
If, however, there is no inhomogeneity g, then it follows that whenever E11 is of index 1,
then the last term vanishes, thus despite the fact that ν = 2, no derivative of f occurs, i.e.,
the system behaves somewhat like a system with ν = 1.
Let us now consider the even more special case that M = I, A is invertible, B = D has
full column rank and C = 0 and that we choose λ̂ = 0. This case will be studied in the
infinite-dimensional setting.
In this situation, the Schur complement is given by S = BTA−1B, and we have E11 =
A−1 −A−1BS−1BTA−1, E21 = S−1BTA−1, A11 = I, A21 = 0.
































The second equation of (1.1) immediately gives the consistency condition
0 = BT v0 + g(0) . (2.20)
7
This is exactly the consistency condition that will also appear in the infinite-dimensional case,
while directly in the system no consistency condition for p0 arises. However, a differentiation
with respect to t of the second equation of (1.1) and insertion of the first equation gives
BTBp(t) = −BTAv(t) +BT f(t) + ġ(t), (2.21)
which corresponds to the Poisson problem for the pressure that is typically used to solve for
the pressure.













Note that the invertibility of BTB allows to solve for p0 in terms of v0.
The initial condition is indeed consistent (see Theorem 2.5) if we can find a vector q̃ such
that (2.19) is satisfied at t = 0. By taking
q̃ = v0 + (I − ED11E11)A−1BS−1g(0) , (2.23)
the first equation of (2.19) at t = 0 is automatically satisfied. Inserting (2.23) into the second
equation of (2.19) at t = 0 and employing (2.20) as well as (2.21) at t = 0, a straightforward
calculation shows that also this second equation is fulfilled.
This, finally, proves that (2.22) is a sufficient as well as necessary condition for the solv-
ability, in the classical sense, of the initial value problem under consideration.
Besides the presented explicit solution formula, there are many different routes that one
takes in the study of operator DAEs. One approach for index reduction that is closely related
to the treatment in the infinite-dimensional case is to introduce a minimal number of new
variables [25, 26].
Let us introduce the primitive of p as a new variable w and introduce as further equation
ẇ = p. (2.24)





















Using the fact that BTB is invertible, a simple calculation shows that system (2.25) has

































The only consistency condition for the initial value is
−BT v(0) = g(0), (2.27)
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which is indeed the same as (2.20).
Finally we also briefly discuss a variable splitting approach. Let P = P T be a projector
onto the nullspace of BT , i.e., satisfying BTP = 0. This can be easily obtained from a singular
value decomposition of BT . Split v as v0 + vg := Pv + (I − P )v.
Multiplying the first equation of (1.1) from the left by P = P T , and using that PB =
P TB = (BTP )T = 0, we obtain the system
P v̇0 + P v̇g + PAv0 + PAvg = Pf,
and hence
v̇0 + PAv0 = Pf − P v̇g − PAvg, (2.28)
which corresponds to (3.17) below. Here the term P v̇g vanishes since P (I − P ) = 0. The
second equation of (1.1) gives the constraint
g = −BT v = −BT (I − P )v = −BT (I − P )(I − P )v = −BT (I − P )vg.
Since −BT (I −P ) is invertible on the subspace, we get vg = −(BT (I −P ))−1g. This implies
a consistency condition for the initial value and can be inserted in the first equation to obtain
a differential equation
v̇0 + PAv0 = Pf + PA(B
T (I − P ))−1g
for v0. Note that the derivative of g again occurs in the equation for p as in (2.21).
In Table 1 we summarize the results for the finite-dimensional operator DAE (1.1), which
includes the cases of semi-discretized (in space) Oseen, Stokes and linearized Navier-Stokes
equations.
Table 1: Some special cases
Situation Solution given by Consistency condition
given by
ind(E11) = 0, ν = 1 (2.15) (2.16)
no derivative of f or g occurs
ind(E11) = 1, ν = 2 (2.17) (2.18)
no derivative of f occurs,
but of g (in the equation for p)
ind(E11) = 1, ν = 2, (2.19) (2.22)
M = I, ind(A) = 0, C = 0 no derivative of f occurs,
B = D has full column rank but of g (in the equation for p)
system (2.25) (2.27)
3 The infinite-dimensional case
The aim of this section is to provide results on the well-posedness of (1.1) in the infinite-
dimensional case where A,B,C,D,M are suitable linear operators acting on a Hilbert space.
We are not going to deal with the problem in its full generality but rather concentrate on
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some simplifying cases and we consider weak solutions, i.e., we interpret the time derivative
in the generalized or distributional sense. For the discussed special cases, we again derive an
explicit solution formula that is of the same form as in the finite dimensional setting.
Results on the well-posedness of abstract DAEs have recently been obtained in [27]. In
particular, existence of weak solutions is shown for a class of linear abstract ODEs. The class
of equations considered in [27], however, does not include the class of equations we study
in this paper. A different approach to a class of evolution equations which contain block
operators as in (1.1) and which are reduced to closed subspaces can be found in [31].
3.1 Preliminaries
In what follows, we recall known results on stationary and non-stationary problems.
3.1.1 Stationary problems
In this subsection we prepare our study of operator DAEs by recalling the results known for
stationary mixed variational problems. Let X and Y be real Banach spaces. By L(X,Y ), we
denote the space of bounded linear operators mapping X into Y . The dual space of X is
denoted by X∗ = L(X,R) and equipped with the standard norm. The application of z ∈ X∗
on w ∈ X is always denoted by 〈z, w〉. By ‖ · ‖X , we denote the norm in X.
Let V and Q be real Hilbert spaces and let
a : V × V → R , b, d : Q× V → R , c : Q×Q→ R
be bounded bilinear forms with norms ‖a‖, ‖b‖, ‖d‖, ‖c‖, and with the associated operators
A ∈ L(V, V ∗) , B,D ∈ L(Q,V ∗) , C ∈ L(Q,Q∗) .
We consider the following mixed variational (generalized saddle-point) problem: For given
(f, g) ∈ V ∗ ×Q∗ find (v, p) ∈ V ×Q such that
a(v, w) + b(p, w) = 〈f, w〉 for all w ∈ V ,
−d(q, v) + c(p, q) = 〈g, q〉 for all q ∈ Q . (3.1)












in V ∗ ×Q∗ ,
where DT ∈ L(V,Q∗) denotes the dual operator of D. Such problems and their approximation
have been studied extensively in the literature; for an overview, we refer to [3, 6, 15, 17, 20, 37].
Let us consider the case with d = b and c = 0. For g ∈ Q∗, we introduce the affine
subspace
Vg := {w ∈ V : −b(q, w) = 〈g, q〉 for all q ∈ Q} .
So w ∈ Vg if and only if −BTw = g in Q∗. Note that V0 = kernelBT is closed, since BT is
continuous. We then decompose V as V = V0⊕V⊥, where V⊥ := (V0)⊥ denotes the orthogonal
complement of V0 in V . Let jV : V → V ∗ be the Riesz isomorphism [5]. Then, see e.g., [20],
jV (V0) = V
∗
0 := {z ∈ V ∗ : 〈z, w〉 = 0 for all w ∈ V⊥} ,
jV (V⊥) = V
∗
⊥ := {z ∈ V ∗ : 〈z, w〉 = 0 for all w ∈ V0} ,
V ∗ = V ∗0 ⊕ V ∗⊥ ,
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and V ∗0 is orthogonal to V
∗
⊥ in V
∗. Note that one has to distinguish between the annihilator
V ∗0 , which is a subspace of V
∗ equipped with the norm ‖·‖V ∗ , and the dual space (V0)∗, which
has a norm weaker than ‖ · ‖V ∗ , since V0 ⊂ V . The same applies to V ∗⊥ and (V⊥)∗.
Any linear functional that is bounded on V is also bounded on V0, but there is no injection
of V ∗ into (V0)
∗, since V0 is not dense in V (except if B = 0 and V0 = V ). This is a conse-
quence of the Hahn-Banach theorem, see e.g., [5]. However, V ∗0 and (V0)
∗ are isometrically
isomorphic, since, in particular, with each z ∈ (V0)∗ we can associate a functional z̃ ∈ V ∗ by
means of
〈z̃, w〉 = 〈z, w0〉 for all w ∈ V, (3.2)
where w0 denotes the orthogonal projection of w ∈ V onto V0. We find that z̃ is an element
of V ∗0 . It can easily be shown that
‖z̃‖V ∗ = ‖z‖(V0)∗ .
Conversely, with each z̃ ∈ V ∗0 ⊂ V ∗ (note that z̃ vanishes on V⊥) we associate the restriction
z = z̃|V0 ∈ (V0)∗.
If π : V → V0 denotes the orthogonal projection of V onto V0 then the mapping (V0)∗ 3
z 7→ z̃ ∈ V ∗0 ⊂ V ∗ given by (3.2) is just the dual operator πT : (V0)∗ → V ∗, i.e., z̃ = πT z.
Moreover, πT has range πT ((V0)
∗) = V ∗0 and the mapping V
∗
0 3 z̃ 7→ z = z̃|V0 ∈ (V0)∗ is the
inverse of πT : (V0)
∗ → V ∗0 . So πT : (V0)∗ → V ∗0 becomes an isometric isomorphism.
Similarly, one can show that V ∗⊥ and (V⊥)
∗ are isometrically isomorphic, see e.g., [17].
The existence theorem for the stationary problem (3.1) is then as follows, see e.g., [17, 20].
Theorem 3.1. Let a : V × V → R and b : Q × V → R be bounded bilinear forms. For any
(f, g) ∈ V ∗ ×Q∗ there exists a unique solution (v, p) ∈ V ×Q to (3.1) if and only if













≥ µ , (3.3)







≥ γ . (3.4)
The solution (v, p) then satisfies the a priori estimate




(‖f‖V ∗ + ‖g‖Q∗) ,
where C(·) is bounded on bounded subsets.
The inf-sup conditions (3.3) for the bilinear form a ensure that the operator A is an
isomorphism as a mapping of V0 into (V0)
∗, i.e., for each z ∈ (V0)∗ there is a unique uz ∈ V0
such that Auz = z in (V0)
∗ (and not necessarily in V ∗ as A : V → V ∗ may not be invertible).
To be precise, we may introduce the operator A0 : V0 → (V0)∗ associated with the restriction
of a : V × V → R to V0 × V0. Then (3.3) is equivalent to the condition that A0 : V0 → (V0)∗
is bijective.
The conditions (3.3) are satisfied if the form a is strongly positive on V0, i.e., if there
exists µ > 0 such that
a(w,w) ≥ µ‖w‖2V for all w ∈ V0 .
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Let us consider the following particular case in which we automatically get the appropriate
inf-sup condition: Let H be a real Hilbert space and let H0 be a closed subspace such that V0
is dense and compactly embedded in H0 (V0 ⊂ H0 = (H0)∗ ⊂ (V0)∗ forms a Gelfand triple, see
e.g., [45], with compact embeddings). Moreover, let the form a satisfy a G̊arding inequality
on V0, see e.g., [45], i.e., there exist constants µ > 0 and κ ≥ 0 such that
a(w,w) ≥ µ‖w‖2V − κ‖w‖2H for all w ∈ V0 . (3.5)
If in addition a(v, w) = 0 for all w ∈ V0 implies that v = 0 then a satisfies the inf-sup
conditions (3.3), see e.g., [20].
The inf-sup condition (3.4) for b is equivalent to each of the following two properties, see
e.g., [17]:
(i) The operator B ∈ L(Q,V ∗) has range B(Q) = V ∗⊥ and B : Q→ V ∗⊥ is bijective with
‖Bq‖V ∗ ≥ γ‖q‖Q for all q ∈ Q . (3.6)
(ii) The restriction of BT ∈ L(V,Q∗) to V⊥ has range BT (V⊥) = Q∗ and BT : V⊥ → Q∗ is
bijective with
‖BTw‖Q∗ ≥ γ‖w‖V for all w ∈ V⊥ , (3.7)
where again γ is a positive constant.
An example that fits into the above abstract setting is the stationary Stokes problem (i.e.,
(1.3) with v∞ = 0) in a bounded Lipschitz domain Ω ⊂ Rd (d ∈ {2, 3}) with homogeneous
Dirichlet boundary conditions, where we have, see e.g., [20, 43],
V = H10 (Ω)
d , V0 = {v ∈ V : div v = 0} , Q = L2(Ω)/R ,
a(v, w) = ν
∫
Ω
∇v · ∇w dx , b(q, w) = −
∫
Ω
q divw dx .
For a definition of the underlying function spaces, see also [5, 45].
Note that (3.4) implies that B : Q→ V ∗ is injective (kernelB = {0}). In [6], the authors
replace Q in (3.4) by the factor space Q/ kernelB and get unique solvability of the mixed
variational problem in V ×Q/ kernelB for all (f, g) ∈ V ∗ ×BT (V ). For the Stokes problem,
this corresponds to the choice Q = L2(Ω) with kernelB = R.
3.1.2 Non-stationary problems and the theorem of Lions-Tartar
For completeness, we recall the following well-known theorem of Lions-Tartar, see [29, 40, 42,
45], where we restrict ourselves to a bilinear form that does not explicitly depend on time.
Moreover, following [40], we avoid to identify the pivot space of the underlying Gelfand triple
with its dual, see also [5, 45].
For a Banach space X, we employ the usual notation (and standard norm) for Bochner-
Lebesgue spaces Lr(0, T ;X) (r ∈ [1,∞]), the spaces C([0, T ];X) and AC([0, T ];X) of con-
tinuous and absolutely continuous functions, and the Sobolev spaces W 1,1(0, T ;X) and
W 1,2(0, T ;X) ≡ H1(0, T ;X) of functions mapping [0, T ] into X, see e.g., [10, 13, 41, 43, 45].
Finally, C∞c (0, T ) denotes the space of infinitely times differentiable functions with compact
support in (0, T ).
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Theorem 3.2. Let X and Y be Hilbert spaces and let X be dense and continuously embedded
in Y . Let a : X ×X → R be a bounded bilinear form that satisfies a G̊arding inequality, i.e.,
there exist constants µ > 0 and κ ≥ 0 such that
a(w,w) ≥ µ ‖w‖2X − κ ‖w‖2Y for all w ∈ X .
Then for every (f, v0) ∈
(
L1(0, T ;Y ∗) + L2(0, T ;X∗)
)
× Y there exists a unique solution
v ∈ L2(0, T ;X) ∩ C([0, T ];Y )
to the initial value problem
d
dt
(v(·), w)Y + a(v(·), w) = 〈f(·), w〉 for all w ∈ X , in (0, T ) , (3.8)
v(0) = v0 . (3.9)
Moreover, the mapping(
L1(0, T ;Y ∗) + L2(0, T ;X∗)
)
× Y 3 (f, v0) 7→ v ∈ L2(0, T ;X) ∩ C([0, T ];Y )
is continuous.
The initial condition (3.9) makes sense as an equation in Y , since one can show that
v ∈ C([0, T ];Y ). The equation (3.8) has to be understood in the sense of distributions, i.e., as∫ T
0
(






for all w ∈ X and all ϕ ∈ C∞c (0, T ). It can, however, also be interpreted as an equation that
holds almost everywhere in (0, T ), since t 7→ (v(t), w)Y is in W 1,1(0, T ) for every w ∈ X, and
thus absolutely continuous on [0, T ].
We may also write
d
dt
jY (v) +Av = f in (0, T )
instead of (3.8), where again jY denotes the Riesz isomorphism mapping Y onto Y
∗. To be
precise, jY is the composition of the continuous embedding operator of X into Y , the Riesz
isomorphism, and the continuous embedding operator of Y ∗ into X∗. This allows to consider
the solution v : [0, T ] → X as a function taking values in X∗. The time derivative of jY (v)
has to be understood in the generalized or distributional sense: A locally Bochner-integrable
function z : [0, T ]→ X∗ is said to be the generalized derivative of a locally Bochner-integrable
function w : [0, T ]→ X∗, and we write z = ẇ = ddtw, if∫ T
0
w(t)ϕ̇(t) dt = −
∫ T
0
z(t)ϕ(t) dt in X∗ for all ϕ ∈ C∞c (0, T ) .
Moreover, we denote the extension of the operator A ∈ L(X,X∗) associated with the bounded
bilinear form a to a mapping of L2(0, T ;X) into L2(0, T ;X∗) by A again. Such an extension
exists in view of the linearity and continuity of A ∈ L(X,X∗) and is defined via (Aw)(t) :=
Aw(t) for a function w : [0, T ]→ X.
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In addition, one can then show that ddtjY (v) ∈ L
1(0, T ;Y ∗) + L2(0, T ;X∗) and that the
mapping(
L1(0, T ;Y ∗) + L2(0, T ;X∗)
)
× Y 3 (f, v0) 7→ d
dt
jY (v) ∈ L1(0, T ;Y ∗) + L2(0, T ;X∗)
is also continuous.
Identifying Y with its dual Y ∗ such that X ⊂ Y = Y ∗ ⊂ X∗ forms a Gelfand triple, the
above result amounts to the existence and uniqueness of a solution
v ∈ W1(0, T ;X,Y ) := {w ∈ L2(0, T ;X) : ẇ ∈ L1(0, T ;Y ∗) + L2(0, T ;X∗)}
to the initial value problem
v̇ +Av = f in (0, T )
v(0) = v0
that depends continuously on (f, v0), i.e., the mapping(
L1(0, T ;Y ∗) + L2(0, T ;X∗)
)
× Y 3 (f, v0) 7→ v ∈ W1(0, T ;X,Y )
is continuous.
We recall that W1(0, T ;X,Y ) is continuously embedded in W 1,1(0, T ;X∗) ⊂
AC([0, T ];X∗) as well as in C([0, T ];Y ).
3.2 Operator DAEs with M = I, B = D and C = 0
The aim of this subsection is to study non-stationary mixed variational problems that can be
interpreted as operator DAEs of the type (1.1) in the special situation where M = I, B = D
























However, as in the previous subsections, we will start with a formulation based on bounded
bilinear forms.
3.2.1 Well-posedness of operator DAEs
In what follows, we rely on the notation of Section 3.1.1. In addition to the Hilbert spaces
V and Q, let H be a real Hilbert space with inner product (·, ·)H such that V is dense and
continuously embedded in H. In particular, there exists a constant α > 0 such that
‖v‖H ≤ α‖v‖V for all v ∈ V , (3.11)
which, in applications, will be the Poincaré-Friedrichs inequality [5, 45].
We then consider the following initial value problem:
For given (f, g) ∈
(
L1(0, T ;H∗) + L2(0, T ;V ∗)
)
× L2(0, T ;Q∗) and v0 ∈ H find distributions
v and p with values in V and Q, respectively, such that
d
dt
(v(·), w)H + a(v(·), w) + b(p(·), w) = 〈f(·), w〉 for all w ∈ V ,
− b(q, v(·)) = 〈g(·), q〉 for all q ∈ Q,
(3.12)
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holds on (0, T ) in the distributional sense with limt→0+ v(t) = v
0.
The latter condition replaces classical initial conditions in the case of distributional solu-
tions, see e.g., [33]. The time derivative also has to be understood in the distributional sense
and even the variable p turns out to be the distributional time derivative of a function p̂.
Hence, we look for (v, p̂) ∈ L2(0, T ;V )× L2(0, T ;Q) that fulfill the first equation in (3.12) in
the sense that for all w ∈ V and all ϕ ∈ C∞c (0, T )∫ T
0






where the second equation in (3.12) is understood in the sense of L2(0, T ).
It has to be clarified later in which sense the initial condition is taken as this depends on
the regularity of the solution v.
We may extend the operator A ∈ L(V, V ∗) associated with the bounded bilinear form a
to a mapping that acts on abstract functions w : [0, T ]→ V via (Aw)(t) := Aw(t) (t ∈ [0, T ]).
Analogously, we may extend B and BT .
Because of linearity and continuity, we can then show that A ∈
L(L2(0, T ;V ), L2(0, T ;V ∗)), B ∈ L(L2(0, T ;Q), L2(0, T ;V ∗)), BT ∈
L(L2(0, T ;V ), L2(0, T ;Q∗)). The extension of BT ∈ L(V,Q∗) coincides with the dual
of the extension of B ∈ L(Q,V ∗). Moreover, the operator A0 ∈ L(V0, (V0)∗) associated to
the restriction of the bounded bilinear form a : V × V → R to V0 × V0 via 〈A0v, w〉 = a(v, w)
(v, w ∈ V0) extends to an operator A0 ∈ L(L2(0, T ;V0), L2(0, T ; (V0)∗)).
The equations in (3.12) can then, at least formally, be written as the operator DAE
(3.10). It remains, however, to answer the question in which sense the time derivative should
be understood. The problem here is that the identification of H with its dual and of H0 :=
clos‖·‖HV0 with its dual is not compatible with each other, see [40, 42]. In the course of the
proof of Theorem 3.3, both the Riesz isomorphisms jH and jH0 will appear.
Moreover, we shall emphasize that we perform our analysis on (3.13), which, at least
























This is nothing else than the infinite-dimensional version of (2.25).
It is clear that well-posedness can only be expected for consistent data v0, g (see Corol-
lary 2.3 and [26] for the finite-dimensional case), and as in the finite-dimensional case, for a
given consistent initial value v0 there is no freedom in choosing an initial condition for p.
With respect to the solvability, we have the following main result. Note that in this result
we do not need that the form a is symmetric.
Theorem 3.3. Let the real Hilbert space V be dense and continuously embedded in the real
Hilbert space H, let jH : H → H∗ denote the Riesz isomorphism, let V0 = kernelBT ⊂ V and
let H0 be the closure of V0 with respect to the norm of H. Assume that the bounded bilinear
form a : V ×V → R satisfies the G̊arding inequality (3.5) on V0 and that the bounded bilinear
form b : Q× V → R satisfies the inf-sup condition (3.4).
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Then for any data (f, g) ∈
(
L1(0, T ;H∗) + L2(0, T ;V ∗)
)
×H1(0, T ;Q∗) and v0 ∈ H, which
are consistent such that
v0 + (BT |V⊥)
−1g(0) ∈ H0 , (3.15)
there exists a unique distributional solution (v, p) to (3.12) with
v ∈ L2(0, T ;V ) ∩ C([0, T ];H) , d
dt
jH(v) +Bp ∈ L1(0, T ;H∗) + L2(0, T ;V ∗) ,
p = ˙̂p for p̂ ∈ C([0, T ];Q) ,
for which the initial condition is fulfilled in the sense of v(0) = v0 in H, i.e.,
lim
t→0+
‖v(t)− v0‖H = 0 .
Moreover, the mapping
(f, g, v0) 7→ (v, p̂) :
(
L1(0, T ;H∗) + L2(0, T ;V ∗)
)
×H1(0, T ;Q∗)×H
→ L2(0, T ;V ) ∩ C([0, T ];H)× C([0, T ];Q)
is continuous.
Proof. In what follows, we assume that f = f1 + f2 with f1 ∈ L1(0, T ;H∗) and f2 ∈
L2(0, T ;V ∗).
Since the inf-sup condition (3.4) holds for b, there exists (BT |V⊥)−1 ∈ L(Q∗, V⊥) and it
extends to (BT |V⊥)−1 ∈ L(L2(0, T ;Q∗), L2(0, T ;V⊥)). Note that the extension of the inverse
of the restriction of BT to V⊥ coincides with the inverse of the restriction to L
2(0, T ;V⊥) of
the extension of BT .
We thus obtain a unique element vg := −(BT |V⊥)−1g ∈ L2(0, T ;V⊥) as well as a unique
element wg := −(BT |V⊥)−1ġ ∈ L2(0, T ;V⊥), and because of the continuity of the time-
independent operator BT |V⊥ it follows that wg is the generalized time derivative of vg such
that
vg = −(BT |V⊥)
−1g ∈ H1(0, T ;V⊥) ⊂ AC([0, T ];V⊥) . (3.16)
Let us now consider the initial value problem
d
dt
(v0(·), w)H + a(v0(·), w) = 〈f(·), w〉 −
d
dt
(vg(·), w)H − a(vg(·), w)
for all w ∈ V0, in (0, T ) , (3.17)
v0(0) = v
0 − vg(0) . (3.18)
Here, (3.17) is the infinite-dimensional version of (2.28), in which, however, the term with the
derivative of (vg(·), w)H does not appear (but the derivative of g then enters the equation for
p).
First of all, we note that vg ∈ AC([0, T ];V⊥) can be evaluated at t = 0 with vg(0) ∈ V⊥.
In view of the consistency condition (3.15) we have that v0 − vg(0) ∈ H0.
With respect to the right-hand side in (3.17), we observe the following: For almost all
t ∈ (0, T ), f1(t) is a bounded linear functional on H. The restriction of f1(t) to H0 remains
bounded and can thus be seen as an element of (H0)
∗ with
〈f1(t)|H0 , w〉 = 〈f1(t), w〉 for all w ∈ H0
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and
‖f1(t)|H0‖(H0)∗ ≤ ‖f1(t)‖H∗ .
Moreover, the Bochner measurability of f1 : [0, T ] → H∗ implies the Bochner measurability
of f1|H0 : [0, T ] → (H0)∗, where (f1|H0)(t) := f1(t)|H0 for t ∈ [0, T ]. Hence we have that
f1|H0 ∈ L1(0, T ; (H0)∗). An analogous argument shows that f2|V0 ∈ L2(0, T ; (V0)∗). The first
term on the right-hand side of (3.17) is thus given by
〈f(·), w〉 = 〈(f1|H0)(·), w〉+ 〈(f2|V0)(·), w〉 ,
where f1|H0 ∈ L1(0, T ; (H0)∗) and f2|V0 ∈ L2(0, T ; (V0)∗).
We also observe that for all w ∈ V0, we have
a(vg(·), w) = 〈Avg(·), w〉 = 〈(Avg|V0)(·), w〉,
where Avg ∈ L2(0, T ;V ∗) and thus Avg|V0 ∈ L2(0, T ; (V0)∗). Finally, since vg is sufficiently
smooth, we observe that for all w ∈ V0
d
dt
(vg(·), w)H = (v̇g(·), w)H ,





is a bounded linear mapping on L2(0, T ;V0).
Altogether, we see that the right-hand side in (3.17) is given by
〈f(·), w〉 − d
dt
(vg(·), w)H − a(vg(·), w) = 〈f0(·), w〉 (3.19)
for all w ∈ V0, where f0 ∈ L1(0, T ; (H0)∗) + L2(0, T ; (V0)∗).
Theorem 3.2 (with X = V0 and Y = H0) hence provides existence of a unique solution
v0 ∈ L2(0, T ;V0) ∩ C([0, T ];H0)
to (3.17), (3.18) with
d
dt
(v0(·), w)H ∈W 1,1(0, T ) for all w ∈ V0
and ddtjH0(v0) ∈ L
1(0, T ; (H0)
∗) + L2(0, T ; (V0)
∗), where jH0 : H0 → H∗0 denotes the Riesz
isomorphism.
Let
v := v0 + vg .
In view of the properties of v0 and vg, we immediately see that
v ∈ L2(0, T ;V ) ∩ C([0, T ];H)
with
v(0) = v0(0) + vg(0) = v
0 .
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v(s)ds , f̂(t) :=
∫ t
0
f(s)ds , t ∈ [0, T ] .
Then v̂ ∈ AC([0, T ];V ), f̂ ∈ AC([0, T ];V ∗). With (3.17) and, since A is linear and continuous,


























This shows that (v(t), w) is, up to an additive constant, equal to 〈f̂(t)−Av̂(t), w〉 for almost
all t ∈ (0, T ) and all w ∈ V0. The constant is obviously determined by v0 such that
(v(t)− v0, w)H = 〈f̂(t)−Av̂(t), w〉 .
With the Riesz isomorphism jH : H → H∗, we then have jH(v(t)− v0) ∈ H∗ ⊂ V ∗ and
〈jH(v(t)− v0) +Av̂(t)− f̂(t), w〉 = 0
for all w ∈ V0 and almost all t ∈ (0, T ). This shows that jH(v(t) − v0) + Av̂(t) − f̂(t) ∈ V ∗⊥.
Since v ∈ C([0, T ];H), v̂ ∈ C([0, T ];V ), and f̂ ∈ C([0, T ];V ∗), we have jH(v − v0) +Av̂ − f̂ ∈
C([0, T ];V ∗) and thus
jH(v − v0) +Av̂ − f̂ ∈ C([0, T ];V ∗⊥) .
If the bilinear form b satisfies the inf-sup condition (3.4), then B : C([0, T ];Q)→ C([0, T ];V ∗⊥)
is bijective and there exists a unique p̂ ∈ C([0, T ];Q) such that for all t ∈ [0, T ]
Bp̂(t) = −jH(v(t)− v0)−Av̂(t) + f̂(t) in V ∗ , (3.20)
which means that
(v(t)− v0, w)H + a(v̂(t), w) + b(p̂(t), w) = 〈f̂(t), w〉
for all w ∈ V and all t ∈ [0, T ]. Taking the derivative shows that (v, p), with p := ˙̂p being the
derivative of p̂ in the distributional sense, is the unique solution to the original problem (3.12)
in the sense of (3.13). Moreover, this shows that the distributional derivative of jH(v) + Bp̂
equals f −Av ∈ L1(0, T ;H∗) + L2(0, T ;V ∗).
The continuous dependence of the solution on the problem data follows from the corre-
sponding result in Theorem 3.2 together with the continuity of (BT |V⊥)−1 ∈ L(Q∗, V⊥) (see
also (3.7)), B−1|V ∗⊥ ∈ L(V
∗
⊥, Q) (see also (3.6)), and the continuity of the embedding of V into
H (see also (3.11)).
Remark 3.4. In the proof of Theorem 3.3 we have seen that it is crucial to assume the
consistency condition (3.15). In the finite-dimensional case, where V0 = H0 = kernelB
T , this
condition reduces to
BT v0 + g(0) = 0 ,
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which is indeed the same condition as (2.20), i.e., the second condition of (2.22), see also
(2.27).
We have also seen that it is sufficient to assume g ∈ H1(0, T ;Q∗). Also this corresponds
to the finite-dimensional case, see (2.19), where one also has to take into account the first
derivative of g, but not of f .
There is, however, no analogue to the first condition of (2.22). Since the solution p is
only a distribution, it does not make sense to consider an evaluation of p at t = 0.
With respect to the last comment in Remark 3.4, we emphasize that Theorem 3.3 provides
solvability of (3.12) in the sense of (3.13) only, which means an integration with respect to p.
If we, however, integrate (2.21), then we obtain
BTBp̂(t) = −BTAv̂(t) +BT f̂(t) + g(t)− g(0) .
Evaluating this relation at t = 0 gives the consistency condition
BTBp̂(0) = 0 .
This condition is automatically fulfilled, since at t = 0 (3.20) gives
Bp̂(0) = 0 .
Examples that fit into our abstract setting are the Oseen or linearized Navier-Stokes
problem (1.3) in a bounded Lipschitz domain Ω ⊂ Rd (d ∈ {2, 3}) with homogeneous Dirichlet
boundary conditions, where we have
V = H10 (Ω)
d , V0 = {v ∈ V : div v = 0} , Q = L2(Ω)/R ,




(ν∇v · ∇w + (v∞ · ∇)v · w + (v · ∇)v∞ · w) dx ,




Here γn denotes the trace in normal direction, see [43].
Let v∞ ∈ L∞(Ω)d be divergence-free. Using integration by parts, as well as the Cauchy-
Schwarz and Young inequality [5], we then obtain
a(v, v) ≥ ν‖v‖2V − c ‖v∞‖L∞(Ω)d‖v‖H‖v‖V ≥
ν
2
‖v‖2V − c ‖v∞‖2L∞(Ω)d‖v‖
2
H
for all v ∈ V0 (with a generic positive constant c), which shows that a satisfies a G̊arding
inequality on V0.
We shall remark that strong solvability of the time-periodic Stokes problem with non-
zero divergence of the velocity has been shown in [24]. That result similarly requires g ∈
H1(S1;H−1(Ω)).
3.2.2 An explicit solution formula
Under the assumptions of Theorem 3.3 we can define the solution operator corresponding to
the initial value problem with zero right-hand side governed by the operator A0 : V0 → (V0)∗,
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which is the operator associated with the restriction of a to V0 × V0. With a slight abuse of
notation, we may denote this solution operator by {e−tA0}t≥0, i.e., if v00 ∈ H0 then v0(t) :=
e−tA0v00 ∈ L2(0, T ;V0) ∩ C([0, T ];H0) satisfies
d
dt




This is just a consequence of Theorem 3.2, since, in particular, a : V × V → R satisfies a
G̊arding inequality on V0.






is the unique solution of
d
dt




This is shown by observing that j−1H0f0 ∈ L
1(0, T ;H0) and by employing the definition and
properties of the solution operator.
It is then straightforward to prove the following corollary.
Corollary 3.5. Suppose that, in addition to the assumptions of Theorem 3.3, there exists













= 〈f0(·), w〉 (3.22)
for all w ∈ V0 in (0, T ).
Then, for all t ∈ [0, T ], the solution (v, p̂) from Theorem 3.3 satisfies the representation
v(t) = e−tA0
(
















Proof. We only have to apply Duhamel’s principle, which requires to show that the right-
hand side in (3.17) can be represented by a functional in L1(0, T ; (H0)
∗), see also (3.19).
This, however, is a direct consequence of (3.16) together with (3.21), (3.22).
Remark 3.6. The representation (3.23) is the infinite-dimensional counterpart of (2.19).
In the finite-dimensional case with V0 = H0 = kernelB
T , the additional assumption (3.21),
(3.22) is always fulfilled if f, g, ġ are integrable.
20
4 Conclusions and future work
We have analyzed the well-posedness of linear operator differential-algebraic equations (DAE)
arising in fluid dynamics in the finite and infinite-dimensional case and also presented explicit
solution formulas. While in the finite-dimensional setting the analysis is pretty much complete
(except for the analysis, under which conditions the DAE has differentiation index one or
two), in the infinite dimensional setting we have only considered the special case that the
coefficient in front of the velocity is the identity, that the operators B and D coincide and
that C vanishes. We expect that the presented results can be extended to the more general
case but this is forthcoming work. It is also important to study the discretization of the
infinite-dimensional problem in such a way that the finite dimensional problem retains the
properties. In the context of special cases of the described operator DAEs, a first step in this
direction has been recently done in [1].
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