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Chapter 1
Introduction
Spin-orbit coupling (SOC) plays a crucial role in a number of phenomena in
solids. It is a relativistic effect, and the corresponding Hamiltonian term can be
derived from the Dirac equation [1]:
ˆHSOC =− eh¯4m2c2 σˆ · (E× pˆ) (1.1)
where e, m are the electronic charge and mass, respectively, c is the velocity of
light, σˆ = 2sˆh¯ with sˆ the spin operator, E is the electric field as the gradient of the
electrostatic potential, pˆ is the momentum operator. Thus, following the classical
picture, SOC is due to the interaction between the spin of an electron and the
magnetic field generated by its orbital movements around the nucleus.
For atoms, with centrally symmetric potential V , E =−1
e
r
r
dV
dr yields:
ˆHSOC =
1
2m2c2
1
r
dV
dr (sˆ ·
ˆl) (1.2)
where ˆl de f= r× pˆ is the orbital momentum operator. Usually, an atomic shell aver-
aged SOC constant ξ is defined as: ξ de f= < 12m2c2 1r dVdr >, where < · · ·> means the
radial average over orbitals of the considered shell. In this sense, SOC couples the
spin and orbital degrees of freedom.
Physically, SOC induces magnetocrystalline anisotropy (MCA) in ferromag-
netic materials, on the one hand. Taking 3d itinerant systems for example, due to
the high symmetry and a band width that is large in comparison with the second
Hund’s rule energies, the atomic orbital moments are quenched. Nevertheless,
SOC partially alleviates the quenching and results in non-zero orbital moments.
It causes spin moments to align along a certain direction with the lowest total en-
ergy. Large MCA energy, which is usually found in noncubic systems due to the
symmetry reason, is favourable for high density magnetic data storage. Further,
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both the symmetry and the band width are reduced at interfaces/surfaces, leading
to an enhanced interface/surface MCA energy. Such interface/surface contribu-
tions can overcome the shape anisotropy and induce perpendicular anisotropy in
thin films of cubic systems, such as Co/Pt(111) [2] and Ni/Cu(001) [3]. Compe-
tition between the interface/surface and bulk anisotropies, due to their different
dependence on parameters such as thickness and temperature, leads to spin reori-
entation transitions (SRT). Moreover, such interface/surface anisotropies can be
modified by applying external perturbations. Weisheit et al. [4] have shown that
the coercivity, which is caused by MCA, can be changed by up to 4% in FePt thin
films by applying external electric fields. This phenomenon is closely related to
the newly-developed composite multiferroic materials, which are promising for
practical applications.
On the other hand, SOC also results in new features in transport properties
which are determined by orbital motions of electrons. In the diffusive regime,
SOC induces anisotropic magnetoresistance (AMR), where the resistance depends
on the relative direction of magnetization and current. Corresponding phenomena
in low-dimensional nano materials are even more interesting, such as tunnelling
AMR (TAMR) and ballistic AMR (BAMR) (see, for example, [5], [6], and [7]).
The physical origin of these phenomena is that electronic structures change de-
pending on the magnetization direction due to SOC, thus resistances are modified
by rotating magnetization. Technically, AMR had been used in read-heads in
1980s, and TAMR and BAMR are intensively studied for the second generation
spintronic applications.
In addition to these two main aspects, SOC induces also other interesting phe-
nomena. For example, magneto-optical effects are the basis for magneto-optical
storage, and provide effective experimental methods, such as X-ray magnetic cir-
cular dichroism (XMCD) [8], to probe spin and orbital moments. Furthermore,
SOC also helps to establish (noncollinear) magnetic order in low dimensional sys-
tems, such as the chiral magnetic order found in Mn/W(110) [9].
To address these subjects theoretically, density functional theory (DFT) is
helpful. It is based on two basic theorems proposed by Hohenberg and Kohn [10],
and has been developed into quite sophisticated methods. With properly chosen
approximations to the exchange-correlation functionals, the ground state total en-
ergy can be calculated without using adjustable parameters, and related physical
quantities can then be obtained. To deal with SOC by DFT, a full-relativistic
scheme should be used, which has been proved to be quite successful [11].
In this thesis, full relativistic DFT, as implemented in the full-potential local-
orbital (FPLO) formalism [12], is used to study some SOC induced phenomena.
In Chapter 2, a short introduction to DFT is given. In Chapter 3, the surface
anisotropy is examined for two systems: Co slabs and slabs of four different L10
compounds under electric fields. For the Co slabs, the effects of orbital polar-
13
ization correction (OPC) on the surface anisotropy are studied; for the L10 slabs,
using a simple model to simulate external electric fields, we try to achieve a better
explanation of the experimentally observed modification of magnetic anisotropy.
In Chapter 4, Lifshitz transitions in L10 FePt induced by a canted magnetic field
are studied; anomalies in thermopower at such transitions are estimated by a two-
band model. A summary is given in Chapter 5.
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Chapter 2
Density functional theory
2.1 Introduction
Solids typically contain 1022 or more ions and one order of magnitude more elec-
trons, with Coulomb interaction between each other. The total non-relativistic
Hamiltonian which describes their behaviours quantum mechanically is:
ˆHtot = ˆHn + ˆHe + ˆHe−n + ˆHprobing
=
M
∑
k=1
ˆP2k
2Mk
+
1
2
M
∑
k 6=l
ZkZl
|Rk−Rl|
+
N
∑
i=1
pˆ2i
2mi
+
1
2
N
∑
i 6= j
e2
|ri− r j| −
N
∑
i=1
M
∑
k=1
eZk
|ri−Rk|
+ ˆHprobing
(2.1)
where M (m), R (r), and ˆP (pˆ) denote the mass, location coordinates, and momen-
tum operator of nuclei (electrons), respectively, Z stands for the nuclear charge,
M and N denote the total number of ions and electrons, respectively; ˆHn, ˆHe,
ˆHe−n are Schro¨dinger operators and stand for the Hamiltonians for ions, electrons
and their interactions respectively, ˆHprobing is the external field used to probe the
system and is taken to be zero in the following.
Two important simplifications can be made to solve this generally unmanage-
able many-body problem:
1. Due to the large ratio of M
m
, the two subsystems can be considered to move
adiabatically [13] — electrons follow adiabatically the motion of ions while
ions move in an effective potential due to electrons. By this approximation,
the Hamiltonian for electrons is:
ˆH(r;R) =
N
∑
i=1
pˆ2i
2mi
+
1
2
N
∑
i 6= j
e2
|ri− r j| −
N
∑
i=1
M
∑
k=1
eZk
|ri−Rk|
+
1
2
M
∑
k 6=l
ZkZl
|Rk−Rl|
(2.2)
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where ˆH depends parametrically on R de f= (R1,R2, ...RM). That is, the last
term is a constant which cancels the divergence of the other terms in the
thermodynamic limit and will be included implicitly below.
2. Since the Coulomb interaction is long range, it is hard to achieve thermody-
namic limit when summing over all interacting pairs of particles for infinite
systems. Usually, periodic boundary conditions are imposed by requiring
r = r+LxRx,r = r+LyRy,r = r+LzRz
where (Rx,Ry,Rz) are three linearly independent vectors charactering the
sampled 3 dimensional torus. For perfect crystals considered in this thesis,
they are three basis vectors of the crystal unit cell. In this way, a discrete k-
mesh of Lx×Ly×Lz values within the first Brillouin zone is introduced by
the Bloch theorem [14] and the thermodynamic limit is obtained by fining
the k mesh. Further, the electrostatic Coulomb energies could be calculated
by the Ewald method [15].
In atomic units where h¯ = m = |e|= 1 atomic unit (a. u.), the non-relativistic
electronic Hamiltonian can then be written as:
ˆH = ˆT + ˆW + ˆV
=−1
2
N
∑
i
∇2i +
1
2
N
∑
i 6= j
1
|ri− r j| −
N
∑
i
(
M
∑
k
Zk
|ri−Rk|
)
=−1
2
N
∑
i
∇2i +
1
2
N
∑
i 6= j
1
|ri− r j| −
N
∑
i
v(ri)
(2.3)
where N and M are total number of electrons and ions in one unit cell. Note that
the Hamiltonian above depends only parametrically on the positions of ions, thus
electrons could be considered as moving in a static potential denoted by the last
term in Eq. 2.3.
2.2 Density Functional Theory for ground state
2.2.1 Original Theory by Hohenberg and Kohn
Hohenberg and Kohn argued in their important paper [10] that the total energy of
the ground state of inhomogeneous electron gas could be obtained by introducing
a general functional (independent of external potential) of density n(r) based on
the following two theorems:
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1. The external potential v(r) is uniquely determined by the ground state den-
sity n(r). Hence, assuming non-degeneracy of the ground state, the expec-
tion value of any operator in the ground state (Ψ0[v[n]] = Ψ0[n]) is a unique
functional of the density.
2. The total energy E0 can be obtained variationally by defining a universal
functional FHK[n]:
E0 = min(E[v[n]]) = min
(
FHK[n]+
∫
v(r)n(r)dr
)
with the restriction
∫
n(r)dr = N,
where FHK[n(r)]
de f
= (Ψ0[n],(T +W )Ψ0[n]).
However, Hohenberg-Kohn theorems are based on the following two crucial as-
sumptions:
1. The ground state is assumed to be non-degenerate, so not only the mapping
between n(r) and v(r) but also the mapping between n(r) and the ground
state wave function Ψ(r) is one-to-one. However, degeneracy can not be
excluded, and it’s better to redefine the universal functional as FHK[n] =
E[v[n]]− ∫ drv[n]n, emphasizing that the unique mapping n(r) → v(r) is
enough for the whole theory.
2. During the variational process, it is assumed [10] implicitly that for every
reasonable n(r) there is a corresponding v(r) for which n(r) is the ground
state density associated with the antisymmetric ground state wave function.
That is, every density is v-representable. However, this might not be true,
and leads to the so called v-representability problem [16].
2.2.2 Constrained Search Schemes
To cure the v-representability problem, Levy and Lieb proposed a new functional
FLL[n]
de f
= inf
Ψ → n
{< Ψ| ˆT + ˆW |Ψ >}.
Here Ψ → n denotes all wave functions giving the density n(r), not only ground
state wave functions. By this variation, the v-representability is transformed into
a N-representability problem for n(r): what is a reasonable n(r) for interacting N
electrons? It turns out that any non-negative density integrating to N and such that∫
dr|∇n 12 (r)|2 < ∞, ∫ drn(r) = N fulfills this requirement. This set of densities
is denoted by JN .
18 CHAPTER 2. DENSITY FUNCTIONAL THEORY
To alleviate the assumption that wave functions are for ground state (or pure
state) in the degenerate case, another new functional based on density matrix al-
lowing mixed states could be defined:
FDM[n]
de f
= inf
ˆD→n
tr{ ˆD( ˆT + ˆW )}
where
ˆD =
∞
∑
i=1
di|Ψi >< Ψi|,di ≥ 0,
∞
∑
i=1
di = 1
is the density matrix composed by all degenerate states that gives the correct n(r).
Note that the domain of n(r) for the density matrix is also JN . If we de-
note the domain of n(r) from N-particles ground state wave function by AN , the
generalized Hohenberg-Kohn variational principles look like:
E[v] = min
n∈AN
{FHK[n]+
∫
drn(r)v(r)}
≤ inf
n∈JN
{FLL[n]+
∫
drn(r)v(r)}
≤ inf
n∈JN
{FDM[n]+
∫
drn(r)v(r)}
(2.4)
The existence problem left by the original Hohenberg-Kohn theorems has been
solved: for any N-representable density, a universal functional could be defined.
2.2.3 Convex Analysis of E[v,N]
The principle constructed as in Eq. 2.4 still contains open problems: FLL can be
shown not to be convex, and nothing was concluded so far on the existence of
functional derivatives of the F-functionals. Generally, the ground state energy
E[v, N] for particles with non-attractive interactions W “is a convex function of
N for fixed v and a concave functional of v for fixed N”. An universal functional
can be defined through twofold Legendre transformation of E[v, N] (see [17] for
details):
H[n] = sup
v
{−(n|v)+ inf
N
E[v,N]}= inf
N
sup
v
{E[v,N]− (n|v)} de f= inf
N
F[n,N] (2.5)
By back Legendre transformation,
E[v,N] = inf
n
{H[n]+(v|n)|(1|n) = N}.
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Upon applying the periodic boundary condition, the functional spaces for v
and n are reflexive. As a Legendre transformation, H[n] provides sufficient differ-
entiability properties. Hence, a rigorous theory based on concavity of E[v, N] in v
and convexity of E[v, N] in N has been formulated, and the ground state energy for
N interacting particles could be calculated variationally through the v-independent
universal functional, if it were known.
2.2.4 Kohn-Sham Equation
For non-interacting particles, the whole arguments above are applicable. Kohn
and Sham [18] took advantage of this point and showed that by projecting inter-
acting systems to the non-interacting systems with the same densities, a practically
conductable way to solve the variational problem in the previous section could be
accomplished.
For non-interacting systems, the corresponding F-functional contains only the
kinetic energy and is denoted by T [n]. That is: F0[n] = T [n] (the superscript “0”
is for non-interacting systems). For interacting systems, the formal Kohn-Sham
logic is to decompose the universal functional as
F[n] = T [n]+EH[n]+EXC[n]
where EH [n] denotes the electrostatic interaction which is well defined for all den-
sities. Note that the kinetic energy for non-interacting systems is used, and the
difference between the true kinetic energy of interacting systems and that of the
non-interacting systems with the same densities is included in the term EXC[n].
With ansatz
n(r) = ∑
i
ni|φi(r)|2, (φi|φ j) = δi j,
T [n] can be expressed explicitly as:
T [n] = min
ni,φi
{
∑
i
ni
(
φi|− ∂
2
∂r2 |φi
)
|∑
i
ni|φi|2 = n(r),(φi|φ j) = δi j
}
. (2.6)
Hence, the ground state energy can be obtained:
E[v, N] = min
ni,φi
{
T [∑
i
ni|φi|2] + EH [∑
i
ni|φi|2] + EXC[∑
i
ni|φi|2] − (n|v) |
| ∑
i
ni|φi|2 = n(r),(φi|φ j) = δi j
}
(2.7)
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Performing variation over ψ∗i yields the Kohn-Sham equation:(
−∇
2
2
+ v+ vH + vXC
)
ψl = εlψl (2.8)
where vH =
∫
d3r′ n(r
′)
|r−r′| is the Hartree potential, v is the external potential, vXC(r)
de f
=
δEXC
δn(r) is the exchange-correlation potential, containing also that part of the kinetic
energy which in not included in T [n].
Performing variation over ni gives the aufbau principle ni = 1 f or εi < µ, 0≤
ni ≤ 1 f or εi = µ , and ni = 0 f or εi > µ .
Finally, after considering the double-counting terms due to the variational pro-
cedure, the total energy can be expressed as:
E[v,N] = ∑
i
niεi−EH [n]−
∫
dxnvXC +EXC[n] (2.9)
Until now, theories are exact and clear except that the explicit expression for
EXC[n] is unknown. Since vXC(r) is generally orbital-dependent (as indicated by
the exchange interaction in the Hartree-Fock theory), the Kohn-Sham Eq. 2.8 can
only be solved self-consistently.
2.3 Full Relativistic DFT and SOC
2.3.1 Four current DFT
Spin is well-known to be due to relativistic effects, though the whole theory de-
veloped in the last section can be generalized to spin-dependent case by substi-
tuting (x) de f= (r,s) and consider the external potential together with vXC to be
spin-dependent corresponding to the usual Pauli formalism. Rajagopal and Call-
away [19] first showed that it is a natural result to have spin-dependent DFT if the
relativistic scheme is used at the beginning.
To this end, Quantum Electrodynamics (QED) is an appropriate starting point.
The renormalized total Hamiltonian in a static external field is [17]:
H =
∫
d3r
[
: ˆ¯ψ(−iγ ·∇+mc)ψˆ :−e ˆJµ aˆµ + 12 : (ε0eˆ
2 + µ0 ˆh2) :−12e
ˆJµaµ − e ˆJµ Aµ
]
(2.10)
where ˆJµ = ˆjµ − < ˆjµ > and aˆµ are reduced ˆjµ = ψ¯γµ ψ and ˆAµ , respectively,
with ψ¯ de f= ψ†γ0, γ0 = β =
(
1 0
0 −1
)
, γ i = βα i = β ×
(
0 σi
σi 0
)
; µ (and
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following all Greek letters) runs from zero to three; Aµ and ˆAµ are external four
potential and potential of photon field, respectively. The first term denotes the
Hamiltonian for non-interacting Dirac fermions, the second term denotes interac-
tions between Dirac particles and the photon field, the third term is the Hamil-
tonian for non-interacting photons, the fourth term is due to the renormalization,
and the last term denotes the interaction with external fields.
The ground state energy E[A,Q] with−e
c
∫
d3rJ0(r) = Q can be proved to be a
convex function of Q for fixed A and concave in A for fixed Q. Thus there exist an
universal functional H[J] whose Legendre transformation is the ground state en-
ergy of the system in a given external field. Further, as in the non-relativistic case,
for non-interacting electron-positron systems, the kinetic energy is K[J] = H0[J].
Correspondingly, the Kohn-Sham-Dirac equation similar to the Kohn-Sham equa-
tion (Eq. 2.8) can be derived:[
−icα ·∇+βm0c2− ecβγµ(Aµ +aµ +aXCµ )
]
ψk = εkψk (2.11)
where −eaXCµ
de f
=
δEXC[J]
δJµ with EXC[J]
de f
= H[J]−K[J]+ e2
∫
d3rJµaµ defined with
respect to non-interacting kinetic energy functional K[J]. By self-interaction, m0
in Eq. 2.11 is to be replaced by the phenomenological electron mass.
To see clearly how the spin appears, Gordon’s decomposition is usually done
[1]. In a stationary case,
ψ¯γ jψ = 1
2mc
ψ¯(−i
←
∂ j + i∂ j +2eA j)ψ + 1
2mc
∂kψ¯σ jkψ (2.12)
where σ jk = ε jklΣl = ε jkl
(
σl 0
0 σl
)
, σl are Pauli matrices with j, k, l run from
1 to 3.
The current density corresponding to the first term 12mψ¯(−i
←
∇+ i∇+2eA)ψ is
the orbital current density; that corresponding to the second term can be written
as 1
m
∇×S = 12m∇× (ψ¯Σψ). It is the spin current density, that is, the current of
a magnetic moment density M de f= −e2mψ¯Σψ . By this point we can see that spin-
dependent DFT is a natural result from the general four current Kohn-Sham-Dirac
equation.
2.3.2 Scalar Relativistic and SOC
Another important effect due to the full relativistic expansion is SOC [20]. In the
Kohn-Sham-Dirac equation, SOC is included in the kinetic energy implicitly. To
show it, we consider a general case with simplified KSD Hamiltonian HKSD =
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cαp +βmc2 +V with a spherical potential V = V (r). The general solution for
this time-independent Hamiltonian is a four component spinor ψ =
(
φ
χ
)
=(
g(r)Yκµ
i f (r)Y−κµ
)
, where Yκµ are spherical spinors as eigenfunctions of the Dirac
spherical operators. Apply HKSD upon this ansatz, two coupled equations for large
(g(r)) and small ( f (r)) components can be derived:
c
(
d f
dr +
1− k
r
f
)
=−(ε−V −mc2)g
c
(
dg
dr +
1+ k
r
g
)
= (ε−V +mc2) f
(2.13)
where κ =±( j + 12) is the eigenvalue of K
de f
=
(
σ ·L+1 0
0 −(σ ·L+1)
)
. By
eliminating the small component in Eq. 2.13, it’s easy to get:
− h¯
2
2Mr2
d
dr
(
r2
dg
dr
)
+
[
V +
h2κ(κ +1)
2Mr2
]
g− h
2
4M2c2
dV
dr
dg
dr−
− h
2
4M2c2
dV
dr
1+κ
r
g = (ε−mc2)g
(2.14)
where M = m+ ε−mc2−V2c2 . Since κ(κ +1) = l(l +1), the first two terms remind us
of the non-relativistic equation for the radial wave function with a central poten-
tial; the third term is the so called Darwin term, and the fourth term denotes the
spin-orbit interaction — since σˆ · ˆl has eigenvalues of −(1+κ)h¯, this term can be
reduced to Eq. 1.2 considering M = m+O( v1
c2
).
2.4 Local Spin Density Approximation (LSDA)
Up to now, an exact theory has been formulated. However, since the exact form of
the universal functional is not known, no practical application could be done. By
projection onto the non-interacting electron gas as illustrated by the Kohn-Sham
scheme, the only thing unknown is EXC[n].
Suggested by Kohn and Sham [18], the exchange-correlation functional can
be approximated as:
EXC[n]≈ ELDAXC [n]
=
∫
d3rn(r)εXC(n(r),ζ (r)) (2.15)
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where εXC(n(r),ζ (r)) is the exchange-correlation energy per electron in homo-
geneous electron liquids, ζ (r) = n(+)−n(−)
n
is the degree of spin-polarization,
n(+), n(−), and n stand for spin-up, spin-down and total electron density, re-
spectively.
Since the total energies of homogeneous interacting electron systems with dif-
ferent densities and degree of spin-polarization can be calculated by Quantum
Monte Carlo method quite precisely, the exchange-correlation energy of inhomo-
geneous electrons gas could be approximated by that of the homogeneous system
with the same local density. This is the reason why it is called local (spin) density
approximation (L(S)DA).
Usually, fittings are done to get the analytical expression for εXC(n,ζ ) as pro-
posed by von Barth and Hedin [21]. Perdew and Wang [22] have made a more
precise fitting and their fitting is widely used today.
The exchange-correlation effective potential can be obtained by functional
derivation:
vLSDAXC (r,±) =
δELSDAXC
δn(r,±) =
∂
∂n±
[nεXC(n,ζ )] .
LSDA can also be used for non-polarized case with ζ = 0. More sophisticated
approximations have been introduced as explained in existing literature [17] [23].
2.5 Formalisms of DFT: FPLO and KKR
Based on all those theories and approximations made above, the many-body prob-
lem has been reduced to a single-electron-like problem described by Eq. 2.8, and
all methods of band theory could be used to solve this equation.
2.5.1 FPLO
Linear combination of atomic orbitals (LCAO) combined with tight-binding ap-
proximation is first used by Slater [24] to solve the band structure problem. Later,
Eschrig further developed this theory and contrived an optimized LCAO method
[25] which is very accurate and more appropriate to solve the Kohn-Sham problem
of solids.
In this method, the ansatz fulfilling the Bloch theorem is expanded by lin-
ear combinations of localized Slater-type orbitals depending on the optimization
parameters:
|kn >= ∑
RsL
|RsL > cknsL eik(R+ s).
where |RsL > refer to solutions of spherically averaged atomic potentials around
atomic position R+ s, R is the Bravais lattice vector, s is the site vector with
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respect to the origin of the unit cell; k is the quasi-momentum, and n is the band
index.
Substituting this ansatz into the Kohn-Sham equation, one gets the matrixized
equation [12]:
HC = SCE
where H =
(
Hcc HccScv
SvcHcc Hvv
)
, S =
(
Scc Scv
Svc Svv
)
, with Scc, Svc = S†cv, and Svv
being the overlap matrices between core-core, core-valence, and valence-valence
levels, Hcc and Hvv are the Hamiltonian matrices. Note that Scc is a unit matrix,
thus the original eigenvalue problem can be reduced and then solved numerically
(see Ref. [12] for details). The density can then be constructed by the updated
orbitals, and new potentials can be formulated to achieve self-consistent solutions.
2.5.2 KKR
KKR was first introduced by Korringa, Kohn and Rostoker [26] [27] based on the
muffin-tin approximation to the crystal potential and multiple scattering theory.
Combined with the Green’s function technique and taking the deviation from the
muffin-tin approximation to the potential into account perturbatively, this method
is also accurate. Moreover, it is suitable to be interfaced to other models, such
as coherent potential approximation (CPA), and the Kubo formula for transport
properties[28].
The Bloch wave function for some energy ε after scattered by a set of spheri-
cally symmetric potentials V (r) de f= ∑iV0(r−Ri) is:
ψk(ε,r) =
∫
Ω
dr′G0(ε,r− r′)∑
i
V0(r′−Ri)ψk(ε,r′)
r′=Ri+s=
∫
Ωunit cell
(∑
i
G0(ε,r−x−Ri)eik·Ri)V0(s)ψk(ε,s).
(2.16)
where Ri refers to a general lattice position, s denotes the vector with one lattice
position as the origin, which defines a sphere in which the potential is non zero.
In the second step, the Bloch theorem has been used.
With the help of the free-particle Green’s function G0(ε,r− r′), the Green’s
function for the whole crystal as the term in the parenthesis in Eq. 2.16 can be
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separated into on-site and off-site contributions:
G(ε,k,r− r′) de f= ∑
i
G0(ε,r− r′−Ri)eik·Ri
= G0(ε,r− r′)+ ∑
Ri 6=0
G0(ε,(r− r′−Ri))eik·Ri
de f
= −κ ∑
L
jl(κr<)nl(κr>)YL(r)YL(r′)
−∑
LL′
jl(κr)BLL′(ε,k) jl′(κr′)YLrYL′(r′)
(2.17)
where κ =
√
ε , jl and nl are spherical Bessel and Neumann functions, YL are
spherical harmonics, and BLL′ is the so-called structure constant which can be
calculated using the Ewald method [20] and it is determined only by the crystal
structure.
Substituting Eq. 2.17 into the proper variational equation which generates Eq.
2.16, a secular equation can be get:
∑
L′
[BLL′(ε,k)+κδLL′cotηl]αL′(k) = 0 (2.18)
where αL′ denotes some coefficient, ηl is the phase shift due to scattering of a
single site potential. By requiring the term in square parenthesis to be zero, eigen-
values εk can be calculated. A self consistent procedure can then be built.
2.6 Summary
In short, density functional theory, based on a firm mathematical basis, provides
a practical and effective way to find out the ground state energies and properties
of interacting electronic systems. Approximations have to be made to make such
calculations really conductable:
1. No exact functional describing interacting electrons is known, thus approx-
imated functionals at different level should be used. However, good enough
improvements could be made for many interesting physical properties [17];
2. Finite basis sets, corresponding to a part of the whole Hilbert space, are
usually used due to the limited computational abilities of computers and
deficiency of algorithms;
3. Calculations are usually done with finite k points to simulate the thermody-
namic limit.
Nevertheless, inaccuracy due to the last two terms can be checked systemati-
cally, convergence can be obtained to achieve reasonable conclusions.
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Chapter 3
Magnetic anisotropy at interfaces
3.1 Introduction
Magnetism in two-dimensional (2D) systems has attracted much interest, not only
due to its importance for our understanding of the fundamentals of magnetic
phenomena (such as the stability of magnetism in 2D systems, domain struc-
tures, etc.), but also due to properties suitable for practical applications (such as
anisotropy, interlayer exchange, exchange bias, etc.). Magnetic anisotropy is one
of the most important intrinsic quantities, related to both aspects above. However,
its origin is still not-so-well interpreted both qualitatively and quantitatively.
Magnetic anisotropy energy (MAE) is defined as the work to be done by ro-
tating the magnetization M from one direction to another with external magnetic
field H parallel to M [29]. To exclude the contribution due to the variation of
the magnitude of M, it should be described by an |M|-independent free energy
G(T,HM,ΩM,ε) [30], where HM is the component of external H along M, ΩM
is the directional vector of M. At HM = 0, G is reduced to the Helmholtz free
energy and at T = 0 to the internal energy.
To describe it microscopically, it is important to figure out which “partially
filled atomic states” are responsible for the magnetism in systems investigated
[31]. Basically there are two kinds: itinerant and localized schemes, characterized
by 3d transition metal compounds and 4 f rare-earth compounds, respectively.
In this thesis, only the itinerant mechanism is considered, where SOC is small
compared to the exchange and crystal field splittings.
The MAE contains two parts: the intrinsic magnetocrystalline anisotropy
(MCA) energy determined by the crystal structure and composition, and the shape
anisotropy energy related to the macroscopic shape. Both of them are due to rela-
tivistic effects: MCA energy is mainly due to spin-orbit coupling (the contribution
from dipole-dipole interaction is negligible [32]), while shape anisotropy energy
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is caused by dipole-dipole interaction originated from the Breit interaction [32].
Following the proposal by van Vleck [33] that spin-orbit coupling induces
MCA energy, many calculations with different levels of approximation have been
done, pioneered by Brooks [34] and Fletcher [35]. They used simplified tight-
binding and perturbation methods to calculate the MCA energies for Fe and Ni.
Nowadays, with the help of precise first principles methods, calculations are based
on more realistic electronic structures [36] [37] [38] [39]. On the one hand,
SOC can be successfully dealt with in quite different manners, such as the four-
component full-relativistic scheme [11] and the second variational procedure [40].
Even a perturbation treatment gives good results guaranteed by the so-called mag-
netic force theorem (FT) [41] [42], where the originally defined total energy dif-
ference is taken to be the difference of band energy sums along different magneti-
zation directions obtained by one-step diagonalization of the full Hamiltonian in-
cluding SOC, based on the self-consistent scalar relativistic [43] density/potential.
On the other hand, MCA energy is a tiny quantity, ranging from µeV to meV .
Usually it is evaluated by subtracting two large total energies, though the Torque
method could be used instead [44]. Therefore, it is quite sensitive to fine elec-
tronic structures and requires careful convergence tests over k-mesh, basis sets,
and so on. Note that the exchange-correlation functionals have really significant
influences on the MCA energy, such as orbital polarization correction [45] [46],
LSDA+U [47], etc..
To gain better understanding of MCA energy beyond bare numbers, investi-
gating related quantities is helpful. The orbital moment is such a quantity which is
also mainly due to SOC in metallic systems. Using the second order perturbation
method, Bruno [48] has shown that, for non-cubic systems, the MCA energy is
proportional to the orbital moment anisotropy:
MCA energy = −∑
i
ξi
4µB
∆L↓i (3.1)
where ξi is the averaged atomic spin-orbit coupling constant for atom i, and ∆L↓i
is the variation of the spin-down orbital moment when ΩM varies. This model
works well for strong magnets such as Co, where the assumption that the spin-up
channel is fully occupied is approximately true. To get rid of this assumption and
consider also contributions from the spin-flip processes proposed by Wang [49],
van der Laan derived a more exact expression [50]:
MCA energy = −∑
i
ξi
4µB
(∆L↓i − ∆L↑i ) + ∑
i
3ξ 2i
2µB(Eex)i
7∆(MT )i (3.2)
where (Eex)i is the exchange splitting for atom i, and ∆(MT )i is the variation of
the magnetic dipolar moments. Note that the only assumption in Eq. 3.2 is that
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ξ is small compared to Eex and the crystal field splitting to make the perturbation
method valid, hence the spin-flip term is usually small compared to the term in-
cluding variations of orbital moments. For Fe slabs, van der Laan’s model gives a
better description than Bruno’s model [51].
For magnetic films on a substrate, the total MAE can be expressed as
MAEtotal = MAEvcryst.×V + MAEvshape×V + (MAE int1 + MAE int2 )×A (3.3)
where the superscripts v and int denote volume (V ) and interface (with area A,
surface is considered as the interface to vacuum) contributions, respectively. The
total MCA energy (MAEvcryst. in Eq. 3.3 is for one unit cell) and the total shape
anisotropy energy are proportional to the volume V for magnetic thin films (note,
that for films V ≪ A 32 ), and the shape anisotropy energy always favours in-plane
magnetization; the interface term contains contributions from two interfaces due
to the change of electronic structures compared to bulk and have the same origin
as the MCA energy. We did not consider any magnetoelastic effects which are
due to SOC as well and prevail in thin films (for a review, see [52]). Note that
“the chemical and physical sharpness” (spoiled by atomic diffusion, roughness,
and chemical reaction, etc.) [53] is very important. For perfect interfaces, first-
principle calculations give the sum of all terms due to SOC; the shape anisotropy
energy can be estimated by 2µBM2s , where Ms is the saturation magnetization
density, or can be calculated by exact summation as proposed by Szunyogh [54].
To interpret experimental results on MAE, it is important to separate every
contribution included in Eq. 3.3, especially those terms due to SOC. To this end,
the different size-dependence is quite helpful: the MCA energy depends on the
volume while the interfacial terms depend on the surface area. Thus it is natural to
make a fitting of MAE energies with respect to the thickness for slabs with certain
lateral area. This procedure will also remove uncertainties due to the quantum
size effects, such as oscillations induced by quantum well states [55].
One fascinating aspect of MAE in 2D systems is spin reorientation transi-
tions (SRT), which have been observed in many systems such as Fe/Ag(001) [56],
Co/Au(111) [57], and Ni/Cu(001) [58]. For these systems, the direction of magne-
tization depends on the thickness. At a certain thickness, the spontaneous magne-
tization changes its direction due to the competition between interface anisotropy
and the effective bulk anisotropy, including MCA energy and shape anisotropy
energy. Since the interface or the bulk terms could be modified by, say, annealing
[59], capping layers [60], chemical absorption [61], stacking sequence [62], and
so on, SRT for the same system under different situations show quite different be-
haviour. Moreover, such transitions are also expected for any factor which could
induce different dependence of bulk and interfacial terms, such as temperature
[53]. At last, the order of such phase transitions is also interesting and seemingly
a complicated issue (see Ref. [63] for a review).
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As seen above, interface or surface anisotropy plays a very important role for
2D ferromagnetic systems. It could also be modified by any influence that would
change the structure or the electronic structure of interfaces. It is closely related
to magnetoelectric (ME) effects. For example, Weisheit et al. [4] showed that
the coercivity of FePt and FePd thin films could be modified by 4% by external
electric fields, where the surface anisotropy definitely plays a crucial role.
In the following part of this chapter, we try to achieve a better understanding
of magnetic anisotropies in 2D systems concentrating on the surface anisotropy,
with the help of precise first principles calculations. In Sect. 3.2, anisotropies
of fcc Co slabs are presented; in Sect. 3.3, the modification of anisotropies by
external electric fields in thin films of L10 alloys is shown.
3.2 MAE of Co (100), (110), (111), HCP slabs
Co systems in 2D geometry on different substrates show interesting properties and
have been studied widely both experimentally (for example, [62] [64] [65]) and
theoretically (for example, [66] [67] [68] [69]), for a review see Ref. [53]. How-
ever, systematic studies to trace reliably various contributions as in Eq. 3.3 are
still lacking, thus no quantitative explanations and qualitative predications could
be made for existing or further experiments. In this section, we address this prob-
lem by calculating the surface anisotropies of fcc Co slabs with different crystal-
lographic orientations.
Supercells are created with the experimental lattice constant of fcc Co (a0 =
3.563 A˚). Different geometries are adopted for supercells along different crystal
axes, namely, [001], [110], and [111]. Slabs with the AB stacking as in hexagonal-
closely-packed (hcp) Co along (0001) but with the c
a
as in fcc (111) slabs are also
considered and denoted by “HCP”. About 2 nm vacuum is used to separate the
atomic slabs from each other. All calculations are done with FPLO 7.02-30 with
a k-mesh 30× 30× 1 (1 is for the direction of elongation). The valence basis
sets comprise 3s3p3d4s4p4d5s states for Co. The LSDA interpolation of the
exchange-correlation functional by Perdew-Wang [22] is used in all calculations.
The MCA energy ,to a good approximation, is calculated by using the FT: scalar
relativistic self-consistent calculations are done first followed by one-step full rel-
ativistic calculations; The MCA energy is obtained as the difference of band en-
ergy sums of two such one-step calculations for M perpendicular or parallel to the
atomic slabs. Explicitly, MCA energy≈ E‖band − E⊥band .
It is well known that LSDA underestimates the orbital moments for Co [45].
To cure this problem, OPC has to be introduced [70] [46]. To examine its effects
on the MCA energy, especially on the surface anisotropy energy, we have done
full relativistic calculations for (001), (111) and HCP slabs with OPC [71]. The
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MCA energy in this case is obtained by evaluating the difference of total energies
with different magnetization directions. Note that in the following, MAE, MCA
energy and shape anisotropy energy refer to those quantities of a formula unit (f.
u.), that is, the whole slab; while specified volume- (area-) independent ones refer
to a crystal unit cell.
3.2.1 Results
3.2.1.1 LSDA results
The upper panel of Fig. 3.1 shows the thickness dependence of the MCA energy
for different slabs. It is clear that for all slabs, there are quite strong oscillations.
Oscillations are still quite strong for thick slabs, for instance, the MCA energy
oscillates between positive and negative for (110) slabs with 12−20 atomic layers.
Moreover, such oscillations are divided into two regions: for slabs (except HCP
slabs) with more than 10 atomic layers, the oscillation has a dominating period of
2 atomic layers, while a bit more complicated behaviour is present for slabs with
less than 10 atomic layers.
Furthermore, it is also obvious that the MCA energy converges with respect to
the slab thickness for every geometry, though the size of the quantum oscillations
is comparable with the total MCA energy even for the thickest slabs considered.
Due to the cubic symmetry, the energy difference between any two perpendicu-
lar directions is tiny in bulk Co, thus the converged value is actually the surface
anisotropy. For HCP slabs, the thickness-dependent MCA energy has a slightly
negative slope. By a linear fitting of the MCA energy for slabs with more than
10 atomic layers, the slope is −0.015 meV . This agrees with the LSDA value of
the MCA energy (−0.010 meV ) for HCP bulk Co (Tab. 3.3). By constant-fittings
of the MCA energies of slabs with more than 10 atomic layers, we found that
the surface anisotropy is −0.38 meV (001), −0.20 meV (110), 0.19 meV (111),
respectively. That is, different geometries lead to different surface anisotropies,
and the surface anisotropy is determined only by the in-plane lattice structure,
considering that the bulk anisotropy is almost zero. For (111) slabs, the surface
anisotropy is smaller than that of HCP slabs (0.44 meV ), this might be due to the
uncertainty in the linear fitting with strong oscillation. Note that a positive value
of MCA energy means that the magnetization is out-of-plane, thus for slabs with
more than three atomic layers, MCA energy favours in-plane magnetization for
free standing (001) slabs, while it favours out-of-plane magnetization for (111)
and most (HCP) slabs. For slabs with less than three atomic layers, the interaction
between surfaces is strong and results in less systematic behaviour deviating from
the general trend.
As explained in Sect. 3.1, another important contribution to MAE is the shape
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Figure 3.1: MCA energy and shape anisotropy energy of fcc Co slabs (LSDA
results). Circles, squares, diamonds, and stars are for (001), (110), (111), and
HCP slabs respectively. The HCP slabs are constructed using the ideal c/a (along
(111)) and in-plane lattice constant of fcc Co, that is, AB stacking compared to
ABC stacking in (111) slabs. The MCA energy is calculated by using the FT, and
the shape anisotropy energy is estimated by 2µBM2s , where Ms is the magnetization
density per atomic volume taken to be that in fcc Co. Lines are guide for the eyes.
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anisotropy energy. For Co slabs, the shape anisotropy energies calculated by
2µBM2 are shown in the lower panel of Fig. 3.1. For all slabs, the shape anisotropy
energy has almost the same linear dependence with respect to the thickness. The
total shape anisotropy energy can be fitted as
MAEshape = −0.023 − 0.079× x
where x is the number of atomic layers. A close look at Fig. 3.1 shows that the
magnitude of the shape anisotropy energies increases slightly for slabs with the
same thickness following the order from HCP to (111) to (001) and then (110),
corresponding to the averaged magnetic moments per atom: 1.62 µB (HCP),
1.64µB (111), 1.65µB (001) and 1.66µB (110). For slabs with only a few atomic
layers, the ratio of contributions from surface atoms where the magnetization is
more enhanced, thus the shape anisotropy energy deviates a little bit from the
linear relation.
3.2.1.2 OPC effects
MCA energies for Co slabs evaluated with OPC are shown in Fig. 3.2. Oscilla-
tions still exist, though they look smaller due to the large energy scale. For HCP
slabs, the oscillation is quite strong in the thickness range considered here, so that
no clear indication of a non-zero bulk contribution appears. Note that with OPC,
HCP Co has a positive bulk anisotropy of about 0.2 meV (Tab. 3.3). For (001) and
(111) slabs, the MCA energy converges. Constant fits for slabs with more than 6
atomic layers give a surface anisotropy of −3.2 meV for (001) and −1.0 meV for
(111) slabs. Compared to the LSDA values, the surface anisotropy for (001) slabs
is enhanced by almost one order of magnitude; while for (111) slabs, the sign of
surface anisotropy is changed — it favours in-plane magnetization now, and the
absolute value is increased by 5 times.
As in the LSDA case, surface anisotropy energies for (001) and (111) slabs
are totally determined by the surface layer. In our OPC calculations, it is possible
to get reliable spin-projected orbital moments. Thus the MCA energy can be
evaluated for each layer by Bruno’s (Eq. 3.1) or van der Laan’s (Eq. 3.2) model.
Note that the second term proportional to MT in Eq. 3.2 is not considered in
our model estimations. Such layer-resolved contributions are plotted in Fig. 3.3.
For (001) and (111) slabs, only the surface layers have significant contributions,
while contributions from inner layers converge fast to the bulk value which is zero.
However, for HCP slabs, contributions from inner layers oscillate quite strongly
even for the thickest slabs considered here. In Fig. 3.2, the contribution from the
outmost layers by van der Laan’s model is plotted. It is clear that, for (001) and
(111) slabs, the MCA energy from the surface layers (dashed lines in Fig. 3.2)
agree very well with the total MCA energy of the whole slab (solid lines in Fig.
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Figure 3.2: OPC effect on the MCA energies of Co (001) and (111) slabs. Sym-
bols connected by solid lines are calculated by total energy differences (method I),
namely, E‖ − E⊥; while those connected by dashed lines are by van der Laan’s
model (method II, the spin-flip term in Eq. 3.2 is not considered) for the sur-
face layers only. Black and red circles (squares) are for (001) and (111) slabs by
method I (method II), respectively; Blue crosses and stars are for HCP slabs by
method I and II, respectively. Lines are guide for the eyes.
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Figure 3.3: Layer resolved MCA energy of Co slabs of 14 atomic-layer-thick
(001), and 13 atomic-layer-thick (111) and HCP slabs. The MCA energy are
calculated by Eq. 3.1 (denoted by Bruno) and Eq. 3.2 (denoted by van der Laan,
the spin-flip term is omitted) for each layer. The layer-resolved spin-projected
orbital moments are obtained by self-consistent calculations with OPC. Note that
site 1 corresponds to the central layer, while site 7 corresponds to the surface layer.
Upper (lower) dashed horizontal line denotes the MCA energy of HCP (fcc) bulk
calculated with OPC as in Tab.3.3.
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3.2). The layer-resolved MCA energy converges rapidly to the bulk value, and
only the surface layers have dominated contributions as expected.
However, for HCP slabs, the contributions from surface layers do not agree
with the variation of the total MCA energy (Fig. 3.2). Note that there is about
0.2 meV bulk MCA energy for HCP Co (Tab. 3.3), thus such discrepancy is a
clear evidence that there is such bulk contributions in HCP slabs. Moreover, the
surface contributions in HCP slabs are in good agreement with those in (111)
slabs, that is, the surface anisotropy energy is mostly determined by the atomic
geometry of the surface layers. The layer-resolved MCA energy for HCP slabs
also shows some strange behaviour (Fig. 3.3): the central layer has almost no
contribution, while the MCA energy for all other layers except the surface one
oscillates around the bulk value with different deviations. This might be due to
the quantum size effect, and thicker slabs are needed to make a good fitting to
trace bulk and surface contributions.
3.2.2 Discussions
3.2.2.1 Enhancement of magnetic moments
Tab. 3.1 shows the layer resolved spin and orbital moments for thick Co slabs. At
surfaces, both the spin and orbital moments are enhanced. Atoms at surfaces have
less neighbours compared to the bulk case, thus the band width is narrower, and
the nonmagnetic DOS at EF is higher. According to the Stoner model, larger mag-
netic moments are produced. This fact is also reflected by different magnitudes
of enhancement for slabs of different geometries: the spin moment is most en-
hanced for the surface atoms of (110) slabs, followed by those of (001) and (111),
corresponding to 7, 8, and 9 nearest neighbours, respectively. Moreover, the spin
moments converge to the bulk value (Tab. 3.3) rapidly — the sublayer (denoted
by S1 in Tab. 3.1) has spin moments only slightly different from the central layer
and bulk. Stacking sequence has tiny effect on the surface moments but on the
bulk values, comparing those of (111) and HCP slabs.
On the other hand, the orbital moments are also enhanced. There are several
reasons for this as discussed by Tischer [77], mainly due to the enhanced spin
moments and partially alleviated quenching of crystal fields. The enhancement is
also orientation-dependent, that is, the surfaces of (110) slabs have the strongest
enhancement. The layer-resolved orbital moments converge to the bulk values
alike the spin moments. However, for specific slab geometries, when the magne-
tization directions changes, there is no noticeable variation of spin moments, but
the orbital moments are modified. For Co, the spin-up channel is almost com-
pletely filled, thus a redistribution of electrons within the spin-down d subshell is
expected when the direction of M varies.
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Table 3.1: Layer-resolved spin and orbital moments (in µB) for thick Co (001), (110), (111), HCP slabs. The thickness
are 10 atomic layers for (001) and (110) slabs, while 9 atomic layers for (111) and HCP slabs. Atomic sites of the surface,
subsurface and the central layer are denoted by “S”, “S1”, and “C”, respectively. Calculations are done self-consistently with
LSDA and LSDA+OPC (denoted by “LSDA” and “OPC”, respectively) for two different magnetization directions: in-plane
(denoted by ‖) and out-of-plane (denoted by ⊥). Rows denoted by “theor.” (“exp.”) are published results by calculations
(experiments).
(001) (110) (111) HCP
µS µL µL/µS µS µL µL/µS µS µL µL/µS µS µL µL/µS
S
LSDA ⊥ 1.84 0.114 0.062 1.89 0.128 0.068 1.73 0.099 0.057 1.72 0.098 0.057‖ 1.84 0.136 0.074 1.89 0.149 0.788 1.73 0.115 0.066 1.72 0.116 0.067
OPC
⊥ 1.84 0.254 0.138 1.73 0.208 0.120 1.72 0.203 0.118
‖ 1.84 0.364 0.198 1.73 0.261 0.151 1.72 0.266 0.155
theor.
1.76 [72]
1.85 [66]
1.840 1.902 1.721 [73]
1.84 1.72 1.70 [74]
⊥ 0.125 [75]
‖ 0.145 [75]
1.79 0.090 0.050 (LSDA, [76])
1.79 0.158 0.088 (OPC, [76])
exp.
1.921 0.234 0.11 [77]
1.77 0.24 0.136 [78]
S1
LSDA ⊥ 1.63 0.082 0.050 1.63 0.086 0.053 1.67 0.087 0.052 1.64 0.089 0.054‖ 1.63 0.082 0.050 1.63 0.094 0.058 1.67 0.083 0.050 1.64 0.085 0.052
OPC ⊥ 1.63 0.153 0.094 1.67 0.168 0.101 1.64 0.173 0.105‖ 1.63 0.153 0.093 1.67 0.159 0.095 1.65 0.167 0.101
theor.
1.633 1.641 1.672 [73]
1.63 1.67 1.65 [74]
1.68 0.079 0.047(LSDA, [76])
1.68 0.129 0.077(OPC, [76])
C
LSDA ⊥ 1.63 0.082 0.050 1.63 0.082 0.050 1.64 0.082 0.050 1.60 0.085 0.053‖ 1.63 0.082 0.050 1.63 0.081 0.050 1.64 0.082 0.050 1.60 0.080 0.050
OPC ⊥ 1.63 0.153 0.094 1.64 0.154 0.094 1.60 0.163 0.102‖ 1.63 0.151 0.093 1.64 0.152 0.093 1.60 0.148 0.093
theor.
1.655 1.639 1.638 [73]
1.63 0.075 0.046(LSDA, [76])
1.63 0.123 0.075(OPC, [76])
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Table 3.2: Site-resolved population of electrons in a HCP slab with 9 atomic
layers. Data are obtained from integrated lm-resolved local densities of states
by scalar relativistic calculations. The sites denoted by “b”, “1”, and “5” are for
bulk, the central layer of the slab, and the surface layer, respectively; while the
others are layers in between following the order. n↑d and n
↓
d are the number of
spin-up and spin-down d-electrons, m is the magnetic moments of d-electrons.
m±2, m±1, and m0 denotes m-resolved magnetic moments with lz equal to ±2,
±1, and 0, respectively. δm±2, δm±1, and δm0 are deviations from the layer-
specific averaged magnetic moments m5 for those subshells. The unit for magnetic
moments is µB.
site n↑d n
↓
d m m±2 m±1 m0 δm±2 δm±1 δm0
b 4.608 2.919 1.688 0.662 0.699 0.327 -0.013 0.024 -0.011
1 4.617 2.913 1.703 0.676 0.693 0.334 -0.005 0.012 -0.007
2 4.621 2.905 1.716 0.667 0.721 0.329 -0.020 0.034 -0.015
3 4.619 2.915 1.705 0.672 0.703 0.329 -0.009 0.021 -0.012
4 4.654 2.899 1.755 0.663 0.782 0.311 -0.039 0.080 -0.040
5 4.712 2.913 1.799 0.644 0.729 0.425 -0.075 0.009 0.066
Compared to previous calculations and experimental results, the spin moments
agree well with those reported. For the orbital moments, however, inclusion of
OPC is important to get agreement with experiments. Since the orbital moments
are closely related to the MCA energies, we will discuss this later together with
MCA energies for some typical systems (Tab. 3.3).
Following Daalderop et al. [79], we discuss now the population of electrons in
HCP slabs in more details as shown in Tab. 3.2. It is clear that the spin density on
surface layers distributes rather anisotropically. Since HCP slabs have the same
point group as the (111) monolayer (ML) , the same quantity ∆m = δm0 +
δm±1 − 2× δm±2 as defined in [79] can be used here. We found that for the
bulk, ∆m = 0.04 which means spin density is almost isotropic; while for the
surface and subsurface, it is 0.23 and 0.12, respectively. Though these values are
not as large as that in the ML (0.31), they clearly indicate that the spin density
on surfaces is anisotropic. A close checking reveals that electrons on the surface
layer tend to locate on the d3z2−r2 orbital, while on dxz and dyz orbitals on the
subsurface layer. For the inner layers, such anisotropy is comparable to that in the
bulk.
In Tab. 3.3, the orbital moments and MCA energies for fcc and HCP Co
and for monolayers with different geometries are displayed. Without OPC, our
calculations agree well with published calculations, for example, on fcc Co
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no OPC OPC Ref.
µS µL µL/µS MCA energy µS µL µL/µS MCA energy
fcc
(001) 1.63 0.081 0.050 0.0 1.63 0.153 0.094 0.0
(111) 1.63 0.082 0.050 -0.0006 1.63 0.154 0.094 -0.004
exp.
1.724 0.134 0.078 [77]
0.142 [78]
0.110 [82]
1.56 0.13 [83]
theor.
1.60 0.07 1.60 0.12 [81]
-0.0013 [84]
-0.002 [85]
-0.0024 [86]
1.66 0.073 -0.0006 [80]
HCP
⊥ 1.59 0.081 0.051
-0.010 1.59 0.154 0.097 0.0‖ 1.59 0.078 0.049 1.59 0.145 0.091 0.209
exp.
1.55 0.153 0.099 [87]
1.52 0.147 0.097 0.065 [88]
0.148 [82]
theor.
1.57 0.09 1.57 0.14 [81]
1.54 0.086 1.54 0.137 [89]
⊥ 0.107 [75]
‖ 0.114 [75]
1.57 0.08 -0.015 0.13 0.030 [38]
⊥ 1.59 0.0765 0.0 1.59 0.1232 0.0 [45]
‖ 1.59 0.0762 0.029 1.59 0.1185 0.110 [45]
hcp ⊥ 1.59 0.081 0.051 0.0 1.59 0.153 0.096 0.0‖ 1.59 0.078 0.049 -0.016 1.59 0.146 0.092 0.164
001ML
⊥ 2.07 0.149 0.072 0.0 2.07 0.442 0.214 0.0
‖ 2.07 0.255 0.123 -1.265 2.07 1.322 0.639 -27.9
theor.
2.20 -3.60 [90]
-1.35 [91]
2.21 -0.28 [92]
2.07 0.142 0.069 2.06 0.338 0.164 [76]
2.09 0.24 -1.42 [80]
110ML
⊥ 2.26 0.281 0.124 0.0 2.30 2.088 0.908 0.0
‖ NN 2.26 0.332 0.147 -0.81 2.30 2.282 0.992 -61.1
‖ N 2.26 0.540 0.239 -3.60 2.29 2.225 0.972 -138.4
theor.
-2.66 [92]
2.31 -3.5∼-7.5 [93]
111ML
⊥ 1.89 0.104 0.055 0.0 1.89 0.226 0.120 0.0
‖ 1.89 0.206 0.109 -0.71 1.89 1.158 0.613 -17.6
theor.
1.89 [72]
1.87 -1.1 [79]
⊥ 1.60 0.084 0.0 [94]
‖ 0.118 -0.28 [94]
⊥ 0.20 0.0 [67]
‖ 0.32 -1.71 [67]
⊥ 0.08 0.0 [48]
‖ 0.32 -2.47 [48]
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Table 3.3: Magnetic moments (in µB) and MCA energy (in meV per atom) of
Co bulk (fcc, HCP and HCP) and ML ((001), (110), and (111)). Here,
“HCP” denotes a calculation with ideal c/a ratio and an atomic volume as
fcc Co; while “hcp” denotes a calculation with experimental c and a values
for hexagonal closely packed Co. Data are obtained by self-consistent full
relativistic calculations with LSDA or LSDA+OPC (denoted by “LSDA”
and “OPC”, respectively). The reference direction for the MCA energy is
the first row for each system, say, (001) of fcc bulk, where the MCA energy
is set to be zero. Directions for bulk are denoted by miller indices, while
for ML, ⊥ denotes the direction perpendicular to the slab, and ‖ is the in-
plane direction to the nearest neighbouring (denoted by “NN”) atom. For
the (110) ML, we also considered also another in-plane direction pointing
to the next nearest neighbours (denoted by “N”). Rows denoted by “theor.”
(“exp.”) are published results by calculations (experiments).
by FLAPW [80], on HCP Co by LMTO [38], and on a Co (001) ML by FPLMTO
[76]. However, as shown by the calculations of Eriksson et al. [81], OPC en-
hances the orbital moments by about 100%. Only after considering OPC, good
agreement between calculations and experiments could be achieved. Taking the
ratio µL/µS of HCP Cobalt as an example, the value 0.097 by our calculations
agrees perfectly with the experimental value obtained by XMCD [87] or Einstein-
de Haas [88]. The orbital moments themselves for bulk fcc and HCP Co also
agree within 30% compared to experiments and other calculations with OPC, for
example, the orbital moment for fcc Co calculated by our calculations (0.153 µB)
is slightly bigger than previous experimental and theoretical results ranged from
0.11 to 0.14 µB. Note that for hcp Co, different ca-ratios have only small effects on
both MCA energies and magnetic moments (“HCP” and “hcp” rows in Tab. 3.3).
Considering the MCA energy, our results on bulk fcc Co is comparable with
the experimental value, though the MCA energy itself is in the range of numer-
ical inaccuracy. For HCP Co, the MCA energy is quite sensitive to the k-mesh
used [45]. Our calculations without OPC agree with that by Daalderop [38] with
a wrong prediction of easy axis. Values calculated with OPC give the correct easy
axis, but they are quite scattered around the experimental value: our calculation
overestimates the MCA energy by a factor of two compared to the experimental
value. For ML systems, the MCA energy is enhanced strongly by considering
OPC. For instance, for the (001) ML, OPC enhances the MCA energy more than
10-fold. MCA energy is closely related to the geometry and the anisotropy of
orbital moments. For fcc and HCP Cobalt, the atoms have the same coordination
number, however, the MCA energy is enhanced by more than one order of mag-
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nitude due to the breaking of cubic symmetry. Among different MLs, (110) has
the largest MCA energy, (111) has the smallest, and (001) lies in between. The
same sequence is present in the enhancements of the spin moments and orbital
moments at the related surfaces (Tab. 3.1). According to Eq. 3.1, the MCA en-
ergy is proportional to the anisotropy of the orbital moments, and the easy axis
lies in the direction where the orbital moment is the largest. However, this rela-
tion does not hold for all MLs considered in Tab. 3.3. The reason why so is still
not clear. Nevertheless, OPC enhances not only the orbital moments but also the
anisotropy of them. Thus the MCA energy are enhanced.
3.2.2.2 Spin reorientation transitions
We come now to the thickness-dependent spin reorientation transitions for Co
slabs, though our calculations are done without considering all influences of inter-
faces between Co and substrates. Since the shape anisotropy energy of a thin film
always favours in-plane magnetization direction, a positive intrinsic MCA energy
favouring perpendicular anisotropy is a necessary condition for a spin reorienta-
tion. According to Fig. 3.1 and Fig. 3.2, only (111) and HCP slabs have positive
surface contributions if OPC is disregarded. However, we have shown in the last
section that only by considering OPC, consistence can be achieved between the-
ory and experiments on orbital moments. Thus we consider only the OPC results
below.
For both (001) and (111) slabs, the MCA energies are negative and originated
mainly from the surface. That is, the magnetization lies in-plane without even con-
sidering the shape anisotropy energy. This agrees with experiments by Przybylski
et al. [64] who found that all thin Co films of at most 6 atomic layers on Pd (001)
and (111) have in-plane magnetization, even though the interface between Co and
Pd provides a positive contribution. However, Lee et al. [2] found perpendicular
anisotropy for less than 6 atomic layers Co on Pd(111) and for less than 12 atomic
layers on Pt(111). The interface anisotropy is estimated to be 0.54 meV/atom
for Co/Pd(111), and 1.24 meV/atom for Co/Pt(111). With such interface contri-
butions, and considering surface and shape anisotropy energies obtained by our
calculations, perpendicular magnetization could never occur in Co/Pd(111) , and
could only be present in the 1−2 atomic layers range for Co/Pt(111). The reason
for this disagreement is very probably the strained growth of the Co films which
is not considered in the present calculations.
Quiro´s et al. have studied the effect of the stacking sequence on the spin reori-
entation transition of Co/Pt(111) thin films [62]. The HCP slabs are found to mag-
netize perpendicularly up to 22 atomic layers, while slabs with fcc stacking mag-
netize perpendicularly only up to a Co thickness of 4 atomic layers. For fcc slabs,
a 4 atomic layers critical thickness is still larger than our estimation. Moreover,
42 CHAPTER 3. MAGNETIC ANISOTROPY AT INTERFACES
for HCP slabs, our calculation gives a bulk anisotropy of about 0.2 meV , which
is three times as large as the thickness-dependence of shape anisotropy energy
(−0.075 meV per layer). Considering the interface and surface contributions, the
magnetization would always be perpendicular, since the slope is positive. Instead,
if the experimental bulk anisotropy is used (0.065 meV ), the critical thickness of
a reorientation transition would estimated to 24 atomic layers, in agreement with
experiment [62]. Thus, though by OPC, good agreement of orbital moments be-
tween theory and experiments can be achieved, the MCA energy for both bulk and
surfaces are overestimated.
3.3 MCA energy of charged ferromagnetic slabs
In thin films, where the ratio between the number of atoms on surfaces and bulk
positions is large, the properties are dominated by that of the surfaces. Since
the electrons on surfaces can be manipulated by applying external perturbations,
the properties can be controlled in a certain way. Experimentally, it has been
found that several quantities, such as strain [95], magnetic susceptibility [96], and
resistance [97], in nanoporous metals can be modified by external electric fields.
Recently, Weisheit et al. [4] have shown that the coercivity and magneto-optical
Kerr rotation in FePt and FePd nanofilms are affected by electric fields by up to
4%.
Such experiments are good examples of intensively-studied multiferroic phe-
nomena [98], especially composite multiferroics [99]. In heterostructured materi-
als, the (ferro)magnetic and (ferro)electric properties are connected by the chain
action: ferroelectric — electrostrictive — magnetostrictive — ferromagnetic, thus
interactive control of magnetic and electric properties can be achieved. Exper-
imentally, it has been shown that such couplings indeed happen through strain
[100] [101] [102]. It is also possible to accomplish such coupling by direct bond-
ing at interfaces, as shown in Fe/BaTiO3 [103] [104]. Theoretically, the effects of
directly applied electric fields have been studied and large magnetoelectric cou-
pling has been found [105] [104].
One open problem related to Weisheit’s experiment is the origin of the vari-
ations observed. Considering the proportional relation between coercivity and
MAE, Weisheit et al. [4] argued that their results could be explained by previous
calculations of bulk MCA energy using the rigid band model. To address this
problem more accurately, we have performed density functional calculations. In
Sect. 3.3.1, computational details are given; the validity of our model used to
simulate effects of electric fields is justified in Sect. 3.3.2; MCA energies are pre-
sented in Sect. 3.3.3 with comparison to experiments; in Sect. 3.3.4, the relaxation
effects, the origin of the variations of MCA energies are discussed.
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Figure 3.4: T(MT)x supercell (here, x = 3) in relation to the experimental situation
[4]. The solid frame denotes the unit cell of the model, and the dotted frame
indicates the relation between the film surface in the experiment and the model
slab. The experimental film contains more atomic layers than the model, and the
validity of the latter is checked by finite-size scaling. Electrochemical electron
accumulation at the surface is modelled by a neutral surface layer with modified
nuclear charge, as denoted by cross-shaded atoms.
3.3.1 Computational details
The films were modelled by symmetric tetragonal supercells (space group P4/mmm)
with composition T(MT)x (M = Fe, Co; T = Pd, Pt; x = 1 . . .8), see Fig. 3.4.
Surface termination by Pt or Pd was chosen in accordance with the experimental
situation. The substrate/film interface was omitted in the calculations since the ex-
perimental film thickness of 2−4 nm is larger than half of the largest considered
slab thickness. LSDA-optimized lattice parameters of the bulk phases (Tab. 3.4)
were used to define the atomic distances. Surface layer relaxation modifies the
calculated electric field dependence of the surface MAE in FePt by about 6%
(Sect. 3.3.4) and has been neglected in the present section.
The calculations were performed with the relativistic version of the full-potential
local-orbital method (FPLO 6.00-24). The local spin-density approximation (LSDA)
in the parameterization of Ref. [22] was applied. The valence basis comprised
the (n)spd, (n + 1)spd, and (n + 2)s states, where n = 3(4,5) for Fe and Co
(Pd, Pt). Convergence of all parameters was checked, including the Brillouin
zone (BZ) integration mesh for the linear tetrahedron method with Blo¨chl cor-
rections. 30× 30× 1 subdivisions of the full BZ, used for the reported results,
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Figure 3.5: Difference of layer resolved excess electrons for Pt(FePt)4 with ∆q =
0.2 and 0. Circles are calculated by our method, while squares are scaled results
by the slab version of FPLO [106]. In the slab version, an E-field of about 0.5 V/A˚
is used, and the difference of the excess electrons for each layer is scaled such that
the surface layer screening charge (about 0.17 e) matches that of our method. By
construction, summation of excess electrons of the outmost few layers equals ∆q
and gives exactly the screening charge as defined. Lines are guide for the eyes.
guarantees convergence of the MCA energy within 2%, compared to a 60×60×1
mesh. To reduce the computational effort, the presented data were obtained us-
ing the so-called force theorem (FT) [36]. In this approach, the MCA energy
is calculated as difference between band energy sums of two calculations with
spin quantization axes parallel and perpendicular to the slab surface, respectively,
MCA energy = E‖band − E⊥band. Both calculations start from the same self-
consistent charge density (here, a scalar relativistic solution of the Kohn-Sham
equations is used) and carry out a single full relativistic iteration step to evaluate
Eband. The energy differences between inequivalent directions parallel to the slab
surface is negligible and thus not considered. The shape anisotropy energy is not
considered for all slabs as well.
3.3.2 Simulation of electric fields
Under external electric fields, the periodic boundary condition is not fulfilled any
more, and grand canonical statistics should be used to deal with the variation of
the number of electrons. However, no grand canonical functionals are known.
Approximations can be made and the effects of electric field can be simulated by
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performing calculations with different amount of additional electrons [107] [108],
using the formal DFT mechanism which is well-defined for constant number of
electrons.
Two issues have to be considered for such approximations. At first, constant
voltage conditions are frequently used in experiments, e.g., in electrochemistry.
In theory this would correspond to systems with a constant chemical potential µ
[107] and a screening charge depending, e.g., on the direction of magnetization.
More over, equal amount of compensating charge has to be added to keep the
whole system neutral. It changes the electrostatic potential of the system, thus
results in an additional contribution to the total energy. Nevertheless, it has little
effects on the electric structure itself. The FT method, on the other hand, does not
consider any charge relaxation due to rotation of the magnetic moment, and the
same electrostatic contribution is considered in the second one-step diagonaliza-
tion. Thus, the more tedious grand canonical approach is circumvented by the FT
method applied together with fixed electron numbers.
The second issue concerns the choice of position and shape of charges to
model the external electric field. Different models have been used in the liter-
ature, see Ref. [108] and references therein. Here, the focus is on the influence
of the surface charge on the magnetic properties of the films, rather than on par-
ticular properties of the electrochemical double layer. Therefore, the technically
simplest procedure is employed by adding charges ∆q at the nuclear positions of
the surface atoms. The same amount of electrons is added, to preserve the charge
neutrality. This approach is similar to the recently applied virtual crystal approx-
imation [109] with the important difference that our method is site-selective to
allow an appropriate description of the charged metal surface.
Fig. 3.5 shows the distribution of additional electrons. It is obvious that most
locate on the surface atomic site. Screening charges of our model are comparable
with those generated by an homogeneous electric field. Though the behaviour for
inner layers is quite different, the related charges (≤ 0.02 e) are very small and
should not influence the results. Thus ∆q used in our model (techniquely, it is
called virtual crystal approximation (VCA)) simulates the screening charge suf-
ficiently well, which is the key quantity for charged metallic surfaces [108]. To
show the effects of ∆q on electronic structures, the DOS for slabs with 3 atomic
layers (PtFePt) with different ∆q for Pt atoms are displayed in Fig. 3.6. It is obvi-
ous that the main features of DOS are shifted but keep their general shape, though
there are a number of local modifications of the DOS. In this sense, our method
is superior to the rigid band model frequently applied to predict the MCA energy
of alloys [38, 110] as it takes the effect of additional charges on the electronic
structure into account self-consistently.
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Figure 3.6: Spin-resolved DOS for PtFePt slabs. Solid (Red), dotted (green) and
dashed (blue) lines denote ∆q = 0, +0.2, and −0.2, respectively. The vertical
dashed line indicates the Fermi energy.
3.3.3 MCA energy as calculated
The thickness dependence of MCA energy as calculated is shown in Fig. 3.7. As
explained in Sect. 3.1, shape anisotropy energy is proportional to the density of
magnetization and will be changed only slightly for surfaces, thus it is not consid-
ered here. Perpendicular anisotropy with easy axis normal to the surface is found
for most cases with ∆q = 0, with exception for PtCoPt trilayers and for Pd(CoPd)x
with x = 1, 3, 4. Calculations by Meyerheim et al. on (PdCo)Pd9 and (PdCo)2Pd9
slabs found in-plane and perpendicular anisotropies, respectively [111], in agree-
ment with the present results. Recent calculations for PtFePt trilayers give 40%
lower values compared to the present data, mainly due to the use of different lat-
tice parameters.
It is obvious that, except for CoPd slabs, MCA energy of FePt, FePd and CoPd
with x ≪ 3 increase linearly with respect to thickness. Deviations occur for thin
slabs with less than 9 atomic layers (x ≤ 3) due to interactions between two
surfaces. Nevertheless, even in the linear region, there are not negligible oscilla-
tion for every slabs: the relative magnitude of oscillations is small for FePt and
CoPt slabs, while much stronger relative deviations are found for FePd especially
for CoPd slabs, because MCA energy is considerably smaller for Pd based sys-
tems compared to Pt based systems (Note different energy scales used in plots of
Fig. 3.7). These oscillation originates from quantum well states confined between
vacuum in the slabs [55].
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Figure 3.7: MCA energy (∆q, x) of FePt, FePd, CoPt and CoPd slabs. Squares
(black, full lines), circles (red, dashed) and diamonds (blue, dotted) denote data
for ∆q = 0, 0.1, 0.2, respectively. The lines are one-parameter fits of the data for
x ≤ 3 by Eq. 3.4.
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Applying ∆q shifts the total MAE. For thin FePd and CoPd films, the sign
of MCA energy is even changed by exerting ∆q (Fig. 3.7). Shifts by ∆q means
surface anisotropies are changed. To get the effects on surface anisotropy, os-
cillation due to interaction between two surfaces and quantum well states has to
be removed. To this end, MCA energy(∆q, x) as calculated are fitted to the phe-
nomenological expression
MCA energy(∆q,x) = x×Kv + 2×Ks(∆q) (3.4)
where Kv is the volume contribution and ∆q-independent, Ks(∆q) is the surface
contribution. Fittings are done for slabs with x ≥ 4. Two fitting schemes are
used: for one case, Kv is taken to be the MCA energy of bulk FePt by separate
FT calculations (KFTv in Tab. 3.4), the surface contribution is then the only fitting
parameter (KFT− f its in Tab. 3.4); in the other case, both bulk and surface contri-
butions are obtained by fitting, denoted by K f itv and K f its in Tab. 3.4, respectively.
For FePt, FePd, and CoPt slabs, K f itv and corresponding K f its agree with the fits by
KFTv and K
FT− f it
s (Tab. 3.4), that is, our method of obtaining surface contributions
is well-converged.
From Tab. 3.4, we observe clearly that FT gives accurate MCA energy for bulk
FePt, FePd, CoPt and CoPd, compared with those by difference of self-consistent
full-relativistic total energies; both of them agree well with other calculated values
from the literature. However, theoretical results in general deviate from experi-
mental ones, and also some small discrepancy in experimental data. One possible
reason might be that L10 phased alloys suffer from chemical disorder, depending
on sample treatments. This might explain the difference between different exper-
imental values and the difference between experimental and theoretical results,
where no disorder is usually considered.
As to the linear dependence of MCA energy versus thickness, the fitting taking
Kv to be KFTv agrees well with the fit with Kv unfixed, with only slight deviations.
Such consistency confirms a proper convergence of the thicker slabs to the bulk
value [125], which is independent of the surface charge ∆q. For CoPd, both bulk
and surface anisotropies are smaller than the quantum size effects and hence, no
fit data are included in Tab. 3.4. It is clear that surface anisotropies are strongly
∆q dependent, corresponding to the shifts of MCA energy by ∆q. In the case of
CoPt, δKsδ∆q ≈ −8 meVe per surface unit. This value is about three times larger than
the ∆q-derivative of Kv for CoPt by rigid band model [38].
Experimentally, the surface charge for thin films ranges between 0.054 and
0.136 electrons per surface unit (an area of the top face of tp2 unit cell), corre-
sponding to external voltage between 400 mV and 1000 mV . To compare with
experimental results, the dependence of MCA energy against ∆q is shown in Fig.
3.8 for two specific slabs x = 4 and x = 8, together with the fitted surface con-
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Table 3.4: Bulk and surface anisotropies of FePt, FePd, CoPt, and CoPd. Optimized equillibrium lattice constants of the L10
structure are denoted by a0 and c0 in tp2 geometry. Bulk MCA energy from total energy difference of two self-consistent full-
relativistic calculations is denoted by KTEv . Kcalcv (Kexpv ) stands for bulk MCA energy of theoretical calculations (experimental
results) from literature. KFTv denotes the bulk MCA energy by force theorem, and KFT−fits are obtained by fitting the thickness
dependence of MCA energy for slabs with x ≥ 4 using KFTv for the volume anisotropy. While Kfitv and Kfits are direct fits
without fixing the bulk value. Note that CoPd does not form into L10 bulk phase, and no good fitting could be make for the
thickness-dependent of MCA energy — data presented here are only for completeness
a0 c0 KTEv Kvcalc. Kvexp. KvFT ∆q KsFT−fit Kvfit Ksfit
(A˚) (A˚) (meV) (meV) (meV) (meV) (meV) (meV) (meV)
FePt 2.704 3.668 3.20
3.26[38] 1.76[112] 0.0 2.34 3.24 2.42
3.90[113] 1.9[114] 3.27 0.1 2.06 3.35 1.82
2.84[115] 1.5[116] 0.2 0.89 3.38 0.56
FePd 2.673 3.702 0.17
0.19[38] 0.0 0.07 0.17 0.06
0.18[113] 0.37[117] 0.17 0.1 0.02 0.16 0.05
0.15[118] 0.4[119] 0.2 0.00 0.17 0.00
CoPt 2.679 3.625 1.20
2.0[38] 1.0[120] 0.0 -0.03 1.46 -0.27
2.20[113] 0.8[121] 1.36 0.1 -0.76 1.43 -0.97
1.1[118] 1.0[122] 0.2 -1.64 1.37 -1.68
CoPd 2.618 3.670 0.05
0.33[38]
— — — — —0.14[123] 0.04
−0.1[124]
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Figure 3.8: MCA energy (∆q,4) - MCA energy (∆q = 0,4) and MCA energy
(∆q,8) - MCA energy (∆q = 0,8) of FePt, FePd, CoPt and CoPd slabs. Lines are
guide for the eyes. Blue dotted lines with stars denote 2Ks(∆q) - 2Ks(∆q = 0) by
fits with Kv taken to be KFTv .
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tribution 2Ks. The data are normalized to ∆q = 0. For FePt and CoPt films, all
curves coincide over the whole range. In contrast, for FePd slabs, there is no com-
mon behaviour for the ∆q-dependence of MCA energy of slabs with x = 4 and 8,
thus the 2Ks fitted does not coincide with either of them. For CoPd slabs, the case
is even worse due to even larger oscillation because of quantum size effects. Thus
more thick slabs have to be considered to make meaningful fits to separate bulk
and surface contributions for FePd and CoPd thin films, while slabs with more
than 10 atomic layers are enough for FePt and CoPt slabs.
Furthermore, for FePt and CoPt slabs, the dependence of 2Ks versus ∆q is
quite linear in the whole range considered here, except for that there is a small
negative second derivative for FePt slabs around ∆q = 0.1 which is also found
experimentally. Take the thickness of thin film to be 2 nm (4 nm) corresponding
to roughly 11 (22) atomic layers and assume the mentioned variation of ∆q, a
reduction of the total MCA energy by 3% (1.5%) is found, considering that 2 nm
(4 nm) thin film comprises 5.5 (11) unit cells and only one surface, and that only
the surface anisotropy Ks is varied by ∆q with the relation showed in Fig. 3.8.
This agrees quite well with experimentally observed reduction of the coercivity
by 4.5% (1.7%) for 2 nm (4 nm) FePt thin films, supposing the relation between
coercivity and MCA energy is linear. For CoPt films, a reduction of MCA energy
by -9% would be found following the same procedure, because that CoPt has
only about half the bulk MCA energy of FePt while its surface MCA energy is
as sensitive to external voltage as that of FePt. Such effects would be even more
magnificent for ultrathin films.
In Fig. 3.9, the dependence of surface anisotropy of Fe(PtFe)x and Co(PtCo)x
slabs on ∆q is shown. It is clear that for slabs terminated by 3d atoms, the varia-
tion of MCA energy by a surface charge is smaller compared to that in Pt(FePt)x
or Pt(CoPt)x slabs. As will be shown in Sect. 3.3.4, the variation of surface
anisotropies for Fe(PtFe)x slabs comes mainly from the surface Fe layers. On the
other hand, for Co(PtCo)x slabs, the dependence of surface anisotropies on ∆q
has opposite sign compared to that of Pt(CoPt)x, and the quantum size effects are
strong.
3.3.4 Discussion
3.3.4.1 Effects of relaxation
At interface/surface, an additional interfacial energy proportional to the area ex-
ists, leading to possible structural changes compared to the bulk by minimizing
the total energy. Usually, only the vertical relaxation of the first few surface layers
is prominent, especially the surface layer (see Ref. [126]). Fig. 3.10 shows the
relaxation of Pt (Fe) atoms at the surfaces of Pt(FePt)x (Fe(PtFe)x) slabs. Both the
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Figure 3.9: MCA energy(∆q,4) - MCA energy(∆q = 0,4) and MCA energy (∆q,8)
- MCA energy (∆q = 0,8) of FePt, and CoPt slabs terminated with 3d elements.
Blue dotted lines with stars denote 2Ks(∆q) - 2Ks(∆q = 0) by fits with Kv taken to
be KFTv (Tab. 3.4). Lines are guide for the eyes.
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Figure 3.10: Absolute magnitude of relaxation for surface atoms of Pt(FePt)x and
Fe(PtFe)x slabs. Circles (solid line) denote the amount of inwards relaxation of
the surface Pt atoms of Pt(FePt)x slabs; squares (dashed line) are related values
for the surface Fe atoms of Fe(PtFe)x slabs. Lines are guide for the eyes.
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Figure 3.11: Effects of relaxation on MCA energy energies of Pt(FePt)x slabs.
Solid curves denotes MCA energy calculated per formula unit (f. u.) with equilib-
rium lattice constants, dashed curves denote data calculated with optimized lattice
constants for the surface layers only (Fig. 3.10). Squares and up-triangles denote
for ∆q = 0, circles and down-triangles denote ∆q = +0.2. Lines are guide for
the eyes.
54 CHAPTER 3. MAGNETIC ANISOTROPY AT INTERFACES
Pt and Fe layers contract towards the next layer, but by different amounts: for Pt
in Pt(FePt)x slabs, the magnitude is 0.12 ± 0.01A˚, and 0.08 ± 0.02A˚ are obtained
for Fe in Fe(PtFe)x slabs.
The MCA energy with the optimized surface atomic positions versus the thick-
ness is displayed in Fig. 3.11. For the calculations with ∆q 6= 0, the relaxed
atomic positions for ∆q = 0 are used. In the linear region (x ≥ 3), the MCA
energy curves are shifted upwards. The surface anisotropy energy, obtained by
linear fitting, is enhanced by 8% (∆q = 0) and 30% (∆q = −0.2) due to re-
laxation. However, relaxation has smaller effects compared to the modification of
MCA energy by charging: for the two cases ∆q = 0 and ∆q = 0.2 considered,
the variation of MCA energy by charging is reduced by only 6% by relaxations.
Thus our arguments in Sect. 3.3.3 remain valid.
3.3.4.2 Layer-resolved contributions
As for Co Slabs, perturbation models by Bruno [48] and van der Laan [50] are
used to estimate the layer resolved contributions for FePt related slabs. The main
difference between the two models is that in Bruno’s model (Eq. 3.1), assuming
the spin-up subshell fully occupied, MCA energy favours always the direction
where the orbital moment is the largest, while in van der Laan’s model (Eq. 3.2),
magnetization would lie in the direction where ∆ de f= L↓ − L↑ is the largest (L↓
and L↑ refer to orbital moments in spin-down and spin-up channel, respectively,
the term proportional to MT in Eq. 3.2 is neglected).
For Pt(FePt)4 and Fe(PtFe)4 slabs, the results are shown in Fig. 3.12 and Fig.
3.13. It is obvious that Bruno’s model results in quite different results from van
der Laan’s model, and as shown below, van der Laan’s model might be more
appropriate for Pt-based compounds, for that the spin-up channel of Pt in FePt is
not fully occupied. We will focus on the results by van der Laan’s model in the
following. For both slabs, only the MCA energy of the surface layers have strong
∆q dependence (green curves in the upper panels of Fig. 3.12 and Fig. 3.13), while
for the inner layers, the contributions are slightly modified compared to those of
bulk for both Fe and Pt, and have almost no dependence on ∆q. One exception is
the subsurface Fe layer in Pt(FePt)4, where the MCA energy is increasing slightly
as ∆q increases (the blue curve in the lower panel of Fig. 3.12). Nevertheless,
the magnitude of variation is small compared to that of the surface Pt layer. Thus,
variations of the MCA energy of the whole slabs should be determined by the
variations of the MCA energy of the surface layers. For Fe(PtFe)4 slab, this is
true (Fig. 3.14); however, for Pt(FePt)4 slab, the dependence of MCA energy for
the surface Pt layers and the whole slab has completely different behaviour.
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Figure 3.12: Layer-resolved MCA energy of Pt(FePt)4. The MCA energies are
calculated by Bruno’s (Eq. 3.1, denoted by squares, labelled by superscript “B”)
and van der Laan’s models (Eq. 3.2 without the spin-flip term, denoted by circles,
labelled by superscript “V”), respectively. S, S1,... denote the surface Pt layer, the
subsurface Fe layer, and so on; the central Pt layer is denoted by C. Dot-dashed
(dashed) horizontal line denotes the MCA energy of Fe or Pt in bulk (denoted by
“B”) FePt by the Bruno’s (van der Laan’s) model. Lines are guide for the eyes.
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Figure 3.13: Layer-resolved MCA energy of Fe(PtFe)4. The MCA energies are
calculated by Bruno’s (Eq. 3.1, denoted by squares, labelled by the superscript
“B”) and van der Laan’s models (Eq. 3.2 without the spin-flip term, denoted by
circles, labelled by the superscript “V”), respectively. S, S1,... denote the surface
Fe layer, the subsurface Pt layer, and so on; the central Fe layer is denoted by C.
Dot-dashed (dashed) horizontal line denotes the MCA energy of Fe or Pt in bulk
(denoted by “B”) FePt by the Bruno’s (van der Laan’s) model. Lines are guide for
the eyes.
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Table 3.5: Orbital moments (in µB) of bulk FePt. L↑ and L↓ denote the orbital
moments from spin-up and spin-down subshells, respectively; L denotes the to-
tal orbital moment L de f= L↑ + L↓, ∆ is defined as ∆ de f= L↓ − L↑. δ means the
difference between (001) and (110) directions.
Fe Pt
L↑ L↓ L ∆ L↑ L↓ L ∆
no OPC
(001) -0.016 0.075 0.059 0.091 -0.153 0.204 0.051 0.357
(110) -0.026 0.079 0.053 0.105 -0.138 0.204 0.067 0.342
δ 0.006 -0.014 -0.016 0.015
with OPC
(001) -0.016 0.133 0.118 0.149 -0.185 0.248 0.064 0.433
(110) -0.028 0.127 0.099 0.155 -0.163 0.244 0.083 0.407
δ 0.019 -0.006 -0.019 0.026
3.3.4.3 OPC effects
In Table. 3.5, the orbital moments of bulk FePt are shown. For both Fe and
Pt atoms, δL de f= L001 − L110 and δ∆ de f= ∆001 − ∆110 have opposite signs with
or without OPC. Thus, Bruno’s and van der Laan’s models should give MCA
energies of opposite signs for both Fe and Pt. Considering that the spin-up channel
of Pt is not fully occupied (with orbital moment from 0.14 to 0.19 µB), van der
Laan’s model should be more appropriate, though Bruno’s model does not give
consistent results even for Fe either. Furthermore, δ∆ for Fe and Pt have also
opposite signs, thus provide compensating contributions. Considering the spin-
orbit coupling in Pt (about 0.533 eV ) is about one order of magnitude larger than
that of Fe (about 0.054 eV ), the contribution from Pt should be dominate. Using
van der Laan’s model (Eq. 3.2, neglecting the spin flip term), the MCA energy
from Pt and Fe atoms are 2.0 meV and −0.19 mev (without OPC), and 3.46 meV
and −0.08 meV (with OPC), respectively. The sum of these values deviate from
the MCA energies by total energy calculations, which is 3.2 meV (without OPC)
and 3.48 meV (with OPC) for bulk FePt. Note that, when OPC is applied, no
simple relation between MCA energy and orbital moments as in [50] could be
obtained, for the self-consistent procedure involved for calculations with OPC
may results in quite severe effects on electronic structures.
The MCA energies of Pt(FePt)4 and Fe(PtFe)4 slabs with and without OPC
are shown in Fig. 3.14. For Pt(FePt)4 slabs, FT gives comparable MCA energy
values as total energy calculations, and OPC enhances the MCA energies slightly.
While for Fe(PtFe)4 slabs, OPC decrease the MCA energies greatly for larger
∆q. Moreover, for Fe(PtFe)4 slabs, MCA energies estimated using van der Laan’s
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Figure 3.14: OPC effects on the MCA energies of Pt(FePt)4 and Fe(PtFe)4 slabs.
Solid (dashed) curves are for Pt(FePt)4 (Fe(PtFe)4). Red circles are MCA energies
calculated by evaluating the differences of the total energies for the whole slabs
with OPC (denoted by “OPC”), magenta squares are MCA energies estimated us-
ing van der Laan’s model (Eq. 3.2, neglecting the spin-flip term) for the surface
layers only by orbital moments calculated with OPC (denoted by “VdL OPC”),
black diamonds are MCA energies calculated using FT for the whole slabs with-
out OPC (denoted by “FT”), green up-triangles are MCA energies calculated by
evaluating the differences of the total energies for the whole slabs without OPC
(denoted by “no OPC”), dark green down-triangles are MCA energies estimated
using van der Laan’s model for the surface layers only by orbital moments cal-
culated without OPC (denoted by “VdL no OPC”). The MCA energies estimated
by van der Laan’s model are shifted to the MCA energy values by evaluating total
energy differences at ∆q = 0. Lines are guide for the eyes.
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model for the surface Fe layers agree with those by FT or total energy calculations;
while for Pt(FePt)4 slabs, the variation of MCA energies from the surface Pt layers
has completely different dependence on ∆q as those of MCA energies by FT or
total energy calculations.
Therefore, both Bruno’s and van der Laan’s models (without the spin-flip
term) do not work for FePt. One possible reason might be due to the spin-flip
term in Eq. 3.2 which is omitted in our consideration, for that the spin-orbit cou-
pling of Pt is so large that the distribution of electrons and spin moments might
be quite anisotropic, especially for those atoms on surfaces. In this respect, the
perturbation method itself might be problematic for Pt-based systems.
3.4 Conclusions
By first principles calculations, we have studied the surface magnetic anisotropy
of Co and L10 alloy slabs. Oscillations due to the quantum size effects exist even
for thick atomic slabs. By linear fittings, we obtain a reliable separation of the bulk
and surface contributions. For Co slabs, the surface anisotropy much depends on
the surface orientation. Applying orbital polarization corrections, we obtained
magnetic moments in good agreement with experiments. However, the magnetic
anisotropy is overestimated by such corrections.
For slabs of L10 alloys, namely, FePt, FePd, CoPt, and CoPd, we have studied
the effects of external electric fields on the surface anisotropies. We found that
charging will reduce the surface anisotropy, and our results for Pt(FePt)x slabs
agrees well with previous experimental results. We also predict that in Pt(CoPt)x
thin films, even larger effects will be present. We found that perturbation methods
does not work well for Pt-based systems, due to the large spin-orbit coupling. The
method we used to simulate charged metal surfaces should also be valid to study
other properties.
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Chapter 4
Lifshitz transition in L10 FePt
4.1 What is a Lifshitz transition?
Due to coherent scattering on periodic lattices, electrons in crystals move follow-
ing Bloch theorem with momentum k and energy εn(k), where n is the band index.
Each band has a finite width Wn. In ground state, electrons fill εn(k) up to a certain
energy εF (Fermi energy) to get a minimum total energy. External perturbations
in many cases change only the distribution of electrons in a small energy range
around εF , thus physical properties are determined by electrons around εF and the
velocities of electrons on it: vi = ∂ε(k)∂ki , where i = 1, 2, 3 are Cartesian coordinate
indices.
Figure 4.1: Two types of ETT [126]. a
- neck disruption (or connection), b - el-
lipsoid formation (or disappearance)
εF may locate at any position with re-
spect to one particular band. When it
is situated on or very close to the band
edges or saddle points, a tiny change
of the bands (say, by applying pres-
sure) or the position of εF (say, by
adding more electrons) would change
the topology of Fermi surfaces (FS)
— the boundary between occupied and
unoccupied states in the k space.
Such electronic topological transi-
tions (ETT) and their effects on phys-
ical properties were first studied in
details by Lifshitz [127] (The reason
why they are also called Lifshitz tran-
sitions). As shown in Fig. 4.1, there
are basically two kinds of ETT: neck-
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disruption (or connection) and ellipsoid-formation (or disappearance) correspond-
ing to II&III and I&IV types of van Hove singularities [128], respectively.
ETT have been found in many systems (for reviews, see [129] [130]). For
those materials, their physical properties have some peculiarities upon such tran-
sitions. In the next section of this chapter, a short introduction to the effects of
ETT on physical properties will be given; then we show by electronic structure
calculations that in L10 FePt, an external magnetic field can induce ETT; calcula-
tions and estimations of some physical properties are carried out in Sect. 4.4; at
last this chapter is completed by a short summary in Sect. 4.5.
4.2 Physical properties upon ETT
Following Lifshitz [127], we show how thermodynamic and kinetic properties are
affected at ETT.
In the neighbouring region of the singular point εc(kc) where vc = ∂ε(k)∂k ≈ 0,
the dispersion relation ε(k) can be approximated by:
ε(k) = εc +
(k1− kc1)2
2m1
+
(k2− kc2)2
2m2
+
(k3− kc3)2
2m3
(4.1)
where kc1, kc3, kc3 (k1, k2, k3) are three Cartesian components of kc (k), mi,(i =
1, 2, 3) are the diagonal elements of effective mass tensor m∗ and m∗ de f= |m∗|=
(m1m2m3)
1
3
.
For the ellipsoid-formation type of ETT, the contribution to the density of
states (DOS) from the singular band is:
δν(ε) = V (2|m1m2m3|)
1
2
pi2
|ε− εc|
1
2 Θ(±(ε− εc)) (4.2)
where Θ(x) is the Heavy side function, Θ(x ≥ 0) = 1, Θ(x < 0) = 0, V is the
volume of the unit cell. The signs + and − correspond to electronic or hole-
like ellipsoid, respectively. The DOS behaves singularly on the side where one
more sheet of Fermi surface exists. A universal characterizing parameter α for
the singular band can be defined:
α
de f
=
V (2|m1m2m3|) 12
pi2
. (4.3)
For the neck-disruption type of ETT, similar expressions hold [131]. In the fol-
lowing part of this section, we consider only the ellipsoid-
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At low temperature T ≪ |z|, the contribution to the thermodynamic potential
due to the new sheet of FS is:
δΩ = { −
√
pi
2 αT
5
2 e−
|z|
T , z < 0
− 415αz
5
2 − pi26 αT 2z
1
2 , z > 0
(4.4)
where z de f= µ − εc, µ is the chemical potential. At T = 0, δΩ is singular and
proportional to (εF − ε0) 52 , so it is also called 212-order phase transition following
Ehrenfest’s classification. For T 6= 0, δΩ 6= 0 when z < 0, thus the singular
behaviour of thermodynamic potential is smeared.
As derivatives of the thermodynamic potential (for systems with constant num-
ber of electrons, the free energy should be used instead and has similar singular
behaviour), thermodynamic and kinetic properties are expected to show certain
singular behaviours at an ETT. However, finite temperature at which measure-
ments are taken will smear these singularities into anomalies. Hence, to explore
ETT by its effects on physical properties, “the most efficient method is to mea-
sure a physical quantity that contains a sufficiently large derivative of the function
and therefore tends to infinity at the transition point” [132]. There are only two
quantities fulfilling this requirement: thermal expansion and thermopower.
Assuming the singular part of the free energy δF(T,V ) equals that of the
thermodynamic potential and z = λ (V −Vc) (λ is a parameter determined by the
conservation of the number of electrons) [127], it is easy to show that at low
temperature, the electron compressibility of the singular band ∂Pe∂V = − ∂
2δF
∂T ∂V (Pe
is the electronic pressure) and the electronic contribution to the thermal expansion
coefficient (∂V∂T )P = −
(
∂Pe
∂T
)
V
(
∂Pe
∂V
)−1
T
have singular behaviour at an ETT. Vaks
et al. [133] showed by pseudopotential perturbation theory that there is |x−xc|− 12
dependence of thermal expansion for Li1−xMgx alloy at an ETT. This was verified
by Antropov [134] using DFT calculations. Moreover, for non-cubic systems, the
thermal expansion coefficient at an ETT is strongly anisotropic. This is observed
in α−Ti [135] and confirmed by DFT calculations [136]. Such phenomena are
closely related to the singular behaviour of c/a in hcp metals such as Co [137]
[138] and YCo5 [139].
Singularities of thermal expansion are closely related to the softening of elastic
moduli which is equivalent to the softening of long-wave-length phonons. How-
ever, phonons only have large contribution at high temperature [140]. Experi-
mentally, it has been shown that ETT cause a sharp anomaly of the temperature
dependence of shear moduli [141]. Further, since softening of phonons is an im-
portant aspect of pre-martensitic anomalies, ETT is one of possible origins of
Martensitic transitions [142], which prevails in bcc elements and alloys, such as
V [143] [144], Be [145], etc..
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According to Lifshitz [127], kinetic properties depend not only on singular-
ities of the thermodynamic potential but also on dynamics of electrons, so they
would have more magnificent peculiarities at ETT. This is well represented by
the behaviour of thermopower as first predicted by Ziman [146]. Singularities of
thermopower come together with those in conductivities, but more apparent as
indicated by the Mott’s formula [14]:
Q = pi
2
3
k2BT
e
∂σ(ε)
∂ε |ε=µ
σ(µ) (4.5)
where the conductivity σ(µ) = 13e2[v2τν(µ)] by relaxation time (τ) approxima-
tion, thermopower and chemical potential are denoted by Q and µ , respectively.
It is evident that a derivative of σ containing a singular DOS causes a (ε− εc)− 12
dependence of thermopower at an ETT.
Anomalous thermopower has been found in several alloys [129]. However, to
relate such anomalies to ETT, the FS of alloys have to be determined. This can
be achieved by the coherent potential approximation (CPA) [147] that takes into
account the broadening of the single-electron states by impurity scattering. The
singularities of conductivity and thermopower at ETT were well explained by first
principles calcuculations, for example, in Ag1−xPdx [148] [149]. Interestingly, the
fact that thermopower is large when the system is very close to ETT has been used
to guide synthesizing thermoelectric materials [150] [151].
ETT will also induce anomalies in many other properties such as sound atten-
uation [129] [130], tunnelling [129], and superconducting properties. In fact, first
verification of an ETT was by measuring the pressure dependence of Tc of Tl and
its alloys [129]. ETT are suspected to play a role in a number of superconducting
materials such as high-Tc superconductors (see, for example, [152] [153] [154])
and MgB2 [155].
Generally, ETT are induced by applying pressure or doping. Recently, it has
been shown for CeBiPt, such a transition can be induced by applying magnetic
field [156]. It is interesting to study ETT related effects in magnetic field [130],
maybe in magnetic materials. In the following parts of this chapter, such ETT in
FePt induced by an external canted magnetic field will be predicted and its effects
will be estimated by means of electronic structure and phenomenological model
calculations.
4.3 Electronic structure of FePt
Owing to its large MAE, L10 FePt (Fig. 4.2) is widely studied both theoretically
[38] [113] [115] [116] and experimentally [114] [157]. The reason why the MAE
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Figure 4.2: Unit cell of FePt. The solid cell (t p4 geometry) shows the tetragonally
distorted fcc-like cell with Fe and Pt layers intercalating each other along the z
direction. The dotted cell (t p2 geometry) is a reduced unit cell equivalent to the
solid one. In all our calculations, the reduced t p2 cell with two atoms is used.
is so large is due to 3d(Fe)-5d(Pt) hybridization and the large spin-orbit coupling
of Pt [123]. Since the MAE equals to first order the change of band energy sums,
large variation in the band structures is expected when M changes from the easy
axis [001] to the hard axis [100].
Calculations are done with FPLO 7.00-28 with optimized lattice constants (a
= 2.704 A˚, c = 3.668 A˚ in t p2 geometry) in full relativistic mode. Self-consistent
calculations are done with 72×72×60 k-points in the whole BZ, DOS and band
structures are then calculated with 80× 80× 80 k points, and the FS are plotted
on a 60× 60× 60 grid. The basis set used for Fe and Pt are (3spd4spd5s) and
(5spd6spd7s), respectively. The LSDA interpolation of the exchange-correlation
functional by Perdew-Wang [22] is used in all FPLO calculations. Since the en-
ergy difference for in-plane directions (perpendicular to [001]) is tiny (0.02 meV ,
comparable to the numerical accuracy), we take the hard axis to be [110] in all
following calculations.
Fig. 4.3 displays the band structures of FePt for magnetization pointing along
different directions. One most obvious change is that one band at Γ moves across
the Fermi level when the direction of M changes. The energy variation ∆ε with
respect to εF is about 0.12 eV , which equals approximately one fourth (due to band
weights) of ξ with ξ = 0.54 eV being the averaged atomic spin-orbit coupling
of Pt. This induces a change of the topology of the Fermi surface — a hole pocket
disappears when M rotates from [001] to [110]. Shifts of bands also happen at
other positions, whose variations in energy sum to the MAE.
The spin-projected DOS is shown in Fig. 4.4. When M varies from [001]
to [110], one singularity in the spin-up channel of DOS moves from +0.06 eV
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Figure 4.3: Band structures of FePt with M along [001] and [110]. Regions high-
lighted by ellipsoids at Γ and Z around εF correspond to two singularities in the
DOS shown in Fig. 4.4.
above εF to −0.06 eV below εF , corresponding to the transition at Γ. At the same
time, another anomaly in the spin-down channel moves from roughly +0.05 eV
to +0.03 eV . This is due to a shift at Z — for 4% electron-doped FePt, this shift
creates a new electron ellipsoid in the FS.
As direct evidence, FS of FePt are shown in Fig. 4.5. This compound has very
complicated FS containing about 10 sheets. Nevertheless, cuts in certain planes
show clearly how the FS changes as M is rotated from [001] to [110]. It is obvious
that a pocket centered at Γ disappears (Fig. 4.5c&4.5d). This pocket is anisotropic
(elongated along z direction) (Fig. 4.5c&4.5e). The velocity of electrons on this
ellipsoid is about one order of magnitude smaller than the largest Fermi velocity.
Another interesting region is around R, where necks between multi-connected
sheets are enlarged (Fig. 4.5g&4.5h) from a tiny connection. The latter transition
is very sensitive to the lattice constants used in our calculations: for experimental
lattice constants, necks are disrupted when M points along [001].
One important parameter characterizing singular bands at ETT is α as defined
in Eq. 4.3. In Tab. 4.1, parameters for the critical bands at Γ and R and the band
just above at Z (as indicated in Fig. 4.3) are given by fitting the dispersion curves
near the critical k point with E(ki) = E0 + 12mi |ki|2 where i is the coordinate index.
According to the signs of the principle values of effective mass (Table. 4.1),
it is obvious that the ETT at Γ corresponds to the disappearance of a hole pocket
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Figure 4.4: Spin-projected DOS of FePt with different M. Solid black and red
are for spin-up and spin-down with M ‖ [001]; dashed green and blue are for
spin-up and spin-down with M ‖ [110]. Insets show the dotted regions enlarged.
Singularities are indicated by circles corresponding to those at Γ and Z in Fig. 4.3.
Table 4.1: Band parameters for variations at Γ, Z and R. m∗ de f= |m∗|, me is the
mass of free electron. α is defined as in Eq. 4.3. Note that since spin-orbit
coupling will remove the spin degeneracy of bands, a factor of one half should be
included compared to Eq. 4.3 when calculating α .
2m1 2m2 2m3 m∗ α
me me me me eV−
3
2 per u. c.
Γ -0.4 -0.4 -1.0 0.5 0.04
Z 0.7 0.7 1.4 0.9 0.08
R 0.1 -0.2 0.10 -0.1 0.004
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(a) FS with M ‖ [001] (b) FS with M ‖ [110]
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Figure 4.5: FS of FePt with M ‖ [001] (left column) and [110] (right column).
The coloured bar denotes the Fermi velocity. (c-h) are cuts in several reciprocal
planes.
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when M varies from [001] to [110]; while at Z, the variation tends to generate a
new electron pocket. Around R, the ETT is of neck-disruption type. However,
there is no indication of such an ETT from the DOS because αR is one order of
magnitude smaller than αΓ and αZ. Since all related properties are proportional
to α , we expect that the ETT effects at R are negligible compared to those at Γ.
Hence they will not be considered in the following. Though the variation at Z is
not a real ETT for undoped FePt, we consider it as a comparison and use it to
show the effects of a band which is close to εF .
4.4 Physical anomalies at ETT
4.4.1 θ -dependence of εc and DOS
From Fig. 4.6a, one notes that the relation between the critical energies εc (band
energies of considered bands at Γ and Z relative to εF ) and the polar angle θ is
cosine-like, i. e., it is almost linear around the critical angle θc ≈ 46.5◦ (a little
beyond [111] direction). The θ -dependence of the DOS at εF (Fig. 4.6b) has
square-root shape near the critical angle. The kink is present only in the spin-up
channel, consistent with our observation in Fig. 4.4. As θ changes from 0◦ to 90◦,
the total DOS at εF changes by 0.5%. The magnitude of the kink (0.002 states per
eV per unit cell (u. c.)) is about one third of the variation of the total DOS, that
is, less than 0.2% of the total DOS. Hence, the number of electrons which have
to redistribute is very small compared to the total number; thus it is reasonable to
take the non-singular contribution to the DOS and its derivative over ε (and also
θ ) as constants over the whole transition process.
4.4.2 θ -dependence of the MCA energy
The polar angle θ -dependence of the MCA energy is shown in Fig. 4.7. The total
MCA energy (3.1 meV ) agrees well with other first principles calculations (see
the previous chapter of this thesis). The θ -dependence of MAE is well fitted by
the formula:
∆E(θ) = Ku1sin2θ +Ku2sin4θ +Ku3sin6θ +Ku4sin8θ (4.6)
with Ku1, Ku2, Ku3 and Ku4 equal to 5.09 meV , −3.01 meV , 0.89 meV , and
0.097 meV , respectively. The difference of total energies for in-plane directions
is tiny and terms containing such contributions are omitted. Around the critical
angle, there is no observable kink.
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Figure 4.6: Polar angle θ -dependence of critical energy εc (a) and DOS at εF
(b). In (a), εc for Γ (circles, solid line) and Z (squares, dotted line) are shown
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panel) and spin-down (bottom panel) contributions are shown. Lines are guide for
the eyes.
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Figure 4.7: Polar angle θ -dependence of the MCA energy of FePt. Circles are
MCA energies (E(θ) − E(θ = 0)) calculated. Black solid line is the fit with Eq.
4.6. Calculations of total energies E are done by FPLO 5.00-18 in full relativis-
tic mode with k-mesh 36×36×36 for experimental lattice constants (a=2.72 A˚,
c=3.71 A˚). Fe(3sp(semicore):4sp3d(valence)) and Pt(4d4 f 5sp : 5d6sp) are used
as basis. Inset shows the zoom-in of the region near the critical angle (θc ≈
46.5◦).
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4.4.3 Thermopower upon ETT
As shown in Sect. 4.2, the best indicator of an ETT is thermopower. In Sect.
4.4.3.1, the singular behaviour of conductivity and thermopower at a ETT is dis-
cussed based on the two-band model (see Appendix A); the effects of broadening
are shown in Sect. 4.4.3.2; broadening by chemical disorder in FePt is calculated
in Sect. 4.4.3.3; at last, estimations and discussions are presented in Sect. 4.4.3.4.
4.4.3.1 Singularity of thermopower
Following the two-band model (Appendix A), the conductivity is:
σ = σ0 +σ1
=
1
3e
2[|v0|2τ0ν0 + |v1|2τ1ν1]
≈ 13e
2|v0|2τ0ν0
=
1
3
e2|v0|2ν0τ(1− ν1ν0 )
(4.7)
where σ0 and σ1 are contributions from band 0 and band 1, respectively. That
is, σ = |v|2τν with v, τ , and ν the velocity, relaxation time of electrons, and the
DOS, respectively. Due to the small magnitude of velocities for electrons on the
new sheet (|v| ∝ |k| for free electrons), σ1 is negligible. The total conductivity is
dominated by electrons from band 0, it has a kink at the ETT due to renormaliza-
tion of the relaxation time by scattering to the new void.
Using Mott’s formula (Eq. 4.5), the thermopower reads:
Q = pi
2
3
k2BT
e
∂σ(ε)
∂ε
σ
≈ pi
2
3
k2BT
e
σ ′0
σ0
≈ pi
2
3
k2BT
e
(
ν ′0−ν ′1
ν0
)
(4.8)
Again, thermopower comes mainly from band 0. However, it has a much
stronger singularity at ETT — the singular part ν
′
1
ν0
is proportional to (z)− 12 tak-
ing ν1 to be the singular DOS as in Eq. 4.2. The electrons in band 0 play the
crucial role — the small amount of electrons alone in the singular band with low
velocities give only small kinks in σ and a singularity in Q of negligible weight;
while the majority of electrons locate on the sheet of FS from band 0, they have
higher velocities and hence more significant contributions. The appearance of a
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new void renormalizes the relaxation time for electrons in band 0, and this induces
singularities in conductivity and thermopower. Thus, the constant relaxation time
approximation used to calculate thermopower anomalies at ETT [158] might not
be appropriate. Further, kinetic properties should have more obvious peculiarities
upon ETT than thermodynamic quantities because the singular part of the ther-
modynamic potential contains only contributions from electrons on the new sheet
while in kinetic processes the majority of electrons at εF are involved.
4.4.3.2 Effect of impurity scattering
Impurity scattering leads to finite life time of the electrons. This is embodied by
the fact that the dispersion relation ε(k) is broadened in both energetic and k di-
mensions. In such cases, Bloch spectral functions (BSF) A(k, ε) replace the usual
dispersion relation [28]. For a certain k vector, Ak(ε) can be fitted by Lorentzian
functions [148]:
Ak(ε) =
1
pi ∑n
γkn
(ε− ε0kn−∆kn)2 + γ2kn
(4.9)
where the original energy eigenvalue ε0kn of band n is shifted by ∆kn and broadened
by γkn. The width of the broadening is determined by the lifetime of electrons
τkn =
h¯
γkn .
As shown in Sect. 4.4.3.1, one important quantity is the DOS δν(ε) (or ν1(ε)
used in the two-band model) from the singular band defined in Eq. 4.2. Upon
impurity broadening, it yields [130]:
δν(ε) = α√
2
(
[(ε− εc)2 + γ2]
1
2 +(ε− εc)
) 1
2 (4.10)
According to Eq. 4.8, the singularity of thermopower is proportional to ν
′
1
ν0
.
With smeared singular DOS (Eq. 4.10), the infinite singularity in thermopower is
smeared into an anomaly [130] [159]. From Eq. 4.10, it is easy to get:
δν ′(ε) = α√
2
1+ (ε − εc)
[γ2 + (ε −εc)2]
1
2
2{(ε − εc) + [γ2 + (ε − εc)2] 12} 12
de f
= α×S (4.11)
where S is defined as the anomaly factor describing the smeared singular be-
haviour of δν .
Thus, with smeared singular DOS (Eq. 4.10), the infinite singularity in ther-
mopower is smeared into an anomaly [130] [159]. Fig. 4.8 shows the anomaly
factor S with different broadening γ . It is obvious that the singular contributions
are non-zero on both sides of εF and asymmetric. On the side without additional
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Figure 4.8: Broadening effects on the thermopower singularities at ETT. ∆Γ (∆Z)
is the difference of the minimum and the maximum of the anomaly factor S in the
energy range for the transition at Γ (Z, denoted by the dotted region). The range of
x coordinate of the whole figure corresponds to εF − εc at Γ ([−0.06,0.06] eV );
for Z, it is [−0.045,−0.031] eV . The solid black line shows the ideal case without
any broadening, while other curves are characterized by the broadening γ (Eq.
4.9, taken to be k-independent). Inset shows the enlarged dotted region for Z.
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FS sheet, the singular part of thermopower increases very steeply from almost
zero when εc approaches εF . The maximum of thermopower always locates on
the side where the new FS sheet appears, but is shifted to locations further from
the critical point by larger γ . The anomaly decreases smoothly when εF > εc.
The dependence of variation ∆ (defined as difference between maximum and min-
imum along curves of anomaly factor S) for Γ on broadening γ is monotonous:
the broader the broadening is, the smaller the variation is. Variations at Z with
εc = 0.04 eV have non-negligible contributions compared to a real transition.
The variation due to the band at Z is not monotonous: for small γ it has a tiny but
nonzero contribution; for intermediate γ , its contribution increases but is still one
order of magnitude smaller than that by a “real” transition; for large γ , anoma-
lies are almost completely smeared out in the whole range. To have significant
contributions, such pseudo-transitions should be close to εF .
4.4.3.3 Broadening in FePt
As mentioned in Sect. 4.4.3.2, impurity scattering has a strong influence on the
singular behaviour of thermopower at ETT. For FePt, the high solubility of Fe
and Pt leads to substitutional chemical disorder. Such disorder reduces its MCA
energy considerably (see, for example, [160] [116]).
Our calculations to study the effect of disorder in FePt are done with the SPR-
KKR [161] code in the full relativistic mode. Vosko, Wilk, and Nusair’s param-
eterization [162] of the exchange-correlation potential is used. The angular mo-
mentum expansion parameter lmax is taken to be 3. 51200 k-points in the whole
BZ are used in self-consistent and Bloch spectral functions calculations. Doping
and chemical disorder are simulated by CPA [28]. Optimized lattice constants are
used as in previous FPLO calculations.
Fig. 4.9 shows the BSF for 4% Co-doped FePt (Fig. 4.9a) and for Fe0.96Pt0.04-
Pt0.96Fe0.04(Fig. 4.9b). All dispersion curves are smeared by impurity scattering.
For the Co-doped case (Fig. 4.9a), the considered bands at Γ and Z are shifted
downwards (closer to εF) by about 0.02 ∼ 0.05 eV compared to the non-doped
case. This is consistent with our VCA calculations and the magnitude is expected
by the number of additional electrons (0.04 e−/u. c.). However, the width for the
band considered at Z is larger than that at Γ, that is, the band at Z is more heavily
broadened than the band at Γ. This is because the states at Z are mainly composed
from Fe orbitals while the states at Γ are Fe-Pt hybrided states with almost the
same weights. On the other hand, chemical disorder yields stronger broadening
of the dispersion relation (Fig. 4.9b).
BSF with constant ε = εF in the Γ-X-M plane for Fe0.98Pt0.02Pt0.98Fe0.02
are shown in Fig. 4.10 with M along [001] (Fig. 4.10a) and [110] (Fig. 4.10b).
Compared with FS cuts for ordered FePt (Fig. 4.5c&d), each band gets a finite
4.4. PHYSICAL ANOMALIES AT ETT 75
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Figure 4.9: Bloch spectral functions A(k, ε) for 4% Co-doped (on Fe site) FePt
(Fig. 4.9a) and for Fe0.96Pt0.04Pt0.96Fe0.04 (Fig. 4.9b) along Γ-Z with M ‖ [001].
Gray bars stand for the magnitude of A(k, ε).
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Figure 4.10: Bloch spectral functions at the Fermi energy in the Γ-X-M plane for
Fe0.98Pt0.02Pt0.98Fe0.02 with M along [001] (a) and [110] (b) directions.
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Figure 4.11: Dependence of εc on η in Feη Pt1−η Ptη Fe1−η . For η = 1 (ordered
FePt), the band structures are not smeared and εc corresponds to eigenvalues; for
all the other cases, BSF at Γ and Z are calculated by CPA, and then fitted by
Lorentzian functions (Eq. 4.9) to obtain εc and width γ . The critical band at Γ
merges with another band from below at Γ when M points along [110], this leads
to a strong change of εc for η = 0.90.
width in k-space. When M is along [110], non-zero intensities still exist at Γ (Fig.
4.10b) compared to ordered FePt (Fig. 4.5d), and the whole “FS” in the plane is
distorted anisotropically.
To see the effect of disorder in details, BSF for bands considered at Γ and Z
are calculated and then fitted by Lorentzian as in Eq. 4.9 to get εc and the life
time broadening γ . Fig. 4.11 shows the fitted εc for Feη Pt1−η PtηFe1−η (0.90≤
η ≤ 1) at Γ and Z. It is clear that εc has very weak dependence on η for the range
considered, except for that, at Γ, εc is shifted downwards by 0.01 eV by disorder
when M is along [110]. For ordered FePt, εc varies from +0.13 eV to +0.01 eV
when M rotates from [001] to [110], thus disorder shifts the critical band exactly
to εF when M is along [110]. With finite broadening, it results in the non-zero
intensity at Γ (Fig. 4.10b). Note that the values of εc at Γ and Z for ordered FePt
obtained by our FPLO calculations are different from those obtained by SPR-
KKR. This will cause different behaviour of thermopower as shown below.
The dependence of τ de f= h¯γ (γ is the fitted life time broadening, Fig. 4.12) on
η is shown in Fig. 4.13. τ(η) can be fitted by (1 − η)−1, that is, the relaxation
time (or the mean free path) is proportional to the inverse of the impurity density.
τ for the critical band at Γ is increased by 50% when M is changed from [001]
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Figure 4.12: Dependence of γ on η in Feη Pt1−η Ptη Fe1−η . BSF at Γ and Z cal-
culated by CPA are fitted by Lorentzian functions (Eq. 4.9) to obtain εc and γ .
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Figure 4.13: Dependence of relaxation time τ on η . τ is calculated by τ = h¯γ ,
where γ is the fitted width of BSF by Lorentzian (see Eq. 4.9). Circles (up-
triangles) and squares (down-triangles) are for the critical bands at Γ (Z) with M
along [001] and [110], respectively. Lines are fits with τ = a ∗ (1−η)−1, with
the fitting parameter a equals 0.054 (Γ, M ‖ [001]), 0.076 (Γ, M ‖ [110]), 0.038
(Z, M ‖ [001]), and 0.037 (Z, M ‖ [110]), respectively.
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to [110]; while at Z, τ is nearly invariant for both magnetization directions. The
values of τ at Z are smaller than those at Γ for the same η corresponding to
the stronger broadening. Recently, Seemann [163] measured the resistivity of
FePt thin films of composition Fe0.95Pt0.05Pt0.95Fe0.05. The mean free path they
estimated is of order of 10−9 m. Taking the Fermi velocity to be 106 m/s, the
approximate relaxation time is about 10−15 s. This value is one order of magnitude
smaller than those shown in Fig. 4.13. We think that the reason might be due to
the fact that it is the k-averaged relaxation time of all bands that is derived from
experiments; while we consider those for only two critical bands with two special
k-vectors.
4.4.3.4 Estimations and discussions
The two-band model shown in Section 4.4.3.1 does not correspond exactly to the
situation in FePt: at Γ, a hole ellipsoid disappears as θ increases which results
in a decrease of DOS; while an electron ellipsoid tends to appear (but is still
0.04 eV above εF) at Z which would lead to an increase of DOS. From Eq. 4.8,
decrease (increase) of DOS upon ETT would cause a sharp decrease (increase) of
the absolute value of thermopower [159]. Hence the Fig. 4.8 should be re-scaled
appropriately.
Further, according to Eq. 4.8, the normal and singular thermopower are pro-
portional to − ν ′0ν0 and
ν ′1
ν0
respectively. Thus the relative change of thermopower
δQ = − ν ′1ν ′0 . Taking the broadening into account by introducing the anomaly
parameter S(θ , γ) as in Fig. 4.8, we get:
δQ = − ν
′
1
ν ′0
=
α×S
1.3
(4.12)
where ν ′0 is the derivative of total DOS at EF for FePt (ν ′0 ≈ − 1.3).
Taking γ = 0.04 eV , the relative change of thermopower with respect to θ
is shown in Fig. 4.14. For ETT at Γ, it first results in a decrease of thermopower
first and then an increase if the energy range of εc calculated by FPLO for or-
dered FePt is used; while for the energy range calculated by SPR-KKR (including
also the shift by disorder), the thermopower would decrease monotonously until it
reaches the minimum at about 75◦. The variation of thermopower δQ (the differ-
ence between maximum and minimum) accounts to about −2% (SPR-KKR data)
to +3% (FPLO data). At Z, the band considered results in a linear increase of
thermopower by 1.5% with εc obtained by FPLO; SPR-KKR calculations moves
the band considered further away from εF , leading to a 1% increase. This ac-
counts to about 40 ∼ 50% of the magnitude of the contributions by the ETT at
Γ. It could have a stronger effect if εc would get closer to the sharp-increasing
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Figure 4.14: Relative change of thermopower due to ETT in FePt. The broad-
ening is taken to be 0.04 eV , corresponding to τ ≈ 1.64× 10−14 s. The de-
pendence of εc on θ is assumed to be linear. Thermopower at [001] is taken
as the reference. The solid (dashed) curves correspond to the energy range
([εc(θ = 0),εc(θ = 90◦)]) calculated by FPLO (SPR-KKR): namely, for the band
at Γ, [+0.06,−0.06] eV by FPLO, [+0.13,0.0] eV by SPR-KKR; for the band
at Z, [+0.045,+0.031] eV by FPLO and [+0.054,+0.042] eV by SPR-KKR, all
energies refer to ε = 0.
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region (Fig. 4.8). Note that a hypothetical γ = 0.04 eV has been used, which
corresponds approximately to the γ value for Γ (Fig. 4.12) in available samples
[163]. Note that the main contribution comes from the ETT at Γ, and for real
materials, the broadening at Z would be larger than 0.04 eV (Fig. 4.12) therefore
the contribution from Z would be even smaller.
Compared to alloys where large anomaly of thermopower exists [164], the rea-
sons why these anomalies are relatively small in FePt are mainly due to: 1) spin-
orbit coupling is a relatively weak interaction. It results in only a slight change of
band energies, say, 0.12 eV at Γ for FePt. It should be ≫ γ to get the full effect,
see Fig. 4.8; 2) the effective mass and hence the parameter α of the critical band
is too small due to its hybridization origin. The reason why the band considered
at Z has one half as large a contribution is partial due to its two times as large
effective mass compared to the band at Γ. Such parameters can be even larger
in alloys where singular thermopower has been observed experimentally, such as
in AgPd alloy [164]. Our calculations of Ag1−xPdx1 show that εc is changed by
about 3 eV for 0≤ x ≤ 1, the effective mass is about 1 me, and the broadening γ
is about 0.06 eV . Therefore, the singularity in AgPd alloys is more obvious. This
also give us some clues to find more systems with possible observable effects:
since spin-orbit coupling of Pt is already very large, ferromagnetic systems with
enhanced effective mass (more localized electrons) are more promising.
4.5 Conclusions
By electronic structure calculations, we have shown that spin-orbit coupling re-
sults in at least two ETT in L10-phase FePt: one at Γ corresponds to the disap-
pearance of a hole pocket when M changes from [001] to [110], another at R
corresponds to neck-connection. The ETT at Γ has strong spin-up character. It
causes a tiny singularity in the DOS. No singular behaviour of the θ−dependence
of MAE is observed in our calculations.
Using a two-band model, we complete considerations from the literature [130]
and show explicitly that the origin of singular thermopower at ETT is due to renor-
malization of the relaxation time by interband scattering. Impurity scattering re-
duces the infinite singularity in thermopower at ETT to a finite anomaly. By CPA,
effects of chemical disorder in FePt are studied in detail. Chemical disorder only
changes the location of bands slightly, but results in strong broadening. The re-
sulting relaxation time is proportional to the inverse of impurity scattering length.
1Calculations are done by FPLO 5.00-19 scalar relativistically with minimum basis (4sp :
5sp4d) for Ag and Pd. CPA is used to simulate alloying. The effective mass is got by fitting
the bands along main k directions as in Sect. 4.3. The life time broadening is get by fitting the
BSF at W with Lorentzian functions
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We predict that ETT caused by a canted external magnetic field would lead to a
decrease of thermopower when the magnetization changes from [001] to [110],
and such effects would be observable using available thin films.
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Chapter 5
Summary
Spin-orbit coupling is a relatively small interaction compared to the kinetic energy
of electrons in solids. However, it induces many interesting phenomena which are
important for practical applications. For ferromagnetic materials, the presence of
SOC leads to the magnetization-direction-dependent symmetry reduction, that is,
anisotropic physical properties depending on the magnetization direction. In the
main part of my thesis, two kinds of physical phenomena are studied: one is the
MAE of ferromagnetic thin films, and the other is the Lifshitz transition in L10
FePt.
In Chapter 3, the MAE of thin ferromagnetic thin films has been studied. For
such systems, separation of different contributions, such as bulk MCA energy,
shape anisotropy, and surface/interface anisotropy energy, is crucial to gain bet-
ter understanding of experiments. Moreover, the quantum size effects should be
removed to get reliable surface anisotropy energy. Both objects can be achieved
by linear fitting for thick enough slabs to the phenomenological model (Eq. 3.3),
where the fact that the surface anisotropy is thickness-independent is used. Fol-
lowing this idea, we have studied the MAE of Co slabs with different geometries,
focusing on the effects of OPC. We found that the surface anisotropy is mainly
determined by the geometry. While OPC gives better results of orbital moments,
it overestimates the MAE.
L10 ferromagnetic thin films under electric fields studied in the second part
of Chapter 3 are typical systems of large magnetoelectric coupling. Using a sim-
ple model to simulate the electric field, our calculations are in good agreement
with previous experimental results where the surface anisotropy is modified by
applying electric fields [4]. We predicted that for CoPt, even larger effects exist.
However, we found that such variations can not be explained by the perturba-
tion models ([50], Eq. 3.2) without considering the spin-flip term: for Pt(FePt)4
slabs, though only the orbital moments of the surface Pt layers have strong ∆q-
dependence, MCA energies for the surface layers by the perturbation model have
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completely opposite behaviour versus ∆q, compared to the total MCA energy.
This might be due to the large spin-orbit coupling of Pt. Furthermore, we found
that it is the amount of screening charge that determines the magnetoelectric cou-
pling effects. This gives us some clue about how to achieve electric field control
of the magnetization direction.
In Chapter 4, ETT in L10 FePt caused by a canted magnetic field are studied.
We found several ETT in ordered FePt with tiny features in DOS and MCA energy.
Using a two-band model, it is demonstrated that at ETT, the singular behaviour
of kinetic properties is due to the interband scattering, and the singularity itself is
proportional to the derivative of the singular DOS. For FePt, such singularity will
be smeared into anomaly by chemical disorder. Using CPA, we studied the effects
of smearing for the critical bands in FePt. We found that for experimentally avail-
able FePt thin films, ETT would induce up to a 3% increase of thermopower as
the magnetization is rotated from the easy axis to the hard axis. Such phenomena
is closely related to TAMR/BAMR, which is also originated from the change of
electronic structures upon rotation of magnetization directions, thus it is interest-
ing to study the thermoelectric transport properties for those systems.
Appendix A
Two-band model
A two-band model (as shown in Fig. A.1) is often used to study physical proper-
ties at ETT[165][159]. Following Blanter[130], we use the linearized Boltzmann
equation [14] together with the two-band model to show the singular behaviour of
transport properties at ETT.
Upon a perturbation by external electric field, the Boltzmann equation reads:
eEd fndk = In[ fn] (A.1)
where In[ fn] is the collision integral of band n standing for the variation of the
Fermi-Dirac distribution function fn due to scattering processes in solids, E is the
external electric field. Since effects of ETT would be smeared at high temperature,
we assume T ≪ µ . Thus, the big difference between characterizing wave vectors
of band 0 (k0) and band 1 (k1) (as in Fig. A.1) prohibits any phonon scattering
processes, and only impurity scattering is considered[132]:
In[ f (k)] = N ∑
n′
∫
|Vn′k′nk|2[ fn′(k′)− fn(k)]δ (εn′(k′)− εn(k))dk′ (A.2)
where N is the density of impurities, and Vn′k′nk is the scattering probability be-
tween k and k′ from band n to band n′.
Considering both intraband and interband scattering, the scattering integral for
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k
k0 k1
band 0 band 1
o
ε(k)
z
ε
c
µ
Figure A.1: Illustration of the two-band model. It contains two free-electron-
like bands. Band 0 (red) is the singular one, its bottom εc could move above or
below the chemical potential µ(T = 0) = εF by z
de f
= µ− εc. Changing of its sign
corresponds to the situation of an ETT. z≪ µ , and the location of µ relative to the
band 0 is assumed to be invariant — there is constant contribution to DOS from
band 0 which is much larger than the singular part from band 1.
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band 0 is:
I0[ f ] = 2pini
∫
0
|Vk′0k0|
2[ f (k′0)− f (k0)]δ (ε(k0)− ε(k′0))
dk′0
2pi3
(intraband scattering)
+2pini
∫
1
|Vk′1k0 |
2[ f (k′1)− f (k0)]δ (ε(k0)− ε(k′1))
dk′1
2pi3
(interband scattering)
1
=
∫
0
W0(ϑ)[ f (k′0)− f (k0)]
dΩ
4pi
+
∫
1
W1(ϑ)[ f (k′1)− f (k0)]
dΩ
4pi
2
=
∫
0
W0(ϑ)λk0E(cos(k0′,E)− cos(k0,E))dΩ4pi
+
∫
1
W1(ϑ)λk0E(
k1
k0
cos(k1,E)− cos(k0,E))dΩ4pi
3
= λk0 ·E
∫
0
W0(ϑ)(cos(ϑ)−1)dΩ4pi −λk0 ·E
∫
1
W1(ϑ)
dΩ
4pi
4≈ λk0 ·E
(
−
∫
0
W0(ϑ)[1− cos(ϑ)]dΩ4pi −
∫
1
W1(ϑ)
dΩ
4pi
)
5≈−λk0 ·E
(
1
τ
+
ν1
ν0
1
τ
)
6⇒ τ0 = τ
(
1− ν1
ν0
)
.
(A.3)
Here we consider T = 0 such that the terms [ fn′(k′) − fn(k)] select the FS. In
step 1, it is assumed that the scattering probability is only determined by the angle
between inwards and outwards scattering vectors ϑ , Wi(ϑ) = pini|V (ϑ)|2νi(ε)
where νi is the density of states for band i (i=0, 1); in step 2, the non-equillibrium
part of the distribution function is approximated by δ f = λk ·E, and the fact
that equillibrium distribution function does not contribute to transport processes
is used; in step 3, the quantity cos(k0′,E) is transformed as [132]:
cos(k0′,E) = cos(k0′,k0)cos(E,k0)+ sin(k0′,k0)sin(E,k0)cosφ ,
where φ is the angle between the projections of k0′ and E on the plane perpen-
dicular to k0. The second term vanishes upon integration over dΩ. Moreover,
the term proportional to k1k0 in the second integral is omitted due to the small ra-
tio of k1k0 ; in step 5, the approximation
∫
0W0(ϑ)(1− cos(ϑ))dΩ4pi ≈
∫
0W0(ϑ)dΩ4pi is
made, and the parameter τ is defined by 1τ =
∫
0W0(ϑ)[1− cos(ϑ)]dΩ4pi ; in step 6,
I0( f ) =−δ fτ0 is used as in normal transport theory, where τ0 is the relaxation time
for band 0.
According to Eq. A.3, relaxation time for electrons in band 0 includes two
parts — a part due to intraband scattering and a part due to interband scattering to
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the small electron void of band 1 if /nu1 > 0. The appearance of a new FS sheet
provides a new scattering channel for electrons in band 0, thus the relaxation time
is reduced. The variation is singular and small — δτ0 ∝ ν1ν0 =
α
ν0
|z| 12 ϑ(z) according
to Eq. 4.2 for ν1.
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