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Parts of chapter 5 have been presented at the 22nd International Conference on
Ion Beam Analysis and have been submitted for publication in the journal Nuclear
and Instruments B as Barbara Wielunska, Matej Mayer, Thomas Schwarz-Selinger,
Udo von Toussaint, Johannes Bauer ”Cross section data for the D(3He,p)4He nuclear
reaction from 0.25 to 6 MeV”. The results and the text were produced by me.
A part of this text has been used for this work.
Abstract
The nuclear reaction D(3He,p)α is commonly used to determine the depth profile of
deuterium in solids. By analyzing the energy spectrum of the α-particles the depth
profile in the near surface layer can be derived. With the proton energy spectra the
depth profile up to very large depths can be reconstructed: Up to depths of about
40µm in low-Z materials and up to 8µm in heavy materials such as tungsten [M.
Mayer et al. Nucl. Instr. Meth. B 167 (2009)], [R.A. Langley et al. Journal of
Nuclear Materials 53 (1974) 257].
The topic of this thesis is the optimization of the depth resolution for D depth
profiling using proton energy spectra. Based on fundamental kinematic considerations
it was possible to show that the optimal resolution is achieved for reaction angles
of 0◦ and 180◦. In order to confirm this theoretical prediction the depth resolution
was determined experimentally for one detector close to 180◦ (located at 175◦) and
compared to the resolution achieved by a detector located at 135◦.
The depth resolution of a detector is defined as the energy spread divided by
the effective stopping power of the material. Energy spectra of protons from the
D(3He,p)α reaction were recorded to determine the energy spread. The measurements
were performed at energies from 0.5 MeV to 6 MeV at intervals of 0.5 MeV. Thin
amorphous deuterated hydrocarbon layers (a-C:D) on Si were prepared as samples.
To determine the energy spread in different materials and at different depths the a-
C:D layers were covered with metal layers of Al, Mo and W with thicknesses between
0.5µm and 11µm. The experimentally determined energy spread is smaller for all
materials and at nearly all energies for the 175◦ detector compared to the detector
at 135◦. This means that the 175◦ detector has a better depth resolution. The
theoretical energy spread was calculated by SIMNRA, a program for the simulation
of spectra for ion beam analysis with MeV ions. Experimental and simulated data
have a similar trend as function of energy but the theoretical energy spread is
lower at almost all energies and for all samples. The error of the simulation due
to uncertainties in the layer thicknesses and oxygen amounts was estimated to be
smaller than 10% for all samples and energies.
To obtain the depth resolution for deuterium in tungsten, the energy spread
was divided by the effective stopping power which was calculated by the simulating
program SIMNRA. The depth resolution of the 175◦ detector is better than the
depth resolution of the 135◦ detector for almost all energies. Depending on incident
energy and depth the improvement in depth resolution is of a factor of 2–15 for high
incident energies.
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Precise differential cross section data are required for depth profiling of D. For
this the differential cross sections for the nuclear reaction D(3He,p)α were determined
at reaction angles of 135◦ and 175◦ for 3He energies in the laboratory frame between
0.25 and 6 MeV.
The relative shape of the differential cross sections was derived from the proton
peak counts integrals versus energy. To get the absolute values for the differential
cross section the data were fitted to the total cross section of Mo¨ller and Besenbacher
in the energy range from 0.5 MeV to 1.2 MeV [W. Mo¨ller, F. Besenbacher, Nucl.
Instr. Meth. 168 (1980) 111]. The uncertainty of the determined cross sections is
between 4.1% and 5.9%.
The results were compared with theoretical predictions for the cross sections
[M. Nocente et al., Nuclear Fusion 50 (2010) 055001]. For energies below 1 MeV
the theoretical values deviate significantly from the experimental data. For higher
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Due to the world-wide increasing energy demand, new, sustainable energy sources
are needed. Fossil fuels are finite and produce CO2, resulting in global warming.
Fission is problematic due to the serious and unsolved problem of radioactive waste
disposal. Renewable energy sources, such as wind and solar energy, suffer from a
low efficiency and discontinuous energy production. Fusion is a promising method to
overcome these problems. In a future reactor the power is planned to come from the
nuclear fusion between light elements [1].
Equations 1.1a - 1.1e show the fusion nuclear reactions which are potential
candidates for a fusion reactor. In figure 1.1 the reaction parameters are plotted
versus plasma temperature [2].
D +D −→ 32He+ n+ 3.27 MeV (1.1a)
D +D −→ T + p+ 4.032 MeV (1.1b)
D + T −→ 42He+ n+ 17.6 MeV (1.1c)
T + T −→ 42He+ 2n+ 11.3 MeV (1.1d)
D +32 He −→ 42He+ p+ 18.4 MeV. (1.1e)
Deuterium and Tritium (equation 1.1c) has a high energy gain and a maximum
of the reaction parameter at low energies meaning comparatively low plasma tem-
peratures, see equations 1.1a - 1.1e and figure 1.1. The D-T-reaction is the most
promising candidate for a future fusion reactor [2].
To initiate the reaction, the D-T fuel in a torus will be ionized by an electrical
discharge to form a plasma. The plasma will be heated up to about 13 keV by ohmic
heating, neutral beam injection and high frequency electromagnetic waves. The
energy released by the nuclear reactions can be used to maintain the hot plasma and
to produce electricity [3].
As no material is able to withstand such high temperatures, the plasma is kept
away from the reactor wall with a strong magnetic field. Nevertheless plasma wall
interactions are not avoidable due to incomplete confinement. Incomplete confinement
is necessary to remove the produced 4He. Neutrons produced in nuclear reactions are
not confined by the magnetic field and bombard the reactor wall with high energy
6
Figure 1.1: Reaction parameters for fusion reactions between light elements as a
function of plasma temperature (keV) [2].
causing radiation damage in the wall by atomic displacements and transmutations
[3], [4]. As the fusion plasma consists of D and T isotopes, one question in plasma
wall interaction research is the retention of hydrogen in the wall. T is radioactive,
and due to safety reasons it is important to understand the behavior of hydrogen
in the fusion reactor. It is especially important to know how much hydrogen will
be retained in the wall as the wall retention can influence the hydrogen inventory
significantly. Tungsten is a promising material for the first wall in the reactor as it has
a high melting point and an extremely low vapor pressure even at high temperatures.
Pristine tungsten shows low hydrogen retention. The implanted hydrogen diffuses
into the wall up to several ten µm and is trapped in mostly neutron induced traps
but also in intrinsic traps such as grain boundaries. Release of hydrogen from the
wall can cause problems in the density control of the plasma [5] [4].
To investigate hydrogen transport in materials quantitative depth profiling of
hydrogen isotopes is required. The D +3 He −→ p + α reaction abbreviated with
D(3He,p)α reaction is widely used for deuterium depth profiling. To get a depth
profile of a deuterium containing sample a 3He beam is directed on the samples
at several different energies and the nuclear reaction between 3He and D produces
protons and alphas. From the energy spectra of the protons the depth profile of
deuterium can be determined up to large depths [5], [6], [7]. In the experimental setup
at Max-Planck Institut fu¨r Plasmaphysik (IPP) a surface barrier detector is used for
the detection of the produced protons at a reaction angle of 135◦. Figure 1.2 shows
a typical deuterium concentration depth profile of a tungsten sample exposed to D
plasma as derived from this detector. As can be seen in figure 1.2 the information
about the deuterium concentration with depth is at the surface much better than
deeper in the sample. At the surface the depth resolution is better than 0.1µm and
deeper in the sample the resolution is only few µm (note the logarithmic y-scale) [8].
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Figure 1.2: Typical D depth profile from the proton detector at 135◦[8].
It would be desirable to have a more detailed deuterium concentration depth
profile, i.e. a better depth resolution. Kinematic considerations which are explained
in the following chapters show that the reaction angles with the best resolution are
180◦ and 0◦. A reaction angle of 0◦ would mean that the detector has to be placed
behind the sample. This is impractical for thick targets. A new detector is therefore
placed as close to 180◦ as technically possible. In order to achieve a high sensitivity,
which requires a large solid angle, an annular surface barrier detector is used. This
annular detector is circular and has a hole in the middle for the incident 3He beam
to pass through and has a mean reaction angle of 175◦.
This master thesis investigates the depth resolution achieved with the annular
proton detector and compares it to the depth resolution of the ”old” proton detector
at 135◦. To be able to perform quantitative measurements with the new detector
the differential cross section at 175◦ has to be known. The measurement of the
differential cross section at 175◦ and the comparison to theoretical data available in
the literature is also a part of the master thesis.
This master thesis is structured as follows:
Basics of ion beam analysis will be presented in chapter 2. Rutherford Backscattering
Spectrometry and Nuclear Reaction Analysis will be introduced. Chapter 3 gives a
detailed kinematic discussion of the D(3He,p)α nuclear reaction. Chapter 4 introduces
all experimental facilities used. Chapter 5 describes the measurements and results of
the differential cross section of the D(3He,p)α reaction and finally chapter 6 discusses
the results on the depth resolution of the annular detector and compares them to




Nuclear reaction analysis (NRA) for deuterium depth profiling is an ion beam analysis
method employing ion beams with several MeV energy. Ion beam analysis is a wide
field and ion beams are used to investigate diverse materials in many fields like in
semiconductor industry, material analysis, fusion science and investigation of cultural
heritage. For example the Louvre museum has its own accelerator to perform ion
beam analysis of paintings to learn more about the age and composition of the
dyes [9]. As there are many different ion beam analysis techniques only the two
used during the master thesis project will be introduced. This was Rutherford
Backscattering Spectrometry (RBS) and Nuclear Reaction Analysis (NRA) with the
nuclear reaction D(3He,p)α. Figure 2.1 shows the typical geometry of an ion beam
analyses experiment [10].
Figure 2.1: Detector geometry. d is the diameter of the incident beam, w the width
of the detector aperture and LD the distance between the sample and the detector
aperture. Incident angle α, exit angle β, θ backscattering angle.[10]
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2.1 Backscattering Spectrometry
When ions with energies of several MeV hit a sample they can undergo elastic
collisions with the sample’s atom cores and can be scattered. Measuring the number
and the energy of the elastically backscattered ions allows to determine the atomic
masses and the depth distributions of the elements. This method is called Rutherford
Backscattering Spectrometry (RBS) [11].
The application of RBS is illustrated in figure 2.2. In this example RBS was
performed with a 2 MeV 3He ion beam directed on a target with a 100 nm thin
Cu layer on a 250 nm thin Ti layer on bulk Carbon, as depicted in figure 2.2a.
The detection system gives a spectrum in the form counts (number of detected
backscattered ions) versus channels, figure 2.2b. The channel number is proportional
to the energy of the backscattered ion. The incident ions are scattered elastically
from the target nuclei with energies depending on the mass of the target atoms and
scattering geometry. This means that ions scattered from heavier elements have
higher energies and will appear in higher channel numbers than ions scattered from
elements with lower masses. Of course it has to be considered that the ions loose
energy passing the target on the way in and out. That means that ions scattered
deeper in the sample will have a lower energy than ions scattered at the sample
surface. So the width of the peak is depending on the thickness of the layer. The
high-energy edge of the peak is the energy of the particles which were scattered at
the layer’s surface. For layers which are below another layer like the Ti layer the
energy loss of ions in the layer above has to be considered. As Cu is heavier than Ti
the Cu signal is in higher channel numbers than Ti. Secondly, the Ti layer is below
the Cu layer and the Ti signal appears at lower channel numbers, see figure 2.2b.
The same holds for the C signal. It shows a broad signal because the material is
thick and the incident beam is totally slowed down in the C-bulk [11].
(a) Target (b) RBS-Spectrum
Figure 2.2: Cu/Ti/C Target and its simulated RBS-Spectrum [11].
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As can be expected RBS is not sensitive for light elements detection in heavy
materials as the peak from the light elements overlaps with the signal from the heavy
elements. The Rutherford cross sections decrease with energy and increase with the
square root of the atomic number so the signal of the heavy element will overlap
with the signal of the light element.
For elastic scattering (as in the case of RBS) the energy E1 of the backscattered
projectile can be calculated using energy and momentum conservation for elastic
collisions. The collision energy between the two colliding atoms is much larger than
the inter atomic forces to the neighboring atoms. The collision process therefore can
be approximated by a two body collision.
The energy E1 of a projectile with mass M1 and incident energy E0 backscattered













For M1 < M2 the plus sign applies. For M1 > M2 there are two possible solutions







There are two solution because the same scattering angle is obtained with different
impact parameters [10].
Equation 2.1 can be abbreviated by introducing the kinematic factor which gives
a simple form of the above equation.
E1 = E0K. (2.3)
By measuring the energy E1 of the scattered particle and knowing the incident
energy E0 the kinematic factor can be calculated.
Usually the mass of the incident ion M1 and the scattering angle θ is known and the
mass of the target element M2 can be calculated with equation 2.1 and with this the
target element is identified [11].
The areal density, Nt, of an element can also be calculated from the knowledge
of the detector solid angle Ω, the integrated peak counts A, the number of incident
ions Q and the differential cross section dσ
dθ
(E). N is the atomic density per volume
and t is the layer thickness. n= Nt is the areal density [11].
























The stochiometric ratio is the ratio of the the areal densities n of the two
compounds and this is equal to the ratio between the integrated peak counts from
the components multiplied with the differential cross section [11].
Like many other methods ion beam analysis methods are limited by the resolution
of the system. The influence of the resolution on the measurements has to be taken
into account. Due to contributions of detector resolution, straggling, beam energy
spread and other effects there is a minimum energy difference which can be resolved,
named δE.
The question arises which is the lowest mass difference of two target elements
with masses M2 and M3 which can be resolved. Say there are two elements in the
target then the energy difference between the scattered ions from the two elements
is with equation 2.3 given by
∆E = KM3 · E0 −KM2 · E0 = E0 · (KM3 −KM2) = E0 ·∆K. (2.6)
With
∆M = M3 −M2.





When the scattered energy difference ∆E is equal to or larger than the system
resolution δE then the two target elements with mass M2 and M3 can be distinguished







This is the so–called mass resolution of the system [11].
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2.2 Nuclear Reaction Analysis
Nuclear Reaction Analysis (NRA) is often used for composition analysis of light
elements in a heavier material as NRA is sensitive to particular isotopes. In this
method an ion beam is directed on a sample and the ions undergo a nuclear reaction
with one of the isotopes in the target. Detecting the reaction products allows to
draw conclusions about the amount and depth profile of the reactant. As NRA is
sensitive for particular isotopes it is very useful when certain isotopes are needed to
be detected. A disadvantage of NRA is that to get the whole information about an
element with more than one isotope in a sample, different nuclear reactions have to
be used.
To filter out the backscattered particles stopper foils in front of the NRA detectors
are installed. High energetic particles created in nuclear reactions still can penetrate
the stopper foils. Due to the high energy of the reaction products there is no
background in the NRA energy spectra. Nuclear reactions usually have small cross
sections so for optimal sensitivity it is necessary to use detectors with large solid angles
which brings the problem of geometrical straggling limiting the depth resolution,
compare chapter 3. The selection of the detector aperture is thus a compromise
between the depth resolution and the sensitivity [5], [6], [11].
A nuclear reaction is an inelastic collision between the projectile and the target
atom. With the energy and momentum conservation for inelastic collisions the
energies of the products after the nuclear reaction can be calculated. Here classical
kinematics will be presented as the D(3He,p)α reaction can be described, in the
energy range used, without invoking relativistic kinematics [11], [10]. For ease of
simplicity the following abbreviations are introduced:
Incident ion E0 M1
Target nucleus E = 0 M2
Light reaction product E3 M3
Heavy reaction product E4 M4
Energy released in the reaction Q
Total energy ET
Laboratory angle of the light product θ










































For B ≤ D the plus sign is applied in equation 2.9. For B > D, E3 has two solutions

















For A ≤ C the plus sign is applied in equation 2.11. For A > C, E4 has two solutions








When energetic particles traverse matter they are loosing energy due to energy
transfer to electrons and atoms. The energy of a particle which passed through a
material with thickness x may be written as:






E0 is the particle’s energy at the surface.
dE
dx′ (E(x
′), x′) is the energy loss per depth
also called stopping power [10],[11].
The contribution of the processes to the stopping power is dependent on the ion
velocity and the target material.
For small velocities (v<<v0 :; v0: Bohr velocity of the electrons) elastic collisions
with the target nuclei dominate the stopping power. This is called nuclear energy
loss. With increasing ion velocity the nuclear energy loss diminishes with 1
E
.
The inelastic collisions of the ions with the electrons, called electronic energy loss
become the major process.
The total energy loss is the sum of nuclear and electronic energy loss. In the energy
range used in this thesis the electronic energy loss is the main process contributing
to the stopping power. Figure 2.3 shows the stopping power of 3He ions in W.
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Figure 2.3: Stopping power of 3He in W.
2.4 Straggling
The slowing down of ions traversing the material is accompanied by a spread of the
beam energy. This is called straggling. The energy broadens because of statistical
fluctuations in the collision processes.
The most important processes which contribute to straggling are:
• Statistical fluctuations of the energy transfer in collisions with electrons - elec-
tronic energy loss straggling.
• Statistical fluctuations of the energy transfer in collisions with nucleons - nu-
clear energy loss straggling.
• Energy spread due to finite detector aperture, finite beam spot size -geometrical
straggling.
• Straggling because of multiple small angle scattering, which change slightly the
beam direction.
• Straggling due to roughness and thickness inhomogenities of the foils in front
of the detector.
• Energy spread due to the finite detector resolution.
see [10], [11]
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Several theories are describing the electronic energy loss straggling which are valid
in different energy loss regimes, see for further informations [10] and [11].
In figure 2.4 the effect of the beam broadening due to the discussed processes is
shown.
Multiple Scattering describes small angle collision of the beam particles with the
target nuclei. Multiple Scattering causes angular deflections of the incident and exit
ions, widening the beam by typically few degrees. Deflections of incident particles
result in a spread of reaction angles. Geometrical Spread is caused by the finite
size of the detector aperture and a finite beam spot size. As the detector has a
finite aperture size with an opening angle of ∆. Particles which are scattered at
slightly different angles reach the detector, see figure 2.5. Due to the difference in the
reaction angle the particles have slightly different kinematics leading to an energy
spread. In addition when the particles are scattered at slightly different angles in
the sample their path length on the way out of the sample also differs, this again
results in a different energy, see figure 2.5 blue line. Geometrical spread and multiple
scattering can be summarized as angular spread because both mechanisms result in
angular differences for the outgoing particles [6].
Figure 2.4: Schematic illustration of the energy spread. The beam energy distribution
is shown. In the beam profile diagrams it can be recognized how the energy of the
beam is broadening with depth.
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Figure 2.5: Illustration showing the mechanism of geometrical straggling. ∆ opening
angle of the detector slit.
2.5 Energy Calibration
A particle generates an electrical signal when it looses energy in the detector. The
detected signals are amplified and processed by the amplifier and then sorted according
to the signal height by the multi channel analysator. The signal height is proportional
to the particles’ energy and therefore the channel number is also proportional to
energy. A spectrum of counts versus channels is generated [11].
Due to drifts of the electronics the dependency of the channel number to energy
is slightly different at every measurement day. It is therefore important to calibrate
the energy-channel relation for every detector used before a set of measurements.
In this thesis three different calibration methods were used depending on the
measurement type. For energy calibration ion beam analysis with several different
known samples at one energy can be performed (method A) or ion beam analysis
at one known sample at different energies is performed (method B). If in a nuclear
reaction analysis additional peaks from different nuclear reactions appear the peaks
can also be used for the calibration (method C) [11].
Depending on the type and the detector all these calibration methods were used.
They will be introduced shortly:
Energy calibration with method A:
This method is widely used for RBS spectra. It can’t be used for NRA as NRA is
sensitive for a particular isotope and for this calibration method several different
elements are used.
For calibration purposes a special target consisting of several bulk materials
installed on a target holder is used, see figure 2.6a. The typical calibration targets
used at IPP are Au, Rh, Co, Al, C. These elements are chosen because they consist
of one isotope except carbon. The cross section for 12C is higher than for the other
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carbon isotopes and therefore the 12C signal is well visible. The RBS signal of these
targets is therefore a single step with a clear edge and not with a stepped edge.
Performing RBS with these targets at one energy five different spectra are obtained.
All these spectra have a broad peak which begins at zero and ends at a specific
channel number depending on the target element, compare figure 2.6b.
The position of the edge at a certain channel stands for the energy of the particles
scattered at the sample surface and can be calculated by using equation 2.3 as the
kinematic factor is a tabulated quantity or can be calculated with equation 2.6.
Determining the channel number and the scattering energy at the surface for all
five spectra five calibration points are obtained. Plotting the channel number versus
energy and fitting the points with a linear function gives the energy dependency.
With the obtained linear function the energy for every other channel can be calculated.
(a) Calibration
target.
(b) RBS spectrum of bulk Co. Incident iones were
3 MeV protons.
Figure 2.6: Energy calibration: Target and example spectrum.
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Energy calibration with method B:
This method is similar to the previous method but now not several calibration
samples are used but only one sample is used and measurements are performed at
several energies. This method can also be used for the calibration of NRA spectra.
A spectrum at each energy is obtained. Like in method A the channel number of the
peak edge corresponding to the surface is read from the spectrum and the energy of
the particle scattered at the surface is calculated with equation 2.3 for each energy.
Then again the channel number is plotted versus energy and the data points are
fitted linearly. With this the energy dependency is derived.
Energy calibration with method C:
This method can only be used for NRA spectra. For example, performing NRA
with 3He ions for samples containing deuterium and carbon, proton peaks from




visible at energies around 2 MeV, as depicted in figure 2.7. For each reaction the
proton energy can be calculated with equation 2.9 and connected to each peak in the
spectrum. The channel number of each peak can be read from the spectrum. Then
again the data points have to be plotted and fitted linearly.
Figure 2.7: Proton energy spectrum at 3He incident energy of 2 MeV with the proton
signal peak around 12.5 MeV from the 135◦ proton detector. The three proton peaks
on the left are protons from the nuclear reaction 12C(3He, p0,1,2)
14N . The signal
peak is from D(3He,p)α.
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2.6 SIMNRA
All spectra were evaluated with help of the simulating programm SIMNRA.
This program simulates ion beam analysis spectra with MeV ions. It can be used for
Backscattering Spectroscopy, Nuclear Reaction Analysis and Elastic Recoil Detection.
SIMNRA is calculating, mainly by the use of the formulas given in chapter 2.1 the
spectra using several libraries for example for cross sections, stopping powers etc.
The program can calculate the spectra for any ion- target combination.
Input are the energy calibration, the experimental conditions such as the detector
resolution, the foils in front of the detector and the experimental geometry.
The evaluation of the spectra is done by overlaying the measured spectra with
the simulated spectra until they match together, with this the elemental composition,
the thickness etc. is determined.
2.7 Nuclear Reaction D(3He,p)α
The nuclear reaction D(3He,p)α is commonly used to determine the depth profile of
deuterium in solids [6], [12]. By analyzing the energy spectrum of the α-particles the
depth profile can be derived in the near surface layer of several hundred nanometers
[13]. With the proton energy spectra the depth profile up to large depths can be
reconstructed: Up to depths of about 40µm in low-Z materials and up to about
8µm in heavy materials such as tungsten [6].
The total cross section of this reaction has a broad resonance region around
630 keV with a full width at half maximum (FWHM) of 730 keV and a non-resonant
region at higher energies [6], [12]. In figure 2.8 the reaction’s total cross section
measured very precisely by Mo¨ller and Besenbacher is plotted. The accuracy is of
4% for energies from 0.2 to 1.25 MeV and 5% for energies up to 2.5 MeV [14].
The reaction D(3He,p)α has a Q-value of 18.4 MeV which results in high energetic
11 MeV-14 MeV protons when using incident particle beams of 0.5-6 MeV. Thanks
to this high Q-value the backscattered 3He particles can be filtered out by a foil
installed in front of the proton detector. The thickness and material of the foil has
been chosen in such a way that it stops the low energetic backscattered 3He ions
but not the reaction protons [6]. Another advantage of this high Q value is: As the
reaction protons are high energetic the signal is background free.
Another feature of this reaction is that it has inverse kinematics in the reaction angle
range between 90◦ and 180◦. Inverse kinematics means that increasing the energy
of the incident 3He ion beam the energy of the reaction protons decreases. This
inverse kinematics results directly for the D(3He,p)α reaction from equation 2.9 for
the energy of the light product in an inelastic collision [6].
To illustrate this better, the energy of the protons were calculated from equa-
tion 2.9 for diverse reaction angles θ and incident 3He energies. The results are
plotted in figure 2.9. It can be seen that kinematics is normal for low reaction angles
and that it is inverse for high reaction angles. The transition between normal and
inverse kinematics is for low incident energies at 90◦ and for high incident energies
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at about 120◦. This transition is not well visible in this figure, see figure 3.3a for
details.
Figure 2.8: Total cross section of the D(3He,p)α nuclear reaction as measured by
Mo¨ller and Besenbacher [14].
Figure 2.9: Proton’s energy of the D(3He,p)α reaction as a function of reaction angle
and incident energy of 3He ions
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2.8 D-Depth Profiling with D(3He,p)α
In the following two methods applied for depth profiling are explained.
Due to the resonance structure of the cross section of D(3He, p)α several groups
used the resonance method for D-depth profiling with this reaction. In this method
only the total number of protons produced in the nuclear reaction (the proton yield)
is taken into account. The cross section of the reaction has a maximum for 630 keV
incident energy of 3He ions in the laboratory system. From this it follows that if
630 keV 3He ions are directed on a D containing sample the produced proton yield
will be highest at the target surface, as there the He ions have the energy at which
the cross section has its maximum. If a beam with higher energy is directed to the
sample the proton yield will be highest deeper in the sample as the ions have to slow
down to 630 keV. For this depth profiling method 8-10 different incident energies are
used to scan the depth in the target. The proton yield is determined as a function of
incident energy. With this information a depth profile can be deduced [6], [12].
The resonance method is a very good method for reactions which have a narrow,
typically only few keV wide resonance in the cross section and the cross section of
the non- resonant region is negligible. This is not the case for the D(3He,p)α reaction
as the FWHM of the reaction is 730 keV and the cross section at the resonance is
only four times higher than for the non–resonant region at higher energies. Due
to the width of the resonance maximum the depth resolution is limited. Depth
profiling of samples containing large quantities at the surface compared to the bulk
is problematic. For such samples the proton yield is high at the surface, as there is
much deuterium, and it is also high at a certain depth in the sample when the ions
are slowed down to 630 keV.
While the resonance method described above utilizes only the total number
of detected protons, another approach to obtain the depth profile is to use the
information obtained from the shape of the proton energy spectra. To get a depth
profile for a large depth range several incident energies must be used as well. By
combining the informations from multiple spectra a D-depth profile can be determined
[6], [12]. To derive the most probable depth profile simultaneous fitting of all measured
α and proton spectra is executed using SIMNRA with the help of the program
NRADC [7]. This method of depth profiling was used and investigated in this thesis.
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Chapter 3
Influence of Reaction Kinematics
on the Depth Resolution
For depth profiling with ion beam analysis it is necessary to link the energy to the
depth where the reaction occurs.
When the incident beam is passing the target it is loosing energy on the way in
and on the way out. There is an energy difference of ions which are scattered from
the same atom species at the depth x and at a depth x+ dx. The difference in the
scattered energy of an ion scattered at the depth x and an ion scattered at a depth



























)out are energy losses of incident and exit beams with depth
[11]. The cosinus terms can be deduced from the geometry. So the first summand
is the energy loss of the incident beam on the way into the sample, and the second
summand is the energy loss on the way out from the sample.
This can be written shorter with the energy loss factor [S], also called effective
stopping power:
dE = [S]dx. (3.2)
A minimum energy difference δE can be resolved by the detector system therefore
a minimum depth difference can be resolved either, this is called depth resolution.
When the energy difference dE is equal to the system resolution δE then δx is the
smallest detectable depth difference. Using equation 3.2 one can write for the depth





With this equation the depth resolution of the system was deduced [11].
23
The topic of this thesis is the optimization of the depth resolution for depth
profiling with the D(3He,α)p reaction. For optimizing the depth resolution it is
essential to take into account all physical processes which limit the depth resolution
and to consider how the kinematics influences the depth resolution.
The question is, if there exists a unique reaction angle which optimizes the depth
resolution at all depths and at all incident energies. While there is always one
reaction angle optimizing the depth resolution at one specific depth for one specific
incident energy, it is a priori unclear if these reaction angles are identical in all cases,
i.e. if there exists a global optimum angle.
To answer this question the processes which cause the energy spread δE in
equation 3.3 have to be considered carefully. The main processes limiting the depth
resolution are energy loss straggling, multiple scattering , geometrical spread [6] ,
compare section 2.4.
Figure 3.1a shows the individual contributions to the depth resolution for D-depth
profiling for a proton detector situated at 135◦ in a low Z-material (Carbon) and
figure 3.1b for a high Z-material (Tungsten) [6]. The processes are added quadratically
as they are statistically independent.
In figure 3.1 it can be seen that geometrical straggling dominates close to the
surface and multiple scattering contributes most in depth to the depth resolution.
These two mechanisms are also called angular spread compare section 2.4.
Angular spread has the strongest influence in limiting the depth resolution. Other
mechanism limiting the depth resolution can be neglected. For small ∆, which is








To get the depth resolution the effective stopping power [S] needs to be calculated
according to equation 3.3. For this the energy loss of the particles with depth is
important. To calculate the stopping power the energy change of the proton ∆Ep is
needed. The 3He ions have at the surface of the sample a higher energy than deeper
in the sample. So a proton produced in the reaction occurring at the sample surface
has a different energy than the proton which was produced in a certain depth in the
sample, see figure 3.2.
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(a) Depth resolution for Carbon.
(b) Depth resolution for Tungsten.
Figure 3.1: Contribution of different mechanism to depth resolution for a proton
detector situated at 135◦ [6].
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Figure 3.2: Illustration shows the energy loss in the sample
As mentioned, for reaction angles larger than 120◦ inverse kinematics applies.
Due to this a proton produced deep in the sample will have a higher energy than a
proton produced at the sample surface.








Sin is the first summand in equation 3.1 and describes the energy loss of the
3He on the way into the sample multiplied with the kinematic factor ∂Ep
∂E3He
for the
nuclear reaction. So the first summand describes the proton energy change with
changing depth where the nuclear reaction occurred. In most cases ∂Ep
∂E3He
is between
0.5–2 MeV for incident energies below 6 MeV.
Sout · ∆x is the energy loss of the proton on the way out of the sample. The
energy loss Sout is small as the outgoing particles are protons which have a smaller
stopping power than helium ions and their energy is high with 11 MeV- 14 MeV. At
all practical energies the following relation applies:
Sin & 28 · Sout.













With the energy spread from equation 3.4 and the effective stopping power from
equation 3.6 the depth resolution can be calculated with equation 3.3. Dividing the








∣∣∣∣∣ ∆S3He . (3.7)




by a slowly varying term ∆
S3He
. The proportionality factor consists of proton energy
differentiated with respect to reaction angle divided by proton energy differentiated
with respect to incident beam energy. With this formula the optimum angle for the
detector, that means the angle at which the depth resolution will be smallest, can be
derived.
In chapter 2.2 the formula for the energy of the light product produced in an
inelastic collision was introduced, see equation 2.9. Figure 2.9 shows the proton
energy produced in the nuclear reaction D(3He, p)α for any incident energy and
reaction angle. The derivatives of the proton energy with respect to the reaction
angle and with respect to the 3He beam energy are shown in figure 3.3.
The best depth resolution will be achieved at incident energies and reaction angles
at which the proportionality factor ∂Ep
∂θ
will be smallest.
To find this minimum one has to look for the minimum in the numerator. In
figure 3.3a it can be recognized that the minimum for ∂Ep
∂θ
is at 180◦ for all energies.
The best depth resolution will be at the maximum of the denominator ∂Ep
∂E3He
.





one gets the proportionality factor from equation 3.3. This
is plotted in figure 3.4.
The minimum of the surface is the minimum of the depth resolution. It can be
recognized that the minimum is at an angle of 180◦. Another minimum occurs at an
reaction angle of 0◦ (not shown in the figures). This minimum is of no practical use
as it implies detection of the created protons through the target at 0◦. While this is
possible for thin foil targets it gets highly impractical for thick targets with typical
thicknesses in the range of 0.5-1 mm. Installation of the detector at 180◦ is difficult
because at 180◦ the incident beam is coming in, but the detector can be installed as
close as possible to 180◦.
With this the optimum angle for the detector was found. This angle is a global
optimum angle as it is optimal for all incident energies and at all depths.
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(a) Proton energy differentiated with respect to reaction an-
gle (keV/◦). This is proportional to the energy spread, see
equation 3.4.
(b) Proton energy differentiated with respect to incident energy.
Figure 3.3: Proton energy equation 2.9 differentiated a) with respect to reaction
angle and b) incident 3He energy
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Figure 3.4: Proton energy differentiated with respect to reaction angle divided by




Before presenting the results of the measurements of the cross sections and the depth
resolution a short overview is given about the experimental facilities used.
4.1 Tandem Accelerator
All measurements were performed in the ion beam analysis lab of the Plasma Edge
and Wall division E2M at the Max–Planck–Institut fu¨r Plasmaphysik, see figures 4.1,
4.2.
Figure 4.1: Tandem accelerator with beam lines to the experiments at IPP.
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The ion beam was generated by a 3 MV tandem accelerator from the High Voltage
Engineering company. In a tandem accelerator the accelerator voltage is used twice
for acceleration of charged particles. This can be done when the entrance and exit of
the accelerator tube are close to ground potential while in the middle of the tube
there is a high voltage terminal. The ions to be accelerated have to change their
charge state during acceleration which is achieved in a so-called stripper channel at
the high voltage terminal.
Figure 4.2 shows the schematic view of the accelerator.
Negative ions are entering the accelerator tube and are accelerated by the voltage U
(region C in figure 4.2). Then they enter the region D (figure 4.2) where electrons are
stripped from the ions by collisions with N2 molecules. Being now positive the ions
are accelerated again in the region E (figure 4.2) by the voltage U. The ion beam is
directed towards the specific experiment by the switching magnet [5]. The accelerator
has two ion sources: a cesium sputter ion source and a radio frequency (RF) ion
source. The latter was used for producing the 3He beam. In the RF ion source a
3He plasma is created by a RF voltage and the created 3He+ ions are accelerated
by a bias voltage towards the accelerator tube. For acceleration negative ions are
needed. For this the positive ions pass through a Lithium vapour cell and some of
them catch additional electrons. The negative ions are then accelerated to the tube.
The injection magnet is for charge selection [5].
To adjust the energy of the incident particles the accelerator terminal voltage has
to be calibrated. This is done by using nuclear reactions having sharp resonances in
their cross section at certain energies. The resonances in the cross section are visible
in the detected spectra as higher signal peaks. Obviously the channels at which the
increased signal peak appear are at the resonance energy and with this the channel
number can be connected to the real ion energy and the accelerator terminal voltage
[15].
The accelerator terminal voltage was calibrated for protons with the 27Al(p,γ)28Si
resonances at 992 and 1380 keV. The beam energy spread is below 0.1% for protons
at 1000 keV and it can be assumed that the spread is of the same order for higher
energies. For 4He ions the accelerator terminal voltage was calibrated with the
16O(α, α)16O reaction. The adjusted energy by the operators is the same as the ion
energy deduced from the spectra within 0.4%-0.5%. Hence the 3He is an Helium
isotope it will behave very similar and it can be assumed that the calibration is also
valid for 3He ions [15].
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Figure 4.2: Tandem accelerator with beam lines to the experiments at IPP. The
orange line is the way of the 3He ions to the experiment used in this thesis [8].
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4.2 RKS-Setup and Detectors
Figure 4.2 shows the beam lines from the accelerator to different experimental
setups. All measurements performed in this thesis were done at the RKS-setup
(Ru¨ckstreutopf), see figure 4.3. The RKS is a scattering chamber with detectors
for RBS, NRA and Elastic Recoil Detection. The RKS is intended for the analysis
of small samples. It has a loadlock which allows to introduce the sample without
breaking the vacuum and a manipulator for moving the samples.
It contains:
• A detector at 165◦ for detection of backscattered particles,
• A detector at 102◦ for detection of α particles produced in a nuclear reaction,
• A detector at 135◦ intended for detecting the protons produced in a nuclear
reaction,
• An annular detector at 175◦ for detection of the protons produced in a nuclear
reaction,
• A detector at 30◦ for Elastic Recoil Detection [15].
All installed detectors are semi-conductor detectors with different depletion depth
according to their intended application.
The RBS detector at 165◦ is located at a distance of 64.1 mm from the target.
The geometrical solid angle resulting from the slit area and target distance is 1.17 msr.
The solid angle resulting from calibration measurements is 1.101 msr. Its depletion
depth is 504µm [15].
The detector located at an angle of 135◦ has a parabolic slit with a slit width
of 3 mm and a height of 17 mm. The detector- target distance is 37.3 mm. The
geometrical solid angle is 34.9 msr and the measured solid angle is 29.18 msr. The
detector’s depletion depth is 2000µm [15].
The detector at an angle of about 175◦ is an annular detector with a depletion
depth of 2000µm. Annular means it has hole in the middle for the incident beam,
see. Figure 4.4. The detector target distance is 84 mm. In front of the detector an
additional aperture is installed to guaranty that the particles reaching the detector
will only hit the semi conductor area. During the course of this master thesis two
different apertures were installed. The first aperture had an inner diameter of
11.8 mm and an outer diameter of 17 mm. Its geometrical solid angle was 16.3 msr.
The reaction angle in the laboratory system resulting with the aperture is 175.1◦.
To achieve a larger geometrical solid angle but maintain that every particle reaching
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Figure 4.3: Top view inside the RKS setup with all detectors [15].
the detector will hit the active surface of the detector a new detector aperture was
installed. This new aperture has an inner diameter of 7 mm and an outer diameter
of 16 mm. Its geometrical solid angle is 22.9 msr and its experimental solid angle is
17.5 msr. The reaction angle with this aperture is slightly larger, namely 175.9◦. The
reaction angles of the annular detector specified above are not averaged angles but
are means weighted with the active surface of the detector [15]. This small differences
in the reaction angles are not essential for the measurements performed.
In front of the proton detectors Mylar absorber foils are installed to stop the
backscattered 3He ions.
The foil in front of the 135◦ detector consists of a 12µm thick Mylar layer coated
with 10 nm gold and a 5µm thick nickel layer.
In front of the annular detector at 175◦ a foil with 50µm thick Mylar layer and
50 nm Au film is positioned. The Au is facing the target. Only high-energetic protons
created in nuclear reactions can penetrate the absorber foils [15].
To determine the collected charge during measurement the beam current is
monitored. For this purpose the target holder is at ground potential. As charged
beam particles hit the target the generated current between the target and the
grounded electrode is measured. To prevent secondary electron emission from the
target, the target holder is surrounded by a negatively-biased Faraday shield. The
negatively-biased Faraday shield is surrounded by a second Faraday shield which is
at ground potential to shield the electric field.
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Figure 4.4: The annular detector at 175◦.
4.3 Plasma-Deposition Device
Thin a-C:D layers were used as deuterium containing reference targets.
They were grown in the KESCABO plasma deposition chamber. KESCABO uses
a so-called assymetric capacitively coupled discharge.
To get a pure hydrocarbon layer by plasma deposition a base vacuum in the
process chamber of less than 10−4 Pa is needed. This pressure is reached using a
turbo molecular pump backed by a rotary pump. As source gas CD4 (purity of
99.95%) is introduced into the chamber at a pressure of 2 Pa. The central substrate
holder acts as one electrode while the whole grounded chamber wall acts as second
electrode. Substrates are placed on the stainless steel substrate holder (13.5 cm in
diameter) connected to a radio frequency (RF) power supply and matching network
(13.75 MHz). A plasma is generated. The electrons are accelerated in the electric
field. Because of the small mass of the electrons they reach higher velocities than
the ions and often collide with neutral atoms ionizing them. Thanks to the electron
avalanche the plasma is self-sustaining.
The RF power is adjusted such that the substrate builds up a self-bias potential
of about -300 V. As the substrate is negatively biased the positive ions are accelerated
towards it and as hydrocarbons are highly reactive they condense on the surface
composing a dense hydrocarbon layer [16],[17],[18]. In this device the deposition rate
was about 5 nm/min.
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Figure 4.5: The plasma depostion device KESCABO at IPP
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4.4 Sputter-Device
Al, Mo, W thin films were sputter deposited on a-C:D/Si plates in the commercial
magnetron sputter device Denton Discovery 18.
As in KESCABO also a base vacuum in the process chamber of less than 10−4 Pa
is needed to get pure layers. This pressure is reached using a roughing and a
turbo pump and additionally a liquid nitrogen cold trap. The device is a so-called
magnetron sputter device which means that a magnet behind the sputter target traps
the electrons causing a plasma amplification near the target. It allows direct-current
DC and RF operation. For the depositions for this thesis DC plasma was used. The
targets are arranged confocal to the substrates and the substrate plate is rotating
during deposition. With this arrangement surfaces up to 15 cm in diameter can be
homogeneously coated. Ar is used as source gas for sputtering because it doesn’t
react chemically and provides large sputter rates [16], [18],[19]. A pressure of 1 Pa
is applied. Depending on the material a voltage in the range of 300 W- 500 W is
applied between the sputter target (cathode) and the chamber wall (anode). The
substrate holder is on floating potential.
Like in the plasma deposition the plasma is self-sustaining due to the electron
avalanche and many ions hit the target surface with high energy. The ions hitting
the target surface cause a collision cascade and target atoms are sputtered. Due to
geometry the target atoms fly towards the substrate and condense on it.
The deposition rate depends linearly on the power of the glow discharge for the
materials and powers applied [16], [18],[19].
The samples were exposed to air between the deposition steps. The etching before
the actual deposition minimizes the oxidation of the layers due to air exposure.
Figure 4.6: The sputter device at IPP.
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Figure 4.7: Scheme of the sputter device process chamber [20]
.
4.5 Laser Scanning Confocal Microscopy
A laser scanning confocal microscope is a light microscope which has a better optical
resolution as a conventional microscope due to eliminating of unfocused light with a
pinhole.
In a conventional light microscope a large part of the sample is simultaneously in
the light cone. The light is detected not only from the focused part of the sample
but also from the unfocused one. This limits the resolution of the image.
The laser scanning confocal microscope uses coherent light of a laser and illu-
minates only one small point on the sample. To get an image of the whole sample,
the sample is scanned laterally. The illuminated point at the sample is in a focal
conjugate plane with a pinhole in front of the detector (confocal), meaning only light
from the focused area of the sample is reaching the detector. The light from the
unfocused area is filtered out with the pinhole. Due to this a confocal microscope
achieves a better lateral optical resolution than a traditional light microscope. To
receive an image not only from one focused plane of the sample several images of
different planes are taken using different pinhole apertures and are stacked together
giving an highly resolved image. With this an image is obtained which carries a 3D
information about the sample [21],[22].
The device used was LEXT OLS 4000 from the company Olympus. It can operate
as laser scanning confocal microscope with a 400 nm laser and it can also operate as
traditional optical microscope.
With this microscope images of the samples were recorded in the laser scanning
confocal mode. Due to the good depth resolution of the images the roughness of the
sample surface was deduced.
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Figure 4.8: The Olympus confocal microscop at IPP.
4.6 Profilometer
A tactile profilometer is a device to determine the profile of a surface. The profilometer
Dektak 8M from the company Veeco was used to determine the layer thickness of
the samples.
It has a thin diamond pin with a radius of about 0.25µm which is moved laterally
across the sample over a certain distance with a specified contact force. The resulting
amplitude of the pin while scanning the sample gives the surface profile [23]. This
experimental device was used to determine the layer thickness of the samples by
scanning across the step edges created either by covering a part of the sample with
kapton tape or premanent marker.
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Chapter 5
Cross Section for the Nuclear
Reaction D(3He,p)α
For nuclear reaction analysis (NRA) the differential cross section at a specific reaction
angle is needed. Unfortunately most of the existing data in literature are limited to
maximum 3He energy of 2.5 MeV.
Mo¨ller and Besenbacher measured very precisely the total cross section for this
reaction by comparing to the D(d,p)T reaction, achieving an accuracy for the fitted
total cross section of 4% for energies from 0.2 MeV to 1.25 MeV and an accuracy of
5% for energies up to 2.5 MeV [14].
Bosch and Hale used an energy dependent formula and the Pade´ polynomial
expansion to represent the total cross sections resulting from R-matrix calculations
from 1979. The Bosch/Hale fit to the total cross section is valid in the lab energy
range 0.75 to 12000 keV [24]. Nocente derived formulas based on Bosch and Hale
and conducted several fits to experimental data for the angular dependence, thus
allowing deriving the differential cross section at any angle [25].
To check this theoretical prediction and to obtain precise differential cross section
data, measurements in the energy range from 0.25 MeV to 6 MeV were conducted at
laboratory angles of 135◦ and 175◦.
5.1 Measurements of the Cross Sections
To determine the cross section, energy spectra of the protons from the D(3He,p)α
nuclear reaction were recorded for different energies from 0.25 MeV to 6 MeV at
reaction angles of 135◦, 175◦.
For the cross section measurements an already prepared sample was used. As
deuterium-containing target a dense, plasma–deposited amorphous deuterated thin
hydrocarbon (a-C:D) film on single crystalline silicon (100) substrates was used.
The thickness of the film was known to be 50 nm from measurements with tactile
profilometry. The D/(C+D) ratio was assumed to be about 0.34 —consistent with
a-C:H films deposited under the same conditions [26]. A 8.5 nm thick Au film was
evaporated on the a-C:D film to make a dose correction of 3He ions via RBS. All
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measurements were performed on one sample. The thickness of the Au film was
determined by RBS at three points of the sample. The thickness homogeneity of the
Au film was better than 99.5%. The cross section was measured at two laboratory
reaction angles.
Because of the stopper foils in front of the proton detectors only high-energetic
protons created in nuclear reactions can reach the detectors. For the sample used the
high energetic protons from D(3He,p)α, from the 12C(3He,p)14N, from the 13C(3He,
p0,1,2)
15N and from the 28Si(3He, p0,1,2,3,4)
30P reactions reach the detector. Protons
from the 13C(3He,p)15N reaction can overlap with protons from the D(3He,p)α
reaction at some incident energies [12]. However, as was already shown in [12], the
amount of these protons is insignificant for this type of samples.
In figure 5.1-5.3 three typical proton energy spectra with the signal peak around
12 MeV can be seen. In figure 5.1 the spectrum at incident energy of 1000 keV is
shown. Only protons from D(3He,p)α reach the detector at this energy. For energies
higher than 1.6 MeV it is clearly visible that beside the signal peak also proton peaks
from the nuclear reaction 12C(3He,p0,1,2)
14N appear, as shown in figure 5.2 for an
incident energy of 2.0 MeV. Protons from the 28Si(3He, px)
30P reaction begin to
appear in the spectra at energies above 3 MeV see figure 5.3 for an incident energy of
4 MeV. At energies above 5.6 MeV these protons start to overlap with the signal from
the D(3He,p)α reaction. Therefore at these energies measurements with a silicon
substrate start to become impossible.
The cross sections at 135◦ and 175◦ were measured simultaneously in the same
setup. An analyzing dose of 5µm C was collected for each data point. To minimize
the influence of deuterium depletion due to ion-bombardment induced desorption,
different spots on the target were used at each energy. For each proton spectrum the
background was determined and subtracted.
Coincidentally to all NRA measurements backscattered 3He ions were detected by
the RBS detector at a scattering angle of 165◦. The cross section for backscattering of
3He from Au follows Rutherford’s formula at all used energies [27]. The backscattering
signal from the Au layer was used to minimize possible errors of the beam current
measurement. The beam current was measured using a negatively biased Faraday
shield. With the measurement of the beam current the dose of 3He ions is set. This
dose measurement is not accurate enough. To be sure that for every measurement
point the same dose was collected a dose correction was done with the RBS spectra.
At one measured spectra the Au peak was simulated with SIMNRA to have the
same number of counts as the measured Au peak. For the other spectra the ratio
of the simulated peak counts from this one spectrum and the real peak counts in
the present spectra was calculated. The deviation of this ratio from one was the
difference in the current measurement and what follows in the dose. The deviation
was lower than 4.5% for all energies. By multiplying the signal counts with the
corresponding ratio the dose was corrected.
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To derive the cross section from the energy spectra the fact that the number of
detected protons is proportional to the cross section was used. For every spectrum
the numbers of counts of the proton signal peaks were determined. Plotting the
count integrals versus the mean energy in the a-C:D layer gives the relative shape of
the differential cross section.
To get the mean energy in the a-C:D layer the thicknesses of the gold layer and
a:C-D layer are needed. The thickness of the gold layer is known from the RBS
spectra. With the knowledge of the cross section at 135◦ from [12] and the D/(D+C)
ratio of the a-C:D film [26] the thickness of the a-C:D layer was determined from the
proton peak at 135◦. To obtain the mean energy the energy loss in the gold film and
half of the energy loss in the a:C-D layer was subtracted from the incident energy.
The energy loss is between 6.5 keV for the highest incident energy and 17.1 keV for
the lowest energy. With this the relative shape of the differential cross section for
the two angles was measured.
The statistical uncertainties of the individual measurement points are the square
roots of the count integrals of the signal peak, the background counts and the Au
signal peak (Poisson distributions). The total uncertainty is the quadratic sum of
these uncertainties as they are statistically independent. The uncertainties at 135◦
are between 0.8% and 4.2%. The uncertainty range at 175◦ angle we get uncertainties
between 1.3% and 4.3%.
To convert the relative measurements into absolute values in milibarn/steradian
the total cross section in the center of mass system from Mo¨ller and Besenbacher
was used.
The Mo¨ller Besenbacher cross section fit has an unsurpassed absolute accuracy
of 4% [14]. As the differential cross section in the center of mass system is angle
independent for energies below 0.6 MeV and its angle dependence is smaller than
4% between 0◦ and 90◦ for energies up to 1.7 MeV [28] the differential cross section
was derived for low energies (≤1.2 MeV) [12] for any angle just by dividing the total
cross section of Mo¨ller, Besenbacher by 4pi in the center-of-mass system. In the next
step this differential cross section was converted to the laboratory frame for the two
desired reaction angles.
As having now the differential cross section in the lab system for energies lower
than 1.2 MeV the experimental data were fitted with a least square fit in the low
energy range from 0.5 MeV to 1.2 MeV and the absolute values for the experimental
data were obtained. As the influence of the energy loss of the incoming 3He in the
a-C:D layer is more than 4% for low energies the fit was restricted between 0.5 and
1.2 MeV. The results for the 135◦ and 175◦ reaction angles are shown in figure 5.4a,
5.4b. Figure 5.4a shows besides the measured data in this thesis already published
experimental data [12]. One can see that they agree within their error bars. This
verifies the measured data at 135◦ and at 175◦ as the measurements were done
coincidentally.
To obtain the total error of the individual points the 4% uncertainty resulting
from the accuracy of Mo¨ller/ Besenbacher has to be added quadratically to the errors
described above. Table A.6 in the appendix gives the results for the differential cross
sections with the total errors in percent.
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Table 5.1: Fit parameters for the two angles.
To get from these data points a smoothed curve for the cross section for all
energies that can be used by simulating programs like SIMNRA, the data points
were fitted by the equation 5.1 from [29]. The fit parameters for each detector are
listed in table 5.1.
y = A0
(
xA1(A2 · exp(A3x) + A4)
xA5 + A2 · exp(A6x) + A7
)
. (5.1)
With x being the energy in MeV.
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Figure 5.1: Proton energy spectrum at an 3He incident energy of 1000 keV with the
proton signal peak around 13 MeV in the 135◦ proton detector. The energy spectra
from the annular detector look qualitatively similar.
Figure 5.2: Proton energy spectrum at 3He incident energy of 2 MeV with the proton
signal peak around 12.5 MeV from the 135◦ proton detector. The three proton peaks
on the left are protons from the nuclear reaction 12C(3He, p0,1,2)
14N .
Figure 5.3: Proton energy spectrum at 3He incident energy of 4 MeV with the proton
signal peak around 12 MeV from the 135◦ proton detector. Additional background
from the nuclear reaction 28Si(3He, px)
30P appears in the spectrum. Proton peaks
from 12C(3He, p0,1,2)
14N are also visible.
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5.2 Comparison of Data with Theoretical Predic-
tions for Differential Cross Section
Nocente et al. provides a formula for the differential cross section of the D(3He,p)α
reaction based on fits to several data sets and the total cross section parametrizations
from Bosch and Hale [24], [25].
The differential cross section dσ
dΩ
is described depending on the energy in the























θp: reaction angle of the proton in the center of mass system
E: energy in the center of mass system
Pl: Legendre polynomials
αlk: coefficients describing the energy dependence of the
Legendre coefficients, obtained by fitting to data see [25]
σ(E): total cross section
A detailed discussion of this formula and the values of the parameters αl,k, a0
can be found in [25]. σ(E) is the total cross section for which the Bosch/Hale’s
parametrization is used [24]. The parametrization consists of an energy dependent








E: Energy in the center of mass system
BG: Gamov constant
S: S-function
The S-function is described by Pade´ polynomials.
S(E) =
A1 + E(A2 + E(A3 + E(A4 + EA5)))
1 + E(B1 + E(B2 + E(B3 + EB4)))
. (5.5)
This parametrization fits the total cross section which results from R- matrix cal-
culations from 1979 [24]. For detailed information and values for the constants see
[24].
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Bosch and Hale give two parameter sets for A1-A6 and B1-B4 depending on the
cm energy. There is one parameter set for center of mass (cm) energies from 0.3 keV
to 900 keV which corresponds to 0.75 keV – 2250 keV for the 3He incident energy in
the laboratory frame. The other parameter set is for cm energies up to 4800 keV
which corresponds to 12000 keV in the lab frame.
With this formulas and parametrizations of the two publications the differential
cross sections for the D(3He,p)α reaction at energies in the laboratory frame between
0 keV and 6000 keV for 135◦ and 175◦ reaction angles were calculated. These
theoretical results are compared to the data points measured within this thesis in
figures 5.4a, 5.4b.
It can be seen that Nocente’s theoretical curve fits the experimental data for
higher energies well. A good description with Nocente’s differential cross section is
achieved from 1400 keV at 135◦ and even from 1200 keV at 175◦. For lower energies
differences between the differential cross section from Nocente and the experimental
data points are clearly visible. The maxima of both cross sections are not at the
same energy, and for lower energies the data points deviate from the theoretical
curve. Nocente’s cross section is shifted significantly to higher energies at all angles.
This shift is not so clearly visible at 135◦ but is significant at 175◦. For 175◦ it is
even up to 80 keV.
If the experimental data are fitted to Nocente’s differential cross section for
energies between 450 and 600 keV the data won’t fit at higher energies with a
deviation of up to 30%.
The question arises whether the parametrization from Bosch and Hale, which was
used by Nocente et al. is incorrect for low energies, or if Nocente’s et al. conversion
to differential cross section is faulty. To answer this question the total cross section
from Bosch/Hale is compared to the total cross section from Mo¨ller/Besenbacher in
figure 5.5.
It can be recognized that the two cross sections are shifted versus each other
at energies below 1200 keV and that the maxima occur at slightly different ener-
gies and have different values. This means that the differences in the differential
cross sections originate from the parametrization from Bosch/Hale which does not
represent the experimental values adequately at low energies. The Bosch and Hale
parametrization is based on R-matrix calculations which are based on experimental
data before Mo¨ller/Besenbacher data were measured. It can be recognized that
Mo¨ller/Besenbacher describe for low energies the experimental data more adequately
than the parametrization of Bosch and Hale.
A combination of Mo¨ller/Besenbacher at energies below 900 keV with Nocente’s
expression at higher energies provides a good fit to the experimental results obtained
in this thesis. With this the values of the differential cross section for every angle
can be estimated.
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(a) Differential cross sections at 135◦
(b) Differential cross sections at 135◦
Figure 5.4: Comparison of differential cross section.
Red points: measured data points
Blue points: measured data points from [12]
Green line: differential cross section derived from Mo¨ller/Besenbacher
Yellow: uncertainty of Mo¨ller/Besenbacher
Black line: calculated differential cross section from Nocente
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Figure 5.5: Comparison of the total cross section of Bosch/Hale with the total cross




The depth resolution of a detector system is the energy spread divided by the effective
stopping power of the material.
For measuring the energy spread, a sample is needed with a deuterium containing
layer which has a sufficiently small thickness so that the energy spread due to the
layer thickness is small compared to the energy spread caused by all other processes.
In the ideal case the proton peak in the energy spectrum should be infinitesimally
thin for such a thin layer. However, practically the peak will always have a finite
energy width due to the finite energy resolution of the detector system and due to
energy spread processes in the sample. This peak width is the energy spread of the
system.
To get the energy spread in different depths and materials, samples were prepared
with a thin D- containing layer buried under different materials with different
thicknesses.
To obtain the depth resolution from the peak width the energy spread was
divided by the effective stopping power of the material. The effective stopping power
was calculated by the simulating program SIMNRA. Finally the depth resolution
was calculated by SIMNRA and the theoretical predictions were compared to the
experimental results.
6.1 Prepared Samples
As deuterium-containing target a dense, plasma- deposited amorphous deuterated
thin hydrocarbon (a-C:D) film was grown at KESCABO on three crystalline silicon
(100) substrates. The parameters for the deposition were chosen on the basis of
preceding depositions and are given in appendix A.2 table A.2.
The Si wafer was sputtered with Ar atoms for about 55 min in KESCABO in
order to achieve a better adhesion between the a-C:D layer and the Si wafer. The
D/(C+D) ratio was about 0.34 consistent with a-C:H films deposited under the same
conditions [26]. In order to be able to measure the layer thickness by profilometry a
wide line was painted on the wafer with a permanent marker to get an edge between
the Si and the a-C:D layer. After deposition the permanent marker was removed
with alcohol leaving an edge between the a-C:D and Si.
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The thickness of the film was measured with a tactile profilometer to be 79±
8nm. As all three substrates have identical interference colors the thickness variation
between these three samples is below 10%.
The areal densities of the a-C:D layers on the three Si- samples were determined
by means of NRA with D(3He,p)α. The energy calibration for this measurement was
performed with methods B and C, see chapter 2.5. The areal density was deduced
with the help of the SIMNRA program. Experimental conditions, energy calibration,
detector parameters, experimental geometry and D/(C+D) ratio were entered in
SIMNRA. Then a spectrum was simulated for several different densities and was
fitted to the measured spectrum. In table 6.1 the thicknesses and areal densities
of the a-C:D layers are listed. It can be seen that the areal density varies by not
more than about 10% as it can be expected due to the same interference colors of
the layers.




a-C:D sample 1 79 nm ± 10% 1294.795 · 1015 at
cm2
a-C:D sample 2 79 nm ± 10% 1180.991 · 1015 at
cm2
a-C:D sample 3 79 nm ± 10% 1318.605 · 1015 at
cm2
Table 6.1: Thicknesses of a-C:D layers
To measure the depth resolution in various materials the a-C:D layers were
covered with different metal layers.
Aluminum was chosen to represent a low Z material, molybdenum was the
representative for a medium Z material and tungsten represented a high Z materials.
Layers with lower Z than Al (for example carbon layers) could not be used because
it is not possible to produce µm thick carbon layers at IPP.
To determine the depth resolution in different depths, samples with different layer
thicknesses of these materials were created. On a-C:D sample 1 Al was sputter
deposited. Mo covered a-C:D sample 2 and W was deposited on a-C:D sample 3.
The layers were deposited on the a-C:D films in the sputter device. Figure 6.1 shows
a schematic view of the samples.
The nominal material thicknesses of the layers were approximately 0.5µm, 2µm,
5µm, 8µm. Additionally a 11µm thick Al layer was deposited.
Figure 6.1: Schematic view of a sample
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The parameter for the sputter depositions were chosen on the basis of preceding
depositions. For deposition of Al a DC-power of 500 W was set. For deposition of
Mo and W DC mode with 200 W was used. The Al and Mo deposition rates were
not known previously. Due to this, these were determined in a test deposition. In
this test depositions Al and Mo were sputter deposited on Si. Al was deposited
for 15 min with 500 W and Mo was deposited for 100 min at 200 W. A part of the
samples were pasted up with tape on one side in order to be able to measure the
thickness of the metal layers. After deposition the tape was removed and due to
the remaining edge the thicknesses of the Al and Mo layers were measured with
tactile profilometry. With the knowledge of the thickness and deposition duration
the deposition rate was estimated by assuming a constant deposition rate.
In order to achieve a better adhesion between the a-C:D layer and the Mo and
W-layers the a-C:D was sputtered with Ar for 1 min before the actual deposition
started. This process is called etching and removes impurities from the film surface.
This ensures that the a-C:D layer is clean and improves the adhesion. The detailed
parameters of the sputter processes are given in A.3 in tables A.3-A.5.
To be able to measure the thickness of the layers with a tactile profilometer a
part of the samples was pasted up to have an sharp edge between the a-C:D and
the sputtered layer. The measured thicknesses are tabulated in table 6.2. The
error is in the worst case about ±50nm. This error contains the uncertainty of the
measurement by the profiler and also the uncertainty resulting from the fact that
the edge was not sharp enough in some cases.
The areal density was determined by means of RBS with 3He as incident ions
and in an additional RBS measurement with protons as incident ions. The energy
calibration was performed for the RBS with 3He ions by method B, chapter 2.5
using the energy spectra at different energies. The energy calibration for the set
of measurements with protons was performed with the calibration target at two
different energies, method A, chapter 2.5. The mean values of both measurements
are given in table 6.2. The error is estimated to be ±300 · 1015 at
cm2
in the worst case.
This error was estimated as the scatter of the individual measurements. With the
thickness measured by the profilometer and the areal density measured by RBS,
the atomic density in at
cm3
of the layers can be deduced. The experimental density
deviates from the elemental density within 12%, see table 6.3.
It is well known that layer deposition by sputtering can create strongly distorted
layers with lower atomic densities. Moreover, small amounts of the sputter gas Ar
can be incorporated in the layers, thus further reducing the atomic density [30].
From the RBS spectra also the oxygen concentration in the layers was determined.
While low concentrations of oxygen are not directly visible in the spectra, the height
of the RBS peak will decrease if oxygen is contained in the layer. From this reduction
in height the oxygen concentration can be calculated, compare to equation 2.5. In
practice the oxygen content of the layers is fitted with SIMNRA. Only for the RBS
measurement with protons at the Mo samples the oxygen peak was directly visible
and could be determined directly from the oxygen peak. For all other samples the
oxygen peak overlapped with other peaks. In these cases the oxygen concentration
was derived from the decrease of the height of the metal peak as described above.
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The mean values of the determined oxygen concentrations are shown in table 6.4.
For the three Al layers with 4, 7, 11µm the oxygen concentrations could not be
deduced from the RBS spectra because the signals from Si and Al overlapped. The
absolute error in the oxygen concentration determination is ±2.5% (meaning for an
determined oxygen concentration of 12% the uncertainty range is between 9.5% and
14.5%) and in the worst case it was ±5%.
Sample Nominal Measured Areal density
thickness (µm) thickness (µm) (1015 at
cm2
)
Al 0.5 0.40 2000
Al 2 1.89 10100
Al 4 4.15 22100
Al 7 6.73 35800
Al 11 11.09 59000
Mo 0.5 0.46 2700
Mo 2 1.88 10200
Mo 5 4.85 27500
Mo 8 7.61 42600
W 0.5 0.49 3100
W 2 1.98 12800
W 5 4.93 31800
W 8 7.74 48600
Table 6.2: Thicknesses of the deposited metal layers. The measured thickness was












Al 5.324 6.024 0.88
Mo 5.645 6.409 0.88
W 6.413 6.319 1.02






termined with RBS in %
Al 0.5 5
Al 2 4
Al 4 not determined
Al 7 not determined









Table 6.4: Oxygen amount in the layers
6.2 Roughness of the Samples
As explained above for a very thin a-C:D layer the width of the proton peak in the
NRA spectra is the sought energy spread. This is, however, only true for perfectly
smooth layers. If the layers are rough, i.e. if the layer thickness varies, then the
incident and outgoing particles pass through different thicknesses. This causes an
additional energy spread of the proton peak.
It is therefore important to know whether the roughness of the film influences the
peak width significantly, i.e. the layers must be sufficiently smooth that the influence
of roughness is smaller than the influence of all other energy spread mechanisms.
For this the roughness has to be measured. This was done with the help of confocal
microscopy. An image was taken of each sample surface with a 50 x objective. In the
next step surface profiles were generated by the microscope software at ten different
lines on the sample, see figure 6.2.
The roughness is defined as the FWHM of the deviation of the real surface profile
from a smooth surface. To get the deviation from the smooth surface a line was
fitted to the surface profile, see figure 6.2. Then the deviation from this line was
calculated for points at intervals of 125 nm. The absolute value of the deviation was
plotted in a histogram for every line. The ten histograms were added up and the
FWHM was deduced by fitting a Gaussian to the sum histogram, see figure 6.3.
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Figure 6.2: Example of a surface profile, here sample with ≈ 2µ m Al on top of
a-C:D on Si substrate.











Al 0.5 56 11
Al 2 273 51
Al 4 436 82
Al 7 794 149
Al 11 1408 264
Mo 0.5 41 7
Mo 2 76 14
Mo 5 173 31
Mo 8 250 45
W 0.5 51 8
W 2 129 20
W 5 367 57
W 8 555 88
Table 6.5: Roughness of the layers as determined by confocal microscopy.
In table 6.5 the roughnesses of the different samples is tabulated. The roughness
is typically of 2%–3% for the used samples.
To check whether this roughness changes the width of the proton peak a simulation
with SIMNRA for each sample was done:
The NRA spectra were simulated with the samples and their thicknesses as given
in table 6.2. One simulation set was performed assuming a smooth surface and
the other simulation set was done with the roughnesses listed in table 6.5. Both
spectra are shown in figure 6.4. For all samples the widths of the proton peaks were
identical within few percent. The additional energy spread due to the roughness is
therefore insignificant. The roughnesses were also determined from the RBS spectra
by simulating the width of the metal peaks. For rough layers the low energy edge
gets broader. The determined roughnesses for the Al and W layers were larger by a
factor of typically 3–4 than in table 6.5. To be sure that even this larger roughness
of the samples does not influence the widths of the peaks, simulations were carried
out with these roughnesses and were compared to the simulations without roughness.
As shown in figure 6.4 the FWHM changes only insignificantly even with these larger
roughnesses. Therefore it can be concluded that the influence of the roughness of
the metal layers are negligible for the depth resolution measurements.
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Figure 6.4: Example of a surface profile, here sample with ≈ 2µm Al
The structure of the samples surfaces was investigated by the scanning electron
microscopy (SEM) Helios from FEI company 1. Layer cross sections were obtained
using focused ion beam cross sectioning. For all images secondary electrons were
used. As can be seen in the SEM cross section images the thicknesses of the layers are
identical to the thicknesses determined with tactile profilometry compare table 6.1,
6.2. At some places of the Mo layer and W layer larger crystallites are observed, see
figure 6.5-6.7. These crystallites have a diameter of about 3-5µm and cover about 2%
of the surface area. These larger crystallites results in a high energy tail in the proton
energy spectra and do not change the width of the proton peak significantly. As
can be seen in the SEM images the lateral extension of the roughness is below 1µm.
This lateral extension is smaller than the beam spot size of the confocal microscope.
This might explain the different roughnesses observed by the confocal microscopy
and RBS measurements.
1The SEM images of the samples were taken by Mrs Matern.
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(a) Top view of the surface of the Al ≈ 2µm.
SEM image.
(b) Top view of the surface of the Al ≈ 2µm
with higher magnification. SEM image.
(c) Lateral cut of the Al ≈ 2µm. SEM image. (d) Lateral cut of the Al ≈ 2µm. SEM image
(cs= cross section).
Figure 6.5: SEM images of Al ≈ 2µm.
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(a) Top view of the surface of the Mo ≈ 5µm.
SEM image.
(b) Top view of the surface of the Mo ≈ 5µm
with higher magnification. SEM image.
(c) Top view of the surface of the Mo ≈ 5µm.
SEM image.
(d) Surface of the Mo ≈ 5µm. SEM image
(cs= cross section).
Figure 6.6: SEM images of Mo ≈ 5µm.
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(a) Top view of the surface of the W ≈ 5µm.
SEM image.
(b) Top view of the surface of the W ≈ 5µm
with higher magnification. SEM image.
(c) Top view of the surface of W ≈ 5µm. SEM
image.
(d) Lateral cut of the W ≈ 5µm. SEM image
(cs= cross section).
Figure 6.7: SEM images of W ≈ 5µm.
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6.3 Measurements and Results
For determining the energy spread, energy spectra of protons from the D(3He,p)α
nuclear reaction were recorded for each sample at different energies from 0.5 MeV
to 6 MeV with a step width of 0.5 MeV at reaction angles of 135◦ and 175◦. The
energy spectra with the proton detector at 135◦ and the annular detector at 175◦
were measured simultaneously in the same setup.
Coincidentally to all NRA measurements backscattered 3He ions were detected
by the RBS detector. The RBS spectra were used for the determination of areal
densities and oxygen concentrations of the layers, compare chapter 6.1.
To minimize the influence of deuterium depletion due to ion-bombardment induced
desorption, different spots on the target were used at each energy like in the cross
section measurements.
The NRA spectra are qualitatively very similar to the spectra from the cross
section measurements because in both cases very thin a-C:D layers were used, compare
figure 5.1- 5.3 chapter 5. In figure 6.8 the spectra from the sample with about 0.5µm
Al on a-C:D on Si are shown as example for incident energies of 1, 2.5 and 4.5 MeV.
As expected the peak is not infinitesimal thin due to the finite resolution of the
detector system: It has a certain energy width. This energy width of the peak is the
energy spread and is quantified with the full width at half maximum (FWHM) of
the peak. The energy width of the peak changing with energy as the energy spread
is energy dependent.
With the recorded spectra the energy spread can be determined for each sample
and incident energy. To determine the FWHM of the proton peak a Gaussian function
was fitted to the proton peak of each measured spectrum, compare figure 6.8 left
side.
The measured energy spread versus the incident energy is shown in figures 6.9
- 6.11 for the proton detector at 135◦ and the annular proton detector at 175◦.
Figure 6.9 shows the energy spread of the a:C-D sample and of the with Al coated
samples. Figure 6.10 shows the energy spread of the a:C-D sample and of the with
Mo coated samples. The energy spread of the a:C-D sample and of the with W
coated samples are shown in figure 6.11.
As can be recognized in figures 6.9 - 6.11 the energy spread for the annular
detector is lower than for the proton detector at 135◦ for almost all data points. This
confirms the calculation presented in chapter 3, where a smaller energy spread was
already predicted for reaction angles close to 180◦.
The energy spread for the annular detector is lower than for the detector at 135◦
for almost all energies and all samples. Only for some samples and at the lowest
incident energies the energy spread of the annular detector is the same or even higher
than the energy spread of the 135◦ detector, compare figures 6.9 - 6.11. This is
astonishing as in chapter 3 a global optimum angle at 180 ◦ for all depths and energies
was found. In chapter 3 the energy spread was assumed to be approximately the
angular spread, equation 3.4. It can be that this approximation is not justified for
the lowest incident energies as the energy loss increases with decreasing incident
energy and the energy loss is not contained in the approximation.
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To compare the measured energy spread to the theoretical predictions the NRA
measurements were simulated with SIMNRA using the correct experimental con-
ditions (detector aperture width, foil thicknesses, energy calibration...). The NRA
measurements were simulated with the same targets as used in the experiments, with
the thicknesses from tables 6.1 and 6.2 and the oxygen amounts from table 6.4.
The results of the simulations are also plotted in figures 6.9 - 6.11. The tendency of
the measured data points and the lines is very similar. The simulated energy spread
is somewhat lower in the whole energy range than the measured one meaning that
the simulations are too optimistic.
The difference between the simulations and the data points are lowest for the
a-C:D/Si samples, compare figure 6.9 - 6.11 first figure. This shows that in principle
the simulations are describing the energy spread well. The lower energy spread of
the simulated data may be explained with the fact that the simulation does not take
into account the roughness of the stopper foil in front of the detector. Thin foils
usually have a substantial roughness due to the manufacturing process [31]. This
roughness is, however, usually unknown and difficult to measure especially for the
used Mylar foils due to their sensitivity to ion irradiation.
At the other samples the differences are increasing with increasing thickness of
the deposited metal layer. The increase of the difference between the simulations
and the data points with thickness can’t be explained with the roughness of the
foil as the same foil was used during the whole measurement. This implies that the
depth dependence of the processes limiting the depth resolution is not fully correct
in the simulations.
It can also be recognized that for low energies and for high energies the differences
between the experimental data and the simulations are increasing. At the Al samples
this effect can be recognized at the higher energies, see figures 6.9b- 6.9e. At the Mo
samples this effect can’t be noticed at high energies but it appears at low energies
(figures 6.10b- 6.10e). At the W samples the effect is only visible at 0.5µm at higher
energies (figure 6.11b). That implies that the energy dependence of the processes
limiting the depth resolution is also not fully correct in the simulations.
Based on the measurements performed, it is impossible to state which processes
limiting the depth resolution are underestimated in the simulation and which of
them has an incorrect depth or energy dependence.
In some graphs it can be seen that there are experimental data points at the
lowest energies but the simulations did not calculate spectra for these energies. The
most probable reason for this effect is a slightly inaccurate stopping power in the
simulations. This inaccuracy only plays a role if the energy of the incident 3He
falls below the maximum of the reaction cross section. At these energies the cross
section decreases steeply to zero and small inaccuracies in the stopping power of the
3He ions can have a strong effect. For low energies the cross section of this nuclear
reaction falls fast to zero so if the stopping power is slightly wrong at these energies
it can happen that the simulation won’t calculate a spectra meaning all particles
are fully stopped in the sample but in the experiment there will appear a spectrum.
This happened for tungsten and molybdenum meaning that in these materials the
stopping power in the simulations is somewhat too high.
61
Still the energy spread in the simulations and the measured energy spread have a
similar energy dependence, in other words the simulations give reasonable predictions
for the energy spread.
The uncertainty of the simulations due to the uncertainty of the layer thicknesses
and oxygen amount can be estimated. This was done exemplary for four simulated
data points. The points are the simulated data of a-C:D/Si layer 3 at 500 keV (point 1)
and 5000 keV (point 2) and the data points for the sample 0.5µm W/a-C:D/Si at
1000 keV (point 3) and 5000 keV (point 4). The areal density of the a-C:D layer was
determined with an accuracy of 10%. The areal density of the metal layers has an
error margin of ±300at/cm2. The oxygen amount is known within ±5% in the worst
case. The uncertainties of the Gaussian fits and the detector resolution have an
uncertainty of 4.5% for each point.
To estimate the resulting uncertainties, the spectra were simulated with the layer
areal densities from table 6.3 adding the absolute uncertainty ±300at/cm2 and the
a-C:D layer areal density from table 6.1 adding ±10% and the oxygen amount from
table 6.4 adding ±5%. Then again a Gaussian was fitted to the simulated spectra
and the FWHMs were compared.
The total uncertainty is the quadratic sum of all uncertainties as they are
statistically independent.
The total uncertainty for point 1 is -4.6%, +7.26%. For point 2 a total error of
±4.5% results. The total error margin for point 3 is +6.6%, -6.3% and for point 4 it
is -4.6%, +6.4%.
The uncertainty of the simulation for all other points should be of the same order,
and in any case below 10%. This uncertainty of the simulation does not explain the
difference between the simulation and the experimental data. The uncertainty of
the simulations caused by errors in the stopping power and other processes is not
possible to calculate.
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Figure 6.8: Proton energy spectra for sample ≈ 0.5µm Al/a-C:D/Si; right:whole
spectra; left: same spectrum as right but magnified and a Gaussian was fitted.
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(a) a-C:D/Si sample 1 (b) ≈0.5µm Al/a-C:D/Si
(c) ≈2µm Al/a-C:D/Si (d) ≈4µm Al/a-C:D/Si
(e) ≈7µm Al/a-C:D/Si (f) ≈11µm Al/a-C:D/Si
Figure 6.9: Incident energy versus FWHM of proton peak for each W sample.
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(a) a-C:D/Si sample 2 (b) ≈0.5µm Mo/a-C:D/Si
(c) ≈2µm Mo/a-C:D/Si (d) ≈5µm Mo/a-C:D/Si
(e) ≈8µm Mo/a-C:D/Si
Figure 6.10: Incident energy versus FWHM of proton peak for each W sample.
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(a) a-C:D/Si sample 3 (b) ≈0.5µm W/a-C:D/Si
(c) ≈2µm W/a-C:D/Si (d) ≈5µm W/a-C:D/Si
(e) ≈8µm W/a-C:D/Si
Figure 6.11: Incident energy versus FWHM of proton peak for each W sample.
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To calculate the depth resolution the effective stopping power dE
dx
has to be known,
as the depth resolution is the energy spread divided by the effective stopping power.
The effective stopping power is the derivative of E(x) with respect to the depth x.
At 135◦ and at 175◦ the kinematics is inverse so the proton energy increase with
increasing W thicknesses i.e. E(x) increase with depth x, the stopping power is
positive.
The depth resolution was calculated exemplary for tungsten.
The effective stopping power in tungsten was calculated with the simulating
program ViewNRA. This program calculates from the simulated energy spectra the
proton energy for every depth x and differentiate it. The measured energy spread
was then divided with the obtained stopping power giving the depth resolution.
The depth resolution is shown in figure 6.12 for both detectors.
It can be recognized that at almost all energies the depth resolution is better with
the annular detector at 175◦ as compared to the detector at 135◦. At low incident
energies the depth resolutions of both detectors are very similar but with increasing
energies the depth resolution gets considerably better with the annular detector.
To conclude: the depth resolution achieved with the annular detector at 175◦
is at almost all energies better than the depth resolution achieved with the 135◦
detector. At low energies the depth resolutions are comparable. At high energies the
depth resolution of the annular detector is much better than the depth resolution of
the 135◦ detector, see figures 6.12b-6.12e.
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(a) a-C:D/Si sample 3 (b) ≈0.5µm W/a-C:D/Si
(c) ≈2µm W/a-C:D/Si (d) ≈5µm W/a-C:D/Si
(e) ≈8µm W/a-C:D/Si




The nuclear reaction D(3He,p)α is commonly used to determine the depth profile of
deuterium in solids or the total content of deuterium atoms in a sample [12], [6].
As derived in this thesis the best depth resolution for depth profiling with this
reaction is achieved at angles of 0◦ or 180◦ due to reaction kinematics, compare
chapter 3.
In order to confirm this theoretical prediction the depth resolution of an annular
detector at 175◦ and a proton detector at 135◦ were determined experimentally and
compared with simulations.
The depth resolution of a detector is the energy spread divided by the effective
stopping power [11].
For determining the energy spread at different energies energy spectra of protons
from the D(3He,p)α nuclear reaction were recorded for different samples at different
energies from 0.5 MeV to 6 MeV with a step width of 0.5 MeV at reaction angles of
135◦ and 175◦ (chapter 6).
As D-containing samples, plasma deposited 80 nm thin a-C:D layers on flat Si
wavers were produced. For such thin D-containing layers the proton peak in the
energy spectrum should be infinitesimally narrow in the ideal case. However due
to finite detector system resolution and energy spread processes in the sample the
proton peak energy width is finite. The proton peak width is the energy spread.
To determine the energy spread in different materials and at different depths metal
layers of Al, Mo and W with different thicknesses were sputter-deposited on the
a-C:D layers.
Energy spectra were measured simultaneously in the same setup with the proton
detector at 135◦ and the annular detector at 175◦.
Simultaneously to all NRA measurements backscattered 3He ions were detected
by a RBS detector. The RBS spectra were used for the determination of the areal
density of the layers and their oxygen content. In addition the thicknesses of these
layers were measured with tactile profilometry, compare chapter 6.1.
To minimize the influence of deuterium depletion different spots on the target
were used at each energy.
For determining the proton peak width a Gaussian was fitted to the energy
spectra and the full width at half maximum (FWHM) was determined.
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It could be shown that the energy spread for the annular detector as compared
to the detector at 135◦ is smaller for all materials and at almost all energies. This
means that the annular detector has a better depth resolution in agreement with the
theoretical considerations. The energy spread was also calculated by the simulation
program SIMNRA and the simulations were compared to the experimental results.
The trend of the experimental and theoretical data with energy is very similar
but the simulated energy spread is lower at all energies and for all samples. This
implies that one or more processes limiting the depth resolution are underestimated
in the simulations.
One possible explanation for this underestimation might be that the roughness
of the stopper foils in front of the detectors is not known and was not taken into
account in the simulations. For some samples at low incident energies and at higher
energies the differences between the data and the simulations are larger which means
that the energy dependence of some processes limiting the depth resolution is not
fully correct in the simulations at these energies.
Comparing with the experimental data it was observed that for low energies
SIMNRA did not calculate a spectrum although an experimental spectrum was
recorded at this energy. This means that the stopping power is slightly incorrect in
the simulations causing this effect.
The error of the simulation due to uncertainties in the areal density and oxygen
amount was estimated to be smaller than 10% for all samples and energies.
To obtain the depth resolution for W the energy spread was divided by the
effective stopping power calculated by the simulating program ViewNRA.
As already observed for the energy spread also the depth resolution achieved with
the annular detector is better than with the detector at 135◦, compare figures 6.12a-
6.12e.
For deuterium depth profiling up to large depth an improved depth resolution is
achieved with the annular detector at 175◦ at almost all energies and for all materials
and depths.
For D depth profiling precise differential cross section data are required, especially
for depth profiling up to large depths with high incident energies [6], [7].
The cross section was determined in the energy range from 0.25 MeV to 5.6 MeV
for laboratory angles of 135◦ and 175◦ (chapter 5).
A plasma deposited amorphous deuterated 50 nm thin hydrocarbon (a-C:D) film
on flat Si plates was used as deuterium target. A thin Au film was evaporated on
the a-C:D film and was used to determine the exact dose of 3He ions via RBS.
To minimize the influence of deuterium depletion due to ion-bombardment induced
desorption different spots on the target were used for each energy.
As the number of detected protons is proportional to the cross section, the relative
shape of the cross section was derived from the counts integrals versus energy.
To obtain absolute values for the differential cross section the data were fitted
in the energy range from 0.5 to 1.2 MeV to the total cross section of Mo¨ller and
Besenbacher [14] assuming angular independence in the center-of-mass system. The
uncertainty of the determined cross sections at 135◦ and 175◦ resulting from this
procedure is between 5.2% and 6.6%.
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All data were compared to the theoretical prediction for the differential cross
section from Nocente et al. [25].
For energies below 1 MeV the theoretical values deviate significantly from the
experimental values. At higher energies the theoretical predictions agree well with the
experimental data. It was shown that the deviations are due to the parametrization
from Bosch/Hale [24] of the total cross section at low energies, which was used by
Nocente et al. to calculate the differential cross sections.
A combination of the Mo¨ller/Besenbacher parametrization at energies below
900 keV with the parametrization from Nocente et al. at higher energies provides
a good fit to the experimental results. Because the experimental data agree well
with the theoretical prediction at high energies the theoretical formula from No-
































































































































































































































































































































































































































A.2 Plasma Deposition Parameters
a-C:D Deposition
Etch Parameters
RF- Etch Power 53 W
Etch time 55 min
Ignition pressure 2 Pa
Pressure during sputtering 2 Pa
Ar flow 24.5 sccm
Deposition Parameters
RF-Sputter Power 43 W
Ignition pressure 0.1 Pa
Pressure during deposition 2 Pa
CD4 flow 30 sccm
Deposition rate 80 5 nm/min
Table A.2: KESCABO a-C:D Plasma Deposition Parameters
A.3 Sputter Deposition Parameters
Aluminium Deposition
Deposition Parameters
Deposition rate 52.97 nm/min
DC-Sputter Power / Target Area 500 W / 45.6 cm2
Ignition pressure 10 Pa
Pressure during deposition 0.9 Pa
Ar flow 60 sccm




RF- Etch Power 100 W
Etch time 100 s
Ingnition pressure 10 Pa
Ar flow 30 sccm
Deposition Parameters
Deposition rate 24.98 nm/min
DC-Pre-Sputter Power / Target Area 200 W / 45.6 cm2
DC-Sputter Power / Target Area 200 W / 45.6 cm2
Ignition pressure 0.1 Pa
Pressure during deposition 1,5 Pa
Ar flow 80 sccm
Table A.4: Denton Mo Sputter Deposition Parameters
Wolfram Deposition
Etch Parameters
RF- Etch Power 100 W
Etch time 100 s
Ingnition pressure 10 Pa
Ar flow 30 sccm
Deposition Parameters
Deposition rate 15.29 nm/min
DC-Pre-Sputter Power / Target Area 200 W / 45.6 cm2
DC-Sputter Power / Target Area 200 W / 45.6 cm2
Ignition pressure 10 Pa
Pressure during deposition 1,5 Pa
Ar flow 80 sccm
Table A.5: Denton W Sputter Deposition Parameters
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232.9 7.5 4.6 7.5 5.3
282.0 13.1 4.4 13.0 4.8
331.3 20.4 4.2 21.9 4.5
380.9 30.3 4.2 31.5 4.3
430.6 39.1 4.1 40.4 4.3
480.6 48.6 4.1 50.2 4.2
530.6 54.7 4.1 55.4 4.2
580.7 59.2 4.1 57.7 4.2
610.8 59.4 4.1 57.3 4.2
630.8 59.3 4.1 54.5 4.2
681.1 60.3 4.1 55.1 4.2
781.6 51.1 4.1 45.8 4.2
982.8 36.7 4.1 33.7 4.3
1183.9 26.6 4.2 27.0 4.4
1385.0 21.4 4.3 19.5 4.6
1585.9 17.1 4.3 15.6 4.7
1786.7 14.6 4.4 13.8 4.8
1987.4 12.2 4.5 10.7 5.0
2188.0 11.3 4.5 9.5 5.1
2388.5 10.1 4.6 8.6 5.2
2589.0 9.1 4.6 8.1 5.3
2789.4 8.1 4.7 7.7 5.4
2989.8 7.7 4.8 8.0 5.4
3190.2 7.5 4.8 6.6 5.6
3390.5 7.0 4.9 6.7 5.6
3590.8 7.0 4.9 6.9 5.6
3791.1 6.7 4.9 6.9 5.6
3991.4 6.4 5.0 6.8 5.7
4391.8 6.0 5.1 6.8 5.7
4792.2 6.5 5.2 7.6 5.7
5192.6 5.6 5.3 7.1 5.8
5592.9 5.8 5.4 7.9 5.9
5993.2 5.6 5.6
6393.5 5.5 5.8
Table A.6: Differential cross sections.
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