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Abstract—In this paper, a novel cluster-based approach for
optimizing the energy efficiency of wireless small cell networks is
proposed. A dynamic mechanism based on the spectral clustering
technique is proposed to dynamically form clusters of small cell
base stations. Such clustering enables intra-cluster coordination
among the base stations for optimizing the downlink performance
through load balancing, while satisfying users’ quality-of-service
requirements. In the proposed approach, the clusters use an
opportunistic base station sleep-wake switching mechanism to
strike a balance between delay and energy consumption. The
inter-cluster interference affects the performance of the clusters
and their choices of active or sleep state. Due to the lack of
inter-cluster communications, the clusters have to compete with
each other to make decisions on improving the energy efficiency.
This competition is formulated as a noncooperative game among
the clusters that seek to minimize a cost function which captures
the tradeoff between energy expenditure and load. To solve this
game, a distributed learning algorithm is proposed using which
the clusters autonomously choose their optimal transmission
strategies. Simulation results show that the proposed approach
yields significant performance gains in terms of reduced energy
expenditures up to 40% and reduced load up to 23% compared
to conventional approaches.
Index Terms—Clustering, energy efficiency, game theory, small
cell networks
I. INTRODUCTION
The emergence of bandwidth-intensive wireless services
has strained current cellular systems and led to an increased
energy consumption in wireless communications systems [1].
In this respect, the development of energy-efficient resource
management mechanisms for wireless networks has become a
major research interest in recent years. In particular, the deploy-
ment of low-cost, low-power small cells over existing cellular
networks has been introduced as a promising solution for
providing energy-efficient wireless resource management [2].
Existing literature has studied a number of problems related
to resource allocation in small cell networks (SCNs) including
load balancing, power control, and base station (BS) sleep-
wake mechanisms, among others [1]–[6]. However, most of
these existing solutions often rely on a central controller which
gathers all network information and makes all decisions. Such
a centralized approach to SCN resource management intro-
duces additional costs and overhead to the system. Therefore,
providing distributed, self-organizing capabilities to BSs has
become a central research topic in recent years. In this respect,
different types of self-organizing sleep mode strategies that
can be used by SCNs to optimize the energy consumption
and the BS loads are proposed in [3] and [4]. However, the
authors in [3] illustrate some practical challenges with such
techniques that relate to the lack of inter-BS coordination, such
as determining the efficient operating point, efficiently utilizing
radio resources among active BSs, and avoiding outages due to
the selfish behavior of BSs. Developing a clustering approach
using which the BSs can coordinate with minimal information
exchange can be a suitable solution to the above challenges [7].
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Multiple interference management techniques which improve
the energy efficiency based on clustering are proposed in [2],
[5], and [6]. Therein, clustering has been performed based on
static BS locations.
The main contribution of this paper is to develop a dynamic
cluster-based mechanism for switching BSs ON/OFF depend-
ing on parameters such as the current traffic load, energy expen-
ditures, and the BS density. Unlike previous studies [2], [5], and
[6], we propose a clustering approach that incorporates, beyond
classical location-based metrics, the effects of the time-varying
BS load. Clustering enables intra-cluster coordination among
the base stations for the purpose of optimizing the downlink
performance via load balancing. Within each cluster, the BSs
adopt an opportunistic sleep-wake mechanism to reduce the
energy consumption. Due to inter-cluster interference, the
clusters have to compete with one another to make decisions on
improving the energy efficiency via a dynamic choice of sleep
and active states. We cast the problem of dynamic sleep state
selection as a non-cooperative game between clusters of BSs.
To solve this game, we propose a distributed algorithm using
notions from Gibbs-sampling [8]. The proposed algorithm
allows the SCN’s BS to switch ON/OFF by offloading the
traffic within the cluster, while satisfying users’ quality-of-
service requirements. Simulation results show that the proposed
approach improves the SCN’s energy efficiency and reduces
the overall load in the system as compared to conventional
approaches.
The rest of the paper is organized as follows. The system
model and problem formulation are presented in Section II.
The cluster-based coordination mechanism is presented in
Section III. In Section IV, the proposed game-theoretic ap-
proach and its corresponding learning algorithm are discussed.
Simulation results are presented and analyzed in Section V.
Finally, conclusions are drawn in Section VI.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. Network Model
Consider the downlink transmission of a wireless network
consisting of a set of small cell base stations (SBSs) B =
{1, . . . , B} underlaid on a macro cellular network. We assume
that the BSs are uniformly distributed over a two-dimensional
network layout and we let x be any location on the two-
dimensional plane measured with respect to the origin. More-
over, let Lb be the coverage area of BS b such that any given
user equipment (UE) at a given location x is served by BS b
if x ∈ Lb. Furthermore, we consider that all BSs are grouped
into a set of clusters C = {C1, . . . , C|C|} in which any cluster
C ∈ C consists of a set of BSs who can cooperate with one
another. Note that |C| denotes the cardinality of the set C. Here,
we assume that, within a given cluster C ∈ C, the BSs allow
to efficiently offload the UEs among each others and enable
sleep mode while maintaining the UEs’ quality of service.
Let Ib be the transmission indicator of BS b such that Ib =
1 indicates the active state while Ib = 0 reflects the idle or
sleep state. Here, we assume that, in active state, each BS will978-1-4799-5863-4/14/$31.00 c© 2014 IEEE
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service all UEs in its coverage area. From an energy efficiency
perspective, some BSs might have an incentive to switch into
sleep mode. Note that during the idle state, a BS consumes
nonzero power to sense the UEs in its vicinity. The power
consumption of a BS b is given by [9]:
P
Total
b =
{
P
Idle
b if Ib = 0,(
P
Work
b + qbP
Idle
b
)
if Ib = 1,
(1)
where P
Idle
b is the power consumption at the baseband unit
during the sleep state and P
Work
b is the effective transmission
power of BS b. qb > 1 is a parameter that allows to capture
the fact that, when a BS is switched to an active state,
it has to turn on its power amplifier, radio frequency, and
backhaul components which will constitute an increase of
energy compared to the idle state [10].
We assume that all BSs transmit on the same frequency
spectrum (i.e., co-channel deployment) and a BS schedules one
UE at a time. Therefore, the data rate at a given location x ∈ Lb
from BS b with transmission power Pb is given by:
Rb(x) = ω log2
(
1 +
PbIbhb(x)∑
∀b′∈B/b P
Work
b′ Ib′hb′(x) +N0
)
, (2)
where hb′(x) is the channel gain from BS b′ to a given UE
location at x, N0 is the noise variance and ω is the bandwidth.
We assume that the UEs connected to BS b are hetero-
geneous in nature such that each UE has a different QoS
requirement based on its individual packet arrival rate. In this
respect, let λ(x) and 1/µ(x) be the packet arrival rate and the
mean packet size of any UE at location x ∈ Lb. The data rate
offered to the UE at location x from BS b is Rb(x) and thus,
the load density of BS b becomes %b = {%b(x)|x ∈ Lb} where
%b(x) =
λb(x)
µb(x)Rb(x)
. Here, the load density %b represents the
fraction of time needed to transfer the traffic λb(x)µb(x) from BS
b to location x [11]. Consequently, the BS load ρb of BS b is
given by:
ρb =
∫
x∈Lb
%b(x)dx. (3)
Due to the fact that the BS load ρb reflects the fractional
operation time, for a given BS transmision power Pb, the
effective transmission power is P
Work
b = ρbPb.
B. Problem Formulation
The configuration of the entire network is defined by the
transmission powers and the states of all the BSs. This
configuration can thus be captured by a transmission power
vector P = (P1, . . . , P|B|) and a state indicator vector I =
(I1, . . . , I|B|). The network configuration v = (v1, . . . , v|B|),
where the configuration of BS b is vb = (Pb, Ib), is coupled
with the load vector ρ = (ρ1, . . . , ρB) following (1)-(3).
For a given network configuration ρ, BS b handles the load
ρb from the set of UEs in its coverage area Lb. Each BS b can
increase or decrease the handled load ρb by fine-tuning the
energy consumption. Thus, there is a tradeoff between load
(delay) and energy consumption reduction. Here, for each BS
b ∈ B, we define a cost function that captures both energy
consumption and load, as follows:
Γb(v) = Γb(ρ) = αP
Total
b + βρb, (4)
where the coefficients α and β are weight parameters that indi-
cate the impact of energy and load on the cost, respectively. For
any cluster C ∈ C, the cluster-wise cost ΓC is the aggregated
cost of each cluster member, i.e. ΓC(ρ) =
∑
∀b∈C Γb(ρ). Our
overall objective is to minimize the total network cost as given
by the following optimization problem:
minimize
ρ,C
∑
∀C∈C ΓC(ρ) (5a)
subject to |C(b)| ≥ 1, ∀b ∈ B (5b)
C ∩ C′ = ∅, ∀C, C′ ∈ C, C 6= C′ (5c)
0 ≤∑∀b∈C ρb ≤ 1, ∀C ∈ C (5d)
P
Total
b ≤ P
Max
b , ∀b ∈ B (5e)
Ib ∈ {0, 1}, ∀b ∈ B (5f)
where P
Max
b is the maximum transmit power of BS b. Here, the
constraints (5b) and (5c) ensure that any BS is part of only
one cluster.
III. CLUSTER FORMATION AND IN-CLUSTER
COORDINATION
For clustering, we map the system into a weighted graph
G = (B, E) as illustrated in Fig. 1. Here, the set of BSs B
represents the nodes while E represents the links between BSs.
A. Cluster formation
The key step in clustering is to identify similarities between
network elements (i.e. BSs) in which BSs with similar features
can be grouped. This will allow to perform coordination
between BSs with little signaling overhead. Here, we propose
a number of techniques to calculate the similarities between
BSs based on their locations and loads.
1) Adjacency-based neighborhood and Gaussian similarity:
Consider the graph G = (B, E). The set of edges E indicates
the adjacency between nodes. Here, we use a parameter ebb′
to characterize the presence of a link between nodes b and b′
when ebb′ = 1. Let yb represent coordinates of the vertex (or
BS) b ∈ B in the Euclidean space. The neighborhood of the
node b, Nb = {b′| ebb′ = eb′b = 1, ‖yb−yb′‖ ≤ εd} is defined
by the adjacency of the nodes in the εd-neighborhood.
The links between the nodes are weighted based on their
similarities. Since nearby BSs are more likely to cooperate,
we use the Gaussian similarity metric as a means to compute
the weight between two nodes b, b′ ∈ B as follows [7]:
sdbb′ =
{
exp
(−‖xb−xb′‖2
2σ2d
)
if ebb′ = 1,
0 otherwise,
(6)
where the parameter σd controls the impact of the neighbor-
hood size. Furthermore, the distance-based similarity matrix
Sd is formed using sdbb′ as the (b, b
′)-th entry.
2) Load-based dissimilarities: Unlike the static distance-
based clustering, load-based clustering provides a more dy-
namic manner of grouping neighboring BSs in terms of traffic
load. Therefore, the load based similarity between BSs b and
b′ can be computed as follows;
slbb′ = exp
(‖ρb − ρb′‖2
2σ2l
)
, (7)
where σl controls the range of the similarity. The value of slbb′
is used as the (b, b′)-th entry of the load based similarity matrix
Sl.
The typical method for combining similarities is by forming
a linear combination such as
(
θsdbb′+(1−θ)slbb′
)
with 0 ≤ θ ≤
BS 1 BS 2 BS 3
UE 1 UE 2 UE 3 UE 4
BS 1
BS 2
BS 3
UE 1
UE 2 and UE 3
UE 4
Resources
BS 1 BS 2 BS 3
UE 1 UE 2 UE 3 UE 4
UE 3, UE 4
Resources
or
BS 1
BS 2
BS 3
UE 1
UE 2, UE 3
UE 4
Resources
UE 1, UE 2
Uncoordinated base stations Clustered base stations
Signalling link: option 1 Signalling link: option 2 Interfering link
b
b′
b′′
Graph G = (B, E)
Nodes of B
{
ebb′′ = 0
sbb′′ = 0
ebb′ = 1
sbb′ > 0
}
εd
Cluster C ∈ C
Fig. 1. Graph representation of the network and the intra-cell interference mitigation through clustering based coordination. Clustered base stations do not
interfere with each others as well as users may offloaded within the cluster members.
1. The main drawback of a linear combination is that there is
a possibility of having two BSs with positive similarity due to
their loads although a physical link is impossible due to their
locations. Therefore, the joint similarity matrix S with sbb′ as
the (b, b′)-th element is formulated as follows
sbb′ = [s
d
bb′ ]
θ · [slbb′ ](1−θ), (8)
with 0 ≤ θ ≤ 1 which controls the impact of the distance
and the load similarities on the joint similarity. Here, the
cooperation is possible only if a physical link between nodes
exists, i.e. ∀θ ∈ [0, 1], ebb′ = 0 =⇒ sbb′ = 0.
For BS clustering we use a spectral clustering technique
which exploits the compactness and the connectivity of the
nodes in a graph [7]. Since the joint similarity in (8) defines
how well the BSs are connected to each other, spectral clus-
tering is seen as an appropriate technique.
First, the graph Laplacian matrix L is formed with the
(b, b′)-th element as lbb′ =
∑|B|
bk=1
(sbbk − sbb′). For a given
cluster size |C|, the concatenation of the smallest |C| eigenvec-
tors of L can be used to build the modified similarity matrix
S˜. Then, the k-mean clustering algorithm is applied on S˜ in
order to produce the clusters C. The number of clusters k is
closely related to the eigenvalues of L and can be found as
follows [7];
k = arg max
i
(|ςi+1 − ςi|), i = 1, . . . , |B|, (9)
where ςi is the i-th smallest eigenvalue of L.
B. Cluster-based coordination
Clustering BSs serves two main purposes: (i) reducing intra-
cluster interference and (ii) efficiently offload UEs from BSs
which need to sleep to active BSs. Interference reduction helps
to increase the BS capacity in which BSs are capable to serve
larger number of UEs. A BS can switch OFF if it does not
serve UEs or it can offload the serving UEs to other BSs.
Therefore, BSs in a cluster have higher chance to switch OFF
or to support the BSs who needs to be switched OFF.
Once the clusters are formed, the heavily loaded BS within
the cluster is selected as the cluster head. The function of
a cluster head is to coordinate the transmissions among the
cluster members by allocating orthogonal resource blocks
between them in the time-domain. Consequently, the entire
load of the cluster is distributed between its members and
orthogonal resource allocation helps to mitigate intra-cluster
interference. Due to fact that the BSs within a cluster have
the ability to coordinate, the entire cluster can be seen as a
single super BS which serves all the UEs within its vicinity as
illustrated in Fig. 1.
Allowing UE offloading among BSs within the cluster
helps to enable sleep mode for BSs while ensuring the UE
satisfaction. The offloading is carried out with the objective of
minimizing the cluster load. This reduces the number of UEs
served with low rates. Let MC be the set of UEs associated
with the set of BSs in cluster C. Let zbm be the indicator
which defines the connectivity between UE m ∈ MC and BS
b ∈ C, i.e. zbm = 1 if UE m served by BS b and, zbm = 0
otherwise. Thus, for a given set of BS transmission powers,
the relaxed problem of mixed integer linear program (MILP)
for scheduling within the cluster C ∈ C is given by;
minimize
zˆ
∑
∀b∈C ρb (10a)
subject to
∑
∀b∈Ck zˆbm = 1, ∀m ∈MC (10b)
0 ≤ zˆbm ≤ 1, ∀m ∈MC ,∀b ∈ C. (10c)
where zˆ is the relaxed optimization variable of the variables
zbm. A suboptimal scheduling within the cluster is obtained by
the optimal solution (zˆ)? of (10a) as follows;
(zbm)
? =
{
1 if (zˆbm)? = arg max∀b′∈C
(
(zb′m)
?
)
,
0 otherwise.
(11)
IV. SELF-ORGANIZING SWITCHING ON/OFF MECHANISM
Given the formation of the clusters, our next goal is to
propose a self-organizing solution for (5a)-(5f) in which each
cluster of BSs individually adjusts its transmission parameters
based on local information. To do so, we use a regret-based
learning approach [8], in which the proposed solution consists
of two interrelated parts: user association and cluster-wise BS
transmission optimization.
A. Load-Based User Association
When a UE enters to the SCN or a UE does not satisfy
regarding the service from currently serving BS, it seeks a
new candidate BS who can ensure the quality of the service.
Therefore, a suitable UE association rule is required for UEs
to make the above mention decision. Classical UE association
techniques based on received signal strength or signal to
interference ratio are oblivious to the base stations’ and the
network’s traffic load. This may lead to overloading BSs
and lower spectral efficiencies. Thus, a smarter mechanism
in which the BSs advertise their load to all UEs within their
coverage area is desirable.
At time instant t, each BS b advertises its estimated load
ρˆb(t) via a broadcast control message along with its transmis-
sion power Pb(t). Considering both the received signal strength
and load, at time t the UE at location x connects to BS b(x, t),
x ∈ Lb(x,t), according to the following UE association rule:
b(x, t) = arg max
b∈B
{(
1− ρˆb(t)
)δ
P
Rx
b (t)
}
. (12)
TABLE I
SIMULATION PARAMETERS.
Parameter Value
Carrier frequency 2 GHz
System bandwidth 10 MHz
Thermal noise (N0) −174 dBm/Hz
Mean packet arrival rate
(
λ(x)/µ(x)
)
180 kbps
Maximum transmission powers: MBS, SBS 46, 30 dBm
Minimum distances
MBS – SBS, MBS – UE 75 m, 35m
SBS – SBS, SBS – UE 40 m, 10 m
Path loss models (d in km)
MBS - UE 128.1 + 37.6 log10(d)
SBS - UE 140.7 + 37.6 log10(d)
Clustering
Range of neighborhood (εd) 250 m
Impact of neighborhood width (σd, σl) 300, 1
Tradeoff between similarities (θ) 0.5
Learning
Boltzmann temperature (κ) 10
Energy and load impacts on cost (α, β) 0.5 W−1, 0.5
learning rate exponents for τ, ι and ε 0.6, 0.7, 0.8
Here, P
Rx
b (t) = Pb(t)Ib(t)hb(x, t) is the received signal power
at the UE in location x from BS b at time t. The impact of
the load is determined by the coefficient δ ≥ 0. The classical
reference signal strength indicator (RSSI)-based UE association
is a special case of (11) when δ = 0. For δ > 0, as the BS
load increases, the UEs are less likely to connect.
Due to fact that the BSs need to estimate their loads
beforehand, the estimations must accurately reflect the actual
load. In order to obtain an accurate estimation for the load of
the BS b, we compute the load estimation ρˆb(t) at time t based
on history as follows:
ρˆb(t) = ρˆb(t− 1) + ν(t)
(
ρb(t− 1)− ρˆb(t− 1)
)
, (13)
where ν(t) is the learning rate of the load estimation. Leverag-
ing different time-scales, we assume that ν(t) is selected such
that the load estimation procedure (13) is much slower than
the UE association process.
B. Game Formulation
In the proposed approach, with the knowledge of the
scheduling within the cluster from (10a), the clusters need
to autonomously select v in order to minimize their cost
functions. However, the cell coverages and the achievable
throughputs of BSs depend not only on the action of their own
cluster, but also affected by the choices of neighboring clusters
due to the interference. In this regard, we formulate a non-
cooperative game G = (C, {AC}C∈C , {uC}C∈C) in which the
set of clusters (C) is the set of players. Each player C ∈ C has
a set AC =
{
aC,1, . . . , aC,|AC|
}
of actions where an action of
cluster C, aC , is composed of the configurations of all its cluster
members, i.e. aC = (vb1 , . . . , vb|C|) with {b1, . . . , b|C|} = C.
The load ρ of the system depends on the action aC of cluster
C and the actions of the other clusters a−C . uC is the utility
function of cluster C with uC : AC → R where uC(aC ,a−C) =
−ΓC(ρ). Let piC(t) =
[
piC,1(t), . . . , piC,|AC|(t)
]
be a probabil-
ity distribution using which cluster C selects a given action
from AC at time instant t. Here, piC,i(t) = Pr
(
aC(t) = aC,i
)
is cluster C’s mixed strategy where aC(t) is the action of
player C at time t. While cluster C plays action aC(t), it
may regret or be satisfied about the action it played based
on the observed utility feedback uC(t). Therefore, player C
estimates its utility uˆC(t) =
[
uˆC,1(t), . . . , uˆC,|AC|(t)
]
and re-
gret rˆC(t) =
[
rˆC,1(t), . . . , rˆC,|Ab|(t)
]
for each action assuming
it has played the same action during all previous time slots
{1, . . . , t − 1}. At each time t, player C updates its mixed
strategy probability distribution piC in which the actions with
higher regrets are exploited while exploring the actions with
low regrets. Such behavior can be captured by the Boltzmann-
Gibbs (BG) distribution GC = (GC,1, . . . , GC,|AC|) which is
calculated as follows:
GC,i
(
rˆb(t)
)
=
exp
(
κC rˆ+C,i(t)
)∑
∀i′∈AC exp
(
κC rˆ+C,i′(t)
) , i ∈ AC , (14)
where κC > 0 is a temperature parameter which balances
between exploration and exploitation. For each time t, all the
estimations for any player C ∈ C, uˆC(t), rˆC(t) and piC(t), are
updated as follows;
uˆC,i(t) = uˆC,i(t− 1)
+τC(t)1{aC,i=vC(t−1)}
(
uC(t)− uˆC,i(t− 1)
)
,
rˆC,i(t) = rˆC,i(t− 1)
+ιC(t)
(
uˆC,i(t− 1)− uC(t− 1)− rˆC,i(t− 1)
)
,
piC,i(t) = piC,i(t− 1)
+εC(t)
(
GC,i
(
rˆC(t− 1)
)− piC,i(t− 1)).
(15)
with the learning rates satisfying limt→∞
∑t
n=1 ξ(n) =∞ and
limt→∞
∑t
n=1 ξ
2(n) < ∞ for all ξ = {τ, ι, ε}. This process
guarantees the convergence of the algorithm to an -coarse
correlated equilibrium [8]. Our choice of the learning rates
follows the format of 1/tφ with exponent φ ∈ (0.5, 1).
At the beginning of each time instant t, all BSs advertise
their loads (ρˆb) and the clusters select their actions (aC)
based on their mixed-strategy probabilities (piC). Based on the
estimated load, UEs associate as per aC(t). All the BSs carry
out the transmission based on the actions
(
a1(t), . . . , a|C|(t)
)
and calculate the utilities uC(t). Each cluster individually
updates its utility and regret estimations
(
uˆC(t), rˆC(t)
)
along
with the mixed strategy probabilities
(
piC(t)
)
.
V. SIMULATION RESULTS
For simulations, we consider a single cell covered by a
macro BS with an arbitrary number of SBSs and UEs uni-
formly distributed over the area. All the BSs share the entire
spectrum and thus, suffer co-channel interference. We conduct
multiple simulations for various practical configurations and
the presented results are averaged over a large number of
runs. The parameters used for the simulations are summa-
rized in Table I. The proposed cluster-based coordination
and learning based sleep-wake mechanisms is compared with
the conventional network operation referred to hereinafter as
“classical approach” in which BSs do not have the capability to
switch between sleep-wake states. For further comparisons, we
consider a system of BSs which uses the learning based sleep-
wake mechanism for implicit coordination without forming
clusters. It is referred to as “learning approach without clusters”
throughout the rest of the discussion.
Fig. 2 shows the changes in the average cost per BS as
the number of UEs varies. As the number of UEs increases,
the load in the system as well as the BS energy consumption
increases and thus, the average cost increases. However, Fig 2
shows that the proposed learning approaches can reduce the
cost by balancing the energy consumption and the handled
load. In Fig. 2, we can see that for small network sizes,
the cluster-based approach consumes more energy than the
learning approach without clustering. This is due to the fact
that, for such networks, only a small number of BSs needs to
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Fig. 2. Variation of the cost per BS as a function of the number of UEs
with 10 SBSs. The average number of clusters in the system is 5 and the joint
similarity is used for the clustering.
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Fig. 3. Cumulative density function of BS energy consumption for 10 SBSs
and 10 – 75 UEs. The average number of the cluster in the system is 5 and
the joint similarity is used for the clustering.
be active and, in such a case, the cluster-based approach would
require extra energy for coordination. In contrast, for highly-
loaded networks, as seen in Fig. 2, clustering allows to better
offload traffic and, subsequently, improve the overall energy
efficiency of the system. In this respect, Fig. 2 shows that
clustering yields up to 47% and 25% of cost reduction, relative
to the classical approach and to learning without clusters, for
a network with 65 UEs.
In Fig. 3, we show the CDF of the BSs’ energy consumption.
First, we can see that for the classical approach, the frequency
of BSs having a high energy consumption is much higher
than in the cases with learning. Indeed, the proposed learn-
ing method allows lightly-loaded BSs to offload their traffic
and switch to sleep mode, thus yielding significant energy
reductions. Coordination between clusters allows more BSs
to switch to sleep mode and, thus, as shown in Fig. 3, the
proposed learning approach with clustering can yield a larger
number of BSs who consume less energy. The average energy
consumption reductions with the cluster-based approach are
40% and 17% compared to the classical approach and the
learning approach without clusters, respectively.
Fig. 4 shows the average number of clusters and the average
cluster sizes for distance-based, load-based and joint similari-
ties. As the neighborhood discovery radius (εd) increases, the
non-zero edges in G = (B, E) increases. Therefore, clustering
based on distance similarity allows to group more BSs together
thus yielding a smaller number of clusters with large cluster
size. As the cluster size increases, the cluster load increases
which directly impacts the network cost. As shown in Fig. 4,
for θ < 1, up to εd < 175, the network cost is reduced by
forming large clusters. However, for εd > 175, increasing the
load affects the similarity and thus, forming large clusters is
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Fig. 4. Comparison of the average number of clusters and the average cluster
size with the similarities calculated for θ = {0, 0.5, 1}. The setup is for 10
SBSs and 50 UEs.
avoided.
VI. CONCLUSIONS
In this paper, we have proposed a cluster-based opportunis-
tic on/off mechanism for small cell base stations. We have
formulated the problem as a non-cooperative game in which
the goal of each cluster of base stations is to minimize the
cluster cost which captures the energy and load expenditures.
To solve the game, we have proposed a distributed algorithm
and an intra-cluster coordination method using which the base
stations choose their transmission modes with little additional
overhead. Our proposed clustering method uses the information
on both BSs locations and their capability of handling loads in
order to improve the overall performance. Simulation results
have shown significant gains in energy expenditure and load re-
duction compared to the conventional transmission techniques.
Moreover, the results provide an insight of when and how to
reap the benefits from the cluster-based coordination in small
cell networks.
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