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a b s t r a c t
In droplet–droplet collision processes, such as bouncing and coalescence, the following
stages can be identified: droplet approach, film drainage, film rupture and the hydrody-
namics of coalescence driven by capillary forces. The film rupture process represents a re-
maining challenge for numerical models intended to simulate the outcome of collisions.
It has been proposed that the lattice Boltzmann framework has a mesoscale nature that is
suitable formodeling of film rupture. The presentwork examines diffuse coalescence based
on the Cahn–Hilliard free energy for non-uniform systems. No empirical coalescence crite-
rion is needed as the diffuse mechanism is based on a thermodynamic description with its
own time characteristics.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Droplet–droplet collision outcomes still remain an engineering topic of major interest for many industrial applications.
Extensive experimental work has been carried out in the past, where general collision maps were developed [1,2], defining
the following regions: highWeber number coalescence, lowWeber number coalescence, bouncing, stretching and reflexive
separation. The Weber number is defined as ρhu
2D
σ
, with ρh being liquid density, u droplet velocity, D characteristic droplet
size and σ interfacial tension. Thesemaps are specific for each experimental configuration, unique for each chemical system
and cannot be extrapolated to other conditions. This implies that new experiments must be conducted for all new systems.
Problems arise when collision maps are needed for systems not known and under conditions for which it is difficult to
conduct experiments.
Mathematical and numerical models are proposed as predictive tools to fill these experimental gaps. These models aim
to predict whether coalescence, bouncing or separation occur for a given system and geometry based on dimensionless
parameters such as density and viscosity ratios, Reynolds andWeber numbers, geometrical parameters, and other properties
of the system. Lattice Boltzmann (LB) models for simulation of phase separation in one-component gas/liquid systems and
in binary fluid systems can be found in the literature [3–12]. Some two-phase flow models incorporate an interparticle
potential [4,5]. Models based on kinetic theory have been used for gas mixtures [13] and were further developed in the last
decade[14,15]. However these models are not yet applicable to gas–liquid systems.
We focusmainly on the free energy approach, since it has shown great potential for working at high density ratios and for
eliminating numerical spurious currents [16]. Furthermore, the free energy approach proposes a thermodynamic framework
suitable for studying interfacial physics. A review of the thermodynamic models available can be found in Wagner [17].
The modeling of droplet–droplet collision processes is rather complicated and is mainly governed by a competition
between the dynamics of the filmdrainage and the rupture dynamics produced bymolecular interactions in the approaching
liquid surfaces, see Fig. 1. The film drainage process is modeled through mass and momentum equations and collision
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Fig. 1. In the early stage of the coalescence process, the droplets approach each other reducing the layer of background fluid between the two bodies.
Continuum theory predicts that inter-droplet gas is unable to drain completely and lubrication forces produce bouncing in all cases. Real experiments show
that this is not the case; a parallel mechanism competes to produce coalescence known as thin film rupture. Coalescence occurs as a competition between
these two dynamic processes.
simulations have been proposed in the literature using traditional CFD techniques [18], as well as using lattice Boltzmann
methods [19]. The hydrodynamic process that follows immediately after film rupture has also been computed with success
with lattice Boltzmann techniques [16,20]. Nevertheless, the actual process of coalescence, the so-called film rupture, is
still not understood. An example of this difficulty is the problem of capturing the low Weber number coalescence region
(so-called secondary coalescence regime) in numerical models. The interested reader may consult Fig. 12 in [18].
Efforts to include either a coalescence model or a coalescence condition into mass andmomentum numerical schemes is
still a subject of ongoing research [21,22]. It has been proposed that lattice Boltzmannmodels, due to theirmesoscale nature,
could be a suitable choice for supplying additional physics capable of simulating this phenomenon. Moreover, many lattice
Boltzmann multiphase schemes are based on physical models such as the Cahn–Hilliard equation in this work. The present
model predicts a diffusive interface with a finite thickness depending on the system properties and conditions. It simulates
the coalescence phenomenon as a diffusive process rather than through direct van der Waals molecular interactions [23].
Bothmodeling approaches can be described by continuum theory incorporating all molecular interactions in the free energy
of the system. Thereby no condition that violates the continuity assumption is introduced. The coalescence dynamics can
be controlled through the Cahn–Hilliard mobility as mentioned in the literature [24]. A similar phase-field approach has
recently been proposed as a physio-chemical description of diffuse coalescence [25].
In this paper we intend to show how free energy two-phase lattice Boltzmann models can simulate coalescence when
studying collisions. Furthermore, we show how the Cahn–Hilliard model can be utilized as an alternative approach for
understanding the actual film rupture and coalescence physics.
In the following section, a description of the suggested scheme is presented. Section 3 presents a simple validation case.
Section 4 describes the coalescence processmodeledwith the diffuse interfacemethod. Section 5 presents numerical results,
where a characterization of the diffuse coalescence process is given. The novel findings are highlighted in the conclusion
section.
2. The lattice Boltzmann model
The lattice Boltzmann model used is outlined in this section. The concepts of and relation between pressure and density
need to be clearly explained before presenting the equations in order to understand the model. The density of the fluid in
each point of the domain is defined as ρ. For non-steady flows, fluid dynamics will produce small variations in the density
(and pressure) field denoted in the present work as perturbations, δρ, over a background reference value, ρφ , giving an in-
stantaneous density: ρ = ρφ+δρ. The pressure is related to the density through an equation of state pt = P (ρ) = P (ρφ)+
dP
dρ δρ = pφ + δp. Due to small values of δρ, higher order terms in the Taylor expansion are disregarded. Since the speed of
sound is large, the relative contribution of δp is larger than that of δρ. Thismight produce truncation errors if themodel is not
chosen properly as pointed out in the literature [26]. The pressure gradient can bewritten in terms of the chemical potential
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Fig. 2. Bulk energyΨ0 ∝ (φ+φ∗)2(φ−φ∗)2 ∝ (ρ−ρ∗h )2(ρ−ρ∗l )2 . The upper axis is on the density scale, the lower corresponds to the order parameter.
gradient,∇pt = ρ∇µ. Following the sameperturbation procedure as beforewe rewrite∇pt = ρφ∇µφ+∇δpwhere the sec-
ond term models the variations in pressure produced by the fluid flow through an independent parameter, δp. We solve δp
with a proper pressure evolution equation [26], and note that we are not interested in the value of the perturbed density δρ.
By employing the lattice Boltzmann model used in this work, the following macroscopic single field formulation is
indirectly solved:
Dφ
Dt
+ Eu · ∇φ = M∇2µφ (1)
Dδp
Dt
+ ρφ dPdρ ∇ · Eu = 0 (2)
ρφ
DEu
Dt
+ ρφEu · ∇Eu = −∇δp− ρφ∇µφ +∇ · T (3)
where Eu is the flow velocity vector, δp is the perturbed pressure component, T is the viscous stress tensor, M is the
Cahn–Hilliard mobility [27], and µφ is the chemical potential defined to model the interfacial behavior [24]. The density
reference component, ρφ , is calculated through an order parameter, defined as φ ≡ ρφ − ρ¯ where ρ¯ = 12 (ρ∗h + ρ∗l ) is an
intermediate density defined as the average of the high and low densities. The ρ∗h and ρ
∗
l are the densities which minimize
the bulk energy Ψ0, Fig. 2. The chemical potential can also be defined in terms of the bulk energy
Ψ (ρ,∇ρ) = Ψ (φ,∇φ) =
Ψ0︷ ︸︸ ︷
A(φ + φ∗)2(φ − φ∗)2+κ
2
| E∇φ|2 (4)
µφ = ∂Ψ0
∂φ
− κ∇2φ = A(4φ3 − 4φ∗2φ)− κ∇2φ (5)
where A is the amplitude of the excess free energy of the interface double-well model and κ is a coefficient that weighs
the free energy with respect to density gradients (Cahn–Hilliard) and to the bulk phase. Each phase will stabilize to either a
positive or negative φ∗ = 12 (ρh − ρl).
The thermodynamic pressure is calculated as the sum of both components. The reference component is calculated using
the values of the density reference component [28]:
pt = δp+ pφ
= δp+ ρφ ∂Ψ0
∂ρ
− Ψ0 − κ2 | E∇φ|
2. (6)
In this way, the changes in pressure produced by concentration changes are calculated through the values of the order
parameter while the changes in pressure produced by the fluid flow are modeled through its own equation. At steady state,
we know from the momentum equation that∇ · T − ρφ ∇ µφ −∇δp = 0, and from the Cahn–Hilliard equation that there
is no shear and µφ is constant. The latter with all periodic boundary conditions and without external forces. Therefore, the
perturbed pressure component (δp) of the momentum equation will also be constant. This is a particular characteristic of
the so-called ‘‘potential version’’ [16] of the chemical potential, i.e. it can easily be studied for the case of one single steady
droplet.
The coefficients in the chemical potential equation (5), A and κ , can be obtained from thermodynamicmodels. In practice
they are directly related to the physical properties: interface thickness,w, and interfacial tension, σ . The interface thickness
is defined from the density profile along the normal (z-direction) of the flat interface φ = φ∗ tanh( 2z
w
).
There are mainly two approaches for finding the values of the coefficients A and κ in the chemical potential equation (5).
One corresponds to looking at the rheology of the system to be modeled and finding directly the parameters that fit best
with existing gradient theory models [29].
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The other approach is to use a closure law expressed as a function of the values of interfacial tension and interface
thickness. This is the usual approach adopted in the literature [16,19]. However, a criterion for the choice of interface
thickness is lacking. Summing up, the relations for A and κ based on the interface thickness, w, and the interfacial tension,
σ are
A = 3
4
σ
wφ∗4
κ = 3
8
σw
φ∗2
. (7)
The system equations (1)–(3) are then modeled with two lattice Boltzmann distribution functions with equations given
by:
f t+1i,x+e = f ti,x +Ωif + Fi D2Q9 (8)
g t+1i,x+e = g ti,x +
[
1− 2
2τg + 1
]
(g ti,x+e − g ti,x)+Ωig D2Q5. (9)
Here f ti,x is the ith density function (or pseudo-particle) in node x at time t andEei the discrete velocity vector of pseudo-particle
i. The first equation gives the distribution f for the calculation of themomentum and perturbed pressure component and the
second gives the distribution g for density. Note that it is assumed that Eu · ∇δp is of order u3 and that the lattice Boltzmann
speed of sound is used everywhere in the domain as used in [30]. However, it is possible to obtain Eq. (2) by adding force
terms to Eq. (8) to correct for compressibility, as it was done in [26]. The collision termΩ and the Fi force terms are widely
used in lattice Boltzmann schemes [31]. The single-relaxation-time τ (i.e. Bhatnagar–Gross–Krook) model is used for the
collision terms defining the collision operatorsΩf andΩg for the f and g distributions:
Ωif =
eqfi − fi
τf
(10)
Ωig =
eqgi − gi
τg
(11)
where
eqfi = 3δpwi + ρφ Vi(Eu) (12)
is the equilibrium distribution function. The subindex i designates each discrete velocity for the D2Q9 model. The weights
arew1 = 49 ,w2,3,4,5 = 19 andw6,7,8,9 = 136 . The auxiliary function Vi has a particular notation to emphasize the fact that its
magnitude is of the order of u
Vi(Eu) = wi
(
3ei,αuα − 32u
2 + 9
2
uαuβei,αei,β
)
(13)
where Greek letters as subindex correspond to the Cartesian coordinate directions in which the Einstein summation
convention is used. For the density equilibrium distribution we define
eqgi = −2Γµφ + φ i = 1 (14)
eqgi = 12Γµφ +
1
2q
φei,αuα ∀i ∈ [2, 5]
where the parameter Γ is an extra parameter related to the Cahn–Hilliard mobility, the stability of the model, and q =
(τg + 0.5)−1.
The kinematic viscosity is given by ν = τf c2s and the Cahn–Hilliard mobility is M = Γ q(τgq − 0.5) = Γ 2τg−1(1+2τg )2 . Since
two free parameters can be tuned to adjust the mobility value, guidelines on their use are needed. An infinite number of
combinations of τg and Γ can give a certain mobility,M . For a givenM , variations in the two underlying parameters did not
give rise to anynumerical differences or instabilities. Nevertheless, there are conceptual differences between theparameters.
The τg parameter is a relaxation time in a collision operator andhas a clear interpretation in the lattice Boltzmannmicroscale.
A low value of τg (near 0.5) means that the distribution function, gi, will be updated to nearly the same distance from
equilibrium but on the opposite side, thereby giving rise to possible divergence. On the other hand, large values indicate
that the distribution function changes little with each collision. In addition, when increasing τg the Lagrangian translation
of the pseudo-particles is reduced due to themodified scheme given by Eq. (9). Themaximummobility value,M = 0.125Γ ,
is achieved for τg = 1.5. The parameter Γ on the other hand, will modify the equilibrium distribution by putting more or
less weight on the chemical potential as the driving force.
It should be noted that the distribution f is integrated using a Crank–Nicholson scheme [30]. To achieve this, it is proposed
to introduce a temporal distribution fˆ as
fˆ ti,x = f ti,x −
1
2
(
f ti,x−eq f ti,x
τf
)
+ 1
2
(F ti,x) (15)
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fˆ t+1i,x+e = fˆ ti,x (16)
f t+1i,x+e = fˆ t+1i,x+e −
1
2τf + 1
(
fˆ t+1i,x+e−eq f t+1i,x+e
)
+ τf
2τf + 1 (F
t+1
i,x+e) (17)
while the distribution g follows the normal integration procedure in traditional lattice Boltzmann schemes.
From the moments of g and fˆ it is possible to calculate the fluid variables:
δp = 1
3
∑
i
fˆi + 12 Eu · ∇φ (18)
ρφEu =
∑
i
fˆiEei + 12 EF (19)
φ =
∑
i
gi. (20)
The termFi for the perturbed pressure component andmomentumdistribution consists of two contributions accounting for
the density–pressure decoupling (DP) correction and the interfacial tension forces (ITF). The force term for the DP model is:
DPFi = (Eei − Eu) · ∇ρφ V(Eu). (21)
A potential version of the interfacial tension force is used. This approach was studied for phase-field applications by [28] to
eliminate parasitic currents as introduced into lattice Boltzmann modeling by [16].
The chemical potential is included in the pressure tensor [24]. This means that ρφ∇µφ = ∇(ρφµφ) − µφ∇ρφ , where
the two terms on the RHS are easier to implement. The first is introduced inside the pressure tensor as a modifier to the
perturbed pressure component and the second term is added as a force term. This is simple because the only gradients
needed are the density gradients which are already known when calculating the DP term computed as in [30]. The scheme
for including the potential inside the pressure tensor is written as:
Φ = φµφ + δp (22)
Ai = 274 δp−
15
4
(Φ) i = 1 (23)
Ai = 3Φ ∀i ∈ [2, 9] (24)
eqfi = Aiwi + ρφ Vi(Eu) (25)
ITFFi = (Eei − Eu)c2s
· µφ∇φ(wi + V(Eu)). (26)
The differentials of the chemical potential are not needed, while the differential of the product φµφ is calculated by the
lattice Boltzmann scheme indirectly. It should be noted that the zeroth order moment of the distribution does not change
and only represents the perturbed pressure component. For the reasons mentioned above this treatment of the chemical
potential inside the pressure term was adopted in the present work.
3. Young–Laplace equation validation
This problem represents a traditional benchmark for two-phase flow models. It consists of a stationary 2D droplet in
the center of a domain with periodic boundary conditions. At equilibrium, the Young–Laplace equation can be verified for a
stationary droplet to check that the interfacial tension force is modeled properly. The excess pressure inside the droplet is
given by the equation∆pY−L = σR where R is the radius of the droplet and σ the interfacial tension.
The system evolves fast during the first thousand time steps to achieve momentum equilibrium as can be seen in Figs. 3
and 4. Thus, small oscillations appear which are dampened by the viscosity. These transients occur very fast at a timescale
related to the pressure and momentum exchange. Fig. 3(a) shows the infinity norm (maximum value) of the velocity
field. This is initially accelerated toward the correct droplet size when not at equilibrium, i.e., initially not satisfying the
Young–Laplace equation. It should be noted that there is no effect of variations in Γ as the curves fall on top of each other.
The droplet radii for the three cases are shown in Fig. 3(b) as a function of time. The radius of the droplet is calculated over
a circle obtained by cutting the density profile at a mean density contour line. Finally, in Fig. 3(c) the oscillations in pressure
resulting from these phenomena are shown. As expected, no significant variation is noted for different values of Γ . After the
first transient (in the order of 1000 time steps), the chemical potential might not have reached a constant value. Therefore,
a diffusive process will take place until a final steady state is reached at much later times. All three radii in Fig. 3(b) decrease
as thermal equilibrium is achieved through the slower diffusive process controlled by the mobility. It can be seen that the
diffusive process is faster for larger values of Γ . Nevertheless, only very small changes are observed.
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Fig. 3. Initial transient to achieve radius adjustment and pressure difference for different values ofΓ . (a)Maximumvelocity, (b) radii evolution comparison,
and (c) pressure oscillations until satisfying Young–Laplace equation, σ = 5× 10−3 .
Fig. 4. Maximum velocity. τf = 0.5, τg = 0.8, Γ = 2000, ρh = 600, ρl = 1, σ = 0.157, interface thickness of 4 and radius of 20.
In Figs. 5 and 6 the pressure and density profiles (through the order parameter) are shown together for the steady state
case. From Fig. 4 it is clear that no parasitic currents are present when steady state is achieved. It can be seen by the change
in the density profiles, Fig. 6, that the slow diffusive process shifts the bulk densities from the initial case as observed by [16].
Thus, mass conservation enforces the reduction in diameter observed in Fig. 3(b). As expected, the velocity of this process
is driven by the mobility,M . Both momentum and diffusion time scales can be well appreciated in the norm of the velocity
shown in Fig. 4.
4. Diffusion induced coalescence
To investigate how the Cahn–Hilliard equationmodels the coalescence process, the collision of two droplets is studied. In
this process the following regimes can be identified: droplet approach, film drainage, film rupture and the hydrodynamics
of coalescence driven by capillary forces (i.e., shape restoring forces). 2D simulations cannot be expected to result in exact
quantitative information on the process, although, as proposed by [25], we expect the simulations to give acceptable
qualitative tendencies.
The lowWeber coalescence regime I described by Qian and Law [2] is of particular interest in coalescence physics studies.
In the normal collision regimes, if the approach speed is reduced, then bouncing is observed.Most of the initial kinetic energy
of the droplets is lost because of viscous dissipation in the collision. If the final distance between the two droplets (hf ) is
small enough, retarded coalescence might occur. It is remarkable that during the film drainage process the two droplets
might be even closer at an actual minimum distance hm < hf , without triggering coalescence. Qian and Law [2] pointed
out that the bulks of the two droplets actually start to move away from each other either shortly before, and certainly after
coalescence has occurred.
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Fig. 5. Pressure profiles: τf = 0.5, τg = 1.0, Γ = 0.01, ρh = 50, ρl = 1, σ = 0.1, interface thickness of 4 and radius of 15.
Fig. 6. Density change τf = 0.5, τg = 0.8, Γ = 2000, ρh = 600, ρl = 1, σ = 0.157, interface thickness of 4 and radius of 20.
In traditional models, a closure criterion is needed for determining the film rupture point. The simplest and most used
approach is to define a critical distance, hc , at which coalescence occurs. There are two problems associated with the critical
distance concept. Firstly one has to choose a more or less arbitrary hc . Secondly a set hc can never explain that one may
have hm < hf where the final hf eventually leads to coalescence as observed in low We-number experiments. Other
approaches include an extra force when a certain critical distance has been reached, see Section 5.4. As these physio-
chemical forces (e.g. London forces) are present among molecules, a macroscopic way of incorporating their effect is to
find the Gibbs free energy per molecule and then integrate over the whole geometry. This free energy result takes into
account the number density of molecules. The Cahn–Hilliard model states that the free energy of the system must be
represented not only by the number density, but also its gradient [29]. Consequently, the physio-chemical approach and
the present thermodynamic approach share the free energy description. The former determines the free energy based on
explicit evaluation of molecular forces only, whereas the Cahn–Hilliard diffusive model free energy calculations are based
on macroscopic quantities such as concentrations, concentration gradients, equations of state, etc., where the microscopic
quantities such as e.g. molecular forces, are already embedded. Our model requires no external coalescence criterion.
However the thermodynamic parameters A, κ,M (orw, σ ,M equivalently) must be known.
It should be pointed out that both the droplet diameter and the interface thickness will vary from case to case. The
interface thickness increases when approaching the critical point of a system. Droplet sizes can vary from microns to
millimeters. In this work we focus on cases of micrometer droplets with interface thicknesses on the nanometer scale.
In these cases there are three orders of magnitude between the droplet size and the interface thickness. Thus the model is
most efficiently implemented with a locally refined mesh.
The concentrations (or densities of the system) aremodeled through Eq. (1). The diffuse coalescence occurs because there
is diffusion from the liquid to the gap between the droplets, the flux beingM∇µφ [27]. The chemical potential varies in such
a way that it enhances this process independently of the velocity of the fluid. Finally, the mobility,M , is the last parameter
that needs an additional closure law. Zheng et al. [24] has investigated the influence of the mobility,M , on the coalescence
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time. However, it was done from a numerical viewpoint only to understand how to avoid coalescence as a numerical artifact.
We note that the units are [M] = kg s
m3
for the mobility and [µφ] = m2s2 for the chemical potential.
Through dimensional analysis of Eq. (1) we find
∂φ˜
∂ t˜
+ ∇˜ · (E˜uφ) = ∇˜2µ˜φ (27)
which is normalized with the so-called Cahn–Hilliard time (the diffusion time), tCH = w3φ∗2Mσ and where φ = φ∗φ˜, and
µ˜φ = 34 (φ˜3 − φ˜) − 38 ∇˜2φ˜. The velocity u˜ = u tCHw is modeled by the momentum equation. We then study the chemical
potential term in Eq. (3) normalized with the interface thickness,w, and the viscous time, tµ = ρ¯w2µ¯ ,
∇p˜φ = La/R ρ˜ ∇˜µ˜. (28)
Here themodified Laplace number La/R = LaR , with the Laplace number defined as La = σ ρ¯wµ¯2 andmodified by dividing by
R = φ∗
ρ¯
= ρh−ρl
ρh+ρl is used. For large density ratios, R approaches unity, but when the gas and liquid densities resemble each
other R decreases and the chemical potential contribution increases (at constant La/R number). If Eq. (1) is normalized with
the viscous time tµ, a coefficient pi appears in front of the diffusive contribution. This coefficient is defined as the ratio of the
viscous time over the diffusion time. Conceptually, pi can be associated with the inverse of an analogous Schmidt number,
with the clarification that pi is the ratio of mass diffusivity over momentum diffusivity,
pi = tµ
tCH
= Mσ
Rwφ∗µ
. (29)
For the case of two droplets close enough to coalesce and in absence of initial velocity, solving the system will result in
a coalescence time tc that depends only on the initial conditions and on model parameters. We neglect any contribution
from themomentum equation apart from the viscous and chemical potential terms. Note that in the lowWeber coalescence
regime both droplets have very low velocities, if any, prior to coalescence. Thus, by using the Buckingham theorem it is
possible to find a function that relates the time tc = t˜c tCH to the chemical potential contribution and the ratio of diffusion
times,
tc = w
3φ∗2
Mσ
f (La/R, pi). (30)
Through numerical simulations, we first propose to study if tCH is a proper estimator of the coalescence time, and then
study the dependency of the diffusion time on the dimensionless numbers.
5. Results
In order to have a complete description of the dynamics of the domain constrained by the droplets during the coales-
cence process, it is necessary to understand how the diffuse coalescence occurs. In order to validate themodel for predicting
the film rupture process, a comparison of model predictions with experimental data is further required. Relevant experi-
ments are those involving droplet–droplet collisions both for gas–liquid [2], liquid–liquid [32] systems and film drainage
experiments [33,34]. The main problem is that these experiments focus on the film drainage process and generate maps
that do not comprise all possible system combinations. To the authors’ knowledge there is no complete experimental data
set capable of describing the last stage of the film drainage process, the film rupture. Collisionmaps can be obtained through
traditional modeling techniques, where some model parameter-tuning might be needed. The need for retuning the param-
eters if the system is changed is not normally clarified. Thereby the trust in thesemodeling tools for predictive purposes will
be necessarily low. The lowWeber number coalescence regime is of particular interest since its outcome depends strongly
on the film rupture process. None of the traditional models are able to reproduce the dynamics of this regime. We propose
to compare the diffuse coalescence predictions with conventional models built upon intermolecular interactions which can
explain film rupture physics.
5.1. Description of the coalescence process
Fig. 7 shows an example of the coalescence process for two equal-sized droplets simulated with the present model. The
density has been scaled and normalized and the distance is also normalized by the interface thickness. The initial distance
between both interfaces is two times the interface thickness and the droplets have no initial velocity. It can be noticed that
at the beginning the liquid–gas interfaces move toward each other at a very low speed. The change in interface position in
each time step is less than the distance between two grid points.
In the Cahn–Hilliard model discussed in the previous section, the free energy of a multiphase system can be defined in
terms of the concentration of each component and the concentration gradients, thus producing finite and diffuse interfaces.
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Fig. 7. Density profiles during the coalescence process at equidistant times, multiples of an arbitrary time lapse δ. The dashed line shows the density
profile at the time of coalescence, tc .
For this reason, the distance between two droplets needs to be redefined at the scales of interest where it is not sharp
but of finite thickness. A general approach is to define the virtual sharp interface h, as the shortest distance between the
mean density level line of each droplet (normalized density value of 0.5 in Fig. 7). For systems near the critical point, where
the thicknesses are larger, this definition can still be maintained although it may seem less appropriate and might lead to
confusion when two droplets are closer than the order of the interface thickness. The gas gap between the droplets may
rather be represented by an integral value which is easier to estimate. This is considered here as an alternative indicator h∫
of the distance h. It is defined as
h∫ =
∫
Γ0
(
0.5− φ(x)
2φ∗
)
dx (31)
where the integral is calculated along a line Γ0 that connects the centers of each of the two droplets.
The behavior of both of these definitions of droplet distance, h and h∫ are shown in Fig. 8. It should be noted that a
characterization of the process can be given after the coalescence instant if h∫ is used instead of h. The coalescence instant
is clearly associated with the inflection point of the h∫ curve. The integral distance h∫ also seems more objective since no
interface position definition is needed.
5.2. Role of the chemical potential µφ as driving force
It can be noticed in Eq. (2) that the terms−∇δp+ ρ∇µφ will govern the momentum of the fluid flow in the absence of
shear, whileM∇µφ is the flux of φ being diffused in Eq. (3).
When two interfaces are close enough, overlapping occurs. In this region of |φ| < φ∗, the density surfaces resemble a
saddle point. According to Eq. (5)µφ becomes more negative, increasing the flux into the gap as it can be seen in the profile
shown in Fig. 9.
In the case of a droplet/droplet collision, this flux depends on the chemical potential and is independent of the fluid
velocity. However, the increase in density in the center point will depend on both contributions, convection and diffusion,
determining the collision outcome. As expected, the diffusion process is enhanced when the two surfaces are very close to
each other. Theminimumvalue of the chemical potentialµφ as a function of the inter-drop distance satisfies this observation
as shown in Fig. 10.
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Fig. 8. Evolution of the distance between interfaces h and h∫ prior to coalescence.
Fig. 9. Chemical potential µφ prior to the coalescence instant. The position is normalized using the interface thickness w. The profile corresponds to a
cross section but the steep gradients are in all dimensions as shown in the surface subplot.
Fig. 10. Development of the chemical potential µφ history in the center of the region between the droplets as a function of the droplet/droplet distance
prior to coalescence. The film thickness is normalized using the interface thicknessw. The parameters are ρlg = 100, rd = 150, σ = 5.10−4 , Γ = 10 000,
w = 5, τf = 0.5 and τg = 2.
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Fig. 11. Cross section of the chemical potential at (a) initial time t = 0 and (b) later time: an arbitrarily chosen value greater than zero, t = 100 000.
Dashed line: without correction. Continuous line: with initial condition corrected.
5.3. Influence of the initial chemical potential
Westudy the case of one droplet at thermodynamic equilibriumand steady state conditionswith no velocity. The solution
to this problem gives gas and liquid bulk densities different from the ρ∗l and ρ
∗
h defined by Eq. (4). From Eq. (3), it is clear that
µ has no curvature at equilibrium. If there is no flux at the boundaries of the system, as for example when using periodic
boundary conditions,µ is constant. In addition, fromEq. (2),∇δp = 0. The increase in pressure definedby theYoung–Laplace
law is perfectly satisfied since the thermodynamic pressure is defined by Eq. (6).Whenwriting the initial perturbed pressure
component, this increase in pressure must be taken into account together with the corresponding increase in densities.
The new initial densities must be ρh = ρ∗h + hφ∗ and ρl = ρ∗l + lφ∗. The coefficients l, h can be calculated by solving
Eqs. (5) and (6).
An approximate first order solution assuming l = h = , is  = ∆p16φ∗3A . For two droplets of different size, i.e. with
different pressure, there is no equilibrium solution. Accordingly, the systems evolves toward equilibrium by evaporating
the smaller droplet into the bigger one, known as the Ostwald ripening phenomenon.
Fig. 11 compares the chemical potential for both the corrected and uncorrected case along a line that links both droplets.
The traditional initial condition with densities ρ∗h and ρ
∗
l is shown as a dashed line together with the first order correction
proposed represented as a continuous line. The corrected case presents a more uniform chemical potential, especially in the
outer droplet interface. The decrease in chemical potential in the center region is larger for the corrected case, triggering
a faster droplet coalescence. Thus we infer from this analysis that coalescence dynamics should be faster for systems at
thermodynamic equilibrium than for non-equilibrium systems.
A way of obtaining a deeper well in the chemical potential is by placing both droplets even closer. As expected, this
triggers much faster coalescence.
5.4. Microscopic forces
Hamaker’s van der Waals interaction energy between two bodies is a simplified approach for taking into account the
London’s pair potential of dispersion interaction [35]. The Gibbs free energy of interaction between two molecules i and j
with numerical densities ρi and ρj in vacuum is:
G ∝ −
∫
Vi
∫
Vj
ρiρj
(Erj − Eri)6 dr
3
i dr
3
j (32)
where the integrals are over volume V for each particle. The free energy has been calculated for some simplified geometries.
For two semi-infinite slabs separated by a distance h then G ∝ − 1
h2
. This is the most common result applied in models.
For two plates of given thickness, and taking into account electromagnetic retardation, then G ∝ − 1
h3
. For two big spheres
G ∝ 1h . The dominant terms in all the cases follow the law G ∝ − 1hn . After finding the free energy for a given case, the force
per unit area, the so-called disjoint pressure [36] isΠ = − ∂G
∂h ∝ − 1h(n+1) .
We propose that the distance h between droplets will be reduced according to the attracting forceΠ [37], i.e.
dh
dt
∝ − 1
h
n−2
2
. (33)
In the traditional approach this force becomes significant when h is smaller than a given threshold. In Fig. 12, it can be seen
that our simulations show a behavior very analogous to the Hamaker equation (33) with n = 0.5.
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Fig. 12. Development of the inter-drop film thickness. The parameters are ρlg = 100, rd = 150, σ = 5.10−4 , Γ = 20 000, w = 5, τf = 0.5 and τg = 2.
The continuous line fits the Hamaker law with fixed exponent n = 0.5, Eq. (33).
As a final remark we emphasize that our purpose is not to validate the present method against Hamaker’s function, but
to show that there are similitudes in the power law behavior and short distance interaction.
5.5. Similitude study of the coalescence
As was shown in Fig. 8 the coalescence time for the cases solved are of the order of 106–107 lattice Boltzmann steps. This
is the order of magnitude of tCH , while the viscous time tµ is just two orders of magnitude smaller.
If the dimensionless velocity can be neglected, i.e. v˜  1, the problem will only be diffusive and coalescence will only
occur for a fixed value of t˜ and depend only on the geometrical presentation of the initial condition. The result is that this
term cannot be neglected, thus themomentumequation should be taken into consideration.We first examine the parameter
pi that represents the ratio of the timescales of Eqs. (1) and (3).
5.5.1. Influence of the momentum equation dynamics
If we want to study the influence of the momentum equation dynamics, we start by fixing La/R. The reason is the
following: coalescence will be retarded if the momentum equation can be disregarded. The momentum dynamics with
respect to the dynamics of the Cahn–Hilliard equation scale as the inverse of pi . For greater values of pi the momentum
equation is therefore less dominant and the time for coalescence should increase. A low pi couples the momentum equation
with the Cahn–Hilliard equation. In Fig. 13(a), the coalescence time is shown to increase directly with increasingpi . Sincewe
cannot ascertain from the simulations whether t˜c will converge to a finite value, we proceed with an asymptotic analysis.
If the viscosity tends to zero, the momentum equation is completely decoupled from the Cahn–Hilliard equation. Thus for
pi going to infinity a finite and maximum coalescence time is expected that is governed by a purely diffusive process. From
the previous, we expect t˜c to converge. For the opposite case, pi going to zero, the problem can be interpreted as two solid
bodies under an attractive force.
Note that for all cases simulated, pi  1, and of the order of magnitude 10−3.
5.5.2. Chemical potential as driving force
A second casewas runwhere themobility was kept constant and both dimensionless parameterspi and La/R were varied.
It was proposed that increasing the La/R number would enhance the coalescence process. As expected, the time t˜c decreases
with increasing La/R as shown in Fig. 13(b).
Note in particular the dimensionless coalescence time t˜c plotted against the ratio piLa/R in Fig. 13(c). More work is needed
in order to justify a possible generality of the nearly linear behavior observed. It should be pointed out that for a viscous
dominant case the dimensionless time, t˜c , approaches unity.
The last case is the effect of the product piLa/R on t˜c as shown in Fig. 13(d). Both pi and La/R influence the dynamics
of coalescence slowing it down or speeding it up respectively. According to the results shown in the simulated range, the
parameter La/R, representing the reference component of the pressure force calculated with the reference densities and
chemical potential, has a stronger influence on the coalescence time than the dynamic ratio pi .
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Fig. 13. Case 1 (a): with La/R = 9× 10−5 and variations only in pi throughM; withw = 4, φ∗h = 100, φ∗l = 1, τf = 0.5. Case 2 (b, c, d): variations in both
La/R and pi ; withM = 887.5. All cases with a domain of 120× 70 lattice units.
6. Concluding remarks
The final process that governs droplet–droplet coalescence has been studied from a diffusive model point of view.
Diffusive models have for stability reasons been widely used in numerical simulations. We have followed the opposite path,
as real physical interfaces are diffusive by nature. To the authors knowledge, this represents the first lattice Boltzmannwork
proposed to understand coalescence from a physio-chemical viewpoint.
We have found that for liquid droplets in a gas system, near-equilibrium-densities as initial density for each phase
produces faster droplet coalescence than initializing each phase with the minimum-energy-densities φ∗, see Fig. 2. From
our own experience, however, we know that it is very difficult to ensure that a droplet is in thermodynamic equilibrium
with its surroundings. We have also revised the definition of distance between droplets for diffuse interfaces simulations
and have been able to simulate the lowWeber number type of coalescence, i.e. retarded coalescence after bouncing.
It has been pointed out that the coalescence similitude study is not exhaustive, but can be used as a first approximation.
Furthermore, experimental coalescence times can be used to determine parameter values such as the mobility, for the
low Weber number coalescence regime. Other parameters will modify the coalescence time such as the roundness of the
interface or the droplet size. These can easily be included in the lattice Boltzmann simulations.
This work is useful in estimating how free energy two-phase lattice Boltzmann models can simulate coalescence for
droplet–droplet collisions. Furthermore, it represents an alternative approach for understanding the actual film rupture
and coalescence physics. For all the cases studied, initial conditions that produce coalescence were considered, bouncing
outcomes were also observed as predicted by the literature.
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