Abstract-In the paper, the region of the number of equilibrium points of every cell in cellular neural networks with negative slope activation function is considered by the relationship between parameters of cellular neural networks. Some sufficient conditions are obtained by using the relationship among connection weights. Three theorems and a corollary are gotten by our new methods. Depending on these sufficient conditions, inputs and outputs of a CNN, the regions of the values of parameters can be obtained. Some numerical simulations are presented to support the effectiveness of the theoretical analysis.
I. INTRODUCTION
Cellular neural networks (CNNs) were first introduced in 1988 [1] [2] . CNNs have extensively found application in various engineering fields, such as image processing, robotic and biological versions, higher brain functions, associative memories and so on [3] [4] [5] .
It is easy to know that stability of CNNs play a important role for the application of CNNs. There have been abundant researches about stability of CNNs. Some sufficient conditions for CNNs to be stable were obtained by constructing Lyapunov Function [6] [7] , and these conditions generally made equilibrium point global asymptotically stable. However, some authors presented some conditions which made equilibrium points locally stable, and there generally were multiple equilibrium points [8] [9] [10] [11] . In [8] [9] , the region of the number of equilibrium points of every cell in cellular neural networks is researched, however, the activation functions are the unity gain activation function and thresholding activation function, respectively. Therefore, in the paper, the region of the number of equilibrium points of every cell in cellular neural networks with negative slope activation function will be considered. If the activation function of CNNs is ( ) ( )
, we call the activation function as negative slope activation function. The remaining part of this paper is organized as follows. In the next Section, some regions of the number of equilibrium points of CNNs are obtained. In Section III, some numerical simulations are given to verify the theoretical results. Some conclusions are finally drawn in Section IV.
II. MAIN RESULTS
Consider a two dimensional cellular neural networks defined by the following differential equations:
, , 
whose characteristic is shown in Fig. 1 . 
The definition of matrices
System (2) can be written as ( ) , 1, ,
where ( )
In Eq. (3), if ( )
Therefore, when ( ) Suppose that i β is equilibrium point of system (3), then we have ( ) O . The number of isolated equilibrium points is grater than or equal to 3 and less than or equal to 3 δ ; the number of stable equilibrium points is greater than or equal to 2 and less than or equal to 2 δ . O . From Eq. (7) and (8) − phase plane trajectory of Eq. (1) is shown in Fig. 3 . − phase plane trajectory of Eq. (1) is shown in Fig. 4 . 
Proof. (i) From
Therefore, a CNN with 2 rows and 2 columns can be written as Fig. 5 (a) and (b), inputs and outputs of CNNs are shown, respectively, where the white lattice stands for -1 and black for 1. 
Then, from inputs and outputs of CNNs in Fig. 6 Fig. 6 shows the number of equilibrium points, where all parameters of the CNN are based on Corollary 1 (iii), and 100 random initial states are used. We can find that the number of equilibrium points is accord with Corollary 1.
IV. CONCLUSIONS
In the paper, the region of the number of equilibrium points of cellular neural networks was considered by the relationship between parameters of cellular neural networks with negative slope activation function. We find that there are no more than 3 δ isolated equilibrium points or 2 δ equilibrium points located in saturation regions for a cell in a CNN. Finally, numerical simulations were presented to verify the theoretical results. 
