We define and study an alternative partial order, called the spectral order, on a synaptic algebra-a generalization of the self-adjoint part of a von Neumann algebra. We prove that if the synaptic algebra A is norm complete (a Banach synaptic algebra), then under the spectral order, A is Dedekind σ-complete lattice, and the corresponding effect algebra E is a σ-complete lattice. Moreover, E can be organized into a Brouwer-Zadeh algebra in both the usual (synaptic) and spectral ordering; and if A is Banach, then E is a Brouwer-Zadeh lattice in the spectral ordering. If A is of finite type, then De Morgan laws hold on E in both the synaptic and spectral ordering.
Introduction
In this paper, 'iff' abbreviates 'if and only if,' the notation := means 'equals by definition,' R is the ordered field of real numbers, and N := {1, 2, 3, ...} is the ordered set of natural numbers.
We shall often refer to the partial order relation ≤ on a partially ordered set (poset) P simply as an order or an ordering. The poset P is lattice ordered, or simply a lattice iff every pair of elements a, b ∈ P has an infimum a ∧ b (a greatest lower bound) and a supremum a ∨ b (a least upper bound).
An existing infimum (respectively, supremum) of a family (a γ ) γ∈Γ in P is written as γ∈Γ a γ (respectively, as γ∈Γ a γ ).
We denote the von Neumann algebra of all bounded linear operators on a Hilbert space H by B(H) and we denote the self-adjoint part of B(H) by B sa (H). If ·, · is the inner product on H, then the usual order ≤ for B sa (H) is defined for A, B ∈ B sa (H) by A ≤ B iff Ax, x ≤ Bx, x for all x ∈ H. Note that A ≤ B iff the spectrum of B − A is contained in {α ∈ R : 0 ≤ α}. Following S. Gudder [26] , we shall refer to ≤ as the numerical order on B sa (H) and on subalgebras thereof. The "unit interval" E(H) := {E ∈ B sa (H) : 0 ≤ E ≤ 1}, under the partial binary operation ⊕ defined by E ⊕F := E + F iff E + F ≤ 1, is called the standard effect algebra, and it is the prototype for the more general notion of an effect algebra [8] .
Let R be a von Neumann algebra and let R sa be the self-adjoint part of R with the numerical order. The system E(R) := {E ∈ R sa : 0 ≤ E ≤ 1} with the partial binary operation ⊕ defined by E ⊕ F = E + F iff E + F ≤ 1 is an effect algebra that generalizes the standard effect algebra.
By a well-known theorem of S. Sherman [43] , R sa is a lattice iff R is commutative. Recall that R is a factor iff its center consists only of scalar multiples of the identity, and R sa is an antilattice iff, for all a, b ∈ R sa , the infimum a ∧ b exists in R sa iff a ≤ b or b ≤ a. By Kadison's antilattice theorem [31] , R is a factor iff R sa is an antilattice. Thus, since B(H) is a factor, it follows that B sa (H) is an antilattice under the numerical order. Kadison's antilattice theorem has engendered considerable research on possible alternative orders for B sa (H) and related operator algebras that, optimally, would result in a lattice, or at least in a poset with some latticelike properties. Three (actually two) of these alternative orders are as follows:
(1) Drazin's star order ≤ * [6] , which was originally defined for so-called proper involution rings, makes sense for a von Neumann algebra R, and so does its restriction to the self-adjoint part R sa of R. The star order on R sa has various equivalent characterizations, one of which is as follows. For A, B ∈ R sa , A ≤ * B iff there exists C ∈ R sa such that AC = 0 and A + C = B. A number of authors, e.g., [3, 5, 41, 45] have studied the star order for various operator algebras and related structures.
(2) S.P. Gudder [26] has formulated a so-called logical order for B sa (H) as follows: If A ∈ B sa (H), F (R) is the σ-field of real Borel sets, and P(H) is the lattice under the numerical order of all projections P = P 2 ∈ B sa (H), denote the real observable corresponding to A by P A : F (R) → P(H). Then for A, B ∈ B sa (H), A B iff P A (∆) ≤ P B (∆) for all ∆ ∈ F (R) with 0 / ∈ ∆.
By [26, Theorem 4.6] , A B ⇔ A ≤ * B. It is also shown in [26] that, under the logical order, B sa (H) is a near lattice, i.e., if for A, B ∈ B sa (H) there is C ∈ B sa (H) with A, B C, then both the supremum and infimum of A and B with respect to exist. By [26, Theorem 4.17] , if H is finite dimensional, then the logic-order infimum of any two elements in B sa (H) exists. This result was extended also to infinite dimensional H in [41, Corollary 4.6] in the sense that, in B sa (H), the logic-order infimum of any nonempty subset exists and the logic-order supremum of any nonempty subset that is bounded above exists. In [45] , explicit forms are found for logical infima and suprema.
Also, under the logical (or star) order, B sa (H) forms a so-called generalized σ-orthoalgebra [26, §2] under the partial operation A⊕B := A+B iff AB = 0, and is the corresponding induced order. The logic order has been studied in many further papers, e.g. [3, 5, 41] , and the notion of logical (or star) order has been extended to so-called generalized Hermitian algebras [10] by Y. Li and X. Xu [35] .
(3) M.P. Olson [38] introduced the spectral order ≤ s for the self-adjoint part R sa of a von Neumann algebra. See Definition 3.3 below. For R sa , the spectral order agrees with the numerical order on projections (idempotent elements P = P 2 ) and on commutative subalgebras. Under the spectral order, R sa forms a Dedekind complete lattice. The set of effects E(R) under the spectral order is studied in [24] , and in [4] it is shown that it is a complete Brouwer-Zadeh lattice [23] in which both De Morgan laws are satisfied for the Brouwer complement iff R is of finite type. See also [28] for related results on Jordan algebras and [29, 30] on AW*-algebras.
Our purpose in this paper, as indicated by its title, is to study the spectral order on a so-called synaptic algebra (abbreviated SA) [7, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 40] . The formulation of a synaptic algebra [7] was motivated by an effort to define, by means of a few simple and physically plausible axioms, an algebraic structure suitable for the mathematical description of a quantum mechanical system. A synaptic algebra (from the Greek 'sunaptein,' meaning to join together), unites the notions of an order-unit normed space [1] , a special real unital Jordan algebra [36] , a convex sharply dominating effect algebra [25, 27] , and an orthomodular lattice [2, 33] . Synaptic algebras generalize the self-adjoint parts of Rickart C * -algebras, AW * -algebras, and von Neumann algebras, as well as JB-algebras, JBW * -algebras, spin factors [44] , and OJ-algebras [42] . Also, generalized Hermitian algebras [10, 11, 13] , are special cases of SAs. Axioms SA1-SA8 for an SA and some of the basic properties of an SA can be found in Section 2 below.
A synaptic algebra is lattice ordered if and only if it is commutative [19, Theorem 5.6 ]. An analogue of Kadison's antilattice theorem [31] is proved for SAs in [20] .
Let A be a synaptic algebra, let E := {e ∈ A : 0 ≤ e ≤ 1} be the set of effects in A, and let P := {p ∈ A : p = p 2 } be the orthomodular lattice (OML) of projections in A. By [21, Theorem 5.3] , A is Banach (i.e., norm complete) iff it is isomorphic to the self-adjoint part of a Rickart C * -algebra. If A is Banach, then under the spectral order, A is a Dedekind σ-complete lattice and E is a σ-complete lattice (Theorem 4.6 and Corollary 4.7 below); moreover (by a similar proof), if in addition P is a complete OML, then A is a Dedekind complete lattice and E is a complete lattice. We show that E can be organized into a Brouwer-Zadeh effect algebra in both the synaptic and the spectral orderings; furthermore, if A is Banach, then E is a BrouwerZadeh lattice in the spectral ordering (Theorem 5.6 below). As a consequence of Theorem 6.6 below, if P is a complete OML and A is of finite type, then under both the synaptic and spectral order, the Brouwer complementation on E satisfies the De Morgan laws.
We note that, working with synaptic algebras, we cannot make use of the rich Hilbert space structure, and so have to apply alternative, usually more algebraic or order-theoretic, methods. Some of our results overlap with the results in [29, 30] obtained for AW*-algebras, so that they also hold for Banach synaptic algebras with a complete projection lattice. We have shown that all the results can be also obtained from the axioms of synaptic algebras and properties derived from them. Moreover, some of the results hold in more general classes of synaptic algebras.
Synaptic algebras
In this section, we introduce the definition of a synaptic algebra [7] and recall some of its properties.
Let R be a linear associative algebra with unit element 1 over the real or complex numbers and let A be a real linear subspace of R. (To help fix ideas, the reader can think of R as a von Neumann algebra and of A as the self-adjoint part of R.) Let a, b ∈ A. We understand that the product ab is calculated in R, and may or may not belong to A. We write aCb iff ab = ba. The set C(a) := {b ∈ A : aCb} is the commutant of a. If B ⊆ A, then C(B) := b∈B C(b) is the commutant of B, CC(B) := C(C(B)) is the bicommutant of B, and CC(a) := CC({a}) is the bicommutant of a. An element p ∈ A with p = p 2 is called a projection, and we denote the set of projections in A by P .
The real linear space A is a synaptic algebra with enveloping algebra R iff the following conditions are satisfied: SA1 A is partially ordered Archimedean real linear space with positive cone A + := {a ∈ A : 0 ≤ a}, 1 ∈ A + is an order unit in A, and · is the corresponding order-unit norm on A [1, pp. 67-69]. We shall assume that 1 = 0, which enables us, as usual, to identify each real number α ∈ R with the element α1 ∈ A.
SA2 If
SA4 If a ∈ A and b ∈ A + , then aba = 0 =⇒ ab = ba = 0.
SA6 If a ∈ A, there exits p ∈ A such that p = p 2 and, for all b ∈ A, ab = 0 ⇔ pb = 0.
SA7 If 1 ≤ a there exists b ∈ A such that ab = ba = 1.
SA8 If a, b ∈ A, a 1 ≤ a 2 ≤ · · · is an ascending sequence of pairwise commuting elements of C(b) and lim n→∞ a − a n = 0, then a ∈ C(b).
Let us briefly recall some consequences of the axioms SA1-SA8. As a consequence of SA1: (i) A is a partially ordered real linear space under ≤, called the synaptic order ; (ii) 0 < 1 and 1 is an order unit in A, i.e., for each a ∈ A there exists n ∈ N such that a ≤ n1; (iii) A is Archimedean, i.e., if a, b ∈ A and na ≤ b for all n ∈ N, then a ≤ 0. The order-unit norm · on A, defined by a := inf{0 < λ ∈ R : −λ ≤ a ≤ λ}, is related to the synaptic order by the following properties: For a, b ∈ A,
As a consequence of SA2, A is closed under squaring, whence it forms a special Jordan algebra under the Jordan product a ⊙ b :
hence we may define the quadratic mapping b → aba ∈ A. For each a ∈ A, the quadratic mapping b → aba, b ∈ A, is obviously linear and by [7, Theorem 4.2] it is order preserving, which yields a stronger version of SA3.
Putting b = 1 in SA4, we find that for a ∈ A, a 2 = 0 ⇒ a = 0. By SA5, if 0 ≤ a ∈ A, there exists 0 ≤ b ∈ CC(a) with b 2 = a; by [7, Theorem 2.2], b is uniquely determined by a; and we define a 1/2 := b. The absolute value |a| of a ∈ A is defined by |a| := (a 2 ) 1/2 [7, Definition 3.1]. We also define the positive and negative parts of a ∈ A by
and we have 0 ≤ |a|, a 
, and a o is the smallest projection q ∈ P such that a = aq (or equivalently, such that a = qa). By SA7, if 1 ≤ a, then a is invertible, and we denote its inverse by a −1 . We note that if a is invertible, then a −1 ∈ CC(a). In the presence of conditions SA1-SA7, condition SA8 is equivalent to the condition that, for every a ∈ A, the commutant C(a) is norm closed in A [7, Theorem 9.11]. Hence, for B ⊆ A, both C(B) and CC(B) are norm closed in A.
Under the partial order inherited from A, the set P of projections in A forms an orthomodular lattice (OML) [2, 33, 39] with the smallest element 0, largest element 1 and orthocomplementation p → p
We denote by p ∨ q and p ∧ q the supremum and the infimum, respectively, of p and q in P . It is not difficult to show that, if pCq, then p ∨ q = p + q − pq and p ∧ q = pq.
A subset S ⊆ A is a sub-synaptic algebra of A iff it is a linear subspace of A, 1 ∈ S, and S is closed under the formation of squares, square roots, carriers, and inverses. A sub-synaptic algebra of A is a synaptic algebra in its own right under the restrictions to S of the synaptic order and the operations on A. Let B ⊆ A. Then C(B) is a sub-synaptic algebra of A. The set B is commutative iff aCb for all a, b ∈ B, i.e., iff B ⊆ C(B). If B is commutative, then CC(B) is a commutative sub-synaptic algebra of A. A maximal commutative subset of A is called a C-block. Every Cblock is a commutative sub-synaptic algebra of A. By Zorn's lemma, every commutative subset of A can be enlarged to a C-block and, as every singleton subset {a} of A is commutative, A is covered by its own C-blocks.
The synaptic algebra A is commutative iff the OML P of projections in A is a Boolean algebra. For a commutative SA A, we have the following functional representation theorem [12, Theorem 4.1]: Let X denote the Stone space of the Boolean algebra P and let C(X, R) be the partially ordered Banach algebra under pointwise order and operations of all continuous realvalued functions on X. Then there is a norm-dense subset F ⊆ C(X, R) and a synaptic isomorphism Ψ : A → F such that the restriction of Ψ to P is a Boolean isomorphism of P onto the set of all characteristic functions (indicator functions) of clopen (both closed and open) subsets of X. Moreover, if A is norm complete, then X is basically disconnected and F = C(X, R) [21] .
Elements of the set E := {e ∈ A : 0 ≤ e ≤ 1} are called effects, and under the convex structure inherited from the linear structure of A, E forms a convex effect algebra (E; 0, 1, ⊕), where, for e, f ∈ E, e ⊕ f is defined iff e + f ≤ 1, in which case e ⊕ f := e + f [27] . Clearly P ⊆ E and it turns out that the infimum and supremum p ∧ q and p ∨ q of p and q in P are also the infimum and supremum of p and q in E. Therefore, if e, f ∈ E, no confusion will result if we denote an existing infimum or supremum of e and f in E by e ∧ f or by e ∨ f . If e ∈ E, then e ⊥ := 1 − e ∈ E is called the orthosupplement of e, and e is said to be sharp iff the infimum e ∧ e ⊥ in E exists and equals 0. It can be shown that, if e ∈ E, then e ∈ P iff e is an extreme point of E iff e is sharp. Moreover, if p ∈ P , e ∈ E, then p ≤ e ⇔ p = pe ⇔ p = ep; similarly, e ≤ p ⇔ e = pe ⇔ e = ep; and if eCp, then ep = e ∧ p = pe [17, Theorems 2.5 and 2.7]. If e ∈ E, then e o ∈ P ⊆ E and e o is the smallest sharp element p ∈ E such that e ≤ p; hence, E is a sharply dominating effect algebra and therefore it forms a so-called Brouwer-Zadeh poset [25] . (See Section 5 below.) By [21, Theorem 9.1] a generalized Hermitian algebra (GH-algebra) [10] is the same thing as a synaptic algebra A that satisfies the following condition: Every bounded increasing sequence a 1 ≤ a 2 ≤ a 3 ≤ · · · of pairwise commuting elements in A has a supremum a in A.
Spectral order
The assumption that A is a synaptic algebra, P is the OML of projections in A, and E is the algebra of effects in A remains in force.
Every a ∈ A defines and is determined by its spectral resolution (p a,λ ) λ∈R in P ∩ CC(a), where p a,λ :
where the Riemann-Stieltjes type sums converge to the integral in norm. Two elements in A commute iff their respective spectral resolutions commute pairwise [7, §8] .
Theorem. [7, Theorem 8.4]
The spectral resolution (p a,λ ) λ∈R of an element a ∈ A has the following properties for all λ, µ ∈ R:
In the following definition, we introduce the spectral order ≤ s on A [23, 38] .
According to the next lemma, the spectral order agrees with the synaptic order on the OML P .
Proof. The spectral resolution for q ∈ P is
Thus the desired result follows from the fact that q ≤ r iff 1 − r ≤ 1 − q.
3.5 Lemma. Let α, β ∈ R with 0 < α and let a ∈ A. Then, for all λ ∈ R:
Proof. To prove (i), we begin by noting that, for 0 < α, (αa)
(|a| + a)) = αa + , from which it follows that, for all λ ∈ R,
The proof of (ii) is obvious, and (iii) follows from (i) and (ii). 
Proof. (i) is evident. By Lemma 3.5 (iii) p αa+β,λ = p a,α −1 (λ−β) , and likewise
, from which (ii) follows immediately.
3.7 Remark. In view of Lemma 3.6, for many purposes, it suffices to study the synaptic and spectral order on elements of E. Indeed, suppose that a ∈ A. Then − a ≤ a ≤ a , and choosing any n ∈ N with a ≤ n, we have −n ≤ a ≤ n, which implies
∈ E. Thus, given b ∈ A, we can choose n ∈ N with a , b ≤ n, whereupon e := ∈ E and a ≤ b (respectively, a ≤ s b) iff e ≤ f (respectively, iff e ≤ s f ).
3.8 Lemma. Let e ∈ E and for each n ∈ N, let e n :=
Then (i) lim n→∞ e n = e and (ii) e n = 1 −
Proof. For each n ∈ N we form the partition λ 0 < λ 1 < · · · < λ n < λ n+1 of the closed interval [− 1 n , 1] given by λ i := (i − 1)/n for i = 0, 1, 2, ..., n, n + 1. Since e ∈ E, we have λ 0 < 0 ≤ L e ≤ U e ≤ 1 = λ n+1 . Put γ 1 := 0 and for 1 < i ≤ n + 1 put γ i := λ i = (i − 1)/n. Then λ i−1 ≤ γ i ≤ λ i for i = 1, 2, ..., n, n + 1, and we have
Therefore, by [9, Theorem 3.1] and [9, Remark 3.1] (which takes care of the case U e = 1), we have lim n→∞ e n = e, proving (i). Also,
proving (ii).
Proof. Let e, f ∈ E with e ≤ s f . By Remark 3.7, it will be enough to prove that e ≤ f . For each n ∈ N, put e n := 1 − . Then, since e ≤ s f , we have e n ≤ f n , i.e., 0 ≤ f n − e n for all n ∈ N. By Lemma 3.8, lim n→∞ (f n − e n ) = f − e, and by [7, Theorem 4.7 (iii)], 0 ≤ f − e, i.e., e ≤ f . Proof. Assume that a, b ∈ A and aCb. By Theorem 3.9, we only need to prove that a ≤ b ⇒ a ≤ s b, so assume that a ≤ b and λ ∈ R.
, and it follows that a ≤ s b.
3.12 Corollary. Let e, f ∈ E and e ∈ P or f ∈ P . Then e ≤ f ⇔ e ≤ s f .
Proof. Assume that e ∈ P , f ∈ E. Then e ≤ f iff ef = f e = e, hence eCf , and apply Theorem 3.11. If e ∈ E, f ∈ P , then e ≤ f iff ef = f e = f , and again eCf .
3.13
Corollary. E = {e ∈ A : 0 ≤ s e ≤ s 1}.
Proof. If e ∈ A, then both 0 and 1 commute with e.
Lattice properties of the spectral order on a Banach synaptic algebra
In this section, A denotes a Banach SA. As we mentioned above, an SA is Banach (i.e., norm complete) iff it is isomorphic to the self-adjoint part of a Rickart C * -algebra [ (1) There exists 0 ≤ K ∈ R such that p λ = 0 if λ < −K and
Note that condition (2) in Definition 4.1 is redundant-it follows from condition (3). Also note that, by condition (2), the projections in a bounded resolution of the identity are mutually commutative.
With only slight and obvious modifications, the proofs of [32, Theorems 5. λdp λ ∈ A such that a ≤ K and for which (p λ ) λ∈R is the spectral resolution of a.
In part (ii) of the following lemma, the infimum λ<µ∈R (p µ ∨q µ ) coincides with the countable infimum λ<ξ∈Q (p ξ ∨q ξ ), Q = the rational numbers, which exists since P is σ-complete. A similar remark applies to other analogous infima that appear below.
4.3 Lemma. Let (p λ ) λ∈R and (q λ ) λ∈R be bounded resolutions of identity in the Banach SA A. Then,
define bounded resolutions of identity (u λ ) λ∈R and (v λ ) λ∈R .
Proof. Parts (1) and (2) of Definition 4.1 are clear as is part (3) for (i). We only have to check part (3) for (ii). We have
4.4 Definition. Let a, b be elements of the Banach SA A with corresponding spectral resolutions (p a,λ ) λ∈R , (p b,λ ) λ∈R . Then, as per Lemma 4.3, we define a ∨ s b and a ∧ s b to be the elements of A whose spectral resolutions are given by p a∨sb,λ := p λ ∧ q λ , λ ∈ R and p a∧sb,λ := λ<µ∈R (p µ ∨ q µ ), λ ∈ R.
4.5 Theorem. For a, b in the Banach SA A, the element a∧ s b is the infimum and a∨ s b is the supremum of a and b in the spectral order ≤ s , whence (A; ≤ s ) is a lattice. Moreover, under the spectral order, E is a sublattice of A.
Proof. For all λ ∈ R, By Corollary 3.13, under the spectral order, E is a sublattice of A.
4.6 Theorem. For the Banach SA A, (E; ≤ s ) is a σ-complete lattice.
Proof. Let (e n ) n∈N be a countable family in E and let (p en,λ ) λ∈R be the corresponding spectral resolutions of e n , n ∈ N.
It is easy to check that (u λ ) λ∈R is a spectral resolution of an element e ∨ belonging to E. From the definition of u λ we have p en,λ ≥ u λ , ∀λ ⇒ e n ≤ s e ∨ for all n ∈ N. Let f ∈ E with the spectral resolution (p f,λ ) λ∈R be such that e n ≤ s f, ∀n ∈ N, i.e.,
i.e., e ∨ ≤ s f . Therefore s n∈N e n := e ∨ is the supremum of (e n ) n∈N in (E; ≤ s ). To show that (e n ) n∈N has an infimum in E, we set
We shall show that (v λ ) λ∈R is a spectral resolution. The properties v λ = 0 for λ < 0 and v λ = 1 for λ > 1 are clear. Let µ, ν, λ 1 , λ 2 be such that
This implies
We also have
Hence (v λ ) λ∈R is the spectral resolution of an element e ∧ ∈ E. It remains to prove that e ∧ is the infimum of (e n ) n∈N . Let f ∈ E with the spectral resolution (q λ ) λ∈R satisfy f ≤ s e n , ∀n ∈ N. Then p en,µ ≤ q µ , ∀µ, hence
hence e ∧ ≥ s f . This proves that e ∧ is the infimum of (e n ) n∈N .
In view of Remark 3.7, Theorem 4.6 has the following corollary.
Corollary.
For the Banach SA A, (A; ≤ s ) is a Dedekind σ-complete lattice.
Remarks.
Arguments similar to the proofs of Theorem 4.6 and Corollary 4.7 show that, if A is isomorphic to the self-adjoint part of an AW * -algebra (i.e., A is Banach and P is a complete OML), then under the spectral order, the algebra E of effects forms a complete lattice and A is a Dedekind complete lattice (Cf. [23, Theorem 3.1]).
5 Kleene and Brouwer-Zadeh posets 5.1 Definition. If (P; ≤) is a poset, then an involution on P is a mapping ⊥ : P → P such that, for all a, b ∈ P:
⊥ is of period two), and
⊥ is order-reversing).
An involution ⊥ : P → P is regular iff, for all a, b ∈ P,
An involution poset is a structure (P; ≤, ⊥ ) where ⊥ is an involution on the poset (P; ≤). If ⊥ is regular, then (P; ≤, ⊥ ) is a regular involution poset. An involution lattice is an involution poset (P; ≤, ⊥ ) such that (P; ≤) is a lattice.
A bounded involution poset is a structure (P; ≤, ⊥ , 0, 1), where (L, ≤, 0, 1) is a bounded poset (i.e., 0 ≤ a ≤ 1, ∀a ∈ P) and (P; ≤, ⊥ ) is an involution poset. A bounded involution poset (P; ≤, ⊥ , 0, 1) such that the involution ⊥ is regular is called a Kleene poset. A Kleene poset (P; ≤, ⊥ , 0, 1) is a Kleene lattice iff (P; ≤) is a lattice.
If (P; ≤,
⊥ ) is an involution poset, then there is a De Morgan duality on P whereby for each existing infimum γ∈Γ a γ in P, the supremum γ∈Γ a For all a, b ∈ P, if a∧b exists in P, then a ⊥ ∨b ⊥ exists in P and (a∧b)
The assumption that A is a synaptic algebra, E is the algebra of effects in A, and P is the OML of projections in A remains in force. We shall need the next lemma for the proof of part (ii) of Theorem 5.3 below. In [ 
⊥ , which plays a role in the statement of the lemma and its proof, is called the λ-eigenprojection of a, and λ is an eigenvalue of a iff d a,λ = 0.
Lemma.
Let a ∈ A and λ ∈ R. Then:
Proof. Evidently,
Therefore, by [7, Theorem 3.3 (viii) ],
from which (i) follows. As a consequence of [7, Theorem 8.4 (viii)], we have d a,−λ = p a,−λ − µ∈R, µ<−λ p a,µ , which, together with (i), yields (ii). Part (iii) follows immediately from (ii) and Lemma 3.5 (ii).
Theorem.
We extend the orthosupplementation ⊥ : E → E to all of the SA A by defining a ⊥ := 1 − a for all a ∈ A. Then:
is a regular involution poset and (E; ≤, ⊥ , 0, 1) is a Kleene poset. 
(ii) For the spectral order, condition (I1) in Definition 5.1 is obvious. To prove condition (I2), suppose that a, b ∈ A and a ≤ s b. Then p b,µ ≤ p a,µ for all µ ∈ R, whence, for all λ ∈ R, 1 − µ∈R, µ<1−λ p a,µ ≤ 1 − µ∈R, µ<1−λ p b,µ , and it follows from Lemma 5.
Since aC(1 − a) and aC 1 2 , we have a
Likewise, since bC(1 − b) and (2) ∼ is a unary operation on P, called the Brouwer complementation, such that, for all a, b ∈ P:
A BZ-poset that is a lattice is called a BZ-lattice.
Proof. Since 0Ca, we have 0 ≤ a ⇔ 0 ≤ s a. Assume that 0 ≤ a. Then a ≤ s b ⇒ 0 ≤ a ≤ b and by [7, Theorem 2.12 (viii) 
5.6 Theorem. For e ∈ E, define e ∼ := (e o ) ⊥ . Then:
(ii) Both (E; ≤, ⊥ , ∼ , 0, 1) and (E; ≤ s , ⊥ , ∼ , 0, 1) are Brouwer-Zadeh posets.
⊥ is a projection, we have
(ii) By Theorem 5.3, we have part (1) of Definition 5.4 for both ≤ and ≤ s . Suppose that e, f ∈ E. To prove (2a), suppose f ≤ s e, e ∼ . Then f ≤ e, f ≤ (e o ) ⊥ , and it will be sufficient to prove that f = 0. Since f ≤ (e o ) ⊥ , it follows that f e = ef = 0, whence f ≤ e implies that 0 ≤ f 2 ≤ f e = 0, whereupon f = 0. By (i), to prove (2b), we have to prove that, 6.1 Lemma. Let e, f ∈ E. Then:
Proof. (i) From 0 ≤ e, f ≤ e∨f and Lemma 5.5, we obtain
A similar argument applies to e ∨ s f .
(ii) From e ∧ f ≤ e, f we get (e ∧ f ) o ≤ e o ∧ f o and similarly for e ∧ s f .
In von Neumann algebras, the condition (e ∧ f ) o = e o ∧ f o holds with respect to the numerical order for existing infima of effects e and f iff the von Neumann algebra is of finite type [4] . A similar result for the spectral order is proved in [23, Corollary 4.4] . If A is of finite type and the OML P is complete, we prove in Theorem 6.6 that this condition holds for the synaptic order. If, in addition, A is Banach, then we prove in Theorem 6.7 that the condition in question holds for the spectral order.
The dimension theory for synaptic algebras (not necessarily norm complete) with a complete projection lattice P has been developed in [14, 15] . Recall that an element s ∈ A is a symmetry iff s 2 = 1. A symmetry s is said to exchange projections p and q iff sps = q. Let A be an SA in which the projections form a complete OML P . The dimension equivalence ∼ on P is defined as follows: for p, q ∈ P , p ∼ q iff there are projections p 1 , . . . , p n , n ∈ N, p = p 1 , q = p n such that p i and p i+1 , i = 1, . . . , n − 1 are exchanged by a symmetry. If p and q are exchanged by a symmetry, then they are perspective (i.e., they share a common complement) in the OML P [15, Theorem 5.11]. Two projections p and q are in position p ′ iff p ∧ (1 − q) = 0 = (1 − p) ∧ q. Two projections p, q in position p ′ are exchanged by a symmetry (whence they are perspective), and therefore p ∼ q [40, Corollary 3.9] . A projection p ∈ P is finite iff, for any q ∈ P , q ∼ p and q ≤ p imply q = p. The SA A is of finite type iff every projection in P is finite.
6.2 Lemma. If A is finite type, then P is a modular OML.
Proof. Let e, f, g be projections with e ≤ g and let h := (e ∨ f ) ∧ g, k := e ∨ (f ∧ g). Then k ≤ h, and both h and k have the property that their join with f is e ∨ f and their meet with f is f ∧ g. Thus h − (f ∧ g) and (e ∨ f ) − f are in position p ′ , and so are (e ∨ f ) − f and k − (f ∧ g). It follows that k − (f ∧ g) ∼ h − (f ∧ g), and by finiteness, h = k.
Since the Brouwer complementation defines a mapping ∼ : E → P , before considering De Morgan properties, we show some relations between E and P . 
, and pCb, we have pb ≤ 1 2 n p, pb ≤ p, and pb ≤ b.
and therefore b − λp ≤ λ.
The following theorem generalizes [37, Theorem 4.1.13] to an arbitrary SA.
6.4 Theorem. If e ∈ E, there is a sequence of projections (p n ) n∈N ∈ CC(e) such that, for every n ∈ N, 0 ≤ e − n j=1
1 2 n p n , where the series converges to e in norm. Proof. We construct by induction a sequence of projections (p n ) n∈N ∈ CC(e) such that 0 ≤ e − n j=1 1 2 j p j ≤ 1 2 n . Putting n = 0, b = e, and p = p 1 in Lemma 6.3, we obtain p 1 ∈ P ∩ CC(a) with 0 ≤ e − . As our induction hypothesis, suppose that there exist p 1 , p 2 , ..., p n ∈ P ∩ CC(e) such that 0 ≤ e − n j=1 6.5 Corollary. Let e ∈ E and let (p n ) n∈N be the sequence of projections in Theorem 6.4. Then, e o = ∞ n=1 p n . Proof. For each n ∈ N, let e n := n j=1 1 2 j p j , noting that e n ∈ E. Thus, if n ∈ N, then 1 2 n p n ≤ e n ≤ e ≤ e o , so p n = (
Therefore e o is an upper bound in P for {p n : n ∈ N}. Now, suppose that q ∈ P and q is an upper bound for {p n : n ∈ N}. Then, for any j ∈ N, p j ≤ q, so p j = p j q, and it follows that e n q = e n , whence e n ≤ q for all n ∈ N.. Therefore 0 ≤ (q − e n ) and q − e = lim n→∞ (q − e n ), whence 0 ≤ q − e by [7, Theorem 4.7] . Thus, e ≤ q, so e o ≤ q, and it follows that e o = ∞ n=1 p n . 6.6 Theorem. Let A be an SA of finite type in which P is a complete OML. Then, if e, f ∈ E and the infimum e ∧ f with respect to the synaptic order exists in E, it follows that (e ∧ f )
Proof. Owing to Lemma 6.1, we only have to prove that e o ∧ f o ≤ (e ∧ f ) o . We follow [4] .
As in Theorem 6.4, e = 
It follows that
e, f ≥ λ(
where λ = min(
Since A is finite type, it follows that P is modular (Lemma 6.2), hence, since P is complete, it is a continuous geometry [34] . This means that if v, w ∈ P and (v n ) n∈N is an increasing sequence in P with v n ր v (i.e., ∞ n=1 v n = v), then v n ∧ w ր v ∧ w. Taking this into account and taking limits first as k → ∞ and then as ℓ → ∞ in the inequality (e ∧ f ) Proof. By our hypotheses, P is a continuous geometry, hence if p, q ∈ P and (p α ) α∈R is a decreasing family in P with p α ց p, (i.e., α∈R p α = p), then p α ∨ q ց p ∨ q. As per Definition 4.4 (ii) and Theorem 4.5, the spectral resolution of e∧ s f is given by p e∧sf,λ = λ<µ∈R (p e,µ ∨ p f,µ ), λ ∈ R.
From p e,λ ∨ p f,λ ≤ p e,µ ∨ p f,µ ≤ p e,ν ∨ p f,ν for all λ ≤ µ ≤ ν in R, we obtain We note that in [4, 28, 23] it was shown that De Morgan laws are satisfied iff the corresponding algebra is of finite type. For a Banach SA, we proved only sufficiency of the latter condition (in both the synaptic and spectral order)-necessity remains an open problem.
