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Condições de operação com elevados fluxos entre áreas podem reduzir o
amortecimento de modos de oscilação inter-áreas. Um fator adicional à re-
dução do amortecimento destes modos são as características de sistemas de
potência modernos em que investimentos na expansão da rede são limitados,
não acompanhando o aumento do carregamento, conduzindo a operação para
a proximidade dos limites de segurança.
A solução convencional para elevação do amortecimento dos modos
inter-áreas é a aplicação de sinais estabilizadores nos reguladores de ten-
são das máquinas síncronas das unidades geradoras do sistema, considerando
como sinais de entrada, dentre outros, a velocidade angular do rotor do gera-
dor ou a potência acelerante do gerador, ambos sinais locais. A baixa contro-
labilidade dos modos de oscilação inter-áreas a partir das unidades geradores,
ou até a baixa observabilidade destes modos nos sinais locais de entrada dos
estabilizadores instalados nas máquinas síncronas, representam as principais
dificuldades para elevar o amortecimento destes modos. A controlabilidade
das unidades geradoras não pode ser aumentada por se tratarem de instalações
fixas. Já para a observabilidade, utilizando métodos de medição fasorial sin-
cronizada, pode-se obter um sinal remoto portador de informações melhores
do que aquelas obtidas com o sinal local.
Os equipamentos FACTS desenvolvidos para controle de tensão e
fluxo de potência também podem ser fontes de amortecimento para elevar as
margens de segurança do sistema e permitir aumento do carregamento. Com
xiii
a flexibilidade de instalação dos equipamentos FACTS, pode-se determinar a
instalação em local que proporcione elevada controlabilidade dos modos de
oscilação de interesse e, através de medição fasorial, considerar na entrada
do controlador qualquer sinal que apresente elevada observabilidade deste
mesmo modo.
No Sistema Interligado Nacional os equipamentos FACTS são utiliza-
dos principalmente para controle de tensão e fluxo de potência. Neste trabalho
são propostos sinais estabilizadores para os equipamentos FACTS já instala-
dos no Sistema Interligado Nacional para prover amortecimento aos modos
inter-áreas que apresentam amortecimento insatisfatório. Para o projeto dos
sinais estabilizadores adicionais, aplicam-se técnicas de controle clássico e
de controle robusto. Os desempenhos de amortecimento e robustez dos con-
troladores clássicos e dos controladores robustos são comparados através da
aplicação de contingências e avaliação do pseudo-espectro do sistema com-
pensado.
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Conditions of operation with high power flow between areas can reduce the
oscillation damping of inter-area modes. An additional factor that reduce
the damping of these modes are the modern characteristics of power systems
in which investments in the grid expansion are limited, do not follow the
increasing load, leading to the operation close to the security limits.
The conventional solution to increase the damping of inter-area modes
is the use of stabilizing signals. These signals are applied to the voltage re-
gulators of the synchronous machine at generating units and are derived from
the angular velocity of the generator, the accelerating power of de generator,
among others. The low controllability of the inter-areas oscillation modes
from the generating units, or low observability of this modes at the usually
local input signals of the stabilizers installed in synchronous machines, are
the major difficulties to increase the damping of these modes. The problem
of controllability of the generating units can not be solved since the machines
are fixed. For the observability, using phasor measurement, a remote signal
can be obtained with better information content on the mode of interest than
that obtained with the local signal.
The FACTS devices developed for power flow and voltage control can
also be sources of damping to increase the security margins of the system
and allow increasing load. Due to the FACTS installation flexibility, one
can determine the installation location to provide high controllability of the
oscillation modes of interest and through phasor measurement, the controller
can use the input signal that provides high observability of the same mode.
In the Brazilian National Interconnected System FACTS devices are
mainly used for voltage and power flow control. This work propose stabili-
xv
zing controls for FACTS devices already installed in the National Intercon-
nected System to provide additional damp to poorly damped inter-area modes.
For the design of the additional stabilizers signals design classic and robust
control techniques are applied. The damping and robustness of the classical
and robust controllers are compared by the application of contingencies and
evaluation of the pseudo-spectrum of the controlled system.
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1 INTRODUÇÃO
1.1 SIN, Oscilações Pouco Amortecidas e FACTS
A reestruturação da industria de energia elétrica separando geração,
transmissão e distribuição introduziu novos paradigmas na operação e pla-
nejamento do sistema de potência. Um dos objetivos da reestruturação foi
possibilitar a interconexão entre sistemas vizinhos que podem então compar-
tilhar e diversificar sua capacidade de geração reduzindo a necessidade de
investimento em geração.
Com o modelo vertical, projetado, construído e operado por monopó-
lios, usualmente instituições públicas, o sistema era mais robusto nas respos-
tas aos distúrbios ocorridos e a operação era facilmente prevista. A geração
e transmissão cresciam em conjunto com a carga evitando sobrecargas e os
programas de manutenção eram mais integrados.
A fragmentação da estrutura vertical e integrada em múltiplas com-
panhias de geração, transmissão e distribuição representa um risco para a
segurança e confiabilidade do sistema interligado (MANSOUR, 2000). Como
consequência há um crescente interesse nos estudos sobre a segurança na
operação do sistema de potência.
No contexto de desregulamentação e preocupação com a estabilidade
do sistema está a indústria da eletricidade que tem o consumo de energia com
crescimento substancial e a expansão da geração e da transmissão severa-
mente limitadas pelos recursos disponíveis e as restrições ambientais. Como
consequência, algumas linhas de transmissão sofrem com carregamento ele-
vado e a estabilidade do sistema torna-se um fator limitante da transmissão
de energia.
Como a transferência de potência pode ser feita através de uma grande
área geográfica o tamanho do sistema em análise aumenta. Com o aumento
no tamanho do sistema, da transferência de energia entre áreas e do carrega-
mento do sistema, os fenômenos dinâmicos tem aumento significativo prin-
cipalmente na incidência de oscilações inter-áreas (VITTAL, 2000). Isto exige
modelagens e avaliações mais rigorosas do sistema de potência, aumentando
as solicitações dos programas de simulações de fluxo de potência e simula-
ções no domínio do tempo.
A exemplo do que ocorre no Sistema Interligado Nacional (SIN) bra-
sileiro, o problema de estabilidade se torna importante quando longas linhas
de transmissão são utilizadas para suprir centros metropolitanos de carga a
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partir de uma fonte de energia distante, normalmente hidrelétrica, no caso
brasileiro.
Uma possível solução é aumentar a controlabilidade do sistema atra-
vés de dispositivos controláveis na rede. Equipamentos FACTS (Flexible AC
Transmission Systems) desenvolvidos inicialmente para controle de tensão e
de fluxo de potência, podem ser uma alternativa para controlar os fluxos em
linhas com carregamento pesado, reduzir as perdas por transmissão, melhorar
a estabilidade da rede, reduzir os custos de produção e cumprir requerimentos
contratuais, tudo isso através do controle do fluxo de potência na rede (ABIDO,
2009).
Para atingir melhor controle no fluxo de potência através das linhas
de transmissão sem violar as margens de estabilidade do sistema, aplicações
da tecnologia FACTS tem obtido maior relevância nas soluções perseguidas
pelos pesquisadores e pela indústria.
Busca-se, nesta dissertação, explorar os equipamentos FACTS insta-
lados no SIN para controle de tensão e de fluxo de potência projetando, para
estes equipamentos, um sistema de controle complementar de forma a au-
mentar a estabilidade do sistema introduzindo torque de amortecimento às
oscilações inter-áreas dominantes.Para o projeto destes controladores suple-
mentares será explorado o uso de sinais locais e remotos e diferentes métodos
de controle. Serão apresentados e aplicados para o projeto do controlador
métodos de controle ótimos e robustos e métodos de avaliação e comparação
da robustez dos controladores propostos.
A estrutura da dissertação é descrita a seguir. No Capítulo 2 é apresen-
tado o problema de oscilações pouco amortecidas juntamente com os concei-
tos de estabilidade e as soluções para elevar o amortecimento dos modos de
oscilação pouco amortecidos, bem como para elevar a segurança do sistema
de potência. No Capítulo 3 são apresentados os diferentes tipos de equi-
pamentos FACTS. No Capítulo 4 é descrita a representação de sistemas de
potência e de controladores. Também são apresentados os índices de robus-
tez a serem otimizados durante o projeto de controladores ótimos e o método
de projeto de um controlador a partir dos conceitos de controle clássico. Se-
guindo, no Capítulo 5, estudam-se os detalhes de como aplicar os métodos de
controle ao SIN e no Capítulo 6 são apresentados os resultados da aplicação
destes métodos ao SIN. Finalizando, no Capítulo 7, são apresentados os co-
mentários sobre os resultados obtidos e as possibilidade de trabalhos futuros.
2 OSCILAÇÕES INTER-ÁREAS
2.1 Introdução
O crescimento do carregamento dos sistemas de potência em ritmo
superior aos investimentos em transmissão e geração agravam problemas re-
correntes em sistemas de potência. Dentre estes problemas está a redução de
robustez do sistema traduzida em oscilações pouco amortecidas, principal-
mente oscilações inter-áreas.
Neste capítulo definem-se os conceitos de estabilidade para pequenas
perturbações e segurança do sistema. Apontam-se as alternativas para elevar
o amortecimento do sistema e como estas alternativas serão tratadas ao longo
deste trabalho.
2.2 Estabilidade para Pequenas Perturbações
As respostas do sistema às perturbações podem ser divididas em dois
grupos: as transitórias e as sob pequenas perturbações. Quando a trajetória
do sistema perturbado permanece na vizinhança de um ponto de equilíbrio as
perturbações são consideradas pequenas e as equações do sistema podem ser
linearizadas. Do contrário estaremos lidando com transitórios do sistema de
potência (VITTAL, 2000).
Pequenas perturbações ocorrem constantemente em sistemas de po-
tência devido a pequenas variações na carga ou na geração. Instabilidade
devido a estas pequenas perturbações pode apresentar-se de duas maneiras:
crescimento constante do ângulo do rotor devido à falta de torque de sincro-
nização ou na forma de oscilações com amplitude crescente devido a falta de
torque de amortecimento.
Os principais tipos de modos de oscilação encontrados em sistemas de
potência são (VITTAL, 2000),(KUNDUR, 1994),(BORGES, 2009):
 Modos locais: estão associados à oscilação de uma máquina, ou de um
grupo de máquinas fisicamente próximas, oscilando contra o resto do
sistema de potência;
 Modos inter-áreas: associados à oscilação de um grupo de máquinas
de uma região contra um grupo de máquinas de uma região próxima,
normalmente interligada através de linhas de transmissão ditas fracas;
 Modos do controle: estão associados às unidades geradores e outros
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controladores como sistemas de excitação, reguladores de tensão, equ-
pamentos FACTS dentre outros;
 Modos intra planta: são caracterizados pela oscilação dos geradores
de uma mesma usina uns contra os outros
 Modos torcionais: associados aos elementos giratórios do eixo de
turbo-geradores oscilando com frequências distintas.
Estuda-se neste trabalho a estabilidade a pequenos sinais. O foco será
elevar o torque de amortecimento dos modos inter-áreas.
2.3 Oscilações inter-áreas
Oscilações inter-áreas são objeto de estudo em todos os continentes. O
problema tomou proporção global quando houve a desverticalização do setor
elétrico em várias partes do mundo.
Apesar de mesmo antes da desverticalização do sistema elétrico al-
guns países já conviverem com a interconexão de áreas distantes e com os
problemas causados por esta conexão, com a desverticalização cresceram as
interligações entre sistemas e as exigências de intercâmbio entre as áreas co-
nectadas. A interconexão de grandes sistemas elétricos de potência, separa-
dos por grandes distâncias geográficas provoca, principalmente, o surgimento
de oscilações inter-áreas.
A interconexão com uma área vizinha proporciona diversificação no
fornecimento de energia e a consequência é a redução de investimentos em
geração em ambas as áreas. Isto exige um esforço elevado do sistema de
transmissão que conecta uma área à outra. Por questões de segurança, o cres-
cente fluxo entre os sistemas é limitado. Com o aumento do intercâmbio o
amortecimento dos modos inter-áreas se torna menor. Elevar ainda mais o
fluxo entre os subsistemas pode tornar o sistema instável. O amortecimento
destas oscilações é pré-requisito para uma operação segura dos sistemas de
potências. Por este motivo estas oscilações são o objeto de estudo deste tra-
balho.
A dificuldade em analisar e melhorar o amortecimento destas oscila-
ções está no fato delas serem influenciadas por variáveis globais. Sua aná-
lise requer uma representação detalhada dos sistemas interconectados (YANG;
LIU; MCCALLEY, 1998). Modelos dos sistemas de excitação e das cargas de-
vem ser especialmente precisos, isto porque o carregamento do sistema, e
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suas características, tem elevado efeito sobre a estabilidade dos modos inter-
áreas(KUNDUR, 1994).
A característica predominante do modo inter-áreas é a baixa frequên-
cia de oscilação, na ordem de 0;1Hz a 0;7Hz (KUNDUR, 1994). Estas os-
cilações manifestam-se nos ângulos dos rotores de conjuntos de máquinas
pertencentes a diferentes áreas que oscilam entre si.
Uma vez excitadas por pequenas perturbações no sistema, estas osci-
lações persistem por um longo período de tempo. A falta de amortecimento
dos modos eletromecânicos inter-área pode provocar separação do sistema,
blackouts inesperados e, dependendo do nível de estresse do sistema, pode
provocar danos físicos aos equipamentos.
Para evitar problemas de operação do sistema, até mesmo danos aos
equipamentos da rede elétrica, busca-se elevar o amortecimento das oscila-
ções inter-áreas.
2.4 Amortecimento dos Modos Inter-Áreas
Os modos de oscilação inter-áreas dominantes, normalmente com
baixa frequência de oscilação, limitam a transferência de potência entre
regiões. Estas oscilações normalmente são pouco amortecidas e tem seu
amortecimento ainda mais reduzido pelo aumento do intercâmbio entre redes
elétricas. Estas oscilações provocam sub-utilização de linhas de transmissão,
portanto são indesejadas.
Para elevar o amortecimento das oscilações inter-áreas conectadas
através de uma linha CA pode-se instalar em paralelo um link DC entre as
áreas. A conexão entre duas áreas somente por um link DC evita o apareci-
mento de oscilações inter-áreas devido a natureza assíncrona de linhas DC.
Este é um dos motivos para o crescimento do uso de linhas de transmissão
em corrente contínua (PADIYAR, 2007).
Uma solução mais simples para elevar o amortecimento de oscilações
inter-áreas de subsistemas conectados por linhas de transmissão em corrente
alternada é o projeto de estabilizadores de sistemas de potência (PSS - Power
System Stabilizer) para os reguladores de tensão de unidades geradoras sín-
cronas.
Durante anos de operação tem-se presenciado a limitação dos PSS em
amortecer somente modos locais ao invés de modos de oscilação inter-áreas
(ABIDO, 2009). A ineficácia se dá devido à falta de flexibilidade em sua ins-
talação e falta de observabilidade do modo inter-áreas no sinal usado como
entrada do PSS (XIE et al., 2004). Para elevar a observabilidade do modo de
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interesse propõe-se a substituição da entrada do controlador por um sinal re-
moto (WU; WANG; LI, 2008). Esta alternativa trouxe considerável melhoria no
desempenho do PSS frente ao amortecimento de modos inter-áreas.
A consideração de sinais remotos como entrada de PSS introduz, den-
tre outros, o problema de confiabilidade do link de comunicação. Caso haja
perda de comunicação o sistema pode tornar-se instável. Este problema pode
ser resolvido com a adoção de um esquema de controle hierárquico (KAMWA;
GRONDIN; HEBERT, 2001), (DOTTA; SILVA; DECKER, 2007), onde além do sinal
remoto, considera-se o sinal local com entrada do controlador. Sendo assim,
em caso de falha de comunicação o controlador com o sinal de entrada lo-
cal garantiria desempenho mínimo ao sistema para que a estabilidade seja
mantida.
Mais recentemente, os dispositivos FACTS também têm sido conside-
rados para elevar o amortecimento de oscilações inter-áreas (RAMíREZ et al.,
2002). Nas primeiras aplicações de equipamentos FACTS o amortecimento
apresentado, normalmente inexpressivo, devia-se a um efeito secundário do
controle de tensão e fluxo de potência, onde equipamentos FACTS são requi-
sitados pelo sistema de potência para controlar o fluxo de potência de modo
que a utilização das linhas de transmissão se aproximem de seus limites tér-
micos. Porém, assim como o PSS, pode-se projetar um sinal adicional para
os equipamentos FACTS com função de amortecer os modos inter-áreas e
melhorar a estabilidade do sistema para pequenos sinais.
Na maioria das aplicações, a função dos dispositivos FACTS está limi-
tada a elevar a estabilidade de tensão ou controle de fluxo de potência. Porém,
a inclusão de um sinal adicional neste local pode garantir melhor amorteci-
mento do modo inter-áreas de interesse. A consideração e correta escolha de
um sinal remoto na entrada do controlador pode melhorar o desempenho do
sinal adicional no amortecimento das oscilações inter-áreas (FARSANGI; SONG;
LEE, 2004).
2.5 Conclusão
Este capítulo aborda as oscilações inter-áreas de baixa frequência com
baixo amortecimento ou até mesmo amortecimento negativo e indica quais as
possíveis soluções para o problema de amortecimento.
Atualmente, as alternativas discutidas com maior frequência para mi-
tigar as oscilações de modos inter-áreas são a configuração de um PSS para
os reguladores de tensão das máquinas síncronas ou a consideração de um
sinal adicional no controle de dispositivos FACTS. Em ambos os casos, para
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garantir o melhor desempenho, deve-se obter o sinal de entrada do controla-
dor de um local remoto que apresente elevada observabilidade do modo de
oscilação de interesse.
Nos capítulos seguintes serão detalhados os tipos de equipamentos
FACTS e os métodos de projeto de controladores que serão usados com o
objetivo de melhorar o amortecimento dos modos inter-áreas.
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3 EQUIPAMENTOS FACTS
3.1 Introdução
Equipamentos FACTS podem ser utilizados para aumentar o amorte-
cimento de oscilações pouco amortecidas. Para tanto é preciso conhecer os
equipamentos e determinar qual equipamento FACTS é adequado para cada
situação.
Este capítulo apresenta o histórico e as motivações para o surgimento
dos FACTS e nas seções 3.3 e 3.4 estão representados os principais equipa-
mentos pertencentes, respectivamente, à primeira e à segunda geração. Na
seção 3.5 é apresentada uma breve perspectiva da utilização dos dispositivos
FACTS no Brasil e no mundo.
3.2 Surgimento dos equipamentos FACTS
No final da década de 80, o instituto EPRI formulou a filosofia de
uso dos equipamentos FACTS, na qual, vários controladores baseados em
eletrônica de potência regulavam o fluxo de potência a tensão do sistema de
transmissão e reduziam distúrbios dinâmicos (ABIDO, 2009).
Entretanto, alguns controladores baseados em eletrônica de potên-
cia, hoje caracterizados como equipamentos FACTS, foram utilizados antes
mesmo da introdução do conceito FACTS pela comunidade técnica. O SVC
(Static VAR Compensator) foi demonstrado e comercializado em Nebraska
em 1974 pela GE e pela Westinghouse em Minnesota em 1975. Em 1984 a
Siemens apresentou na Califórnia o primeiro Controlador Série instalado no
sistema de potência (HINGORANI; GYUGYI, 2000).
O principal objetivo dos dispositivos FACTS era aumentar a utilização
da capacidade de transmissão e o controle do fluxo de potência sobre rotas de
transmissão pré determinadas. Para ilustrar estas funcionalidades, considere-
mos a Figura 3.1 que representa uma linha de transmissão entre duas barras
adjacentes. A equação (3.1) define o fluxo de potência ativa entre as barras,
quando o valor da resistência da linha é desprezada.
P=
V1V2
x
sen(d12) (3.1)
Está explicito na equação (3.1) que há três maneiras para controlar o
fluxo de potência na linha de transmissão. São elas:
 Controlar o módulo da tensão das barras;
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Figura 3.1: Linha de transmissão entre duas barras
 Variar a reatância da linha de transmissão;
 Controlar a defasagem angular entre as tensões terminais.
Dentre os equipamentos FACTS, têm-se o SVC e o STATCOM como
capazes de controlar o módulo da tensão das barras; o TCSC e o SSSC que
compensam a reatância das linhas de transmissão onde estão instalados; e o
TCPS que controla a defasagem angular entre barras. Estes são exemplos da
primeira e da segunda geração dos equipamentos FACTS que serão apresen-
tados na sequencia.
3.3 Equipamentos FACTS da primeira geração
Antes da construção dos equipamentos FACTS houve estudos, princi-
palmente no campo da eletrônica de potência, que desenvolveram os tiristo-
res, dispositivos semicondutores com elevada capacidade de condução e de
isolação. Estes dispositivos permitiram a concepção da primeira geração de
equipamentos FACTS.
Os equipamentos FACTS da primeira geração trabalham como ele-
mentos passivos utilizando impedâncias ou transformadores com TAP variá-
vel controlados por tiristores. Equipamentos desta geração não são capazes
de consumir e fornecer potência ativa ao sistema e ao mesmo tempo consumir
e fornecer potência reativa.
Os elementos de controle elementares da susceptância equivalente dos
dispositivos FACTS da primeira geração são o TCR (Thyristor-Controlled
Reactor) e o TSC (Thyristor-Switched Capacitor). Estes elementos são con-
trolados por tiristores sem capacidade de corte de corrente.
Os dispositivos FACTS da primeira geração mais utilizados são o SVC
(Static VAR Compensator) e o TCSC (Thyristor Controlled Series Capaci-
tor). Também fazem parte da primeira geração o TSSC (Thyristor Switched
Series Capacitor) e o TCPS (Thyristor Controlled Phase Shifter).
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3.3.1 TCR - Thyristor Controlled Reactor
O Reator Controlado a Tiristores é o mais simples dos equipamentos
FACTS. É definido como um indutor controlado por tiristores conectado em
paralelo ao sistema com impedância variável de maneira contínua através do
controle de condução parcial de uma válvula tiristorizada (ACHA et al., 2002).
Consiste de um reator linear em série com dois tiristores bipolares. A Fi-
gura 3.2 ilustra a topologia deste dispositivo.
Figura 3.2: TCR - Thyristor Controlled Reactor
A susceptância aparente do TCR é afetada pela mudança da corrente
que circula pelo reator através do disparo dos tiristores. A susceptância apa-
rente do TCR é, portanto, uma função do ângulo de disparo dos tiristores de
acordo com a equação (ACHA et al., 2002):
BL =
s   sens
pXL
(3.2)
onde:
s : ângulo de condução dos tiristores (s = 2(p a));
a : ângulo de disparo dos tiristores.
A equação (3.2) mostra que a mudança do ângulo de disparo do tiristor
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provoca mudança na susceptância equivalente do TCR, sendo, nula para s =
0 (a = p) e máxima para s = p
 
a = p

2

. Sendo assim, BLmax = 1

XL.
A capacidade de excursão da susceptância através do controle do ân-
gulo de disparo de tiristores é empregada para a construção dos dois principais
equipamentos FACTS da primeira geração, o SVC e o TCSC.
3.3.2 TSC - Thyristor Switched Capacitor
Assim como TCR, o TSC é outro dispositivo elementar dos equipa-
mentos FACTS. O TSC é constituído por um capacitor chaveado a tiristores
conectado em paralelo ao sistema cuja reatância efetiva é variada de maneira
discreta pela completa condução ou não condução da válvula tiristorizada
(ACHA et al., 2002).
O TSC é mostrado na Figura 3.3. A susceptância equivalente é de-
finida pelo número de capacitores paralelos em condução. Cada capacitor
é controlado por uma chave formada por tiristores e a susceptância total é
definida por qualquer combinação de k susceptâncias.
Este dispositivo é utilizado principalmente na construção da arquite-
tura de um SVC. Sua função é elevar a capacidade de excursão da potência
reativa absorvida ou fornecida ao sistema onde está conectado o SVC.
Figura 3.3: TSC - Thyristor-Switched Capacitor
3.3.3 SVC - Static VAR Compensator
A principal finalidade da instalação de um SVC em sistemas de po-
tência é o controle de tensão no ponto de conexão. De um ponto de vista
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operacional, o SVC comporta-se como uma reatância variável que pode gerar
ou absorver potência reativa para realizar controle de tensão.
Além da larga utilização para fornecimento e absorção de potência re-
ativa para proporcionar controle de tensão, reconhece-se que os SVC também
ampliam a margem de estabilidade transitória e auxiliam no amortecimento
de oscilações do sistema onde estão instalados (KUNDUR, 1994).
A partir dos dispositivos apresentados nas duas seções anteriores, o
TCR e o TSC, constrói-se um SVC. Na sua forma mais simples, um SVC é
formado por um banco de capacitores conectado em paralelo a um TCR. Para
ampliar a faixa de operação pode ser instalado, também em paralelo ao TCR
e ao banco de capacitores, um TSC. A Figura 3.4 ilustra um compensador
estático de reativo composto pelos três elementos citados.
Figura 3.4: SVC - Static Var Compensator
O SVC leva vantagem sobre capacitores chaveáveis porque, devido
seu controle contínuo da reatância, evita os esforços mecânicos do chavea-
mento. Além disso, o controle da reatância é rápido o suficiente para compen-
sar a evolução da tensão durante um rápido transitório ou até mesmo durante
uma falta. Esta velocidade não é alcançada com elementos fixos chaveáveis
que sofrem esforços mecânicos devido ao seu contínuo chaveamento.
Durante contingências o SVC é capaz de rapidamente, através do rá-
pido controle do ângulo de condução dos tiristores, aumentar ou diminuir o
fornecimento de potência reativa reduzindo a amplitude da primeira oscilação
e ajudando a manter o nível de tensão durante a falta. Esta característica ga-
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rante melhorias no desempenho do sistema durante a falta elevando a margem
de segurança da estabilidade transitória.
Outra vantagem é que, através de um controle auxiliar, o SVC é capaz
de modular o sinal de controle de tensão para aumentar o amortecimento do
sistema melhorando a estabilidade a pequenos sinais.
Em (SILVA, 2008) é apresentado o equacionamento que exemplifica a
funcionalidade deste equipamento FACTS.
A Figura 3.5 mostra as malhas de controle de um SVC. O controle pri-
mário e o SVC são representados pelo bloco designado como SVC(s). F1(s)
representa a função de transferência do sistema responsável pela variação da
tensão da barra controlada pelo SVC, VBARRA em função da variação da sus-
ceptância do compensador estático.
O controle secundário, ou suplementar, tem como entradas mais co-
muns um sinal de frequência de barra ou fluxo de potência em uma linha de
transmissão. Sua saída é chamada de sinal estabilizador. F2(s) representa a
parte do sistema que determina a influência da susceptância do compensador
estático sobre a frequência, ˙q , de uma barra ou o fluxo de potência, Pi j em
uma linha de transmissão.
Figura 3.5: Malhas de controle de um SVC
No sistema interligado nacional brasileiro havia, em 2010, 14 com-
pensadores estáticos de potência reativa em operação. Até 2013 está prevista
a entrada em operação de outros 13 (ONS, 2010c). A principal função destes
equipamentos no sistema brasileiro é a compensação de potência reativa e a
melhoria da estabilidade transitória.
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3.3.4 TCSC - Thyristor Controlled Series Capacitor
A principal característica do TCSC é prover um meio de variar a com-
pensação série de uma linha de transmissão, permitindo rápido e eficiente
controle do fluxo de potência nesta linha.
Dentre as funções de um TCSC estão o controle de fluxo de potência
em uma linha de transmissão; redução de componentes assimétricas; redução
das perdas de potência na rede; suporte de tensão; limitação de correntes de
curto-circuito; redução da ressonância subsincrona; amortecimento de osci-
lações de potência; e melhoria da estabilidade transitória (PANDA; R.N.PATEL;
N.P.PADHY, 2006).
O principal dispositivo de controle de um TCSC é o TCR apresentado
na seção 3.3.1. A arquitetura do TCSC é apresentada na Figura 3.6. Observa-
se que é composto por um TCR em paralelo com um capacitor fixo.
Figura 3.6: TCSC - Thyristor-Controlled Serie Capacitor
Com a compensação série variável provida pelo TCSC é possível con-
trolar o fluxo de potência ativa ou a corrente em uma linha de transmissão.
Isto se reflete no fluxo de potência propriamente dito ou no controle das per-
das do circuito. Em (SILVA, 2008) há uma descrição matemática da influência
do TCSC na capacidade de transmissão de potência ativa e reativa de uma
linha de transmissão.
Ainda, através de uma modulação dinâmica do fluxo de potência na
linha, com o uso de um TCSC, é possível prover amortecimento às oscilações
do sistema de potência (CIGRÉ, 1995).
A ilustração das malhas de controle de um compensador série com a fi-
nalidade de controle do fluxo de potência e de modulação do fluxo para amor-
tecimento das oscilações do sistema de potência é apresentada na Figura 3.7.
A estrutura é semelhante à do SVC, exceto pelas variáveis controladas. A
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finalidade do controle primário é controlar o fluxo de potência na linha Pkm.
O controle secundário, alimentado pelas mesmas grandezas que o SVC, tem
finalidade de modular o fluxo de potência de uma linha para amortecimento
de oscilações. Observa-se que o controle secundário pode ser realimentado
com medição distinta da variável controlada, Pi j 6= Pkm.
Figura 3.7: Malhas de controle de um TCSC
No mundo, a principal experiência de uso de dispositivos TCSC para
mitigar oscilações pouco amortecidas, principalmente oscilações inter-áreas,
foi no Brasil. Em 1999 foram instalados no sistema brasileiro dois TCSC com
a finalidade exclusiva de amortecer oscilações inter-áreas de baixa frequência
entre as regiões Norte e Sul (SIMÕES et al., 2009).
3.3.5 TCPS - Thyristor Controlled Phase Shifter
O TCPS é um transformador utilizado em casos onde a diferença an-
gular da tensão nas extremidades de uma linha de transmissão não é adequado
para a otimização do uso de uma linha de transmissão. O IEEE FACTS Wor-
king Group define o TCPS como um transformador ajustável com chavea-
mento via tiristores para prover rápida variação do ângulo de fase (ADAPA et
al., 1997).
A equação (3.1) mostra que uma forma de controlar o fluxo de po-
tência em uma linha de transmissão é variar o ângulo da tensão das duas
extremidades da linha onde se deseja controlar o fluxo de potência. O TCSC
é o equipamento FACTS capaz de variar o ângulo de abertura entre barras
adjacentes e assim controlar o fluxo de potência em uma linha de transmissão
(RAO; NAGARAJU; RAJU, 2007).
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Além do controle do fluxo de potência este dispositivo também pode
agir sobre oscilações pouco amortecidas melhorando o desempenho dinâmico
do sistema quando submetido a pequenas perturbações (ROBAK; RASOLOMAM-
PIONONA; JANUSZEWSKI, 2007), (RAO; NAGARAJU; RAJU, 2007).
O controle do fluxo de potência e das oscilações do sistema através do
TCPS melhora a controlabilidade e pode viabilizar a operação do sistema. A
instalação do TCPS proporciona maior margem de operação para o sistema e
melhor estabilidade de tensão (ROBAK; RASOLOMAMPIONONA; JANUSZEWSKI,
2007).
3.4 Equipamentos FACTS da segunda geração
Equipamentos FACTS de primeira geração funcionam como elemen-
tos passivos usando impedância ou Transformadores com TAP variável con-
trolados por tiristores. Equipamentos FACTS da segunda geração funcionam
como fontes controladas de módulo e ângulo de tensão.
A segunda geração de equipamento FACTS emprega conversores que
utilizam elementos de eletrônica de potência com capacidade, não apenas de
disparo, mas também de corte de corrente. Estes equipamentos são baseados
em conversores CC/CA com capacidade de fornecer ou absorver potência
ativa e reativa para o sistema de potência CA.
3.4.1 Evolução da Eletrônica de Potência e o VSC
Um tiristor é uma chave de direção única. É capaz de isolar elevada
tensão quando fora de condução e de conduzir correntes elevadas quando
em condução. Porém, não possui a capacidade de interrupção de condução
de corrente. Com o desenvolvimento da eletrônica de potência houve o surgi-
mento dos GTO (Gate Turn-Off Thyristor) com capacidade de suportar eleva-
das tensões e capacidade de início ou corte de corrente a qualquer momento.
Os VSC (Voltage Source Converter), normalmente utilizados na cons-
tituição dos equipamentos FACTS da segunda geração, são dispositivos com
capacidade de fornecer tensões trifásicas senoidais na frequência fundamen-
tal, com amplitude e fase controláveis e empregam dispositivos como o GTO,
ou outros com capacidade de disparo e corte de corrente semelhantes.
Avanços em eletrônica de potência levaram ao desenvolvimento de
uma grande variedade de chaves semicondutoras de potência com capacidade
de interrupção de corrente como os IGBT (Insulated Gate Bipolar Transis-
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tors), os MTO (MOS Turn Off Thyristor) e os IGCT (Integrated Gate Com-
mutated Thyristor).
A concepção do IGBT teve grande importância para os equipamentos
FACTS devido à sua habilidade de rapidamente iniciar ou interromper a con-
dução. Isto possibilitou que os conversores fossem concebidos utilizando a
modulação PWM (Pulse Width Modulation) em alta frequência (UZUNOVIC,
2001). A partir de então, as pesquisas buscam aumentar a frequência de cha-
veamento e reduzir as perdas para consequentemente aumentar a potência dos
conversores VSC.
A Figura 3.8 apresenta o circuito básico de um VSC trifásico. É com-
posto por seis válvulas formadas por uma chave semicondutora com capa-
cidade de corte de corrente e um diodo em antiparalelo para fornecer um
caminho para correntes indutivas e garantir que a polaridade da tensão em
cada uma das chaves seja unidirecional.
O estado das chaves, Figura 3.8, controla a produção de distintos for-
matos de onda de tensão alternada.
Figura 3.8: Circuito básico de um VSC - Voltage Source Converter
O controle da magnitude da tensão gerada determina se o VSC forne-
cerá ou absorverá potência reativa do sistema. Se esta magnitude for maior
que a tensão do sistema CA ao qual está conectado, o VSC fornecerá potên-
cia reativa ao sistema. Se a tensão for menor que a do sistema CA, o VSC
absorverá potência reativa do sistema (ALMEIDA; SILVA, 2006).
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3.4.2 STATCOM - Static Compensator
Um STATCOM (Static Compensator) forma-se a partir da conexão
transversal de um VSC a uma linha de transmissão. A tensão contínua re-
presentada na Figura 3.8 é fornecida por um capacitor. Portanto, na operação
em regime permanente o STATCOM não é capaz de fornecer potência ativa
ao sistema de potência (HINGORANI; GYUGYI, 2000). A Figura 3.9 ilustra esta
situação.
Figura 3.9: STATCOM - Static Compensator
Além da configuração convencional em que a tensão é mantida através
de um capacitor, há possibilidade de incluir uma fonte adequada para capaci-
tar o STATCOM a fornecer, além de potência reativa, potência ativa através
do VSC e de seu transformador (ANGQUIST, 2010).
Tratando especificamente da configuração do STATCOM em que o
intercâmbio de potência ativa com o sistema é nula temos, a exemplo do
SVC, um equipamento capaz de fornecer ou absorver potência reativa na rede
com a vantagem de prover controle mais veloz. Outras vantagens do STAT-
COM sobre o SVC são a elevada capacidade de corrente reativa em situa-
ções de quedas de tensão, controle mais estável, menor nível de inserção de
correntes harmônicas no sistema e menor tamanho físico (F.M.KANDLAWALA;
A.H.M.A.RAHIM, 2001).
Das vantagens citadas, a que se sobressai juntamente com a velocidade
do controlador é a capacidade de fornecer compensação indutiva ou capaci-
tiva com controle de corrente de saída sob toda a faixa controlável. Com isso,
o STATCOM pode fornecer corrente capacitiva ou indutiva total em qualquer
nível de tensão, inclusive próximo de zero.
A principal utilidade do STATCOM é o controle de tensão. Adicio-
nalmente este equipamento pode ser utilizado para amortecer oscilações do
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sistema de potência resultando em melhoria de sua estabilidade e capacidade
de transmissão (REDDY; RAM, 2010).
A capacidade estabilizadora do STATCOM é superior à do SVC. O
STATCOM tem melhor capacidade de amortecimento de oscilações e recu-
peração de tensão (BAMASAK; ABIDO, 2005).
Resumindo, o STATCOM atua como um compensador síncrono sem a
desvantagem do momento de inércia de um rotor. Sua capacidade de melhoria
da estabilidade transitória do sistema supera a do compensador síncrono e do
SVC.
3.4.3 SSSC - Static Synchronous Series Compensator
O SSSC (Static Synchronous Series Compensator) é composto por um
VSC que utiliza uma fonte de corrente contínua independente para injetar
tensão em série com o sistema de potência através de um transformador de
acoplamento como, ilustrado na Figura 3.10.
O SSSC é capaz de alterar a impedância equivalente da linha de trans-
missão em que está instalado através do controle da magnitude e ângulo da
tensão série injetada nesta linha.
Estas características conferem ao SSSC a capacidade de controle do
fluxo de potência da linha de transmissão através da variação da compensação
da reatância série da linha.
O resultado imediato da compensação série com este dispositivo
FACTS é o aumento das margens de estabilidade transitória (KUMKRATUG,
2011) e para pequenas perturbações (PUPIN; PINA; ARAUJO, 2009).
Apesar dos benefícios para a estabilidade do sistema, em aplicações
onde a relação x=r está entre três e dez, particularmente para tensões de
transmissão acima de 115kV, um elevado grau de compensação série capa-
citiva pode reduzir a relação efetiva entre as impedâncias reativa e resistiva
para valores tão baixos que o crescimento progressivo da demanda de potên-
cia reativa da linha, a perda associada ao aumento da demanda e um possível
afundamento de tensão começam a limitar a capacidade de transmissão de
potência ativa.
A instalação do SSSC permite injeção de potência ativa na linha atra-
vés do controle do ângulo da tensão injetada em relação à corrente da linha
de transmissão em questão. Assim como para o STATCOM, a injeção de
potência ativa será possível somente se for acoplada ao SSSC uma fonte de
energia externa ao sistema ou um dispositivo de armazenamento de energia.
A capacidade de injeção de potência ativa do SSSC permite a compensação
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simultânea das componentes reativa e resistiva da linha de transmissão man-
tendo a relação x=r em valores aceitáveis (GYUGYI; SCHAUDER; SEN, 1997).
Outro benefício do sistema compensado com o SSSC é a imunidade
à ressonância sub-síncrona. Quando se aplica compensação série à uma li-
nha de transmissão radial, que conecta um gerador com turbinas a vapor ao
sistema interligado, há uma redução na frequência natural de oscilação do
sistema elétrico naquela região acarretando em risco de excitação dos modos
de oscilação torcionais referentes ao eixo da turbina a vapor (KUNDUR, 1994).
A frequência de oscilação dos modos torcionais é inferior à síncrona, por este
motivo a excitação destes modos é denominado ressonância sub-síncrona.
Quando na linha de transmissão a compensação série se dá através da
instalação de um SSSC, não há ocorrência de ressonância sub-síncrona. O
controle do SSSC é imune a este problema (GYUGYI; SCHAUDER; SEN, 1997).
Figura 3.10: SSSC - Static Synchronous Series Compensator
3.4.4 UPFC - Unified Power Flow Controller
O UPFC (Unified Power Flow Controller) é utilizado para controle do
fluxo de potência no sistema de transmissão através do controle da impedân-
cia, magnitude da tensão e abertura angular.
O UPFC é formado por dois VSC, um SSSC em série e um STATCOM
em paralelo, acoplados por um link DC comum. O SSSC é utilizado para a
compensação série da linha de transmissão através da adição de tensão com
controle da magnitude e ângulo em série com a linha enquanto o STATCOM
é usado para prover compensação de potência reativa ao sistema. Os dois
VSC compartilham o mesmo capacitor. A capacidade de armazenamento de
energia deste capacitor é limitada, o que limitaria o fornecimento e controle
do fluxo de potência ativa. Portanto, a potência ativa fornecida à linha de
transmissão através do conversor conectado em série é suprida pelo conver-
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sor conectado em paralelo (HINGORANI; GYUGYI, 2000) superando a limitação
do capacitor. A potência reativa nos conversores série e paralelo podem ser
escolhidas individualmente possibilitando maior flexibilidade ao controle do
fluxo de potência.
A Figura 3.11 apresenta a topologia do UPFC e as possibilidades de
fluxo de potência através de suas conexões.
Figura 3.11: UPFC - Unified Power Flow Controller
Concluindo, o UPFC pode ser utilizado para controlar o fluxo de po-
tência ativa e reativa na linha de transmissão e ainda fornecer compensação
reativa ao sistema no ponto da instalação.
3.5 Recentes avanços no Brasil e no mundo
O desenvolvimento da eletrônica de potência permitiu o desenvolvi-
mento de equipamentos FACTS mais confiáveis com custos reduzidos. Um
exemplo bem sucedido da evolução dos equipamentos FACTS foi o surgi-
mento da segunda geração destes dispositivos.
No começo, mesmo sendo muito caros, estes equipamentos logo fo-
ram considerados atrativos, por demonstrarem elevada capacidade de melho-
ria do desempenho dos sistemas de transmissão. Ainda que os custos estejam
diminuindo, a diferença do valor doMW instalado é elevada para as duas ca-
tegorias, primeira e segunda geração dos FACTS. Portanto, não se exclui a
necessidade de estudos comparativos sobre a viabilidade do uso de equipa-
mentos de segunda geração em detrimento aos da primeira geração.
Porém, frente ao avanço do carregamento dos sistemas de transmis-
são, a demanda por equipamentos de compensação variável cresce na busca
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de garantir os requisitos mínimos para a operação dos sistemas de transmis-
são de maneira eficaz. Neste cenário, os avanços obtidos desde o surgimento
dos equipamentos FACTS de segunda geração tornam-se cada vez mais rele-
vantes.
Estima-se que há mais de 800 SVC instalados no mundo (ACHARYA;
SODE-YOME; MITHULANANTHAN, 2005). No Brasil há 14 SVC instalados
(ONS, 2010a) e, em 2013, serão 25(ONS, 2010c).
Para o TCSC, em 2004 havia sete aplicações no mundo, duas destas
no Brasil, os dois equipamentos instalados no tronco Norte-Sul do País.
No Brasil, os TCSC foram instalados em 1999 com o objetivo de
amortecer as oscilações inter-área Norte - Sul com frequência de aproximada-
mente 0;2Hz (SIMÕES et al., 2009). Os resultados obtidos foram satisfatórios.
Quanto aos equipamentos da segunda geração dos FACTS, também
em 2004, havia registro de aproximadamente 20 STATCOM instalados e dois
UPFC ao redor do mundo (ACHARYA; SODE-YOME; MITHULANANTHAN, 2005),
(ALMEIDA; SILVA, 2006).
3.6 Conclusão
Tendo sido apresentados os diferentes tipos de equipamentos FACTS,
evolui-se para o emprego destes para o amortecimento de oscilações inter-
áreas.
No próximo capítulo é apresentado um apanhado geral sobre o projeto
de controladores e, no capítulo seguinte, é apresentada a metodologia para
aplicação destes métodos de projeto aos equipamentos FACTS do SIN.
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4 PROJETO DE CONTROLADORES DO SISTEMA DE POTÊN-
CIA
4.1 Introdução
Neste capítulo é apresentado o formato para representação de plantas
e controladores no espaço de estados bem como os métodos de projeto de
controladores pelos métodos de alocação de pólos e por otimização de índi-
ces de robustez. É apresentado um método de redução de ordem da planta ,
modelam-se atrasos para o projeto de controladores e apresentam-se as pos-
síveis estruturas de controladores para um sistema de potência. Por fim, são
apresentados os métodos de projeto dos controladores que serão utilizados
neste trabalho.
4.2 Estrutura de controladores para sistemas de potência
Em sistemas de potência, um modo de oscilação pouco amortecido
pode estar associado a mais de um estado em locais fisicamente distantes.
Isto ocorre principalmente para oscilações inter-áreas em que há grandes dis-
tâncias entre as áreas conectadas.
Para atuar sobre uma determinada frequência de oscilação busca-se
identificar quais as variáveis que mais atuam sobre determinado modo a ela
associada. Para que o controlador seja eficaz, há necessidade de se atuar
sobre a variável que exerce maior controlabilidade sobre o modo de interesse.
Também para garantir a eficácia, a variável de entrada do controle deve ser
selecionada de modo a propiciar boa observabilidade do modo de oscilação
de interesse. De acordo com os fatores de observabilidade e controlabilidade
e a infra-estrutura disponível o controle pode ser local ou remoto.
Se houver projeto de mais de um controlador para atuar em áreas di-
ferentes, um pode sofrer interferência do outro, degradando o desempenho
conjunto. Esta interferência pode ser eliminada com o projeto coordenado
dos controladores ou pela centralização em um único controlador MIMO.
Nas seções seguintes são apresentadas as principais características de
cada um dos tipos de controle e formas de projeto.
4.2.1 Controle descentralizado
Para elevar o amortecimento dos modos inter-áreas, pode ser neces-
sário o projeto de sinais adicionais em mais de um regulador de tensão ou
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equipamento FACTS do sistema. A estratégia baseada no uso de um contro-
lador para cada um dos equipamentos envolvidos no amortecimento do modo
de interesse considerando somente sinais locais na entrada dos controladores
é denominada controle descentralizado.
Para o caso de equipamentos FACTS, que podem ser instalados em
qualquer local de um sistema de transmissão, é preferível considerar a insta-
lação em local adequado para melhorar o controle de tensão ou a capacidade
de transmissão entre duas áreas, e ao mesmo tempo elevar o amortecimento
das oscilações inter-áreas provocadas pela interligação dos dois subsistemas.
Desta forma os sinais de entrada dos controladores serão obtidos localmente
assim como o sinal de atuação não precisará ser enviado a um ponto de atua-
ção remoto.
A utilização de controladores descentralizados evita uma série de pro-
blemas. O primeiro e mais relevante é a possibilidade de falhas na comunica-
ção que poderiam deteriorar o desempenho, ou até mesmo eliminar a ação do
controlador. Outra dificuldade, esta contornável, é a deterioração do desem-
penho devido ao atraso introduzido pela aquisição remota do sinal de entrada
ou pelo envio do sinal de saída do controlador ao ponto de ação. Os atra-
sos podem ser considerados durante o projeto do controlador, mas a eficácia
do sinal adicional pode ser comprometida devido à redução da velocidade de
atuação sobre as perturbações no sistema.
Quando o recurso para o amortecimento de determinada oscilação é
um equipamento já instalado no sistema, regulador de tensão ou FACTS, o
PSS ou sinal adicional do equipamento FACTS podem não estar estrategica-
mente localizados e obrigatoriamente será requisitada a aquisição, ou envio,
de sinais remotos para que o modo de interesse seja satisfatoriamente ob-
servável e controlável. Neste caso a estrutura do controlador é denominada
quase descentralizada, e será apresentada na sequência.
Quando há mais que um controlador sendo projetado para atuação so-
bre determinado sistema, o projeto pode ser coordenado ou não coordenado,
de acordo com o descrito nas seções 4.2.1.1 e 4.2.1.2, respectivamente.
4.2.1.1 Projeto Não Coordenado
O projeto não coordenado é aquele em que o projeto de vários con-
troladores no mesmo sistema se dá de maneira sequencial considerando uma
única entrada e uma única saída durante o projeto.
O fechamento das malhas subsequentes podem alterar a resposta dos
controladores projetados anteriormente. Este problema é provocado pela in-
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teração das diversas malhas de controle podendo provocar o aparecimento de
modos de oscilação do controle conforme descrito na seção 2.2 (FARSANGI et
al., 2003).
Este método deve ser aplicado preferencialmente à projeto de contro-
ladores robustos em que o desempenho do controlador é pouco alterado com
as mudanças da planta.
4.2.1.2 Projeto Coordenado
O principal objetivo do projeto coordenado de controladores é preve-
nir interações imprevistas entre a atuação destes controladores em diversas
áreas(RAMíREZ et al., 2002). Para cada malha de controle distinta, há uma
função de transferência que representa com maior fidelidade uma fração di-
ferente do sistema de potência. Como durante o projeto coordenado todas
estas funções de transferência são levadas em consideração, todas as malhas
de controle contribuem para a melhoria do desempenho das demais funções
de transferência e para a melhoria do desempenho global do sistema.
Portanto, o projeto coordenado considera múltiplas plantas durante o
projeto afastando o problema de interação adversa entre os controladores dis-
tribuídos pelo sistema (LIRIO; GOMES; WATANABE, 2007) e melhorando a esta-
bilidade global do sistema.
4.2.2 Controle quase descentralizado
O desempenho de uma malha de controle é ampliado quando, além de
sinais locais, são utilizados sinais remotos na entrada do controlador. Esta
configuração de controlador é denominada quase descentralizada (NADA, a).
Usualmente, PSS’s utilizam sinais locais como entrada de controle.
Devido à falta de flexibilidade na sua instalação e à falta de observabilidade
de modos inter-áreas nos sinais locais, os PSS nem sempre são efetivos no
controle de oscilações inter-áreas pouco amortecidas. Desta forma, equi-
pamentos FACTS, que podem ser instalados em qualquer lugar do sistema,
tem provado maior eficácia quando utilizados para melhora da estabilidade a
pequenos sinais (XIE et al., 2004). O desempenho é ampliado quando é uti-
lizada uma malha de controle suplementar com sinais remotos (BEGOVIC et
al., 2005), (WESTERMANN; SAUVAIN, 2005), (TREHAN, 2002). A utilização de
sinais remotos também melhora o resultado do controle das oscilações inter-
áreas utilizando PSS. A vantagem da utilização de equipamentos FACTS é a
possibilidade de se obter maior controlabilidade do modo de interesse devido
à flexibilidade de instalação do dispositivo.
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Ao utilizar um sinal remoto como entrada de um controlador,
observam-se algumas diferenças básicas para o controlador com sinal de
entrada local. Considerando métodos clássicos de projeto de controladores,
quando o objetivo é minimizar uma oscilação inter-áreas, o ganho do con-
trolador com sinal de entrada local é superior ao ganho do controlador que
usa sinal remoto. Isso se deve ao fato de que o sinal local apresenta maior
observabilidade de modos de oscilação locais. Sinais remotos escolhidos de
maneira apropriada tem elevada observabilidade para os modos inter-áreas
permitindo redução do ganho da malha de controle (SAMUELSSON et al., 2002),
(SEETHALEKSHMI; SINGH; SRIVASTAVA, 2008).
Quando há necessidade de se melhorar o amortecimento de um modo
local e de outro modo inter-áreas, utiliza-se uma solução de controle denomi-
nado hierárquico, onde o sinal de entrada do controlador é formado por uma
composição do sinal local e do sinal remoto.
A utilização de controles hierárquicos reduz a dependência do sistema
daquele controlador com sinal remoto de forma que, se houver falha de co-
municação, o controlador continuará atuando a partir da leitura do sinal local.
Contudo, o problema do atraso na aquisição e envio de sinais remotos
não pode ser sanado. Este atraso pode prejudicar o desempenho do controla-
dor. Este problema deve ser contornado com a consideração do atraso durante
as etapas de projeto do controlador (SNYDER et al., 2000), (HU; MILANOVIC,
2007), (CHAUDHURI; MAJUMDER; PAL, 2004).
A seguir é apresentada a solução disponível atualmente para aquisição
de sinais remotos para o projeto de controladores, a medição fasorial (obtida
de PMU - Phasor Measurement Unit). A medição fasorial permite a utilização
de sinais remotos para a entrada dos controladores, possibilitando a obtenção
de dados sincronizados do sistema. Esta facilidade permite o projeto de con-
troladores mais eficazes no controle de oscilações com baixo amortecimento
ou instáveis.
4.2.2.1 PMU - Phasor Measurements Units
A solução amplamente difundida para obtenção de dados remotos sin-
cronizados, tanto para a análise de ocorrências no sistema elétrico como para
considerarmos como uma entrada em um controlador centralizado, são as
PMU (Syncronized Phasor Measurements Units).
As PMU’s são dispositivos de medição de tensões e correntes alterna-
das com uma referência temporal comum obtida através de sinais via saté-
lite, (DOTTA, 2009). O primeiro protótipo, mais tarde utilizado para produção
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comercial, foi desenvolvido pela universidade Virginia Tech em meados da
década de 80 (PHADKE, 2002).
Em 1993, um experimento conduzido no estado da Califórnia nos Es-
tados Unidos buscou a certificação da medição fasorial sincronizada (WILSON,
1994). Com as medidas de tensão e corrente em uma subestação, calculou-
se, utilizando as equações consolidadas de fluxo de potência, tensão e ângulo
em uma subestação a aproximadamente 320km da primeira e comparou-se o
resultado calculado com o medido pelo sistema de medição fasorial sincroni-
zado instalado nas duas subestações. As duas medidas produziram diferença
média de 0;46, o que aumentou a credibilidade das medições sincronizadas
por GPS.
Dentre as aplicações de PMU estão (BURNETT R.O.; BUTTS; STERLINA,
1994), (LEIRBUKT et al., 2006):
 Medições de frequência e magnitude de grandezas elétricas como Cor-
rente e Tensão;
 Estimação de estados;
 Registro de faltas e perturbações no sistema;
 Verificação de modelos computacionais do sistema de potência;
 Entradas de estabilizadores do sistema como PSS e controle secundário
de equipamentos FACTS.
Apesar de ser um mecanismo de medição sincronizada, o atraso rela-
tivo ao envio dos dados ainda não pode ser eliminado. A vantagem das PMU,
em um sistema de referência único, é a identificação do momento em que
a medição foi tomada, possibilitando sincronização dos dados de entrada do
controlador com o resto do sistema a qualquer instante devido as informações
de tempo que acompanham a amostragem do sinal.
4.2.3 Controle Centralizado
O controle centralizado gera um sinal de controle a partir de uma visão
global do sistema.
Um sistema de medição fasorial fornece informações geograficamente
distantes para um controlador multivariável central que considera todos os
dados de entrada e envia sinais de controle para diversos subsistemas.
A principal vantagem deste tipo de controlador refere-se ao uso de in-
formação global do sistema, tornando-o robusto às variações da rede elétrica.
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4.2.4 Controle multi-níveis ou hierárquico
Neste caso há dois ou mais níveis de controle. Controladores em um
nível recebem informações de controladores de um nível superior. Uma típica
aplicação compreende um controlador local no primeiro nível e um controla-
dor centralizado em um segundo nível.
Em sistemas de potência, enquanto o controlador local mitiga as osci-
lações locais o controlador centralizado o faz com as oscilações inter-áreas.
As principais vantagens do controlador central em uma estrutura hierárquica
são (DOTTA; SILVA; DECKER, 2007), (OKOU; DESSAINT; AKHRIF, 2005), (QUIN-
TERO; VENKATASUBRAMANIAN, 2005):
 robustez quanto à perda de canais de comunicação;
 continuidade de operação, pelo controlador local, quando há perda do
controle central;
 O uso de informação global do sistema, através do controle centrali-
zado, torna o controlador robusto às variações da rede elétrica.
4.3 Modelagem do controle
Os sistemas elétricos de potência podem ser representados generica-
mente no espaço de estados na forma24 x˙z
y
35=
24 A B1 B2C1 D11 D12
C2 D21 D22
3524 xw
u
35 ; (4.1)
e a estrutura do controlador
x˙k
yk

=

Ak Bk
Ck Dk

xk
uk

; (4.2)
onde:
w: entrada de perturbação;
z: variáveis de saída da planta influenciadas pelo controlador;
u, yk: saída do controlador;
y, uk: variáveis de saída da planta medidas para entrada do controla-
dor;
x, xk: variáveis de estado da planta e do controlador respectivamente.
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Para obter a representação em espaço de estados do sistema reali-
mentado considera-se o termo de realimentação direta D22 nulo. Especial-
mente em sistemas de potência esta consideração reflete a característica real
da planta.
As matrizes B1 eC1 são matrizes de peso que determinam os objetivos
do controlador H¥ e devem ser especificadas somente quando o projeto do
controlador busca a minimização da norma H¥ do sistema controlado. O
controlador e a norma H¥ serão apresentados na seção 4.4.2.2.4
Com D22 = 0, a saída da planta conectada à entrada do controlador
uk = y e a saída do controlador conectada à entrada da planta u= yk, temos ˙ˆx
z

=

Aˆ Bˆ
Cˆ Dˆ

xˆ
y

; (4.3)
onde as matrizes Aˆ, Bˆ, Cˆ e Dˆ representam, no espaço de estados, o sistema
realimentado e são calculadas da seguinte forma:
Aˆ=

A+B2DkC2 B2Ck
BkC2 Ak

; Bˆ=

B1+B2DkC2
BkD21

;
Cˆ =

C1+D12DkD21 D12Ck

; Dˆ= [D11+D12DkD21] :
(4.4)
A função de transferência entre o sinal de entrada w e a saída z é dada
por
Gˆ(s) = Cˆ
 
sI  Aˆ 1 Bˆ+ Dˆ (4.5)
Sistemas elétricos de potência são compostos por milhares de variá-
veis de estados, o que torna a matriz A de grande dimensão e extremamente
esparsa. Para a realização de estudos destes sistemas utilizam-se software
projetados especificamente para este fim. Porém, os projetos de controlado-
res modernos são realizados utilizando-se métodos de controle consagrados
não ajustáveis às plantas. As plantas é que devem ser adaptadas para permitir
o projeto de controladores com um determinado método.
Software específicos de projeto de controladores, ou até mesmo méto-
dos de projeto, podem comportar-se de forma inadequada quando aplicados
à plantas com elevado número de variáveis de estado. As dificuldades são:
 Tempo elevado de processamento;
 Obtenção de controladores com ordem elevada e de difícil implemen-
tação;
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 Impossibilidade de projeto frente ao mal condicionamento da matriz
de estados devido a presença de modos não controláveis e não obser-
váveis.
Portanto, há necessidade de se reduzir o modelo do sistema elétrico
de potência a um modelo equivalente com o número de estados adequado à
capacidade dos software de projeto de controladores.
4.3.1 Redução de Ordem de Sistemas
Para adequar a ordem do modelo de um sistema a ser controlado à
capacidade dos programas computacionais para projeto de controladores, re-
duzir o tempo de projeto e evitar resultados de controladores com ordem ele-
vada e de difícil implementação, aplicam-se aos sistemas de ordem elevada
métodos de redução de ordem.
A maior parte das técnicas de redução de modelos de sistemas de po-
tência são adaptadas à tarefa de projeto de controladores para análise de es-
tabilidade transitória e para pequenas perturbações. A base para a variedade
de ferramentas desenvolvidas para redução de modelos são conceitos como
(CHANIOTIS; PAI, 2005):
 Coerência: Duas máquinas são coerentes se após alguma perturbação
apresentam comportamento dinâmico similares. Neste método de re-
dução de ordem, múltiplos geradores coerentes são agregados em uma
única máquina equivalente (BRETAS; ALBERTO, 2000);
 Sincronia: Duas máquinas estão em sincronia se após alguma pertur-
bação do sistema suas variações angulares são idênticas ou em propor-
ção constante. Geradores que se movem demaneira síncrona podem ser
combinados em uma máquina equivalente (RAMASWAMY et al., 1995);
 Análise de perturbações singulares (Singular perturbation analy-
sis): Este método de redução é recomendado para sistemas que apre-
sentam duas escalas de tempo distintas. Identifica-se as duas escalas de
tempo e separa-se as variáveis para cada uma das constantes de tempo
em dois subsistemas. O sistema com constante de tempo menor é uti-
lizado para estudo de transitórios rápidos e aquele com constante de
tempo maior é utilizado para estudos de situações quase estacionárias
(CHOW et al., 1990);
 Análise modal: Se apenas uma parte do sistema completo é controlá-
vel e observável para uma determinada função de transferência, uma
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alternativa para a representação do sistema é uma redução modal. Um
sistema reduzido modal-equivalente é calculado a partir dos pólos do-
minantes da função de transferência e seus resíduos (ROMMES; MAR-
TINS, 2006).
Para sistemas de potência com elevado número de estados (mais de
3000 para o SIN), somente uma parte dos estados apresenta elevada contro-
labilidade e observabilidade para os autovalores de interesse. Portanto, ape-
sar de os outros métodos também se aplicarem à sistemas de potência, neste
trabalho será utiliza a análise modal para obtenção de um modelo reduzido
equivalente para o SIN.
Para a redução do sistema completo a um modelo equivalente,
analisam-se principalmente os resíduos da função de transferência de inte-
resse.
No caso de um sistema SISO-Single Input Single Output de autovalo-
res distintos, a função de transferência de uma planta qualquer e sua fatoração
são representadas como na equação (4.6), onde pi são seus pólos e zi repre-
senta seus zeros.
G(s) =C (sI A) 1B+D= K (s  z1)(s  z2)   (s  zl)
(s  p1)(s  p2)   (s  pn) +D (4.6)
A função pode ser expandida em suas frações parciais, como na equa-
ção (4.7), onde Ri são os resíduos de cada pólo.
G(s) =
R1
s  p1 +
R2
s  p2 +   
Rn
s  pn +D (4.7)
A classificação decrescente dos resíduos indica quais os pólos do sis-
tema têm melhor controlabilidade e observabilidade na função de transfe-
rência selecionada. Uma seleção natural dos pólos de interesse é a escolha
daqueles que apresentam maior resíduo desprezando aqueles com resíduo pe-
queno. Porém, na representação do sistema, é mais importante considerarmos
um modo pouco amortecido com resíduo desprezível do que um modo alta-
mente amortecido com resíduo elevado (TRUDNOWSKI, 1994).
O algoritmo utilizado para a determinação dos pólos dominantes é
denominado DPSE (Dominant Pole Spectrum Eigensolver) e é descrito em
(MARTINS, 1997). Neste algoritmo o usuário determina as condições iniciais
e a cada iteração o DPSE aproxima os valores iniciais dos pólos dominantes
de qualquer sistema de ordem elevada.
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Portanto, para a redução de ordem do sistema, calcula-se um conjunto
de pólos e selecionam-se aqueles que apresentem maior resíduo, juntamente
com aqueles pouco amortecidos, de modo que a resposta no tempo e em
frequência reproduzam a resposta do sistema completo.
4.3.2 Modelagem de atrasos na transmissão dos sinais
Como discutido na seção 2.4, pode haver necessidade de consideração
de um sinal remoto na entrada do controlador para garantir que o desempe-
nho do sinal de controle melhore o amortecimento do modo de oscilação de
interesse, por exemplo um modo inter-áreas que pode ser melhor controlável
em um local e melhor observado em outro.
Para considerarmos os atrasos durante o projeto dos controladores, pri-
meiro deve-se quantificar o valor do atraso para depois representá-lo adequa-
damente na planta a ser controlada.
O atraso introduzido pela transmissão de sinais varia de acordo com o
meio físico utilizado. A Tabela 4.1 apresenta os atrasos típicos para diferentes
meios de transmissão (NADUVATHUPARAMBIL; VALENTI; FELIACHI, 2002).
Tabela 4.1: Atraso associado à diferentes meios físicos de transmissão de
sinais.
Meio Físico Atraso Associado (ms)
Fibra Óptica 100 - 150
Microondas digitais 100 - 150
PLC (Power Line Communication) 150 - 350
Linha Telefônica 200 - 300
Satélite 500 - 700
Para que o controlador seja eficaz perante a presença dos atrasos, há
necessidade de considerarmos o atraso durante o projeto do controlador.
Um atraso pode ser representado pela expressão (4.8). Utilizar esta
representação de atraso introduz algumas inconveniências à planta a ser con-
trolada. A principal é que um sistema em malha fechada com atraso tem
dimensão infinita, infinitos pólos (VAJITA, 2000).
e sT (4.8)
Para contornar este problema, utilizam-se métodos de aproximação
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do atraso. O método mais utilizado para modelar o atraso no sistema é a
aproximação de Padé (VAJITA, 2000).
A Tabela 4.2 apresenta as aproximações de Padé de baixa ordem para
a representação do atraso (VAJITA, 2000).
Tabela 4.2: Representações do atraso através de aproximações de Padé de
baixa ordem
Aproximação de Padé Função de Tranferência
R1;1 2 sT2+sT
R1;2 6 2sT6+4sT+(sT )2
R2;2
12 6sT+(sT )2
12+6sT+(sT )2
A Figura 4.1 ilustra e fornece subsídio para a escolha da função de
transferência de baixa ordem que melhor representa os atrasos introduzidos
no sistema devido à transmissão de sinais de entrada ou de saída dos con-
troladores. A melhor representação do atraso é a R1;2. O principal motivo
para a escolha de R1;2 para representar o atraso nas plantas durante o projeto
dos controladores está no fato de que quando submetido à um degrau a res-
posta no tempo no instante t = 0 não apresenta um valor diferente de zero
como nas funções de transferência com numerador e denominador de mesma
ordem, R1;1 e R2;2.
0 0.2 0.4 0.6 0.8 1
−1
−0.5
0
0.5
1
1.5
 
 
Sinal Real
R1,1
R1,2
R2,2
Figura 4.1: Resposta no tempo a um degrau em t=0 com atraso de 300ms
Genericamente, no espaço de estados, podemos incluir o atraso na
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entrada da planta de acordo com a equação aumentada (4.9). Já a planta
com atraso na saída é representado no espaço de estados de acordo com a
equação (4.10).

x˙
x˙di

=

A BCdi
0 Adi

x
xdi

+

BDdi
Bdi

udi
y =

C DCdi
 x
xdi

+DDdiudi
(4.9)

x˙
x˙do

=

A o
BdoC Ado

x
xdo

+

B
BdoD

u
ydo =

DdoC Cdo
 x
xdo

+DdoDu
(4.10)
Nas equações (4.9) e (4.10), os índices subscritos di e do fazem refe-
rência à representação do atraso na entrada ou na saída do sistema de controle,
respectivamente, onde as matrizes A, B, C e D com indices di ou do são a re-
presentação no espaço de estados da função de transferência R1;2.
Para compormos um sistema que considere atraso na entrada e na saída
da planta, como é o caso de controladores centralizados, deve-se substituir o
sistema com atraso na entrada (4.9) nas equações do sistema com atraso na
saída (4.10). Assim, obtém-se o sistema com atraso modelado na entrada e
saída de acordo com as matrizes de estado mostradas na equação (4.11).
24 x˙x˙di
x˙do
35 =
24 A BCdi 00 Adi 0
BdoC BdoDCdi Ado
3524 xxdi
xdo
35+
24 BDdiBdi
BdoDDdi
35udi
ydo =

DdoC BdoDCdi Cdo
24 xxdi
xdo
35+DdoDDdiudi
(4.11)
4.4 Métodos de Projeto de Controladores
Os estudos de controle remetem a diferentes métodos de projeto. Para
cada método são levados em consideração diferentes requisitos para estabe-
lecer a função objetivo do projeto. Independente do objetivo do controlador,
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um sistema com realimentação de saídas é genericamente representado pelo
diagrama de blocos da Figura 4.2. À plantaG é aplicada uma perturbaçãow e
o sinal de saída do controlador u. y representa o que é mensurado e utilizado
como entrada do controladorK e z é uma saída do sistema realimentado cons-
tituída por variáveis influenciadas pelo controlador (MACKENROTH, 2004).
Figura 4.2: Sistema realimentado.
O objetivo de um controlador K é fazer com que as saídas z de uma
planta qualquerG comportem-se de uma forma pré determinada manipulando
as entradas u desta mesma planta. Para esta finalidade, vários métodos de
projeto podem ser utilizados para obtenção de um controlador K que projete
as saídas da planta para o seguimento de uma referência.
Para modos de oscilação pouco amortecidos, podem ser incorporados
controladores adicionais aos equipamentos disponíveis no sistema para pro-
ver amortecimento a estes modos especificos. Neste trabalho explora-se o
projeto de sinais adicionais para dispositivos FACTS para prover amorteci-
mento aos modos de oscilação pré-selecionados.
Para o projeto podem ser utilizados vários métodos de controle. Esta
seção apresenta os métodos de posicionamento de pólos e projeto de controles
robustos com otimização de índices de robustez.
4.4.1 Posicionamento de pólos
Históricamente, foram desenvolvidos diversos métodos de projeto
através de posicionamento de pólos para melhoria da estabilidade de sis-
temas de potência. Alguns deles são apresentados em (ELANGOVAN; LIM,
1987), (GOOI et al., 1981), (LEFEBVRE, 1983), (REDDY et al., 2011) e (FERRAZ;
MARTINS; TARANTO, 2001).
Neste trabalho será utilizado uma generalização do método de posici-
onamento de pólos que considera os critérios de estabilidade de Nyquist com
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a consideração de um requisito de amortecimento para o modo de oscilação
de interesse.
O método convencional para projeto de controladores a partir dos cri-
térios de estabilidade de Nyquist é baseado no diagrama polar de G( jw) com
frequência variando de  ¥ a ¥. No método convencional o amortecimento
desejado não é um parâmetro do projeto. O projeto de controlador utilizando
o diagrama de Nyquist convencional produz avanço ou atraso de fase acima
do necessário para frequências complexas mais amortecidas, causando redu-
ção da frequência de oscilação do pólo de interesse do sistema original sem
assegurar amortecimento mínimo ao sistema compensado (GOMES; MARTINS;
PINTO, 1998).
Uma generalização do diagrama de Nyquist é apresentada em (GO-
MES; MARTINS; PINTO, 1998) e (GUIMARÃES et al., 2000). Esta generalização
apresenta o traçado do diagrama de Nyquist considerando uma reta de fa-
tor de amortecimento constante. Ou seja, é baseado no diagrama polar de
G(s + jw) que varia sobre uma linha com amortecimento constante. Por-
tanto, o amortecimento desejado é especificado durante o procedimento de
projeto do controlador.
A Figura 4.3 indica quais os valores de s são considerados na função de
transferênciaG(s) para o traçado do diagrama de Nyquist clássico (s= jw) e
o generalizado (s= s + jw). Observa-se que, para que haja envolvimento do
semi plano a direita do eixo imaginário, o raio do semi circulo desenvolvido
é R= ¥.
(a) Caminho para traçado do di-
agrama de Nyquist clássico;
(b) Caminho para traçado do diagrama
de Nyquist com amortecimento definido.
Figura 4.3: Caminho para traçado do diagrama de Nyquist.
O posicionamento parcial de pólos é feito adicionando-se uma reali-
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mentação de saída com blocos do tipo avanço-atraso de fase. A finalidade
desta operação é deslocar os pólos que conferem comportamento inadequado
ao sistema para uma posição mais adequada. Ou seja: deslocar os pólos que
causam instabilidade ou oscilações subamortecidas (GUIMARÃES et al., 2000).
Se particularizarmos o sistema representado na Figura 4.2, despre-
zando a perturbação w e considerando que y é a realimentação do controlador
e também a saída do sistema influenciada pelo controlador, temos o diagrama
indicado na Figura 4.4.
Figura 4.4: Sistema realimentado
Para que a função de transferência y(s)

u(s) equivalente tenha um par
de pólos complexos nas posições s= s jw , o denominador daquela função
de transferência deve ser nulo nesta frequência como mostra a equação (4.12).
1+G(s)K (s) = 0 ou G(s)K (s) = 1 (4.12)
Sendo assim, o projeto de K (s) deve atender às duas condições des-
critas em (4.13).
6 G(s)K (s) = 180 (4.13a)
jG(s)K (s)j= 1 (4.13b)
A função de transferência do controlador que confere avanço ou atraso
de fase ao sistema assume a forma indicada na equação (4.14).
K (s) = k

1+aTs
1+Ts
n
(4.14)
Quando a é maior que 1 tem-se um bloco de avanço de fase. Quando
a estiver entre 0 e 1 o sistema compensado sofrerá atraso de fase.
A solução da equação (4.13a) define se o controlador terá função de
avanço ou atraso de fase.
40 4 PROJETO DE CONTROLADORES DO SISTEMA DE POTÊNCIA
O expoente n do controlador é diferente de 1 quando a necessidade
de compensação de fase do controlador é elevada. Isso se deve ao fato de o
ângulo de compensação de um bloco de avanço-atraso ser limitado a aproxi-
madamente 60.
Se considerarmos o controlador apresentado na equação (4.14) para o
atendimento às condições descritas nas equações (4.13a) e (4.13b), obteremos
os parâmetros do controlador como indicado a seguir:
1. Primeiramente especifica-se o valor de amortecimento z .
2. A partir do amortecimento e da frequência w do modo instável ou su-
bamortecido que o controlador deverá atuar, determina-se a posição
desejada para o pólo s = s + jw do sistema compensado. Como já
conhecemos a frequência w da nova posição do pólo, resta calcular o
valor da parte real do polo de acordo com a equação (4.15).
s =
 zp
1 z 2w (4.15)
3. Conhecendo s , determina-se a compensação de fase f necessária para
atender à restrição da equação (4.13a). Se jf j for menor que 60, então
fazer n=1. Se for superior determina-se o valor de n para que cada
bloco contribua na fase do sistema compensado com avanço ou atraso
inferior a 60.
4. A partir de então têm-se as seguinte expressões para o cálculo de T e a
(GUIMARÃES et al., 2000).
T =
 b+pb2 4ac
2a
(4.16)
a =
1
k2T 2w2c
(4.17)
onde:
a= k2ww2c (k1 tanj+1)
b= k2
 
w2c +w2

tanf
c= (k1 tanf  1)w
k1 = sw
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k2 = 1+ k21
wc = frequência onde há máximo avanço ou atraso de fase
caso considere-se diferente de w . Ver Figura 4.5
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Figura 4.5: Diagrama de fase de um bloco de avanço de fase.
5. Obtidos T e a a partir da solução das equações (4.15), (4.16) e (4.17),
para a última etapa do projeto do controlador basta recorrermos à con-
dição de módulo da expressão (4.13b) para o cálculo do valor do ganho
k do controlador da equação (4.14).
4.4.1.1 Implementação do método de posicionamento de pólos no Ma-
tlab
O método descrito está implementado no PacDyn. Porém, no PacDyn
não há possibilidade de representarmos o atraso na obtenção de sinais remo-
tos. Portanto, o método foi implementado no Matlab com a consideração
dos atrasos previstos na planta. O código do Matlab é reproduzido na Ta-
bela 4.4.1.1.
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Tabela 4.3: Código do Matlab para o projeto de controladores por posiciona-
mento de pólos.
% Especificações para o controlador % máximo avanço ou atraso por bloco
% 50 graus = 0,87 radianos
% amortecimento especificado % 60 graus = 1,047 radianos
qsi= :50; angulo_limite= :87;
% frequência de corte do controlaor
wcorte= 2:3; % angulo fi a ser compensado
f i= eval f r(sistwo;modo_dese jado);
%sistema reduzido via PacDyn f i= pi angle( f i);
Reduzido_PacDyn; i f abs( f i)> angulol imite
sist = ss(Ar;Br;Cr;D); n= 2;
f iaux= f i=2;
% Inserção do atraso i f abs( f iaux)> angulol imite
s= t f (0s0); n= 3;
% Define tempo de atraso else
Td = 0:3; n= 1;
% Define a (1,2) Padé approximant end
(6 2Td  s)=(6+4Td  s+(Td  s)2); end
pd = ss(pd_); f i= f i=n;
% cálculo de alpha e T
% Inclusão do atraso Td no sinal de entrada k1= sigd=wd;
na_sist = max(size(sist:a)); k2= 1+ k12;
na_pd = max(size(pd:a));
a= k2wd  (wcorte)2  (k1 tan( f i)+1);
Ad = [sist:a zeros(na_sist;na_pd) b= k2 (wcorte2+wd2) tan( f i);
(pd:b sist:c) pd:a]; c= (k1 tan( f i) 1)wd;
Bd = [sist:b T = ( b+ sqrt(b2 4a c))=(2a);
(pd:b sist:d)];
Cd = [(pd:d  sist:c) pd:c]; alpha= (1)=(k2 (T 2) (wcorte2));
Dd = pd:d  sist:d; % Cálculo do ganho K do controlador
H = t f ([alphaT1]; [T1]);
sist_di= ss(Ad;Bd;Cd;Dd); H1= Hn;
% Filtro wash out compensado_malha_aberta= sistwoH1;
wout = t f ([30]; [31]); aux1= eval f r(compensado_malha_aberta;modo_dese jado);
sist_wo= sist_diwout; K = 1=(abs(aux1));
sist_wo= sist_di;
% equação final do controlador
% modo pouco amortecido H2= K H1;
modoinstavel = :044969+2:3005 i;
wd = imag(modo_instavel); % malha realimentação
% sigma compensado (corresponde ao amortecimento realimenta= H2wout;
% especificado e a frequência do modo) sist_cont = f eedback(sist_di;realimenta);
sigd = (( qsi)=(sqrt(1  (qsi)2)))wd;
modo_dese jado= complex(sigd;wd);
4.4.2 Projeto por Otimização de Parâmetros
As técnicas de controle moderno permitem a otimização dos sistemas
de controle com consideráveis ganhos para robustez do sistema. A otimiza-
ção de índices de desempeno é uma forma de projeto de controladores que,
dependendo do índice, pode elevar os níveis de robustez do sistema.
Esta seção apresenta índices de desempenho que posteriormente serão
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otimizados durante o projeto de controladores robustos, para comparação com
o método clássico de alocação de pólos.
4.4.2.1 Medida de Robustez de Sistemas Controlados
Métodos clássicos de controle consideram a estabilização como prin-
cipal requisito de projeto. A simples estabilização do sistema não garante
comportamento adequado diante de contingências. A seguir são definidas al-
guns índices que expressam quão robusto é um sistema a contingências e que,
quando considerados na função objetivo do projeto de controladores, buscam
garantir comportamento adequado do sistema durante contingências.
Definição 1. Considera-se o espectro de A o conjunto de autovalores desta
matriz, denotado L(A).
Definição 2. A abscissa espectral de A, a (A), é definida como a maior parte
real do espectro de A.
a (A) = supfRel : l 2 L(A)g (4.18)
Definição 3. O e-pseudo-espectro Le (A) de uma matriz A é o subconjunto
do plano complexo que corresponde a todos os autovalores de todas as matri-
zes complexas distantes e de A (BURKE; LEWIS.; OVERTON, 2003) (TREFETHEN;
EMBREE, 2005).
Le (A) = fz 2 C : z 2 L(X) onde kX Ak  eg ; (4.19)
o que é equivalente a
Le (A) =
n
z 2 C :
(z A) 1> e 1o : (4.20)
A distância do sistema à instabilidade corresponde ao menor e para o
qual o limite do pseudo-espectro toca o eixo imaginário (TREFETHEN; EMBREE,
2005). A Figura 4.6 ilustra o fato.
Definição 4. e-abscissa pseudo-espectral, ae , é a maior parte real do e-
pseudo-espectro como representa a equação (4.21).
ae (A) = supfRez : z 2 Le (A)g (4.21)
Definição 5. Sendo Mn o espaço de matrizes complexas com dimensão nn,
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Figura 4.6: Distância da instabilidade
tem-se que o raio de estabilidade da matriz A, b (A), é dado por:
b (A) =minfkX Ak : X 2Mn;a (X) 0g ; (4.22)
onde a (X) representa a abscissa espectral da matriz X (BURKE; LEWIS.; OVER-
TON, 2003).
Outra forma de representar o raio de estabilidade da matriz A é apre-
sentado em (BURKE; LEWIS; OVERTON, 2003) e reproduzido na equação (4.23).
b (A) =min
z2C
fs (A  zI) : Re(z) 0g (4.23)
Em (4.23), s denota o menor valor singular de uma matriz.
Simplificando, o raio de estabilidade de A é a norma dois da menor
matriz de perturbação E = X A que torna A instável.
b (A) =minfkEk : A+E é instávelg (4.24)
4.4.2.2 Índices de Desempenho
Para o projeto de controladores distintos daqueles estabelecidos nos
métodos clássicos, a partir das medidas de robustez apresentados na se-
ção 4.4.2.1, determinam-se índices de desempenho para incorporação aos cri-
térios de projeto.
4.4.2.2.1 Estabilização
A forma mais simples de projeto de controlador é estabelecer que o
único requisito para o sistema compensado deva ser a estabilidade. Com este
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critério de projeto não se impõe nenhum requisito de robustez ou garantia de
amortecimento mínimo a ser assegurado pelo controlador. Ou seja, com este
tipo de controlador não há nenhuma medida de quão suscetível o sistema está
à perda de estabilidade na ocorrência de perturbações, inclusive na ocorrência
de pequenas perturbações.
4.4.2.2.2 Abscissa espectral
Um controlador que minimize a abscissa espectral tem como objetivo
estabilizar uma planta e afastar o máximo possível do eixo imaginário, para a
esquerda, os pólos do sistema compensado.
A minimização da abscissa espectral também não é condição sufici-
ente para afirmar que o controle é robusto.
Uma matriz A é estável se seus autovalores pertencem a um subcon-
junto do plano-s à esquerda do eixo imaginário. Autovalores distantes do eixo
imaginário, obtido mediante a minimização da abscissa espectral, não fornece
uma condição suficiente para garantir que A está distante da instabilidade, a
não ser que A seja normal ou próxima da normalidade.
Definição 6. Uma matriz é normal se os seus autovetores formam um con-
junto ortogonal.
Uma matriz normal possui a propriedade de que existe uma trans-
formação unitária que a torna diagonal sendo que um autovetor à esquerda
desta matriz também é um autovetor a direita. Como ilustrado na Figura 4.7,
têm-se que o pseudo-espectro de uma matriz normal é formado por círculos
concêntricos em torno dos autovalores e um autovalor estável não se apro-
xima de maneira desordenada do eixo imaginário como em uma matriz não
normal.
Se a matriz A é estável e não normal, pode existir uma perturbação e
que provoque a aproximação desordenada dos autovalores ao eixo imaginá-
rio do plano complexo, provocando inclusive, em alguns casos, transposição
do pólo para o plano direito do eixo imaginário causando instabilidade do
sistema.
Portanto, a abscissa espectral não é uma medida de robustez. Ela in-
dica simplesmente que, para sistemas estáveis, os pólos estão afastados o
máximo possível do eixo imaginário.
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(a) Pseudo-espectro matriz normal (b) Pseudo-espectro matriz não normal
Figura 4.7: Pseudo espectro de uma matriz normal e de uma matriz não nor-
mal.
4.4.2.2.3 Abscissa pseudo-espectral
Para certas aplicações, a análise exclusiva dos autovalores pode con-
duzir à conclusões precipitadas acerca da robustez e do condicionamento de
uma matriz. Surge então a definição do pseudo-espectro. A vantagem da aná-
lise do pseudo-espectro sobre a análise dos autovalores é que ele é capaz de
capturar o comportamento do sistema durante transitórios (TREFETHEN; EM-
BREE, 2005). Isto ocorre porque o pseudo-espectro é uma medida da variação
dos autovalores quando o sistema é perturbado.
A trajetória de um autovalor, por mais distante que esteja do eixo ima-
ginário, pode aproximar-se rapidamente da instabilidade quando o sistema
sofre uma perturbação. A análise dos autovalores não é capaz de mostrar este
comportamento, exceto quando o índice que está sendo analisado é o pseudo-
espectro.
Para o projeto de um controlador que considere a minimização da abs-
cissa pseudo-espectral, deve-se determinar qual a perturbação máxima e a
qual o sistema estará sujeito para que a minimização da função objetivo de-
termine um controlador que afaste o máximo possível os autovalores do sis-
tema compensado do eixo imaginário, considerando a capacidade de absorver
a perturbação indicada como requisito de projeto sem instabilizar a planta.
Diferente da minimização da abscissa espectral, a minimização da abs-
cissa pseudo-espectral, afasta o máximo possível os autovalores do eixo ima-
ginário garantindo a capacidade de absorver pelo menos uma determinada
perturbação e pré estabelecida.
4.4.2.2.4 Norma H¥
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O controle H¥ foi formulado na década de 80 por G. Zames como um
método de otimização no domínio da freqüência para projeto de controladores
robustos (STEFANI et al., 1994).
A norma H¥ de uma função de transferência SISO, GSISO( jw), repre-
senta, no plano complexo, a distância entre a origem e o ponto mais distante
do diagrama de Nyquist desta função. Ela também quantifica o maior pico da
magnitude do diagrama de Bode. Isto significa que a norma H¥ representa o
maior ganho de magnitude que um sinal de entrada pode ter na saída. Para
o caso MIMO, a norma H¥ representa o maior valor singular da função de
transferência GMIMO( jw) considerando diferentes frequências w . A norma
H¥ pode ser estimada como descrito em (ZHOU; DOYLE; GLOVER, 1996).
Para a estimação da norma H¥, determina-se uma extensa sequencia
de frequências próximas uma das outras
fw1;    ;wNg :
Então, uma estimativa para kGk¥ é
max
1kN
s fG( jwk)g ; (4.25)
onde s denota o maior valor singular da função de transferência.
Figura 4.8: Sistema realimentado.
Para o sistema realimentado reproduzido na Figura 4.8 a estimativa
da norma H¥ é obtida a partir da escolha do vetor de frequências próximas
uma das outras, como determinado para a equação (4.25) , substituindo-as na
expressão (4.26). Gˆ¥ = max1kN s¯ Cˆ  jwI  Aˆ 1 Bˆ+ Dˆ (4.26)
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Como a função de transferência expressa em (4.5) representa a rela-
ção entre a entrada w de perturbação e a saída z controlada, o objetivo do
controlador é reduzir a norma infinita da função de tranferência entre estes
vetores.
Na modelagem apresentada na seção 4.3, reproduzida na equa-
ção (4.27), durante o projeto de controladores, normalmente a matrize B1
é considerada nula ou simplesmente desprezada. Esta consideração não é
válida para projeto de controladores que visem a minimização da norma H¥.
A matrizes B1 é consideradas a matriz de peso sobre as variáveis e estados e
determina os objetivos do controlador.24 x˙z
y
35=
24 A B1 B2C1 D11 D12
C2 D21 D22
3524 xw
u
35 (4.27)
Para determinação da matriz B1 leva-se em consideração que modos
de oscilações inter-áreas estão associados a grupos de máquinas de uma área
oscilando fora de fase com grupos de máquinas de outra área. A escolha
natural da matriz B1 consiste em elevar o peso de entradas de perturbação que
mais excitam os estados que representam estes grupos de máquinas.
Em um modelo reduzido nem sempre é possível identificar qual gran-
deza, local, máquina ou equipamento um estado representa. As entradas de
perturbação com significado físico que mais excitam a oscilação pouco amor-
tecida de interesse também não são identificáveis.
Para contornar a falta de informação sobre os estados, os fatores de
participação indicarão quais estados mais afetam o modo de oscilação de in-
teresse e estes fatores podem ser utilizados como matriz de peso B1. Esta
escolha é efetiva para o método de controle quando o sistema é representado
na forma canônica de Jordan. Na forma canônica de Jordan, cada elemento
da matriz de perturbação w atua exclusivamente sobre a variação de um de-
terminado estado x˙.
A matriz B1 não é dotada de significado físico. Ela representa uma
perturbação fictícia sobre os estados que mais excitam o modo de interesse.
Desta forma o objetivo do controlador passa a ser a minimização da influência
da perturbação destes estados na saída da planta.
A matrizC1 informa sobre quais saídas o controlador deve atuar. Para
que o controlador atue sobre todas as saídas da planta reduzida, simplesmente
reproduzimos em C1 a matrizC2 de saída.
O projeto de um controlador que considere a norma H¥ como medida
de robustez deve buscar a minimização desta norma, isto porque a norma H¥
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de uma matriz estável também está relacionada ao pseudo-espectro. A norma
será inferior ao inverso de e como será mostrado na equação 4.28.
4.4.2.2.5 Raio de Estabilidade
O termo raio de estabilidade foi introduzido por Hinrichsen e Pritchard
em 1986. Designa a distância da instabilidade e tem recebido atenção na
teoria de controle desde então (TREFETHEN; EMBREE, 2005).
Como o raio de estabilidade e a norma H¥ de um sistema com fun-
ção de transferência G(s) e matriz de estados A estável se relacionam com o
pseudo-espectro de acordo com a equação (4.28) (BURKE; LEWIS.; OVERTON,
2003), naturalmente explica-se a necessidade de estudo da distância da esta-
bilidade ou raio de estabilidade.
ae (A)< 0 , b (A)> e , kGk¥ < 1e : (4.28)
4.4.2.3 Método de otimização
Para o projeto de controladores ótimos, são formadas funções objetivo
com os índices de desempenho desejados e suas restrições. Esta função obje-
tivo é submetida à um método de otimização que apresentará a solução mais
próxima do ótimo que sua capacidade permitir.
Quando busca-se a otimização de qualquer um dos índices de robustez
apresentados na seção 4.4.2.2 tem-se um problema de otimização não con-
vexa e não suave (BURKE; HENRION; LEWIS, 2006).
O método de busca de alguns métodos de otimização não tem capa-
cidade de lidar com funções não convexas e não suaves, principalmente as
não suaves. Para resolver os problemas com estas características é proposto
em (BURKE; HENRION; LEWIS, 2006) um algoritmo híbrido que combina os
métodos Quase-Newton (BFGS), o método do Feixe e o método do gradiente
amostrado.
 Quase-Newton BFGS: é o método utilizado na fase inicial para pro-
ver uma estimativa para um mínimo local. O algoritmo é robusto e,
quando utiliza-se um método de busca linear adequado, apresenta taxa
de convergência superlinear (NOCEDAL; WRIGHT, 1999);
 Método do Feixe: é um método apropriado para funções convexas e
não suaves (SAGASTIZÁBAL; SOLODOV, 2005) que neste algoritmo hí-
brido é utilizado para verificar a otimalidade local para o melhor ponto
encontrado pelo método Quase-Newton BFGS;
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 Gradiente Amostrado: se os métodos Quase-Newton BFGS e do
feixe não forem bem sucedidos, o método do gradiente amostrado é
utilizado para encontrar uma solução ou para refinar o mínimo local de-
terminado pelos demais métodos. Os resultados mostram que o método
do gradiente amostrado é apropriado para determinação de mínimos de
funções não convexas e não suaves (BURKE; LEWIS; OVERTON, 2005).
O algoritmo híbrido proposto não se afasta da convergência devido à
inexistência do gradiente da função objetivo em algum ponto excepcional. Os
métodos do Feixe e do Gradiente Amostrado são responsáveis por encontrar
outro ponto na proximidade desta descontinuidade com a norma da função
objetivo reduzida (BURKE; HENRION; LEWIS, 2006).
4.4.2.4 HIFOO (H-Infinity Fixed Order Optimization)
O HIFOO é um aplicativo de domínio público desenvolvido para uti-
lização como ferramenta do software Matlab. O aplicativo busca solucionar
um problema de otimização local que consiste na estabilização de sistemas
utilizando controladores de ordem fixa.(BURKE; HENRION; LEWIS, 2006).
O pacote HIFOO oferece as seguintes opções de função objetivo:
 Minimização da norma H¥;
 Maximização do raio de estabilidade;
 Minimização da abscissa espectral;
 Minimização da abscissa pseudo-espectral.
O software HIFOO permite que um controlador de ordem fixa seja
obtido de maneira individual para qualquer malha de controle ou, caso haja
mais de uma malha de controle de interesse, permite o projeto dos controla-
dores de maneira coordenada.
Utiliza-se o HIFOO para realizar a otimização dos índices apresenta-
dos na seção 4.4.2.2.
O método de otimização utilizado pelo HIFOO é o método híbrido
apresentado na seção 4.4.2.3.
4.5 Conclusão
Neste capítulo foram apresentadas diversas estruturas de controladores
que podem ser aplicadas a sistemas de potência discutindo a melhoria da
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observabilidade de um modo de controle proporcionada pelos sinais remotos
em comparação com sinais locais. A utilização de sinais remotos demanda a
modelagem dos atrasos na transmissão destes sinais.
Além do atraso na utilização de sinais remotos, o controle de sistemas
de potência tem outra característica intrínseca que deve ser contornada para
o projeto de controladores: sua dimensão. Para evitar problemas como o ele-
vado custo computacional para o projeto de controladores, os sistemas devem
ser reduzidos para posterior aplicação dos métodos de projeto de controlado-
res.
Também foram apresentados neste capítulo os métodos de projeto por
posicionamento de pólos e por otimização de parâmetros que serão explora-
dos neste trabalho. São definidas medidas de robustez para comparação dos
métodos de projeto.
Por último define-se o método de otimização híbrido que se adapta
às características não convexas e não suaves dos projetos por otimização de
parâmetros.
No próximo capítulo serão exploradas as peculiaridades da aplicação
dos métodos de controle listados à controles suplementares de equipamentos
FACTS do SIN.
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5 APLICAÇÃO DOS MÉTODOS DE CONTROLE AO SIN
5.1 Introdução
Apresentados os métodos de projetos, os formatos dos controladores,
as características das malhas secundárias de controle de reguladores de ten-
são e de equipamentos FACTS, busca-se aplicar estes conceitos ao Sistema
Interligado Nacional.
A proposta deste trabalho é avaliar o efeito da instalação de malhas
de controle secundária nos equipamentos FACTS em operação no sistema
sobre o amortecimento do SIN. O projeto dos controladores propostos busca
a otimização de índices de robustez do sistema.
Da seção 4.4 serão adotados os seguintes métodos de projeto para a
malha complementar de controle:
 Otimização de índices de desempenho
– Minimização da Abscissa Espectral;
– Minimização da norma H¥;
 Posicionamento de Pólos.
Os resultados serão comparados considerando-se o desempenho sob
contingência e através de análise de robustez que considera o pseudo-espectro
como indicador.
Este capítulo apresenta uma explanação de como os métodos de pro-
jeto serão aplicados ao SIN. É feita uma breve introdução ao Sistema Interli-
gado Nacional apresentando suas características e qual é o modo de oscilação
de interesse neste trabalho. A partir de então é determinado qual dos equipa-
mento FACTS já instalados no SIN será utilizado para mitigar as oscilações
do modo alvo e qual será o grandeza, remota ou local, de entrada para o con-
trole amortecedor atuando através do dispositivo escolhido. Também neste
capítulo é explicado o método para determinação das matrizes de peso para o
projeto que considera a minimização da normaH¥. Para a análise de robustez,
fica definido quais são as principais contingências que devem ser aplicadas ao
SIN e a forma de análise do pseudo-espectro como medida de robustez.
5.2 Sistema Interligado Nacional
Para a realização dos estudos propostos buscam-se os bancos de da-
dos para análise de transitórios eletromecânicos e de estabilidade a pequenos
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sinais disponíveis no site do ONS. Enquanto os modelos de estudos de tran-
sitórios estão disponíveis para o horizonte de quatro anos a frente, que são os
horizontes do PAR (Plano de Ampliação e Reforços), os dados para estudos
de estabilidade a pequenos sinais estão disponíveis somente para o cenário
atual.
Em dezembro de 2008, início dos estudos, a base de dados para estu-
dos de estabilidade a pequenos sinais mais atual disponível no site do ONS
era de setembro de 2008. Portanto, para os estudos subsequentes, utiliza-se
o cenário de carga elevada de setembro de 2008, disponível no site do ONS
(ONS, 2010b). Portanto, quando o texto fizer referência ao SIN, considera-se
o cenário de carga elevada de setembro de 2008.
A Tabela 5.1 apresenta os dados de constituição do SIN.
Tabela 5.1: Dimensão do Sistema Interligado Nacional.
Grandeza Quantidade
Barras 3757
Linhas 5299
Equipamentos FACTS 16
Variáveis de Estado 3300
Variáveis Algébricas 19007
Dimensão da Matriz Jacobiana 23843
As análises realizadas neste trabalho têm enfoque na estabilidade para
pequenas perturbações e na robustez do SIN.
Os modos de interesse no presente estudo serão os modos N-S (Norte-
Sul) e N-NE (Norte-Nordeste). Para a condição de operação do banco de
dados disponível no site do ONS, a Tabela 5.2 apresenta numericamente o
modo N-S e a Figura 5.1 representa graficamente este modo através de seus
Mode-Shapes.
Tabela 5.2: Modo de Oscilação N-S.
Modo de Oscilação Amortecimento Frequência
 0;3931 j2;2459 17;24% 0;36Hz
Para não realizar estudos e análises sobre um sistema que apresenta
elevado amortecimento para o modo de oscilação de interesse, foram realiza-
das algumas mudanças que tornaram o modo menos amortecido.
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Figura 5.1: Mode-Shapes do modo inter-áreas N-S.
Adequou-se o ganho do PSS de algumas máquinas, escolhidas pelos
fatores de controlabilidade dos ângulos das máquinas síncronas do sistema
sobre o modo N-S, de modo a atingir o desempenho pouco satisfatório para
a estabilidade a pequenos sinais do modo N-S. A Tabela 5.3 apresenta as
alterações realizadas.
Tabela 5.3: Máquinas em que os ganhos dos PSS foram alterados.
Local %
Paulo Afonso 4  92;0%
Xingó  94;3%
Tucuruí 6  91;7%
Tucuruí 5  91;7%
Angra II +150;0%
Itaipú 6  90;3%
Tucuruí 3  90;0%
Tucuruí 1  90;0%
Tucuruí 2  90;0%
A Tabela 5.4 apresenta o resultado obtido após as mudanças nos ga-
nhos dos PSS’s.
Após a alteração no ganho dos PSS’s, o amortecimento do modo N-S
sofre redução de 88;7%, passando para 1;95%. Também ocorre a degrada-
ção do amortecimento de um modo local e do modo N-NE. Este tornou-se
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Tabela 5.4: Modos de Oscilação com ganho dos PSS’s alterados.
Áreas Modo de Oscilação Amortecimento Frequência
N-S  0;044969 j2;3005 1;95% 0;37Hz
N-NE 0;031304 j4;407  0;71% 0;7Hz
Local  0;3059 j9;4823 3;22% 1;51Hz
instável. Isto se deve ao fato de que o uso dos fatores de controlabilidade para
escolha das máquinas para dessintonização dos PSS levou à deterioração do
desempenho dos PSS da usina de Tucuruí cujo objetivo é amortecer o modo
de oscilação N-NE.
Osmode-shapes ilustrados na Figura 5.2 corroboram a informação que
os modos citados na Tabela 5.4 são inter-áreas.
(a) Modo inter-áreas N-S (b) Modo inter-áreas N-NE
Figura 5.2: Mode-shapes dos modos inter-áreas após alteração dos PSS.
O modo local está associado à UHE Espora, no Centro Oeste do país,
e não desperta interesse para o escopo deste trabalho. Portanto, todos os
controladores projetados neste trabalho visam a elevação do amortecimento
dos modos inter-áreas N-S e N-NE.
Para avaliação do desempenho dos controladores realizam-se estudos
de estabilidade transitória e de estabilidade para pequenos sinais.
Para os estudos de estabilidade transitória utiliza-se o software desen-
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volvido pelo CEPEL, ANATEM (Análise de Transitório Eletromecânicos)1.
Seu foco é dirigido para a simulação no domínio do tempo para análise di-
nâmica do sistema elétrico de potência visando a avaliação da estabilidade
eletromecânica. Por conseguinte, todos os equipamento do sistema que de-
sempenham papel relevante no processo transitório têm seus modelos repre-
sentados no ANATEM.
Os estudos de estabilidade a pequenas perturbações são realizados
com a utilização do software PacDyn 2, também desenvolvido pelo CEPEL. O
PacDyn têm capacidade de cálculo de autovalores pouco amortecidos, pólos
e zeros dominantes de uma função de transferência, resposta em frequência,
resposta no tempo, torque sincronizante e de amortecimento de geradores e
têm sido utilizado para estudo de sistemas interligados em varias partes do
mundo.
Além da análise de pequenos sinais, o PacDyn é capaz de projetar
controladores para amortecimento dos modos de interesse através do método
generalizado de alocação de pólos complexos.
5.3 Definição dos Locais para Aplicação da Malha de Controle Secun-
dário
Conforme demonstrado na Tabela 5.1, há 16 equipamentos FACTS
instalados no SIN. Destes, 12 são SVC e os outros 4 correspondem aos dois
pares de TCSC instalados em cada um dos lados da interligação N-S entre
Serra da Mesa e Imperatriz.
A instalação de sinais adicionais nos controladores dos TCSC da in-
terligação N-S foi explorada em (GAMA, 1999), (SIMÕES et al., 2009) (GAMA;
TENORIO, 2000) e (SAVELLI, 2007). Como os TCSC já foram utilizados para
prover amortecimento ao modos N-S e os PSS dos reguladores de tensão de
algumas máquinas síncronas tiveram seus ganhos alterados para deteriorar o
amortecimento do modo N-S mesmo com a presença do TCSC, descarta-se
a possibilidade do controle das oscilações via TCSC e considera-se somente
os SVC como recursos disponíveis para a instalação de sinais adicionais nas
suas respectivas malha de controle.
Como há 12 SVC instalados no SIN, há necessidade de se utilizar
uma sistemática para determinação da localização do melhor equipamento a
ser utilizado para amortecimento de um determinado modo de oscilação de
interesse.
1Disponível na Eletrosul, empresa onde o autor atua.
2Disponível na Eletrosul, empresa onde o autor atua.
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É consenso em (KUMAR; SINGH; SRIVASTAVA, 2007), (MARTINS; LIMA,
1989), (MESSINA; PéREZ; HERNáNDEZ, 2003) e (PEREZ; MESSINA; FUERTE-
ESQUIVEL, 2000) que a medida dos fatores de controlabilidade e observa-
bilidade, ou algum índice que represente estes fatores, é adequada para a
determinação da melhor posição para adicionar amortecimento ao sistema.
Aplicando esta sistemática aos SVC do SIN, obtém-se os fatores de
controlabilidade, referentes ao modo de oscilação Norte-Sul pouco amorte-
cido, indicados na Tabela 5.5.
Tabela 5.5: Fatores de controlabilidade do modo N-S referente à variável
Susceptância Shunt das barras onde estão instalados os SVC do SIN.
Localização FC
Bandeirantes (42) 0;05347
Bandeirantes (43) 0;05347
Campos (46) 0;09874
Barro Alto (55) 0;08222
Ouro Preto (389) 0;02993
Coxipó (4530) 0;01270
Campina Grande (5239) 0;07822
Milagres (5410) 0;2709
Fortaleza (5450) 0,3747
São Luis II (5551) 0,3142
Funil (5902) 0;04590
Bom Jesus da Lapa (6349) 0;1947
A Tabela 5.5 apresenta indícios de que os SVC de Fortaleza ou São
Luis II devem ser considerados para a inserção de sinal adicional em suas
malhas de controle de modo que haja aumento do amortecimento do modo
N-S.
Além da melhor localização para a inserção do sinal adicional, há ne-
cessidade de determinarmos qual é o local em que deve ser medida a grandeza
para que o modo pouco amortecido tenha elevada observabilidade.
A análise dos fatores de observabilidade e dos resíduos da função de
transferência indicam qual a função de transferência é a mais indicada para
obtenção do resultado esperado.
Considerando o sinal remoto de frequência como a entrada do con-
trolador têm-se no sinal de frequência de Xingó e de Paulo Afonso a melhor
informação sobre o modo pouco amortecido N-S. Para a análise do fluxo de
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Tabela 5.6: Fatores de observabilidade do modo N-S considerando-se a
frequência e o fluxo de potência ativa como variáveis observadas.
Frequência da barra Fator de Observabilidade Frequência
Xingó (5061) 1;0
Paulo Afonso (5009) 0;9951
Fortaleza (5450) 0;8576
São Luis II (5551) 0;7792
Fluxo de potência ativa da Linha Fator de Observabilidade Fluxo de Potência Ativa
Gurupi (7201) - Miracema (7200) 1;0
Gurupi (7101) - Serra da Mesa (7100) 0;9871
potência ativa em qualquer linha de transmissão, têm-se a melhor informa-
ção a respeito do modo N-S nas linhas Gurupi-Miracema e Gurupi-Serra da
Mesa. Ambas fazem parte da interligação entre os subsistemas Norte e Sul.
A função de transferência mais efetiva para a consideração do projeto
de um controlador adicional é determinada pela função de transferência com
maior resíduo (MARTINS; LIMA, 1989) mesmo quando as variáveis de entrada
das funções de transferência avaliadas são distintas (ABOUL-ELA et al., 1996) .
Na Tabela 5.5, a partir dos fatores de controlabilidade, estão deter-
minados os locais onde a inclusão do sinal adicional tem maior influência
sobre o modo N-S. Na Tabela 5.6, a partir dos fatores de observabilidade, es-
tão determinados os sinais remotos que portam mais informações a respeito
do modo N-S. Combinando os locais com melhor controlabilidade e obser-
vabilidade, e comparando os resíduos das funções de transferência obtidas,
Tabela 5.7, tem-se que a melhor opção para o amortecimento do modo N-S é
a consideração de um controlador complementar no SVC de São Luis II com
sinal de entrada remoto proveniente do fluxo de potência ativa da Linha de
Transmissão entre Gurupi e Miracema pertencente à interligação N-S.
Para o caso de projeto de controladores SISO, coordenados ou não,
e controladores MIMO visando o amortecimento também do modo N-NE,
aplica-se a mesma sistemática para definição do local para aplicação do con-
trolador adicional e definição do sinal remoto que melhor apresente informa-
ções sobre o modo N-NE.
Após a determinação da função de transferência que apresenta elevada
controlabilidade e observabilidade do modo de oscilação pouco amortecido
de interesse, pode-se aplicar, dentre outros, os métodos de projeto de contro-
ladores estudados na seção 4.4.
Uma ressalva para a aplicação de controladores amortecedores adici-
onais às malhas de controle do SVC é a necessidade de suporte de tensão
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Tabela 5.7: Resíduos referentes às funções de transferência avaliadas.
Módulo Resíduo Módulo Resíduo
Frequência da Barra SVC Fortaleza SVC São Luis
Xingó (5061) 0;0014108 0;46779
Paulo Afonso (5009) 0;001403 0;46549
Fortaleza (5450) 0;0012099  
São Luis II (5551)   0;3645
Módulo Resíduo Módulo Resíduo
Fluxo de potência ativa da Linha SVC Fortaleza SVC São Luis
Gurupi (7201) - Miracema (7200) 0;012529 4,1545
Gurupi (7101) - Serra da Mesa (7100) 0;012368 4;1009
da região onde o equipamento está instalado. De acordo com (WANG, 2000),
assim como os diversos controladores do sistema podem interagir negativa-
mente, a malha de controle de tensão e de amortecimento de oscilações de um
mesmo SVC podem interagir e provocar degradação do desempenho de um
dos controladores. Para mitigar esta interação, deve-se buscar o projeto co-
ordenado destas duas malhas de controle para que ambas as funções tenham
resultados satisfatórios. Os controladores propostos neste trabalho não serão
projetados de maneira coordenada com o controle de tensão.
5.4 Considerações para o projeto através de posicionamento de pólos
Na seção 4.4.1 foi apresentada o método de projeto para posiciona-
mento de par de pólos complexos que considera o amortecimento como um
requisito do projeto. Para aplicação deste método de projeto são feitas algu-
mas considerações.
O software PacDyn, utilizado para os estudos do sistema linearizado
pode ser usado para, a partir do diagrama polar de frequência, projetar um
controlador utilizando o método de alocação de par de pólos baseado nos
critérios de estabilidade de Nyquist.
Este projeto é adequado somente para controladores locais, visto que
o PacDyn não considera a inserção de atraso de transmissão quando utiliza
sinais remotos na entrada do controlador.
Portanto, para a consideração de sinais remotos na entrada do controle
adicional, há necessidade de transportamos os dados do sistema linearizado
para outro software que permita a consideração do atraso durante o projeto.
Para essa finalidade, foi utilizado o método apresentado na seção 4.4.1.1 im-
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plementado no ambiente Matlab para onde será transportada a representação
linearizada do SIN.
5.5 Considerações para o projeto de controle robusto através de otimi-
zação de índices de desempenho
Conforme introduzido anteriormente, para o projeto de controladores
por otimização de índices de desempenho será utilizado o HIFOO.
O HIFOO é um pacote programado em ambiente Matlab, assim o
sistema a ser compensado também deve estar representado no Matlab. A
seção 5.5.1 apresenta detalhes da utilização do HIFOO no Matlab.
Por conveniência, para o projeto de controladores será considerado o
conceito de strong stabilization. O problema de strong stabilization é co-
nhecido como o projeto de um controlador estável que estabilize a planta de
interesse (GUMUSSOY; OZBAY, 2005).
5.5.1 Utilização do HIFOO para o projeto de controle robusto
Uma vantagem do projeto utilizando a plataforma Matlab é que an-
tes do projeto do controlador, pode-se levar em consideração a inserção de
atrasos na entrada e saída do sistema. A Tabela 5.5.1 particulariza a inser-
ção do atraso no sinal de entrada do controlador, neste caso representada pela
inserção na saída da planta não compensada.
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Tabela 5.8: Código do Matlab para inclusão do atraso na entrada do contro-
lador.
% Leitura do sistema reduzido via PacDyn
%sistema reduzido via PacDyn
Reduzido_PacDyn;
SIST = ss(Ar;Br;Cr;D);
% Consideração do atraso no sinal de entrada do controlador
%Define tempo de atraso
Td = 0:3;
%Define a (1,2) Padé approximant
s= t f (0s0);
pd=(6 2Td  s)=(6+4Td  s+(Td  s)2);
pd = ss(pd_);
%Define as dimensões do sistema
na= size(SIST:a); na= na(1);
nb= size(SIST:b); nb= nb(2);
nc= size(SIST:c); nc= nc(1);
na_pd = max(size(pd:a));
% Define o sistema aumentado com atraso Td no sinal de entrada
Ad = [SIST:a zeros(na;na_pd)
(pd:bSIST:c)pd:a];
Bd = [SIST:b
(pd:bSIST:d)];
Cd = [(pd:d SIST:c) pd:c];
Dd = pd:d SIST:d;
SIST_di_= ss(Ad;Bd;Cd;Dd);
A Tabela 5.5.1 dá continuidade ao código anterior e apresenta detalhes
da forma de utilização do pacoteHIFOO para o projeto de controles robustos
através da otimização de índices de desempenho considerando o conceito de
strong stabilization.
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Tabela 5.9: Código do Matlab para o projeto de controladores robustos por
otimização de índices de desempenho.
% Strong Stabilization [C1;F1;VIOL1;LOC1] = HIFOO(P;2;0 s0;options);
% A planta seguida pela string 'k'indica necessidade c1= ss(C1:a;C1:b;C1:c;C1:d);
% de estabilizar a planta e o controlador
P= fSIST_di_;0 k0g; [C2;F2;VIOL2;LOC2] = HIFOO(P;2;0 s0;options;C1);
[C2;F2;VIOL2;LOC2] = HIFOO(P;2;0 s0;options;C2);
% Define a estrutura no espaço de estados de um c2= ss(C2:a;C2:b;C2:c;C2:d);
% controlador com a ordem pré-definida - Neste caso
% controlador de segunda ordem [C3;F3;VIOL3;LOC3] = HIFOO(P;2;0 r0;options;C2);
% Definir a estrutura somente para o c3= ss(C3:a;C3:b;C3:c;C3:d);
% caso de strong stabilization
% Considerar realimentação negativa
STRUCTURE:Ahat = [ones(2;2)];
STRUCTURE:Bhat = [ones(2;1)]; SIST_PSS1= f eedback(SIST; C1);
STRUCTURE:Chat = [11];
STRUCTURE:Dhat = 1; SIST_PSS2= f eedback(SIST; C2);
options:structure= STRUCTURE;
SIST_PSS3= f eedback(SIST; C3);
% Entradas para o projeto do controlador
% Consultar o arquivo de ajuda do HIFOO no Matlab % Avaliação do pseudo-espectro
% através do comando help hifoo
% Neste caso: eigtool(SIST_PSS1:a);
% P = Planta
% 2 = Ordem do controlador conforme definida em STRUCTURE eigtool(SIST_PSS2:a);
% 's' = Minimização da abscissa espectral
% (usar 'h'para norma H¥ e eigtool(SIST_PSS3:a);
% 'r'para o raio de estabilidade)
% options = Opções da otimização - ver help hifoo
% Cx = Controlador utilizado como um dos pontos
% iniciais para a otimização o HIFOO adota o Cx mais
% três pontos como condição inicial para a otimização
Do HIFOO serão consideradas as funções objetivo minimização da
abscissa espectral e minimização da norma H¥. Para esta última, há necessi-
dade de seleção de matrizes de peso adequadas para que o resultado esperado
seja atingido. A seção 5.5.2 apresenta o método utilizado para a construção
destas matrizes de peso.
5.5.2 Determinação das Matrizes de Peso para a Otimização da Norma
H¥
As discussões anteriores indicam que, para o projeto de controladores
que minimizem a norma H¥, é conveniente elevar o peso das variáveis de
estado que mais excitam o modo eletromecânico que se deseja amortecer.
Então, o controlador visa reduzir a variação do modo eletromecânico
quando a entrada perturba a variável de estado com maior peso.
Para sistemas representados na forma canônica de Jordan, os fatores
de participação são uma medida da associação entre variáveis de estado e os
modos de oscilação (KUNDUR, 1994). Então, como um indicativo da parti-
cipação dos estados nos modos de oscilação correspondentes, aplica-se uma
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transformação de similaridade ao sistema e utilizam-se os fatores de partici-
pação do modo de interesse como pesos para a minimização da norma H¥.
Desta forma, estamos perturbando o sistema e minimizando a variação das
trajetórias dos estados que mais excitam o modo pouco amortecido.
Conforme descrito na seção 4.4.2.2.4, a consideração dos fatores de
participação para a matriz de peso B1 representa uma perturbação fictícia so-
bre os estados que mais excitam o modo de interesse. Desta forma o objetivo
do controlador passa a ser a minimização da influência da perturbação destes
estados na saída da planta.
5.6 Redução de ordem do SIN para representação no Matlab
No início do capítulo 5 informa-se que serão realizados projetos para
sinais adicionais de dispositivos FACTS aplicando os métodos de minimiza-
ção da abscissa espectral, minimização da norma H¥ e posicionamento de
pólos. Para tanto, o SIN representado no espaço de estados no PacDyn deve
ser transportado para o Matlab onde pode-se incluir a influência do atraso na
planta para o cálculo dos controladores. Além disso, pode-se utilizar o soft-
ware HIFOO para projeto de controladores robustos sem a inconveniência
da ordem elevada do sistema representado no PacDyn.
De acordo com a Tabela 5.1 há 3300 variáveis de estado no SIN em
estudo. Devido às limitações de software é impraticável a migração completa,
com todas as variáveis de estado, do PacDyn para o Matlab. A migração
completa somente é permitida para sistemas com ordem inferior à 2000. Para
tanto considera-se o método de redução de ordem descrito na seção 4.3.1 para
viabilizar o tratamento do sistema no Matlab. O DPSE, descrito na referida
seção, está implementado no PacDyn.
No PacDyn calcula-se um conjunto de pólos e selecionam-se aqueles
que apresentem baixo amortecimento e aqueles com maior resíduo, de modo
que a resposta no tempo e em frequência reproduzam as respostas do sistema
completo. Uma limitação do DPSE no PacDyn é a possibilidade de deter-
minar somente 100 condições iniciais que convergirão para no máximo 100
pares de pólos complexos limitando a ordem do sistema reduzido a 200 esta-
dos. Também, de acordo com as condições inicias, os pólos para os quais o
algoritmo convergirá poderão não representar adequadamente os aspectos do
modelo completo para a obtenção de um modelo reduzido equivalente. Desta
forma, a correta representação de um modelo reduzido equivalente depende
das condições iniciais do DPSE.
A Figura 5.3 representa o sistema equivalente compensado para o caso
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em que se deseja amortecer o modo N-S. Como pode-se observar, a variável
controlada é a susceptância shunt em São Luis II e a variável observada é a
transferência de potência ativa entre Gurupi e Miracema.
Figura 5.3: Representação de entradas e saídas do Sinal Adicional a ser pro-
jetado.
Esta estrutura simplificada não tem significado físico e pode ser uti-
lizada somente para demonstrar diretamente a influência do sinal adicional
sobre o SIN.
Para a aplicação física do sinal adicional em qualquer controlador de
SVC, deve ser utilizada a estrutura apresentada na Seção 3.3.3 e reproduzida
na Figura 5.4
Figura 5.4: Malhas de controle de um SVC
Para exemplificar e confirmar o método de redução de ordem utilizado,
a Figura 5.5 apresenta a resposta em frequência e a resposta ao degrau do
sistema completo e do sistema reduzido entre a susceptância shunt do SVC
instalado em São Luis II e o fluxo de potência ativa entre Gurupi e Miracema
como sinal de saída. O sistema reduzido tem 196 estados.
Observa-se que o sistema reduzido está em conformidade com o sis-
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Figura 5.5: Comparação entre sistema completo e sistema reduzido com 196
estados para o SVC em São Luis II.
tema completo consolidando o método de redução de ordem. Esta redução do
sistema pode ser utilizada para o projeto de controladores utilizando oMatlab.
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5.7 Análise de robustez
Para o projeto de controladores considera-se o sistema linearizado na
vizinhança de um determinado ponto de operação fixo. Este sistema linea-
rizado sofre uma redução de ordem para possibilitar tratamento no software
disponível. Portanto, o controlador é projetado para uma condição específica
de operação sem considerar todas as variáveis e estados do sistema completo.
Devido às incertezas introduzidas pela linearização e pela redução de
ordem do sistema, aplica-se a análise de robustez ao sistema compensado para
avaliação e validação do controlador.
A robustez será analisada através da avaliação do comportamento tran-
sitório do sistema durante contingências e através do traçado do pseudo-
espectro do sistema compensado. Para a simulação dos transitórios será utili-
zado o ANATEM e para o traçado do pseudo-espectro o aplicativo desenvol-
vido sobre a plataformaMatlab denominado EigTool apresentado em (BURKE;
LEWIS; OVERTON, 2003).
5.7.1 Contingências para a Análise de Robustez
Uma forma de realizar a análise de robustez é simular contingências no
sistema que desviem a operação para uma condição distinta daquela conside-
rada durante o projeto. A partir dos fatores de participação, identificam-se as
variáveis que mais excitam os modos de oscilação de interesse, determinando
assim um ou mais pontos de contingência.
Para o modo N-S, o maior fator de participação ocorre na usina Angra
II. Para provocarmos oscilações neste modo aplicam-se variações na potência
mecânica de entrada na Usina Angra II. Para o modo N-NE a usina que produz
este efeito é a usina de Xingó onde a potência mecânica de entrada também
pode sofrer variações durante as simulações para provocar oscilações entre as
áreas N e NE.
Além deste dois locais, consideram-se outras contingências no sis-
tema. Observando a linha de transmissão com maior controlabilidade do
modo N-S, chega-se à conclusão que a aplicação de falta na linha entre Im-
peratriz e Colinas também perturba o modo N-S. Outra contingência consi-
derada severa é o desligamento do circuito paralelo àquele onde é adquirido
o sinal de entrada para o controle suplementar entre Miracema e Gurupi.
A Figura 5.7.1 indica fisicamente as posições dos controladores e das
contingências que serão consideradas para a avaliação de robustez.
68 5 APLICAÇÃO DOS MÉTODOS DE CONTROLE AO SIN
Figura 5.6: Localização das contingências para o modo N-S.
A Tabela 5.10 apresenta um sumário das contingências que serão apli-
cadas no SIN para verificação da robustez dos controladores propostos.
Tabela 5.10: Contingências aplicadas ao SIN para verificação de robustez dos
controladores.
Contingência no Descrição Objetivo
01 Redução permanente de 1% da potência mecânica Excitação do modo N-Sde entrada na Usina Nuclear Angra II
02 Redução permanente de 1% da potência mecânica Excitação do modo N-NEde entrada na Usina Xingó
03
Desligamento de um dos circuitos da Verificação da robustez
linha de transmissão dupla da interligação do controlador projetado
N-S entre Imperatriz e Colinas
04
Desligamento do circuito paralelo Verificação da robustez
àquele onde é adquirido o sinal de do controlador projetado
entrada do estabilizador instalado
em São Luis II
5.7.2 Análise de robustez através do pseudo-espectro
Como explanado no início da seção 5.7, o projeto dos sinais adicionais
para os controladores dos SVC considerados é feito a partir da redução de um
5.7 Análise de robustez 69
sistema linearizado nas proximidades de uma única condição de operação.
Na seção 5.7.1 é apresentado um método expedito para a análise da robustez
do sistema compensado.
Aqui, através da análise do pseudo-espectro do sistema compensado,
apresenta-se um método analítico para mensurar a robustez deste mesmo sis-
tema.
Na seção 4.4.2.1 tem-se que o o e-pseudo-espectro, Le (A), de uma
matriz A é o subconjunto do plano complexo que corresponde a todos os
autovalores de todas as matrizes complexas distantes e de A, conforme equa-
ções (5.1) e (5.2)
Le (A) = fz 2 C : z 2 L(X) onde kX Ak  eg ; (5.1)
equivalente a
Le (A) =
n
z 2 C :
(z A) 1> e 1o : (5.2)
Desta forma, na comparação de dois sistemas compensados, o contro-
lador mais robusto será aquele cujo pseudo-espectro intercepte o eixo imagi-
nário com o maior valor de e .
A avaliação do pseudo-espectro é realizada com o apoio do software
EigTool (BURKE; LEWIS; OVERTON, 2003) fornecido gratuitamente para a pla-
taforma Matlab.
Um exemplo do uso do EigTool foi apresentado na Tabela 5.5.1. Foi
utilizado um sistema Máquina Barra Infinita de sexta ordem, apresentado na
equação 5.3, e projetados controladores através da minimização da norma H¥
e da maximização do raio de estabilidade. A Tabela 5.11 apresenta os contro-
ladores obtidos e as Figuras 5.7, 5.8 e 5.9 apresenta a comparação de robustez
para cada um dos controladores através da análise do pseudo-espectro.A barra
ao lado direito das figuras apresenta o valor logarítmico de e .
x˙=
2666664
 13 0 11;74 0  0;8466 0;1209
0  9;786 0 0 1;658 0
0;6195 0  1;121 0  0;09608 0;1786
 0;1021 0;06407 0 0  0;09597 0
0 0 0 377 0 0
 1162  614;9 0 0 342;9  20
3777775x+
2666664
0
0
0
0
0
2000
3777775VREF
WW =

0;5808 0;3074 0 0  0;1714 0 x
(5.3)
A avaliação das Figuras mostra que o sistema compensado com con-
trolador C3 é mais robusto do que aqueles compensados com C1 e C2 visto
que permite maior perturbação (e(C3) > e(C2) > e(C1)) da matriz de esta-
dos antes de atingir a instabilidade.
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Tabela 5.11: Controladores para o sistema Máquina Barra Infinita.
Controlador Método de projeto
C1= 27;6102 (
s2+6;037s+24;49)
(s2+14;85s+778;4)
Minimização da abscissa espectral com uma iteração
C2= 61;0712 (
s2+6;201s+24;82)
(s2+24;67s+1731)
Minimização da abscissa espectral com três iterações
C3= 833;114 (
s2+6;252s+24;59)
(s+655;1)(s+41;08) Maximização do raio de estabilidade com uma iteração
É importante observar que a perturbação e considerada não é estru-
turada, ou seja, não leva em consideração as características das perturbações
fisicamente possíveis em sistemas de potência. Isto conduz a uma avaliação
conservadora da robustez visto que a perturbação máxima observada para a
instabilização do sistema não necessariamente é fisicamente possível.
5.7 Análise de robustez 71
−60 −40 −20 0
−40
−30
−20
−10
0
10
20
30
40
dim = 10
Eixo Real
Ei
xo
 Im
ag
in
ár
io
−3.2
−3
−2.8
−2.6
−2.4
−2.2
−2
−1.8
−1.6
Detalhe
(a)
−2 −1.5 −1 −0.5 0
−37.5
−37
−36.5
−36
−35.5
dim = 10
Ei
xo
 Im
ag
in
ár
io
Eixo Real
−3.985
−3.785
−3.585
−3.385
−3.185
(b) e = 10 3;185 = 0;000653
Figura 5.7: Comparação de robustez de sistema Máquina Barra Infinita com
controlador C1
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Figura 5.8: Comparação de robustez de sistema Máquina Barra Infinita com
controlador C2
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Figura 5.9: Comparação de robustez de sistema Máquina Barra Infinita com
controlador C3
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5.8 Conclusão
O caso base para o cenário em estudo, carga pesada de setembro de
2008, apresenta baixo amortecimento para o modo N-S e amortecimento ne-
gativo para o modo N-NE. Observa-se que os fatores de controlabilidade,
observabilidade e os fatores de participação subsidiam informações sobre o
sistema para a determinação da melhor localização para a instalação e aquisi-
ção do sinal de entrada de controladores complementares.
Com o estudo dos fatores de controlabilidade define-se que a melhor
opção para o amortecimento da oscilação inter-áreas N-S é a configuração de
um sinal adicional no SVC instalado em São Luis II. Esta escolha não po-
deria ser realizada de forma intuitiva visto que não necessariamente o SVC
mais próximo da interligação Norte - Sul apresenta o maior fator de contro-
labilidade. O mesmo raciocínio é válido para a escolha do sinal de entrada
do controle complementar. A proximidade física à interligação das áreas não
garante que o fluxo de uma linha ou a frequência de uma barra seja a melhor
opção para se obter as informações sobre determinado modo de oscilação.
Faz-se necessário a análise dos fatores de observabilidade.
Ainda baseado nos fatores de controlabilidade e de participação, foram
apresentados neste Capítulo os melhores locais para a aplicação de contin-
gências para permitir a observação da robustez do sistema compensado, bem
como, foi apresentada a eficácia do método de redução de ordem proposto.
6 RESULTADOS OBTIDOS
Apresentados os detalhes de cada método de projeto de controlado-
res utilizam-se estas metodologias para o projeto de diferentes controladores
que elevem o amortecimento dos modos inter-áreas para posterior avaliação
e comparação do desempenho destes controladores.
Neste capítulo serão utilizados e comparados os métodos de projeto de
controladores por otimização de índices de desempenho e por posicionamento
de pólos.
O desempenhos dos controladores serão comparados nos requisitos de
amortecimento e robustez através de simulação de transitórios e avaliação do
pseudo-espectro.
6.1 Amortecimento do Modo N-S
Os primeiros resultados serão buscados individualmente para amorte-
cimento do modo N-S. Na próxima seção será buscado aumento no amorteci-
mento do modo N-NE através do projeto de controladores coordenados e não
coordenados, centralizados e não centralizados.
Para ilustrar o amortecimento dos modos N-S e N-NE no caso base
de estudo, aplica-se a contingência no 01, redução permanente de 1% da po-
tência mecânica de entrada da usina Angra II. A resposta é apresentada na
Figura 6.1. Observa-se nos primeiros instantes a presença predominante do
modo de oscilação N-S pouco amortecido e com o passar do tempo o apare-
cimento do modo N-NE com amortecimento negativo.
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Figura 6.1: Resposta do caso base à contingência no 01.
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6.1.1 Projeto por otimização de índices de desempenho
Os autovalores de interesse do sistema base são os dos modos de osci-
lação N-S e N-NE reproduzidos na Tabela 6.1.
Tabela 6.1: Autovalores do caso base.
Áreas Modo de Oscilação Amortecimento Frequência
N-S  0;044969 j2;3005 1;95% 0;37Hz
N-NE 0;031304 j4;407  0;71% 0;7Hz
Conforme descrito na Seção 5.6, obtém-se um modelo reduzido, para
a função de transferência entre a susceptância shunt da barra onde está co-
nectado o SVC de São Luis II e o fluxo de potência ativa entre Gurupi e
Miracema, com 196 estados. A Figura 6.2 reproduz a comparação ilustrada
naquela seção.
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Figura 6.2: Comparação entre sistema completo e sistema reduzido para o
SVC em São Luis II.
6.1.1.1 Minimização da Abscissa Espectral
O primeiro índice de desempenho a ser considerado é a abscissa es-
pectral.
Utilizando a planta reduzida em conjunto com o software HIFOO, a
primeira iteração da função objetivo minimização da abscissa espectral resul-
tou no controlador K1:
K1=
 2;949s2 7;781s 2;457
s2+1;712s+0;3825
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ou fatorando
K1= 2;9494 (s+2;272)(s+0;3667)
(s+1;448)(s+0;2642)
cuja minimização resultou em uma abscissa espectral a = 0;1228
No HIFOO o controlador obtido como resultado de uma otimização
pode ser considerado como umas das condições iniciais para uma nova otimi-
zação. Aqui o termo "iteração"refere-se à quantidade de vezes que o resultado
de uma otimização é considerada como uma das condições iniciais para a oti-
mização seguinte.
Para a minimização da abscissa espectral, sucessivas iterações não mo-
dificaram o valor da abscissa espectral, porém resultaram em um controlador
instável K2:
K2=
 20;06s2 30;61s 7;675
s2+0;6427s 0;5002
ou, fatorando-se os polinômios do numerador e denominador
K2= 20;0637 (s+0;3163)(s+1;209)
(s 0;4555)(s+1;098)
Utilizando o conceito de strong stabilization, estabilização da planta
com controlador estável, o controlador K2 não será considerado.
Os autovalores de interesse resultantes desta otimização são aqueles
apresentados na Tabela 6.2. Nesta tabela há referências aos autovalores obti-
dos no Matlab com o sistema reduzido e aos autovalores obtidos no PacDyn
após a inserção do controlador no sistema completo. Observa-se que os au-
tovalores obtidos com o sistema reduzido e o sistema completo assumem va-
lores muito próximos para o sistema compensado, validando mais uma vez o
modelo reduzido.
Tabela 6.2: Autovalores do sistema com controlador K1
Software Áreas Modo de Oscilação Amortecimento Frequência
MATLAB N-S  0;338 j3;37 9;97% 0;54Hz
MATLAB N-NE  0;373 j4;48 8;29% 0;71Hz
PACDYN N-S  0;3286 j3;3837 9;67% 0;54Hz
PACDYN N-NE  0;3643 j4;4662 8;13% 0;71Hz
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6.1.1.1.1 Avaliação da robustez do sistema compensado
Como omaior fator de controlabilidade do modo de oscilação N-S está
relacionado à Usina de Angra II reduz-se permanentemente 1% da potência
mecânica nessa usina e observa-se o resultado ilustrado na Figura 6.3.
A contingência em Angra, que excita principalmente o modo de os-
cilação N-S e, como efeito secundário o modo N-NE, provoca oscilações de
baixa amplitude com elevado amortecimento e posterior convergência para
um ponto de operação distinto da condição inicial.
Apesar da demora para atingir o ponto de operação pós falta, a vari-
ação entre o ponto inicial e o ponto final é pequena, bem como o amorteci-
mento apresenta valor elevado. Desta forma, o objetivo do controlador, que
era elevar o amortecimento do sistema, foi atingido.
Analogamente, para o modo de oscilação N-NE, provoca-se redução
permanente de 1% da potência mecânica de entrada da Usina Xingó. O re-
sultado apresentado na Figura 6.4 mostra o fluxo de potência na linha de
transmissão entre Paulo Afonso e Luiz Gonzaga que apresenta maior fator de
observabilidade para o modo N-NE. As oscilações observadas têm amplitude
de aproximadamente 35% do valor inicial e o fluxo na Linha de Transmissão
acomoda-se em um valor absoluto maior do que aquele registrado antes da
contingência.
6.1.1.1.2 Avaliação da influência do atraso na resposta do sistema com-
pensado
O sinal de entrada do controle adicional é obtido remotamente. Isto
introduz um atraso na resposta do controlador. O projeto do compensador de-
nominado K1 não leva em consideração este atraso. A inclusão de atrasos em
malhas de controle tendem a reduzir a estabilidade do sistema compensado
(FRANKLIN; POWELL; ABBAS, 1994).
Ao introduzirmos o controlador na planta completa levando em con-
sideração diferentes níveis de atrasos obtém-se os resultados apresentados na
Tabela 6.3.
Com a consideração do atraso de 100ms na obtenção do sinal remoto,
há uma leve deterioração no desempenho do controlador para os modos de
oscilação N-S e N-NE. Porém, quando o tempo de atraso aumenta, o con-
trole do SVC de São Luis II torna-se instável. A Figura 6.5 mostra que os
mode-shapes dos modos instáveis não se referem a modos inter-áreas. A ins-
tabilidade está associada ao controlador, que não é capaz de se manter estável
com a consideração de atrasos elevados. As Tabelas 6.4 e 6.5 apresentam
os fatores de participação para os autovalores instáveis obtidos com a consi-
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Figura 6.3: Fluxo de potência ativa entre Miracema e Gurupi. Resposta do
sistema, com controlador K1, à contingência no 01.
deração de 200ms e 300ms, respectivamente, na entrada do controlador K1.
Observa-se que as estados que mais têm participação no modo instável fazem
parte do controle do SVC de São Luis II (CE SLD06, barra no 1380).
A instabilidade do sistema após a consideração do atraso na entrada
do controlador K1 é evidenciada na Figura 6.6.
Observa-se também, na Figura 6.7, que a instabilidade do controlador
o leva a saturação com o aumento do atraso.
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Figura 6.4: Fluxo de potência ativa entre Paulo Afonso e Luiz Gonzaga. Res-
posta do sistema, com controlador K1, à contingência no 02.
Para evitar os problemas provocados pelo atraso na transmissão dos
sinais, há necessidade de considerarmos este atraso durante o projeto do con-
trolador. Desde a década de 1920 as empresas de energia elétrica têm usado
o sinal de carrier para supervisão controle remoto de suas instalações. Com
o desenvolvimento e redução dos custos da instalação de fibras óticas, as em-
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Tabela 6.3: Autovalores do sistema com controlador K1 considerando atraso
na obtenção do sinal remoto.
Atraso Áreas Modo de Oscilação Amortecimento Frequência
100ms N-S  0;3253 j3;3892 9;55% 0;54Hz
100ms N-NE  0;3628 j4;4577 8;11% 0;71Hz
200ms N-S  0;3249 j3;3953 9;53% 0;54Hz
200ms N-NE  0;3590 j4;4508 8;04% 0;71Hz
200ms SVC São Luis II 5;0774 j12;8099  36;85% 2;04Hz
300ms N-S  0;3270 j3;4003 9;57% 0;54Hz
300ms N-NE  0;3536 j4;4455 7;93% 0;71Hz
300ms SVC São Luis II 4;8036 j8;7646  48;06% 1;39Hz
(a) Atraso de 200ms (b) Atraso de 300ms
Figura 6.5: Mode-shapes dos modos instáveis para o sistema com controlador
K1 com atraso na recepção do sinal de entrada.
presas de energia têm migrado seus sistemas de supervisão e controle para
sistemas de fibra ótica.
Para considerarmos a condição mais severa de operação, será consi-
derada a comunicação através de PLC. De acordo com a Tabela 4.1 da se-
ção 4.3.2, para este meio físico o atraso típico pode chegar a 350ms. Consi-
deremos então, para o projeto dos controladores, atraso de 300ms na trans-
missão de sinais.
A minimização da abscissa espectral considerando o atraso no sinal
de entrada da planta reduzida do SIN resultou no controlador K3. A abscissa
espectral assumiu o valor a =  0;1227, praticamente o mesmo alcançado
sem a consideração do atraso.
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Tabela 6.4: Fatores de participação do modo instável considerando atraso de
200ms na entrada do controlador K1.
Módulo Fase Nome e no da Barra Variável
1,0000 0. CE SLD06 no 1380 X20033
0,3986 -3,9220 CE SLD06 no 1380 X10033
0,2042 -26,085 CE SLD06 no 1380 X 0010
0,1161 -96,390 LAJEADO 4GR no 7206 DELT
0,1153 -95,503 LAJEADO 4GR no 7206 WW
0,07603 162,46 CE SLD06 no 1380 X 0007
0,07136 74,260 S.MESA 2GR no 36 DELT
0,07025 74,434 S.MESA 2GR no 36 WW
0,06226 -30,412 IMPERATR 3CS no 5596 DELT
0,06226 -30,412 IMPERATR 3CS no 5596 WW
Tabela 6.5: Fatores de participação do modo instável considerando atraso de
300ms na entrada do controlador K1.
Módulo Fase Nome e no da Barra Variável
1.0000 3.18055e-015 CE SLD06 no 1380 X20033
0.3871 -17.524 CE SLD06 no 1380 X10033
0.1554 -29.645 CE SLD06 no 1380 X0010
0.1031 -60.139 LAJEADO 4GR no 7206 DELT
0.1021 -59.032 LAJEADO 4GR no 7206 WW
0.06613 100.50 S.MESA 2GR no 36 DELT
0.06571 99.903 S.MESA 2GR no 36 WW
0.06328 -114.60 CE SLD06 no 1380 X10034
0.05623 156.89 CE SLD06 no 1380 X 0007
0.05582 -149.29 TUCURUI1 5GR no 6419 DELT
K3=
 90;7s2+43;31s 68;58
s2+417;7s+614;8
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Figura 6.6: Fluxo de potência ativa entre Miracema e Gurupi. Resposta do
sistema, considerando atraso na entrada do controlador K1, à contingência no
01.
ou fatorando
K3= 90;7007
 
s2 0;4775+0;7561
(s+1;477)(s+416;2)
Os pólos de interesse do sistema completo compensado são apresen-
tados na Tabela 6.6.
Tabela 6.6: Autovalores do sistema com controlador K3 em São Luis II con-
siderando atraso de 300ms no projeto.
Áreas Modo de Oscilação Amortecimento Frequência
N-S  0;3760 j3;3956 11;01% 0;54Hz
N-NE  0;1560 j4;8126 3;24% 0;77Hz
6.1.1.1.3 Avaliação da robustez do sistema compensado com a conside-
ração do atraso no projeto do compensador
Na Figura 6.8 a frequência de oscilação detectada é inferior à obtida
para o sistema linearizado. Apesar da oscilação ser de baixa frequência, seu
amortecimento é elevado. Observando a Figura 8(b) percebe-se que a osci-
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(b) Caso Base e Sistema Compensado em São Luis II sem e com
atraso variável na entrada do controlador.
Figura 6.7: Susceptância shunt do SVC em São Luis II. Resposta do sistema,
com controlador K1, à contingência no 01.
lação é formada por mais de uma componente com frequências diferentes.
Portanto, não necessariamente esta oscilação deve-se somente ao modo N-S.
Este é um indício que a robustez do controlador inserido pode estar com-
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prometida, ou que, com a presença deste controlador, a variação da potência
mecânica de entrada em Angra II excita outros modos de oscilação não iden-
tificados no modelo linearizado.
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Figura 6.8: Fluxo de potência ativa entre Miracema e Gurupi. Resposta do
sistema, com controlador K3, à contingência no 01.
Já na Figura 6.9, evidencia-se o modo N-NE com baixo amortecimento
de acordo com a Tabela 6.6
A Figura 6.10 ilustra que, mediante excitação do modo N-S através
da perturbação da potência mecânica de entrada em Angra II, o controlador é
estável e que não há saturação em sua saída.
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Figura 6.9: Fluxo de potência ativa entre Paulo Afonso e Luiz Gonzaga. Res-
posta do sistema, com controlador K3, à contingência no 02.
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Figura 6.10: Susceptância shunt do SVC em São Luis II. Resposta do sistema,
com controlador K3, à contingência no 01.
88 6 RESULTADOS OBTIDOS
6.1.1.2 Minimização da Norma H¥
Considerando ainda o SVC em São Luis II, projeta-se um controlador
com sinal de entrada remoto representando o fluxo de potência ativa na linha
entre Miracema e Gurupi cuja função é minimizar a norma H¥ entre entrada
de perturbação na susceptância shunt em São Luis II e saída controlada do
fluxo de potência entre Miracema e Gurupi com o objetivo final de amortecer
as oscilações do modo N-S presentes no Caso Base de estudo.
O projeto é concebido utilizando-se o softwareHIFOO e a planta utili-
zada é o modelo reduzido apresentado na seção 5.6 com 196 estados e que já
foi utilizado para o projeto de controlador que minimiza a abscissa espectral
do controlador.
Como foi apresentado em estudo anterior, o atraso introduzido na ob-
tenção do sinal remoto de entrada do controlador deve ser considerado du-
rante o projeto do controlador. A minimização da norma H¥, considerando
atraso de 300ms no sinal de entrada na planta reduzida, resultou no controla-
dor K4. A norma H¥ assumiu o valor kGk¥ = 1;4571.
K4=
 37;09s2 38;84s+21;38
s2+178;0s+756;9
ou fatorando
K4= 37;0939 (s+1;446)(s 0;3986)
(s+173;6)(s+4;36)
Os pólos de interesse do sistema completo compensado são apresen-
tados na Tabela 6.7.
Tabela 6.7: Autovalores do sistema com controlador K4 em São Luis II con-
siderando atraso de 300ms.
Áreas Modo de Oscilação Amortecimento Frequência
N-S  0;3769 j3;4027 11;01% 0;54Hz
N-NE  0;1397 j4;750 2;94% 0;76Hz
6.1.1.2.1 Avaliação da robustez do sistema compensado
A Figura 11(b) apresenta a resposta dos sistemas compensados com
os controladores K3 e K4 frente à perturbação de 1% da potência mecânica
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de entrada da usina Angra II. Constata-se que o amortecimento obtido com
a minimização da norma H¥ é superior àquele obtido com a minimização da
abscissa espectral. A análise da Figura 8(b) referente ao controlador obtido
com a minimização da abscissa espectral demonstra que há diferentes mo-
dos de oscilação presentes na oscilação pouco amortecida detectada. Com
o controlador K4, a influência destes modos é atenuada, demonstrando que
o controlador obtido com a função objetivo de minimização da norma H¥ é
mais robusto que o anterior.
Os resultados das duas contingências em linhas de transmissão listadas
na Seção 5.7.1 são apresentados nas Figuras 6.12 e 6.13. Na primeira está
ilustrado o comportamento do sistema quando há desligamento no circuito em
que a potência ativa transmitida têm o maior fator de controlabilidade sobre
o modo N-S provocando o surgimento das oscilações referentes à este modo.
Percebe-se que a amplitude das oscilações, bem como o esforço de controle
medido pela susceptância do SVC, são maiores no sistema compensado em
que houve minimização da abscissa espectral do que naquele em que houve
otimização da norma H¥. A Figura 6.13 demonstra o comportamento do
sistema compensado quando é aberto o circuito paralelo àquele onde é obtido
o sinal remoto para a entrada do controle adicional em São Luis II.
Observa-se na Figura 6.13 que há saturação do controle do compen-
sador estático e que em regime permanente, pós falta, há permanência de
uma oscilação não amortecida com frequência de aproximadamente 3;1Hz.
Observa-se também que o fluxo pós falta na linha de transmissão entre Mi-
racema e Gurupi, mesmo local de onde é obtido o sinal de entrada para os
controladores, passa de aproximadamente 700MW para aproximadamente
1300MW. Para esta contingência, abertura do circuito paralelo àquele onde
é obtido o sinal de entrada dos controladores entre Miracema e Gurupi no
tronco N-S, o fluxo de potência naquele trecho do tronco N-S, pós falta, passa
a ter aproximadamente o dobro da amplitude do sinal pré falta. A severidade
desta contingência pode ter excitado algum modo de oscilação que, devido a
mudança no ponto de operação do sistema, o sistema linearizado inicial não
é capaz de identificar. Devido a esta instabilidade, esta contingência não será
mais considerada para a avaliação da robustez dos controladores projetados.
Os traçados do pseudo-espectro, Figura 6.14 e Figura 6.15, ilustram
que a matriz de estados do sistema compensado com o controlador obtido com
a minimização da norma H¥ admite perturbação e sem perder a estabilidade
que é maior do que a perturbação admitida pela planta compensada com o
controlador projetado através da minimização da abscissa espectral.
A Figura 6.14 ilustra que a maior perturbação e admissível sem que
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(b) Sistema Compensado em São Luis II
Figura 6.11: Fluxo de potência ativa entre Miracema e Gurupi. Resposta do
sistema, com controladores K3 e K4, à contingência no 01.
haja transposição do pseudo-espectro da matriz de estados do sistema com-
pensado com o controlador K3 para o semiplano a direita do eixo imaginário
do plano complexo é 0;01037. Para o controlador K4, como mostra a Fi-
gura 6.15, a maior perturbação da matriz de estados admissível sem que haja
transposição do pseudo-espectro do sistema compensado para o semiplano
6.1 Amortecimento do Modo N-S 91
0 5 10 15 20
−700
−690
−680
−670
−660
−650
−640
−630
−620
s
M
W
 
 
Abscissa Espectral
H
∞
(a) Fluxo de potência ativa entre Miracema e Gurupi;
0 5 10 15 20
−1
−0.5
0
0.5
1
1.5
s
S
 
 
Abscissa Espectral
H
∞
(b) Susceptância do SVC em São Luis II.
Figura 6.12: Resposta do sistema, com controladores K3 e K4, à contingência
no 03.
direito do plano complexo é 0;0375. Portanto, o projeto com requisito de mi-
nimização da norma H¥ é mais robusto que aquele que minimiza a abscissa
espectral. Este resultado era esperado, uma vez que simplesmente afastar os
pólos do sistema compensado do eixo imaginário, caso em que há minimiza-
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(a) Fluxo de potência ativa entre Miracema e Gurupi;
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Figura 6.13: Resposta do sistema, com controladores K3 e K4, à contingência
no 04.
ção da abscissa espectral de sistemas com matriz de estados não normal, não
necessariamente confere robustez ao sistema.
Já na Figura 6.16, após a perturbação da potência mecânica de entrada
da usina de Xingó, evidencia-se que o modo N-NE é mais amortecido para
o controlador em que há minimização da abscissa espectral, 3;24%, do que
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Figura 6.14: Pseudo-espectro do sistema compensado com o controlador K3.
para aquele em que se minimiza a normaH¥, 2;94%. Este fato não representa
elevada relevância na análise do controlador, visto que o objetivo da malha
de controle secundária no SVC de São Luiz é prover amortecimento ao modo
N-S e não ao modo N-NE.
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Figura 6.15: Pseudo-espectro do sistema compensado com o controlador K4.
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(a) Caso Base e Sistema Compensado em São Luis II
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(b) Sistema Compensado em São Luis II
Figura 6.16: Fluxo de potência ativa entre Paulo Afonso e Luiz Gonzaga.
Resposta do sistema, com controladores K3 e K4, à contingência no 02.
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6.1.2 Posicionamento de par de pólos
Mantendo a análise realizada na seção 5.3, que define a localização
para a malha de controle secundária, será projetado uma malha de controle
adicional para o SVC instalado em São Luis II cujo sinal de entrada é o fluxo
de potência ativa na linha de transmissão entre Miracema e Gurupi do tronco
de interligação N-S.
Devido a limitação para consideração do atraso para projeto de contro-
ladores através do método de posicionamento de pólos disponível no PacDyn,
o método foi implementado sobre a plataforma Matlab e o PacDyn é utilizado
para disponibilizar um sistema reduzido equivalente ao sistema completo para
implementação do controlador via Matlab. O PacDyn também é utilizado
para aplicação e análise do controlador obtido no sistema completo.
O sistema reduzido equivalente utilizado é o mesmo apresentado na
seção 5.6 que foi utilizado para a obtenção dos controladores para otimização
dos parâmetros abscissa espectral e norma H¥ na seção 6.1.1.
A Tabela 6.8 apresenta os resultados obtidos para o projeto de contro-
ladores para diferentes requisitos de amortecimento especificados.
Tabela 6.8: Autovalores do sistema com controlador projetado através do
posicionamento de par de pólos com diferentes requisitos de amortecimento
e considerando atraso de 300ms na obtenção de sinais remotos.
Requisito de Áreas Modo de Oscilação Amortecimento Frequência Controladorprojeto
11% N-S  0;2582 j2;2974 11;17% 0;37Hz K5= 0;58812

s+1;053
s+5;086
3
N-NE 0;035952 j4;5328  0;79% 0;72Hz
20% N-S  0;4929 j2;2828 21;10% 0;36Hz K6= 1;5743

s+0;9883
s+5;576
3
N-NE  0;03880 j4;6536 0;83% 0;74Hz
50%
N-S  0;4649 j2;3774 19;19% 0;38Hz
K7= 1;9147

s+1;202
s+5;868
3
Controle  1;1427 j2;3896 43;14% 0;38Hz
N-NE  0;04537 j4;6846 0;95% 0;75Hz
80% N-S  0;2717 j2;4786 10;90% 0;39Hz K8= 0;84031

s+2;271
s+6;471
3
N-NE 0;085769 j4;5565  1;88% 0;73Hz
A primeira conclusão obtida da análise do comportamento dos autova-
lores do sistema compensado é que elevar o requisito de amortecimento para o
projeto não garante que o sistema compensado tenha incremento no amorteci-
mento do modo inter-áreas de interesse. Ao realimentarmos o sistema com o
controlador obtido com elevado requisito de amortecimento modo inter-áreas
deixará de ser representado pelo pólo alocado e o amortecimento do modo
inter-áreas será melhorado, mas inferior ao especificado.
Observa-se para o caso com requisito de 50% de amortecimento que
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o método de alocação de pólos posicionou um pólo próximo ao local espe-
cificado mas o modo inter-áreas continua com amortecimento inferior ao es-
pecificado. Para o controlador com especificação de 80% de amortecimentoo
modo inter-áreas N-S foi identificado e apresenta amortecimento inferior ao
especificado e inferior a todos os demais casos de projeto. O pólo realocado
com amortecimento próximo a 80% não foi identificado no PacDyn. Isto pro-
vavelmente se deve ao fato de que o pólo realocado deixou de ser dominante
e o algoritmo do PacDyn não o identificou.
Portanto elevar demasiadamente o requisito de amortecimento no pro-
jeto aloca o pólo para atender ao requisito mas não garante o amortecimento
do modo de interesse.
Das Figuras 6.17 e 6.18 destaca-se o comportamento instável dos con-
troladores K5 e K8 obtidos com requisito de amortecimento de 11% e 80%
respectivamente. Na primeira, perturba-se a potência mecânica de entrada da
Usina Angra II para excitar o modo de oscilação inter-áreas N-S. Os quatro
controladores amortecem o modo N-S e com o passar do tempo o modo N-NE
instável para os controladores K5 e K8 predomina. Na Figura 6.18 reduz-se
permanentemente 1% da potência mecânica de entrada da Usina Xingó para
excitar o modo inter-áreas N-NE. Observa-se a pequena diferença no desem-
penho dos controladores K6 e K7 e o comportamento instável dos controla-
dores K5 e K8.
Nas Figuras 6.19 e 6.20 observa-se que o sistema compensado com o
controlador K7, com requisito de projeto de 50% de amortecimento, tem leve
vantagem sobre o controlador K6, com requisito de amortecimento de 20%
na etapa de projeto.
O motivo para a diferença ser tão pequena é aquele exposto através
da Tabela 6.8. Apesar do controlador alocar o pólo no local solicitado, ele
não é capaz de amortecer o modo N-S de acordo com o requisito e o sistema
compensado com o controlador K7, apesar do requisito de 50% de amorteci-
mento, apresenta modo inter-áreas N-S com amortecimento próximo a 20%.
Portanto, o melhor compensador para o SVC em São Luis II, obtido
com o método de posicionamento de par de pólos, é aquele que tem como re-
quisito de projeto amortecimento para o pólo de interesse de 50%. Esta con-
clusão é corroborada pelas Figuras 6.21 e 6.22 que demonstram que a matriz
de estados do sistema compensado com o controlador obtido com requisito
de projeto de 20% admite pertubação e , para atingir a instabilidade, inferior
àquela admitida pelo sistema compensado em que o requisito de projeto é
50%.
Pelo exposto nesta seção, para comparação de desempenho do método
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Figura 6.17: Fluxo de potência ativa entre Miracema e Gurupi. Resposta do
sistema, com controladores K5, K6, K7 e K8, à contingência no 01.
de alocação de pólos com os controladores obtidos através dos demais mé-
todos de projeto, será utilizado o controlador K7 conforme reproduzido na
equação (6.1).
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Figura 6.18: Fluxo de potência ativa entre Paulo Afonso e Luiz Gonzaga.
Resposta do sistema, com controladores K5, K6, K7 e K8, à contingência no
02.
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Figura 6.19: Fluxo de potência ativa entre Miracema e Gurupi. Resposta do
sistema com controladores K6 e K7, à contingência no 01.
K7= 1;9147

s+1;202
s+5;868
3
(6.1)
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Figura 6.20: Fluxo de potência ativa entre Paulo Afonso e Luiz Gonzaga.
Resposta do sistema com controladores K6 e K7, à contingência no 01.
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Figura 6.21: Pseudo-espectro do sistema compensado com o controlador K6.
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Figura 6.22: Pseudo-espectro do sistema compensado com o controlador K7.
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6.2 Comparação de robustez entre os métodos de controle
Dentre os métodos de controle utilizados, resta-nos identificar aquele
que apresenta os melhores resultados quanto ao amortecimento de oscilações
e robustez. As Tabelas 6.9, 6.10 e 6.11 apresentam os resultados obtidos para
o amortecimento do modo N-S, do modo N-NE e da perturbação e admissível
para cada um dos três métodos de projeto utilizados nas seções 6.1.1 e 6.1.2,
respectivamente.
Tabela 6.9: Comparação do modo N-S com controladores K3, K4 e K7.
Controlador Modo de Oscilação Amortecimento Frequência
K3  0;3760 j3;3956 11;01% 0;54Hz
K4  0;3769 j3;4027 11;01% 0;54Hz
K7  0;4649 j2;3774 19;19% 0;38Hz
Se o principal requisito de projeto do controlador for a elevação do
amortecimento do modo N-S, o melhor resultado obtido neste quesito foi
obtido com o controlador K7 calculado através do método de posicionamento
de par de pólos. A avaliação gráfica do comportamento do modo N-S para
cada um dos controladores é apresentada na Figura 6.23 onde observa-se que
o melhor comportamento de amortecimento do modo N-S é obtido com o
controlador K4.
Pode-se dizer que garantir amortecimento elevado ao sistema linea-
rizado em certa condição de operação não garante a robustez do sistema
controlado enquanto para controladores robustos pode-se garantir determi-
nado amortecimento do sistema, mesmo que baixo, para diferentes situações.
Trata-se do trade-off entre desempenho e robustez. Controladores que ga-
rantem desempenho elevado para um determinado ponto de operação não são
robustos o suficiente para garantir o mesmo desempenho quando há mudanças
nas condições de operação. Controladores robustos, mesmo com desempenho
inferior, garantem desempenho mínimo para diversas condições de operação.
Um efeito dos controladores calculados é prover amortecimento ao
modo N-NE. De acordo com o apresentado na Tabela 6.10, o melhor resul-
tado obtido para o amortecimento deste modo foi com o controlador K3 cal-
culado com requisito adicional de minimizar a abscissa espectral do sistema
compensado. A avaliação da Figura 6.24, após a excitação do modo N-NE
através da redução permanentemente de 1% da potência mecânica de entrada
da Usina Xingó, corrobora o observado na Tabela 6.10.
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Tabela 6.10: Comparação do modo N-NE com controlador K3, K4 e K7.
Controlador Modo de Oscilação Amortecimento Frequência
K3  0;1560 j4;8126 3;24% 0;77Hz
K4  0;1397 j4;750 2;94% 0;76Hz
K7  0;04537 j4;684 0;95% 0;75Hz
Tabela 6.11: Comparação da perturbação e admissível com controladores K3,
K4 e K7.
Controlador e
K3 0;01037
K4 0;0375
K7 0;0086
A robustez dos sistema compensados, medida através da avaliação do
pseudo-espectro, indica que o melhor controlador é aquele projetado com o
objetivo de reduzir a norma H¥ entre entrada e saída do sistema compen-
sado. Isto explica o fato de a análise gráfica do amortecimento do modo N-S
nas Figuras 6.23, 6.24 e 6.25 indicar que o controlador que melhor amortece
este modo é o K4. Apesar de o autovalor do sistema compensado apresentar
amortecimento inferior ao obtido com o controlador K7, por ser mais robusto,
ao haver alteração do ponto de operação do sistema, o controle mantém sua
eficácia enquanto o desempenho do controlador K7 é deteriorada.
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(b) Susceptância do SVC em São Luis II.
Figura 6.23: Fluxo de potência ativa entre Miracema e Gurupi. Resposta do
sistema, com controladores K3, K4 e K7, à contingência no 01.
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Figura 6.24: Fluxo de potência ativa entre Paulo Afonso e Luiz Gonzaga.
Resposta do sistema, com controladores K3, K4 e K7, à contingência no 02.
6.2 Comparação de robustez entre os métodos de controle 107
0 5 10 15 20
−700
−690
−680
−670
−660
−650
−640
−630
−620
s
M
W
 
 
Abscissa Espectral
H
∞
Posicionamento Par de Pólos
(a) Fluxo de potência ativa entre Miracema e Gurupi;
0 5 10 15 20
−1
−0.5
0
0.5
1
1.5
s
S
 
 
Abscissa Espectral
H
∞
Posicionamento Par de Pólos
(b) Susceptância do SVC em São Luis II.
Figura 6.25: Resposta do sistema, com controladores K3, K4 e K7, à contin-
gência no 03.
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6.3 Amortecimento do modo de oscilação N-NE
Para o modo de oscilação N-S conclui-se que o melhor equipamento
FACTS para a instalação de um sinal de controle adicional para elevar o amor-
tecimento é o SVC localizado em São Luis II. O sinal de entrada escolhido
para este controlador é o fluxo de potência em um dos circuitos paralelos do
tronco de interligação N-S entre Miracema e Gurupi.
Dos métodos de controle explorados, conclui-se que o que apresenta o
melhor resultado para mitigar as oscilações do modo N-S é aquele projetado
para minimizar a norma H¥ denominado K4.
Após incluir o controlador K4 no SVC de São Luis II, determina-se
outro SVC com as características de controlabilidade apropriadas para au-
mentar o amortecimento do modo N-NE. A Tabela 6.12 destaca os três SVC
que apresentam maiores fatores de controlabilidade para o modo de oscila-
ção inter-áreas N-NE. Um destes será determinado como apropriado para a
instalação do sinal adicional com objetivo de mitigar a oscilação do modo
N-NE.
Tabela 6.12: Fator de Controlabilidade dos SVC do SIN para o modo N-NE.
Localização FC
Bandeirantes (42) 0;1197
Bandeirantes (43) 0;1197
Campos (46) 0;1428
Barro Alto (55) 0,2404
Ouro Preto (389) 0,2255
Coxipó (4530) 0;07666
Campina Grande (5239) 0;1502
Milagres (5410) 0,2006
Fortaleza (5450) 0;07053
São Luis (5551) 0;08049
Funil (5902) 0;09255
Bom Jesus da Lapa (6349) 0;1424
A Tabela 6.13 elenca os candidatos a sinal de entrada da malha de
controle secundária do SVC. Estão listadas as barras cujas frequências apre-
sentam maior observabilidade do modo N-NE, as barras locais dos SVC que
apresentam maior controlabilidade, com indicação de seus respectivos fatores
6.3 Amortecimento do modo de oscilação N-NE 109
de observabilidade, e as Linhas de Transmissão com amelhor observabilidade
do modo em questão.
Tabela 6.13: Fatores de Observabilidade do modo N-NE para frequência e
fluxo de potência ativa.
Frequência da barra Fator de observabilidade frequência
Tucuruí (6424) 1;0
V. Conde (6465) 0;8938
Barro Alto(55) 0;06279
Ouro Preto (389) 0;05661
Milagres (5410) 0;2986
Fluxo de potência ativa da linha Fator de observabilidade fluxo de potência ativa
Tucuruí (6430) - Marabá (6509) 1;0
Marabá (6509) - Marabá (6400) 0;9501
Como não há possibilidade de compararmos os fatores de observabili-
dade referentes às frequências com aqueles referentes aos fluxos de potência
ativa, calculam-se os resíduos das combinações de SVC com melhores fato-
res de controlabilidade e os locais com melhores fatores de observabilidade.
Esta medida determina aonde deve ser alocado o sinal adicional e qual deve
ser a origem do sinal de entrada.
A Tabela 6.14 apresenta o comparativo dos resíduos. De acordo com
os resultados, o melhor equipamento FACTS para a instalação de um con-
trolador adicional visando a elevação do amortecimento do modo N-NE é o
SVC de Barro Alto considerando como sinal portador de informação sobre o
modo de interesse na entrada do controlador o fluxo de potência ativa na linha
de transmissão entre Tucuruí e Marabá.
Determinado o local para instalação do sinal adicional, serão utiliza-
dos os métodos de projeto discutidos anteriormente para projeto de controla-
dor que melhore o amortecimento das oscilações do modo N-NE.
110 6 RESULTADOS OBTIDOS
Tabela 6.14: Resíduos das funções de transferência de interesse para o modo
de oscilação N-NE.
Módulo Resíduo Módulo Resíduo Módulo Resíduo
Frequência da barra SVC Barro Alto SVC Ouro Preto SVC Milagres
Tucuruí (6424) 0;009556 0;0089624 0;0079751
V Conde (6465) 0;0085416 0;008011 0;0071285
Barro Alto (55) 0;0006    
Ouro Preto (389)   0;0005074  
Milagres (5410)     0;0023811
Módulo Resíduo Módulo Resíduo Módulo Resíduo
Fluxo de potência ativa da linha SVC Barro Alto SVC Ouro Preto SVC Milagres
Tucuruí (6430) - Marabá (6509) 0,17145 0;1608 0;14308
Marabá (6509) - Marabá (6400) 0;16289 0;15277 0;13594
6.3.1 Projeto de controlador descentralizado
Neste estudo, as técnicas de controle descritas na Seção 4.4 foram
aplicadas para aumentar o amortecimento do modo N-S do SIN. Dos méto-
dos estudados, o que apresentou melhor resultado foi o da minimização da
norma H¥ conforme exposto na seção 6.2. Portanto, aplica-se este contro-
lador para mitigar as oscilações do modo N-S no SIN e a partir do sistema
compensado com o controlador K4 busca-se outro controlador que mitigue as
oscilações do modo N-NE.
Por analogia ao caso do projeto do controle para o modo N-S, assume-
se a expectativa que um projeto que minimize a norma H¥ do controlador
apresentará melhores resultados que os demais controladores descritos tam-
bém para o modo N-NE, somente este método será considerado pra o projeto
deste segundo controlador.
De acordo com o descrito na Seção 4.2.1.1 a principal característica de
um projeto não coordenado é a aplicação de uma técnica de projeto qualquer,
de maneira sequencial, à diversos controladores do sistema, sem estudo da
interação entre os controles projetados.
Conhecendo que para reduzir as oscilações do modo N-NE, de acordo
com a Tabela 6.14, deve-se aplicar um sinal adicional no SVC de Barro Alto
utilizando o fluxo de potência entre Tucuruí e Maraba como sinal portador da
informação sobre o modo de oscilação entre estas regiões, utiliza-se o sistema
já compensado para a elevação do amortecimento de oscilações do modo N-S
para se obter um sistema reduzido que possibilite o projeto do controlador
para elevar o amortecimento do modo N-NE.
Limitado ao número de estados permitidos pelo PacDyn, obtém-se um
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sistema reduzido com 200 estados. Durante o projeto do controlador robusto
para minimizar a norma H¥ deste sistema chega-se a conclusão que a ma-
triz do espaço de estados do sistema reduzido está próxima da singularidade,
comprometendo o resultado da otimização.
Além de a matriz de estados estar próxima da singularidade, observa-
se na Figura 6.26 que o sistema reduzido com 200 estados não representa de
maneira adequada o sistema completo. Apesar da magnitude do diagrama de
Bode apresentar leve coincidência nas proximidades da frequência do modo
de oscilação de interesse, a fase da resposta em freqüência está muito distante
daquela apresentada pelo sistema completo.
Buscando afastar o sistema reduzido da singularidade, modela-se um
novo sistema reduzido com a eliminação dos pólos com os menores resíduos e
buscando-se outros pólos com resíduos elevados que aproximem ainda mais
a resposta em frequência do sistema reduzido àquela do sistema completo.
Isto resulta em uma nova redução com 170 estados cujo comportamento nos
domínios da frequência e do tempo são apresentados na Figura 6.26 para
comparação com aquele sistema com 200 estados.
Apesar do sistema reduzido com 170 estados ser de ordem inferior
daquele com 200 estados, tratam-se de modelagens totalmente diferentes em
que a seleção dos autovalores do sistema levou em consideração diferentes
valores de resíduo. Para o sistema com 170 estados, os resíduos dos auto-
valores selecionados são superiores aos resíduos dos autovalores do sistema
com 200 estados.
Nota-se, nos dois casos de sistemas reduzidos, que a fase da resposta
em frequência se aproxima de 180 quando a frequência diminui. Isto eviden-
cia a presença de pelo menos dois zeros não cancelados na origem. Este com-
portamento não é observado na resposta em frequência do sistema completo
bem como no mapa de zeros e pólos deste sistema reduzido não se observa
a presença de zeros na origem. Para os dois sistemas reduzidos observa-se
a presença de zeros no semiplano direito do plano complexo. Para o sistema
reduzido com 200 estados, há 5 zeros no semiplano direito e para o sistema re-
duzido com 170 estados, há 3 zeros no semiplano direito do plano complexo.
Apesar dos zeros à direita do eixo imaginário, o problema de proximidade da
singularidade foi eliminado no sistema reduzido com 170 estados.
Utiliza-se portanto, o novo sistema equivalente para o projeto do con-
trolador para elevar o amortecimento do pólo N-NE. Os resultados no Matlab
apresentam amortecimento de aproximadamente 9% para o modo de inte-
resse. Porém, ao se transportar o controlador calculado no Matlab com o
sistema reduzido para o PacDyn com o sistema completo, o amortecimento
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do modo de oscilação N-NE é reduzido para níveis em torno de 0;1%, inferior
inclusive ao amortecimento inicial.
O comportamento descrito pode ser explicado pela presença de zeros
a direita do eixo imaginário do plano complexo. A influência destes três
zeros, além de não representarem fielmente as características do sistema real,
podem estar limitando o ganho do controlador de modo a satisfazer o sistema
reduzido podendo ser considerado ínfimo frente às necessidades do sistema
completo.
A proposta deste capítulo era comparar o desempenho dos controlado-
res em mais de um equipamento FACTS considerando os métodos de projeto
centralizados, descentralizados coordenados e não coordenados.
As descrições das seções 5.4 e 6.3.1 mostram que há uma representa-
ção adequada do SIN, através de um sistema reduzido, permitindo o projeto
de controladores para mitigar as oscilações inter-áreas Norte e Sul através dos
diversos métodos apresentados. O mesmo não acontece para o modo de os-
cilação N-NE. Após a identificação do melhor local para a instalação de um
sinal adicional para elevar o amortecimento do modo N-NE, não foi possível
obter um sistema reduzido capaz de reproduzir o SIN de maneira satisfatória.
Desta forma não há condições para realizar o projeto para estas três moda-
lidades de controladores, centralizado e descentralizado coordenado e não
coordenado.
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Figura 6.26: Comparação entre sistema completo e sistema reduzido para o
SVC em Barro Alto.
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6.4 Conclusão
Para a elevação das condições de amortecimento do modo N-S do SIN,
foram aplicados diferentes sinais adicionais ao SVC instalado em São Luis II
calculados com os métodos de projeto de alocação de pólos, de minimização
da abscissa espectral e da minimização da norma H¥.
Considerando atraso de 300ms na recepção do sinal de entrada, o me-
lhor resultado obtido para o amortecimento refere-se ao controlador que mi-
nimiza a norma H¥. O motivo para este resultado é a robustez conferida ao
controlador obtido por este método de projeto.
Observa-se que, devido as características do sistema e das limitações
do PacDyn, através do método de redução de ordem apresentado não é possí-
vel obter um sistema equivalente que represente de maneira adequada a fun-
ção de transferência indicada para o projeto de um controlador que mitigue as
oscilações N-NE. Desta forma não foi possível estudar e comparar o desem-
penho de controladores centralizados e descentralizados coordenados e não
coordenados.
7 CONCLUSÕES E PERSPECTIVAS FUTURAS
7.1 Revisão e conclusões
Durante o desenvolvimento dos resultados estudou-se o efeito dos
equipamentos FACTS para a mitigação de oscilações inter-áreas em siste-
mas de potência. Aplicações convencionais de sinais adicionais consideram
somente os reguladores de tensão das máquinas síncronas para inclusão de
PSS com o objetivo de redução das oscilações dos sistemas de potência.
A utilização de fatores de observabilidade e controlabilidade auxiliam
na detecção de outros locais, que não aqueles onde há geradores instalados,
para aplicações de técnicas de amortecimento de oscilações. Considerando
a disponibilidade de um equipamento FACTS para instalação em qualquer
ponto do sistema, este equipamento deverá ser mais eficaz no controle de
oscilações do que a instalação de PSS. Considerando equipamentos FACTS
já instalados no sistema, estes também podem ser utilizados para o controle
de oscilações como complemento do controle realizado pelos PSS’s.
A aplicação primária de equipamentos FACTS está associada ao con-
trole de tensão e ao controle do fluxo de potência dos sistemas de transmissão.
Estas aplicações sugerem que estes equipamentos sejam instalados em locais
que confiram elevada controlabilidade da tensão e do fluxo de potência. Como
o agravamento das oscilações inter-áreas está relacionado à limitação da ca-
pacidade de transmissão entre as áreas envolvidas, há grande possibilidade
de que algum equipamento FACTS instalado no sistema exerça elevada con-
trolabilidade sobre o modo de oscilação de interesse. O mesmo não é válido
para os reguladores de tensão das máquinas síncronas, que estão instaladas
em regiões normalmente isoladas, distantes das principais linhas inter-áreas,
o que limita os índices de controlabilidade das máquinas sobre os modos de
oscilação inter-áreas.
A utilização de malhas de controle adicionais no equipamentos
FACTS juntamente com técnicas de projeto de controladores robustos para a
mitigação de oscilações de sistemas ampliam as possibilidades de controle
dos modos de oscilação para além dos PSS das máquinas síncronas e aumen-
tam a segurança de operação do sistema evitando a propagação de oscilações
pouco amortecidas por longos intervalos de tempo.
Sobre o projeto de controladores, cabem alguns comentários. Primei-
ramente, foi observada a superioridade de um controlador robusto sobre con-
troladores não robustos com a comparação de um controlador robusto que
minimiza a norma H¥ com os controladores não robustos que simplesmente
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minimizam a abscissa espectral, ou que conferem amortecimento elevado ao
sistema sem outro critério de projeto do controlador.
Como o sistema de potência é de ordem elevada, o projeto de con-
troladores pode resultar em controladores também de ordem elevada ou em
tempo de processamento demasiadamente grande. Para contornar este pro-
blema busca-se a redução destes sistemas de grande porte em um equivalente-
modal de menor ordem. A dificuldade para encontrar este sistema equivalente
pode inviabilizar a utilização dos métodos de projeto como os sugeridos nesta
dissertação. Para contornar os problemas encontrados com a ordem de gran-
deza dos controladores, o pacote HIFOO apresenta uma solução para otimi-
zação de sistemas não convexos e não suaves que projeta um controlador com
ordem fixa determinada pelo usuário.
Cabe ressaltar também que, o desempenho do controlador será melhor,
quando maior forem os índices de controlabilidade e observabilidade do local
onde será instalado o controlador adicional e do local onde se obtém o sinal
de entrada deste mesmo controlador. Porém, a não consideração dos atrasos
inerentes à transmissão dos sinais de entrada ou saída do controlador, reduz o
desempenho do controlador e pode conduzir o sistema à situação indesejada
de perda de estabilidade.
7.2 Propostas para trabalhos futuros
Visando a complementação deste trabalho, sugere-se o estudo apro-
fundado de uma forma de migração dos dados do sistema linearizado repre-
sentados no PacDyn para o Matlab.
Como há técnicas de projeto de controladores robustos que fixam a
ordem do controlador, independentemente da ordem da planta, e com a dis-
ponibilidade de hardware e software de alta capacidade, há de se estudar a
possibilidade de projetar os controladores sem a necessidade de se reduzir a
ordem do sistema original, neste caso o SIN.
Após o equacionamento da representação do sistema linearizado no
Matlab, com ou sem redução de ordem, pode-se dar continuidade aos traba-
lhos com o projeto de controles centralizados, hierárquicos e descentraliza-
dos, coordenados ou não, que atuem sobre mais do que um modo de oscila-
ção. Pode-se incluir o estudo da maximização do raio de estabilidade para
comparação de controladores projetados com índices de robustez diferentes.
Como a evolução dos sistemas de comunicações estão reduzindo os tempos de
transmissão de sinais, na continuação dos trabalhos pode-se reduzir o tempo
de atraso de transmissão de sinais de 300ms para 100ms e desta forma reduzir
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a severidade da condição imposta para o projeto do controlador possibilitando
a obtenção de resultados melhores.
Pode-se estudar a possibilidade da instalação de novos equipamentos
FACTS definindo a melhor localização e levando em consideração as intera-
ções do novo equipamento com aqueles já instalados no sistema e as intera-
ções com os PSS’s já sintonizados para a mitigação das oscilações inter-áreas.
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