Humans and other group-living animals tend to distribute their this determines how the density and structure of the popu-32 lation affect the rate at which the disease will spread [6,7].
nitive effort required to maintain these bonds, individu-45 als tend to interact mostly with their closest companions 46 while weaker ties are maintained through infrequent con-47 tact [11] [12] [13] . This variability in the way social effort is dis-48 tributed has been shown to affect contagion processes [14] , 49 and it leads us to the question motivating this study: can 50 quantifying how group-living individuals choose to invest 51 their social effort allow us to model the effects of popula-52 tion density on epidemic spread?
53
There is growing evidence for the disproportionate dis-54 tribution of social effort in human communication [15] [16] [17] [18] . 55 Attempts to quantify this aspect of sociality in animal sys-56 tems, however, are challenged by the fact that data on 57 some individuals may be far richer than on others. These 58 biases can be introduced in the data collection process, 59 or result from behavioural differences across the sampled 60 population [19] . Furthermore, while heterogeneous interac-61 tion frequencies and temporal dynamics such as circadian 62 rhythms and bursty activity patterns have become com-63 mon in social network models [20] , little has been done to 64 incorporate the way the individual chooses to distribute 65 their social effort. 66 Here, we introduce a mathematical model founded on 67 the concept of social fluidity which we define as variabil-68 ity in the amount of social effort the individual invests in 69 each member of their social group. Using empirical data 70 from previous studies, we estimate the social fluidity of 57 71 human and animal social systems. We use it in analyti-72 cal and computational models of disease spread and show 73 that the basic reproductive number defined on social flu-74 idity is a better predictor of disease outcome compared to 75 other social behavioral indicators. In addition, social flu-76 idity emerges as a coherent mathematical framework pro-77 viding the smooth connection between density-dependent 78 and frequency-dependent disease systems, which have his-79 torically been studied in isolation.
80
Characterizing social behaviour
81
Our objective is to measure social behaviour in a range of 82 human and animal populations. We start by introducing 83 a model that captures a hidden element of social dynam-84 ics: how individual group members distribute their social 85 effort. We mathematically describe the relationships be-86 tween social variables that are routinely found in studies of 87 Dashed lines mark the boundary of the region where data points can feasibly be found. The mean degree is plotted for two values of φ representing two possible types of social behavior; as the number of observed interactions grows, the set of social contacts increases; the rate at which it increases influences how we categorize their social behavior. Middle: The weight of the edges between i and the other nodes represents the propensity of i to interact with each of the other individuals in the group. Right: Probability distributions that correspond to the different levels of evenness in the contact propensities, both distributions are expressed by Eq.(2).
animal behavior, the number of social ties and the number 88 of interactions observed, and apply the model to empiri-89 cal data to reveal behavioural differences between several 90 species.
91
Social behavior model Consider a closed system of N indi-
92
viduals and a set of interactions between pairs of individ-1 x j|i are subject to network interdependencies. Specifically, AX = X T A and X1 = 0, where X is a matrix whose i, j entry is −1 if i = j and x j|i otherwise, A is any diagonal matrix with positive entries, and 0 and 1 are column vectors of length N containing only 0 and 1, respectively. Thus, ρ(x) is the distribution of marginal x j|i values of the joint distribution P (X). a power-law form:
where φ (> 0) controls the variability in the values of x, 117 and simply truncates the distribution to avoid divergence. 118
Combining (1) and (2) we find
where the notation 2 F 1 refers to the Gauss hypergeometric 120 function [22] . It follows from j x j|i = 1 that
which can be solved numerically to find for given values 122 of N and φ. The expectation of the degree is κ(s, φ, N ) = 123 (N − 1)Ψ(s, φ, ).
124 Fig. 1 illustrates how the value of φ can produce dif-125 ferent types of social behavior. As φ is the main deter-126 minant of social behaviour in our model, we use the term 127 social fluidity to refer to this quantity. Low social flu-128 idity (φ 1) produces what we might describe as "al-129 legiant" behavior: interactions with the same partner are 130 frequently repeated at the expense of interactions with un-131 familiar individuals. As φ increases, the model produces 132 more "gregarious" behavior: interactions are repeated less 133 frequently and the number of partners is larger. While this 134 phenomenon could be similarly described as "social strat-135 egy" or "loyalty" [23, 24] , here we use a different measure 136 as it is consistent with previously studied social drivers of 137 epidemic spread [25] establishing a direct connection with 138 disease risk at the population scale. Finally, the modularity of the network (computed by 187 the Louvain method on the unweighted network [47] ) is 188 negatively correlated with φ (r 2 = 0.57, p < 0.001). This is 189 expected as individuals tend to be loyal to those within the 190 same module while maintaining weaker connections with 191 the remaining network.
192
Characterizing disease spread with social fluidity
193
Our objective is to characterize how social behavior influ-194 ences the susceptibility of the group to infectious disease in 195 a range of human and animal social systems. We start by 196 introducing a analytical transmission model that incorpo-197 rates social fluidity. Using this model, we mathematically 198 characterize the impact of social fluidity on density de-199 pendence, and apply the model to empirical networks to 200 predict disease spread. infection is transmitted from i to any given j is
assuming that the interactions s i of i are distributed ran-
210
domly across an observation period of duration τ .
211
By integrating Eq. (5) over all possible values x j|i and and infectious period durations and multiplying by the number of susceptible individuals (N − 1) we obtain the expected number of infections caused by individual i,
The basic reproductive number (usually denoted R 0 ) is increases with N and converges as N goes to ∞ (Fig. 3A) .
228
The rate of this convergence increases with φ, and the limit 229 it converges to is higher, meaning that φ determines the 230 extent to which density affects the spread of disease. As
ues of φ the disease is constrained by individuals choosing 234 to repeat interactions despite having the choice of infinitely 235 many potential interaction partners (Fig 3B) .
236
Estimating infection spread in empirical networks with hetero-237 geneous connectivity: To apply this analogue of a repro-238 ductive number to an animal-disease system, we need to 239 account for heterogeneous levels of social connectivity in 240 the given population and thus the tendency for infected 241 individuals to be those with a greater number of social 242 partners [49] . For the basic reproductive number, this is 243 often done using the mean excess degree, i.e. the degree 244 of an individual selected with probability proportional to 245 their degree [50] . Following a similar reasoning, we define 246 R Est 0 , which incorporates the effect of social fluidity, as the 247 expected number of infections (r(s i )) caused by an individ-248 ual that has been selected with probability proportional to 249 their degree (k i ):
Given the degree and strength of each individual in a net-251 work, the duration over which those interactions occurrred, 252 and the transmission and recovery rates of the disease, we 253 are able to estimate φ, compute Eq.(6) for each individual, 254 and finally use Eq. (7) to derive a statistic that provides a 255 measure of the risk of the host population to disease out-256 break.
257
Numerical validation using empirical networks: We simulated 258 the spread of disease through the interactions that oc-259 curred in the empirical data (materials and methods). We 260 compute R Sim 0 (g), defined as the ratio of the number of 261 individuals infected at the (g + 1)-th generation to the 262 number infected at the g-th generation over 10 3 simulated 263 outbreaks, for g = 0, 1, 2 (g = 0 refers to the initial seed of 264 the outbreak). 
265
Pearson correlation coefficient between quantities calculated on the network and the simulated disease outcomes (with R ∞ 0 = 3). Results that are significant with p < 0.01 are labelled
324
By measuring social fluidity across a range of human and 325 animal systems we are able to rank social behaviors. We 326 identify aggressive interactions as the most socially fluid; 327 this indicates a possible learning effect whereby each ag-328 gressive encounter is followed by a period during which 329 individuals avoid further aggression with each other [56] . 330 At the opposite end of the scale, we find interactions that 331 strengthen bonds (and thus require repeated interactions) 332 such as grooming in monkeys [57] and food-sharing in 333 bats [33] . The fact that food-sharing ants are far more 334 fluid than bats, despite performing the same kind of inter-335 action, reflects their eusocial nature and the absence of any 336 need to consistently reinforce bonds with their kin [58] .
337
Most studies that aim to describe and quantify social 338 structure are met with a number of challenges, includ-339 ing ours. First, the degree of an individual, for exam-340 ple, is known to scale with the length of the observation 341 period [59] . By focusing not on the absolute value of de-342 gree, but instead on how degree scales with the number 343 of observations, our analysis controls for this bias. Sec-344 ond, observed interactions have been assumed to persist 345 over time [60] . In our model, only the distribution of 346 edge weights remains constant through time, an assump-347 tion consistent with growing evidence [24, 61] . Third, du-348 ration of contacts is known to be important for disease 349 spread [52]. We did not include explicitly the duration of 350 each contact in our model, since this information was only 351 available in a fraction of the datasets [62] . There is there-352 fore potential to improve the applicability of this model as 353 more high resolution data becomes openly available.
354
Our estimate of reproductive number derived from so-355 cial fluidity provides a better predictor for the epidemic 356 risk of a host population, going beyond predictors based 357 on density or degree only. To illustrate this point, the so-358 cial network of individuals at a conference (R Est 0 = 1.60; 359 conference_0, supplementary document) is predicted to 360 be at higher risk compared to the social network at a school 361 (R Est 0 = 1.39; highschool_0), despite having a smaller size 362 and lower connectivity (N = 93 vs. N = 312, andk = 5.63 363 vs.k = 6.78, respectively). The discrepancy in the risk 364 prediction comes from the lower frequency of repeated con-365 tacts between individuals in the conference, compared to 366 the school. Interactions between infectious individuals and 367 those they have previously infected are redundant in terms 368 of transmission. This dynamic is nicely captured by the so-369 cial fluidity, with φ = 0.66 for the conference and φ = 0.40 370 for the high school.
371
Unlike previous work that explores the disease conse-372 quences of population mixing [25, 63] , our analysis allows 373 us to investigate this relation across a range of social sys-374 tems. We see, for example, how the relationship between mixing and disease risk scales with population density. For to heterogeneity in contact [64, 65] . Going beyond previous 381 work, our model captures in a coherent theoretical frame-382 work both density-dependence and frequency-dependence,
383
and social fluidity is the measure to tune from one to the 384 other in a continuous way. Since many empirical studies 385 support a transmission function that is somewhere between 386 these two modeling paradigms [7, [66] [67] [68] , the modeling ap-387 proaches applied in this paper can be carried forward to 388 inform transmission relationships in future disease studies. [33] . For bats that were studied 418 on more than one occasion we use only the first day they were 419 observed.
420
Some data sets provided data for group membership col-421 lected through intermittent, rather than continuous, observa-422 tion [34] [35] [36] [37] [38] . We construct networks from these data by record-423 ing an interaction when two individuals were seen to be in the 424 same group during one round of observation. The shark data 425 was divided into 6 datasets, each one constructed from 10 con-426 secutive observations, and spread out through the full time pe-427 riod over which the data was collected.
428
For the grooming data [39, 40] recorded as a directed interaction between the winner and the 434 loser. We consider interaction in either direction to be a contact 435 in the network.
436
We considered including two rodent datasets in which inter-437 action is defined as being observed within the same territorial 438 space [66, 68] . We did not find this suitable for our analysis since 439 the network we obtain, and the consequent results are sensitive 440 to setting of arbitrary threshold values regarding what should, 441 or should not, be considered sufficient contact for an interac-442 tion.
443
For data that did not contain the time of each interac-444 tion, contact time series were generated synthetically. For 445 those datasets, the interactions between each pair were given 446 synthetic timestamps in three different ways, Poisson: the 447 time of each interaction is chosen uniformly at random from 448 {0, 1, ..., 10 4 } seconds, Circadian: chosen uniformly at random 449 from {0, 1, ..., 3333, 6666, ..., 10 4 }, and Bursty: interaction times 450 occur with power-law distributed inter-event times adjusted to 451 give an expected total duration of 10 4 seconds.
452
C. Disease simulation Simulations of disease spread were ex-453 ecuted using the contacts provided by the datasets. The the 454 bat network was omitted from this part since these data were 455 collected over a series of independent experiments carried out 456 at different times and under different experimental treatments. 457 In one run of the simulation, one seed node is randomly cho-458 sen from the network and, at a randomly selected point in time 459 during the duration of the data, transitions to the infectious 460 state. The duration for which they remain infectious is a ran-461 dom variable drawn from an exponential distribution with mean 462 1/γ. During this time any contact they have with other indi-463 viduals who have not previously been infected will cause an 464 infection with probability β.
465
The simulation runs until all individuals who were infected at 466 the second generation of the disease, i.e. those infected by those 467 infected by the seed, have recovered. The datasets are 'looped' 468 to ensure that the timeframe of the data collection does not 469 influence the outcome. In other words, immediately after the 470 latest interaction, the interactions are repeated exactly as they 471 were originally. This continues to happen until the termination 472 criteria is met.
473
We set the parameters to normalise for the variation in con-474 tacts rates between networks. To achieve this we consider a 475 hypothetical counterpart to each network in which the strength 476 of every node is the same, but each interaction occurs be-477 tween a pair of individuals who have not previously inter-478 acted. This is equivalent to φ → ∞. Under these conditions 479 x j|i = 1/(N − 1) for all pairs i, j. It follows that Eq. (5) be-480 comes Ti→j ≈ siβ/γτ (N − 1), then r(si) ≈ siβ/γτ , and, since 481 ki = si for all nodes i, Eq. (7) gives 
