Abstract-This article provides an overview of an energybased approach to the study of the steady-state and transient performances of adaptive filters. The analysis employs energy-conservation arguments and is based on studying the energy flow through each iteration of an adaptive filter. Among other results, the approach characterizes the transient behavior of adaptive filters in terms of a linear time-invariant state-space model. The stability and steadystate behavior of the model then translate into stability and mean-square performance results for the adaptive filter. In addition to deriving earlier results in a unified manner, the approach does not restrict the regression data to being Gaussian or white.
I. Introduction
The study of the steady-state and transient performances of adaptive filters can be facilitated by resorting to energyconservation arguments. These arguments are based on studying the energy flow through each iteration of an adaptive filter, and on showing that the energies of certain apriori and a-posteriori errors maintain a balance for all time instants [1] - [3] . When examined under expectation, the energy balance leads to a variance relation that characterizes the dynamics of the filter. An advantage of the energy framework is that it does not necessitate an explicit recursion for the covariance matrix of the weight-error vector [4] - [8] ; a step that can be cumbersome for adaptive filters with error and data nonlinearities. The energy approach also does not restrict the input data to being Gaussian or white. In this article, we review some of the basic ideas pertaining to this method of analysis and study adaptive filters that employ data nonlinearities in their update equations. A more detailed overview can be found in [9] , which also considers adaptive filters with error nonlinearities.
As with most adaptive filter analyses, progress is usually difficult without relying on simplifying assumptions. This is because adaptive filters are, by their very nature, nonlinear and stochastic systems and, therefore, studying their performance can be a formidable task [10] - [12] . The assumptions that we employ tend to be reasonable for sufficiently small step-sizes and for longer filters; both of these conditions are common in applications.
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II. The Data Model
Consider reference data {d(i)} and regression data {u i } satisfying a linear regression model of the form
for some M × 1 unknown column vector w o that we wish to estimate. While all vectors in our notation are column vectors, the regressors u i in (1) are taken as row vectors so that the inner product between u i ad w o is simply written as u i w o , with no transposition signs. In (1) , v(i) denotes measurement noise. Observe that we are using boldface letters to denote random quantities, while the deterministic quantity w o is written in normal font. In the model (1), the variables {d(i), u i , v(i)} are random and they are assumed to satisfy the following conditions: 
(2) We focus in this paper on data-normalized adaptive filters for estimating w o , viz., filters with updates of the form
where
is the estimation error at iteration i, and
The initial condition w −1 of (3) is assumed to be independent of all {d(j), u j , v(j)}.
Our first step towards examining the steady-state, convergence and stability behavior of (3) is to establish an energy-conservation relation that holds for a large class of adaptive filters.
III. Energy-Conservation Relation
Letw i = w o − w i denote the weight-error vector at iteration i, and define the a-priori and a-posteriori errors:
It turns out that the errors {w i ,w i−1 , e a (i), e p (i)} satisfy a fundamental energy-conservation relation. To see this, we subtract both sides of (3) from w o to get
and then multiply (6) by u i from the left to conclude that
where the notation u i 2 denotes the squared Euclidean norm of u i , viz.,
. Relation (7) can be used to eliminate e(i)/g[u i ] from (6) . Doing so leads to the equality
By equating the weighted Euclidean norms of both sides of this equation, we arrive, after a straightforward calculation, at the equality:
in terms of the pseudo-inverse 1 of the scalar quantity u i 2 . This energy relation is an exact result that shows how the energies of the weight-error vectors at two successive time instants are related to the energies of the a priori and a posteriori estimation errors.
The result (9) was developed in [1] and subsequently used in a series of works to study the robustness of adaptive filters (e.g., [2] , [3] , [13] , [14] ). It was also used in [4] - [6] to study the steady-state and tracking performances of adaptive filters, as we proceed to explain.
IV. Mean-Square Error Performance
In performance analysis we are interested in evaluating the steady-state mean-square error of the filter, defined by
Now since
where EMSE refers to the filter excess-mean-square error, defined as the limiting value of E e 2 a (i). In other words, it is enough for performance evaluation to focus on computing the EMSE. The ratio EMSE/σ Assuming filter operation in steady-state, the energy relation (9) can be used to estimate the filter EMSE. Indeed, taking expectations of both sides of (9), we get
and since, in steady-state,
we find that the following equality must hold as i → ∞,
If we replace e p (i) by (7) in terms of {e a (i), v(i)} and arrange terms, and if we assume that the event u i 2 = 0 has zero probability, we arrive at the following steady-state variance identity:
This relation is an exact result for filters operating in steady-state. It provides an equation in terms of e a (i), which can be used to estimate E e 2 a (i). It is at this stage that we need to resort to some simplifying assumptions because (10) is hard to solve analytically even for the simplest of algorithms.
A. Application to LMS
As an illustration, consider the LMS filter for which g(u i ) = 1, i.e.,
In this case, relation (10) gives
where we are using the symbol ζ to denote the filter EMSE, ζ = E e 2 a (∞). Eq. (12) requires that we evaluate the limiting value of E u i 2 e 2 a (i). This evaluation is simplified by resorting to some approximations.
For instance, when the step-size µ is sufficiently small, we may ignore the effect of E u i 2 e 2 a (i) to get
which is a famous result for LMS. For larger step-sizes, we can resort to the separation assumption:
At steady-state, u i 2 is independent of e a (i) (14) which allows us to write
which is another famous expression for LMS. The separation assumption (14) is reasonable for longer filters. It can be exact in some scenarios, e.g., when the entries of the regressor belong to a finite alphabet. Assume for instance that u i possesses shift-structure, say,
and that each u(i) is a binary random variable, i.e., it assumes the values ±1 with probability 1/2. Then u i 2 = M for all i and is clearly independent of e a (i). In this case, the filter EMSE will be exactly equal to
then the filter EMSE is approximated by
which is a known result for NLMS. Again, when the entries of u i arise from a finite alphabet, so that u i 2 is equal to a constant, the filter EMSE is exactly given by ζ = µσ
C. Application to RLS
The energy-conservation approach can be extended to handle more general update recursions. Thus consider now the RLS algorithm,
with initial condition P −1 = −1 I and where 0 α ≤ 1 is the forgetting factor. Compared with recursion (3), the RLS update includes the matrix factor P i multiplying u T i from the left. Moreover, P i is a function of both current and prior regressors. Still, the energy arguments of Secs. III-IV can be extended to deal with this case. In particular, it is straightforward to verify that (9) is now replaced by
where the notation x 
we find that
The evaluation of E P i , on the other hand, is harder and we shall resort to the approximation
and using, in steady-state,
we find that the energy-relation (22) leads to
e(i) and e(i) = e a (i) + v(i), we then arrive at the steady-state variance relation:
If we now invoke the separation assumption
Pi is independent of e a (i) (24) replace P i by its assumed mean value, and use
Usually, the value of α is close to one and, hence,
D. Application to APA
Consider now the APA algorithm,
. . .
The energy-conservation relation (9) can also be extended to this case, which involves a vector-valued error e i . In particular, it is straightforward to verify that (9) is now replaced by
where the a-priori and a-posteriori error vectors are defined by
Using the steady-state condition
and the relations 
(29) To proceed we resort to the separation assumption, At steady-state, U i is independent of e a,i and E e a,i e
which is reasonable at low noise levels, so that
where α denotes the expected value of the (0, 0) entry of
A related expression can be obtained by using the approximation α ≈ 1/Tr(R u ), which leads to
If we further use
V. Tracking Performance
Besides enabling us to evaluate the steady-state performance of the adaptive filters (3) in stationary environments, the energy-conservation approach of Secs. III-IV can also be used to characterize the performance of such filters (and of more general filters) under nonstationary conditions.
Thus consider reference data {d(i)} and regression data {u i } satisfying the linear relation
where the model w o i is assumed to vary according to the rule w
where θ i denotes a first-order auto-regressive disturbance around w o , and |α| ≤ 1. 2 The sequence {q i } is zero mean, independent of all {v(j), u j } and has covariance matrix Q. Observe that the model (35) can also be rewritten as
Now define the error quantities
It is then easy to verify, by repeating the arguments of Sec. III, that the energy relation (9) is replaced by
Taking expectations of both sides of (37), and using
we find that (37) leads to the steady-state variance relation
A. Application to LMS
Consider again the LMS algorithm for which g(u i ) = 1. Then the above variance relation becomes
If we now assume that At steady state,w i−1 is independent of u i then it can be verified that
Substituting into (38), and assuming the step-size is sufficiently small so that the term E ( u i 2 e 2 a (i)) can be neglected, we can solve for E e 2 a (i) and find that
For larger values of µ, we can again resort to the separation assumption (14) to get
VI. Transient Analysis
The energy arguments can also be used to study the transient behavior of adaptive filters of the form (3)-(4), viz.,
In order to illustrate this fact, we shall focus on stationary environments of the form (1)- (2), viz.,
where {d(i), u i , v(i)} satisfy (2). It turns out that for transient analysis it is useful to rely on a weighted energy relation instead of (9).
VII. Weighted Energy-Conservation Relation
Letw i = w o − w i denote the weight-error vector at iteration i, and choose any M × M symmetric positivedefinite matrix Σ. Define further the weighted a-priori and a-posteriori errors:
As we shall see, the freedom in selecting Σ is useful in characterizing the dynamic behavior of the filter, as well as its steady-state performance [7] - [9] . It turns out that the errors {w i ,w i−1 , e Σ a (i), e Σ p (i)} satisfy an energy-conservation relation similar to (9) . By repeating the arguments of Sec. III we can verify that
and
This energy relation is an exact result; it is simply the weighted version of (9). In addition, it follows from e(i) = u iwi−1 + v(i), and from (43), that
VIII. Weighted Variance Relation
In transient analysis we are interested in studying the evolution of E w i 2 Σ , for some Σ of interest (usually, Σ = I or Σ = R u ). In particular, the evolution of E w i 2 corresponds to the filter mean-square deviation while the evolution of E w i 2 R u relates to the filter mean-square error (or learning) curve since
In the sequel, we focus on the evolution of E w i 2 Σ for arbitrary Σ.
To study such evolutions by means of the energy relation (45), we replace e Σ p (i) by (44) and expand to find
Taking expectations of both sides leads to the variance relation
Observe that Σ is a random matrix due to its dependence on the data. In contrast to the steady-state variance relation (10), the result (48) holds at every iteration i.
A. Independent Regressors
Relations (46), (48), and (49) describe the dynamic behavior of adaptive filters. However, recursion (48) is particularly hard to propagate. This is because it requires the evaluation of
and the weighting matrix Σ is dependent on u i . Not only that, butw i−1 is also dependent on prior regressors. For this reason, at this stage, we shall resort to the independence assumption:
The {u i } are independent and identically distributed (50) Under (50), it holds that
with the weighting matrix Σ now replaced by its mean, which we denote by Σ . In this way, the variance recursion (48) becomes
with deterministic weights {Σ, Σ } and where, from (49),
Finally, taking expectations of both sides of (46), and using (50), we also find that
Expressions (51)- (53) show that studying the transient behavior of an adaptive filter requires evaluating the multivariate moments:
which are only functions of u i .
IX. Mean-Square Behavior
Let σ denote the M 2 × 1 column vector that is obtained by stacking the columns of Σ on top of each other, written as σ = vec(Σ). Likewise, let σ = vec(Σ ). Now using the Kronecker product notation, and the following property, for arbitrary matrices {X, Y, Z},
we can verify that relation (52) for Σ transforms into the vector relation σ = F σ where F is M 2 × M 2 and given by
in terms of the symmetric matrices:
Using the column notation σ, and the relation σ = F σ, we shall rewrite (51)-(52) as
in terms of weighting vectors rather than weighting matrices. From (56) we see that in order to evaluate E w i 2 σ we need E w i 2 F σ , with weighting vector F σ. This term can be deduced from (56) by writing it for σ ← F σ, i.e.,
The term E w i 2 F 2 σ can in turn be deduced from (56) by writing it for σ ← F 2 σ. Continuing in this fashion, for successive powers of F , we arrive at
. Fortunately, this procedure terminates. Let p(x) = det(xI − F ) denote the characteristic polynomial of F , say
with coefficients {p i }. Then, since p(F ) = 0 in view of the Cayley-Hamilton theorem, we have
Putting these results together, we conclude that the transient behavior of the filter is described by an M 2 −dimensional state-space model of the form:
where the M 2 × 1 vectors {W i , Y} are defined by
and the M 2 × M 2 coefficient matrix F is given by
The learning curve of the filter can be characterized more explicitly as follows. Let r = vec(R u ) and choose σ = r. Iterating (56) we find that
where the vector a i and the scalar b(i) satisfy the recursions
which describes the learning curve of a data-normalized adaptive filter.
X. Mean-Square Stability
Recursion (57) shows that the adaptive filter will be mean-square stable if, and only if, the matrix F is a stable matrix, i.e., all its eigenvalues should lie inside the unit circle. But since F and F have identical eigenvalues, we conclude that F must be stable. It can be verified that matrices F of the form (54), for arbitrary {A > 0, B ≥ 0}, are stable for any step-size µ in the range:
where the second condition is in terms of the largest positive real eigenvalue of the block matrix,
when it exists. Since H is not symmetric, its eigenvalues may not be positive or even real. If H does not have any real positive eigenvalue, then the upper bound on µ is determined by 1/λ max (A −1 B) alone. Likewise, the meanstability of the filter, as dictated by (53), requires µ < 2/λ max (P ) (61)
XI. Steady-State Performance
In Sec. IV we evaluated the steady-state performance of filters (3) by relying on the variance relation (10) . Obviously, steady-state results can also be deduced from (56) by letting i → ∞, as we show below. However, it is worth pointing out that any steady-state result that is obtained from (56) would be bound by the same assumptions that were used to establish (56), such as the independence assumption (50). In contrast, the steady-state results deduced earlier in Sec. IV were derived under weaker conditions on the data.
To see how steady-state results can be obtained from (56), assume filter operation in steady-state. Then recursion (56) gives in the limit
Now recall that the filter excess mean-square error is defined by
This suggests that we should select σ in (62) as
On the other hand, the filter mean-square deviation, defined as
is obtained by choosing
Let {Σ emse , Σ msd } denote the weighting matrices that correspond to {σ emse , σ msd }. Then we conclude that
XII. Small
Step-Size Approximation A simplification is possible when the step-size is sufficiently small. Observe that the matrix F in (54), as well as the filter EMSE and MSD in (63), are defined in terms of the matrices {A, B, P, Q}. These moments are hard to evaluate for arbitrary input distributions and arbitrary functions g. However, for small step-sizes, we may ignore the quadratic term in µ 2 that appears in (52), and approximate the variance relation (51)-(52) by
where P = E u where {Σ emse , Σ msd } denote the weighting matrices that correspond to the vectors
For example, in the special case of LMS, for which g[u i ] = 1 and P = R u = Q, the above expressions give for small stepsizes:
Actually, using the simplified variance relation (64), we can describe the dynamic behavior of the mean-square deviation of the filter by means of an M −dimensional statespace model, as opposed to the M 2 -dimensional model (57). To see this, let P = U ∆U T denote the eigendecomposition of P > 0, and introduce the transformed quantities:
Then the variance relation (64) can be equivalently rewritten as
The expression for Σ shows that it will be diagonal as long as Σ is diagonal. Therefore, since we are free to choose Σ (and, consequently, Σ), we can assume that Σ is diagonal. In this way, {Σ, Σ } will be fully characterized by their diagonal entries. Thus let {σ, σ } denote M × 1 vectors that collect the diagonal entries of {Σ, Σ }, i.e.,
Then from (67) we find that
where F is M × M and given by
Repeating the arguments that led to (57) we can then establish that, for sufficiently small step-sizes, the evolution of E w i 2 σ is described by the following M −dimensional state-space model:
where the M × 1 vectors {W i , Y} are defined by
and the M × M coefficient matrix F is given by
where the {p i } are the coefficients of the characteristic polynomial of F . If we select σ = vec(I) then
since U is orthogonal. In this case, the top entry of the resulting state vector W i will describe the evolution of the filter MSD.
XIII. Fourth-Order Moment Approximation
Besides the small-step size approximation of Sec. XII, we could have instead chosen to approximate the fourth-order moment that appears in the expression for Σ in (52) as
. In this way, expression (52) for Σ would become
which is fully characterized in terms of the single moment P . If we now let P = U ∆U T denote the eigendecomposition of P > 0, and introduce the transformed quantities
Then the variance relations (51) and (71) can be equivalently rewritten as
Again, Σ will be diagonal as long as Σ is. Thus let
Then from (72) we find that σ = F σ, where F is M × M and given by
T where δ = diag(∆). Repeating the arguments that led to (57) we can establish that, under the assumed fourthorder moment approximation, the evolution of E w i 2 σ is described by an M −dimensional state-space model similar to (68).
XIV. Transient Behavior of APA
As with the steady-state analysis of Sec. IV, the transient analysis of Secs. VI-XIII can also be extended to treat more general adaptive updates than (3), e.g., the APA algorithm (26)-(27). To illustrate this fact, define the weighted apriori and a-posteriori error vectors, If we assume the sequence {U i } is iid, and follow the arguments of Sec. VIII, we can verify by taking expectations of both sides of the above equality that the variance relation (48) is replaced by
Moreover, Ew i = (I − µE (P i )) 
Also, 
