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Abstract 
Brezinski, C. and G. Walz, Sequences of transformations and triangular recursion schemes, with applications in 
numerical analysis, Journal of Computational and Applied Mathematics 34 (1991) 361-383. 
In many fields of numerical analysis there appear transformations of the form T,” = C:_‘,k c&7;. When Y varies, 
a sequence of transformations is obtained. This approach covers, for example, the E- and O-algorithms, the 
recursion formulae for B-splines, Bernstein polynomials and orthogonal polynomials, PadC approximants, the 
divided difference scheme and projection methods. 
In this paper it will be proved that such transformations can be written as a ratio of determinants and can be 
recursively computed by a triangular recursion scheme. The reciprocal of these results also holds. Furthermore, 
we will show that T,” can be represented in terms of a complex contour integral. 
Throughout the paper we will study several examples in some detail, and it will turn out that the application 
of our general theory leads to interesting new results in the special cases. Among others, we will derive a new 
determinantal representation formula for B-splines, a recurrence relation for generalized Bernstein polynomials, 
a generalization of the E-algorithm and we will prove that the O-algorithm can be represented as a quotient of 
determinants. 
Keywords: Transformation, recursion scheme, linear functional, contour integral, B-spline, Bernstein polynomial, 
E-algorithm, projection methods. 
1. Introduction 
Quite often in numerical analysis one has to consider transformations of the form 
v+k 
T,” = c afi,rJ;, 
i=v 
0.1) 
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where the T’s are given numbers, vectors or matrices, and the coefficients (Y:~ are numbers. If 
the integer Y varies, a sequence of transformations is obtained. 
The aim of this paper is to present a general theory for such sequences of transformations. 
This theory is based on the fact that each transformation of the type (1.1) can be completely 
characterized in terms of a linear functional which annihilates a certain linear space. After 
having proved this characterization, we can show that this linear functional has also a representa- 
tion as a ratio of determinants. 
Among transformations of the form (1.1) are those calculated by a recursion scheme of the 
form 
Tvk =Ak,T;G-' -+T,k;', 
with TV0 = TV. 
(1.2) 
Reciprocally we shall show that any sequence of transformations (1.1) can be recursively 
computed by a scheme like (1.2) and we shall give the expressions for the coefficients Xk, and &. 
We shall also show that T," can be represented as a complex contour integral. 
Finally we present some interesting examples which fit into our framework, such as divided 
differences, linear and quasi-linear extrapolation methods, B-splines, Bernstein polynomials, 
formal orthogonal polynomials and projection methods. New results concerning these examples 
will be proved; among others, we will derive a new determinantal representation formula for 
B-splines, a recurrence relation for generalized Bernstein polynomials, a generalization of the 
E-algorithm and prove that the O-algorithm can be expressed as a quotient of determinants. 
2. Basic definitions and some well-known examples 
A rather general type of transformation can be formulated as follows. Let there be given a set 
of elements { TV } y E z (these can be real or complex numbers, but also vectors or matrices), and a 
set of coefficients { (Y:,},,, E z, where k is a given integer. Then the transformation Tvk is given by 
vfk 
T,k:= c cifJ. (2.1) 
i=v 
If we let Y take infinitely many values in E, then we obtain a sequence of transformations. 
Definition 2.1. Let there be given a sequence { T,},E z of elements of a vector space, and define 
recursively sequences { Tpk } y E z, k E N, as follows: 
To:= TV, for vEZ, (2.2a) 
T," := AkyTvk-' + p;T,k,,l, fork=1,2,... and VGZ, (2.2b) 
where the coefficients X”, and & are real or complex numbers (which can eventually depend, 
even nonlinearly, on some terms of the sequence { T,}). Then (2.2) is called triangulur recursion 
scheme. Sometimes the indices v or k will be taken only from subsets of Z or No, respectively. 
As a first example, take the well-known Romberg method for numerical integration of 
functions (see [22] or any textbook on numerical analysis) or differential equations [12,27]. Here 
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T, is the trapezoidal sum taken over 2’ subintervals (where it of course only makes sense to take 
v from N,). In the classical case the coefficients are 
4k 
A”, = ~ 4k and 
-1 
~ - 1 &= 4k - 1 for all v and k, 
hence A”,+&,= 1. 
More general, if we have a sequence of numbers, say { s, }, E z , which possesses an asymptotic 
expansion of the form 
then one can apply linear extrapolation procedures in order to get faster 
(see, e.g., [1,16,28,29] for details). Such an extrapolation procedure is 
recursion (2.2) with TV = szy, A”, = 2Pk/(2Pk - 1) and & = - 1/(2P” - 1). 
A rather different type of example is given by the famous recursion 
functions [11,18]. Let 
. . . <x,<x,+, <x,++ *** 
be a sequence of real numbers and fix some x E R. Then the value of 
computed recursively by means of the formula 
converging sequences 
nothing else but the 
formula for B-spline 
the B-spline BP’(x) can be 
i.e., a recursion scheme of the type (2.2b) with 
k 
%+l:= k-1’ 
The following lemma says that a triangular recursion scheme can always be interpreted as a 
sequence of transformations of the form (2.1) and also contains some results on the sum of the 
coefficients c$,. 
Lemma 2.2. Let, for some v and k, T,” denote the result of a triangular recursion scheme of the 
form (2.2); then th ere exist numbers I_$, such that T,” can be written as 
v+k 
T,” = c CifJ, (2.3) 
i=v 
i.e., { Tyk} is a sequence of transformations of the type (2.1). We have 
& =Ak&’ 
y,y Y Y.Y 3 
a$ = Ak,ay + p$$;~,, 
ai:k,v = &:;:,,+I, 
fori=v+l,...,v+k-1, 
with CX~_, = 1. 
If, for all values of k and v, the sum At -I- & does not depend on v, say Ak, + pLk, = Yk, then the 
coefficients (~fir satisfy the relation 
vtk 
ak= c a;,= ,fiYb [ka 19 
i=v 
l 1, k=O. 
If, in addition, w,” = w for all v, then we have for all k 2 1: a,” = wcxk. 
(2.4 
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Conversely, if for all values of k and v the sum Cy_‘,k (elf, does not depend on v, say 
cy:,” g, = (Yk, then the value Ak, + p: =: yk is also independent of v and we have 
(2.5) 
Proof. The representation (2.3) as well as the assertion (2.4) follow by an easy induction with 
respect to k. 
To prove (2.5), we use the relation 
v+k V+k-1 v+k 
c 4,” =xk, c (Yftyl +p: c &j-:,7 
i=v I=” i=v+l 
which follows from (2.2b). Using the assumption on the sum Cr_‘,k (~fi,, this implies 
which shows that A”, + pf is independent of v. The relation (2.5) now follows directly from (2.6). 
Obviously also o,k = w(Y~, if C$ = w. 0 
We conclude this first section with the definition of the reference functional of a transforma- 
tion, which will be one of the main tools in the following section. 
Definition 2.3. Let 2 denote the space of all functions u, which are defined on a certain fixed 
subset Z= {~~}~~z of R. Then the linear functional on _Z 
v+k 
q”(u) := c cY~,u(z;) (2.7) 
i=v 
(with a!‘, from (2.1) respectively (2.3)) is well-defined; we call it the reference functional of the 
transformation (2.1) or the recursion (2.2). 
Of course, putting q := a( zi), we obtain 
z”(u) = T,“. 
If the TV’s are elements of a vector space E, then u is an application from t: 
u,‘.s for i=O, l,... are functions, or more generally, if the z,‘s are elements of a 
over C, applications from F to C. 
3. Some characterizations and representations of transformations 
to E while the 
vector space F 
For some special cases of the transformation (2.1), several representations and/or characteri- 
zations are well known; for example, the usual divided differences [17,21] as well as linear 
extrapolation schemes [31] can be represented via a complex contour integral, and, in addition, 
can be completely characterized as linear functionals which annihilate a certain linear space of 
functions [9,19,28]. 
C. Brezinski, G. Walz / Sequences of transformations and recursion schemes 365 
In this section we will show that this is possible in a much more general setting; this leads to 
the development of quite interesting new recursion formulae as well as to new characterizations 
and representations of already existing recursions, as it will be shown in Sections 4 and 5. 
We use the following notation. For functions fO,. . . , fk and numbers yO,. . . , y,, we set 
( 
‘fo(r0) **. f,(Y/J \ 
det f, fl . . . fk := det : 
YO . . . . . . yk i 
,fk(iO) *** .fk(Y*), 
The next lemma is the basis for the proofs of Theorems 3.2 and 3.3. 
Lemma 3.1. Let, for some v and k, q” be a reference functional of the form (2.7); furthermore, 
assume that there exists a (k + I)-dimensional linear subspace 
~k:=span{uo,...,ok) 
of 2, such that 
uk 
z + 0 
v+k 
and 
ifj= 1, 2 ,..., k, 
P-1) 
with certain numbers w,k, all different from zero. Then every linear functional L of the form 
v+k 
L(a) := c Pllf!J(z;), (3 02) 
i=v 
which satisfies (3.1), coincides with q”. 
The space Ek will be called characteristic space of z”. 
Proof. The difference functional A := z” - L obviously satisfies 
A(ui) =O, for j=O ,..., k. 
This implies 
A-O, 
due to the assumed regularity of the above system of equations, and thus q” = L. q 
Remark. The assumption . . . 
: .?. . . . 
uk 
z + 0 
Y v+k 
is in particular satisfied, if ZZk is a Haar subspace of 2. As we shall see, this is indeed the case in 
many applications. 
Using Lemma 3.1 it will be easy to prove Theorems 3.2 and 3.3, the main results of this 
section; in this sense, the assertion of Lemma 3.1 is more a theoretical result. However, if one is 
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really interested in solving the interpolation problem (3-l), i.e., in finding the coefficients &, the 
following remarks should be helpful. Problem (3.1) can be interpreted as a dual interpolation 
problem. It can also be replaced by a direct one which can be formulated as follows (see [6] for 
more details). For given Y and k, define the polynomial 
v+k 
p,“(x) = c &J-” 
i=v 
and consider some linearly independent linear functionals I,, . . . ,I, on the space IIv+k of 
polynomials of degree at most v + k, such that 
Then every polynomial p E IIk with the property 
if ./ = 0, 
if j=l,2 ,..., k, 
coincides with p,k. Thus we have the identity 
I 1 X 
. . . Xk 
P,“(X) = 
\ 1,(x’) ik(xy+l) . . . lk(XY+k) 
‘l()(x’) lJx”+l) * * * /(Jy+k) 
det 4(x”) lI(xy+l) . . . I,(X”+k) 
\ I&‘) /k(x*v+l) . . . lk(Xifk) 
-a,“. 
The computation of p,” is a problem which can be solved recursively by several recurrence 
relations as described, for example, in [6]. 
We now return to our center of interest, namely new representation formulae for the 
transformation (2.1). Our first main result is the following. 
Theorem 3.2. Let there be given a transformation T,” with reference functional qk( a). Then, under 
the assumptions of Lemma 3.1, the representation 
is ualid. 
(3-3) 
Proof. The quotient given in (3.3) is a linear functional of the form (3.2) and satisfies the 
equations (3.1). El 
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Example. Let f be a function, which is defined on a set of mutually prime real numbers { z,,}. 
Then we can define the divided differences 0,” of f by 
0,” :=f (ZJ, for vEZ, (3.4a) 
D,” := 
Or”- ’ - DVk;,’ 
‘V - ‘v+k 
, fork=l,2 ,... andvEZ. (3.4b) 
This is a recursion scheme of the form (2.2); its reference functional 9: satisfies (cf. [19]) 
Q&f(P) = i i9 
if p(z) = zk, 
, if PEII~_~. 
So, in the setting of Lemma 3.1, we have Ek = II,, the space of polynomials of degree at most k. 
Now we can apply Theorem 3.2 and get the result 
det f p1 . ” Pk 
q(f)= i zV ... 
. z 
::. 
p .?. . . . 
Y 
z 
with p,(z) :=zj-l for j= l,..., k, and p,,(z) = zk. (This special case was known before, cf. 
[17,211.) 
While it might have been expected that a linear functional like (3.2) can be represented as a 
quotient of determinants, it is surprising that this can also be done in terms of a complex contour 
integral. This is shown in the following theorem. 
Theorem 3.3. Adopt the notations of Lemma 3.1, introduce the abbreviation 
and let C be a simply closed curve in the complex plane, such that the points z,, . . . , z,+~ lie inside 
C. Furthermore, assume that the functions O, u,, . . . , ak have analytic continuations into the 
complex plane, and that for j = 1,. . . , k, 
I "j(") I 
IAk(z)l =“(izi-l) for IzI +m. 
Y 
Then, if 
the reference functional .5$” has the representation 
uk 
qf$,) E ii- ‘/ O(L)dZ. 
hi a; cAt(z) 
(3.5) 
(3-6) 
Proof. We denote the integral on the right-hand side of (3.6) by I,“. As an immediate 
consequence of the theorem of residues, 1,” is a linear functional of the form 
v+k 
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We only have to show that the conditions (3.1) are satisfied. For j = 0 this is clear. Now let j be 
a fixed number from the set { 1,. . . , k } . Because all the poles of the integrand lie inside C, we can 
replace this curve by a circle CR around the origin with radius R, R large enough. This implies 
the inequality 
(3.7) 
For R -+ 00 it follows from (3.5) that the right-hand side of (3.7) converges to zero; but this is 
only possible if 
I,“(Ui) = 0, 
which proves the assertion of Theorem 3.3. III 
Example. We continue the divided difference example from above (see also [17,21]). For 
j=l ,*.., k 
I P,(Z) I 
lAk(z)l =0(IzI’-k-2)=0( ]z]-‘) for ]z] + 00, 
Y 
since A:(z) E IIk+t. Hence 
_ PM 1 
J 
pdz = 0, 
2ai &(z) 
P-8) 
for all p E II,_,. Now let j = 0; the function p,,(z) = zk can be written as 
zk = (z - z,+J(z -z,+*) . ... * (z - z,+d -P(Z), 
with some p E II,_,. From (3.8) we see that 
1 
--/ 
Zk 1 
J 
1 
hi cAF(~) 
dz=% c”_ZPdz=l, 
and so Theorem 3.3 yields that the reference functional of the divided difference scheme (3.4) 
can be written as 
Corollary 3.4. Let 
v+k 
be the reference functional of a transformation. Then, under the assumptions of Theorem 3.3, the 
coefficients a& are explicitly given by 
k _ 
cdk 
a; y - -r ( da:(z),=z,)j’. ~2,” dz 
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Proof. The assertion follows again immediately from the theorem of residues, because 
Wk v+k 
= $ ,& Res e(z) -; z=zi 
Y *=Y X(z) 
= $ “cko(z,) - (&A:(z),_..) j’. 0 
Y *=Y 
4. Triangular recursion schemes 
In this section we shall look more deeply into the recursion scheme (2.2). The first result is the 
following theorem, which provides a generalization of the E-algorithm [1,13,20,24]. 
Theorem 4.1. Let, for some v and k, 
v+k 
denote the reference functional of a transformation and let Ek := span{ u,, . . . , uk } be its characteris- 
tic space. Then, provided that 
if k > 2, the following recursion scheme holds: 
,y,yu) = -2:?("k)'Zk-1(u) -~k-'(uk>-2:i1(u) k 
Y ‘d,“-‘q:;‘( (Tk) - ‘$,;xk-l( (Jk) WV’ 
with ._?$“( a) = a( zy). 
Proof. Let us write 
T”(u) = A:“,-2”-‘(u) + &~$;‘(a). 
For u = a0 this gives us 
Uk = x”,w,” - l + p$d,ky; ) Y 
while for u = uk we obtain 
0 =x”,q”-‘(u,) + &_2:;‘(uk). 
Solving this system of two equations with two unknowns gives us 
and 
p;= - w,kcz”-y Uk) 
ok-‘_2y(uk) - &?_qk-yuk) * 
Y 
(4.2) 
(4.3) 
(4-4 
(4.5) 
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Obviously, for u = ui, . . . , uk_ I, (4.2) also holds. Thus the assertion of the theorem holds, if we 
can show that the denominator in (4.4) and (4.5) is different from zero. To do this, we use (3.3) 
and write 
=bJ 
k-luk-1 
Y v+l 
\ 
Za, ul : 1: 
v+1 .** 
F-1 
v+k 
- 
*uo (Jl 1:: :-1 
v+l .-. v+k 
. . . 
det : .?. . . . i Y z~~I’, i . . . 
det : .4’. . . . i Y z~~~~l 
which is, by Sylvester’s determinantal identity, for k >, 2 equal to 
. . . 
uk 
k 
. . . z 
V+ 
. . . 
uk-l 
(-1) a, v+l k k-lgk-1 
. . . Z v+k-1 
. . . 
. . . 
. . . 
. . . 
Z 
Since we always assume that 
. . . 
: .9’. . . . uk z +O, 
Y v+k 
the additional assumption (4.1) gives the desired result. 
In the case k = 1, the denominator in (4.4) and (4.5) reads 
&?X%> - ~:+l%“(el)~ 
which equals 
a nonzero number. Thus the theorem is proved. 0 
Remark. This approach, i.e., starting with a given linear functional and then trying to compute it 
recursively is in fact a “historical” one. It was used for special cases by Schneider in [24] as well 
as by Meinardus and Taylor in [20]. 
The algorithm (4.2) is a generalization of the E-algorithm (see, e.g., [6,7]), which is recovered 
by setting 
-2”(u) 
@“’ = qk( uo) 
and g$‘? = 
TkCui) 
,’ z”(u,) . 
From this connection we immediately have the next theorem. 
Theorem 4.2. A necessary and sufficient condition that, for all v, T,“/o,” = S is that, for all v 
T,=SU,(Z,) +alUl(Z,) + “- +ap,(z,). 
Let us now try to find other recurrence relations of the form 
K”(u) = a,k<fp’( u) + b:z$ij( a), 
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with 0 < i <j and p, q E Z. By taking sucessively u = q,, . . . , uk, we can see that such a relation 
can only hold in general if i =j = 1. In that case we have 
k_ 4-T:qYuk) and bk= -4z:,‘(~k) 
a, - 4 Y d,k ’ 
with 
d,k = w;,-,1~:,‘(u,) - ~,k;,‘K:,~(u~). 
Of course such a relation only holds if d,k z 0, but it is not possible to express this condition as 
simply as in Theorem 4..1. 
However, thanks again to the connection with the E-algorithm, we have the following 
“multistep formula”. 
Theorem 4.3. Let, for some m >, 1, the determinant 
det z” q:, . . . xi,,, := det -z:lbO) ?%(“k+l) --* 
00 uk+l ... uk+m 
-2:l(“k+m) 
\q:m(“O) ?:m(“k+l) - -. ~~,(“k+m) 
be different from zero. Then the value _Zk+“‘( a) 
values z”(u), . . . , 
can be expressed as linear combination of the 
z$,,,( a). We have the relation 
det K” Cl *-* -z:, 
u uk+l *‘* uk+m I. ..‘~u, = 
det z” 
_2:, ... .q:, 
00 uk+l -.. uk+m 
(4.6) 
and a similar formula by exchanging k and m. 
Proof. Our aim is to deduce an expression of the form 
Yk+m(u) = a,Yj”(u) + ... +a,z$,(u), Y 
for arbitrary m > 1 (where the coefficients a,, . . . , a, do of course also depend on v and k). 
Taking here successively u = uo, uk+ l,. . . , u~+~, we obtain the coefficients a,, . . . , a,,, as solutions 
of the linear system 
/ 
. . . / ak+m \ 
-2k(uk+l ) %:l(“k+l) ” * q:,hk+,> “.O ‘() 
: 1:); . 
. 3 
\~k(uk+m) %:l(bk+,) * * ’ -z:,&k+,) , 
am 
, 0 , 
and thus, by Cramer’s rule, the assertion of the theorem. 0 
For k = 0 we recover the determinantal formula (3.3) while, for m = 1, we obtain (4.2). For an 
arbitrary value of m this multistep formula can be used to compute directly qk+m(u) from the 
372 C. Brezinski, G. Walz / Sequences of transformations and recursion schemes 
qk( u)‘s. Thus if a breakdown, due to a division by zero, occurs in (4.2), it is possible to jump 
over the singularity. The same is true if the denominator in (4.2) is small in absolute value. In 
this case, called near-breakdown, a severe propagation of rounding errors can occur and thus 
using (4.6) can improve the numerical stability of the algorithm by jumping over the near-singu- 
larity. 
Of course, in practice the main problem is to find the a,‘~. They are determined by the 
conditions 
zk(crj)=O, fori=l,..., k, and zk(u,)=ti,k. 
This leads to a (in general nonlinear) difference equation of order k with nonconstant coeffi- 
cients, which is usually quite difficult to solve. However, as proved in the following theorem, the 
0,‘s are independent of k which means that if a,,, . . . , uk_* are already known for qk-‘( u), then 
one only has to find the new uk satisfying q”( uk) = 0. We shall illustrate this point in Example 
5.2. 
Theorem 4.4. The functions a,, u,, . . . are independent of k, in other words, if Eke’ = 
span{ uo,. . . , ok- 1 } is the characteristic space of zk-‘, then the functions a,, . . . , uk with the same 
ql,..., (I~_~ span the characteristic space of zk. 
Proof. Let the space_ZkV1 be spanned by the functions a,, . . . , (J~_~. Then, by definition, 
_qy”-‘(uj) = w,k-‘, if j= ‘9 
i 0, ifj=l,2 ,..., k-l. 
Now we apply the recursion formula (4.2) to each of the functions a/, which gives 
yk(u,) = %:T'("k)~k-l(uj) -%k-'(uk)~:~'(uj) 
Y J 
(4.7) 
P-8) 
and the combination of (4.7) with (4.8) immediately implies the desired result 
ifj=l,2 ,..., k-l. 0 
5. Applications 
In order to avoid the impression that the previous results are only of theoretical interest or 
more or less only applicable to divided differences, we will in this section study their applications 
to various examples in some detail. Triangular recursion schemes of the form (2.2) appear in 
many parts of numerical analysis. 
Example 5.1 (Linear extrapolation methods). The results for this special case were published 
elsewhere [1,28,31], so we can be rather short. Given a sequence s(n), which possesses an 
asymptotic expansion of the form 
s(n) = s + C cjKp~, 
i=l 
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one usually applies a linear extrapolation method, or, in other words, a triangular recursion 
scheme of the form 
T,O := 42”) for YE Z, 
2pp 
T”kZ= 2P*_l Y 
Tk-’ _ 
&qk+<l, for k=l, 2 ,... and VEZ. 
The corresponding characteristic space Ek is here spanned by the functions 
u,(z) := z-4, j=O,..., k, 
with p. := 0 and z” := 2”, v E Z. The results of Section 3 now immediately yield the explicit 
representations of the extrapolation scheme as a quotient of determinants and as a complex 
contour integral, which were found earlier by direct calculations [1,28,31]. 
Example 5.2 (Q uasi-linear extrapolation methods). Let { TV } be a sequence of numbers. We say 
that the transformation { TV} -+ { T;” }y E N is quasi-linear if it has the form 
T”k:=&(T,,...,T”+k), 
where the function Fk satisfies 
Fk(auo+b,..., auk+b)=aFk(uo,...,uk)+b, 
for fixed numbers a and b. In that case, as proved by Brezinski in [5], we have 
“+k 
qk= c (YfJ, 
i=v 
where 
with 
Fk’,;bo,...,Uk)= 
~Fj(Uo,-., Uk) 
6Uj_” ’ 
for i = v, . . . , v + k. 
Let us examine some quasi-linear extrapolation methods in detail. For their comprehensive 
exposition, see [7]. To start with a familiar example, take Aitken’s A*-process, which can be 
written as 
S” AS”,, - s”+I AS” T,‘= AS 
“+I- AS” = A’“S” +ds”,,, 
with 
AS”,, h’, = - AS 
A*S” 
and $,, = - y 
A’s, ’ 
Thus, if g = { g(v)}, we have 
T’(g) = g(v) AS”,, -g(v+ 1) AS” 
Y AS”,, - AS” . 
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So, the two sequences defined by gO( V) = 1 and gi( Y) = AS,, satisfy our assumptions, since for all 
Y 
7”‘( g,) = 1 and T,‘( g,) = 0, 
and we obtain the representation 
which is a well-known formula for Aitken’s A*-process. 
There are several sequence transformations for which a triangular scheme of the form (2.2) 
holds and for which a representation formula of the form (3.3) or (3.6) is not known. For 
example, this remark is valid for Overholt’s process: 
V”O := S”, v,” := 
(As,+,-,)“v,ff+;’ - (ASv+k)k~k-l 
(ASv+k-l)k  (ASv+k)k ’ 
(5 4 
for YGZ and k~lY(, where {SY}YEZ is the sequence to be transformed and ASj := Sj+i - S, 
denotes the usual forward difference. Putting 
(ASv+k)k 
+= - (ASv+k_l)k - (ASV+k)k and 
(ASv+k-l)k 
i+= (AS,,k_,)k - (AS,+k)k ’ 
we see that (5.1) is a triangular recursion of the form (2.2). 
Another even more important example is the O-algorithm, which is one of the best conver- 
gence acceleration algorithms actually known. It is given by 
0-1 = 0, 
Y 
0,” = s,, 
@k+l = @,‘:,’ + @k, 
D 2k+l 0,2+kl - Dv2k+10yZ+k2 
@fk+* = Y+‘D2k+l 
v+l 
_D2k+l ’ 
Y 
(5.2) 
for VEZ and kEN, where 
We are only interested in finding a determinantal formula for 0;k+2. By setting 0,‘” := T,,tk, we 
see that the rule (5.2) can be put into the form (2.2); more precisely we have 
T;+k= 
_ D2k-'Tk-' 
Di%';~~l _A,,_~ v+k+l, 
v+l Y 
thus 
A", = 
D2k-' 
A;?2k-l 
and & = 
D2k-' 
v+1 
AQ2k-’ * 
To apply the results of Section 3, i.e., to write the processes (5.1) and (5.2) as ratios of 
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determinants, we have to set z, = v and to find k + 1 sequences { g,} = { gi( v)},~ z, j = 0,. . . , k, 
such that 
if j=l,2 ,..., k, 
where T,k( gj) denotes here the application of 
the representation 
i 
S” --. s v+k 
the algorithm to the sequence { g, }. We then have 
det s&d e.0 g,(v+k) 
/ . 
@,2k = ! . gkb) **’ Ed’-+k) / 1 . . . 1 
&(V) *** g,(v + k) 
det . 
@kid **- &‘kk(V’+k) 
(5.3) 
det g*(v) ... dv+k) 
T,” = 
\gk(‘) ... gk(v+k), 
det I 
1 
go(v) ..- g,,(v+k) a’- 
gk(V) : 1 --* gk(v+k) 
It must be noticed that when we write 
we keep the same A”, and & for any sequence g even if they depend on { S, } as it was the case 
for the A2-process. We keep the values they have when the process is applied to { S,,}. This 
remark is fundamental for the sequel. 
So far we have seen that the O-algorithm as well as Overholt’s process can be written as ratios 
of determinants, which is a new result. However, finding the explicit representation of these 
determinants is a very difficult task, since we have to deal with difference equations with 
nonconstant coefficients, cf. the above remarks; until now, we were only able to compute the 
first nontrivial row of the determinant, but nevertheless we find the following theorem interesting 
enough to present it in this form; maybe it gives also inspirations for some future investigations. 
It also shows that the O-algorithm and Overholt’s process could be implemented by means of the 
E-algorithm. 
Theorem 5.3. The sequences 0,‘” (O-algorithm) and Vyk (Overholt ‘s process) can be expressed as 
ratios of determinants of the form (3.3) (respectively (5.3)) with a,” = 1 for all v and k. We have 
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with 
s,(j) = 
As,+,-1 As,+, 
A2Sj,,_, . 
Example 5.4 ( B-splines). Let K := { x, }, E Z c R denote an arbitrary fixed sequence of knots with 
the property x, < x,+i for all v E Z, and choose a number m E N. Then for each v E H there 
exists a uniquely determined (suitably normalized) spline function s of order m with 
s(x)=0 forxcx, and x>x,+, 
(e.g., [18,19]). This spline is called B-spline of order m and denoted by B,“(x). 
In the following we will study two different types of recursions for the calculation of B-splines, 
where, from now on, x is an arbitrary, but fixed real number. 
(a) Define, for some m E N, 
TvO:= m(x, - x)‘c_’ 
where (*)~-’ denotes the usual 
(t)‘:_‘:= o;_, ( if t , if 
and Tk := Y X .+,‘_ X (Tyk-l - cd , (5.4) Y 
truncated power function, defined as 
t<o, 
t>o. 
Then all values T,” are well-defined, and in particular we have 
The recursion (5.4) is just the usual recursion formula for divided differences; therefore we again 
have Zk = IIk, and application of Theorem 3.3 provides a new proof of the contour integral 
representation of B-splines, which appeared first in [18] (see also [30] for the case of exponential 
B-splines). From Corollary 3.4 we get the explicit representation of B-splines as linear combina- 
tions of truncated power functions. For u(z) := m( z - x)~- ’ one has 
B,“(x) = ‘r( &I;(z);_,)-‘u(xi) 
i=v 
v+m 
m-1 
= ,F” n;:,“iJx, - Xi) m(xi - x)+ 
Y+m 
(-1)“m 
= ,F” l--p?,,(x; - Xi) (x - xJY. 
(b) We now study the “usual” B-spline recursion formula. To avoid unnecessary complica- 
tions we restrict ourselves here to the equidistant case and put, without any loss of generality, 
x Y := v for all Y. Then the B-splines can be computed recursively by means of the formula 
B,k=(~-v)B~~-~+(~+k-x)Byk+~. 
(Note that the normalization chosen here slightly differs from that in Section 2.) Usually this 
recursion is started with k = 2, i.e., initialized with the B-splines 
KY-4 = { ;; if v<x<v+l, else_ 
C. Brezinski, G. Walz / Sequences of transformations and recursion schemes 377 
To be completely consistent with our definition (2.2), we formally introduce a level k = 0, i.e., 
B-splines of order zero, by 
Then the 
This is a 
Let 
B,O(x):=(x-v)T’= ;;_v)_l i 3 
y;;;> 
B-spline recursion reads 
B,O = B,o(x), VE h, 
B,k=(x-v)B,k-l+(v+k-x)B,kt;, k=l,2,...,YEZ. 
(5.5) 
triangular recursion scheme of our kind, where the sum of coefficients equals yk = k. 
v+k 
A?;(u) := c +(i) 
i=v 
(5.6) 
be the corresponding reference functional. We now prove the existence of a characteristic space 
for this functional. 
Theorem 5.5. For j = 0, 1,. . . , k define the function 
b,(z) = (z ‘,)j. 
Then the functional .9?B,k satisfies 
(5 -7) 
In other words, the Haar space Ek = span{ b,, . . . , b, > is the characteristic space of the functional 
(5.6). 
Proof. For j = 0, i.e., b,, = 1, the assertion follows from the application of Lemma 2.2. Now, let 
jE {l,..., k}. Because B,” is defined recursively, it suffices to prove that SY:( bk) = 0, see also 
Theorem 4.4. To do this, we compute the coefficients (Y& in (5.6) directly, which is in this case 
quite easy. Using induction on k, we get 
&= (-l)i-v( iky)(x-i)k. 
for i = v, . . . , v + k. Therefore, 
~~(b,)=“~k(-l)i-‘(i*yi(x-i)*(x-i)* 
I=” 
= :k(-l)‘( ;) SO. q 
j=O 
An application of Theorem 3.2 now yields the following representation formula for B-splines, 
which, to the best of our knowledge, is also new. 
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Theorem 5.6. Let a(z) be a function which is defined for all z E Z, and let b,, . . . , 6, be the 
functions defined in Theorem 5.5. Then the reference functional .G?rk from (5.6) can be written as 
det u i 
b, . . . b, 
In particular, with 
b*(z) := (z -x)J1, 
each B-spline function BVk( x) has a representation as 
b* b, 0.. b, 
B,k(x)= 
\ y . . . . . . v+k) 
Example 5.7 (Bernstein polynomials). Well known since many years, and nowadays, since the 
appearance of CAD, again in the center of interest, are the Bernstein polynomials, defined for 
fixed degree k as 
P/y x) := ii 1 I: x”(l - X)k-“, x E [o, 11) (5 4 
b elsewhere, 
with the usual convention that P,” = 0, if v < 0 or v > k. 
In the following we present two different recursion formulae for the computation of the 
Bernstein polynomials; to save space, and because the argumentation is similar to that in the 
previous examples, we will leave some details to the reader. 
(a) The classical recursion formula. Put 
PO0 := 1, P,” := 0, for vEZ, v#O, 
P,“:=(~-x)P,~-‘+xP~+-~‘, fork=l,2 ,... and VEZ. 
(5.9) 
The values computed by (5.9) coincide with those defined in (5.8). The reference functional 9: 
of (5.9) is 
L@:(u) = i fxt,u(i), (5.10) 
i=v-k 
with 
a! = 
k 
I,Y i-(v-k) 
x~-i(l _ X)i-WW, 
for i = v - k, . . . , v. Putting u*(z) := PZo we get 
x’-‘(l - X)i--(“--k)p; = o;,, 
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Here no (k + 1)-dimensional characteristic space exists. Solving the equation 
.PF(fJ)) =o 
leads to the solution 
Uk(Z) = (1 -x)-k(j&J, (5 Sl) 
but the functions { a,, . . . , ok } are not even linearly independent. 
(b) The other recursion which we now want to present can even be given for a class of 
generalized Bernstein polynomials (Bernstein polynomials with noninteger exponents), which can 
be found for instance in [17]. Let { a,} be a strictly increasing sequence of real numbers with 
a, = 0. Then for x 2 0 the generalized Bernstein polynomial L:(x) is defined as 
L; := 1, 
L~:=(-l)“-‘a,,,...:a,~l 
xz dz 
c(~-a,).....(z-a,) 
=(-l)k-“a,,+,.....a, A(aY ,..., a,; x’), O,<v<k, I 
(5.12) 
where the divided difference is taken with respect to t, and C again denotes a simply closed 
curve in the complex plane with a,,, . . . , ak inside of it. Clearly, if a,, := v for all v, these 
generalized Bernstein polynomials coincide with the classical ones in (5.8). 
Now, using induction on k, one easily proves that the functions L,k can be computed by the 
following triangular recursion scheme: For fixed x 2 0, set 
F-0 := xa”) for vEH, 
FVk := av+k 
Fk-’ _ a 
‘, _ atIF;+;’ , fork=1,2,... and VEB. 
(5.13) 
v+k Y 
Then Fyk = L:(x). 
This is again a triangular recursion scheme of our kind; using the results of Section 3, one can 
reconstruct the representations (5.12). This means that one could use the recursion (5.13) as 
definition of the generalized Bernstein polynomials, and would come to the same functions as 
given in (5.12). Moreover, if we have equidistant exponents, i.e., if 
a, = PV, 
with some p > 0, then the sum At + pt equals (k - 1)/k, i.e., it is independent of v, and Lemma 
2.2 is applicable. In particular this is true if p = 1, i.e., for the classical Bernstein polynomials. 
Finally we write down the recursion for this special case. The Bernstein polynomials P,“(x) can 
be computed by means of the triangular recursion scheme 
p,o := x”, for vEZ, 
p,” := v+k --p,k-1 _ Tpk-1 
v+l Y fork=1,2,... and VEZ. 
Example 5.8 (Forma/ orthogonal polynomials). Let II be the space of complex polynomials and 
tCiliEN a given sequence of complex numbers. Then we can uniquely define a linear functional 
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c on II by setting 
c( xi) = ci, for i=O, l,... . 
Furthermore it is possible, under certain assumptions which shall not be discussed here, to define 
a family of orthogonal polynomials { Pvk } k,u E N, each P,“(x) having exact degree k and satisfying 
dy)(xlPyk(x)) = 0, for i = 0, l,..., k - 1, (5.14) 
where the functional c(‘) is defined through 
c(‘)(x’) := c,+; = c(x’+‘), for i = 0, l,... . 
As is well known (see, e.g., [2]), these polynomials P,,k(x) satisfy certain recurrence relations, and 
we shall try to recover one of them as a special case of the recursion (4.2). To do this, we take 
z :=x “, ~(2,) := z,, oi(z,) := c~+~_~ for i = 1, 2 ,... 
determinant 
and a,( z,) = 1. Furthermore, we define the 
’ 1 1 
C” C 
C,” := det . 
v+1 
. 
C v+k-1 cv+k 
the Hankel determinant 
’ cv C v+1 
C V+l C 
H,k := det . 
u+2 
. 
\c u+k-1 C v+k 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
1 1 
C v+k 
> 
Cv+2k-l, 
C v+k-1 
C v+k 
C v+2k-2, 
and finally put 
Wk := (-l)kc,k 
Y x”H,k 
(all denominators in this example are assumed to be nonzero). Then, according to (3.3), z”(a) is 
the manic formal orthogonal polynomial P,“(x) as defined in (5.14). It is easy to see that 
z”-‘(,,,) = H,k 
xyfrl ’ 
and, by Sylvester’s determinantal identity, that the denominator in (4.2) equals 
(- Q-‘C,k 
X 2”+1Hyk-1 . 
So we finally obtain 
A,‘ = _ H,k,iHyk-l k 
Y HkHk-1 = -4, 
and &=x. 
Y v+1 
Thus (4.2) becomes the usual relation (see, e.g., [2, p.951) between two adjacent families of formal 
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orthogonal polynomials, i.e., 
P,“(X) = XP,“,-,‘(X) - q,kP,k_‘(x), 
where the quantities q,k can be obtained recursively by the qd-algorithm. 
Orthogonal polynomials normalized by the condition P,(l) = 1 have applications in semi-iter- 
ative methods for solving systems of linear equations. 
It should be pointed out that biorthogonal polynomials as well as Pad& approximants also fit 
into this framework, see [2,6,14]. In particular, many of the recurrence relations given in [6] have 
the form (1.2). 
Example 5.9 (Projection methods). Let us consider the ratio of determinants 
RlW ... g,b+k) 
det . 
gjy, *** g,(v’+k) 
where the S’s are vectors of the space Q= p and the g,‘s scalars. Such ratios cover many projection 
methods which recently received much attention (see [25,26] for a review). These are 
- the minimal polynomial extrapolation method (MPE), when g,(v) = (AS,+,_,, AS,+,_i), 
- the reduced rank extrapolation method (RRE), when g,(v) = (A2SV+,_,, AS,+,_,), 
- the modified minimal polynomial extrapolation method (MMPE), when gj( V) = ( y,, AS,+,_ i) 
and Henrici’s method [23], if { y, } is the canonical basis of C P, 
- the topological r-algorithm, when g,(v) = (y, AS,+;_,). 
The vectors H,” can be computed recursively by the so-called H-algorithm [3,8] as follows: 
HP’= S,, g,““=g;(v), v=o, 1 ,*.., i=l,2 ,.‘., 
H," = 
H,” - lg;~-l’. k _ H,k,-g,k - 1, k 
k-1.k 
- tPk ’ 
v=o, 1 )...) k=l,2 ).‘., 
g v+1 
k-1,; k-l,k 
k,; _ & gv+l 
k-1,; k-l,k 
-g”+l g, 
!iL - ) y=O,l,..., k=l,2 ,..., i>k. 
g 
k-1.k 
v+l 
_ g,“- l,k 
In the case of the MMPE, the SP-algorithm [15] can also be used. These algorithms fit into our 
framework. The recursive projection algorithm (RPA), the compact recursive projection al- 
gorithm (CRPA) and their variants [4] also have the same form as (4.2) with u,” = 1. They have 
applications in projection methods for solving systems of linear and nonlinear equations, where 
they provide a derivative-free quadratic method [15]. In particular, when applied to a system of 
linear equations, the topological c-algorithm produces the same sequence of iterates as the 
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biconjugate gradient method [2]. The RPA and CRPA also have connections with Fourier series, 
the Gram-Schmidt orthonormalization process, the general interpolation problem as described 
by Davis [lo] and Rosen’s method for nonlinear programming. All these algorithms have many 
applications which are described in [7]. 
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