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Introduction
Le projet Omnibot a pour principaux objectifs, la concep-
tion et l’optimisation d’une boucle perception-commande,
en partant du composant (imageur) jusqu’a` la navigation
du robot. Cette approche originale permet ainsi la cre´ation
d’une nouvelle ge´ne´ration de capteurs pour la vision om-
nidirectionnelle tout en gardant une interaction constante
avec des applications re´elles. L’objectif final de ce pro-
jet est de proposer un de´monstrateur mettant en œuvre un
robot mobile commande´ par un asservissement visuel om-
ndirectionnel. Ce projet fait actuellement l’objet des quatre
parties qui sont de´veloppe´es ci apre`s.
1 Re´alisation du capteur
Franc¸ois BERRY - LASMEA
1.1 Ge´ne´ralite´s
Le capteur omnidirectionnel que nous nous proposons
de re´aliser est base´ sur l’association d’un miroir de
re´volution et d’une came´ra de´die´e a` la perception des im-
ages re´fle´chies. Dans la suite de ce paragraphe nous nous
inte´ressons exclusivement a` cette came´ra.
Le syste`me tel qu’il a e´te´ conc¸u est compose´ de trois mod-
ules inde´pendants permettant d’assurer les principales fonc-
tions:
• l’acquisition de l’image par un imageur ad hoc,
• la gestion du syste`me et le traitement des donne´es,
• la transmission de l’image par un protocole adapte´.
Ces trois modules sont re´alise´s au sein de trois cartes qui
sont assemble´es de manie`re a` obtenir un syste`me qui soit
compact et robuste : structure ”fagot”. La figure 1 illustre
l’assemblage du syste`me.
• La carte principale (infe´rieure) sert a` la gestion du
syste`me et est e´tudie´e pour eˆtre tre`s souple au niveau
de sa conception. Sur cette carte, plusieurs con-
necteurs sont pre´sents dont un qui est re´serve´ a` la carte
imageur.
• La seconde carte (en fac¸ade) comporte l’imageur.
Dans le cas pre´sent, le composant sensible qui a
e´te´ choisi est un imageur CMOS dont le distribu-
tion des pixels est log/polaire. Cette distribution de-
vrait permettre une meilleure adaptation a` la percep-
tion des images catadioptriques. De plus la tech-
nologie CMOS permet l’acquisition de zones d’inte´reˆt
Figure 1: Assemblage des cartes
dans l’image, ce qui devrait faciliter les traitements
d’images, l’extraction de primitives et augmenter la
vitesse d’acquisition. Ce composant unique sur le
marche´ est fabrique´e par la socie´te´ belge Fill Fac-
tory (www.fillfactory.com) et qui a e´te´ de´veloppe´e en
collaboration avec l’e´quipe de G. Sandini en Italie.
Cette carte comporte aussi une me´moire permet-
tant de stocker une image de re´fe´rence afin de cor-
riger l’offset des pixels et un DAC (Convertisseur
Nume´rique/Analogique) afin de re´gler les diffe´rentes
tensions de l’imageur.
• La dernie`re carte (supe´rieure) permet d’assurer la
communication avec ”l’exte´rieur”. Dans le cas du
projet Omnibot, nous avons opte´ pour le bus USB 2.0
qui permet un haut transfert de donne´es tout en e´tant
compatible avec l’USB1. De plus ce protocole est
disponible sur tous les PC du commerce.
Le premier prototype re´alise´ est pre´sente´ sur la figure 2.
Une des originalite´s majeures de ce capteur, hormis
l’inte´gration d’un imageur a` distribution polaire, est
l’utilisation d’un FPGA massivement reconfigurable per-
mettant d’utiliser le concept re´cent : SoPC (System on
Programable Chip). De cette manie`re l’inte´gralite´ de la
gestion du capteur est confie´e a` un seul composant de
grande e´volutivite´ et permettant d’inte´grer un processeur
et diffe´rentes ope´rations a` de´finir par l’utilisateur. Cet as-
pect de reprogrammabilite´ doit eˆtre souligne´ puisqu’il est
ainsi possible d’inte´grer certains pre´-traitements d’images
1
Figure 2: Vue ge´ne´rale du capteur
directement dans le capteur.
1.2 Spe´cifications techniques
D’un point de vue performance, nous pouvons donner les
spe´cifications du capteur sous deux aspects.
Caracte´ristiques ”optiques”. La zone sensible de
l’imageur est de´compose´e en deux parties concentriques.
• Au centre de l’imageur, la zone appele´e ”fovea” est con-
stitue´e par un ensemble de cercles dont le nombre de pixels
varie avec le rayon tel que:
NPixel = 6× rayon
De cette manie`re la zone dite ”fovea” admet un total de
42 cercles variant de 1 a` 252 pixels. Les caracte´ristiques
Figure 3: De´tail de la zone ”fovea”
ge´ome´triques sont un diame`tre ρ0 = 272, 73µm avec un
ensemble de pixels de taille constante de dimension 6, 8 ×
6, 45µm2.
• La seconde zone dite ”retina” est une couronne autour de
la ”fovea” compose´e par 110 cercles de 252 pixels chacun
pour un diame`tre de 7135, 44µm. Naturellement la densite´
de ces pixels oblige a` une re´partition variable de l’inte´rieur
vers l’exte´rieur avec une variation de la taille de chaque
pixel. Le rapport d’accroissement de la taille des pixels
dans la retina est k = 1, 02337/cercle et il est possible





ou` p est la ”coordonne´e cercle” du pixel et ρ est la distance
du centre du capteur au pixel escompte´.
Il est a` noter que ce composant est actuellement le seul
sur le marche´ et est malheureusement muni d’un filtre de
Bayer permettant de reconstruire la couleur des pixels. Le
principe de ce filtre consiste a` colorer alternativement les
pixels d’un filtre rouge, vert et bleu. A partir des informa-
tions recueillies, une interpolation locale permet de retrou-
ver la couleur re´elle des pixels. Le biais d’un tel principe
est la perte de pre´cision en luminance et en e´chantillonnage.
Caracte´ristiques ”e´lectroniques”. Comme cela a de´ja`
e´te´ e´voque´ plus haut, la gestion du capteur a e´te´ confie´e
a` un composant reprogrammable. Dans la cas pre´sent nous
avons choisi un FPGA Startix EP1S25 de la famille Alte´ra
qui dispose des caracte´ristiques suivantes :
• Plus de 25000 e´le´ments logiques permettant
d’instancier un processeur fonctionnant a` 80 MHz.
• environ 2 Mbits de me´moire
• plusieurs blocs DSP permettant de re´aliser rapidement
des ope´rations de base du traitement de signal (MAC).
On notera que la carte a e´te´ conc¸ue de manie`re a` pouvoir
e´voluer vers des composants de la meˆme famille mais plus
performants.
De plus, autour de ce composant ont e´te´ rajoute´s :
• Me´moire SRAM : 1 boıˆtier de 1 Mo
• Me´moire SDRAM : Possibilite´ de connecter 64 Mo.
• La possibilite´ a` travers diffe´rents connecteurs de pou-
voir rajouter des modules au capteur.
En terme d’utilisation, il est pre´vu que l’utilisateur puisse
spe´cifier la zone qu’il souhaite acque´rir en terme de cercle,
de quartier de cercle ou de feneˆtre d’inte´reˆt. En effet, il
est important de garder a` l’esprit la vitesse d’acquisition de
10 Mpixels/s qui est, en re´alite´, ”module´” de la manie`re
suivante:
• Sur le meˆme cercle, le defilement des pixels se fait a`
10 Mpixels/s
• Entre deux cercles, il y a une latence de 1µs donc le de-
filement de l’inte´rieur vers l’exte´rieur se fait a` 1 Mpix-
els/s
De plus toutes les valeurs des pixels sont naturellement
donne´es avec une pre´cision de 10 bits. D’un aspect plus
pratique, le capteur se pre´sentera comme une came´ra pou-
vant eˆtre directement branche´e sur le bus USB d’un PC.
Actuellement les de´veloppements de drivers sont faits sous
Windows 2000 et XP mais devraient eˆtre rapidement migre´s
sous Linux Red Hat 9.0 et sous l’OS temps re´el QNX.
2 Mode´lisation
El Mustapha MOUADDIB CREA, Youssef MEZOUAR -
LIRMM
La mode´lisation d’une came´ra catadioptrique panoramique
rele`ve de la meˆme de´marche que celle des came´ras perspec-
tives, a` ceci pre`s que les rayons lumineux sont re´fle´chis
par le miroir de re´volution. Cette re´flexion introduit une
transformation supple´mentaire dont il faut tenir compte. La
transformation de´pend de la surface du miroir. Nous fer-
ons re´fe´rence dans le cadre de cette e´tude a` deux types de
miroirs : les paraboloı¨des et les hyperboloı¨des. Nous mon-
trons ci-dessous le sche´ma des transformations qui con-
side`re que l’axe du miroir et l’axe optique de la came´ra sont
confondus(Fig. 4). La forme de la quadrique de´pend du
miroir utilise´.
Figure 4: Configuration selon laquelle l’axe du miroir et
l’axe optique de la came´ra sont confondus
Comme indique´ dans [3], un syste`me catadioptrique a` point
central (de vue unique) peut eˆtre construit en combinant un
miroir hyperbolique, elliptique ou planaire avec une came´ra
perspective et un miroir parabolique avec une came´ra or-
thographique.
Afin de simplifier les notations, les came´ras perspectives
conventionnelles seront inte´gre´es dans la liste des came´ras
catadioptriques a` point central unique. Dans [9], une
the´orie unifie´e pour les syste`mes catadioptriques a` point
central unique a e´te´ propose´e.
came´ra surface mirroir ξ ϕ
































Planaire z = d
2
0 1
conventionnel aucun 0 1
Table 1: Description de came´ras catadioptriques a` point
central : ap, ah, bh, ae, be ne de´pendent que des parame`tres









Figure 5: Mode`le de camera ge´ne´rique
Selon ce mode`le ge´ne´ral, toutes les came´ras panoramiques
a` point central, peuvent eˆtre mode´lise´es par une projection
centrale sur une sphe`re suivie d’une projection centrale sur
le plan image ( Fig. 5). Ce mode`le ge´ne´rique [4], (dans
sa forme normalise´e, c’est-a`-dire apre`s prise en compte des
parame`tres intrinse`ques de la came´ra) peut eˆtre parame´tre´
par le couple (ξ, ϕ) (voir Tab.1).
Soit Fc et Fm les repe`res attache´s au repe`re came´ra con-
ventionnel et au miroir respectivement. Nous supposerons
que Fc et Fm sont oriente´s de la meˆme fac¸on et seulement
distants selon l’axe Z. Les centres C et M de Fc et Fm
repre´sentent le centre optique et le centre de projection prin-
cipal respectivement.
SoitX un point 3D avec pour coordonne´es X = [X Y Z]T
de´fini dans Fm. Selon le mode`le de projection ge´ne´rique
[9], X est projete´ dans l’image en un point x = [x y 1]T
avec:
x = KMf(X) (1)






























ξ est fonction de l’excentricite´ et ϕ est fonction de
l’excentricite´ et de l’e´chelle. Dans le cas du miroir
paraboloı¨de de latus rectum 4p , les deux valeurs
nume´riques sont : ξ = 1 et ϕ = 1− 2p.
3 Calibrage
Fre´de´ric COMBY, Olivier STRAUSS - LIRMM, El
Mustapha MOUADDIB - CREA
L’objectif de cette partie est de mettre au point une
me´thodologie de calibrage des capteurs panoramiques cata-
dioptriques, puis d’e´tendre cette e´tude au calibrage du cap-
teur log-polaire. Afin d’aboutir a` un calibrage me´trique des
diffe´rents parame`tres de la came´ra, nous nous sommes ori-
ente´s vers une me´thode utilisant une mire 3D.
3.1 Re´tines carte´siennes
Pour re´aliser le calibrage, nous avons utilise´ un cube ou-
vert comme mire. Sur chacune de ses faces, une grille
de points a e´te´ trace´e. Nous avons ensuite plonge´ la
came´ra dans ce cube. Ainsi, les points dispose´s sur le
cube se trouvent re´partis dans toute l’image panoramique.
Les points de l’image sont se´lectionne´s manuellement pour
e´viter les mauvais appariements. La mire est compose´e
de 112 points. Une moitie´ des points a e´te´ utilise´e pour
l’estimation des parame`tres. L’autre moitie´ a e´te´ utilise´e
pour ve´rifier la validite´ du mode`le. Les parame`tres es-
time´es sont : 6 extrinse`ques (3rotations et 3 translations),
2 parame`tres du miroir et 4 parame`tres intrinse`ques de la
came´ra. L’estimation a e´te´ faite par une me´thode de min-
imisation de l’erreur quadratique entre les points pixels
se´lectionne´s et les points pixels calcule´s a` l’aide du mode`le
ge´ne´ral e´tabli ci-dessus. L’initialisation des parame`tres a
e´te´ faite en utilisant les donne´es constructeur et le cali-
brage intrinse`que. Dans le cas pre´sent, deux objectifs ont
e´te´ utilise´s pour re´aliser notre calibration:
L’objectif ”Remote Reality” : Cet objectif est constitue´
d’un miroir paraboloı¨de convexe, qui re´fle´chit les rayons
sur un miroir sphe´rique concave, qui a` son tour renvoie les
rayons sur la lentille puis le capteur. Le miroir sphe´rique
joue le roˆle de la lentille te´le´centrique utilise´e classique-
ment et re´alise en the´orie une projection orthographique.
Pour une dizaine d’images et avec 56 points pour chacune,
l’erreur moyenne est de 1,2 pixels et l’e´cart type est de 0,5
pixel.
Nous avons refait le calibrage de cet objectif en utilisant
les meˆmes donne´es, mais en conside´rant un mode`le ” exact
” du paraboloı¨de classique. L’erreur moyenne est de 2,5
Angles en rad Trans en mm
T1 T2 T3 tx ty tz
-1,61 0,01 -3,12 254 236 313
(a)
Pixels/mm Centre optique Miroir
αu αv u0 v0 ξ ϕ
-156.80 156.15 390,69 275,63 1.14 0.82
(b)
Table 2: Calibration de l’objectif ”Remote Reality”
(a)Parame`tres extrinse`ques - (b)Parame`tres intrinse`ques
pixels et l’e´cart type est de 1,3 pixels.
L’objectif hyperboloı¨de: C’est un miroir hyperboloı¨de con-
vexe associe´ a` un objectif avec zoom. Pour trois images et
avec 56 points pour chacune, l’erreur moyenne est de 2,82
pixel et l’e´cart type est de 1,6 pixel.
Angles en rad Trans en mm
T1 T2 T3 tx ty tz
3,2 -0 -3,1 234,7 -267,5 484,2
(a)
Pixels/mm Centre optique Miroir
αu αv u0 v0 ξ ϕ
-152,4 152,7 421 278,8 0,9 0,4
(b)
Table 3: Calibration de l’objectif hyperbolique
(a)Parame`tres extrinse`ques - (b)Parame`tres intrinse`ques
Dans les deux cas, le mode`le ge´ne´ral est pertinent, car
il permet de compenser l’imperfection des courbures des
miroirs et de calibrer tout type de miroir
3.2 Re´tines polaires
Les miroirs utilise´s pour acque´rir des images panoramiques
sont ge´ne´ralement associe´s a` des came´ras usuelles, c’est
a` dire munies de re´tines carte´siennes. Ces re´tines ne sont
pas adapte´es a` la nature polaire de l’image catadioptrique
omnidirectionnelle: l’e´chantillonnage de l’image n’est pas
uniforme dans l’espace de l’image projete´e. Dans le cadre
de cette e´tude, nous nous inte´ressons a` l’utilisation d’une
re´tine log-polaire pour l’acquisition des images catadiop-
triques omnidirectionnelles. Il nous faut mode´liser la re-
lation entre les coordonne´es nume´riques (r,t) de l’image
log-polaire et les coordonne´es d’un point dans le repe`re
du miroir, c’est a` dire trouver un e´quivalent de la relation
mode´lisant les came´ras a` point de vue unique. Il pour-
rait eˆtre inte´ressant dans cette e´tude de mode´liser aussi le
point 3D de manie`re polaire. Si les re´tines log-polaires
simplifient, a priori, conside´rablement les traitements sur
les images catadioptriques, elle ne´cessitent cependant un
montage tre`s pre´cis. En effet, si l’axe principal du miroir
n’est pas perpendiculaire au plan de la re´tine ou si l’image
de son foyer n’est pas le centre de la re´tine, alors tous
Figure 6: Syste`me miroir/Re´tine aligne´
les avantages apporte´s par ce type de re´tine disparaissent:
les algorithmes qui permettraient de prendre en compte ces
de´fauts sont plus complexes que dans le cas carte´sien, et
l’e´chantillonnage de l’image accentue les de´fauts plutoˆt que
de les re´duire.
Figure 7: Syste`me miroir/Re´tine de´centre´
4 Traitement des images
Fre´de´ric COMBY, Olivier STRAUSS - LIRMM, Djemaa
KACHI, El Mustapha MOUADDIB - CREA
La transformation supple´mentaire introduite par le miroir,
n’est ge´ne´ralement pas prise en compte lors des traitements
d’images catadioptriques. Or cette transformation, alte`re
la re´solution et modifie la topologie du voisinage projete´.
En d’autres termes, la projection de l’environnement 3D du
capteur ne respecte pas la topologie de cet espace.
4.1 Me´thode par projection
Ce travail a fait l’objet d’un stage de DEA[2][13].
L’objectif de ce travail est de re´aliser une convolution sur
l’image, mais apre`s l’avoir projete´e sur le miroir. Ceci
permettra de respecter le voisinage et de travailler avec une
re´solution constante. Ce travail, dans sa premie`re e´tape est
un travail d’analyse de l’article [7]. Le sche´ma propose´ est
le suivant :
ou` I est l’image, G est le traitement applique´ et R est le
re´sultat. L’indice s de´finit les ope´rations sur la sphe`re.
Comme il y a e´quivalence entre la projection sur tout miroir
a` point de vue unique et la projection sur une sphe`re suivie
I(u; v)
Is(µ; Á) Rs(µ; Á)Gs(µ; Á)
Rs(u; v)
Figure 8: Changement d’espace de traitements
d’une projection sur un plan, la projection de l’image est
faite sur une sphe`re de rayon unite´. Ceci se fait par le pas-
sage en coordonne´es sphe´riques. θ et φ sont les longitudes
et latitude respectives du point (x, y, z) de la sphe`re et il est
alors possible d’exprimer les coordonne´es image (u, v)en
fonction de θ et φ.
u(θ, φ) = cot( θ2 ).cosφ v(θ, φ) = cot(
θ
2 ).sinφ
Is(θ, φ) = I(u(θ, φ), v(θ, φ))
Nous allons utiliser une gaussienne comme filtre de base.
Afin de pouvoir effectuer la convolution, il faut e´galement
projeter la gaussienne sur la sphe`re, puis la ” ramener ” par
une rotation au point a` filtrer.
La rotation de la gaussienne a` la nouvelle position, est
de´finie comme l’action d’un ope´rateur de rotation Λ(g)qui
est de´fini comme suit : Λ(g).Gs(η) = Gs(g−1η) avec
η = (cosφ.sinθ, sinφ.sinθ, cosθ) .










et la convolution est de´finie par





ou` g = Rz(γ).Ry(β) et dη = sinθ.dθ.dφ
Image a` traiter Convolution avec la
de´rive´e d’une gaussienne
Figure 9: Convolution d’une image catadioptrique
L’imple´mentation de l’approche nous a permis de con-
stater que cette me´thode est d’une part celle qui ne´cessite
le plus de calculs et d’autre part, lors des change-
ments de coordonne´es, des difficulte´s de re´-e´chantillonnage
re´apparaissent. Nous travaillons en ce moment sur la mise
au point de l’e´valuation de cette approche du filtrage des
images catadioptriques.
4.2 Me´thode par convolution adaptative
Nous e´tudions paralle`lement une autre approche base´e
sur le meˆme sche´ma de principe mais permettant de
s’affranchir partiellement des proble`mes d’e´chantillonnage.
Le principe en est simple : plutoˆt que de projeter les pix-
els de l’image sur le miroir, nous proposons de projeter
sur l’image, un noyau de convolution re´gulier extrait d’une
surface respectant mieux la topologie de l’espace perc¸u.
On peut se rapprocher par exemple du cas des came´ras
classiques en utilisant une surface cylindrique entourant le
miroir(Fig. 10).
Figure 10: Projection de noyau de convolution
Dans ce cas, il y aura un noyau de convolution par pixel.
Les filtrages classiques peuvent alors eˆtre utilise´s. Nous
souhaiterions cependant mettre a` profit ce travail pour
e´tudier la possibilite´ d’utiliser d’autres outils que la con-
volution classique (base´e sur les statistiques de moyenne)
pour re´aliser les estimations e´chantillonne´es. Nous souhai-
terions,aussi utiliser les noyaux flous pour repre´senter tant
l’e´chantillonnage que le voisinage re´gulier (noyau de con-
volution). Dans ce cas, il faudra certainement remplacer
les sommes ponde´re´es usuelles par des techniques prenant
en compte l’aspect non-sommatif de ces noyaux comme
l’inte´grale de Choquet[6].
5 Commande et asservissement vi-
suel
Franc¸ois CHAUMETTE - IRISA, Phillipe MARTINET,
Youcef MEZOUAR - LASMEA
Les capteurs catadioptriques n’ont commence´ a` eˆtre e´tudie´s
du point de vue de l’asservissement visuel que tre`s
re´cemment. Les seuls travaux recense´s par nos soins n’ont
adresse´ jusqu’alors que les primitives de type point [5] et
peu ou pas d’expe´rimentation re´elle ont e´te´ produite. Le but
de cette partie est donc d’e´tendre la mode´lisation a` d’autre
primitives (images de droites), ou de traiter toutes les primi-
tives (avec les moments), et enfin de de´montrer la faisabilite´
re´elle d’un tel retour visuel. Une e´tude bibliographique peut
se retrouver dans les deux rapports de DEA [1], et [8]. Dans
le premier rapport est de´veloppe´e la mode´lisation pour les
images de droites, dans le second la mode´lisation pour les
moments.
Dans la suite, on prendra pour hypothe`se sans perte de
ge´ne´ralite´s que la matrice K est e´gale a` l’identite´, la trans-
formation de´crivant la projection catadioptrique centrale est
alors donne´e par :
x = Mf(X)
5.1 Mode´lisation des primitives droites
Ces travaux ont e´te´ initie´s durant le stage de DEA de
Hicham Hadj Abdelkader [1]. Ils ont donne´ lieu a` deux
publications [10] et [11]. La ge´ne´ralisation de cette e´tude
au mode`le ge´ne´rique pre´sente´e en section ?? a e´te´ faite
re´cemment [12].
Projection des droites. Pour mode´liser la projection des
droites dans l’image avec les e´quations de mode`les donne´es
plus haut, nous utilisons les coordonne´es de Plu¨cker pour
les droites (voir Fig. 11). Soit P un point 3D et u =
(ux, uy, uz)
T un vecteur unitaire exprime´ dans le repe`re
du miroir et L la droite 3-D qu’il de´finit. De´finissons
n =
−−→
MP × u = (nx, ny, nz)
T et remarquons que ce
vecteur est inde´pendant du point que nous choisissons sur la
droite. Alors, les coordonne´es euclidiennes de Plu¨cker sont







avec ‖u‖ = 1 et nT u = 0.
On montre que les points 3D appartenant a` L sont projete´s
en des points image x qui ve´rifient:
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ou` η = 2 dans le cas ge´ne´ral et η = 1 pour la combi-
naison entre came´ra othographique et miroir parabolique.
Par conse´quent, une droite dans l’espace est projete´e en




2 + 2A2xy + 2A3x + 2A4y + A5 = 0 (3)
L’e´quation (3) est de´finie a` un facteur d’e´chelle pre`s. Afin
de lever cette ambiguı¨te´, l’e´quation (3)est normalise´e en di-
visant par A5 :




. Le cas A5 = 0 correspond a` une configura-
tion de´ge´ne´re´e de notre repre´sentation ou` l’axe optique est
situe´ dans le plan d’interpre´tation. Il correspond au cas ou`
l’image de la droite passe par le point principal.
Matrice d’interaction pour des coniques. Le signal




B0 B1 B2 B3 B4
]T (5)

















Figure 11: Projection d’une droite en une conique dans
l’espace image
Jsn repre´sente l’interaction entre les informations visuelles
et le vecteur normal, et Jn relie les variations du vecteur




































































ϕ−ξ . La matrice d’interaction
peut eˆtre finalement calcule´e en combinant les e´quations
(7) et (8) selon la relation (6). Le rang de la matrice
d’interaction peut se calculer a` partir de la relation (6), et
on peut de´montrer qu’il est e´gal a` 2, ce qui est conforme
au cas classique et tout a` fait logique. Au moins 3 droites
sont donc ne´cessaires pour commander un bras robotique
avec 6 degre´s de liberte´. Pour un robot mobile a` 3 ddl dont
on souhaite en controˆler 2 par la vision, une seule droite est
ne´cessaire.
5.2 Utilisation des moments
Comme de´crit dans le paragraphe pre´ce´dent, nous sommes
partis des e´quations ge´ne´rales de mode´lisation ge´ome´trique
(a) (b)
(c) d
Figure 12: Re´sultats de simulation de l’asservissement vi-
suel des six degre´s de liberte´ d’un capteur de vision omnidi-
rectionnelle (miroir hyperbolique) a` partir de trois coniques
: (a) image initiale, (b) image finale, (c) trajectoires des
trois coniques dans l’image, (d) erreurs sur les primitives
visuelles observe´es relatives a` la premie`re conique
des capteurs a` centre de projection unique. Nous en avons
de´duit la forme analytique de la matrice d’interaction as-
socie´e aux moments d’ordre quelconque pour un objet
plan : aire, coordonne´es du centre de gravite´, moments
d’inertie, etc.
Les formes obtenues sont peu sympathiques [8], mais ex-
ploitables pour ge´ne´rer des lois de commande par as-
servissement visuel. On peut signaler qu’elles sont moins
complexes si on utilise un miroir parabolique. Quoi qu’il
en soit, six combinaisons de moments ont e´te´ choisies pour
pouvoir controˆler les six degre´s de liberte´ d’un robot. Des
simulations ont e´te´ re´alise´es pour valider ces travaux de
mode´lisation. Elles sont base´es sur un ge´ne´rateur d’images
synthe´tiques inte´grant le mode`le du capteur, images sur
lesquelles sont calcule´es les moments. La forme que nous
avons conside´re´e pour l’instant est un simple rectangle.
Nous avons pour projet d’appliquer ces travaux pour passer
des moments a` l’image d’une droite (un cercle ou une
droite si on conside`re un miroir parabolique) pour retrouver
les re´sultats obtenus en utilisant la me´thode de´crite dans la
section pre´ce´dente.
Conclusion
A la moitie´ de ce projet, les premie`res re´flexions sur
l’approche envisage´e nous ame`ne a` un certains nombres de
conclusions et de questions.
En effet, concernant le de´veloppement du capteur, le choix
d’un imageur a` distribution log/polaire nous a paru original































Figure 13: Re´sultats de simulation de l’asservissement vi-
suel des six degre´s de liberte´ d’un capteur de vision om-
nidirectionnelle (miroir parabolique) sur un objet simple a`
partir des moments : (a) image initiale, (b) image finale, (c)
erreur sur les informations visuelles, (d) composantes du
torseur cine´matique du capteur.
apparaıˆt que le calibrage d’un syste`me re´tine fove´ale/ miroir
de re´volution risque de devenir rapidement fastidieux. En
effet, l’ajustement me´canique des axes optiques parait eˆtre
relativement complexes et difficiles et le fait de ne pas avoir
cet alignement complique la phase de calibrage ainsi que
l’e´tude de la ”fonction de transfert” du capteur.
Une seconde approche consisterait a` tirer profit de la tech-
nologie CMOS en inte´grant un imageur a` distribution
carte´sienne classique. Il est alors facile a` partir d’une im-
age de de´terminer le centre de re´volution du miroir puis
de re´aliser un adressage de la matrice en fonction de la
projection du miroir. Toutefois, dans cette seconde con-
figuration apparaıˆt le proble`me de l’e´chantillonnage spatial
de la matrice CMOS. En effet, contrairement a` un com-
posant CCD, les imageurs CMOS n’ont pas un facteur de
remplissage de 100% c’est a` dire que la partie sensible
de chaque pixel n’occupe pas toute la surface du pixel.
Ainsi suivant l’orientation d’adressage sur la matrice, le
pas d’e´chantillonnage variera et l’on risque de noter des
de´formations d’images. Concernant les parties plus en
amont, les points les plus importants sont assure´ment le
suivi de coniques a` un cadence la plus proche possible de la
cadence vide´o, et les e´quations de mode´lisation du capteur.
De meˆme, il serait inte´ressant de disposer des e´quations
permettant de passer du capteur a` re´solution log/polaire
a` un capteur a` re´solution homoge`ne pour e´tudier les
changements induits dans la matrice d’interaction et donc
dans le comportement du capteur.
Il est enfin possible d’effectuer des travaux similaires sur
des syste`mes de vision omnidirectionnelle ne disposant pas
d’un centre de projection unique, mais il n’est e´videmment
pas envisageable d’e´tudier toutes les configurations possi-
bles...
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