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A computerized adaptive testing (CAT) system can provide tests for examinees 
continuously, so items in the item bank face the risk of being leaked. The IRT-based detection 
procedure developed by Zhang and Li (2016) is further studied in this thesis, which is designed to 
identify compromised items via a series of hypothesis tests. The moving sample size m in the 
Zhang and Li procedure is very important because it can affect the lag and the power of the 
procedure in identifying compromised items. In this thesis, the author will explore the relationship 
between the moving sample size and the lag, and the relationship between the moving sample size 
and the power. The simulation results indicate that at the significance level of 0.05, moving sample 
size m has an exponential relationship with the lag, and has a quadratic relationship with the power. 
At the significance level of 0.01, moving sample size m has a logarithmic relationship with the lag, 
and has a cubic relationship with the power. The author attempts to find an appropriate value of 
moving sample size m to achieve a large value of the power and a small value of the lag. The 
simulation results show that at both significance levels 0.05 and 0.01, setting the moving sample 
size m to 200 can accomplish the mission, while setting moving sample size m to 10 will decrease 
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CHAPTER 1: INTRODUCTION 
 
Computerized adaptive testing (CAT) is a popular computer-based testing mode and has 
been widely used in many tests such as the Graduate Record Examination (GRE), Graduate 
Management Admissions Test (GMAT) and Armed Services Vocational Aptitude Battery 
(ASVAB). Computerized adaptive testing (CAT) can provide a tailored test for an examinee. The 
subsequent item selected from an item bank is based on an examinee’s responses to the previous 
administered items. In comparison with paper-and-pencil tests, it can provide more precise ability 
estimates using fewer items (Chang, 2004). It is convenient and flexible for examinees. Examinees 
can choose the test center they prefer and schedule their test dates. Once a CAT system is 
established, it can provide test service to examinees continuously (Way, 1998; Zhang, Chang, & 
Yi, 2012). 
Items can be easily leaked if examinees share the information of test items they have taken 
with each other. Items can be shared on a person-to-person basis. If an examinee’s friend attended 
a test beforehand, the examinee might ask the friend what items were administered. Items could 
be shared between organizations and persons. Kaplan Educational Centers have sent employees to 
take the GRE in order to memorize items, thus compromising a proportion of items in the item 
pool. ETS had to suspend the CAT GRE test for a week, and the plan to replace conventional test 
by CAT was postponed (Davey & Nering, 2002). Organized item theft behavior is very effective 
for the purpose of stealing items. Chang and Zhang (2003) pointed out that if a thief could 
remember 10 items, 50 thieves could memorize about 55% of the items in an item bank. Items can 
be shared via mature internet technology. ETS made a statement that the CAT GRE General Test 
would be suspended in some foreign countries, because they found some items from the item bank 
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in use were listed on some sites in China and Korea (Chang, 2004). Some test takers prefer to form 
some groups online, and share item information in the groups. Such group is known as an examinee 
collaboration network (Luecht, 1998; Zhang et al., 2012). The scores of test takers with pre-
knowledge of items might be inflated, and this is not fair for honest test takers. If the number of 
compromised items accumulates, it will be a disaster for the reliability and validity of a CAT 
system (Davey & Nering, 2002; Guo, Tay, & Drasgow, 2009; Zhang et al., 2012). 
To deal with the item leakage problem, the item exposure rate should be controlled strictly. 
The item exposure rate is found by dividing the number of times an item has been used by the 
number of examinees attending a test (Chang, 2004; Yi, Zhang, & Chang, 2008). Many item 
exposure control methods and item selection methods have been proposed (Barrada, Olea, Ponsoda, 
& Abad, 2008; Chang & Ying, 1999; Davey & Nering, 2002; Hetter & Sympson, 1997; McBride 
& Martin, 1983; Revuelta & Ponsoda, 1998; Stocking & Lewis, 1995; van der Linden, 2009; Way, 
1998). Exposure control methods will restrain the usage of some popular items, and some seldom-
selected items enjoy greater opportunities for administration, and therefore an item bank can be 
used more evenly.  
Another criterion to evaluate a test’s security is item overlap rate. The item overlap rate is 
calculated in three steps. Divide a group of examinees into several pairs. In each pair, calculate the 
proportion of common items between the two examinees. Then, average the proportions across all 
pairs (Chen, Ankenmann, & Spray, 2003; Way, 1998). Two indices are used to describe the item 
overlap rate. The item sharing index indicates the number of common items shared by examinees. 
Chang and Zhang (2002, 2003) proposed item pooling index  which generalizes the overlap from 
two examinees each time to the case where there are more than three examinees. It describes the 
number of the same items an examinee can pool from other examinees. The item overlap rate of 
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an ideal CAT system should be as small as possible. The item exposure rate and item overlap rate 
are related to each other. Chang and Zhang (2002) illustrated that if the item overlap rate of a CAT 
system is high, the item exposure rate is also skewed. 
Those methods only reduce the risk of being leaked. After an item bank in a CAT system 
has been used for a period, all of the items in the item bank become suspicious. A frequently 
administered item may not be disclosed, whereas an unpopular item may have been leaked after 
being used several times. Thus, there is a need to have a procedure for monitoring an item in real 
time in order to ensure that items are in good condition.        
Zhang (2014) developed a compromised item detection procedure based on Classical Test 
Theory (CTT). The detection procedure is very powerful for detecting compromised items and 
keeping the rate of familywise Type I errors at a low level. Zhang and Li (2016) proposed anther 
detection procedure based on Item Response Theory (IRT). This new detection procedure is more 
powerful at detecting compromised items than the former procedure when there are not many 
compromised items or when identified compromised items can be replaced with new items.  
The two procedures test whether or not the parameters of an item have been changed by a 
series of hypothesis tests. A Type I error happens when the detection procedure flags an 
uncompromised item. A Type II error happens when an item has been disclosed but the detection 
procedure is unable to find it. The rate of familywise Type I errors is found by dividing the number 
of the items the procedure makes a Type I error on by the number of the good items under 
inspection. The rate of Type II errors is found by dividing the number of the items the procedure 
makes a Type II error on by the number of compromised items (Zhang & Li, 2016). The power of 
the procedure is the probability that the procedure doesn’t mark an item before it is disclosed and 
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flags it after it is compromised. The power of the detection procedure equals one minus the rate of 
Type II errors (Zhang, 2014; Zhang & Li, 2016).  
The normal situation for the detection procedure in detecting compromised items is that an 
item should be compromised initially and then get found. During this period, the item is regarded 
as a normal item and used in a CAT system as usual. The number of examinees between the 
disclosure point and identification point is called lag in this paper (Zhang, Cao, & Jie, 2017). For 
example, if an item was revealed by the 175th examinee and was found to have been compromised 
after the 210th examinee answered that item, then the lag equals 35. The lag could be a criterion 
for evaluating a detection procedure. For a good detection procedure, the lag should be as small as 
possible and the power should be as large as possible. 
 Moving sample size should be carefully chosen when developing the hypothesis tests, 
because it will affect the power of the procedure and the lag in the identification of a compromised 
item. For the detection procedure based on CTT, Zhang (2014) proved that a larger moving sample 
size m could make the detection procedure more powerful for the purpose of detecting 
compromised items while introducing a higher value of the lag.  
The detection procedure we talk about in this paper is based on IRT. I am interested in how 
moving sample size affects the power and lag for this new procedure. This paper has two goals. 
The first goal is to explore the relationship between the moving sample size m and the power of 
the procedure, and the relationship between the moving sample size m and the lag in identifying a 
compromised item. The second goal is to find an optimal moving sample size for making the value 




CHAPTER 2: THEORETICAL FRAMEWORK 
 
2.1 Three-Parameter Logistic Model (3PL) 
Item Response Function (IRF) used in this paper is the Three-parameter logistic (3PL) 
model (Lord, 1980); that is, 
                𝑃(𝜃) = 𝑐 +
1−𝑐
1+𝑒−1.7𝑎(𝜃−𝑏)
.                            (1) 
 
Figure 2.1 3PL Item Character Curve 
Figure 2.1 is the Item Character Curve (ICC) of an item (a=1, b=0, c=0.25). In equation 
(1), 𝜃 is an examinee’ ability. The a-parameter is the discriminating power of an item. It is also 
called the slope of an ICC, and is proportional to the slope of the ICC at the inflection point 
(McLeod, Lewis, & Thissen, 2003). If the value of the a-parameter of an item is large, its ICC will 
be steeper than others. The b-parameter is an item difficulty parameter, and is also the inflection 
point of the ICC. In the Two-parameter Logistic model (2PL), when 𝜃 = 𝑏, 𝑃(𝜃) = 0.5. In the 
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3PL model, when 𝜃 = 𝑏, 𝑃(𝜃) =
1+𝑐
2
. As the value of the b-parameter increases, the ICC of an 
item will move to the right side at the horizontal axis. The c-parameter is the pseudo-guess 
parameter or guessing parameter of an item. The c-parameter is the value of the lower asymptote 
of the ICC of an item. It is the probability of answering an item correctly by an examinee with 
very low ability. This parameter will improve the chance of giving a correct response for all 
examinees. The examinee with low ability will benefit more than an examinee with a high ability. 
𝑃(𝜃) is the probability of an examinee correctly answering an item. The ICC contains an upper 
asymptote and the value is one. The maximum value of 𝑃(𝜃) could only approximate one. It 
represents an examinee with a very high ability couldn’t always give a correct response to an item. 
Then, based on this thought, some scholars propose a Four-Parameter Logistic Model (4PL) 
(Chang, 2004; Luo, 2012; McLeod et al., 2003). -1.7 is a constant in equation (1). With this 
constant, the Item Response Function (IRF) could produce a very similar result to the one obtained 
by the normal-ogive function, which is a cumulative standard normal function (Allen & Yen, 2001). 
Because the IRF is easier to calculate than the latter one, the IRF is used more often. 
If an item is a dichotomous response item, then 
𝑋 = {
1             𝑤𝑖𝑡ℎ 𝑃(𝜃)                
0            𝑤𝑖𝑡ℎ 1 − 𝑃(𝜃).         
                       (2) 
In equation (2), X is an examinee’s response to an item, and 𝜃 is an examinee’s ability. 𝑃(𝜃) is 
the probability of getting a correct answer from an examinee. 
The expected value of an examinee’s response to an item (the expected value of X) could 
be calculated by 𝑃(𝜃) ∗ 1 + (1 − 𝑃(𝜃)) ∗ 0 = 𝑃(𝜃). For a dichotomous response item, 𝑃(𝜃) is 
the expected value of an examinee’s response to an item. It could also be treated in the following 
manner. Let an examinee answers an item an infinite number of times and each time erase the 
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examinee memory of this item before he or she answers this item, the probability of answering this 
item right is also 𝑃(𝜃).  
 
2.2 Maximum Likelihood Estimate (MLE) and Expected a Posteriori (EAP) Estimation   
In a CAT system, it is assumed that the response of an item will not be affected by the 
response to other items. This is called the local independence assumption (Mislevy & Chang, 2000). 
  𝑃(𝑥1, 𝑥2| 𝜃) = 𝑃(𝑥1| 𝜃)𝑃(𝑥2| 𝜃).                       (3) 
In equation (3), 𝜃 is the examinee ability. 𝑥1 is the response result to the first item. 𝑥2 is the 
response result of the second item.  
If the examinee has answered n items and his corresponding dichotomous responses are 
{𝑥1, 𝑥2, 𝑥3, … 𝑥𝑛}, the likelihood function is 
𝐿(𝑥1, 𝑥2, … , 𝑥𝑛|𝜃) = ∏ 𝑃𝑖(𝜃)
 𝑥𝑖[1 − 𝑃𝑖(𝜃)]
1−𝑥𝑖𝑛
𝑖=1 .                  (4) 
The likelihood function is not easy to compute, so the natural logarithm of the Likelihood function 
is usually preferred. Optimizing the value of the log-likelihood function is equal to optimizing the 
value of the likelihood function. The log-likelihood function is  
 ln[𝐿(𝑥1, 𝑥2, … , 𝑥𝑛|𝜃)] = ln[∏ 𝑃𝑖(𝜃)
 𝑥𝑖[1 − 𝑃𝑖(𝜃)]
1−𝑥𝑖𝑛
𝑖=1 ] 
                   = ∑ ln[𝑃𝑖(𝜃)
 𝑥𝑖[1 − 𝑃𝑖(𝜃)]
1−𝑥𝑖]𝑛𝑖=1 .                   (5) 
Finding the maximum value of the log-likelihood function requires identifying the point 
where the derivative of the function equals zero. Given a-parameters, b-parameters and c-
parameters, the Newton-Raphson method could then be used to find the ability 𝜃𝑘, which would 
make the value of derivative of the log-likelihood function approximate zero after k iterations. The 
last ability 𝜃𝑘 is the estimate of the examinee’s true ability at the condition that the result is 
convergent (Chang, 2004).  
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The maximum likelihood estimate 𝜃 is consistent, unbiased and asymptotically normal 
distributed only if a sufficient number of items have been administered (Allen & Yen, 2001; Chang, 
2004). Given the asymptotic properties, the maximum likelihood estimate is unstable at the 
beginning of the test. Another weakness of the MLE method is that it cannot handle the extreme 
response patterns. If an examinee answers all of the items correctly, the estimated ability will be 
positive infinity. If an examinee answers all of the items incorrectly, the estimated ability will be 
negative infinity. This scenario could occur at the start of a test after a few items have been 
administered (Choe, 2014).  
The Expected a Posteriori (EAP) estimation (Bock & Mislevy, 1982) could be applied to 
dealing with this issue. Suppose 𝑔(𝜃) is the prior distribution of examinees’ abilities. If n items 
have been administered to an examinee with ability 𝜃, and his or her dichotomous responses are 
{ 𝑥1, 𝑥2, 𝑥3, … 𝑥𝑛 }, so the likelihood function of 𝜃  is 𝐿(𝑥1, 𝑥2, … , 𝑥𝑛|𝜃) . The posterior 
distribution of 𝜃 given the responses is 𝑔(𝜃|𝑥1, 𝑥2, 𝑥3, … 𝑥𝑛). 
𝑔(𝜃|𝑥1, 𝑥2, 𝑥3, … 𝑥𝑛) =
𝐿(𝑥1, 𝑥2, … , 𝑥𝑛|𝜃)𝑔(𝜃)
∫ 𝐿(𝑥1, 𝑥2, … , 𝑥𝑛|𝜃)𝑔(𝜃)𝑑𝜃
∞
−∞
.                (6) 
Then the expected value of the posterior density function is the posterior mean of 𝜃. 
𝜃𝐸𝐴𝑃 =  𝐸𝜃[𝑔(𝜃|𝑥1, 𝑥2, 𝑥3, … 𝑥𝑛)]                    
= ∫ 𝜃𝑔(𝜃|𝑥1, 𝑥2, 𝑥3, … 𝑥𝑛)
∞
−∞
𝑑𝜃                                                                                  
=
∫ 𝜃𝐿(𝑥1, 𝑥2, … , 𝑥𝑛|𝜃)𝑔(𝜃)𝑑𝜃
∞
−∞
∫ 𝐿(𝑥1, 𝑥2, … , 𝑥𝑛|𝜃)𝑔(𝜃)𝑑𝜃
∞
−∞
.                        (7) 
The numerical quadrature method could be used here to approximate the two infinite 
integrals. In the simulations in this paper, the prior distribution is the standard normal distribution. 
Furthermore, 33 quadrature points are employed, and the range is from -4 to 4 by steps of 0.25; 
that is,                            
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𝜃𝐸𝐴𝑃 =
∑ 𝜃𝑘𝐿(𝑥1, 𝑥2, … , 𝑥𝑛|𝜃𝑘)𝑔(𝜃𝑘)𝑑
33
𝑘=1
∑ 𝐿(𝑥1, 𝑥2, … , 𝑥𝑛|𝜃𝑘)𝑔(𝜃𝑘)𝑑
33
𝑘=1
, 𝜃𝑘 = −4, −3.75, −3.5 … , 3.75, 4.                (8) 
Although EAP can deal with the extreme response patterns problem, the EAP method is 
excessively reliant on the prior distribution of examinees’ abilities. If the prior distribution is biased, 
the estimates will be biased as well.  
The test length in the simulation is 40. In the item selection process of the simulations in 
the paper, the provisional ability is estimated by the EAP method, because the MLE method could 
not produce a stable estimate with a small number of item responses and cannot handle the extreme 
response patterns. After an examinee takes 40 items, the MLE method can be applied to estimate 
the final ability. This is the case because the MLE method could yield a consistent and unbiased 
estimate of the examinee’s true ability with the responses to 40 items.  
 
2.3 Progressive Method   
According to the asymptotic properties of the MLE method, the maximum likelihood 
estimate 𝜃 has an asymptotically normal distribution. The mean is true ability 𝜃 and the variance 
is equal to the reciprocal of the sum of the Fisher information functions. If the value of the Fisher 
information is large, the variance could be small, in which case the estimate accuracy is high. The 
Fisher information of item i with a given 𝜃 is 





/𝑃𝑖(𝜃)(1 − 𝑃𝑖(𝜃)).                       (9) 







.                          (10) 
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The D in the equation (10) is a constant. If an examinee’s true ability is 𝜃0 and the difficulty of 




 . Thus, an item with a large 
discriminating power could yield a great deal of Fisher information. The rationale behind the 
Maximum Information Criterion (MIC) is to select items whose difficulty values are close to a 
provisional estimated ability and then select an item with the largest discriminating power in those 
items (Lord, 1977). Using the MIC selection method could yield precise estimates of examinees’ 
abilities.  
There are some limitations with the method. Items with high discriminating power are 
selected frequently because the item selection method favors items with high a-parameters. The 
risk of these over-exposed items being leaked is very high. On the other hand, items with modest 
or low discriminating power are less-often selected, or seldom selected. After being included in an 
item pool, the a-parameters of an item must exceed a given threshold. These items are qualified 
items, and their a-parameters are lower when compared with items with high a-parameter values. 
In fact, the cost of producing a qualified item is high. Thus, it is obviously a waste to not use these 
items (Chang, 2004).  
At the early stage of a CAT, the ability estimate 𝜃 is not accurate as it is estimated based 
on a small group of responses. At this time, if one selects the next item with the maximum Fisher 





 for a large value of the a-parameter (Chang & Ying, 1999). The progressive 
method (Barrada et al., 2008; Revuelta & Ponsoda, 1998) selects the next item with the maximum 
value of the sum of a random component and the Fisher information. 
𝑗 = arg [(1 − 𝑊𝑞)𝑅𝑖 + 𝑊𝑞𝐼𝑖(𝜃)]𝑖∈𝐵𝑞
𝑚𝑎𝑥 ,                     (11) 
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where 𝐵𝑞 is the number of the remaining items in an item bank available for an examinee who 
has taken q items, and 𝑅𝑖 is a random number from the interval [0, 𝑚𝑎𝑥𝑖∈𝐵𝑞  𝐼𝑖(𝜃)]. 𝑊𝑞 is a 
parameter to control the contribution of the Fisher information to the selection method. 
𝑊𝑞 = {







       𝑖𝑓 𝑞 ≠ 1
,                       (12) 
where q is the current number of items administrated to an examinee, Q is the total number of 
items administrated to an examinee, and t indicates how fast the value of 𝑊𝑞 can increase from 
zero to one. It is also called the acceleration parameter. At the beginning of a test, the value of 𝑊𝑞 
is small. Therefore, the random component is important in maximizing the value of j. At this stage, 
items are selected hardly based on the Fisher information, which deals with the problem that 
attaining a high Fisher information based on unstable estimated abilities is impossible. As the test 
progresses, the value of 𝑊𝑞 will be near one. Then, items are selected based on the Fisher 
information. Since a lot of items has been administered, an examinee’s ability estimate becomes 
stable and close to his true ability. If an item with a large value of a-parameter and b-parameter 
near the estimated ability is selected, it could provide a very large Fisher information. When t=1, 
the method yields great improvements in test security and maintains the accuracy in estimating 
abilities (Barrada, Olea, Ponsoda, & Abad, 2010). The author will apply this item selection method 
in the simulation studies. 
 
2.4 Curve Estimation and Regression Diagnostics 
Regression analysis is a method of assessing how much of the variability of a dependent 
variable can be explained by an independent variable. A regression function could be used to 
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predict the value of a dependent variable given the value of an independent variable (Pedhazur, 
1982).  
In this paper, linear regression, polynomial regression, logarithmic regression and 
exponential regression are employed to analyze the simulation results. 
𝑌 = 𝛽0 + 𝛽1𝑋1 + 𝜀                                (13) 
 𝑌 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋1
2 + 𝜀                            (14) 
 𝑌 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋1
2 + 𝛽3𝑋1
3 + 𝜀                      (15) 
𝑌 = 𝛽0 + 𝛽1𝐿𝑛(𝑋1) + 𝜀                             (16) 
𝑌 = 𝛽0𝑒
𝛽1𝑋1 +  𝜀,                               (17) 
where Y is a dependent variable and 𝑋1 is an independent variable. In the simulation studies in 
the paper, the lag or power is the dependent variable and the moving sample size m is the 
independent variable. The regression coefficients are 𝛽0, 𝛽1, 𝛽3 . Equation (13) is a linear 
regression equation, (14) is a quadratic regression equation, (15) is a cubic regression equation, 
(16) is a logarithmic regression equation, and (17) is an exponential regression equation. 
The regression functions described above can be transformed to linear regressions to 
calculate the regression coefficients. For example, the independent variable 𝑋1
2 in the quadratic 
regression can be treated as another independent variable 𝑋2, and then the quadratic regression 
becomes a multiple linear regression. The regression coefficients are going to be estimated by the 
Least Squares Estimate (LSE) method. 
Polynomial regression could approximate every set of continuous variables. Particularly 
for linear regression, n-1 order polynomial regression can fit all of the n pairs of observations. 
However, such a regression is not useful because it cannot reflect the true regression features 
between dependent and independent variables. Thus, usually the order could not exceed three. 
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Suppose there are N pairs of observations, ?̂?𝑖 is the predicted value of the dependent 












.                           (18) 
𝑅2 is the coefficient of the determination parameter, which indicates that the proportion of the 
variation of Y that is explained by the independent variable X. A large value implies that variable 
X is a good predicting variable and the corresponding regression function is useful in explaining 
the variation of variable Y and predicting ?̂?𝑖. So, the larger the value of 𝑅
2, the better the fit of the 









,                     (19) 
which is the root of the Mean Square Residual (MSR) or Root of Mean Square Error (RMSE). It 
is a criterion that indicates the degree of deviation of the points from the best fitted line (Barnston, 
1992; Pedhazur, 1982). The smaller value of 𝑆𝑦.𝑥, the better the model fits the data. 
Outliers are some data points far away from the rest of data, and they often produce large 
residuals. A residual is a measure of the distance between data points and a regression line. Outliers 
occurs in many ways such as measurement error, data transformation error, data entry, researchers’ 
incorrect behavior in experiments or special subjects. Problem outliers are influential ones that 
disproportionately affect a regression line. Influential observations should not be overlooked. I 





.                          (20) 
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Equation (20) is the formula for Studentized Residuals (SRESID) for simple regression analysis, 
and ℎ𝑖 is the leverage, which measures how strongly independent variable 𝑋𝑖 could influence 
the regression line in terms of the direction of the line. The value of the Studentized Residuals 
(SRESID) could be used as a criterion for judging whether or not an independent variable X is an 
outlier. SRESIDs follow a t distribution with N-K-1 df, where N is the number of observations and 
K is the number of the independent variable Xs. Another useful detection criterion in looking for 




.                         (21) 
Equation (21) is the formula of Studentized Deleted Residuals (SDRESID) for simple 
regression analysis. In SAS procedure REG, it is called RSTUDENT. It is very much like the 
SRESID. The difference lies at when calculating the SDRESID of an independent variable 𝑋𝑖, the 
𝑆𝑦.𝑥(𝑖) is calculated based on the data without the 𝑋𝑖. This is the case because if 𝑋𝑖 is an outlier, 
when computing its corresponding SDRESID, it will affect the accuracy of 𝑆𝑦.𝑥. The SDRESIDs 
also follow a t distribution with N-K-1 df, where N is the number of observations and K is the 
number of the independent variable Xs. It is a useful criterion for identifying an outlier.  
Influence analysis is another way to find observations with greater influence on regression 
results than others. Cook’s D (Cook, 1977, 1979) is a common statistic to determine whether an 
observation is an influential observation. It measures the changes of the value of the total residuals 
after an observation is excluded from regression analysis. If the value of Cook’s D of an 
observation is large, the observation might exert a major influence on the regression estimates. 
These observations should be carefully dealt with when conducting a regression analysis.  
Both 𝑅2 and RMSE are important and useful criteria to exam how well the model fits the 
data. A good regression should have a large value of 𝑅2 and a small value of RMSE. Both 
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statistics SRESID and SDRESID(i) (RSTUDENT in SAS procedure REG) follow the t distribution, 
which could be used to detect outliers. Cook’s D is a statistic to indicate whether an observation 
exerts a greater influence on regression estimates than others. We know that, in fitting all of the 
observations in the data, if an observation unduly influences regression results, the observation is 
not good. In analysis process, evaluating whether or not an observation is an influential observation 
should regard the values of SRESID, SDRESID and Cook’s D at the same time. 
 
2.5 Detection Procedure Based on Item Response Theory (IRT) 
Zhang and Li (2016) proposed a detection procedure based on IRT to find whether an item 
has been compromised. Suppose an item has been administered to n examinees and their responses 
are {𝑥1, 𝑥2, 𝑥3, … 𝑥𝑛}. If one wants to know whether the item is revealed after n examinees answer 
it, he needs to take a sample from the n responses. If the volume of the moving sample size is m 
(m ≤ n), the moving sample at n is {𝑥𝑛−𝑚+1, 𝑥𝑛−𝑚+2, … 𝑥𝑛}. 𝑋𝑛𝑚 = ∑ 𝑥𝑗
𝑛
𝑗=𝑛−𝑚+1  is the sum of 
the observed responses of the examinees in the sample. Suppose 𝜃𝑗  is the estimated value of the 
true ability of examinee j.  𝑃(𝜃𝑗) is the probability that examinee j will answer this item correctly 
and is also the estimated expected value of 𝑋𝑗 . 𝑆?̂?𝑛𝑚 = ∑ 𝑃(𝜃𝑗)
𝑛
𝑗=𝑛−𝑚+1   is the sum of the 
estimated expected value of 𝑋𝑛𝑚. 





                          (22)    
?̂?𝑛𝑚 is an approximately standardized statistic of 𝑋𝑛𝑚 − 𝑆?̂?𝑛𝑚 (Zhang & Li, 2016). If this 
item has not been leaked, the deviation between 𝑋𝑛𝑚 and 𝑆?̂?𝑛𝑚 is small, and then the value of 
?̂?𝑛𝑚 is small. Note that if n, m, and 𝜃𝑗  are fixed, ∑ 𝑃(𝜃𝑗)[1 − 𝑃(𝜃𝑗)]
𝑛
𝑗=𝑛−𝑚+1  is a constant. By 
contrast, if the item is leaked after the (n-m) th examinee, the examinees in the sample will answer 
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the item with pre-knowledge. More examinees will give a correct answer than before, and then the 
value of 𝑋𝑛𝑚 becomes greater. The value of 𝑆?̂?𝑛𝑚 doesn’t change, so 𝑋𝑛𝑚 − 𝑆?̂?𝑛𝑚 becomes 
abnormally large and the value of ?̂?𝑛𝑚 becomes large as well. In this case, ?̂?𝑛𝑚 could be a signal 
that indicates whether an item has been compromised. 
The detection procedure works in the following steps. If an item has been administered to 
n examinees, take examinees from (n-m+1) to n as the moving sample and calculate ?̂?𝑛𝑚. Then, 
compare ?̂?𝑛𝑚 with a threshold 𝑌𝛼 (how to get its value will be shown in the simulation I). If 
?̂?𝑛𝑚 > 𝑌𝛼, there is statistical evidence that indicates the item was compromised at the n
th examinee 
and will be marked. If ?̂?𝑛𝑚 ≤ 𝑌𝛼, the statistical evidence indicates the item has not been leaked. 
When the item is used by the next examinee, the hypothesis test will be conducted again until 









CHAPTER 3: SIMULATION STUDIES 
 
The simulation was programmed by R language. The R package catR was used to generate 
the examinee response pattern. The simulation consists of two parts. The first one involves 
obtaining thresholds to control the rate of familywise type I errors at two significant levels, 0.05 
and 0.01, with different moving sample sizes. The second one explores how the magnitude of the 
moving sample size affects the power of the detection procedure and the lag in identifying 
compromised items.  
 
3.1 Simulation Design 
The item pool contains 400 items from a real large-scale assessment. It has three content 
areas. Their proportions are respectively 40%, 30% and 30%; that is, the first content area consists 
of 160 items. The second contains 120 items. The third contains 120 items. Item parameters are 
calibrated using the 3PL model.  
In the simulation, the number of examinees is set at 5000, and their true abilities are 
randomly generated from the standard normal distribution with 𝜇 = 0 and 𝜎2 = 1.  
The test length is fixed to 40. In a manner corresponding to their proportions in the item 
bank, 16 items are selected from the first content area, 12 items are selected from the second 
content area, and 12 items are from the third one. To accomplish the mission, the procedure follows 
several steps. Three items are initially picked randomly from the item bank. If no item in a content 
area is selected during the randomly picking step, the next optimal item will come from this content 
area. If at least one item per content area is used, the procedure will choose content area randomly 
and select an optimal item from it until the quantity limit of a content area is met. An item is 
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selected from each content area by using the progressive method. To use as many as possible items, 
the maximum item exposure rate is set at 0.2. Since there are 5000 examinees in this simulation, 
one item could be administered 1000 times at most. When the test is running, item usage is 
controlled simultaneously by the maximum exposure rate. For example, when 101 examinees 
attend the test, an item could only be selected 21 times at most. Then the item could be selected 
again when 106 examinees appear. 
The examinee response pattern was produced by using the following rule. The probability 
of an examinee answering an item correctly can be calculated by the 3PL model because in the 
simulation examinees’ true abilities are known. If the probability is smaller than a random number 
from the uniform (0,1) distribution, the response result is 0, and if it is larger than the random 
number, the result is 1.  
As discussed in chapter two, the EAP method could deal with all correct or all incorrect 
response patterns, which could happen at the initial stage of a CAT system. Thus, an examinee 
provisional ability is estimated by using the Expected a Posteriori (EAP) estimation (Bock & 
Mislevy, 1982) of which the prior distribution is the standard normal distribution and the range in 
the numerical quadrature method goes from -4 to 4 in steps of 0.25. At the end of the test, the 
maximum likelihood estimation (MLE) method (Lord, 1980) is used to estimate an examinee’s 
ability. Due to the asymptotic properties of MLE, when an examinee answered a lot of items, the 
estimate 𝜃 is consistent and is the unbiased estimate of the true 𝜃.  
 
3.2 Simulation Study I: Obtain Thresholds to Control the Rate of Familywise Type I Errors 
The first simulation is designed to find the appropriate thresholds for controlling the rate 
of familywise Type I errors corresponding to different moving sample sizes. In the process of 
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monitoring an item, the procedure is based on a set of hypothesis tests regarding this item. There 
may be hundreds of items under inspection simultaneously, so there appear hundreds of sets of 
hypothesis tests. Familywise Type I error rate is the probability of at least one test making a Type 
I error in a group of tests (Keppel & Wickens, 2004). In the simulation, a traditional comparison 
procedure cannot provide a threshold to control the rate of familywise type I errors, such as the 
Bonferroni Procedure. The reason is that the quantity of tests is very large, which makes the Type 
I error rate for per-comparison too small and the power of the procedure too weak (Shaffer, 1986; 
Zhang, 2014). The specific thresholds should be identified to keep the rate of familywise Type I 
errors under an acceptable level of significance.  
A Type I error is made when this compromised item detection procedure indicates an item 
has been leaked, but it has not actually been leaked. The author will apply this procedure to 
monitoring items of the item bank in the simulation, and none of the items’ parameters have been 
modified (they have not been compromised). If an item is regarded as compromised, the detection 
procedure makes a Type I error. The number of these incorrectly judged items will be recorded.  
Once the exposure count of an item reaches 200, the item is going to put under surveillance. 
The quantity of those monitored items is recorded. In the total of 30 replications, about 279 items 
are monitored at each replication on average. The rate of familywise Type I errors is found by 
dividing the number of the incorrectly judged items by the number of the good items under 
inspection (Zhang & Li, 2016). Thresholds are generated to control the rate of familywise Type I 
errors at the significance level of 0.05 or 0.01. 
For moving sample size m, 20 moving sample sizes were adopted in this simulation, and 
their values range from 10 to 200 at intervals of 10. Tables for each of the 20 moving sample sizes 
were generated. Each table is a map to find the threshold for a specific moving sample size m. The 
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20 tables look like each other, so consider the table based on moving sample size m=200 as an 
example. Table 3.1 shows 16 thresholds, corresponding rates of familywise Type I errors. When 
thresholds increase from 2 to 3.5, the rate of familywise Type I errors decreases from 0.085 to 
0.003. Thus, if a user prefers a lower rate of familywise Type I errors, he would choose a larger 
threshold. How can we use this table to find an appropriate threshold? Take the common significant 
level 0.05 as an example. When one hopes to control the rate of familywise Type I errors under 
0.05, he should choose 2.4 as the threshold because the corresponding rate of familywise Type I 
errors is 0.042. The previous one is 0.051, which is greater than 0.05.     
Table 3.1 Rate of Familywise Type I Errors Under Different Thresholds 
(Moving Sample Size m=200) 


















The thresholds for the significance levels 0.05 and 0.01 can be located referring to the 20 
tables. Table 3.2 summarizes 20 moving sample size m and their thresholds at the significance 
levels of 0.05 and 0.01. The values of the thresholds at the significance level 0.05 are in the range 
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of 2.4 to 3.0, and at 0.01 are in the range of 3.1 to 3.5. The values of the thresholds at the 
significance level 0.01 is greater than the values at the significance level 0.05 with the same 
moving sample size m. This is the case because if a threshold is set to a larger number, the 
probability of making a Type I error would decline.   
Table 3.2 Thresholds at Significance Levels 0.05 and 0.01(Based on 30 Replications) 
m Threshold 0.05 Threshold 0.01 
10 3.0 3.4 
20 3.0 3.5 
30 2.9 3.4 
40 2.9 3.4 
50 2.8 3.4 
60 2.8 3.3 
70 2.7 3.3 
80 2.7 3.3 
90 2.6 3.2 
100 2.6 3.2 
110 2.6 3.2 
120 2.6 3.2 
130 2.5 3.2 
140 2.5 3.2 
150 2.5 3.2 
160 2.5 3.2 
170 2.4 3.1 
180 2.4 3.1 
190 2.4 3.1 
200 2.4 3.1 
 
3.3 Simulation Study II: Relationships between Moving Sample Size m and Lag, Moving 
Sample Size m and Power 
The second simulation study seeks to explore the relationship between the moving sample 
size m and the power of the detection procedure in identifying compromised items; explore the 
relationship between the moving sample size m and the lag in identifying compromised items.   
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It is important to simulate the leakage position as realistically as possible. During the early 
stage of a CAT system, the probability of an item being leaked is very low because even if an item 
is disclosed immediately by its first user, this examinee requires some time to expose it, and other 
examinees also need time to obtain this item information. Thus, the leakage position could not 
occur too early. If an item is disclosed after it has been in use for a long time, it would not involve 
any very serious consequence because this item will be abandoned and most of examinees took 
the item without the pre-knowledge of this item. In this case, the leakage position could not be so 
late that it would be retired. In this simulation, the leakage position is set to 225. That is, after an 
item has been administered to 225 examinees, the item will be treated as a compromised item.  
An examinee’s probability of answering an item correctly will be dramatically improved 
if he knew the item before he entered a test center. In the simulation, their chances of answering 
compromised items correctly will be 1.5 times greater than before. For example, if the former 
probability is 𝑃(𝜃), now it’s 1.5𝑃(𝜃). Note that if 1.5𝑃(𝜃) exceeds 1, the probability will be 1.  
Frequently selected items have a large exposure rate, so the risk of their leakage is greater 
than other items. These popular items deserve more attention. Such items are often popular at the 
start of a CAT operation. Thus, in the simulation, the first 40 items whose item exposure count 
reaches 150 will be assigned to be regarded as compromised items. These 40 items will be 
artificially compromised immediately after being used by 225 examinees. Subsequent examinees’ 




Figure 3.1 The Scatter Plot of the True Ability and the Estimated Ability 
The final estimated abilities are calculated based on the response pattern including the 
modified response results. The MLE method in the R package catR produced a few abnormal 
values of abilities, so I wrote the MLE method in R language. The Figure 3.1 presents the scatter 
plot of the true ability 𝜃 and the estimated ability 𝜃. The black line in the graph is a line with a 
slope equaling one. In the graph, most dots lie at the black line except the dots at the two ends of 
the line. At the lower end, some dots are under the black line. The reason may be that if an examinee 
with low ability answers some compromised items correctly at first, then the sequential items 
become difficult. For the sequential items, the examinee does not know item information of them 
beforehand, so the responses can be all wrong, which makes the estimated ability of the examinee 
is smaller than his true ability. At the upper end, some dots lie above the black line, which can be 
interpreted that an examinee with high ability can answer more items correctly than before with 
the pre-knowledge of compromised items and therefore the estimated ability of the examinee is 
24 
larger than his true ability. The value of RMSE of the estimated abilities 𝜃 is 0.333 and the value 
of the bias is 0.110. The precision of the ability estimates is affected by the response results of 
those compromised items, but the adverse impact is not too serious. Thus, they could be used in 
the compromised item detection procedure based on IRT.  
Table 3.3 Lag and Power With 20 Moving Sample Sizes m at Two Significance Levels 
(Based on 30 Replications) 
m Lag0.05 Lag0.01 Power0.05 Power0.01 Number of items under inspection 
10 437 459 0.450 0.150 279 
20 330 472 0.795 0.375 279 
30 311 441 0.800 0.575 279 
40 265 331 0.800 0.600 279 
50 281 348 0.850 0.725 279 
60 307 299 0.897 0.725 279 
70 295 297 0.923 0.769 279 
80 275 296 0.949 0.795 279 
90 253 286 0.949 0.850 279 
100 231 289 0.974 0.875 279 
110 220 295 0.949 0.900 279 
120 217 277 0.974 0.900 279 
130 225 254 1.000 0.875 279 
140 207 265 0.974 0.900 279 
150 192 257 0.975 0.900 279 
160 176 264 0.947 0.925 279 
170 174 255 0.947 0.925 279 
180 161 249 0.947 0.925 279 
190 161 239 0.974 0.925 279 
200 156 208 0.974 0.900 279 
 
Table 3.3 summarizes the lag and power of the detection procedure in monitoring 
compromised items with 20 different moving sample sizes m at significance levels 0.05 and 0.01. 
The value of lag at a significance level of 0.05 is smaller than the value at level 0.01 with the same 
moving sample size m. The power at level 0.05 is higher than the power at level 0.01 with the same 
moving sample size m. The average number of items under inspection is 279 based on 30 
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replications. Items are going to be monitored if it has been administered to 200 examinees. The 
item bank contains 400 items, and 279 items has been used at least 200 times, which means the 
item selection method is efficient in making an item bank used evenly. 
 
Figure 3.2 Scatter Plot of m and Lag at Level 0.05 
Table 3.4 Statistics of Model A to Model C 
Model N  F value RMSE R square Parameters t value P value 
Model A 20 49.20 24.163 0.902 
Constant 417.203 15.807 0.000 
b1 -3.330 -3.136 0.060 
b2 0.020 1.767 0.096 
b3 -5.348E-5 -1.470 0.161 
Model B 20 186.91 21.589 0.912 
Constant 611.915 22.364 0.000 
b1 -83.318 -13.672 0.000 
Model C 20 245.61 0.075 0.932 Constant 378.320 28.770 0.000 
     b1 -0.005 -15.672 0.000 
 
 Figure 3.2 is the scatter plot of moving sample size m and the value of lag at the 
significance level of 0.05. From the scatter plot, their relationship maybe cubic, logarithmic or 
exponential relationship. Table 3.4 presents some statistics of model A, B and C. Model A is a 
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Model A contains 20 observations and the F test of this model is significant, but the results of the 
t test of its parameters are all not significant, which means their values may be zero. So, Model A 
could not fit the data well. Model B and C are significant in F test and their corresponding 
parameters are all significant in t test. The value of R square in Model C is larger than the value in 
the Model B and the value of RMSE in Model C is smaller than the value in the Model B. Thus, 
Model C outperforms model B in explaining the variability of the values of lag. Overall moving 
sample size m has a exponential relationship with lag at a significance level 0.05. The value of lag 
decreases as moving sample size m becomes larger, but the downtrend becomes smaller and 
smaller.  
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Table 3.5 Statistics of Model D to Model F 
Model N  F value RMSE R square Parameters t value P value 
Model D 20 79.40 20.020 0.937 
Constant 543.231 24.841 0.000 
b1 -5.996 -6.814 0.000 
b2 0.045 4.709 0.000 
b3 0.00005 -3.902 0.010 
Model E 20 169.34 23.320 0.904 
Constant 682.622 23.097 0.000 
b1 -85.662 -13.013 0.000 
Model F 20 85.89 0.093 0.827 Constant 422.128 23.065 0.000 
          b1 -0.003 -9.268 0.000 
 
The author will investigate the relationship between moving sample size m and lag at the 
significance level 0.01. Figure3.3 is the scatter plot of sample size m and lag at level 0.01. The 
dotted curve in the graph is a trendline of those 20 points. The author will try to conduct cubic, 
logarithmic or exponential regression of lag on moving sample size m, and they are Model D, 
Model E and Model F respectively. Table 3.5 presents the statistics of Model D to Model F. In 
Model D, the result of F test on the model is significant, and its R square value is 0.937 which in 
the largest among the three models. However, the parameter of 𝑚3 is near zero, so Model D 
cannot fit the data well. Model E is a logarithmic function and Model F is an exponential function. 
The F test of these two Models are significant. The parameters in the two models are all significant. 
The value of R square in Model E is 0.904, which is greater than the value in Model F. Thus, Model 
E is superior to Model F in explaining the variability of lag. So, at the significance level of 0.01, 
m has a logarithmic relationship with lag. When the value of m increases, the value of lag declines, 




Figure 3.4 Scatter Plot of m and Power at 0.05 
Table 3.6 Statistics of Model G to Model I 
Model N  F value RMSE R square Parameters t value P value 
Model G 20 36.72 0.388 0.873 
Constant 0.598 4.580 0.000 
b1 0.024 0.110 0.915 
b2 -0.629 -6.140 0.000 
b3 0.396 3.280 0.005 
Model H 19 57.37 0.310 0.920 
Constant 0.582 5.440 0.000 
b1 0.500 2.710 0.016 
b2 -0.614 -7.280 0.000 
b3 0.170 1.700 0.110 
Model I  19 75.66 0.328 0.904 Constant 0.582 5.140 0.000 
     b1 0.788 10.190 0.000 
     b2 -0.614 -6.890 0.000 
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The author will examine the relationship between moving sample size m and power at the 
significance level 0.05. Figure 3.4 shows the scatter plot of moving sample size m and power. It 
appears that their relationship is not linear. The dotted curve is a cubic spline which has a good fit 
to data in preliminary analysis by using trendline function in the Excel. The author will use SAS 
to conduct a deep analysis. Table 3.6 shows the statistics of the three models. Model G contains 
20 observations. The result of the F test of this model is significant. 𝑏1 is the parameter of moving 
sample size m and its p value is 0.915, which implies the value of the parameter might be zero. 
Figure 3.5 shows fit diagnostics of model G. In the first two graphs, most of the dots are scattered 
around line zero. If one observes the dot at the bottom left corner, which is the observation m=10, 
the value of its residual is very large in the first graph and the value of its RSTUDENT is largest 
among all of the points in the second graph. The cook’s D graph indicates that the observation 
m=10 has a larger effect on this model than others. Its absolute Studentized Residuals value is 
3.649> 𝑡0.025(18) = 2.101, so m=10 is an outlier in the Model G. Model H is a model without 
observation m=10. The result of F test is significant and the value of R square has been improved, 
but the t test of the parameter of 𝑚3 is not significant. So, a quadratic regression may be more 
appropriate. Model I is a quadratic function. Although the value of its R square is 0.904 which is 
smaller than the one in the Model H, it is better than the Model H because the parameters in its 
model are all significant in t test. Overall, moving sample size m and power have a quadratic 
relationship at the significance level of 0.05. When moving sample size m increases, the value of 
power also rises, but the growth trend slows down. 
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Figure 3.6 Scatter Diagram of m and Power at 0.01 
Table 3.7 Statistics of Model J 
Model N  F value RMSE R square Parameters t value P value 
Model J 20 190.51 0.180 0.973 
Constant 0.549 9.090 0.000 
b1 0.319 3.060 0.007 
b2 -0.578 -12.170 0.000 
b3 0.295 5.250 0.000 
 
I will explore the relationship between moving sample size m and the power of the 
procedure at the significance level of 0.01. Figure 3.6 presents the scatter plot of the 20 
observations and a dotted curve. The dotted curve is a trendline of those dots. It is a cubic spline. 
In the preliminary trend analysis by Excel after trying linear regression, quadratic and cubic spline, 
the cubic spline appears to be the most appropriate one. The author will then conduct a deep 
analysis in SAS. Table 3.7 exhibits some statistics of Model J which is a cubic function. Model J 
contains all 20 observations. The F test of this model is significant, and the t test of the parameters 
in the model are all significant. The value of R square is 0.973, which means the independent 
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size m and the power of the procedure in detecting compromised items have a cubic relationship 
at the 0.01 level of significance. A higher value of moving sample size m could obtain a larger 













CHAPTER 4: CONCLUSION AND DISCUSSION 
 
4.1 Conclusion 
At the significance level of 0.05, moving sample size m and lag exhibit an exponential 
relationship. The value of lag decreases as moving sample size m increases. At the significance 
level of 0.05, moving sample size m and power have a quadratic relationship. Figure 3.4 presents 
the increasing trend of dots. When the value of m increases, the value of power also becomes 
greater. A good compromised item detection procedure should have a small value of lag and a large 
value of power. In this case, moving sample size m should be as large as possible. In the simulation 
studies, the m can be 200, because it will yield a smallest lag and largest power. 
At the significance level of 0.01, moving sample size m and lag have a logarithmic 
relationship. A greater value of m produces a small value of lag. At the significance level of 0.01, 
moving sample size m and power have a cubic relationship. Figure 3.6 shows that a larger   value 
of m produces a larger value of power. To obey the rule of a small lag and a large power, moving 
sample size should be the largest one. In the simulation studies, m=200 is a good choice, because 
its corresponding value of lag is 208 which is smallest and power is 0.9 which is 0.025 smaller 
than the largest one.  
Moving sample size m being 10 is not a good choice when the significance level is set to 
be 0.05. At the level 0.05, when m=10, the corresponding value of lag is 437, which is much larger 
than the values at the other moving sample sizes. The corresponding value of power is 0.45, which 
is much smaller than the power values at other moving sample sizes. Thus, when conducting the 
regression of power on moving sample size m, m=10 is an outlier in the Model G. If one sets 
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significance level at 0.05, he should not choose m=10 as a moving sample size, otherwise it will 
decrease the performance of the procedure. 
 
4.2 Discussion 
A large value of the deviation between response result and 𝑃(𝜃) could be obtained in the 
following situation. An examinee could not answer the item correctly if the item is not 
compromised, and gets a correct answer after he knows the item information in advance. More 
such beneficial examinees in one sample could produce a higher value of ?̂?𝑛𝑚 , and then the 
compromised item might be identified. If the moving sample size m is small such as 10, its need 
of finding a sample containing many such beneficial examinees is stronger than the moving sample 
sizes with a large value. If such kind of a sample is not found, the compromised item might not be 
identified. If such a sample is found, the compromised item will be identified, but a lot time have 
been consumed and then the value of lag is large. Therefore, when m=10, the value of its lag is 
unreasonably large and the power is abnormally low at the 0.05 level.  
In the simulation I, thresholds are identified for various moving sample sizes by the 
following steps. Let the detection procedure to monitor uncompromised items. If any items are 
flagged as compromised items, this detection procedure makes a Type I error. The rate of 
familywise Type I errors is the ratio between the number of the items the procedure made the Type 
I error on and the number of normal items under inspection (Zhang & Li, 2016). Thresholds are 
generated to control the rate of familywise Type I errors under 0.05 or 0.01. In a real CAT system, 
there is a need to collect enough response data to calculate a threshold, and items in the item bank 
cannot be leaked during this data collection period. A CAT system has specific exposure control 
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methods and item selection methods, so the threshold is needed to be identified again if the 
compromised item detection procedure is applied to a new CAT system. 
In simulations, items are under inspection after being administered to 200 examinees. Item 
are leaked after being used by 225 examinees. This two number could be changed based on real 
situations. One could begin to monitor an item earlier or later than the point 200, but this cannot 
happen too early because the probability of being leaked is small at the beginning of a test, and 
can’t happen too late because the probability of being disclosed becomes larger as the test keeps 
running. In simulation II, artificial compromised items are leaked at the point 225. In practice, 
items are not leaked at the same point. In the future studies, the number could be randomly 
generated in a range, such as 200 to 300.   
In simulation II, examinees’ probability of answering a leaked item is 1.5 times as large as 
before. This new probability could be other values such as 2 times the original probability, or 
setting the probability to one, which means a leaked item could always been answered correctly. 
Sometimes an examinee saw a leaked item before the test, but the examinee did not memorize the 
answer of it. In the test, the examinee may have a probability of answering the item correctly based 
on his ability. In future simulation settings, a new probability and an original probability could be 
prepared. The new probability is greater than the original one. Generate a random number from 
the uniform distribution U (0,1). If the random number is larger than 0.2, the examinee has a new 
probability of answering this item correctly. Otherwise, he still has the original probability of 
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