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This paper considers estimation of sparse covariance matrices and
establishes the optimal rate of convergence under a range of matrix
operator norm and Bregman divergence losses. A major focus is on
the derivation of a rate sharp minimax lower bound. The problem
exhibits new features that are significantly different from those that
occur in the conventional nonparametric function estimation prob-
lems. Standard techniques fail to yield good results, and new tools
are thus needed.
We first develop a lower bound technique that is particularly well
suited for treating “two-directional” problems such as estimating
sparse covariance matrices. The result can be viewed as a general-
ization of Le Cam’s method in one direction and Assouad’s Lemma
in another. This lower bound technique is of independent interest and
can be used for other matrix estimation problems.
We then establish a rate sharp minimax lower bound for estimat-
ing sparse covariance matrices under the spectral norm by applying
the general lower bound technique. A thresholding estimator is shown
to attain the optimal rate of convergence under the spectral norm.
The results are then extended to the general matrix ℓw operator
norms for 1 ≤ w ≤∞. In addition, we give a unified result on the
minimax rate of convergence for sparse covariance matrix estimation
under a class of Bregman divergence losses.
1. Introduction. Minimax risk is one of the most widely used bench-
marks for optimality, and substantial efforts have been made on developing
minimax theories in the statistics literature. A key step in establishing a min-
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imax theory is the derivation of minimax lower bounds and several effective
lower bound arguments based on hypothesis testing have been introduced in
the literature. Well-known techniques include Le Cam’s method, Assouad’s
lemma and Fano’s lemma. See Le Cam (1986) and Tsybakov (2009) for more
detailed discussions on minimax lower bound arguments.
Driven by a wide range of applications in high dimensional data analysis,
estimation of large covariance matrices has drawn considerable recent atten-
tion. See, for example, Bickel and Levina (2008a, 2008b), El Karoui (2008),
Ravikumar et al. (2008), Lam and Fan (2009), Cai, Zhang and Zhou (2010)
and Cai and Liu (2011). Many theoretical results, including consistency and
rates of convergence, have been obtained. However, the optimality question
remains mostly open in the context of covariance matrix estimation under
the spectral norm, mainly due to the technical difficulty in obtaining good
minimax lower bounds.
In this paper we consider optimal estimation of sparse covariance matrices
and establish the minimax rate of convergence under a range of matrix op-
erator norm and Bregman divergence losses. A major focus is on the deriva-
tion of a rate sharp lower bound under the spectral norm loss. Conventional
lower bound techniques such as the ones mentioned earlier are designed and
well suited for problems with parameters that are scalar or vector-valued.
They have achieved great successes in solving many nonparametric function
estimation problems which can be treated exactly or approximately as esti-
mation of a finite or infinite dimensional vector and can thus be viewed as
“one-directional” in terms of the lower bound arguments. In contrast, the
problem of estimating a sparse covariance matrix under the spectral norm
can be regarded as a truly “two-directional” problem where one direction
is along the rows and another along the columns. It cannot be essentially
reduced to a problem of estimating a single or multiple vectors. As a conse-
quence, standard lower bound techniques fail to yield good results for this
matrix estimation problem. New and more general technical tools are thus
needed.
In the present paper we first develop a minimax lower bound technique
that is particularly well suited for treating “two-directional” problems such
as estimating sparse covariance matrices. The result can be viewed as a
simultaneous generalization of Le Cam’s method in one direction and As-
souad’s lemma in another. This general technical tool is of independent
interest and is useful for solving other matrix estimation problems such as
optimal estimation of sparse precision matrices.
We then consider specifically the problem of optimal estimation of sparse
covariance matrices under the spectral norm. Let X1, . . . ,Xn be a random
sample from a p-variate distribution with covariance matrix Σ= (σij)1≤i,j≤p.
We wish to estimate the unknown matrix Σ based on the sample {X1, . . . ,Xn}.
In this paper we shall use the weak ℓq ball with 0 ≤ q < 1 to model the
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sparsity of the covariance matrix Σ. The weak ℓq ball was originally used in
Abramovich et al. (2006) for a sparse normal means problem. A weak ℓq ball
of radius c in Rm contains elements with fast decaying ordered magnitudes
of components,
Bmq (c) = {ξ ∈R
m : |ξ|q(k) ≤ ck
−1, for all k = 1, . . . ,m},
where |ξ|(k) denotes the kth largest element in magnitude of the vector ξ.
For a covariance matrix Σ = (σij)1≤i,j≤p, denote by σ−j,j the jth column
of Σ with σjj removed. We shall assume that σ−j,j is in a weak ℓq ball for
all 1≤ j ≤ p. More specifically, for 0≤ q < 1, we define the parameter space
Gq(cn,p) of covariance matrices by
Gq(cn,p) = {Σ= (σij)1≤i,j≤p :σ−j,j ∈B
p−1
q (cn,p),1≤ j ≤ p}.(1)
In the special case of q = 0, a matrix in G0(cn,p) has at most cn,p nonzero
off-diagonal elements on each column.
The problem of estimating sparse covariance matrices under the spectral
norm has been considered, for example, in El Karoui (2008), Bickel and
Levina (2008b), Rothman, Levina and Zhu (2009) and Cai and Liu (2011).
Thresholding methods were introduced, and rates of convergence in proba-
bility were obtained for the thresholding estimators. The parameter space
Gq(cn,p) given in (1) also contains the uniformity class of covariance matrices
considered in Bickel and Levina (2008b) as a special case. We assume that
the distribution of the Xi’s is subgaussian in the sense that there is τ > 0
such that
P{|vT (X1 −EX1)|> t} ≤ e
−t2/(2τ) for all t > 0 and ‖v‖2 = 1.(2)
Let Pq(τ, cn,p) denote the set of distributions of X1 satisfying (2) and with
covariance matrix Σ ∈ Gq(cn,p).
Our technical analysis used in establishing a rate-sharp minimax lower
bound has three major steps. The first step is to reduce the original prob-
lem to a simpler estimation problem over a carefully chosen subset of the
parameter space without essentially decreasing the level of difficulty. The
second is to apply the general minimax lower bound technique to this sim-
plified problem, and the final key step is to bound the total variation affinities
between pairs of mixture distributions with specially designed sparse covari-
ance matrices. The technical analysis requires ideas that are quite different
from those used in the typical function/sequence estimation problems.
The minimax upper bound is obtained by studying the risk properties of
thresholding estimators. It will be shown that the optimal rate of conver-
gence under mean squared spectral norm error is achieved by a thresholding
estimator introduced in Bickel and Levina (2008b). We write an ≍ bn if there
are positive constants c and C independent of n such that c≤ an/bn ≤ C.
For 1 ≤ w ≤∞, the matrix ℓw operator norm of a matrix A is defined by
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|||A|||w = max‖x‖w=1 ‖Ax‖w. The commonly used spectral norm ||| · ||| coin-
cides with the matrix ℓ2 operator norm ||| · |||2. (Throughout the paper, we
shall write ||| · ||| without a subscript for the matrix spectral norm.) For a
symmetric matrix A, it is known that the spectral norm |||A||| is equal to the
largest magnitude of the eigenvalues of A. Throughout the paper we shall
assume that 1 < nβ ≤ p for some constants β > 1. Combining the results
given in Sections 3 and 4, we have the following optimal rate of convergence
for estimating sparse covariance matrices under the spectral norm.
Theorem 1. Assume that
cn,p ≤Mn
(1−q)/2(log p)−(3−q)/2(3)
for 0≤ q < 1. The minimax risk of estimating the covariance matrix Σ under
the spectral norm over the class Pq(τ, cn,p) satisfies
inf
Σˆ
sup
θ∈Pq(τ,cn,p)
EX|θ|||Σˆ−Σ|||
2 ≍ c2n,p
(
log p
n
)1−q
+
log p
n
,(4)
where θ denotes a distribution in Pq(τ, cn,p) with the covariance matrix Σ.
Furthermore, (4) holds under the squared ℓw operator norm loss for all 1≤
w ≤∞.
We shall focus the discussions on the spectral norm loss. The extension
to the general matrix ℓw operator norm is given in Section 6. In addition,
we also consider optimal estimation under a class of Bregman matrix diver-
gences which include Stein’s loss, squared Frobenius norm and von Neumann
entropy as special cases. Bregman matrix divergences provide a flexible class
of dissimilarity measures between symmetric matrices and have been used
for covariance and precision matrix estimation as well as matrix approxima-
tion problems. See, for example, Dhillon and Tropp (2007), Ravikumar et
al. (2008) and Kulis, Sustik and Dhillon (2009). We give a unified result on
the minimax rate of convergence in Section 5.
Besides the sparsity assumption considered in this paper, another com-
monly used structural assumption in the literature is that the covariance
matrix is “bandable” where the entries decay as they move away from the
diagonal. This is particularly suitable in the setting where the variables ex-
hibit a certain ordering structure, which is often the case for time series data.
Various regularization methods have been proposed and studied under this
assumption. Bickel and Levina (2008a) proposed a banding estimator and
obtained rate of convergence for the estimator. Cai, Zhang and Zhou (2010)
established the minimax rates of convergence and introduced a rate-optimal
tapering estimator. In particular, Cai, Zhang and Zhou (2010) derived rate
sharp minimax lower bounds for estimating bandable matrices. It should be
noted that the lower bound techniques used there do not lead to a good
result for estimating sparse covariance matrices under the spectral norm.
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The rest of the paper is organized as follows. Section 2 introduces a gen-
eral technical tool for deriving minimax lower bounds on the minimax risk.
Section 3 establishes the minimax lower bound for estimating sparse covari-
ance matrices under the spectral norm. The upper bound is obtained in Sec-
tion 4 by studying the risk properties of thresholding estimators. Section 5
considers optimal estimation under the Bregman divergences. A uniform op-
timal rate of convergence is given for a class of Bregman divergence losses.
Section 6 discusses extensions to estimation under the general ℓw norm for
1 ≤ w ≤ ∞ and connections to other related problems including optimal
estimation of sparse precision matrices. The proofs are given in Section 7.
2. General lower bound for minimax risk. In this section we develop a
new general minimax lower bound technique that is particularly well suited
for treating “two-directional” problems such as estimating sparse covariance
matrices. The new method can be viewed as a generalization of both Le
Cam’s method and Assouad’s lemma. To help motivate and understand the
new lower bound argument, it is useful to briefly review Le Cam’s method
and Assouad’s lemma.
Le Cam’s method is based on a two-point testing argument and is par-
ticularly well used in estimating linear functionals. See Le Cam (1973) and
Donoho and Liu (1991). Let X be an observation from a distribution Pθ
where θ belongs to a parameter set Θ. For two distributions P and Q with
densities p and q with respect to any common dominating measure µ, the to-
tal variation affinity is given by ‖P∧Q‖=
∫
p∧q dµ. Le Cam’s method works
with a finite parameter set Θ = {θ0, θ1, . . . , θD}. Let L be a loss function. De-
fine lmin =min1≤i≤D inft[L(t, θ0) + L(t, θi)] and denote P¯ =
1
D
∑D
i=1 Pθi . Le
Cam’s method gives a lower bound for the maximum estimation risk over
the parameter set Θ.
Lemma 1 (Le Cam). Let T be any estimator of θ based on an observation
X from a distribution Pθ with θ ∈Θ= {θ0, θ1, . . . , θD}, then
sup
θ∈Θ
EX|θL(T, θ)≥
1
2
lmin‖Pθ0 ∧ P¯‖.(5)
Write Θ1 = {θ1, . . . , θD}. One can view the lower bound in (5) as obtained
from testing the simple hypothesis H0 : θ = θ0 against the composite alter-
native H1 : θ ∈Θ1.
Assouad’s lemma works with a hypercube Θ = {0,1}r . It is based on
testing a number of pairs of simple hypotheses and is connected to multiple
comparisons. For a parameter θ = (θ1, . . . , θr) where θi ∈ {0,1}, one tests
whether θi = 0 or 1 for each 1≤ i≤ r based on the observation X . For each
pair of simple hypotheses, there is a certain loss for making an error in the
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comparison. The lower bound given by Assouad’s lemma is a combination
of losses from testing all pairs of simple hypotheses. Let
H(θ, θ′) =
r∑
i=1
|θi − θ
′
i|(6)
be the Hamming distance on Θ. Assouad’s lemma gives a lower bound for
the maximum risk over the hypercube Θ of estimating an arbitrary quantity
ψ(θ) belonging to a metric space with metric d.
Lemma 2 (Assouad). Let X ∼ Pθ with θ ∈Θ= {0,1}
r, and let T = T (X)
be an estimator of ψ(θ) based on X. Then for all s > 0,
max
θ∈Θ
2sEX|θd
s(T,ψ(θ))
(7)
≥ min
H(θ,θ′)≥1
ds(ψ(θ), ψ(θ′))
H(θ, θ′)
·
r
2
· min
H(θ,θ′)=1
‖Pθ ∧ Pθ′‖.
We now introduce our new lower bound technique. Again, let X ∼ Pθ
where θ ∈ Θ. The parameter space Θ of interest has a special structure
which can be viewed as the Cartesian product of two components Γ and Λ.
For a given positive integer r and a finite set B ⊂Rp \{01×p}, let Γ = {0,1}
r
and Λ⊆Br. Define
Θ = Γ⊗Λ= {θ = (γ,λ) :γ ∈ Γ and λ ∈Λ}.(8)
In comparison, the standard lower bound arguments work with either Γ or
Λ alone. For example, Assouad’s lemma considers only the parameter set Γ
and the Le Cam’s method typically applies to a parameter set like Λ with
r = 1. For θ = (γ,λ) ∈Θ, denote the projection of θ to Γ by γ(θ) = γ and to
Λ by λ(θ) = λ.
It is important to understand the structure of the parameter space Θ.
One can view an element λ ∈ Λ as an r × p matrix with each row coming
from the set B and view Γ as a set of parameters along the rows indicating
whether a given row of λ is present or not. Let DΛ =Card(Λ). For a given
a ∈ {0,1} and 1 ≤ i ≤ r, denote Θi,a = {θ ∈ Θ:γi(θ) = a} where θ = (γ,λ)
and γi(θ) is the ith coordinate of of the first component of θ. It is easy to
see that Card(Θi,a) = 2
r−1DΛ. Define the mixture distribution P¯i,a by
P¯i,a =
1
2r−1DΛ
∑
θ∈Θi,a
Pθ.(9)
So P¯i,a is the mixture distribution over all Pθ with γi(θ) fixed to be a while
all other components of θ vary over all possible values in Θ.
The following lemma gives a lower bound for the maximum risk over the
parameter set Θ of estimating a functional ψ(θ) belonging to a metric space
with metric d.
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Lemma 3. For any s > 0 and any estimator T of ψ(θ) based on an
observation from the experiment {Pθ, θ ∈Θ} where Θ is given in (8),
max
Θ
2sEX|θd
s(T,ψ(θ))≥ α
r
2
min
1≤i≤r
‖P¯i,0 ∧ P¯i,1‖,(10)
where P¯i,a is defined in equation (9) and α is given by
α= min
{(θ,θ′) :H(γ(θ),γ(θ′))≥1}
ds(ψ(θ), ψ(θ′))
H(γ(θ), γ(θ′))
.(11)
The idea behind this new lower bound argument is similar to the one for
Assouad’s lemma, but exists in a more complicated setting. Based on an
observation X ∼ Pθ where θ = (γ,λ) ∈Θ = Γ⊗ Λ, we wish to test whether
γi = 0 or 1 for each 1≤ i≤ r. The first factor α in the lower bound (10) is the
minimum cost of making an error per comparison. The second factor r/2 is
the expected number of errors one makes to estimate γ when Pθ and Pθ′ are
indistinguishable from each other in the case H(γ(θ), γ(θ′)) = r, and the last
factor is the lower bound for the total probability of making type I and type
II errors for each comparison. A major difference is that in this third factor
the distributions P¯i,0 and P¯i,1 are both complicated mixture distributions
instead of the typically simple ones in Assouad’s lemma. This makes the
lower bound argument more generally applicable, while the calculation of
the affinity becomes much more difficult.
In applications of Lemma 3, for a γ = (γ1, . . . , γr) ∈ Γ where γi takes
value 0 or 1, and a λ= (λ1, . . . , λr) ∈Λ where each λi ∈B is a p-dimensional
nonzero row vector, the element θ = (γ,λ) ∈ Θ can be equivalently viewed
as an r× p matrix 

γ1 · λ1
γ2 · λ2
...
γr · λr

 ,(12)
where the product γi · λi is taken elementwise: γi · λi = λi if γi = 1 and the
ith row of θ is the zero vector if γi = 0. The term ‖P¯i,0 ∧ P¯i,1‖ of equation
(10) is then the lower bound for the total probability of making type I and
type II errors for testing whether or not the ith row of θ is zero.
Note that the lower bound (10) reduces to the classical Assouad lemma
when Λ contains only one matrix for which every row is nonzero, and be-
comes a two-point argument of Le Cam with one point against a mixture
when r = 1. The proof of this lemma is given in Section 7. The technical
argument is an extension of that of Assouad’s lemma. See Assouad (1983),
Yu (1997) and van der Vaart (1998).
The advantage of this method is the ability to break down the lower bound
calculations for the whole matrix estimation problem into calculations for
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individual rows so that the overall analysis is simplified and more tractable.
Although the tool is introduced here for the purpose of estimating a sparse
covariance matrix, it is of independent interest and is expected to be useful
for solving other matrix estimation problems as well.
Bounding the total variation affinity between two mixture distributions
in (10) is quite challenging in general. The following well-known result on
the affinity is helpful in some applications. It provides lower bounds for the
affinity between two mixture distributions in terms of the affinities between
simpler distributions in the mixtures.
Lemma 4. Let P¯m =
∑m
i=1wiPi and Q¯m =
∑m
i=1wiQi where wi ≥ 0 and∑m
i=1wi = 1. Then
‖P¯m ∧ Q¯m‖ ≥
m∑
i=1
wi‖Pi ∧Qi‖ ≥ min
1≤i≤m
‖Pi ∧Qi‖.
More specifically, in our construction of the parameter set for establishing
the minimax lower bound, r is the number of possibly nonzero rows in the
upper triangle of the covariance matrix, and Λ is the set of matrices with
r rows to determine the upper triangle matrix. Recall that the projection
of θ ∈ Θ to Γ is γ(θ) = γ = (γi(θ))1≤i≤r and the projection of θ to Λ is
λ(θ) = λ = (λi(θ))1≤i≤r. More generally, for a subset A ⊆ {1,2, . . . , r}, we
define a projection of θ to a subset of Γ by γA(θ) = (γi(θ))i∈A. A particularly
useful example of set A is
{−i}= {1, . . . , i− 1, i+ 1, . . . , r}
for which γ{−i}(θ) = (γ1(θ), . . . , γi−1(θ), γi+1(θ), γr(θ)) and in this case for
convenience we set γ−i = γ{−i}. λA(θ) and λ−i(θ) are defined similarly. We
also define the set ΛA = {λA(θ) : θ ∈Θ}. A special case is A= {−i}.
Now we define a subset of Θ to reduce the problem of estimating Θ to a
problem of estimating λi(θ). For a ∈ {0,1}, b ∈ {0,1}
r−1 and c ∈ Λ−i ⊆B
r−1,
let
Θ(i,a,b,c) = {θ ∈Θ:γi(θ) = a, γ−i(θ) = b and λ−i(θ) = c}
and D(i,b,c) = Card(Θ(i,a,b,c)). Note that the cardinality of Θ(i,a,b,c) on the
right-hand side does not depend on the value of a due to the Cartesian
product structure of Θ= Γ⊗Λ. Define the mixture distribution
P¯(i,a,b,c) =
1
D(i,b,c)
∑
θ∈Θ(i,a,b,c)
Pθ.(13)
In other words, P¯(i,a,b,c) is the mixture distribution over all Pθ with λi(θ)
varying over all possible values while all other components of θ remain fixed.
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It is helpful to observe that when a= 0, we have γi(θ) · λi(θ) = 0 for which
P¯(i,a,b,c) is degenerate in the sense that it is an average of identical distribu-
tions.
Lemmas 3 and 4 together immediately imply the following result which
is based on the total variation affinities between slightly less complicated
mixture distributions. We need to introduce a new notation E˜θ to denote
the average of a function g over Θ, that is,
E˜θg(θ) =
∑
θ∈Θ
1
2r−1DΛ
g(θ).
The parameter θ is seen uniformly distributed over Θ. Let
Θ−i = {0,1}
r−1 ⊗Λ−i
= {(b, c) :∃θ ∈Θ such that γ−i(θ) = b and λ−i(θ) = c},
and an average of h(γ−i, λ−i) over the set Θ−i is defined as follows:
E˜(γ−i,λ−i)h(γ−i, λ−i) =
∑
(b,c)∈Θ−i
Di,b,c
2r−1DΛ
h(b, c),
where the distribution of (γ−i, λ−i) is induced by the uniform distribution
over Θ.
Corollary 1. For any s > 0 and any estimator T of ψ(θ) based on an
observation from the experiment {Pθ, θ ∈Θ} where the parameter space Θ is
given in (8),
max
Θ
2sEX|θd
s(T,ψ(θ))
≥ α
r
2
min
i
E˜(γ−i,λ−i)‖P¯(i,0,γ−i,λ−i) ∧ P¯(i,1,γ−i,λ−i)‖(14)
≥ α
r
2
min
i
min
γ−i,λ−i
‖P¯(i,0,γ−i,λ−i) ∧ P¯(i,1,γ−i,λ−i)‖,(15)
where α and P¯i,a,b,c are defined in equations (11) and (13), respectively.
Remark 1. A key technical step in applying Lemma 3 in a typical
application is to show that the affinity ‖P¯i,0 ∧ P¯i,1‖ is uniformly bounded
away from 0 by a constant for all i. Then the term αr on the right-hand
side of equation (10) in Lemma 3 gives the lower bound for the minimax
rate of convergence. As mentioned earlier, the affinity calculations for two
mixture distributions can be very much involved. Corollary 1 gives two lower
bounds in terms of the affinities. As noted earlier, P¯(i,0,γ−i,λ−i) in the affinity
in equations (14) and (15) is in fact a single normal distribution, not a
mixture. Thus the lower bounds given in equations (14) and (15) require
simpler, although still involved, calculations. In this paper we will apply
equation (14), which has an average of affinities on the right-hand side.
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3. Lower bound for estimating sparse covariance matrix under the spec-
tral norm. We now turn to the minimax lower bound for estimating sparse
covariance matrices under the spectral norm. We shall apply the lower bound
technique developed in the previous section to establish rate sharp results.
The same lower bound also holds under the general ℓw norm for 1≤w≤∞.
Upper bounds are discussed in Section 4 and optimal estimation under Breg-
man divergence losses is considered in Section 5.
In this section we shall focus on the Gaussian case and wish to estimate
the covariance matrix Σp×p under the spectral norm based on the sample
X1, . . . ,Xn
i.i.d.
∼ N(µ,Σp×p). The parameter space Gq(cn,p) for sparse covari-
ance matrices is defined as in (1). In the special case of q = 0, G0(cn,p) con-
tains matrices with at most cn,p+1 nonzero elements on each row/column.
The parameter space Gq(cn,p) also contains the uniformity class G
∗
q (cn,p)
considered in Bickel and Levina (2008b) as a special case, where G∗q (cn,p) is
defined as, for 0≤ q < 1,
G∗q (cn,p) =
{
Σ= (σij)1≤i,j≤p : max
j≤p,j 6=i
∑
i 6=j
|σij |
q ≤ cn,p
}
.(16)
The columns of Σ ∈ G∗q (cn,p) are assumed to belong to a strong ℓq ball.
We now state and prove the minimax lower bound for estimating a sparse
covariance matrix over the parameter space Gq(cn,p) under the spectral norm.
The derivation of the lower bounds relies heavily on the general lower bound
technique developed in the previous section. It also requires a careful con-
struction of a finite subset of the parameter space and detailed calculations
of an effective lower bound for the total variation affinities between mixtures
of multivariate Gaussian distributions.
Theorem 2. Let X1, . . . ,Xn
i.i.d.
∼ N(µ,Σp×p). The minimax risk for es-
timating the covariance matrix Σ over the parameter space Gq(cn,p) with
cn,p ≤Mn
(1−q)/2(log p)−(3−q)/2 satisfies
inf
Σˆ
sup
Σ∈Gq(cn,p)
EX|Σ|||Σˆ−Σ|||
2 ≥ c
(
c2n,p
(
log p
n
)1−q
+
log p
n
)
(17)
for some constant c > 0, where ||| · ||| denotes the matrix spectral norm.
Theorem 2 yields immediately a minimax lower bound for the more gen-
eral subgaussian case under assumption (2),
inf
Σˆ
sup
θ∈Pq(τ,cn,p)
EX|θ|||Σˆ−Σ|||
2 ≥ c
(
c2n,p
(
log p
n
)1−q
+
log p
n
)
.
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It has been shown in Cai, Zhang and Zhou (2010) that
inf
Σˆ
sup
θ∈Pq(τ,cn,p)
EX|θ|||Σˆ−Σ|||
2 ≥ c
log p
n
by constructing a parameter space with only diagonal matrices. It then suf-
fices to show that
inf
Σˆ
sup
θ∈Pq(τ,cn,p)
EX|θ|||Σˆ−Σ|||
2 ≥ c · c2n,p
(
log p
n
)1−q
to establish Theorem 2.
The proof of Theorem 2 contains three major steps. In the first step we
construct in detail a finite subset F∗ of the parameter space Gq(cn,p) such
that the difficulty of estimation over F∗ is essentially the same as that of es-
timation over Gq(cn,p). The second step is the application of Lemma 3 to the
carefully constructed parameter set F∗. Finally in the third step we calcu-
late the factor α defined in (11) and the total variation affinity between two
multivariate normal mixtures. Bounding the affinity is technically involved.
The main ideas of the proof are outlined here, and detailed proofs of some
technical lemmas used here are deferred to Section 7.
Proof of Theorem 2. The proof is divided into three main steps.
Step 1: Constructing the parameter set. Let r= ⌊p/2⌋, where ⌊x⌋ denotes
the largest integer less than or equal to x, and let B be the collection of
all row vectors b= (vj)1≤j≤p such that vj = 0 for 1≤ j ≤ p− r and vj = 0
or 1 for p − r + 1 ≤ j ≤ p under the constraint the total number of 1s is
‖b‖0 = k, where the value of k will be specified later. We shall treat each
(b1, . . . , br) ∈B
r as an r× p matrix with the ith row equal to bi.
Set Γ = {0,1}r . Define Λ ⊂ Br to be the set of all elements in Br such
that each column sum is less than or equal to 2k. For each component λm,
1≤m≤ r, of λ= (λ1, . . . , λr) ∈Λ, define a p× p symmetric matrix Am(λm)
by making the mth row of Am(λm) equal to λm, the mth column equal to
λTm and the rest of the entries 0. Note that for each λ = (λ1, . . . , λr) ∈ Λ,
each column/row sum of the matrix
∑r
m=1Am(λm) is less than or equal to
2k.
Define
Θ = Γ⊗Λ,(18)
and let ǫn,p ∈R be fixed. (The exact value of ǫn,p will be chosen later.) For
each θ = (γ,λ) ∈ Θ with γ = (γ1, . . . , γr) ∈ Γ and λ = (λ1, . . . , λr) ∈ Λ, we
associate θ with a covariance matrix Σ(θ) by
Σ(θ) = Ip + ǫn,p
r∑
m=1
γmAm(λm).(19)
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It is easy to see that in the Gaussian case |||Σp×p||| ≤ τ is a sufficient condition
for (2). Without loss of generality we assume that τ > 1 in the subgaussianity
assumption (2); otherwise we replace Ip in (19) by cIp with a small constant
c > 0. Finally we define a collection F∗ of covariance matrices as
F∗ =
{
Σ(θ) :Σ(θ) = Ip + ǫn,p
r∑
m=1
γmAm(λm), θ = (γ,λ) ∈Θ
}
.(20)
Note that each Σ ∈F∗ has value 1 along the main diagonal, and contains an
r×r submatrix, say, A, at the upper right corner, AT at the lower left corner
and 0 elsewhere. Each row of A is either identically 0 (if the corresponding
γ value is 0) or has exactly k nonzero elements with value ǫn,p.
We now specify the values of ǫn,p and k to ensure F∗ ⊂ Gq(cn,p). Set
ǫn,p = υ
√
log p
n for a fixed small constant υ, and let k =max(⌈
1
2cn,pǫ
−q
n,p⌉−1,0)
which implies
max
1≤j≤p
∑
i 6=j
|σij|
q ≤ 2kǫqn,p ≤ cn,p.
We require
0< υ <
[
min
{
1
3
, τ − 1
}
1
M
]1/(1−q)
and υ2 <
β − 1
54β
.(21)
Note that ǫn,p and k satisfy
2kǫn,p ≤ cn,pǫ
1−q
n,p ≤Mυ
1−q <min{13 , τ − 1}(22)
and consequently every Σ(θ) is diagonally dominant and positive definite,
and |||Σ(θ)||| ≤ |||Σ(θ)|||1 ≤ 2kǫn,p + 1 < τ . Thus we have F∗ ⊂ Gq(cn,p), and
the subgaussianity assumption (2) is satisfied.
Step 2: Applying the general lower bound argument. Let X1, . . . ,Xn
i.i.d.
∼
N(0,Σ(θ)) with θ ∈ Θ and denote the joint distribution by Pθ. Applying
Lemma 3 to the parameter space Θ with s= 2, we have
inf
Σˆ
max
θ∈Θ
22EX|θ|||Σˆ−Σ(θ)|||
2 ≥ α ·
r
2
· min
1≤i≤r
‖P¯i,0 ∧ P¯i,1‖,(23)
where
α≡ min
{(θ,θ′) :H(γ(θ),γ(θ′))≥1}
|||Σ(θ)−Σ(θ′)|||2
H(γ(θ), γ(θ′))
,(24)
and P¯i,0 and P¯i,1 are defined as in (9).
Step 3: Bounding the affinity and per comparison loss. We shall now bound
the two factors α and mini ‖P¯i,0 ∧ P¯i,1‖ in (23). This is done separately in
the next two lemmas which are proved in detail in Section 7. Lemma 5 gives
a lower bound to the per comparison loss, and it is easy to prove.
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Lemma 5. For α defined in equation (24) we have
α≥
(kǫn,p)
2
p
.
The key technical difficulty is in bounding the affinity between the Gaus-
sian mixtures. The proof is quite involved.
Lemma 6. Let X1, . . . ,Xn
i.i.d.
∼ N(0,Σ(θ)) with θ ∈ Θ defined in equa-
tion (18), and denote the joint distribution by Pθ. For a ∈ {0,1} and 1≤ i≤
r, define P¯i,a as in (9). Then there exists a constant c1 > 0 such that
min
1≤i≤r
‖P¯i,0 ∧ P¯i,1‖ ≥ c1.
Finally, the minimax lower bound for estimation over Gq(cn,p) is obtained
by putting together the bounds given in Lemmas 5 and 6,
inf
Σˆ
sup
Σ∈Gq(cn,p)
EX|Σ|||Σˆ−Σ|||
2 ≥ inf
Σˆ
max
Σ(θ)∈F∗
EX|θ|||Σˆ−Σ(θ)|||
2
≥
(kǫn,p)
2
p
·
r
8
· c1
≥ c2c
2
n,p
(
log p
n
)1−q
for some constant c2 > 0. 
Remark 2. It is easy to check that the proof of Theorem 2 also yields a
lower bound for estimation under the general matrix ℓw operator norm for
any 1≤w≤∞,
inf
Σˆ
sup
θ∈Pq(τ,cn,p)
EX|θ|||Σˆ−Σ|||
2
w ≥ c
(
c2n,p
(
log p
n
)1−q
+
log p
n
)
by applying Lemma 3 with s= 1.
4. Minimax upper bound under the spectral norm. Section 3 developed
a minimax lower bound for estimating a sparse covariance matrix under the
spectral norm over Gq(cn,p). In this section we shall show that the lower
bound is rate-sharp and therefore establish the optimal rate of convergence.
To derive a minimax upper bound, we shall consider the properties of a
thresholding estimator introduced in Bickel and Levina (2008b). Given a
random sample {X1, . . . ,Xn} of p-variate observations drawn from a distri-
bution in Pq(τ, cn,p), the sample covariance matrix is
1
n− 1
n∑
l=1
(Xl − X¯)(Xl − X¯)
T ,
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which is an unbiased estimate of Σ, and the maximum likelihood estimator
of Σ is
Σ∗ = (σ∗ij)1≤i,j≤p =
1
n
n∑
l=1
(Xl − X¯)(Xl − X¯)
T(25)
when Xl’s are normally distributed. These two estimators are close to each
other for large n. We shall construct estimators of the covariance matrix Σ
by thresholding the maximum likelihood estimator Σ∗.
Note that the subgaussianity condition (2) implies
|||Σ||| = sup
v : ‖v‖=1
Var[vT (X1 −EX1)]≤
∫ ∞
0
e−x/(2τ) dx= 2τ.
Then the empirical covariance σ∗i,j satisfies the following large deviation
result that there exist constants C1 > 0 and γ > 0 such that
P(|σ∗ij − σij |> t)≤C1 exp
(
−
8
γ2
nt2
)
(26)
for |t| ≤ δ, where C1, γ and δ are constants and depend only on τ . See
Saulis and Statulevicˇius (1991) and Bickel and Levina (2008a). Inequality
(26) implies σ∗ij behaves like a subgaussian random variable. In particular
for t= γ
√
log p
n we have
P(|σ∗ij − σij|> t)≤C1p
−8.(27)
Define the thresholding estimator Σˆ = (σˆij)p×p by
σˆij = σ
∗
ij · I
(
|σ∗ij| ≥ γ
√
log p
n
)
.(28)
This thresholding estimator was first proposed in Bickel and Levina (2008b)
in which a rate of convergence of the loss function in probability was given
over the uniformity class G∗q (cn,p). Here we provide an upper bound for mean
squared spectral norm error over the parameter space Gq(cn,p).
Throughout the rest of the paper we denote by C a generic positive con-
stant which may vary from place to place. The following theorem shows that
the thresholding estimator defined in (28) is rate optimal over the parameter
space Gq(cn,p).
Theorem 3. The thresholding estimator Σˆ given in (28) satisfies, for
some constant C > 0,
sup
θ∈Pq(τ,cn,p)
EX|θ|||Σˆ−Σ|||
2 ≤C
[
c2n,p
(
log p
n
)1−q
+
log p
n
]
.(29)
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Consequently, the minimax risk of estimating the sparse covariance matrix
Σ over Gq(cn,p) satisfies
inf
Σˆ
sup
θ∈Pq(τ,cn,p)
EX|θ|||Σˆ−Σ|||
2 ≍ c2n,p
(
log p
n
)1−q
+
log p
n
.(30)
Remark 3. A similar argument to the proof of equation (29) in Sec-
tion 7.4 yields the following upper bound for estimation under the matrix
ℓ1 norm:
sup
θ∈Pq(τ,cn,p)
EX|θ|||Σˆ−Σ|||
2
1 ≤C
[
c2n,p
(
log p
n
)1−q
+
log p
n
]
.
Theorem 3 shows that the optimal rate of convergence for estimating a
sparse covariance matrix over Gq(cn,p) under the squared spectral norm is
c2n,p(
log p
n )
1−q. In Bickel and Levina (2008b) the uniformity class G∗q (cn,p)
defined in (16) was considered. We shall now show that the same minimax
rate of convergence holds for estimation over G∗q (cn,p). It is easy to check in
the proof of the lower bound that for every Σ ∈F∗ defined in (20), we have
max
1≤j≤p
∑
i 6=j
|σij |
q ≤ 2kǫqn,p ≤ cn,p
and consequently F∗ ⊂ G
∗
q (cn,p). Thus the lower bound established for F∗
automatically yields a lower bound for G∗q (cn,p). On the other hand, since a
strong ℓq ball is always contained in a weak ℓq ball by the Markov inequality,
the upper bound in equation (29) for the parameter space Gq also holds for
G∗q (cn,p). Let P
∗
q (τ, cn,p) denote the set of distributions of X1 satisfying (2)
and with covariance matrix Σ ∈ G∗q (cn,p). Then we have the following result.
Proposition 1. The minimax risk for estimating the covariance matrix
under the spectral norm over the uniformity class G∗q (cn,p) satisfies
inf
Σˆ
sup
θ∈P∗q (τ,cn,p)
EX|θ|||Σˆ−Σ|||
2 ≍ c2n,p
(
log p
n
)1−q
+
log p
n
.
The thresholding estimator Σˆ defined by (28) is positive definite with high
probability, but it is not guaranteed to be positive definite. A simple addi-
tional step can make the final estimator positive semi-definite and achieve
the optimal rate of convergence. Write the eigen-decomposition of Σˆ as
Σˆ =
p∑
i=1
λˆiviv
T
i ,
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where λˆi’s and vi’s are the eigenvalues and eigenvectors of Σˆ, respectively.
Let λˆ+i =max(λˆi,0) be the positive part of λˆi and define
Σˆ+ =
p∑
i=1
λˆ+i viv
T
i .
Then
|||Σˆ+−Σ||| ≤ |||Σˆ+− Σˆ|||+ |||Σˆ−Σ||| ≤ max
i:λˆi≤0
|λˆi|+ |||Σˆ−Σ|||
≤ max
i:λˆi≤0
|λˆi − λi|+ |||Σˆ−Σ||| ≤ 2|||Σˆ−Σ|||.
The resulting estimator Σˆ+ is positive semi-definite and attains the same
rate as the original thresholding estimator Σˆ. This method can be applied
to the tapering estimator in Cai, Zhang and Zhou (2010) as well to make
the estimator positive semi-definite, while still achieving the optimal rate.
5. Optimal estimation under Bregman divergences. We have so far fo-
cused on the optimal rate of convergence under the spectral norm. In this
section we turn to minimax estimation of sparse covariance matrices under a
class of Bregman divergence losses which include Stein’s loss, Frobenius norm
and von Neumann’s entropy as special cases. Bregman matrix divergences
have been used for matrix estimation and matrix approximation problems;
see, for example, Dhillon and Tropp (2007), Ravikumar et al. (2008) and
Kulis, Sustik and Dhillon (2009). In this section we establish the optimal
rate of convergence uniformly for a class of Bregman divergence losses.
Bregman (1967) introduced the Bregman divergence as a dissimilarity
measure between vectors,
Dφ(x,y) = φ(x)− φ(y)− (∇φ(y))
T (x− y),
where φ is a differentiable, real-valued, and strictly convex function defined
over a convex set in a Euclidean space Rm, and ∇φ is the gradient of φ. The
well-known Mahalanobis distance is a Bregman divergence. This concept
can be naturally extended to the space of real and symmetric matrices as
Dφ(X,Y ) = φ(X)− φ(Y )− tr[(∇φ(Y ))
T (X − Y )],
where X and Y are real symmetric matrices, and φ is a differentiable strictly
convex function over the space. See Censor and Zenios (1997) and Kulis,
Sustik and Dhillon (2009). A particularly interesting class of φ is
φ(X) =
p∑
i=1
ϕ(λi),(31)
where λi’s are the eigenvalues ofX , and ϕ is a differentiable, real-valued, and
strictly convex function over a convex set in R. See Dhillon and Tropp (2007)
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and Kulis, Sustik and Dhillon (2009). Examples of this class of Bregman
divergences include:
• ϕ(λ) = − logλ, or equivalently φ(X) = − logdet(X). The corresponding
Bregman divergence can be written as
Dφ(X,Y ) = tr(XY
−1)− log det(XY −1)− p,
which is often called Stein’s loss in the statistical literature.
• ϕ(λ) = λ logλ− λ, or equivalently φ(X) = tr(X logX −X), where X is
positive definite such that logX is well defined. The corresponding Breg-
man divergence is the von Neumann divergence
Dφ(X,Y ) = tr(X logX −X logY −X + Y ).
• ϕ(λ) = λ2, or equivalently φ(X) = tr(X2). The resulting Bregman diver-
gence is the squared Frobenius norm
Dφ(X,Y ) = tr[(X − Y )
2] = |||X − Y |||2F =
∑
i,j
(xij − yij)
2
for X = (xij)1≤i,j≤p and Y = (yij)1≤i,j≤p.
Define a class Ψ of functions ϕ satisfying the following conditions:
(1) ϕ is twice differentiable, real-valued and strictly convex over λ ∈
(0,∞);
(2) |ϕ(λ)| ≤Cλr for some C > 0 and some real number r uniformly over
λ ∈ (0,∞);
(3) For every positive constants ǫ2 and M2 there are some positive con-
stants cL and cu depending on ǫ2 and M2 such that cL ≤ ϕ
′′
(λ)≤ cu for all
λ ∈ [ǫ2,M2].
In this paper, we shall consider the following class of Bregman divergences:
Φ =
{
φ(Σ) =
p∑
i=1
ϕ(λi) :ϕ ∈Ψ
}
.(32)
It is easy to see that Stein’s loss, von Neumann’s divergence and the squared
Frobenius norm are in this class.
Let ǫ1 > 0 be a positive constant. Let P
B
q (τ, cn,p) denote the set of distri-
butions of X1 satisfying (2) and with covariance matrix
Σ ∈ GBq (cn,p) = Gq(cn,p)∩ {Σ:λmin ≥ ǫ1}.
Here λmin denotes the minimum eigenvalue of Σ. The assumption that all
eigenvalues are bounded away from 0 is necessary when ϕ(λ) is not well
defined at 0. An example is the Stein loss where ϕ(λ) =− logλ. Under this
assumption all losses Dφ are equivalent to the squared Frobenious norm.
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The following theorem gives a unified result on the minimax rate of con-
vergence for estimating the covariance matrix over the parameter space
PBq (τ, cn,p) for all Bregman divergences φ ∈Φ defined in (32).
Theorem 4. Assume that cn,p ≤Mn
(1−q)/2(log p)−(3−q)/2 for some M >
0 and 0≤ q < 1. The minimax risk over PBq (τ, cn,p) under the loss function
Lφ(Σˆ,Σ) =
1
p
Dφ(Σˆ,Σ)
for all Bregman divergences φ ∈Φ defined in (32) satisfies
inf
Σˆ
sup
φ∈Φ
sup
θ∈PBq (τ,cn,p)
EX|θLφ(Σˆ,Σ)≍ cn,p
(
log p
n
)1−q/2
+
1
n
.(33)
Note that Theorem 4 gives the minimax rate of convergence uniformly
under all Bregman divergences defined in (32). For an individual Bregman
divergence loss, the condition that all eigenvalues are bounded away from 0
is not needed if the function ϕ is well behaved at 0. For example, such is the
case for the Frobenius norm.
The optimal rate of convergence is attained by a modified thresholding
estimator. Let Σˆ = (σˆij)1≤i,j≤p be the thresholding estimator given in (28).
Define the final estimator of Σ by
ΣˆB =

 Σˆ, if
1
max{logn, logp}
≤ λmin(Σˆ)≤max{logn, logp},
I, otherwise.
(34)
It will be proved in Section 7.5 that the estimator ΣˆB given in (34) is rate
optimal uniformly under all Bregman divergences satisfying (32). Note that
the modification of Σˆ given in (34) is needed. Without it, the loss Lφ(Σˆ,Σ)
may not be well behaved under some Bregman divergences such as Stein’s
loss and von Neumann’s divergence.
Remark 4. Let P∗Bq (τ, cn,p) denote the set of distributions of X1 satis-
fying (2) and with covariance matrix Σ ∈ G∗Bq (cn,p) = G
∗
q (cn,p)∩ {Σ:λmin ≥
ǫ1}. Then under the same conditions as in Theorem 4,
inf
Σˆ
sup
φ∈Φ
sup
θ∈P∗Bq (τ,cn,p)
EX|θLφ(Σˆ,Σ)≍ cn,p
(
log p
n
)1−q/2
+
1
n
.
6. Discussions. The focus of this paper is mainly on the optimal estima-
tion under the spectral norm. However, both the lower and upper bounds
can be easily extended to the general matrix ℓw norm for 1 ≤ w ≤ ∞ by
using similar arguments given in Sections 3 and 4.
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Theorem 5. Under the assumptions in Theorem 1, the minimax risk of
estimating the covariance matrix Σ under the matrix ℓw-norm for 1≤w ≤∞
over the class Pq(τ, cn,p) satisfies
inf
Σˆ
sup
θ∈Pq(τ,cn,p)
EX|θ|||Σˆ−Σ|||
2
w ≍ c
2
n,p
(
log p
n
)1−q
+
log p
n
.(35)
Moreover, the thresholding estimator Σˆ defined in (28) is rate-optimal.
As noted in Section 3, a rate-sharp lower bound for the minimax risk
under the ℓw norm can be obtained by using essentially the same argu-
ment with the same parameter space F∗ and a slightly modified version of
Lemma 5. The upper bound can be proved by applying the Riesz–Thorin
interpolation theorem, which yields |||A|||w ≤max{|||A|||1 ,|||A|||2, |||A|||∞} for all
w ∈ [1,∞), and by using the facts |||A|||1 = |||A|||∞ and |||A|||2 ≤ |||A|||1 , when A
is symmetric. In Section 4 we have in fact established the same risk bound
for both the spectral norm and matrix ℓ1-norm.
The spectral norm of a matrix depends on the entries in a subtle way
and the “interactions” among different rows/columns must be taken into
account. The lower bound argument developed in this paper is aimed at
treating “two-directional” problems by mixing over both rows and columns.
It can be viewed as a simultaneous application of Le Cam’s method in one
direction and Assouad’s lemma in another. In contrast, for sequence esti-
mation problems, we typically need one or the other, but not both at the
same time. The lower bound techniques developed in this paper can be used
to solve other matrix estimation problems. For example, Cai, Liu and Zhou
(2011) applied the general lower bound argument to the problem of estimat-
ing sparse precision matrices under the spectral norm and established the
optimal rate of convergence. This problem is closely connected to graphical
model selection. The derivations of both the lower and upper bounds are
involved. For reasons of space, we shall report the results elsewhere.
In this paper we also developed a unified result on the minimax rate of
convergence for estimating sparse covariance matrices under a class of Breg-
man divergence losses which include the commonly used Frobenius norm as
a special case. The optimal rate of convergence given in Theorem 4 is iden-
tical to the minimax rate for estimating a row/column as a vector with the
weak ℓq ball constraint under the squared error loss. Our result shows that
this class of Bregman divergence losses are essentially the same and thus
can be studied simultaneously in terms of the minimax rate of convergence.
Estimating a sparse covariance matrix is intrinsically a heteroscedastic
problem in the sense that the variances of the entries of the sample covariance
matrix are not equal and can vary over a wide range. A natural approach is to
adaptively threshold the entries according to their individual variabilities.
Cai and Liu (2011) considered such an adaptive approach for estimation
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over the weighted ℓq balls which contains the strong ℓq balls as subsets.
The lower bound given in Proposition 1 in the present paper immediately
yields a lower bound for estimation over the weighted ℓq balls. A data-driven
thresholding procedure was introduced and shown to adaptively achieve the
optimal rate of convergence over a large collection of the weighted ℓq balls
under the spectral norm. In contrast, universal thresholding estimators are
sub-optimal over the same parameter spaces.
In addition to the hard thresholding estimator used in Bickel and Levina
(2008b), Rothman, Levina and Zhu (2009) considered a class of thresholding
rules with more general thresholding functions, including soft thresholding
and adaptive Lasso. It is straightforward to show that these thresholding
estimators with the same choice of threshold level used in (28) also attains
the optimal rate of convergence over the parameter space Gq(cn,p) under
mean squared spectral norm error as well as under the class of Bregman
divergence losses considered in Section 5 with the same modification as in
(34). Therefore, the choice of the thresholding function is not important as
far as the rate optimality is concerned.
7. Proofs. In this section we prove the general lower bound result given
in Lemma 3, Theorems 3 and 4 as well as some of the important technical
lemmas used in the proof of Theorem 2 given in Section 3. The proofs of a
few technical results used in this section are deferred to the supplementary
material [Cai and Zhou (2012)]. Throughout this section, we denote by C a
generic constant that may vary from place to place.
7.1. Proof of Lemma 3. We first bound the maximum risk by the average
over the whole parameter set,
max
Θ
2sEX|θd
s(T,ψ(θ))≥
1
2rDΛ
∑
θ
2sEX|θd
s(T,ψ(θ))
(36)
=
1
2rDΛ
∑
θ
EX|θ[2d(T,ψ(θ))]
s.
Set θˆ = argminθ∈Θ d
s(T,ψ(θ)). Note that the minimum is not necessarily
unique. When it is not unique, pick θˆ to be any point in the minimum set.
Then the triangle inequality for the metric d gives
EX|θd
s(ψ(θˆ), ψ(θ))≤ EX|θ[d(ψ(θˆ), T ) + d(T,ψ(θ))]
s
(37)
≤ EX|θ[2d(T,ψ(θ))]
s,
where the last inequality is due to the fact d(ψ(θˆ), T ) = d(T,ψ(θˆ))≤ d(T,ψ(θ))
from the definition of θˆ. Equations (36) and (37) together yield
max
Θ
2sEX|θd
s(T,ψ(θ))≥
1
2rDΛ
∑
θ
EX|θd
s(ψ(θˆ), ψ(θ))
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≥
1
2rDΛ
∑
θ
EX|θ
ds(ψ(θˆ), ψ(θ))
H(γ(θˆ), γ(θ)) ∨ 1
·H(γ(θˆ), γ(θ))(38)
≥ α ·
1
2rDΛ
∑
θ
EX|θH(γ(θˆ), γ(θ)),
where the last step follows from the definition of α in equation (11).
We now show
1
2rDΛ
∑
θ
EX|θH(γ(θˆ), γ(θ))≥
r
2
min
i
‖P¯i,0 ∧ P¯i,1‖,(39)
which immediately implies maxΘ 2
sEX|θd
s(T,ψ(θ)) ≥ α r2 mini ‖P¯i,0 ∧ P¯i,1‖,
and Lemma 3 follows. From the definition of H in equation (6) we write
1
2rDΛ
∑
θ
EX|θH(γ(θˆ), γ(θ)) =
1
2rDΛ
∑
θ
r∑
i=1
EX|θ|γi(θˆ)− γi(θ)|.
The right-hand side can be further written as
r∑
i=1
1
2rDΛ
∑
ρ∈Γ
[ ∑
{θ:γ(θ)=ρ}
EX|θ|γi(θˆ)− γi(θ)|
]
=
1
2
r∑
i=1
[
1
2r−1DΛ
∑
{ρ:ρi=0}
∑
{θ:γ(θ)=ρ}
∫
γi(θˆ)dPθ
+
1
2r−1DΛ
∑
{ρ:ρi=1}
∑
{θ:γ(θ)=ρ}
∫
(1− γi(θˆ))dPθ′
]
=
1
2
r∑
i=1
[∫
γi(θˆ)
(
1
2r−1DΛ
∑
{ρ:ρi=0}
∑
{θ:γ(θ)=ρ}
dPθ
)
+
∫
(1− γi(θˆ))
(
1
2r−1DΛ
∑
{ρ:ρi=1}
∑
{θ:γ(θ)=ρ}
dPθ
)]
=
1
2
r∑
i=1
[∫
γi(θˆ)dP¯i,0+
∫
(1− γi(θˆ))dP¯i,1
]
.
The following elementary result is useful to establish the lower bound for
the minimax risk. See, for example, page 40 of Le Cam (1973).
Lemma 7. The total variation affinity satisfies
‖P ∧Q‖= inf
0≤f≤1
{∫
fdP+
∫
(1− f)dQ
}
.
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It follows immediately from Lemma 7 that
1
2
r∑
i=1
[∫
γi(θˆ) P¯i,0 +
∫
(1− γi(θˆ))dP¯i,1
]
≥
1
2
r∑
i=1
‖P¯i,0 ∧ P¯i,1‖
≥
r
2
min
i
‖P¯i,0 ∧ P¯i,1‖,
and so equation (39) is established.
7.2. Proof of Lemma 5. Let v = (vi) be a column p-vector with vi = 0
for 1≤ i≤ p− r and vi = 1 for p− r+ 1≤ i≤ p, that is, v = (1{p− r+ 1≤
i≤ p})p×1. Set w = (wi) = [Σ(θ)−Σ(θ
′)]v. Note that for each i, if |γi(θ)−
γi(θ
′)|= 1, we have |wi|= kǫn,p. Then there are at least H(γ(θ), γ(θ
′)) num-
ber of elements wi with |wi|= kǫn,p, which implies
‖[Σ(θ)−Σ(θ′)]v‖22 ≥H(γ(θ), γ(θ
′)) · (kǫn,p)
2.
Since ‖v‖2 = r≤ p, the equation above yields
|||Σ(θ)−Σ(θ′)|||2 ≥
‖[Σ(θ)−Σ(θ′)]v‖22
‖v‖2
≥
H(γ(θ), γ(θ′)) · (kǫn,p)
2
p
,
that is,
|||Σ(θ)−Σ(θ′)|||2
H(γ(θ), γ(θ′))
≥
(kǫn,p)
2
p
when H(γ(θ), γ(θ′))≥ 1.
7.3. Proof of Lemma 6. The proof of the bound for the affinity given in
Lemma 6 is involved. We break the proof into a few major technical lemmas
which are proved in Section 7.3 and the supplementary material. Without
loss of generality we consider only the case i= 1 and prove that there exists
a constant c1 > 0 such that ‖P¯1,0 ∧ P¯1,1‖ ≥ c1. The following lemma is the
key step which turns the problem of bounding the total variation affinity
into a chi-squared distance calculation on Gaussian mixtures.
Lemma 8. (i) There exists a constant c2 < 1 such that
E˜(γ−1,λ−1)
{∫ (
dP¯(1,1,γ−1,λ−1)
dP¯(1,0,γ−1,λ−1)
)2
dP¯(1,0,γ−1,λ−1) − 1
}
≤ c22.(40)
(ii) Moreover, equation (40) implies that ‖P¯1,0 ∧ P¯1,1‖ ≥ 1− c2 > 0.
The proof of Lemma 8(ii) is relatively easy and is given in the supple-
mentary material. Our goal in the remainder of this proof is to establish
(40), which requires detailed understanding of P¯(1,0,γ−1,λ−1) and the mixture
distribution P¯(1,1,γ−1,λ−1) as well as a careful analysis of the cross-product
terms in the chi-squared distances on the left-hand side of (40).
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From the definition of θ in equation (12) and P¯(1,0,γ−1,λ−1) in equation
(13), γ1 = 0 implies P¯(1,0,γ−1,λ−1) is a single multivariate normal distribution
with a covariance matrix,
Σ0 =
(
1 01×(p−1)
0(p−1)×1 S(p−1)×(p−1)
)
.(41)
Here S(p−1)×(p−1) = (sij)2≤i,j≤p is a symmetric matrix uniquely determined
by (γ−1, λ−1) = ((γ2, . . . , γr), (λ2, . . . , λr)) where for i≤ j,
sij =


1, i= j,
ǫn,p, γi = λi(j) = 1,
0, otherwise.
Let
Λ1(c) = {a ∈B :∃θ ∈Θ such that λ1(θ) = a and λ−1(θ) = c},
which gives the set of all possible values of the first row with the rest of
the rows fixed, that is, λ−1(θ) = c. Let nλ−1 be the number of columns of
λ−1 with the column sum equal to 2k for which the first row has no choice
but to take value 0 in this column. Set pλ−1 = r − nλ−1 . It is helpful to
observe that pλ−1 ≥ p/4− 1. Since nλ−1 · 2k ≤ r · k, the total number of 1s
in the upper triangular matrix by the construction of the parameter set, we
thus have nλ−1 ≤ r/2, which immediately implies pλ−1 = r − nλ−1 ≥ r/2 ≥
p/4 − 1. It follows Card(Λ1(λ−1)) = (
pλ−1
k
). Then, from the definitions in
equations (12) and (13), P¯(1,1,γ−1,λ−1) is an average of (
pλ−1
k
) multivariate
normal distributions with covariance matrices of the following form:(
1 r1×(p−1)
(r1×(p−1))
T S(p−1)×(p−1)
)
,(42)
where ‖r‖0 = k with nonzero elements of r equal ǫn,p and the submatrix
S(p−1)×(p−1) is the same as the one for Σ0 given in (41).
Recall that for each θ ∈ Θ, Pθ is the joint distribution of the n i.i.d.
multivariate normal variables X1, . . . ,Xn. So each term in the chi-squared
distance on the left-hand side of (40) is of the form (
∫ g1g2
g0
)n where gi are
the density function of N(0,Σi) for i= 0,1 and 2, with Σ0 defined in (41)
and Σ1 and Σ2 of the form (42).
The following lemma is useful for calculating the cross product terms
in the chi-squared distance between Gaussian mixtures. The proof of the
lemma is straightforward and is thus omitted.
Lemma 9. Let gi be the density function of N(0,Σi) for i= 0,1 and 2,
respectively. Then∫
g1g2
g0
= [det(I −Σ−20 (Σ1 −Σ0)(Σ2 −Σ0))]
−1/2.
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Let Σ0 be defined in (41) and determined by (γ−1, λ−1). Let Σ1 and Σ2
be of the form (42) with the first row λ1 and λ
′
1, respectively. Set
R
γ−1,λ−1
λ1,λ′1
=− logdet(I −Σ−20 (Σ0 −Σ1)(Σ0 −Σ2)).(43)
We sometimes drop the indices (λ1, λ
′
1) and (γ−1, λ−1) from Σi to simplify
the notation whenever there is no ambiguity. Then each term in the chi-
squared distance on the left-hand side of (40) can be expressed as in the
form of
exp
(
n
2
·R
γ−1,λ−1
λ1,λ′1
)
− 1.
Define
Θ−1(a1, a2) = {0,1}
r−1 ⊗ {c ∈ Λ−1 :∃θi ∈Θ, i= 1,2,
such that λ1(θi) = ai, λ−1(θi) = c}.
It is a subset of Θ−1 in which the element can pick both a1 and a2 as the first
row to form parameters in Θ. From Lemma 9 the average of the chi-squared
distance on the left-hand side of equation (40) can now be written as
E˜(γ−1,λ−1)
{
E˜(λ1,λ′1)|λ−1
[
exp
(
n
2
·R
γ−1,λ−1
λ1,λ′1
)
− 1
]}
(44)
= E˜(λ1,λ′1)
{
E˜(γ−1,λ−1)|(λ1,λ′1)
[
exp
(
n
2
·R
γ−1,λ−1
λ1,λ′1
)
− 1
]}
,
where λ1 and λ
′
1 are independent and uniformly distributed over Λ1(λ−1)
(not over B) for given λ−1, and the distribution of (γ−1, λ−1) given (λ1, λ
′
1)
is uniform over Θ−1 (λ1, λ
′
1), but the marginal distribution of λ1 and λ
′
1 are
not independent and uniformly distributed over B.
Let Σ1 and Σ2 be two covariance matrices of the form (42). Note that Σ1
and Σ2 differ from each other only in the first row/column. Then Σi −Σ0,
i = 1 or 2, has a very simple structure. The nonzero elements only appear
in the first row/column, and in total there are at most 2k nonzero elements.
This property immediately implies the following lemma which makes the
problem of studying the determinant in Lemma 9 relatively easy. The proof
of Lemma 10 below is given in the supplementary material.
Lemma 10. Let Σ0 be defined in (41) and let Σ1 and Σ2 be two covari-
ance matrices of the form (42). Define J to be the number of overlapping
ǫn,p’s between Σ1 and Σ2 on the first row, and
Q
△
= (qij)1≤i,j≤p = (Σ1 −Σ0)(Σ2 −Σ0).
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There are index subsets Ir and Ic in {2, . . . , p} with Card(Ir) = Card(Ic) = k
and Card(Ir ∩ Ic) = J such that
qij =


Jǫ2n,p, i= j = 1,
ǫ2n,p, i ∈ Ir and j ∈ Ic,
0, otherwise,
and the matrix (Σ0 − Σ1)(Σ0 − Σ2) has rank 2 with two identical nonzero
eigenvalues Jǫ2n,p when J > 0.
The matrix Q is determined by two interesting parts, the first element
q11 = Jǫ
2
n,p and a very special k × k square matrix (qij : i ∈ Ir and j ∈ Ic)
with all elements equal to ǫ2n,p. The following result, which is proved in the
supplementary material, shows that R
γ−1,λ−1
λ1,λ′1
is approximately equal to
− logdet(I − (Σ0 −Σ1)(Σ0 −Σ2)) =−2 log(1− Jǫ
2
n,p),
where J is defined in Lemma 10. Define
Λ1,J = {(λ1, λ
′
1) ∈B ⊗B : the number of overlapping ǫn,p’s between
λ1 and λ
′
1 is J}.
Lemma 11. Let R
γ−1,λ−1
λ1,λ′1
be defined in equation (43). Then
R
γ−1,λ−1
λ1,λ′1
=−2 log(1− Jǫ2n,p) +R
γ−1,λ−1
1,λ1,λ′1
,(45)
where R
γ−1,λ−1
1,λ1,λ′1
satisfies, uniformly over all J ,
E˜(λ1,λ′1)|J
[
E˜(γ−1,λ−1)|(λ1,λ′1)
exp
(
n
2
R
γ−1,λ−1
1,λ1,λ′1
)]
≤
3
2
.(46)
With the preparations given above, we are now ready to establish equation
(40) and thus complete the proof of Lemma 6.
Proof of equation (40). Equation (45) in Lemma 11 yields that
E˜(λ1,λ′1)
{
E˜(γ−1,λ−1)|(λ1,λ′1)
[
exp
(
n
2
R
γ−1,λ−1
λ1,λ′1
)
− 1
]}
= E˜J
{
exp[−n log(1− Jǫ2n,p)]
× E˜(λ1,λ′1)|J
[
E˜(γ−1,λ−1)|(λ1,λ′1) exp
(
n
2
R
γ−1,λ−1
1,λ1,λ′1
)]
− 1
}
.
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Recall that J is the number of overlapping ǫn,p’s between Σ1 and Σ2 on
the first row. It is easy to see that J has the hypergeometric distribution as
λ1 and λ
′
1 vary in B for each given λ−1. For 0≤ j ≤ k,
E˜J(1{J = j}|λ−1) =
(
k
j
)(
pλ−1 − k
k− j
)/(
pλ−1
k
)
=
(k!/(k − j)!)2
(pλ−1 !(pλ−1 − 2k+ j)!)/[(pλ−1 − k)!]
2
·
1
j!
(47)
≤
(
k2
pλ−1 − k
)j
,
where k!(k−j)! is a product of j term with each term ≤ k and for
pλ−1 !(pλ−1−2k+j)!
[(pλ−1−k)!]
2
it is bounded below by a product of j term with each term ≥ pλ−1 − j. Since
pλ−1 ≥ p/4− 1 for all λ−1, we have
E˜(1{J = j}) = E˜λ−1 [E˜J(1{J = j}|λ−1)]≤
(
k2
p/4− 1− k
)j
.
Thus
E˜(γ−1,λ−1)
{∫ (
dP¯(1,1,γ−1,λ−1)
dP¯(1,0,γ−1,λ−1)
)2
dP¯(1,0,γ−1,λ−1) − 1
}
≤
∑
j≥0
(
k2
p/4− 1− k
)j{
exp[−n log(1− jǫ2n,p)] ·
3
2
− 1
}
(48)
=
3
2
∑
j≥1
(
k2
p/4− 1− k
)j
exp[2j(υ2 log p)]
+
(
k2
p/4− 1− k
)0{
exp[−n log(1− 0 · ǫ2n,p)] ·
3
2
− 1
}
≤C
∑
j≥1
(p(β−1)/β · p−2υ
2
)−j +
1
2
<C
∑
j≥1
(p(β−1)/(2β))−j +
1
2
< c22
by setting c22 = 3/4, where the last step follows from υ
2 < β−154β and k
2 =
O( nlog p) =O(
p1/β
log p ) as defined in Section 3.
Remark 5. The condition p≥ nβ for some β > 1 is assumed so that
k2
pλ−1 − k
≤
k2
p/4− k
=
O(n/ log p)
p/4− k
= o(p−ε)
for some ε > 0 to make the term (48) to be o(1).
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7.4. Proof of Theorem 3. The following lemma, which is proved in Cai
and Zhou (2009), is now useful to prove Theorem 3.
Lemma 12. Define the event Aij by
Aij =
{
|σˆij − σij| ≤ 4min
{
|σij |, γ
√
log p
n
}}
.(49)
Then P(Aij)≥ 1− 2C1p
−9/2.
Let D= (dij)1≤i,j≤p with dij = (σˆij − σij)I(A
c
ij). Then
EX|θ|||Σˆ−Σ|||
2
≤ 2EX|θ
[
sup
j
∑
i 6=j
|σˆij − σij|I(Aij)
]2
+2EX|θ|||D|||
2
1 +C
log p
n
(50)
≤ 32
[
sup
j
∑
i 6=j
min
{
|σij |, γ
√
log p
n
}]2
+ 2EX|θ|||D|||
2
1 +C
log p
n
.
We will see that the first term in equation (50) is dominating and is
bounded by Cc2n,p(
log p
n )
1−q , while the second term EX|θ|||D|||
2
1 is negligible.
Set k∗ = ⌊cn,p(
n
log p)
q/2⌋. Then we have
∑
i 6=j
min
{
|σij|, γ
√
log p
n
}
≤ γ
(∑
i≤k∗
+
∑
i>k∗
)
min
{
|σ[i]j|,
√
log p
n
}
≤ C5k
∗
√
log p
n
+C5
∑
i>k∗
(
cn,p
i
)1/q
(51)
≤ C6
[
k∗
√
log p
n
+ c1/qn,p · (k
∗)1−1/q
]
≤ C7cn,p
(
log p
n
)(1−q)/2
,
which immediately implies equation (29) if EX|θ|||D|||
2
1 =O(
1
n). We shall now
show that EX|θ|||D|||
2
1 =O(
1
n). Note that
EX|θ|||D|||
2
1 ≤ p
∑
ij
EX|θd
2
ij
= p
∑
ij
EX|θ{[d
2
ijI(A
c
ij ∩ {σˆij = σ
∗
ij}) + d
2
ijI(A
c
ij ∩ {σˆij = 0})]}
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= p
∑
ij
EX|θ{(σ
∗
ij − σij)
2I(Acij)}+ p
∑
ij
EX|θσ
2
ijI(A
c
ij ∩ {σˆij = 0})
≡R1 +R2.
Lemma 12 yields that P(Acij)≤ 2C1p
−9/2, and the Whittle inequality im-
plies σ∗ij −σij has all finite moments [cf. Whittle (1960)] under the subgaus-
sianity condition (2). Hence
R1 = p
∑
ij
EX|θ{(σ
∗
ij − σij)
2I(Acij)} ≤ p
∑
ij
[EX|θ(σ
∗
ij − σij)
6]1/3P2/3(Acij)
≤ C8p · p
2 ·
1
n
· p−3 =C8/n.
On the other hand,
R2 = p
∑
ij
EX|θσ
2
ijI(A
c
ij ∩ {σˆij = 0})
= p
∑
ij
EX|θσ
2
ijI
(
|σij| ≥ 4γ
√
log p
n
)
I
(
|σ∗ij | ≤ γ
√
log p
n
)
≤ p
∑
ij
σ2ijEX|θI
(
|σij| ≥ 4γ
√
log p
n
)
I
(
|σij | − |σ
∗
ij − σij | ≤ γ
√
log p
n
)
≤ p
∑
ij
σ2ijEX|θI
(
|σ∗ij − σij |>
3
4
|σij |
)
I
(
|σij | ≥ 4γ
√
log p
n
)
≤
p
n
∑
ij
nσ2ijC1 exp
(
−
9
2γ2
nσ2ij
)
I
(
|σij | ≥ 4γ
√
log p
n
)
=
p
n
∑
ij
[
nσ2ij ·C1 exp
(
−
1
2γ2
nσ2ij
)]
· exp
(
−
4
γ2
nσ2ij
)
I
(
|σij | ≥ 4γ
√
log p
n
)
≤C9
p
n
· p2 · p−16 ≤C9/n.
Putting R1 and R2 together yields that for some constant C > 0 ,
EX|θ|||D|||
2
1 ≤
C
n
.(52)
Theorem 3 is proved by combining equations (50), (51) and (52).
7.5. Proof of Theorem 4. We establish separately the lower and upper
bounds under the Bregman divergence losses. The following lemma relates
a general Bregman divergence to the squared Frobenius norm.
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Lemma 13. Assume that all eigenvalues of two symmetric matrices X
and Y belong to [ǫ2,M2]. Then there exist constants c2 > c1 > 0 depending
only on ǫ2 and M2 such that for all φ ∈Φ defined in (32),
c1|||X − Y |||
2
F ≤Dφ(X,Y )≤ c2|||X − Y |||
2
F .
Proof. Let the eigen decompositions of X and Y be
X =
p∑
i=1
λiv
T
i vi and Y =
p∑
i=1
γiu
T
i ui.
For every φ(X) =
∑p
i=1ϕ(λi) it is easy to see that
Dφ(X,Y ) =
∑
i,j
(vTi ui)
2[ϕ(λi)−ϕ(γj)− ϕ´(γj) · (λi − γj)].(53)
See Kulis, Sustik and Dhillon (2009), Lemma 1. The Taylor expansion gives
Dφ(X,Y ) =
∑
i,j
(vTi ui)
2 1
2
ϕ′′(ξij)(λi − γj)
2,
where ξij is in between λi and γj and then contained in [ǫ2,M2]. From the
assumption in (32), there are constants cL and cu such that cL ≤ ϕ
′′(λ)≤ cu
for all λ in [ǫ2,M2], which immediately implies
1
2
cL
∑
i,j
(vTi ui)
2(λi − γj)
2 ≤Dφ(X,Y )
≤
1
2
cu
∑
i,j
(vTi ui)
2(λi − γj)
2 = |||X − Y |||2F
or equivalently
1
2cL|||X − Y |||
2
F ≤Dφ(X,Y )≤
1
2cu|||X − Y |||
2
F .
Lower bound under Bregman matrix divergences. It is trivial to see that
inf
Σˆ
sup
θ∈Pq(τ,cn,p)
EX|θLφ(Σˆ,Σ(θ))≥ c
1
n
by constructing a parameter space with only diagonal matrices. It is then
enough to show that there exists some constant c > 0 such that
inf
Σˆ
max
F∗
EX|θLφ(Σˆ,Σ(θ))≥ ccn,p
(
log p
n
)1−q/2
for all φ ∈Φ defined in (32). Equation (53) implies
inf
Σˆ
max
F∗
EX|θLφ(Σˆ,Σ(θ)) = inf
Σˆ : ǫ1I≺Σˆ≺2τI
max
F∗
EX|θLφ(Σˆ,Σ(θ)).(54)
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Convexity of ϕ implies ϕ(λi)− ϕ(γj)− ϕ
′(γj) · (λi − γj) is nonnegative and
increasing when λi moves away from the range [ǫ1,2τ ] of those eigenvalues
γj ’s of Σ(θ). From Lemma 13 there is a universal constant cL such that
inf
Σˆ:ǫ1I≺Σˆ≺2τI
max
F∗
EX|θLφ(Σˆ,Σ(θ))
≥ cL inf
Σˆ:ǫ1I≺Σˆ≺2τI
max
F∗
EX|θ
1
p
|||Σˆ−Σ(θ)|||2F
=
cL
p
inf
Σˆ
max
F∗
EX|θ|||Σˆ−Σ(θ)|||
2
F ,
where the last equality is from the same argument for equation (54).
It then suffices to study the lower bound under the Frobenius norm. Sim-
ilar to the lower bound under the spectral norm one has
inf
Σˆ
max
θ∈F∗
22θEX|θ|||Σˆ−Σ(θ)|||
2
F
≥ min
{(θ,θ′) :H(γ(θ),γ(θ′))≥1}
|||Σ(θ)−Σ(θ′)|||2F
H(γ(θ), γ(θ′))
p
2
min
i
‖P¯i,0 ∧ P¯i,1‖.
It is easy to see
min
{(θ,θ′) :H(γ(θ),γ(θ′))≥1}
|||Σ(θ)−Σ(θ′)|||2F
H(γ(θ), γ(θ′))
≍ cn,p
(
log p
n
)1−q/2
,
and it follows from Lemma 6 that there is a constant c > 0 such that
min
i
‖P¯i,0 ∧ P¯i,1‖ ≥ c.
Upper bound under Bregman matrix divergences. We now show that there
exists an estimator Σˆ such that
EX|θLφ(Σˆ,Σ)≤ c
[
cn,p
(
log p
n
)1−q/2
+
1
n
]
(55)
some constant c > 0, uniformly over all φ ∈Φ and Σ ∈ PBq (τ, cn,p). Let A0 =⋂
i,j Aij , where Aij is defined in (49). Lemma 12 yields that
P(A0)≥ 1− 2C1p
−5/2.(56) 
Lemma 14. Let ΣˆB be defined in equation (34). Then for all Σ ∈ G
B
q (ρ, cn,p)
P
(
ǫ1
2
I ≺ ΣˆB ≺ 3τI
)
≥ 1−C1p
−5/2.
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Proof. Write ΣˆB =Σ+ (ΣˆB −Σ). Since |||ΣˆB −Σ||| ≤ |||ΣˆB −Σ|||1, the
lemma is then a direct consequence of Lemma 12 and equation (51) which
implies |||ΣˆB −Σ|||1 ≤Ccn,p(
log p
n )
(1−q)/2 → 0 over A0. 
Lemma 13 implies
EX|θLφ(ΣˆB ,Σ)
= EX|θ{Lφ(ΣˆB ,Σ)I(A0)}+ EX|θ{Lφ(ΣˆB,Σ)I(A
c
0)}
(57)
≤CEX|θ
{
1
p
|||Σˆ−Σ|||2F I(A0)
}
+EX|θ{Lφ(ΣˆB,Σ)I(A
c
0)}
≤ 16C sup
j
∑
i 6=j
min
{
|σij|
2, γ
log p
n
}
+EX|θ{Lφ(ΣˆB ,Σ)I(A
c
0)}+C
1
n
.
The second term in (57) is negligible since
EX|θLφ(ΣˆB ,Σ){A
c
0} ≤ C · [max{logn, logp}]
|r| · P(Ac0)
≤ C · [max{logn, logp}]|r|C1p
−5/4
= o
(
cn,p
(
log p
n
)1−q/2)
by applying the Cauchy–Schwarz inequality twice. We now consider the first
term in equation (57). Set k∗ = ⌊cn,p(
n
log p)
q/2⌋. Then we have
∑
i 6=j
min
{
|σij |
2, γ
log p
n
}
≤ γ2
(∑
i≤k∗
+
∑
i>k∗
)
min
{
|σ[i]j|
2,
log p
n
}
≤ C3k
∗ log p
n
+C3
∑
i>k∗
(
cn,p
i
)2/q
≤ C4
[
k∗
log p
n
+ c2/qn,pk
∗ · (k∗)−2/q
]
≤ C5cn,p
(
log p
n
)1−q/2
,
which immediately yields equation (55).
SUPPLEMENTARY MATERIAL
Supplement to “Optimal rates of convergence for sparse covariance ma-
trix estimation” (DOI: 10.1214/12-AOS998SUPP; .pdf). In this supplement
we prove the additional technical lemmas used in the proof of Lemma 6.
32 T. T. CAI AND H. H. ZHOU
REFERENCES
Abramovich, F., Benjamini, Y., Donoho, D. L. and Johnstone, I. M. (2006). Adapt-
ing to unknown sparsity by controlling the false discovery rate. Ann. Statist. 34 584–653.
MR2281879
Assouad, P. (1983). Deux remarques sur l’estimation. C. R. Acad. Sci. Paris Se´r. I Math.
296 1021–1024. MR0777600
Bickel, P. J. and Levina, E. (2008a). Regularized estimation of large covariance matri-
ces. Ann. Statist. 36 199–227. MR2387969
Bickel, P. J. and Levina, E. (2008b). Covariance regularization by thresholding. Ann.
Statist. 36 2577–2604. MR2485008
Bre`gman, L. M. (1967). A relaxation method of finding a common point of convex sets
and its application to the solution of problems in convex programming. USSR Comput.
Math. Math. Phys. 7 200–217.
Cai, T. and Liu, W. (2011). Adaptive thresholding for sparse covariance matrix estima-
tion. J. Amer. Statist. Assoc. 106 672–684. MR2847949
Cai, T. T., Liu, W. and Zhou, H. H. (2011). Optimal estimation of large sparse precision
matrices. Unpublished manuscript.
Cai, T. T., Zhang, C.-H. and Zhou, H. H. (2010). Optimal rates of convergence for
covariance matrix estimation. Ann. Statist. 38 2118–2144. MR2676885
Cai, T. T. and Zhou, H. H. (2009). Covariance matrix estimation under the ℓ1 norm
(with discussion). Statist. Sinica 22 1319–1378.
Cai, T. T. and Zhou, H. H. (2012). Supplement to “Optimal rates of convergence for
sparse covariance matrix estimation.” DOI:10.1214/12-AOS998SUPP.
Censor, Y. and Zenios, S. A. (1997). Parallel Optimization: Theory, Algorithms, and
Applications. Oxford Univ. Press, New York. MR1486040
Dhillon, I. S. and Tropp, J. A. (2007). Matrix nearness problems with Bregman diver-
gences. SIAM J. Matrix Anal. Appl. 29 1120–1146. MR2369287
Donoho, D. L. and Liu, R. C. (1991). Geometrizing rates of convergence. II. Ann. Statist.
19 633–667.
El Karoui, N. (2008). Operator norm consistent estimation of large-dimensional sparse
covariance matrices. Ann. Statist. 36 2717–2756. MR2485011
Kulis, B., Sustik, M. A. and Dhillon, I. S. (2009). Low-rank kernel learning with
Bregman matrix divergences. J. Mach. Learn. Res. 10 341–376. MR2485986
Lam, C. and Fan, J. (2009). Sparsistency and rates of convergence in large covariance
matrix estimation. Ann. Statist. 37 4254–4278. MR2572459
Le Cam, L. (1973). Convergence of estimates under dimensionality restrictions. Ann.
Statist. 1 38–53. MR0334381
Le Cam, L. (1986). Asymptotic Methods in Statistical Decision Theory. Springer, New
York. MR0856411
Ravikumar, P., Wainwright, M., Raskutti, G. and Yu, B. (2008). High-dimensional
covariance estimation by minimizing l1-penalized log-determinant divergence. Technical
Report 797, Dept. Statistics, UC Berkeley.
Rothman, A. J., Levina, E. and Zhu, J. (2009). Generalized thresholding of large
covariance matrices. J. Amer. Statist. Assoc. 104 177–186. MR2504372
Saulis, L. and Statulevicˇius, V. A. (1991). Limit Theorems for Large Deviations.
Mathematics and Its Applications (Soviet Series) 73. Kluwer Academic, Dordrecht.
MR1171883
Tsybakov, A. B. (2009). Introduction to Nonparametric Estimation. Springer, New York.
MR2724359
ESTIMATING SPARSE COVARIANCE MATRIX 33
van der Vaart, A. W. (1998). Asymptotic Statistics. Cambridge Series in Statistical and
Probabilistic Mathematics 3. Cambridge Univ. Press, Cambridge. MR1652247
Whittle, P. (1960). Bounds for the moments of linear and quadratic forms in independent
variables. Theory Probab. Appl. 5 302–305.
Yu, B. (1997). Assouad, Fano, and Le Cam. In Festschrift for Lucien Le Cam (D. Pol-
lard, E. Torgersen and G. Yang, eds.) 423–435. Springer, New York. MR1462963
Department of Statistics
The Wharton School
University of Pennsylvania
Philadelphia, Pennsylvania 19104
USA
E-mail: tcai@wharton.upenn.edu
URL: http://www-stat.wharton.upenn.edu/˜tcai
Department of Statistics
Yale University
New Haven, Connecticut 06511
USA
E-mail: huibin.zhou@yale.edu
URL: http://www.stat.yale.edu/˜hz68
