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Abstract. We extend the Caffarelli-S´wiech-Winter C1,α regularity estimates to Lp-viscosity
solutions of fully nonlinear uniformly elliptic equations in nondivergence form with superlinear
growth in the gradient and unbounded coefficients. As an application, in addition to the usual
W 2,p results, we prove the existence of positive eigenvalues for proper operators with nonnegative
unbounded weight, in particular for Pucci’s operators with unbounded coefficients.
Re´sume´. Dans cet article on e´tend les re´sultats de re´gularite´ C1,α de Caffarelli-S´wiech-Winter
aux solutions de Lp viscosite´ des e´quations comple`tement non-line´aires, uniforme´ment ellip-
tiques, sous forme non-divergence, avec croissance super-line´aire par rapport au gradient et
coefficients non borne´s. Dans le cadre d’une application, en plus des re´sultats habituels W 2,p,
on prouve l’existence de valeurs propres positives pour les ope´rateurs propres avec poids non
borne´ non ne´gatif, en particulier pour les ope´rateurs de Pucci a` coefficients non borne´s.
Keywords. Regularity, Estimates, Superlinear gradient growth, Nondivergence form.
MSC2010. 35J15, 35B65, 35J60, 35P30, 35P15.
1 Introduction
The seminal work of Caffarelli [13] in 1989 brought an innovative approach of looking at Schauder
type results via iterations from the differential quotients that are perturbations of solutions of
the respective autonomous equations. The techniques in [13], which contains in particular C1,α
estimates for Lp-viscosity solutions of uniformly elliptic equations F (x,D2u) = f(x), allowed
S´wiech [50] to extend them to more general operators F (x, u,Du,D2u) and later Winter [56]
to boundary and global bounds. However, everything that is available in the literature, to our
knowledge, for Lp-viscosity solutions in the fully nonlinear framework, concerns only structures
with either linear gradient growth or bounded coefficients, except for some particular cases of
extremal equations with small coefficients, see [32]. It is our goal here to obtain C1,α regularity
and estimates for general fully nonlinear uniformly elliptic equations, with at most quadratic
growth in the gradient and unbounded coefficients.
The study of such quasilinear elliptic equations with quadratic dependence in the gradient
had its beginning in the ’80s, essentially with the works of Boccardo, Murat and Puel [9], [10] and
became a relevant research topic which still develops. This type of nonlinearity often appears
in risk-sensitive stochastic problems, as well as in large deviations, control and game theory,
mean-fields problems. Moreover, the class of equations in the form Lu = g(x, u,Du), where
L is a second order general operator and g has quadratic growth in the gradient, is invariant
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under smooth changes of the function u and the variable x. Due to this fact, this class is usually
referred as having natural growth in the gradient.
Rather complete Cα regularity results for fully nonlinear uniformly elliptic equations with
up to quadratic growth in the gradient were obtained in [47], in the most general setting of
unbounded coefficients, for Lp-viscosity solutions. Then, the question of C1,α regularity for
the same class arises naturally. In the present work we show, as can be expected, that C1,α
regularity and estimates are valid in this context. These C1,α estimates are instrumental in the
recent study of multiplicity for nonproper equations in [40].
We note that Trudinger, independently from [13], in [53] proved C1,α regularity in a less
general scenario than S´wiech and Winter, under a continuity hypothesis for F , dealing with
C-viscosity solutions and approximations under supconvolutions. In that paper, it was stated
that a priori estimates for solutions in C1,α of superlinear equations could be derived from the
arguments in [53] and [52]. However, the question of regularity is more complicated (for a
discussion on differences between a priori bounds and regularity results we refer to [45]).
We also quote some other papers on C1,α regularity, the classical works [33], [35], [36]
for linear equations, [38] for Neumann boundary conditions, [46] for asymptotically convex
operators, [24] (local) and [8] (global) for degenerate elliptic operators, [16] and [34] for parabolic
equations possibly with VMO coefficients. Furthermore, Wang [55] has made an important
contribution to C1,α regularity for the parabolic equation ut + F (x,D
2u) = g(t, x,Du), where
|g(t, x, p)| ≤ A |p|2 + g(t, x), for bounded coefficients, see lemma 1.6 in [55] (which uses theorem
4.19 in [54]). Sharp regularity results for general parabolic equations with linear gradient growth
can be found in [17], and very complete C1,α estimates on the boundary for solutions in the so
called S∗-class for equations with linear gradient growth and unbounded coefficients in [11].
It is also essential to mention an important series of papers due to Koike and S´wiech [29],
[30], [31], [32], in which they proved ABP and weak Harnack inequalities for Lp-viscosity so-
lutions of equations with superlinear growth in the gradient, together with several theorems
about existence, uniqueness and W 2,p estimates for solutions of extremal equations involving
Pucci’s operators with unbounded coefficients, see in particular theorem 3.1 in [32]. Many of
our arguments depend on the machinery in these works.
Next we list our hypotheses. For F (x, r, p,X) measurable in x, we consider the general
structure condition
M−λ,Λ(X − Y )− b(x)|p− q| − µ|p− q|(|p|+ |q|)− d(x)ω(|r − s|)
≤ F (x, r, p,X)− F (x, s, q, Y ) (SC)µ
≤M+λ,Λ(X − Y ) + b(x)|p− q|+ µ|p− q|(|p|+ |q|) + d(x)ω(|r − s|) for x ∈ Ω
where F (·, 0, 0, 0) ≡ 0 and 0 < λ ≤ Λ, b ∈ Lp+(Ω) for some p > n, d ∈ L∞+ (Ω), µ ≥ 0 and ω is a
modulus of continuity (see section 2).
In order to measure the oscillation of F in the x entry, we define, as in [13], [56],
β(x, x0) = βF (x, x0) := sup
X∈Sn\{0}
|F (x, 0, 0, X)− F (x0, 0, 0, X)|
‖X‖ . (1.1)
Notice that β is a bounded function by (SC)µ and consider the usual hypothesis, as in [13], [56]:
given θ > 0, there exists r0 = r0 (θ) > 0 such that(
1
rn
ˆ
Br(x0)∩Ω
β(x, x0)
p dx
) 1
p
≤ θ , for all r ≤ r0. (Hθ)
The following is our main result. To simplify its statement, here we assume ω(r) ≤ ω(1)r
for all r ≥ 0.
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Theorem 1.1. Assume F satisfies (SC)µ, f ∈ Lp(Ω), where p > n, and Ω ⊂ Rn is a bounded
domain. Let u be an Lp-viscosity solution of
F (x, u,Du,D2u) = f(x) in Ω (1.2)
with ‖u‖L∞(Ω) + ‖f‖Lp(Ω) ≤ C0. Then, there exists α ∈ (0, 1) and θ = θ(α), depending on
n, p, λ,Λ, ‖b‖Lp(Ω), such that if (Hθ) holds for all r ≤ min{r0, dist(x0, ∂Ω)}, for some r0 > 0
and for all x0 ∈ Ω, this implies that u ∈ C1,αloc (Ω) and for any subdomain Ω′ ⊂⊂ Ω,
‖u‖C1,α(Ω′) ≤ C {‖u‖L∞(Ω) + ‖f‖Lp(Ω)} (1.3)
where C depends only on r0, n, p, λ,Λ, α, µ, ‖b‖Lp(Ω), ω(1)‖d‖L∞(Ω), diam(Ω), dist(Ω′, ∂Ω), C0.
If in addition, ∂Ω ∈ C1,1 and u ∈ C(Ω) ∩ C1,τ (∂Ω) is such that and ‖u‖L∞(Ω) + ‖f‖Lp(Ω) +
‖u‖C1,τ (∂Ω) ≤ C1, then there exists α ∈ (0, τ) and θ = θ(α), depending on n, p, λ,Λ, ‖b‖Lp(Ω), so
that if (Hθ) holds for some r0 > 0 and for all x0 ∈ Ω, this implies that u ∈ C1,α(Ω) and satisfies
the estimate
‖u‖C1,α(Ω) ≤ C {‖u‖L∞(Ω) + ‖f‖Lp(Ω) + ‖u‖C1,τ (∂Ω)} (1.4)
where C depends on r0, n, p, λ,Λ, α, µ,‖b‖Lp(Ω), ω(1)‖d‖L∞(Ω), diam(Ω), C1 and on the C1,1 dif-
feomorphisms that describe the boundary.
If µ = 0, then the constant C does not depend on C0, C1.
We also consider, as in [50] and chapter 8 in [14], a slightly different (smaller) version of β,
β¯(x, x0) = β¯F (x, x0) := sup
X∈Sn
|F (x, 0, 0, X)− F (x0, 0, 0, X)|
‖X‖+ 1 . (1.5)
Consider the hypothesis (H)θ, which is (Hθ) with β replaced by β¯. This hypothesis is trivially
satisfied if F (x, 0, 0, X) is uniformly continuous in x.
Remark 1.2. If ω is an arbitrary modulus, we still have regularity and estimates for bounded b,
with the same dependence on constants as before, by adding 1 on the right hand side of (1.3)
and (1.4). In this case, we can replace (Hθ) by (H)θ in Theorem 1.1, see remark 3.3.
Of course, explicit zero order unbounded terms that only depend on u and x, can always be
handled as being part of the right hand side f(x).
Remark 1.3. If µ = 0 we can also obtain Theorem 1.1 in terms of (H)θ, see remark 3.4.
The proof of Theorem 1.1 is based on Caffarelli’s iteration method. Compared to [50], [56],
we use a simplified rescaling of variable which allows us to carry out the proof, without needing
to use a twice differentiability property of viscosity solutions (whose validity is unknown for
unbounded coefficients). We also use ideas of Wang to deal with superlinear terms.
The structure of the paper is as follows. In section 2 we recall some known results which are
used along the text. In section 3 we give a detailed proof of theorem 1.1, splitting it into local
and boundary parts. The final sections 4 and 5 are devoted to applications. Section 4 deals with
W 2,p regularity – see theorem 4.1 for the main regularity result; we also present a generalized
Nagumo’s lemma 4.4. Section 5 is related to existence of eigenvalues for general operators with
a nonnegative unbounded weight, see theorem 5.2 (these results play an important role in [40]).
Significant contributions on eigenvalues of continuous operators in nondivergence form in
bounded domains include the fundamental work [5] for linear operators; [44] for convex fully
nonlinear operators; [18] for nonlocal operators; [6], [7], [37], and the recent [4] for degenerate
elliptic operators. Theorem 5.2 is a slight improvement to the general existence theory about
nonconvex operators possessing first eigenvalues in [1] (see also [27]), since we are not supposing
that our nonlinearity is uniformly continuous in x.
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If, in addition, we have W 2,p regularity of solutions, we can extend theorem 5.2 even further,
allowing an unbounded first order coefficient. Eigenvalues for fully nonlinear operators with
such coefficients have been previously studied, to our knowledge, only for radial operators and
eigenfunctions, in [22] and [23]. As a particular case of theorem 5.2, we obtain the existence of
positive eigenvalues with a nonnegative unbounded weight for the extremal Pucci’s operators
with unbounded coefficients.
Proposition 1.4. Let Ω ⊂ Rn a bounded C1,1 domain, b, c ∈ Lp+(Ω), c 	 0, for p > n. Then,
there exists ϕ±1 ∈W 2,p(Ω) such that, for λ±1 defined in section 5, we have λ±1 > 0 and
M±λ,Λ(D2ϕ±1 )± b(x)|Dϕ±1 |+ λ±1 c(x)ϕ±1 = 0 in Ω
ϕ±1 > 0 in Ω
ϕ±1 = 0 on ∂Ω.
(1.6)
Acknowledgments. I would like to thank my Ph.D. advisor, Professor Boyan Sirakov, for
years of patient guidance, many valuable discussions and helpful suggestions.
I am also deeply indebted to Prof. Diego Moreira, whose valuable remarks and suggestions
led to a substantial improvement of the paper, in particular by clarifying some arguments.
2 Preliminaries
We start detailing the hypothesis (SC)µ. Notice that the condition over the highest order term
X, for p = q and r = s, implies that F is a uniformly elliptic operator. In (SC)µ,
M+λ,Λ(X) := sup
λI≤A≤ΛI
tr(AX) and M−λ,Λ(X) := infλI≤A≤ΛI tr(AX)
are the Pucci’s extremal operators. See, for example, [14] and [44] for their properties.
By modulus we mean a function ω : [0,+∞] → [0,+∞] continuous at 0 with ω(0) = 0. We
may consider ω increasing and continuous, up to replacing it by a larger function. We can also
suppose ω subadditive, from where ω(k) ≤ (k+ 1)ω(1) for all k ≥ 0. Moreover, we may assume
that d is bounded everywhere, up to defining it in a zero measure set. We stress that our results
are not restricted to bounded zero order terms, since unbounded ones which only depend on x
and u can always be treated as being part of the right hand side.
Next we recall the definition of Lp-viscosity solution.
Definition 2.1. Let f ∈ Lploc(Ω). We say that u ∈ C(Ω) is an Lp-viscosity subsolution
(respectively, supersolution) of (1.2) if whenever φ ∈ W 2,ploc (Ω), ε > 0 and O ⊂ Ω open are
such that
F (x, u(x), Dφ(x), D2φ(x))− f(x) ≤ −ε (F (x, u(x), Dφ(x), D2φ(x))− f(x) ≥ ε)
for a.e. x ∈ O, then u− φ cannot have a local maximum (minimum) in O.
We can think about Lp-viscosity solutions for any p > n2 , since this restriction makes all
test functions φ ∈ W 2,ploc (Ω) continuous and having a second order Taylor expansion [12]. We
are going to deal mostly with the case p > n. In particular, for Ω bounded with ∂Ω ∈ C1,1,
this implies that the continuous injection W 2,p(Ω) ⊂ C1(Ω) is compact, for all n ≥ 1. Further,
when p > n and F possesses the quadratic structure (SC)µ, the maximum or minimum in the
definition 2.1 can taken to be strict (see for example proposition 1 in [28]).
If F and f are continuous in x, we can use the more usual notion of C-viscosity sub and
supersolutions, as in [15]. Both definitions are equivalent when, moreover, F satisfies (SC)µ
for bounded b, with µ, d ≡ 0 and p ≥ n, by proposition 2.9 in [12]; we will be using them
interchangeably, in this case, throughout the text.
A strong sub or subsolution belongs to W 2,ploc (Ω) and satisfies the inequality at almost every
point. Such notions are related, up to quadratic growth, as shows the next proposition.
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Proposition 2.2. Assume F satisfies (SC)µ with b ∈ Lq+(Ω), q ≥ p ≥ n, q > n and f ∈ Lp(Ω).
Then, u ∈ W 2,ploc (Ω) is a strong subsolution (supersolution) of F = f in Ω if and only if it is an
Lp-viscosity subsolution (supersolution) of it.
See theorem 3.1 and proposition 9.1 in [29] for a proof, even for more general conditions on
µ and the exponents p, q. A solution is always both sub and supersolution of the equation.
The next proposition follows from theorem 4 in [47] in the case p = n. For a version with
more general exponents and coefficients, we refer to proposition 9.4 in [29].
Proposition 2.3. (Stability) Let F , Fk operators satisfying (SC)
µ, b ∈ Lq+(Ω), q ≥ p ≥ n, q > n,
f, fk ∈ Lp(Ω). Let uk ∈ C(Ω) be an Lp-viscosity subsolution (supersolution) of Fk = fk i.e.
Fk(x, uk, Duk, D
2uk) ≥ fk(x) in Ω (≤) for all k ∈ N.
Suppose uk → u in L∞loc(Ω) as k →∞ and for each ball B ⊂⊂ Ω and ϕ ∈W 2,p(B), setting
gk(x) := Fk(x, uk, Dϕ,D
2ϕ)− fk(x); g(x) := F (x, u,Dϕ,D2ϕ)− f(x),
we have ‖(gk−g)+‖Lp(B) (‖(gk−g)−‖Lp(B))→ 0 as k →∞. Then u is an Lp-viscosity subsolution
(supersolution) of F = f i.e. F (x, u,Du,D2u) ≥ f(x) (≤) in Ω.
If F and f are continuous in x, then it is enough that the above holds for every ϕ ∈ C2(B),
in which case u is a C-viscosity subsolution (supersolution) of F = f in Ω.
Remark 2.4. Proposition 2.3 is valid if we have fk ∈ Lp(Ωk), uk ∈ C(Ωk), for an increasing
sequence of domains Ωk ⊂ Ωk+1 such that Ω :=
⋃
k∈N Ωk , see proposition 1.5 in [56].
Denote L±[u] :=M±λ,Λ(D2u)± b(x)|Du|, where b ∈ Lp+(Ω), and F [u] := F (x, u,Du,D2u).
We recall Alexandrov-Bakelman-Pucci type results with unbounded ingredients and quadratic
growth, which will be referred simply by ABP.
Proposition 2.5. Let Ω bounded, µ ≥ 0, b ∈ Lq+(Ω) and f ∈ Lp(Ω), for q ≥ p ≥ n, q > n.
Then, there exist δ = δ(n, p, λ,Λ,diam(Ω), ‖b‖Lq(Ω)) > 0 such that if
µ‖f−‖Lp(Ω) (diam(Ω))
n
p ≤ δ (µ‖f+‖Lp(Ω) (diam(Ω))
n
p ≤ δ)
then every u ∈ C(Ω) which is an Lp-viscosity subsolution (supersolution) of
L+[u] + µ|Du|2 ≥ f(x) in Ω ∩ {u > 0} (L−[u]− µ|Du|2 ≤ f(x) in Ω ∩ {u < 0} )
satisfies, for a constant CA depending on n, p, λ,Λ, ‖b‖Lq(Ω), diam(Ω), the estimate
max
Ω
u ≤ max
∂Ω
u+ CA ‖f−‖Lp(Ω)
(
min
Ω
u ≥ min
∂Ω
u− CA‖f+‖Lp(Ω)
)
.
Moreover, CA remains bounded if these quantities are bounded.
As a matter of fact, ABP is valid under more general conditions, even for unbounded µ. We
refer to theorem 2.6 and lemma 9.3 in [29], and theorem 3.4 in [39], for a precise dependence on
constants (see also [31] and [32]). For a simplified proof in the case where µ > 0 is constant and
p > n (which is the only superlinear case that we need along the text) we also refer to [41].
Proposition 2.6. (Cβ Regularity ) Assume F satisfies (SC)µ for N = 0, q = 0, s = 0 and b ∈
Lq+(Ω), for q ≥ p ≥ n, q > n. Let u ∈ C(Ω) be an Lp-viscosity solution of (1.2) with f ∈ Lp(Ω).
Then there exists β ∈ (0, 1) depending on n, p, λ,Λ and ‖b‖Lq(Ω) such that u ∈ Cβloc(Ω) and for
any subdomain Ω′ ⊂⊂ Ω we have
‖u‖Cβ(Ω′) ≤ K1 {‖u‖L∞(Ω) + ‖f‖Lp(Ω) + ‖d‖Lp(Ω) ω(‖u‖L∞(Ω))}
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where K1 depends only on n, p, λ,Λ, µ, ‖b‖Lq(Ω), ‖u‖L∞(Ω′),dist(Ω′, ∂Ω).
If, in addition, u ∈ C(Ω) ∩ Cτ (∂Ω) and Ω satisfies a uniform exterior cone condition with
size L, then there exists β0 = β0(n, p, λ,Λ, L, ‖b‖Lq(Ω)) ∈ (0, 1) and β = min(β0, τ2 ) such that
‖u‖Cβ(Ω) ≤ K1 {‖u‖L∞(Ω) + ‖f‖Lp(Ω) + ‖u‖Cτ (∂Ω) + ‖d‖Lp(Ω) ω(‖u‖L∞(Ω))}
where K1 depends on n, p, λ,Λ, µ, L, ‖b‖Lq(Ω), ω(1)‖d‖Lp(Ω),diam(Ω), ‖u‖L∞(Ω). In both cases,
K1 remains bounded if these quantities are bounded.
The same result holds if, instead of a solution of (1.2), u is only an Lp-viscosity solution of
the inequalities L−[u]− µ|Du|2 ≤ g(x) and L+[u] + µ|Du|2 ≥ −g(x) in Ω.
If µ = 0, the final constant does not depend on a bound from above on ‖u‖L∞(Ω).
Proof. This is a direct consequence of the proof of theorem 2 in [47], reading the Ln-viscosity
sense there as Lp-viscosity one, changing b ∈ Lp, d, f ∈ Ln there by b ∈ Lq, d, f ∈ Lp. The
corresponding growth lemmas and exponents concerning ρ must be replaced by ρ
1−n
p , which
appear by using proposition 2.5 (for µ = 0) instead of theorem 3 there.
The zero order term is handled as being part of the right hand side, since the whole proof is
valid if we only have u as an Lp-viscosity solution of inequalities L+[u] ≥ −g(x) and L−[u] ≤ g(x)
in the case µ = 0 (see the final remark in the end of the proof of theorem 2 in [47]). 
Next we recall some important results concerning the strong maximum principle and Hopf
lemma. For a proof for Lp-viscosity solutions with unbounded coefficients, see [49], which in
particular generalize the results for C-viscosity solutions in [3]. We will refer to them simply by
SMP and Hopf throughout the text.
Theorem 2.7. (SMP ) Let Ω be a C1,1 domain and u an Lp-viscosity solution of L−[u]−du ≤ 0,
u ≥ 0 in Ω, where d ∈ Lp(Ω). Then either u > 0 in Ω or u ≡ 0 in Ω.
Theorem 2.8. (Hopf ) Let Ω be a C1,1 domain and u an Lp-viscosity solution of L−[u]−du ≤ 0,
u > 0 in Ω, where d ∈ Lp(Ω). If u(x0) = 0 for some x0 ∈ ∂Ω, then ∂νu(x0) > 0, where ∂ν is the
derivative in the direction of the interior unit normal.
In [49], theorems 2.7 and 2.8 are proved for d ≡ 0, but exactly the same proofs there work
for any coercive operator. Moreover, since the function u has a sign, they are also valid for
nonproper operators, by splitting the positive and negative parts of d and using d−u ≥ 0.
We finish the section recalling some results about pure second order operators F (D2u), i.e.
uniformly elliptic operators F depending only on X (so Lipschitz continuous in X) and satisfying
F (0) = 0. These operators will play the role of F (0, 0, 0, X) in the approximation lemmas.
The next proposition is corollary 5.7 in [14], which deals with C1,α¯ interior regularity.
Proposition 2.9. Let u be a C-viscosity solution of F (D2u) = 0 in B1. Then u ∈ C1,α¯(B1/2)
for some universal α¯ ∈ (0, 1) and there exists a constant K2, depending on n, λ and Λ, such that
‖u‖C1,α¯(B1/2) ≤ K2 ‖u‖L∞(B1).
We also need the following result about solvability of the Dirichlet problem for F (D2u).
Proposition 2.10. Let Ω satisfies a uniform exterior cone condition, ψ ∈ C(∂Ω). Then there
exists a unique C-viscosity solution u ∈ C(Ω) of{
F (D2u) = 0 in Ω
u = ψ on ∂Ω .
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Proof. Uniqueness is corollary 5.4 in [14]. Let us recall how to obtain existence via Perron’s
Method, proposition II.1 in [26] (see also [25]). Surely, comparison principle holds for F (D2u) by
theorem 5.3 and corollary 3.7 in [14]. Further, we obtain a pair of strong sub and supersolutions
u, u ∈W 2,ploc (Ω)∩C(Ω) of Pucci’s equationsM+(D2u) ≤ 0 ≤M−(D2u) in Ω with u = u = ψ on
∂Ω by lemma 3.1 of [12]. They are Lp (so C) viscosity sub and supersolutions of F (D2u) = 0. 
We use the following notation from [38] and [56],
Bνr (x0) := Br(x0) ∩ {xn > −ν}, Tνr (x0) := Br(x0) ∩ {xn = −ν}, for r > 0, ν > 0,
simply T := B1 ∩ {xn = 0} and B+r := Br ∩ {xn > 0}, where Br = Br(0).
Proposition 2.11. Let u ∈ C(Bν1 ) be a C-viscosity solution of{
F (D2u) = 0 in Bν1
u = ψ on Tν1
such that ψ ∈ C(∂Bν1 ) ∩ C1,τ (Tν1) for some τ > 0. Then u ∈ C1,α¯(Bν1/2), where α¯ = min(τ, α0)
for a universal α0. Moreover, for a constant K3, depending only on n, λ,Λ and τ , we have
‖u‖C1,α¯(Bν
1/2
) ≤ K3 {‖u‖L∞(Bν1 ) + ‖ψ‖C1,τ (Tν1)}.
For a proof of proposition 2.11 see proposition 2.2 in [38]; see also remark 3.3 in [56].
3 Proof of theorem 1.1.
3.1 Local Regularity
Fix a domain Ω′ ⊂⊂ Ω. Consider K1 and β the pair given by the Cβ local superlinear estimate
(proposition 2.6) for Ω′, related to the initial n, p, λ,Λ, µ, ‖b‖Lp(Ω), dist(Ω′, ∂Ω) and C0 such that
‖u‖Cβ(Ω′) ≤ K1 {‖u‖L∞(Ω) + ‖f‖Lp(Ω) + ‖d‖Lp(Ω) ω(‖u‖L∞(Ω))}.
Also, let K2 (which we can suppose greater than 1) and α¯ be the constants of C
1,α¯ local
estimate (proposition 2.9) associated to n, λ,Λ in the ball B1(0).
By taking K1 larger and β smaller, we can suppose K1 ≥ K˜1 and β ≤ β˜, where K˜1, β˜
is the pair of Cβ local estimate in the ball B1 (or B1/2), with respect to an equation with
given constants n, p, λ,Λ and bounds for the coefficients µ ≤ 1, ‖b‖Lp(B2) ≤ 1 + 2K2|B1|1/p and
ω(1)‖d‖Lp(B2) ≤ 1, for all solutions in the ball B2 with ‖u‖L∞(B2) ≤ 1 (or for all solutions in the
ball B1 with bounds on the coefficients in B1).
The first step is to approximate our equation with one which already has the corresponding
regularity and estimates that we are interested in. Denote ‖ · ‖p = ‖ · ‖Lp(B1).
Lemma 3.1. Assume F satisfies (SC)µ in B1, f ∈ Lp(B1), where p > n. Let ψ ∈ Cτ (∂B1)
with ‖ψ‖Cτ (∂B1) ≤ K0. Moreover, set L(x) = A + B · x in B1, for A ∈ R, B ∈ Rn. Then, for
every ε > 0, there exists δ ∈ (0, 1), δ = δ(ε, n, p, λ,Λ, τ,K0), such that
‖β¯F (·, 0)‖p , ‖f‖p , µ(|B|2 + |B|+ 1) , ‖b‖p(|B|+ 1) , ω(1)‖d‖p(|A|+ |B|+ 1) ≤ δ
imply that any two Lp-viscosity solutions v and h of{
F (x, v + L(x), Dv +B,D2v) = f(x) in B1
v = ψ on ∂B1
,
{
F (0, 0, 0, D2h) = 0 in B1
h = ψ on ∂B1
respectively, with ω(1)‖d‖p‖v‖∞ ≤ δ, satisfy ‖v − h‖L∞(B1) ≤ ε.
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Proof. In this proof denote αn as the measure of the ball B1(0). We are going to prove that
for all ε > 0, there exists a δ ∈ (0, 1) satisfying the above, with δ ≤ 2− n2pC−
1
2
n δ˜1/2, where δ˜ is
the constant from proposition 2.5 for b˜ = b+ 2|B|µ, Cn = 4 + 2α1/pn . Assume the conclusion is
not satisfied, then there exist some ε0 > 0 and a sequence of operators Fk satisfying (SC)
µk for
bk, dk ∈ Lp+(B1), µk ≥ 0, ωk modulus, also fk ∈ Lp(B1), Ak ∈ R, Bk ∈ Rn, Lk(x) = Ak +Bk · x,
and δk ∈ (0, 1) such that δk ≤ 2−
n
2pC
− 1
2
n δ˜
1/2
k for all k ∈ N, where δ˜k is the number from ABP
related to b˜k = bk + 2|Bk|µk, in addition to
‖β¯Fk(·, 0)‖p, ‖fk‖p, µk(|Bk|2 + |Bk|+ 1), ‖bk‖p(|Bk|+ 1), ωk(1)‖dk‖p(|Ak|+ |Bk|+ 1) ≤ δk
with δk → 0, and vk, hk ∈ C(B1) Lp-viscosity solutions of{
Fk(x, vk + Lk(x), Dvk +Bk, D
2vk) = fk(x) B1
vk = ψk ∂B1
,
{
Fk(0, 0, 0, D
2hk) = 0 B1
hk = ψk ∂B1
where ‖ψk‖Cτ (∂B1) ≤ K0, ωk(1)‖dk‖p‖vk‖∞ ≤ δk, but ‖vk − hk‖L∞(B1) > ε0. We first claim that
‖vk‖L∞(B1) , ‖hk‖L∞(B1) ≤ C0 (3.1)
for large k, where C0 = C0(n, p, λ,Λ,K0). Indeed, in the first place, since we haveM−(D2hk) ≤
0 ≤M+(D2hk) in the viscosity sense, we obtain directly that ‖hk‖L∞(B1) ≤ ‖ψk‖L∞(∂B1) ≤ K0.
For vk, we initially observe that
2
n
pCn µk δk ≤ 2
n
pCn δ
2
k ≤ δ˜k , for all k ∈ N.
Further, vk is an L
p-viscosity solution of
L+k [vk] +µk|Dvk|2 +dk(x)ωk(|vk +Lk|) + gk ≥ fk ≥ L−k [vk]−µk|Dvk|2−dk(x)ωk(|vk +Lk|)− gk.
Here L±k [w] = M±(D2w) ± b˜k|Dw|, and gk(x) = bk(x)|Bk| + µk|Bk|2. Then, applying ABP in
its quadratic form in B1(0), with RHS dk ωk(|vk + Lk|) + gk + |fk|, we obtain that
‖vk‖L∞(B1) ≤ ‖vk‖L∞(∂B1) + CkA {‖fk‖p + ‖gk‖p + ‖dk‖p ωk(1)(|Ak|+ |Bk|+ ‖vk‖L∞(B1) + 1)}.
Since ‖b˜k‖Ln(B1) ≤ α
p−n
np
n for large k, then the constant in ABP is uniformly bounded, say
CkA ≤ CA. Using the assumptions and CA ωk(1)‖dk‖p ≤ 1/2 for large k as in [56], we obtain
that ‖vk‖L∞(B1) ≤ C0, with C0 = C0(n, p, λ,Λ,K0), proving the claim (3.1).
Then, by the Cβ global estimate (proposition 2.6), there exists β ∈ (0, 1) such that
‖vk‖Cβ(B1) , ‖hk‖Cβ(B1) ≤ C,
where β = min (β0,
τ
2 ) for some β0 = β0(n, p, λ,Λ), C = C(n, p, λ,Λ, C0). Here, β and C do not
depend on k, since µk, ‖b˜k‖Lp(B1), ωk(1)‖dk‖Lp(B1), ‖fk‖Lp(B1) ≤ 1 for large k. Then, by the
compact inclusion Cβ(B1) ⊂ C(B1) we have, up to subsequences, that
vk −→ v∞ , hk −→ h∞ in C(B1) as k →∞,
for some v∞, h∞ ∈ C(B1) with v∞ = h∞ = ψ∞ on ∂B1. Moreover, by Arzela`-Ascoli theorem,
a subsequence of Fk(0, 0, 0, X) converges uniformly on compact sets of Sn to some uniformly
elliptic operator F∞(X), since M−λ,Λ(X − Y ) ≤ Fk(0, 0, 0, X)− Fk(0, 0, 0, Y ) ≤M+λ,Λ(X − Y ).
We claim that both v∞ and h∞ are viscosity solutions of{
F∞(D2u) = 0 in B1
u = ψ∞ on ∂B1 .
8
This implies that they are equal, by proposition 2.10, which contradicts ‖v∞−h∞‖L∞(B1) ≥ ε0.
The claim for h∞ follows by taking the uniform limits at the equation satisfied by hk. On
the other hand, for v∞ we apply stability (proposition 2.3) by noticing that, for ϕ ∈ C2(B1),
Fk(x, vk + Lk, Dϕ+Bk, D
2ϕ)− fk(x)− F∞(D2ϕ) = {Fk(x, vk + Lk, Dϕ+Bk, D2ϕ)−
Fk(x, 0, 0, D
2ϕ)}+ {Fk(x, 0, 0, D2ϕ)− Fk(0, 0, 0, D2ϕ)}+ {Fk(0, 0, 0, D2ϕ)− F∞(D2ϕ)} − fk(x)
and that each one of the addends in braces tends to zero in Lp as k →∞. Indeed, the first one in
modulus is less or equal than µk(|Dϕ|2+2Bk|Dϕ|+|Bk|2)+bk(x)(|Dϕ|+|Bk|)+ωk(‖vk‖∞+|Ak|+
|Bk|) dk(x), so its Lp-norm is bounded by µkα1/pn ‖Dϕ‖2∞+‖bk‖p‖Dϕ‖∞+(C0 +1)ωk(1) ‖dk‖p+
Cnδk; while the L
p-norm of the second and third are bounded by ‖β¯Fk(·, 0)‖p(‖D2ϕ‖∞+ 1) and
α
1/p
n ‖Fk(0, 0, 0, D2ϕ)− F∞(D2ϕ)‖L∞(B1) respectively, what concludes the proof. 
Proof of Local Regularity Estimates in the set Ω′. The main difference from the case µ = 0, in
the present proof, consists of defining a slightly different scaling on the function, which allows
us to have µ small in order to obtain the conditions of the approximation lemma 3.1. For this,
we will bring forward an argument due to Wang [55], that uses the Cβ regularity of u.
Set W := ‖u‖L∞(Ω) + ‖f‖Lp(Ω) + ‖d‖Lp(Ω) ω(‖u‖L∞(Ω)), which is less or equal than W0, a
constant that depends on C0 and ω(1)‖d‖Lp(Ω).
Suppose, to simplify the notation, that 0 ∈ Ω′ and set s0 := min(r0, dist(0, ∂Ω′)). Recall
that this r0 = r0(θ) is such that (Hθ) holds for all r ≤ min{r0,dist(x0, ∂Ω)}, for all x0 ∈ Ω. We
will see, in the sequel, how the choice of θ is done.
We start assigning some constants. Fix an α ∈ (0, α¯) with α ≤ min(β, 1 − n/p). Then,
choose γ = γ(α, α¯,K2) ∈ (0, 14 ] such that
22+α¯K2 γ
α¯ ≤ γα (3.2)
and define
ε = ε(γ) := K2 (2γ)
1+α¯. (3.3)
This ε provides a δ = δ(ε) ∈ (0, 1), the constant of the approximation lemma 3.1 that, up to
diminishing, can be supposed to satisfy
(5 + 2K2) δ ≤ γα. (3.4)
Now let σ = σ(s0, n, p, α, α¯, β, δ, µ, ‖b‖Lp(Ω), ω(1)‖d‖L∞(Ω),K1,K2, C0) ≤ s02 such that
σ
min (1−n
p
,β)
m ≤ δ {32K2(K2 +K + 1)|B1|1/p}−1 (3.5)
wherem := max {1, ‖b‖Lp(Ω), ω(1)‖d‖L∞(Ω), µ(1 + 2βK1)W0}. Consider the constantK(γ, α,K2)
defined as K = K2 γ
−α(1− γα)−1+K2 γ−1−α(1− γ1+α)−1 which is greater than K2 ≥ 1. Hence,
in particular, B2σ(0) ⊂ Ω′ and we can define
N = Nσ(0) := σW + sup
x∈B2
|u(σx)− u(0)|.
By construction and Cβ local quadratic estimate, N is uniformly bounded by
σW ≤ N ≤ (σ + 2βK1σβ)W ≤ (1 + 2βK1)W0 σβ. (3.6)
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Claim 3.2. u˜(x) := 1N {u(σx)− u(0)} is an Lp-viscosity solution of F˜ [ u˜ ] = f˜(x) in B2, where
F˜ (x, r, p,X) :=
σ2
N
F
(
σx,Nr + u(0),
N
σ
p,
N
σ2
X
)
− σ
2
N
F (σx, u(0), 0, 0)
and f˜ := f˜1 + f˜2 for
f˜1(x) := σ
2f(σx)/N, f˜2(x) := −σ2F (σx, u(0), 0, 0) /N,
with F˜ satisfying (S˜C)µ˜ for b˜(x) := σb(σx), µ˜ := Nµ, d˜(x) := σ2d(σx) and ω˜(r) := ω(Nr)/N .
Proof. Let ε > 0 and ϕ˜ ∈ W 2,ploc (B2) such that u˜ − ϕ˜ has a minimum (maximum) at x0 ∈ B2.
Define ϕ(x) := Nϕ˜(x/σ) + u(0) in B2σ(0) and notice that u−ϕ has a minimum (maximum) at
σx0 ∈ B2σ. Since u is an Lp-viscosity solution on B2σ, for this ε > 0 there exists r > 0 such that
F (σx, u(σx), Dϕ(σx), D2ϕ(σx)) ≤ (≥) f(σx) + (−)Nε/σ2 a.e. in Br(x0),
which is equivalent to
σ2
N
F
(
σx,Nu˜(x) + u(0),
N
σ
Dϕ˜(x),
N
σ2
D2ϕ˜(x)
)
≤ (≥) σ
2
N
f(σx) + (−) ε a.e. in Br(x0).
Adding −σ2F (σx, u(0), 0, 0) /N in both sides, we have
F˜ (x, u˜(x), Dϕ˜(x), D2ϕ˜(x)) ≤ (≥) f˜(x) + (−) ε a.e. in Br(x0).
Furthermore, F˜ (x, 0, 0, 0) = 0 for x ∈ B2 and for all r ∈ R, p ∈ Rn, X ∈ Sn, we have
F˜ (x, r, p,X)− F˜ (x, s, q, Y )
=
σ2
N
{
F
(
σx,Nr + u(0),
N
σ
p,
N
σ2
X
)
− F
(
σx,Ns+ u(0),
N
σ
q,
N
σ2
Y
)}
≤M+λ,Λ(X − Y ) + σb(σx) |p− q|+Nµ|p− q|(|p|+ |q|) + σ2d(σx)ω(N |r − s|)/N
=M+λ,Λ(X − Y ) + b˜(x)|p− q|+ µ˜|p− q|(|p|+ |q|) + d˜(x) ω˜(|r − s|).
The estimate from below in (S˜C)µ˜ is analogous. Claim 3.2.
Notice that, with this definition and the choice of σ in (3.5), we have
• ‖u˜‖L∞(B2) ≤ 1 since N ≥ supB2 |u(σx)− u(0)|;
• ‖f˜1‖Lp(B2) = σ
2−np
N ‖f‖Lp(B2σ) ≤ σ1−
n
p
‖f‖Lp(Ω)
W ≤ δ16 ;
• ‖f˜2‖Lp(B2) ≤ σ
2−np
N ω(|u(0)|) ‖d‖Lp(B2σ) ≤ σ1−
n
p
ω(‖u‖∞)‖d‖Lp(Ω)
W ≤ δ16 ; thus ‖f˜‖Lp(B2) ≤ δ8 ;
• µ˜ = Nµ ≤ (1 + 2βK1)W0 µσβ ≤ δ8K2|B1|1/p ;
• ‖b˜‖Lp(B2) = σ1−
n
p ‖b‖Lp(B2σ) ≤ δ16K ;
• ω˜(1)‖d˜‖Lp(B2) = σ2−
n
p
ω(N)
N ‖d‖Lp(B2σ) ≤ σ2−
n
p ω(1)‖d‖Lp(Ω) ≤ δ32(K2+K+1) from the hy-
pothesis ω(r) ≤ ω(1)r for all r ≥ 0;
• ‖β¯
F˜
(·, 0)‖Lp(B1) ≤ δ/4, by choosing θ = δ/8. Indeed,
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β¯
F˜
(x, x0) ≤ σ
2
N
sup
X∈Sn
|F (σx, u(0), 0, N
σ2
X)− F (σx, 0, 0, N
σ2
X)|
‖X‖+ 1
+ sup
X∈Sn
|F (σx, 0, 0, N
σ2
X)− F (σx0, 0, 0, Nσ2X)|
N
σ2
(‖X‖+ 1)
+
σ2
N
sup
X∈Sn
|F (σx0, 0, 0, Nσ2X)− F (σx0, u(0), 0, Nσ2X)|
‖X‖+ 1
+
σ2
N
sup
X∈Sn
|F (σx, u(0), 0, 0)|+ |F (σx0, u(0), 0, 0)|
‖X‖+ 1
≤ 2σ
2
N
{d(σx) + d(σx0)}ω(|u(0)|) sup
X∈Sn
(‖X‖+ 1)−1 + βF (σx, σx0) (3.7)
and therefore,
‖β¯
F˜
(·, 0)‖Lp(B1) ≤ 4σ|B1|
1
p
ω(‖u‖L∞(Ω))‖d‖L∞(Ω)
W
+
(
1
σn
ˆ
Bσ(0)
βF (y, 0)
pdy
) 1
p
≤ δ/8 + θ = δ/4.
In particular F˜ , u˜, µ˜, b˜, d˜, ω˜, A = 0, B = 0 satisfy lemma 3.1 hypotheses. Further, if we show
‖u˜‖C1,α(B1) ≤ C, we will obtain ‖u(σx)− u(0)‖C1,α(B1) ≤ CN ≤ (1 + 2βK1)CW by (3.6), then
‖u‖C1,α(Bσ) ≤ C {‖u‖L∞(Ω) + ‖f‖Lp(Ω)},
where the constant depends on σ; the local estimate following by a covering argument.
Remark 3.3. In the case we have an arbitrary modulus of continuity, we define N = σmax{W, 1}
+ supx∈B2 |u(σx)− u(0)|, which by construction and Cβ local superlinear estimate,
σ ≤ N ≤ (σ + 2βK1σβ) max{W, 1} ≤ (1 + 2βK1)W0 σβ ≤ 1.
Then we have ω˜(1)‖d˜‖Lp(B2) = σ
2−np
N ω(N)‖d‖Lp(B2σ) ≤ σ1−
n
p ω(1)‖d‖Lp(Ω).
Moreover, we can consider the smallness assumption in terms of (H)θ, with β¯ instead of β
in (3.7). In fact, in this case we use N/σ2 ≥ 1. In the end, we obtain that the original function
u is such that ‖u‖C1,α(Ω) is bounded by C max{W, 1} ≤ C(W + 1), in place of CW .
Notice that the only place we had to use the dependence on the bound C0 is to measure the
smallness of µ. Thus, if µ = 0, the final constant does not depend on W0, neither on C0.
Remark 3.4. Still for µ = 0, if we split our analysis in two cases (as usual for linear growth in
the gradient, see for instance [48] ), then we can obtain the conditions in terms of (Hθ). Indeed,
set N := W . If N ≤ 1, we just define u˜ = u(σx) and use that each of the addends in W is less
or equal than 1, and ω˜(1)‖d˜‖Lp(B2) = σ2−
n
p ω(N)‖d‖Lp(B2σ) ≤ σ2−
n
p ω(1)‖d‖Lp(Ω); this yields the
estimate ‖u‖C1,α ≤ C ≤ C(N + 1). If N ≥ 1, u˜ is as in claim 3.2, and using N/σ2 ≥ 1 we can
replace β by β¯ in (3.7); for the estimate in ω˜(1)‖d˜‖Lp(B2) we only need ω(r) ≤ ω(1)r for r ≥ 1.
With these rescalings in mind, we write F, u,M, µ, b, d, ω as the shorthand notation for
F˜ , u˜, µ˜, b˜, d˜, ω˜. Now we can proceed with Caffarelli’s iterations as in [13], [14], [50], which consists
of finding a sequence of linear functions lk(x) := ak + bk · x such that
(i)k ‖u− lk‖L∞(Brk ) ≤ r
1+α
k
(ii)k |ak − ak−1| ≤ K2 r1+αk−1 , |bk − bk−1| ≤ K2 rαk−1
(iii)k |(u− lk)(rkx)− (u− lk)(rky)| ≤ (1 + 3K1) r1+αk |x− y|β for all x, y ∈ B1
for rk = γ
k for some γ ∈ (0, 1), for all k ≥ 0, with the convention that l−1 ≡ 0.
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Observe that this proves the result. Indeed, bk = b0 + (b1 − b0) + . . .+ (bk − bk−1) converges
to some b, since
∑∞
k=0 |bk − bk−1| ≤ K2
∑∞
k=0(γ
α)k−1 < ∞; also |bk − b| ≤
∑∞
l=k |bl+1 − bl| ≤
K2
∑∞
l=k γ
αl = K2
γαk
1−γα . Similarly, |ak − a| ≤ K2 γ
k(1+α)
1−γ1+α and ak converges to some a.
Next, for each x ∈ B1, there exists k ≥ 0 such that rk+1 < |x| ≤ rk. Then, |u(x)−ak−bk ·x| =
|u(x)− lk(x)| ≤ r1+αk , since x ∈ Brk , thus
|u(x)− a− b · x| ≤ |u(x)− ak − bk · x|+ |ak − a|+ |bk − b| |x|
≤ r1+αk +K2
r1+αk
1− γ1+α +K2
rαk
1− γα rk
=
{
1 +
K2
1− γ1+α +
K2
1− γα
}
1
γ1+α
r1+αk+1 ≤ Cγ |x|1+α.
By definition of a differentiable function, a = u(0) , b = Du(0) and we will have obtained
|u(x)− u(0)−Du(0) · x| ≤ C|x|1+α and |Du(0)| ≤ C.
Notice that there was nothing special in doing the initial argument around 0, which we had
supposed in the beginning of the proof, belonging to Ω′. Actually, by replacing it by any x0 ∈ Ω
and setting the corresponding s0 = min{r0, dist(x0, ∂Ω′)}, we define N = Nσ(x0) by changing 0
by x0 in there. With this, we show that our initial function u is differentiable at x0 with
|u(x)− u(x0)−Du(x0) · (x− x0)| ≤ CW |x− x0|1+α, |Du(x0)| ≤ CW
which implies1 thatDu ∈ Cα(Bσ) and ‖u‖C1,α(Bσ) ≤ CW . Thus, for the complete local estimate,
we just take finitely many such points in order to cover Ω′.
We stress that (i)k and (ii)k are completely enough to imply the result, as above, while (iii)k
is an auxiliary tool to get them. So, let us prove (i)k − (iii)k by induction on k.
For k = 0 we set a0 = b0 = 0. Recall that β and K1 are the constants from the C
β superlinear
local estimate in B1 such that ‖u‖Cβ(B1) ≤ K˜1(1+δ+1) ≤ 3K1, which implies (iii)0. Obviously
(i)0 and (ii)0 are satisfied too.
Notice that |bk| ≤
∑k
l=0 |bl − bl−1| ≤ K2γα
∑∞
k=0 γ
αk = K2γα(1−γα) ≤ K and also, for all x ∈ B1,
|lk(x)| ≤ |ak|+ |bk||x| ≤ K2γ(1+α)
∑∞
k=0 γ
(1+α)k + K2γα
∑∞
k=0 γ
αk = K.
As the induction step, we suppose the items (i)k− (iii)k valid in order to construct ak+1 and
bk+1 for which (i)k+1 − (iii)k+1 hold. Define
v(x) = vk(x) :=
(u− lk)(rkx)
r1+αk
=
u(rkx)− ak − bk · xrk
r1+αk
, for all x ∈ B2.
Note that (i)k says precisely that |v(x)| ≤ 1 for all x ∈ B1. Further, from this and (iii)k we get
‖v‖Cβ(B1) = ‖v‖L∞(B1) + sup
x,y∈B1
x 6=y
|v(x)− v(y)|
|x− y|β ≤ 2 + 3K1 =: K0.
Claim 3.5. v is an Lp-viscosity solution of Fk[v] = fk(x) in B2, for fk := f
1
k + f
2
k with
f1k (x) := r
1−α
k f(rkx); f
2
k (x) := −r1−αk F (rkx, lk(rkx), bk, 0) and Fk satisfying (SC)
µFk
Fk
, where
Fk(x, s, p,X) := r
1−α
k F (rkx, r
1+α
k s+ lk(rkx), r
α
k p+ bk, r
α−1
k X)− r1−αk F (rkx, lk(rkx), bk, 0),
bFk(x) := rkb(rkx) + 2rkµK, µFk := r
1+α
k µ, dFk(x) := r
2
kd(rkx) and ωFk(s) := r
−1−α
k ω(r
1+α
k s).
1This is just a property of functions. See, for example, a simple proof done by Sirakov in [48], or [41].
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Proof. Let ε > 0 and ψ ∈ W 2,ploc (B2) such that v − ψ has a minimum (maximum) at x0. Define
ϕ(x) := r1+αk ψ(x/rk) + lk(x) for all x ∈ B2rk ; then u − ψ has a minimum (maximum) at rkx0.
Since u is an Lp-viscosity solution in B2rk(0), there exists r ∈ (0, 2) such that
F (rkx, u(rkx), Dϕ(rkx), D
2ϕ(rkx)) ≤ (≥) f(rkx) + (−) rα−1k ε a.e. in Br(x0).
Using that Dψ(x) = r−αk {Dϕ(rkx)− bk} and D2ψ(x) = r1−αk D2ϕ(rkx) a.e., we get
r1−αk F (rkx, r
1+α
k v(x) + lk(rkx), r
α
kDψ(x) + bk, r
α−1
k D
2ψ(x)) ≤ (≥) r1−αk f(rkx) + (−) ε
a.e. in Br(x0). Adding −r1−αk F (rkx, lk(rkx), bk, 0) in both sides we obtain
Fk(x, v(x), Dψ,D
2ψ) ≤ (≥) fk(x) + (−) ε a.e. in Br(x0).
Moreover, Fk satisfies (SC)
µFk
Fk
, since Fk(x, 0, 0, 0) = 0 for x ∈ B2 and
Fk(x, r, p,X)− Fk(x, s, q, Y ) = r1−αk {F (rkx, r1+αk r + lk(rkx), rαk p+ bk, rα−1k X)
− F (rkx, r1+αk s+ lk(rkx), rαk q + bk, rα−1k Y )}
≤ M+λ,Λ(X − Y ) + rkb(rkx)|p− q|+ rkµ|p− q|{rαk (|p|+ |q|) + bk}+ r1−αk d(rkx)ω(r1+αk |r − s|)
=M+λ,Λ(X − Y ) + bFk(x)|p− q|+ µFk |p− q|(|p|+ |q|) + dFk(x)ωFk(|r − s|)
and the left hand side is completely analogous. Claim 3.5.
Notice that Fk, v, µFk , bFk , dFk , ωFk , A = 0, B = 0 satisfy the hypotheses of lemma 3.1, since
‖bFk‖Lp(B1) ≤ r
1−n
p
k ‖b‖Lp(Brk ) + 2µK|B1|
1/p ≤ δ; ‖f1k‖Lp(B1) ≤ r
1−n
p
−α
k ‖f‖Lp(Brk ) ≤
δ
2
;
‖f2k‖Lp(B1) ≤ r
1−n
p
−α
k {‖b‖Lp(Brk )|bk|+ (K + 1)ω(1)‖d‖Lp(Brk )}+ r
1−α
k µ|bk|2|B1|
1
p ≤ δ
2
;
ωFk(1)‖dFk‖Lp(B1) = r
1−n
p
−α
k ω(r
1+α
k )‖d‖Lp(Brk ) ≤ r
1−n
p
−α
k ω(1)‖d‖Lp(B1) ≤ δ; ‖v‖∞ ≤ 1;
(recall tilde notations from claim 3.2), and up to defining b in a zero measure set,
β¯Fk(x, x0) ≤ r1−αk sup
X∈Sn
|F (rkx, lk(rkx), bk, rα−1k X)− F (rkx, 0, 0, rα−1k X)|
‖X‖+ 1
+ sup
X∈Sn
|F (rkx, 0, 0, rα−1k X)− F (rkx0, 0, 0, rα−1k X)|
rα−1k (‖X‖+ 1)
+ r1−αk sup
X∈Sn
|F (rkx0, 0, 0, rα−1k X)− F (rkx0, lk(rkx0), bk, rα−1k X)|
‖X‖+ 1
+ r1−αk sup
X∈Sn
|F (rkx, lk(rkx), bk, 0)|+ |F (rkx0, lk(rkx0), bk, 0)|
‖X‖+ 1
≤ 2r1−αk {(d(rkx) + d(rkx0))ω(‖lk(rkx)‖L∞(Ω)) + ( b(rkx) + b(rkx0) )|bk|+ µ|bk|2}
sup
X∈Sn
(‖X‖+ 1)−1 + β¯F (rkx, rkx0)
since rα−1k ≥ 1; then if b is bounded,
‖β¯Fk(·, 0)‖Lp(B1) ≤ 4r1−αk |B1|
1
p (K + 1)ω(1)‖d‖L∞(Brk ) + 4Kr
1−α
k |B1|
1
p ‖b‖L∞(Brk ) + 2µK
2|B1|
1
p
+ ‖β¯F (·, 0)‖Lp(Brk ) ≤ δ.
In particular, this gives an alternative proof of C1,α results in [50] in the case µ = 0.
On the other hand, without boundedness assumption on b, we note that it also follows from
the proof of claim 3.5 that v is an Lp-viscosity solution of
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Fk(x, v + Lk(x), Dv +Bk, D
2v) = f1k (x) in B1,
where Fk is now defined as Fk(x, s, p,X) = r
1−α
k F (rkx, r
1+α
k s, r
α
k p, r
α−1
k X), for Lk(x) = Ak+Bk ·
x, Ak = r
−1−α
k ak and Bk = r
−α
k bk, which satisfies (SC)
µFk
Fk
for bFk(x) = rkb(rkx), but µFk , dFk ,
ωFk , f
1
k remaining as in claim 3.5. Observe that we trivially have ‖β¯Fk(·, 0)‖Lp(B1) ≤ δ for such
Fk. Furthermore, |Bk|‖bFk‖Lp(B1) = r
1−α−n
p
k ‖b‖Lp(Brk )|bk| ≤ K‖b‖Lp(B1) ≤ δ; µFk |Bk|(|Bk| +
1) = (r1−αk |bk|2 +rk|bk|)µ ≤ K(K+1)µ ≤ δ; and we finally get ωFk(1)‖dFk‖Lp(B1)(|Ak|+ |Bk|) ≤
r
1−α−n
p
k (|ak| + rk|bk|)ω(1)‖d‖Lp(Brk ) ≤ 2Kω(1)‖d‖Lp(B1) ≤ δ if ω(r) ≤ ω(1)r for r ≥ 0. Thus,
such Fk, v, µFk , bFk , dFk , ωFk , Ak, Bk also satisfy lemma 3.1 hypotheses if ω is a Lipschitz modulus.
In any case, let h = hk ∈ C(B1) be the C-viscosity solution of{
Fk(0, 0, 0, D
2h) = 0 in B1
h = v on ∂B1 .
By ABP we have ‖h‖L∞(B1) ≤ ‖h‖L∞(∂B1) ≤ 1 and by the C1,α¯ local estimate (proposition 2.9),
‖h‖C1,α¯(B1/2) ≤ K2 ‖h‖L∞(B1) ≤ K2. Hence, by lemma 3.1 applied to Fk, v, µFk , bFk , dFk , ωFk ,
ψ := v |∂B1 , τ := β, K0 and h we get, for ε given in (3.3), that ‖v − h‖L∞(B1) ≤ ε.
Define l(x) = lk(x) := h(0) +Dh(0) · x in B1, then,
‖v − l‖L∞(B2γ) ≤ γ1+α. (3.8)
In fact, by the choice of γ ≤ 14 in (3.2), we have for all x ∈ B2γ(0) that
|v(x)− l(x)| ≤ |v(x)− h(x)|+ |h(x)− h(0)−Dh(0) · x|
≤ K2 (2γ)1+α¯ +K2|x|1+α¯ ≤ 2K2 (2γ)1+α¯ ≤ γ1+α.
However, inequality (3.8) and the definition of v imply
|u(rkx)− lk(rkx)− r1+αk h(0)− r1+αk Dh(0) · x| ≤ r1+αk γ1+α = r1+αk+1 for all x ∈ B2γ ,
which is equivalent to
|u(y)− lk+1(y)| ≤ r1+αk γ1+α = r1+αk+1 for all y = rkx ∈ B2γrk = B2rk+1 ,
where lk+1(y) := lk(y) + r
1+α
k h(0) + r
α
kDh(0) · y . Then, we define
ak+1 := ak + h(0) r
1+α
k , bk+1 := bk +Dh(0) r
α
k
obtaining (i)k+1. Further, |ak+1−ak| ≤ K2 r1+αk , |bk+1− bk| ≤ K2 rαk , which is (ii)k+1. To finish
we observe that, in order to prove (iii)k+1, it is enough to show
‖v − l‖Cβ(Bγ) ≤ (1 + 2K1) γ1+α−β. (3.9)
Indeed, if x, y ∈ B1 and (3.9) is true, then
|(v − l)(γx)− (v − l)(γy)| ≤ (1 + 2K1)γ1+α−β|γx− γy|β
⇔ |(u− lk)(γrkx)− (u− lk)(γrky)− rαkDh(0) · (x− y)γrk| ≤ (1 + 2K1)γ1+αr1+αk |x− y|β
⇔ |(u− lk+1)(rk+1x)− (u− lk+1)(rk+1y)| ≤ (1 + 2K1) r1+αk+1 |x− y|β.
Now, we obtain (3.9) applying the local quadratic Cβ estimate (proposition 2.6) to the
function w := v − l, which is an Lp-viscosity solution in B2 of the inequalities
L−k [w]− µFk |Dw|2 ≤ gk(x), L+k [w] + µFk |Dw|2 ≥ −gk(x), (3.10)
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where gk := g
1
k + g
2
k , for g
1
k(x) := |fk(x) − Fk(x, l(x), Dh(0), 0)| and g2k(x) := dFk(x)ωFk(|w|),
with L±k [u] :=M±λ,Λ(D2u)± (bFk + 2K2 µFk)|Du|. Surely, this finishes the proof of (3.9), since
|g1k(x)| ≤ |fk(x)|+ bFk(x)|Dh(0)|+ ωFk(|l(x)|) dFk(x) + µFk |Dh(0)|2,
then using that |l(x)| ≤ |h(0)|+ |Dh(0)| |x| ≤ ‖h‖C1,α¯(B1/2) ≤ K2 for all x ∈ B1, we have
‖ gk‖Lp(B1) ≤ ‖fk‖Lp(B1) + ‖bFk‖Lp(B1)K2 + (K2 + 1)ωFk(1)‖dFk‖Lp(B1)
+ µK22 |B1|
1
p + (1 + ‖w‖L∞(B1))ωFk(1)‖dFk‖Lp(B1) ≤ (5 + 2K2) δ ≤ γα
from the definition of δ in (3.4). Thus, using the estimate above and (3.8) in the Cβ local
estimate, properly scaled to the ball of radius γ, we obtain in particular that
[w]β,Bγ ≤ γ−βK˜1 { ‖w‖L∞(B2γ) + γ
2−n
p ‖gk‖Lp(B2γ) }
≤ γ−βK1 { γ1+α + γ2−
n
p γα } ≤ 2K1 γ1+α−β
and so ‖w‖Cβ(Bγ) = ‖w‖L∞(Bγ) + [w]β,Bγ ≤ γ1+α + 2K1 γ1+α−β ≤ (1 + 2K1) γ1+α−β as desired.

Remark 3.6. By the proof above we see that, under µ, ‖b‖Lp(Ω), ω(1)‖d‖L∞(Ω) ≤ C1, both σ
and the final constant C depends on n, p, λ,Λ, α, β,K1,K2, C0 and C1. This is very useful
in applications, when we have, for example, a sequence of solutions uk with their respective
coefficients uniformly bounded; with ‖uk‖L∞ and the Lp norm of the right hand side a priori
bounded. Then we can uniformly bound the C1,α norm of uk.
3.2 Boundary Regularity
Since our equation is invariant under diffeomorphisms and ∂Ω ∈ C1,1, we only need to prove
regularity and estimates for some half ball, say B+1 (0). Indeed, near a boundary point we make
a diffeomorphic change of independent variable, which takes a neighborhood of ∂Ω into B+1 .
This change only depends on the coefficients of the equation and the C1,1 diffeomorphisms that
describe the boundary, see details in [56] (see also [41] for a version with superlinear growth).
Then, consider K1 and β the pair of C
β global superlinear estimate (proposition 2.6) in B+1 ,
related to the initial n, p, λ,Λ, µ, ‖b‖Lp(Ω), τ and C1, such that
‖u‖
Cβ(B
+
1 )
≤ K1 {‖u‖L∞(B+1 ) + ‖f‖Lp(B+1 ) + ‖u‖Cτ (T) + ‖d‖Lp(B+1 ) ω(‖u‖L∞(B+1 ))}.
As in [56], we start proving a boundary version of the approximation lemma in Bν1 . For this
set, let K3 ≥ 1 and α¯ be the pair of C1,α¯ boundary estimate (proposition 2.11) associated to
n, λ,Λ and τ , independently of ν > 0.
We can suppose that K1 ≥ K˜1 and β ≤ β˜, where K˜1, β˜ is the pair of Cβ global estimate for
the set Bν1 (or B
ν
1/2), independently of ν > 0, with respect to an equation with given constants
n, p, λ,Λ and bounds for the coefficients µ ≤ 1, ‖b‖Lp(Bν2 ) ≤ 1 + 2K3 (3 + 2Cn)|B1|1/p (for
a constant Cn, depending only on n, from lemma 6.35 of [20] for  = 1/2, that will appear
in the sequel) and ω(1)‖d‖Lp(Bν2 ) ≤ 1, for any solution in Bν2 satisfying ‖u‖L∞(Bν2 ) ≤ 1 and‖ψ‖C1,τ (Tν2) ≤ 2 (or for any solution in Bν1 with coefficients in Bν1 ). Denote ‖ · ‖Lpν = ‖ · ‖Lp(Bν1 ).
Lemma 3.7. Assume F satisfies (SC)µ in Bν1 for some ν ∈ [0, 1] and f ∈ Lp(Bν1 ), where p > n.
Let ψ ∈ Cτ (∂Bν1 ) with ‖ψ‖Cτ (∂Bν1 ) ≤ K0. Set L(x) = A + B · x in Bν1 , for A ∈ R, B ∈ Rn.
Then, for every ε > 0, there exists δ ∈ (0, 1), δ = δ(ε, n, p, λ,Λ, τ,K0), such that if
‖β¯F (·, 0)‖Lpν , ‖f‖Lpν , µ(|B|2 + |B|+ 1) , ‖b‖Lpν (|B|+ 1) , ω(1)‖d‖Lpν (|A|+ |B|+ 1) ≤ δ
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then any two Lp-viscosity solutions v and h of{
F (x, v + L(x), Dv +B,D2v) = f(x) in Bν1
v = ψ on ∂Bν1
,
{
F (0, 0, 0, D2h) = 0 in Bν1
h = ψ on ∂Bν1
respectively, with ω(1)‖d‖Lpν‖v‖L∞ν ≤ δ, satisfy ‖v − h‖L∞(Bν1 ) ≤ ε.
Proof. For ε > 0, we will prove the existence of δ ∈ (0, 1) as above with δ ≤ 2− n2pC−
1
2
n δ˜1/2, for
δ˜ as in lemma 3.1. Suppose the contrary, then there exist ε0 > 0 and sequences νk ∈ [0, 1], Fk
satisfying (SC)µk for bk, dk ∈ Lp+(Bνk1 ), µk ≥ 0, ωk modulus; fk ∈ Lp(Bνk1 ), Ak ∈ R, Bk ∈ Rn,
Lk(x) = Ak +Bk · x, and δk ∈ (0, 1) with δk ≤ 2−
n
2pC
− 1
2
n δ˜k
1/2
for b˜k = bk + 2|Bk|µk, such that
‖β¯Fk(·, 0)‖Lpνk , ‖fk‖Lpνk , µk(|Bk|
2 + |Bk|+ 1), ‖bk‖Lpνk (|Bk|+ 1), ωk(1)‖dk‖Lpνk (|Ak|+ |Bk|+ 1)
are less or equal than δk with δk → 0, and vk, hk ∈ C(Bνk1 ) are Lp-viscosity solutions of{
Fk(x, vk + Lk(x), Dvk +Bk, D
2vk) = fk(x) B
νk
1
vk = ψk ∂B
νk
1
,
{
Fk(0, 0, 0, D
2hk) = 0 B
νk
1
hk = ψk ∂B
νk
1
where ‖ψk‖Cτ (∂Bνk1 ) ≤ K0, ωk(1)‖dk‖Lpνk‖vk‖L∞νk ≤ δk, but ‖vk − hk‖L∞(Bνk1 ) > ε0.
Analogously to the proof of lemma 3.1, ABP implies that ‖vk‖L∞(Bνk1 ) , ‖hk‖L∞(Bνk1 ) ≤ C0
for large k, where C0 is a constant that depends only on n, p, λ,Λ and K0.
Notice that Bνk1 has the exterior cone property, then by the C
β global quadratic estimate
(proposition 2.6) we obtain β ∈ (0, 1) such that
‖vk‖Cβ(Bνk1 ) , ‖hk‖Cβ(Bνk1 ) ≤ C , for large k, (3.11)
where β = min (β0, τ/2) for some β0 = β0(n, p, λ,Λ) and C = C(n, p, λ,Λ, C0). Observe that
β and C do not depend on k, since µk, ‖b˜k‖Lp(Bνk1 ), ωk(1) ‖dk‖Lp(Bνk1 ), ‖fk‖Lp(Bνk1 ) ≤ 1 and
diam(Bνk1 ) ≤ 2, for large k. Here we have different domains, what prevents us from directly using
the compact inclusion Cβ into the set of continuous functions in order to produce convergent
subsequences. But this is just a technicality, as in [56], by taking a subsequence of νk that
converges to some ν∞ ∈ [0, 1], which we can suppose monotonous. Hence we consider two cases:
Bν∞1 ⊂ Bνk1 ⊂ Bνk+11 ⊂ ... or ... ⊂ Bνk+11 ⊂ Bνk1 ⊂ Bν∞1 , for all k ∈ N. In the first one, we use
the compact inclusion on Bν∞1 . In the second, we make a trivial extension of our functions to
the larger domain Bν∞1 , i.e. by defining ψk in B˜k = B1 ∩ {−ν∞ ≤ xn ≤ −νk} in such a way
that ‖ψk‖Cτ (B˜k) ≤ C0, from where we may suppose that (3.11) holds on B
ν∞
1 for the extended
vk and hk. In both cases, we obtain convergent subsequences vk −→ v∞, hk −→ h∞ in C(Bν∞1 )
as k →∞, for some continuous functions v∞, h∞ in Bν∞1 , with v∞ = h∞ = ψ∞ on ∂Bν∞1 .
Finally, we claim that v∞ and h∞ are viscosity solutions of{
F∞(D2u) = 0 in Bν∞1
u = ψ∞ on ∂Bν∞1
and therefore equal by proposition 2.10, which contradicts ‖v∞ − h∞‖L∞(Bν∞1 ) ≥ ε0.
For h∞, it follows by taking the uniform limits on the inequalities satisfied by hk. For v∞, we
apply proposition 2.3 together with observation 2.4, since we have, for each ϕ ∈ C2(D), where
D ⊂ Bν∞1 , that Fk(x, vk + Lk(x), Dϕ+Bk, D2ϕ)− fk(x)− F∞(D2ϕ)→ 0 as k →∞ in Lp(D),
analogously to the end of the proof of lemma 3.1. 
Proof of Boundary Regularity Estimates in the set B+1 . We proceed as in the local case, intro-
ducing the corresponding changes, in order to deal with the boundary. Our approach is similar
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to [56]. Now we set W := ‖u‖L∞(B+1 ) + ‖f‖Lp(B+1 ) + ‖u‖C1,τ (T) + ‖d‖Lp(B+1 ) ω(‖u‖L∞(B+1 )) ≤W0
and s0 := min(r0,
1
2).
Fix α ∈ (0, α¯) with α ≤ min(β, 1 − np , τ, α¯(1 − τ)) and choose γ = γ(n, α, α¯,K3) ∈ (0, 14 ]
such that 22+α¯K4 γ
α¯ ≤ γα, where K4 = K4 (K3, n) ≥ 1 will be specified later. Thus, define
ε = ε(γ) by K4 (2γ)
1+α¯. This ε provides a δ = δ(ε) ∈ (0, 1), the constant of the approximation
lemma 3.7 which, up to diminishing, can be supposed to satisfy (5+2K4) δ ≤ γα. Next we chose
σ = σ(s0, n, p, α, α¯, β, δ, µ, ‖b‖Lp(B+1 ), ω(1)‖d‖L∞(B+1 ),K1,K3, C0) ≤
s0
2 such that
σ
min (1−n
p
,β)
m ≤ δ {32K2(K4 +K + 1)|B1|1/p}−1
where m := max {1, ‖b‖Lp(B+1 ), ω(1)‖d‖L∞(B+1 ), µ(1 + 2
βK1)W0} and K := K4 γ−α(1− γα)−1 +
K4 γ
−1−α(1− γ1+α)−1 ≥ K4 ≥ 1.
Fix z = (z′, zn) ∈ B+1/2(0). We split our analysis in two cases, depending on the distance of
the point z to the bottom boundary: 1) zn <
σ
2 ⇔ ν < 12 and 2) zn ≥ σ2 ⇔ ν ≥ 12 , for ν := znσ .
Suppose the first one. In this case we will be proceeding as in [56] by translating the problem
to the set Bν2 , in order to use the approximation lemma in its boundary version 3.7. Notice that
x ∈ Bν2 (0) ⇔ σx+ z ∈ B+2σ(z) ⊂ B+1 (0).
Figure 1: Illustration of the change of variable, from B+2σ(z) = B2σ(z) ∩ {xn > 0}, which is a
subset of B+1 (0), to B
ν
2 (0) = B2(0) ∩ {xn > −ν}.
Then we define N = Nσ(z) := σW+supx∈Bν2 (0) |u(σx+z)−u(z)|. The Cβ quadratic estimate,
this time the global one, restricted to the set B+2σ(z), yields
σW ≤ N ≤ (σ + 2βK1σβ)W ≤ (1 + 2βK1)σβW0. (3.12)
Next we set u˜(x) = 1N {u(σx+ z)− u(z)}, which is, as in claim 3.2, an Lp-viscosity solution of{
F˜ (x, u˜,Du˜,D2u˜) = f˜(x) in Bν2
u˜ = ψ˜ on Tν2
for
F˜ (x, r, p,X) :=
σ2
N
F
(
σx+ z,Nr + u(z),
N
σ
p,
N
σ2
X
)
− σ
2
N
F (σx+ z, u(z), 0, 0),
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ψ˜(x) := 1N {ψ(σx+ z)− u(z)} and f˜ := f˜1 + f˜2 where
f˜1(x) := σ
2f(σx+ z)/N ; f˜2(x) := −σ2F (σx+ z, u(z), 0, 0)/N,
F˜ satisfying (S˜C)µ˜ for b˜(x) = σb(σx+ z), µ˜ = Nµ, d˜(x) = σ2d(σx+ z) and ω˜(r) = ω(Nr)/N .
With this definition and the choice of σ in (3.5), we obtain ‖u˜‖L∞(Bν2 ) ≤ 1, ‖f˜‖Lp(Bν2 ) ≤ δ8 ,
µ˜ ≤ δ
8K2|B1|1/p , ‖b˜‖Lp(Bν2 ) ≤
δ
16K , ω˜(1)‖d˜‖Lp(Bν2 ) ≤ δ32(K4+K+1) and ‖β¯F˜ (0, ·)‖Lp(Bν1 ) ≤ δ/4 by
choosing θ = δ/8, as in the local case.
Furthermore, we have ‖ψ˜‖L∞(Tν2) ≤ ‖u˜‖L∞(Bν2 ) ≤ 1 and then ‖Dψ˜‖Cτ (Tν2) is bounded by
σ
N
‖Dψ‖L∞(B2σ(z)∩T) +
σ
N
sup
x 6=y∈Tν2
|Dψ(σx+ z)−Dψ(σy + z)|
|σx− σy|τ σ
τ ≤ ‖ψ‖C1,τ (T)
W
≤ 1
since N ≥ σW . Therefore, we obtain ‖ψ˜‖C1,τ (Tν2) = ‖ψ˜‖L∞(Tν2) + ‖Dψ˜(x)‖Cτ (Tν2) ≤ 2.
We can suppose, up to this rescaling, that F, u, µ, b, d, ω satisfy the former hypotheses related
to F˜ , u˜, µ˜, b˜, d˜, ω˜. Thus, we move to the construction of lk(x) := ak + bk · x such that
(i)k ‖u− lk‖L∞(Bνrk ) ≤ r
1+α
k
(ii)k |ak − ak−1| ≤ K4 r1+αk−1 , |bk − bk−1| ≤ K4 rαk−1
(iii)k |(u− lk)(rkx)− (u− lk)(rky)| ≤ C1,4 r1+αk |x− y|β for all x, y ∈ Bνk1
where C1,4 = C1,4 (K1,K4) and νk :=
ν
rk
, rk = γ
k for some γ ∈ (0, 1), for all k ≥ 0 (l−1 ≡ 0).
We emphasize that these iterations will prove that the function u (which plays the role of
u˜) is differentiable at 0 and provide |u(x)− u(0)−Du(0) · x| ≤ C|x|1+α, |Du(0)| ≤ C for every
x ∈ Bν1 . In terms of our original function defined on B+1 , it means that u will be differentiable at
z, for all z with zn <
σ
2 . On the other hand, the second case zn ≥ σ2 is covered by the local part,
section 3.1, since in this situation we are far away from the bottom boundary. Consequently,
boundary superlinear regularity and estimates on B+1 will follow by a covering argument.
For the proof of (i)k − (iii)k, we use induction on k. For k = 0 we set a0 = b0 = 0. Recall
that β and K1 are the constants from C
β quadratic global estimate in the set Bν1 , then we have
‖u‖Cβ(Bν1 ) ≤ K˜1(1 + δ + 2 + 1) ≤ 5K1 and so (iii)0 for ν0 = ν, (i)0 and (ii)0 are valid.
Analogously to the the local case, we have |bk|, ‖lk‖L∞(Bνrk ) ≤ K. For the induction’s step
we suppose (i)k − (iii)k and construct ak+1, bk+1 such that (i)k+1 − (iii)k+1 are valid. Define
v(x) = vk(x) :=
(u− lk)(rkx)
r1+αk
=
u(rkx)− ak − bk · xrk
r1+αk
, for all x ∈ Bνk2 .
Since rkx ∈ Bνrk ⇔ x ∈ Bνk1 , (i)k says that |v| ≤ 1 in Bνk1 . From this and (iii)k, we get
‖v‖
Cβ(B
νk
1 )
= ‖v‖L∞(Bνk1 ) + sup
x,y∈Bνk1
x 6=y
|v(x)− v(y)|
|x− y|β ≤ 1 + C1,4 =: K0.
Notice that, as in the local case, it follows from claim 3.5 that v is as an Lp-viscosity solution of{
Fk(x, v + Lk(x), Dv +Bk, D
2v) = fk(x) in B
νk
2
v = ψk on Tνk2
where fk(x) := r
1−α
k f(rkx), Lk(x) = Ak +Bk · x in Bνk2 for Ak = r−1−αk ak, Bk = r−αk bk, and
Fk(x, s, p,X) := r
1−α
k F (rkx, r
1+α
k s, r
α
k p, r
α−1
k X)
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satisfying (SC)
µFk
Fk
for bFk(x) = rkb(rkx), µFk = r
1+α
k µ, dFk(x) = r
2
kd(rkx), and ωFk(s) =
r−1−αk ω(r
1+α
k s), for the Lipschitz modulus ω.
The above coefficients satisfy the hypotheses of lemma 3.7, since ‖bFk‖Lp(Bνk1 )(|Bk|+ 1) ≤ δ,
µFk(|Bk|2 + |Bk|+ 1) ≤ δ, ωFk(1)‖dFk‖Lp(Bνk1 )(|Ak|+ |Bk|+ 1) ≤ δ, ‖v‖∞ ≤ 1, ‖fk‖Lp(Bνk1 ) ≤ δ,
and ‖β¯Fk(·, 0)‖Lp(Bνk1 ) ≤ δ, see section 3.1.
Let h = hk ∈ C(Bνk1 ) be the C-viscosity solution of{
Fk(0, 0, 0, D
2h) = 0 in Bνk1
h = v on ∂Bνk1
given by proposition 2.10, since Bνk1 has the uniform exterior cone condition. From ABP we get
‖h‖L∞(Bνk1 ) ≤ ‖h‖L∞(∂Bνk1 ) ≤ 1. Further, h = v = ψk ∈ C
1,τ (B1 ∩ {xn = −νk}) and we can find
a uniform bound for the C1,τ norm of ψk. Indeed, ‖ψk‖L∞(Tνk1 ) ≤ ‖v‖L∞(Bνk1 ) ≤ 1 and
[Dψk]τ,Tνk1
= sup
x,y∈Tνk1
x6=y
|Dψk(x)−Dψk(y)|
|x− y|τ = supx˜,y˜∈Tνrk
x˜=rkx, y˜=rky
|Dψ(x˜)−Dψ(y˜)|
|x˜− y˜|τ r
τ−α
k ≤ 1
since ‖Dψ‖Cτ (Tν1) ≤ 1 and α ≤ τ . Moreover, using the global Holder interpolation in smooth
domains, lemma 6.35 of [20], for  = 12 , there exists a constant
2 Cn such that
‖ψk‖C1(Tνk1 ) ≤ Cn ‖ψk‖C(Tνk1 ) +
1
2
‖ψk‖C1,τ (Tνk1 )
hence
‖ψk‖C1,τ (Tνk1 ) = ‖ψk‖C1(Tνk1 ) + [Dψk]τ,Tνk1 ≤ Cn +
1
2
‖ψk‖C1,τ (Tνk1 ) + 1
i.e. ‖ψk‖C1,τ (Tνk1 ) ≤ 2(Cn + 1). Thus, the C
1,α¯ global estimate (proposition 2.11) yields
‖h‖
C1,α¯(B
νk
1/2
)
≤ K3 {‖h‖L∞(Bνk1 ) + ‖ψk‖C1,τ (Tνk1 )} ≤ K3 (3 + 2Cn) =: K4.
Now, the approximation boundary lemma 3.1 applied to Fk, v, h, νk, µFk , bFk , dFk , ωFk , Ak, Bk, ψk,
β,K0 gives us that ‖v − h‖L∞(Bνk1 ) ≤ ε.
Therefore, defining l(x) = lk(x) := h(0) +Dh(0) · x in Bνk1 , we have
‖v − l‖L∞(Bνk2γ ) ≤ γ
1+α. (3.13)
In fact, by the choice of γ we have, for all x ∈ Bνk2γ(0),
|v(x)− l(x)| ≤ |v(x)− h(x)|+ |h(x)− h(0)−Dh(0) · x| ≤ 2K4 (2γ)1+α¯ ≤ γ1+α.
Next, (3.13) and the definition of v imply
|u(rkx)− lk(rkx)− r1+αk h(0)− r1+αk Dh(0) · x| ≤ r1+αk γ1+α = r1+αk+1 for all x ∈ Bνk2γ ,
which is equivalent to
|u(y)− lk+1(y)| ≤ r1+αk γ1+α = r1+αk+1 for all y = rkx ∈ Bν2γrk = Bν2rk+1 ,
2The proof of lemma 6.35 in [20] is based on an interpolation inequality (6.89) for adimensional
Holder norms (that does not depend on the domain); followed by a partition of unity that straightens
the boundary (not necessary in our case Tνk1 ⊂ Rn−1). Then we have an estimate independently on k.
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where lk+1(y) := lk(y) + r
1+α
k h(0) + r
α
kDh(0) · y. Then, we define ak+1 := ak + h(0)r1+αk ,
bk+1 := bk +Dh(0)r
α
k , obtaining (i)k+1. Also, |ak+1− ak| ≤ K4 r1+αk , |bk+1− bk| ≤ K4 rαk , which
is (ii)k+1. As in the local case, to finish the proof of (iii)k+1, it is enough to show that
‖v − l‖
Cβ(B
νk
γ )
≤ C1,4 γ1+α−β.
Let us see that this is obtained by applying the global superlinear Cβ estimate in proposition
2.6 to the function w := v − l.
Analogously to the local case, w is an Lp-viscosity solution in Bνk2 of (3.10) (see notations and
coefficients there), in addition to w = ψk − l on Tνk2 . The definition of δ gives us ‖gk‖Lp(Bνk1 ) ≤
(5 + 2K4)δ ≤ γα. Further, using that ψk = h on Tνk2γ , we obtain ‖ψk − l‖L∞(Tνk2γ ) ≤ γ
1+α.
Now, since ψk − l ∈ C1(Tνk2γ), it is a Lipschitz function with constant less or equal than
‖Dψk −Dl ‖C(Tνk2γ ) ≤ 2(Cn + 1) +K4 ≤ 2K4 and thus
|(ψk − l)(x)− (ψk − l)(y)| = |(ψk − l)(x)− (ψk − l)(y)|τ |(ψk − l)(x)− (ψk − l)(y)|1−τ
≤ (2K4)τ (2K4)1−τ |x− y|τ γ(1+α¯)(1−τ) = 2K4 |x− y|τ γ1−τ+α¯(1−τ).
Then, the choice of α implies that [ψk − l]τ,Tνk2γ ≤ 4K4 γ
1−τ+α. Hence, from this, (3.13) and Cβ
global estimate, properly scaled for the radius γ, we obtain
[w]
β,B
νk
γ
≤ γ−βK˜1 { ‖w‖L∞(Bνk2γ ) + γ
2−n
p ‖gk‖Lp(Bνk2γ ) + ‖ψk − l‖L∞(Tνk2γ ) + γ
τ [ψk − l]τ,Tνk2γ }
≤ γ−βK1 { 2γ1+α + γ2−
n
p γα + 4K4 γ
1+α } ≤ K1 (3 + 4K4) γ1+α−β
and finally, for C1,4 := 1 + (3 + 4K4)K1 = C1,4 (K1,K4), we conclude
‖w‖
Cβ(B
νk
γ )
= ‖w‖L∞(Bνkγ ) + [w]β,Bνkγ ≤ γ
1+α + (3 + 4K4)K1 γ
1+α−β ≤ C1,4 γ1+α−β.

Therefore, the complete proof of regularity and estimates in the global case is done by a
covering argument over the domain Ω, using local and boundary results.
4 W 2,p Results
The first application of the C1,α theory isW 2,p regularity for solutions of fully nonlinear equations
with superlinear growth in the gradient, which are convex or concave in the variable X. This
extends the results in [56] to superlinear growth in the gradient in the case p > n.
In the next two sections we make the convention that ω is a Lipschitz modulus in the sense
that ω(r) ≤ ω(1)r, for all r ≥ 0, unless otherwise specified.
Theorem 4.1. (W 2,p Regularity ) Let Ω ⊂ Rn be a bounded domain and u ∈ C(Ω) an Lp-
viscosity solution of
F (x, u,Du,D2u) + g(x,Du) = f(x) in Ω (4.1)
where f ∈ Lp(Ω), p > n, g is a measurable function in x such that g(x, 0) = 0 and |g(x, p) −
g(x, q)| ≤ γ|p − q| + µ|p − q|(|p| + |q|), F is convex or concave in X satisfying (SC)0, for
b, d ∈ L∞+ (Ω) and ω a Lipschitz modulus. Also, suppose ‖u‖L∞(Ω) + ‖f‖Lp(Ω) ≤ C0. Then, there
exists θ = θ(n, p, λ,Λ, ‖b‖Lp(Ω)) such that, if (Hθ) holds for all r ≤ min{r0, dist(x0, ∂Ω)}, for
some r0 > 0 and for all x0 ∈ Ω, this implies that u ∈W 2,ploc (Ω) and for every Ω′ ⊂⊂ Ω,
‖u‖W 2,p(Ω′) ≤ C {‖u‖L∞(Ω) + ‖f‖Lp(Ω)}
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where C depends on r0, n, p, λ,Λ, µ, ‖b‖Lp(Ω), ω(1)‖d‖L∞(Ω),dist(Ω′, ∂Ω), diam(Ω) and C0.
If, moreover, ∂Ω ∈ C1,1, u ∈ C(Ω) and u = ψ on ∂Ω for some ψ ∈W 2,p(Ω) with ‖u‖L∞(Ω) +
‖f‖Lp(Ω) + ‖ψ‖W 2,p(Ω) ≤ C1 then, there exists θ = θ(n, p, λ,Λ, ‖b‖Lp(Ω)) such that, if (Hθ) holds
for some r0 > 0 and for all x0 ∈ Ω, this implies that u ∈W 2,p(Ω) and satisfies the estimate
‖u‖W 2,p(Ω) ≤ C {‖u‖L∞(Ω) + ‖f‖Lp(Ω) + ‖ψ‖W 2,p(Ω)}
where C depends on r0, n, p, λ,Λ, µ, ‖b‖Lp(Ω), ω(1)‖d‖L∞(Ω), ∂Ω,diam(Ω) and C1.
Proof. We prove only the global case, since in the local one we just ignore the term with ψ,
by considering it equal to zero in what follows. Notice that ψ ∈ W 2,p(Ω) ⊂ C1,τ (Ω) for some
τ ∈ (0, 1) with continuous inclusion, then ‖u‖L∞(Ω) + ‖f‖Lp(Ω) + ‖ψ‖C1,τ (∂Ω) ≤ C2.
Thus, by C1,α regularity theorem, we have that f¯(x) := f(x)− g(x,Du) ∈ Lp(Ω) and also
‖u‖C1,α(Ω) ≤ C3 {‖u‖L∞(Ω) + ‖f¯‖Lp(Ω) + ‖ψ‖C1,τ (∂Ω)}.
Claim 4.2. u is an Lp-viscosity solution of F (x, u,Du,D2u) = f¯(x) in Ω.
Proof. Let us prove the subsolution case; for the supersolution it is analogous. Assuming the
contrary, there exists some φ ∈W 2,ploc (Ω), x0 ∈ Ω and ε > 0 such that u−φ has a local maximum
at x0 and F (x, u,Dφ,D
2φ)− f¯(x) ≤ −ε a.e. in Br(x0).
In turn, by the definition of u being an Lp-viscosity subsolution of (4.1), we have that
F (x, u,Dφ,D2φ) + g(x,Dφ) ≥ f(x)− ε/2 a.e. in Br(x0)
up to diminishing r > 0. By subtracting the last two inequalities, we obtain that
−{γ + µ(|Du|+ |Dφ|)} |Du−Dφ| ≤ g(x,Du)− g(x,Dϕ) ≤ −ε/2 a.e. in Br(x0). (4.2)
Since u − φ ∈ C1(Br(x0)) has a local maximum at x0, we have D(u − φ)(x0) = 0 and,
moreover, |D(u−φ)(x)| < ε {γ+µ(‖Du‖L∞(Br(x0))+‖Dφ‖L∞(Br(x0))+1}−1/4 for all x ∈ Br(x0),
possibly for a smaller r, which contradicts (4.2). Claim 4.2.
Thus by Winter’s result, theorem 4.3 in [56] (or S´wiech [50] in the local case), we have that
u ∈W 2,p(Ω) (respectively u ∈W 2,ploc (Ω)) and
‖u‖W 2,p(Ω) ≤ C {‖u‖L∞(Ω) + ‖f¯‖Lp(Ω) + ‖ψ‖W 2,p(Ω)}
≤ C {‖u‖L∞(Ω) + ‖f‖Lp(Ω) + µ‖u‖2C1(Ω) + γ‖u‖C1(Ω) + ‖ψ‖W 2,p(Ω)}
≤ C {‖u‖L∞(Ω) + ‖f‖Lp(Ω) + ‖ψ‖W 2,p(Ω) + (µC2 + γ)C3{‖u‖L∞(Ω) + ‖f‖Lp(Ω) + ‖ψ‖C1,τ (∂Ω)}}
which implies the estimate. 
In theorem 4.1, the final constants only depend on the Lp-norm of the coefficient b, despite
the boundedness hypothesis on it. The latter hypothesis is needed to conclude that solutions
are twice differentiable a.e. Observe that, in [56] (see theorem 4.3 there), W 2,p results consist of
two parts: (i) introducing a new equation F (x, 0, 0, D2u) = f˜(x) (via corollary 1.6 in [50]), in
which u remains a solution in the Lp-viscosity sense; (ii) obtaining W 2,p estimates for solutions
of F (x, 0, 0, D2u) = f˜(x), which are independent of the zero and first order coefficients.
From the regularity and estimates related to µ = 0, we can give an alternative proof of
proposition 2.4 in [32], concerning existence and uniqueness for the Pucci’s extremal operators
with unbounded coefficients in the case p > n.
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Proposition 4.3. (Solvability of the Dirichlet problem ) Let Ω ⊂ Rn be a bounded C1,1 domain.
Let b, d ∈ Lp+(Ω), p > n and ω a Lipschitz modulus. Let f ∈ Lp(Ω) and ψ ∈ W 2,p(Ω). Then,
there exists u± ∈ C(Ω) which are the unique Lp-viscosity solutions of the problems{ M±λ,Λ(D2u±)± b(x)|Du±| ± d(x)w((∓u±)+) = f(x) in Ω
u± = ψ on ∂Ω .
Moreover, u± ∈W 2,p(Ω) and satisfies the estimate
‖u±‖W 2,p(Ω) ≤ C {‖u±‖L∞(Ω) + ‖f‖Lp(Ω) + ‖ψ‖W 2,p(Ω)}
where C depends only on n, p, λ,Λ, ‖b‖Lp(Ω), ω(1) ‖d‖Lp(Ω), ∂Ω and diam(Ω).
Proof. It is enough to treat the upper extremal case. Let bk, dk ∈ L∞+ (Ω) be such that bk → b
and dk → d in Lp(Ω). Let uk ∈W 2,p(Ω) be the unique Lp-viscosity solution of{ M+λ,Λ(D2uk) + bk(x)|Duk|+ dk(x)ω(u−k ) = f(x) in Ω
uk = ψ on ∂Ω
given by theorem 4.6 of [56]. From the estimates in theorem 4.1, with dk(x)ω(u
−
k ) as RHS,
‖uk‖W 2,p(Ω) ≤ Ck {‖uk‖L∞(Ω) + ‖f‖Lp(Ω) + ‖ψ‖W 2,p(Ω)}, (4.3)
where Ck remains bounded, since bk and dk are bounded in L
p(Ω).
Now, by ABP we have that that ‖uk‖L∞(Ω) ≤ ‖ψ‖L∞(∂Ω) +C ‖f‖Lp(Ω). From this and (4.3)
we get ‖uk‖W 2,p(Ω) ≤ C and hence there exists u ∈ C1(Ω) such that uk → u in C1(Ω).
Next, proposition 2.3 implies that u is an Lp-viscosity solution of{ M+λ,Λ(D2u) + b(x)|Du|+ d(x)ω(u−) = f(x) in Ω
u = ψ on ∂Ω .
(4.4)
Notice that W 2,p(Ω) is reflexive, so there exists u˜ ∈ W 2,p(Ω) such that uk converges weakly to
u˜. By uniqueness of the limit, u˜ = u a.e. in Ω, and u is a strong solution of (4.4).
Finally, if there would exist another Lp-viscosity solution of (4.4), say v ∈ C(Ω), then the
function w := u − v satisfies w = 0 on ∂Ω and it is an Lp-viscosity solution of L+[w] ≥ 0 in
Ω ∩ {w > 0}. Indeed, since u is strong, we can apply the definition of v as an Lp-viscosity
supersolution with u as a test function; we also use that u− ≤ v− + (u− v)−, monotonicity and
subadditivity of the modulus. Then, by ABP we have that w ≤ 0 in Ω. Analogously, from the
definition of subsolution of v, we obtain w ≥ 0 in Ω, and so w ≡ 0 in Ω. 
The approximation procedure in the above proof cannot be used to extend theorem 4.1 for
unbounded b and d, since in this case we do not have uniqueness results to infer that the limiting
function is the same as the one we had started with. However, knowing a priori that the solution
is strong, we can obtain W 2,p a priori estimates in the general case, as a kind of generalization
of Nagumo’s lemma (for instance, lemma 5.10 in [51]).
Lemma 4.4. (Generalized Nagumo’s lemma ) Let Ω ⊂ Rn be a bounded C1,1 domain. Let F be
a convex or concave operator in the X entry, satisfying (SC)µ, with b, d ∈ Lp+(Ω) for p > n and
ω an arbitrary modulus. Suppose that there exists θ > 0 such that (Hθ) holds for some r0 > 0
and for all x0 ∈ Ω. Let f ∈ Lp(Ω), ψ ∈W 2,p(Ω) and let u ∈W 2,p(Ω) be a strong solution of{
F (x, u,Du,D2u) = f(x) in Ω
u = ψ on ∂Ω
such that ‖u‖L∞(Ω) + ‖f‖Lp(Ω) + ‖ψ‖W 2,p(Ω) ≤ C1. Then we have
‖u‖W 2,p(Ω) ≤ C {‖u‖L∞(Ω) + ‖f‖Lp(Ω) + ‖ψ‖W 2,p(Ω) + ‖d‖Lp(Ω) ω(‖u‖L∞(Ω))} (4.5)
where C depends on r0, n, p, λ,Λ, µ, ‖b‖Lp(Ω), C1, ∂Ω and diam(Ω). The local case is analogous.
If µ = 0, then the above constant C does not depend on C1.
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Proof. Note that, in particular, u ∈ C1,α(Ω) and satisfies F (x, 0, 0, D2u) = g(x) a.e. in Ω, where
g(x) := f(x)− F (x, u,Du,D2u) + F (x, 0, 0, D2u) ∈ Lp(Ω),
since |F (x, u,Du,D2u) − F (x, 0, 0, D2u)| ≤ b(x)|Du| + µ|Du2| + d(x)ω(|u|) ∈ Lp(Ω). Now, by
theorem 4.1 (for b, d, µ, γ = 0) and the proof there dealing with C1,α estimates,
‖u‖W 2,p(Ω) ≤ C {‖u‖L∞(Ω) + ‖g‖Lp(Ω) + ‖ψ‖W 2,p(Ω)}
≤ C {‖u‖L∞(Ω) + ‖f‖Lp(Ω) + µ‖u‖2C1(Ω) + ‖ψ‖W 2,p(Ω) + ‖b‖Lp(Ω)‖u‖C1(Ω) + ‖d‖Lp(Ω) ω(‖u‖∞)}
from where (4.5) follows. 
5 The weighted eigenvalue problem
We start recalling some notations.
A subset K ⊂ E of a Banach space is an ordered cone if it is closed, convex, λK ⊂ K for
all λ ≥ 0 and K ∩ (−K) = {0}. This cone induces a partial order on E, for u, v ∈ E, given
by u ≤ v ⇔ v − u ∈ K. We say that K is solid if intK 6= ∅. Further, a completely continuous
operator, defined in E, is continuous and takes bounded sets into precompact ones.
Following the construction of [2], [43], we have the following Krein-Rutman theorem for
nonlinear operators – see [41].
Theorem 5.1. (Generalized Krein-Rutman ) Let K ⊂ E be an ordered solid cone and let T :
K → K be a completely continuous operator that is also
(i) positively 1-homogeneous, i.e. T (λu) = λTu, for all λ ≥ 0, u ∈ K;
(ii) monotone increasing, i.e. for all u, v ∈ K, u ≤ v we have Tu ≤ Tv;
(iii) strongly positive with respect to the cone, in the sense that T (K \ {0}) ⊂ intK.
Then T has a positive eigenvalue α1 > 0 associated to a positive eigenfunction w1 ∈ intK.
Consider Ω ⊂ Rn a bounded C1,1 domain. The application of Krein-Rutman is very standard
for positive weights [2], [21]. Let us recall its use when we have a fully nonlinear operator with
unbounded coefficients. About structure, we suppose
M−λ,Λ(X − Y )− b(x)|p− q| − d(x)ω((r − s)+) ≤ F (x, r, p,X)− F (x, s, q, Y ) (SC)
≤M+λ,Λ(X − Y ) + b(x)|p− q|+ d(x)ω((s− r)+) for x ∈ Ω
with F (·, 0, 0, 0) ≡ 0, where 0 < λ ≤ Λ, b ∈ Lp+(Ω), p > n, d ∈ L∞+ (Ω), ω a Lipschitz modulus.
Here, the condition over the zero order term in (SC) means that F is proper, i.e. decreasing in r.
Consider E = C10 (Ω) and the usual ordered solid cone K = {u ∈ E; u ≥ 0 in Ω} in E.
Let c(x) ∈ Lp+(Ω) with c > 0 in Ω, p > n. As the operator on K, we take T = −F−1 ◦ c in
the sense that U = Tu iff U is the unique Ln-viscosity solution of the Dirichlet problem{
F (x, U,DU,D2U) = −c(x)u in Ω
U = 0 on ∂Ω
(Tu)
where F satisfies the following hypotheses{
there exists θ > 0 such that (H)θ holds for for all x0 ∈ Ω,
(SC) and (S) hold, F (x, tr, tp, tX) = tF (x, r, p,X) for all t ≥ 0. (H)
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Here, hypothesis (S) means the solvability in Ln- sense with data in Lp, i.e. for any f ∈ Lp(Ω),
there exists a unique u ∈ C(Ω) Ln-viscosity solution of F [u] = f(x) in Ω; u = 0 on ∂Ω. (S)
Of course, Pucci’s extremal operators
L±[u] :=M±(D2u)± b(x)|Du| ± d(x)ω(u∓), b, d ∈ Lp+(Ω),
where ω is a Lipschitz modulus, are particular examples of F satisfying (H). Indeed, recall that
proposition 4.3 provides a strong solution u ∈ W 2,p(Ω) ⊂ W 2,n(Ω), which is an Ln-viscosity
solution by proposition 2.2. Furthermore, since it is unique among Lp-viscosity solutions, it is
also unique among Ln-viscosity ones. Here all the coefficients can be unbounded. Observe that
(S) and (H)θ also holds when F is a uniformly continuous operator in x satisfying the growth
conditions in [1] (see also [27]), in this case concerning C-viscosity notions of solutions.
On the other hand, (H)θ, (SC) and (S) are completely enough to ensure existence, uniqueness
and C1,α global regularity and estimates for the problem (Tu) from Theorem 1.1, which in turn
implies that the operator T is well defined and completely continuous.
Furthermore, T = −F−1 ◦ c is strictly positive with respect to the cone, thanks to SMP and
Hopf. In general, without the strict positiveness of c in Ω there is no guarantee on this property,
i.e., under c ≥ 0 and c 6≡ 0 in Ω, we only obtain that T (K \ {0}) ⊂ K.
Notice that T = −F−1 ◦ c has an eigenvalue α1 > 0 associated to the positive eigenfunction
ϕ1 if and only if ϕ1 is an L
n-viscosity solution of
F [ϕ1] + 1/α1 c(x)ϕ1 = 0 in Ω
ϕ1 > 0 in Ω
ϕ1 = 0 on ∂Ω .
For any c ∈ Lp(Ω) with p > n and F satisfying (H), we can define, as in [5], [44],
λ±1 = λ
±
1 (F (c),Ω) = sup
{
λ > 0; Ψ±(F (c),Ω, λ) 6= ∅}
where Ψ±(F (c),Ω, λ) :=
{
ψ ∈ C(Ω); ±ψ > 0 in Ω, ±(F [ψ] + λc(x)ψ) ≤ 0 in Ω}; with inequal-
ities holding in the Ln-viscosity sense. Notice that, by definition, λ±1 (G(c),Ω) = λ
∓
1 (F (c),Ω),
where G(x, r, p,X) := −F (x,−r,−p,−X).
With an approximation procedure by positive weights given by Krein-Rutman theorem as
above, for F satisfying (H), we obtain existence of eigenvalues with nonnegative weight.
Theorem 5.2. Let Ω ⊂ Rn be a bounded C1,1 domain, c ∈ Lp(Ω), c 	 0 for p > n and
F satisfying (H) for b, d ∈ L∞+ (Ω). Then F has two positive weighted eigenvalues α±1 > 0
corresponding to normalized and signed eigenfunctions ϕ±1 ∈ C1,α(Ω) that satisfies
F [ϕ±1 ] + α
±
1 c(x)ϕ
±
1 = 0 in Ω
±ϕ±1 > 0 in Ω
ϕ±1 = 0 on ∂Ω
(5.1)
in the Lp-viscosity sense, with maxΩ (±ϕ±1 ) = 1.
If, moreover, the operator F has W 2,p regularity of solutions (in the sense that every u ∈
C(Ω) which is an Lp-viscosity solution of F [u] = f(x) ∈ Lp(Ω), u = 0 on ∂Ω, satisfies u ∈
W 2,p(Ω)), then α±1 = λ
±
1 and the conclusion is valid also for b ∈ Lp+(Ω).
Notice that we obtain positive eigenvalues because F is proper. For general existence related
to nonproper operators see the script in [44] for bounded coefficients. We also stress that, without
regularity assumptions on the domain, it is still possible to obtain the existence of an eigenpair,
as in [5] and [44]; in such cases the eigenfunction belongs to C1,αloc (Ω)∩C(Ω) by using C1,α local
regularity instead of the global one.
We start proving some auxiliary results which take into account the unboundedness of c.
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Proposition 5.3. Let u, v ∈ C(Ω) be Ln-viscosity solutions of{
F [u] + c(x)u ≥ 0 in Ω
u < 0 in Ω
,

F [v] + c(x)v ≤ 0 in Ω
v ≥ 0 on ∂Ω
v(x0) < 0 x0 ∈ Ω
(5.2)
with F satisfying (H), c ∈ Lp(Ω), p > n. Suppose one, u or v, is a strong solution. Then,
u = tv for some t > 0. The conclusion is the same if F [u] + c(x)u ≤ 0, F [v] + c(x)v ≥ 0 in Ω,
with u > 0 in Ω, v ≤ 0 on ∂Ω and v(x0) > 0 for some x0 ∈ Ω.
For the proof of proposition 5.3, as in [1], [5], [44], we need the following consequence of
ABP, which is MP for small domains.
Lemma 5.4. Assume F satisfies (SC) and c ∈ Lp(Ω), p > n. Then there exists ε0 > 0,
depending on n, p, λ,Λ, ‖b‖Lp(Ω), ‖c+‖Lp(Ω) and diam(Ω), such that if |Ω| ≤ ε0 then any u ∈
C(Ω) which is an Ln-viscosity solution of{
F [u] + c(x)u ≥ 0 in Ω
u ≤ 0 on ∂Ω (5.3)
satisfies u ≤ 0 in Ω. Analogously, any v ∈ C(Ω) that is an Ln-viscosity solution of F [v]+c(x)v ≤
0 in Ω, with v ≥ 0 on ∂Ω, is such that v ≥ 0 in Ω provided |Ω| ≤ ε0.
Proof. Assume u satisfies (5.3). In order to obtain a contradiction, suppose that Ω+ := {u > 0}
is not empty. By (SC), we have that u is an Ln-viscosity solution of
M+(D2u) + b(x)|Du| ≥ M+(D2u) + b(x)|Du| − c−(x)u ≥ −c+(x)u in Ω+.
Hence, ABP gives us that
sup
Ω+
u ≤ C1 diam(Ω) ‖c+‖Ln(Ω) sup
Ω+
u ≤ C1 diam(Ω) |Ω|1−
n
p ‖c+‖Lp(Ω) sup
Ω+
u.
Then we choose 0 > 0 such that C1 diam(Ω) ε
1−n
p
0 ‖c+‖Lp(Ω) ≤ 1/2 to produce a contradiction.
If v is a supersolution it is similar, by using ABP in the opposite direction. Lemma 5.4.
Proof of Proposition 5.3. We are going to prove the first case, since the second is analogous.
Let u, v be Ln-viscosity solutions of (5.2). Say both are strong, otherwise just use test functions
for one of them and read all inequalities below in the Ln-viscosity sense. Set zt := tu − v for
t > 0. Then, using 1-homogeneity and (SC), we have that zt is a solution of
M+(D2zt) + b(x)|Dzt|+ d(x)ω((−zt)+) + c(x)zt ≥ F [tu]− F [v] + c(x)zt
= t {F [u] + c(x)u} − {F [v] + c(x)v} ≥ 0 in Ω . (5.4)
Let K be a compact subset of Ω such that x0 ∈ K and MP lemma 5.4 holds for Ω \ K.
Further, let t0 > 0 be large enough such that zt0 ≤ 0 in K. In fact, this t0 can be taken as
minK v/maxK u > 0, since u < 0 in K and minK v ≤ v(x0) < 0. Then, since zt0 ≤ 0 in
∂ (Ω \K) ⊂ ∂Ω ∪ ∂K, we obtain from lemma 5.4 that zt0 ≤ 0 in Ω \K and so in Ω.
Define τ := inf{t > 0; zt ≤ 0 in Ω} ≥ t0 > 0. Hence, using (SC), we have that zτ is a
nonpositive solution of L−[−zτ ] + {c(x) − d(x)ω(1)}(−zτ ) ≤ 0 in Ω and so by SMP we have
either zτ ≡ 0 or zτ < 0 in Ω. In the first case we are done. Suppose, then, zτ < 0 in Ω in order
to obtain a contradiction.
Next we choose some ε > 0 such that zτ−ε < 0 in K. Indeed, we can take, for example,
ε = min{−minK zτ/(2‖u‖L∞(K)), τ/2}, which implies, as in [42],
zτ−ε = zτ − εu ≤ min
K
zτ + ε‖u‖L∞(K) < 0 in K.
In particular, zt satisfies (5.4) for t = τ − ε > 0 . Thus, zτ−ε ≤ 0 by MP in Ω \K. By SMP,
zτ−ε < 0 in Ω, which contradicts the definition of τ as an infimum. Proposition 5.3.
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The next result was first introduced in [5] and extended in [44] to nonlinear operators. When
we add an unbounded weight c, all we need is its positiveness on a subset of positive measure
in order to obtain a bound from above on λ1.
Lemma 5.5. Suppose (H) with b, d ∈ L∞+ (Ω). If c ≥ δ > 0 a.e. in BR ⊂⊂ Ω, for R ≤ 1, then
λ±1 (F (c),Ω) ≤
C0
δR2
for a positive constant C0 that depends on n, λ,Λ, R, ‖b‖L∞(Ω) and ω(1)‖d‖L∞(Ω).
If, moreover, F has no term of order zero (i.e. d or ω is equal to zero), then R can be any
positive number. On the other hand, if b ≡ 0, then C0 does not depend on R.
Proof. Observe that λ±1 (F (c),Ω) ≤ λ±1 (F (c), BR) by definition.
Consider, as in [5] and [44], the radial function σ(x) := −(R2 − |x|2)2 < 0 in BR. Let us
treat the case of λ−1 , since for λ
+
1 it is just a question of looking at −σ.
Suppose, in order to obtain a contradiction, that there exists some λ > C0
δR2
such that
Ψ−(F (c),Ω, λ) 6= ∅, i.e. let ψ ∈ C(Ω) be a negative Ln-viscosity solution of F [ψ] + λc(x)ψ ≥ 0
in Ω; also of F [ψ] + C0
δR2
c(x)ψ ≥ 0 in BR.
Claim 5.6. We have F [σ] + C0
δR2
c(x)σ ≤ 0 a.e. in BR.
Proof. Say, for example, b(x) ≤ γ and d(x) ≤ η a.e., then it holds (see [5] or [41])
F [σ]
σ
≥ 8λ |x|
2
(R2 − |x|2)2 −
4nΛ
R2 − |x|2 −
4γR
R2 − |x|2 − η ω(1) a.e. in BR .
Hence, if we take α = (nΛ + γR)(2λ+ nΛ + γR)−1 ∈ (0, 1), we have two cases.
(a) |x|2 ≥ αR2: From construction, F [σ]/σ ≥ −η ω(1) ≥ −η ω(1) c(x)/(δR2).
(b) |x|2 ≤ αR2: In this case we just bound the first term by zero; the others are such that
F [σ]/σ ≥ −4(nΛ + γR)/((1− α)R2)− η ω(1) ≥ −C0 c(x)/(δR2). Claim 5.6.
Now we apply proposition 5.3, since σ ∈ C2(BR), obtaining that ψ = tσ, for some t > 0.
However, this is not possible, since ψ < 0 on ∂BR ⊂ Ω while σ = 0 on ∂BR . Lemma 5.5.
Moving to the last statement in theorem 5.2, we first prove an eigenvalue bound that takes
into account an unbounded b, when the weight is a continuous and positive function in Ω. Note
that, in this case, theorem 5.1 gives us a pair α1 > 0 and ϕ1 ∈ C1(Ω) such that
G[ϕ1] + α1 c(x)ϕ1 = 0 in Ω
ϕ1 > 0 in Ω
ϕ1 = 0 on ∂Ω
(5.5)
in the Ln-viscosity sense, with maxΩ ϕ1 = 1 and 0 < α1 ≤ λ+1 (G(c),Ω) = λ−1 (F (c),Ω).
The following lemma is a delicate point in our construction of an eigenpair. It states that
α1 in (5.5) is bounded, and this does not seem to be a consequence of the usual methods for
bounding a first eigenvalue, such as the one in lemma 5.5. Instead, we use the classical blow-up
method [19] of Gidas and Spruck.
Lemma 5.7. Let c ∈ C(Ω), c > 0 in Ω and G satisfying (H) with b ∈ Lp+(Ω), d ∈ L∞+ (Ω). Let
α1 and ϕ1 as in (5.5). Then α1 ≤ C, for C = C(n, λ,Λ,Ω, ‖b‖Lp(Ω), ω(1)‖d‖L∞(Ω)).
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Proof. If the conclusion is not true, then exists a sequence bk ∈ L∞+ (Ω), with ‖bk‖Lp(Ω) ≤ C,
‖bk‖L∞(Ω) → +∞ and the respective eigenvalue problem
Gk [ϕk] + α
k
1 c(x)ϕk = 0 in Ω
ϕk > 0 in Ω
ϕk = 0 on ∂Ω
(5.6)
in the Ln-viscosity sense, with maxΩ ϕk = 1 for all k ∈ N and αk1 → +∞ as k → +∞, where
Gk is a fully nonlinear operator satisfying (H)k , i.e. (H) for bk and dk. Say dk ≤ η and
maxΩ ϕk = ϕk(x
k
0) for x
k
0 ∈ Ω. Then, xk0 → x0 ∈ Ω as k → +∞, up to a subsequence.
Case 1: x0 ∈ Ω. Let 2ρ = dist(x0, ∂Ω) > 0 and notice that xk0 ∈ Bρ(x0) for all k ≥ k0. Set
rk = (α
k
1)
−1/2
and define ψk(x) = ϕk(x
k
0 + rkx). Thus, ψk is an L
n (so Lp) viscosity solution of
G˜k(x, ψk, Dψk, D
2ψk) + ck(x)ψk(x) = 0 in B˜k := Bρ/rk(0)
where ck(x) := c(x
k
0 + rkx), G˜k(x, r, p,X) := r
2
kGk(x
k
0 + rkx, r, p/rk, X/r
2
k) satisfies (H˜)k, i.e.
(H) for b˜k and ηk, where b˜k(x) := rk bk(x
k
0 + rkx) and ηk = r
2
k η. Notice that bk and ηk converge
locally to zero in Lp(B˜k) as k → +∞, since p > n.
Furthermore, sup
B˜k
ψk = ψk(0) = 1 for all k ∈ N and BR(0) ⊂⊂ B˜k for large k, for any fixed
R > 0. By theorem 1.1 we have that ψk is locally in C
1,α and satisfies the estimate
‖ψk‖C1,α(BR(0)) ≤ Ck‖ψk‖L∞(B˜k) ≤ C,
since ψk attains its maximum at 0 and Ck depends only on the L
p-norm of the coefficients bk
and ck, which are uniformly bounded in there. Hence, by compact inclusion we have that there
exists ψ ∈ C1(BR(0)) such that ψk → ψ as k → +∞, up to a subsequence. Doing the same for
each ball BR(0), for every R > 0, we obtain in particular that ψk → ψ in L∞loc(Rn), by using the
uniqueness of the limit for ψk in the smaller balls.
Using stability (proposition 2.3 together with observation 2.4) and the continuity of c, we
have that ψ is an Lp-viscosity solution of J(x,D2ψ) + c(x0)ψ = 0 in Rn for some measurable
operator J still satisfying (H) with coefficients of zero and first order term, d and b, equal to
zero. Also, ψ(0) = 1 and ψ > 0 in Rn by SMP. This implies that 1 ≤ λ+1 (J(c(x0)), BR) ≤ C0c(x0)R2
for all R > 0, which gives a contradiction when we take R→ +∞.
Case 2: x0 ∈ ∂Ω. By passing to new coordinates, that come from the smoothness property
of the domain ∂Ω ∈ C1,1, we can suppose that ∂Ω ⊂ {xn = 0} and Ω ⊂ {xn > 0}.
Set ρk = dist(x
k
0, ∂Ω) = x
k
0 · en = xk0,n , where en = (0, . . . , 0, 1), xk0 = (xk0,1, . . . , xk0,n).
Analogously, consider ψk(y) in y ∈ Bρk/rk(0) and the respective equation G˜k as in case 1. Thus,
we have for x, y satisfying rky = x − xk0 , that the set {xn > 0} is equivalent to Ak := {yn =
(x − xk0) · en/rk > −ρk/rk}. Now we need to analyze the behavior of the set Ak when we take
the limit as k → +∞.
We first claim that ρk/rk is bounded below by a constant C1 > 0, which means that Ak
does not converge to {yn > 0}. This is an easy consequence of our C1,α boundary regularity
and estimates in a half ball, applied to ψk and G˜k. Indeed, since ‖Dψk‖L∞(B+r (0)) ≤ C, then
1 = |ϕ(xk0)− ϕ(x¯k0)| = |ψk(0, 0)− ψk(0,−ρk/rk)| ≤ Cρk/rk, with x¯k0 = (xk0,1, . . . , xk0,n−1, 0) ∈ ∂Ω
and fixed r > 0, from where we obtain the desired bound.
Next observe that we have two possibilities about the fraction ρk/rk, either it converges to
+∞ or it is uniformly bounded. In the first one, Ak → Rn and we finish as in case 1. In the
second, Ak → {yn > %}, % ∈ (0,+∞), by passing to a subsequence, and the proof carries on as in
the case 1, since we have a smooth domain that contains a ball with radius R = (2C0/c(x0) )
1/2;
this derives the final contradiction. 
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Lemma 5.8. Let c ∈ Lp(Ω), c ≥ δ in BR for some BR ⊂⊂ Ω and F satisfying (H), then
λ±1 (F (c),Ω) ≤
λ±1 (F (1), BR)
δ
.
Proof. Let us prove the λ+1 case; for λ
−
1 we use G instead of F . We already know that both
quantities are nonnegative, by the properness of the operator F . Hence, it is enough to verify
that A ∩ {λ ≥ 0} ⊂ B/δ ∩ {λ ≥ 0}, where
λ+1 (F (c),Ω) = supA
λ = sup
A∩{λ≥0}
λ , λ+1 (F (1), BR) = supB
λ = sup
B∩{λ≥0}
λ
as defined before. Let λ ∈ A ∩ {λ ≥ 0}, then there exists ψ ∈ C(Ω) a nonnegative Ln-viscosity
solution of F [ψ] + c(x)λψ ≤ 0 in Ω. Then, ψ is also a nonnegative Ln-viscosity solution of
F [ψ] + δλψ ≤ 0 in BR , from where δλ ∈ B. 
Proof of Theorem 5.2. First, from the fact that c > 0 in a set of positive measure, there exists
δ > 0 such that {c ≥ δ} is a nontrivial set. In fact, if this was not true, i.e. if |{c ≥ δ}| = 0
for all δ, then {c > 0} = ⋃δ>0{c ≥ δ} would have measure zero, as the union of such sets,
contradicting the hypothesis. Namely, then, c ≥ δ > 0 a.e. in some ball BR ⊂⊂ Ω.
Let us prove the λ−1 case, applying Krein-Rutman results to G; for λ
+
1 replace G by F .
Let ε ∈ (0, 1) and define cε := c + ε > 0 in Ω, for all ε. From theorem 5.1, we obtain the
existence of pairs αε1 > 0 and ϕ
ε
1 ∈ C1(Ω) such that
G[ϕε1] + α
ε
1 cε(x)ϕ
ε
1 = 0 in Ω
ϕε1 > 0 in Ω
ϕε1 = 0 on ∂Ω
(5.7)
with maxΩ ϕ
ε
1 = 1 for all ε ∈ (0, 1). Then,
0 < αε1 ≤ λ+1 (G(cε),Ω) = λ−1 (F (cε),Ω) ≤
C0
δR2
for all ε ∈ (0, 1). (5.8)
Next, αε1 → α1 ∈ [0, C0/δR2] up to a subsequence. Then, applying C1,α global regularity
and estimates (theorem 1.1) in the case µ = 0 (recall again that Ln-viscosity solutions are
Lp-viscosity for p > n), by considering αε1 cε(x)ϕ
ε
1 ∈ Lp(Ω) as the right hand side, we obtain
‖ϕε1‖C1,α(Ω) ≤ C { ‖ϕε1‖L∞(Ω) + αε1 ‖cε‖Lp(Ω) ‖ϕε1‖∞ + 1 } ≤ C C1 (‖c‖Lp(Ω) + 1) } ≤ C.
Hence the compact inclusion C1,α(Ω) ⊂ C1(Ω) yields ϕε1 → ϕ1 ∈ C1(Ω), up to a subsequence.
Of course this implies that maxΩ ϕ1 = 1, ϕ1 ≥ 0 in Ω and ϕ1 = 0 on ∂Ω.
Since cε → c in Lp(Ω) as ε → 0, by proposition 2.3 we have that ϕ1 is an Lp-viscosity
solution of G[ϕ1] + α1c(x)ϕ1 = 0 in Ω, which allows us to apply C
1,α regularity again to obtain
that ϕ1 ∈ C1,α(Ω).
Using now that ϕ1 is an L
p-viscosity solution of L−[ϕ1]− (d(x)ω(1)− α1c(x))ϕ1 ≤ 0 in Ω,
together with SMP, we have that ϕ1 > 0 in Ω, since maxΩ ϕ1 = 1. Moreover, we must have
α1 > 0, because the case α1 = 0 would imply that ϕ1 is an L
p-viscosity solution of L+[ϕ1] ≥ 0
in Ω ∩ {ϕ1 > 0} (since F is proper, and so G) which, in turn, would give us ϕ1 ≤ 0 in Ω, by
ABP. Thus, the existence property is completed.
In order to conclude that, under W 2,p regularity assumptions over F , the α1 obtained is
equal to λ−1 = λ
−
1 (F (c),Ω), related to ϕ
−
1 = ϕ
−
1 (F (c),Ω) = −ϕ1 < 0 in Ω, we have to work a
little bit more, as in proposition 4.7 in [44].
We already have that α1 ≤ λ−1 . Suppose by contradiction that α1 < λ−1 . By definition of λ−1
as a supremum, we know that α1 cannot be an upper bound, i.e. there exists λ > 0 such that
Ψ−(F (c),Ω, λ) 6= ∅ and α1 < λ ≤ λ−1 . Then we obtain ψ ∈ C(Ω) such that F [ψ] + λc(x)ψ ≥ 0
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in Ω in the Ln-viscosity sense, with ψ < 0 in Ω. Now, since c 	 0, we have c(x)(λ − α1) 	 0.
Next, ψ is an Ln-viscosity solution of
F [ψ] + α1 c(x)ψ 	 F [ψ] + λ c(x)ψ ≥ 0 in Ω . (5.9)
Then, under W 2,p regularity, we have that ϕ−1 ∈W 2,p(Ω) ⊂W 2,n(Ω) is a strong solution of
F [ϕ−1 ] + α1 c(x)ϕ
−
1 = 0 in Ω
ϕ−1 < 0 in Ω
ϕ−1 = 0 on ∂Ω .
Applying proposition 5.3 we obtain that ψ = tϕ−1 for some t > 0; but this contradicts the strict
inequality in (5.9). Thus, we must have α1 = λ
−
1 . The case of λ
+
1 is completely analogous, by
reversing the inequalities.
From this last paragraph, under W 2,p regularity of the solutions, the only possibility to
α1 is to coincide with λ1. Therefore, by using lemmas 5.7 (with c ≡ 1) and 5.8, we obtain
that λ−1 (F (cε),Ω) ≤ C1/δ, for all ε ∈ (0, 1), where C1 depends on n, λ,Λ, R, ‖b‖Lp(Ω) and
ω(1)‖d‖L∞(Ω). Thus, we carry on this bound on λ1, instead of (5.8), in the limiting procedure,
in order to get the desired existence result for b ∈ Lp(Ω). Theorem 5.2.
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