INTRODUCTION
Projection display technology has undergone a revolution in terms of resolution, brightness, and miniaturization. Such advances led to the development of portable projectors and even phone embedded ones. These devices allow the consumer to always carry and use projectors: anytime or anywhere. However, during use, color fidelity of the projector relies on the characteristics of the surrounding environment, such as ambient illuminant and projection surface. In particular images are not always projected on a white screen; instead, projection usually occurs onto light colored surfaces, such as an ivory or a light blue wall. For this reason, portable or mobile beam projectors are yielding incorrect color reproduction due to the influence of the colored surface. Therefore, this article presents a color correction method for projection on light colored surfaces.
Various algorithms have been proposed previously to reproduce compensated images on colored screens by changing the digital red-green-blue ͑RGB͒ values of original images. [1] [2] [3] [4] [5] [6] [7] Bimber and Emmerling proposed a color correction method that identifies the electro-optical transfer function for both the camera and projector and then divides the luminance values of the original image by those of the captured color screen. 1 Nayar et al. 2 and Grossberg et al. 3 proposed a color correction method using the radiometric model of a projector-camera system, where the radiometric model was represented using a single nonlinear monotonic response function. This means that the mapping function from input digital space to captured digital space can be created by displaying a set of 255 display images on a colored screen in quick succession and recording their corresponding camera images. Ashdown et al. proposed a color compensation method based on both a radiometric model and the content of the image. 4 Renani et al. presented the performance of screen compensation based on Nayar et al. 2 and Ashdown et al. 4 with five different camera characterization methods. 5 Tsukada and Tajima proposed a color correction method using a chromatic adaptation model or a color appearance model. 6 Input digital values for projection on a colored screen are estimated by a color appearance model. Son proposed a correction method using color constancy, varying the ratio of chromaticity values for each channel between a captured white patch on an arbitrary screen and on a white screen. 7 However, previous algorithms present limitations such as the possession of the measurement equipment and the necessity of precalibration between the projector and camera. In addition, the transform matrix of Son's method obtained only from a white patch yields inaccurate color reproduction on colored screens.
In this article, a color correction method using a generic still camera as a convenient measurement equipment is proposed. First, a test image containing a ramp of nine patches for each color channel is projected on white and light colored screens. Next, a camera captures the image containing the ramp of nine patches for each channel both on the white screen and then on the light colored screen, independently. After that, we estimate the color shift by verifying for each channel the correspondence of values taken from the white screen to those taken from the light colored surface. Finally, the color correction matrix is obtained by a regression method comparing each ramp value on the white screen and the corresponding value on the light colored screen.
PROPOSED COLOR CORRECTION METHOD
We have proposed a color correction method for a projected image using a digital camera as a measuring device. This method enables a projector to achieve color reproduction on a light colored screen close to that on a white screen. A new color correction matrix is used to relate input digital values on the white and light colored screens. This matrix represents the quantity of color shift between images projected on different surfaces. To verify the feasibility of the method we first arrange a more traditional setup, using a spectroradiometer and a projector characterization model. Then, to achieve our objective without a characterization process, we replace the measurement device with a camera.
Color Correction Method Using the Characterization Model
In order to solve the color correction problem, our first approach was using a projector characterization model. In this case, the device characterization derives the relationship between device-dependent and device-independent color representations for a calibrated device. The problem is solved by obtaining the same tristimulus values for an image projected on different surfaces. This process is shown in Figure 1 , and the workflow is shown in Figure 2 . First, the projector characterization is performed for both white and light colored projection surfaces, where 16-step ramp patches are projected on both screens. The tristimulus values are then obtained for each ramp patch on each screen using a measurement device (CS-1000 spectroradiometer), resulting in different values for the same patch. Next, we estimate the linear tone curve corresponding to the CIEXYZ values from the Commission Internationale de l'Éclairage (CIE) using the S-curve model. 8 The forward model used to predict the CIEXYZ values projected on the white and colored screens is as follows:
where S͑ ͒ is a function for each digital RGB to luminance for each channel. R , Ĝ , and B are linear scalar values corresponding to R, G, and B. CIEXYZ values are estimated using the following equations:
where 
where the same equation could be applied to R, G, and B. The inverse characterization model is shown in the following equation: 
͑5͒
After characterization, tristimulus values are obtained using the same ramp patches of each screen. Then, we check those patches between the white and colored screens which have the same tristimulus values. Accordingly, we can obtain input digital values ͑RЈGЈBЈ͒, corresponding to input digital values ͑RGB͒ on a white screen, for the colored screen using inverse characterization. Figure 3 shows the relationship between input digital values for white and light green surfaces. At the final stage, a 3 ϫ 3 color correction matrix is obtained using the relationship between RGB on the white screen and RЈGЈBЈ on the colored screen. The regression equation as expanded into a quadratic or a cubic form can be used to obtain the color correction matrix. We used a quadratic or cubic equation polynomial regression; however, the coefficients are almost zero, except for the first order coefficient. Thus, during our investigation the input digital value on the light colored screen and the input digital value on the white screen were found to have a linear relationship. Therefore, a linear regression model was adopted, Resulting image using characterization model; ͑a͒ original image on white screen, ͑b͒ original image on light green screen, and ͑c͒ corrected image on light green screen.
where
where ͑R 1 , R 2 , ... ,R n ͒ are the experimental input digital values for the R channel on the white screen and
.. ,R n Ј͒ are the estimated input digital values having the same CIEXYZ values on the white screen for the R channel on the light colored screen; n is the number of samples used. The coefficients for the computed matrix are as follows:
The resulting images are obtained by applying the inverse 3 ϫ 3 color correction matrix. Figure 4 shows the results of color correction for a uniform light green color paper using this characterization method. Fig. 4 (b) shows that the overall image appears greenish under the influence of the surface color when the original image is projected onto a colored screen. Fig. 4 (c) shows that an image, processed with color correction based on the characterization, does not acquire much influence from the surface color. This image clearly shows a color reproduction on light green screen close to that obtained on a white screen. Table I shows an evaluation of the color compensation for Fig. 4 . For the images projected onto the colored screens, the chromaticity errors for the corrected images using the characterization model were reduced when compared to those for the uncorrected images.
Color Correction Using a Camera
Projector characterization, and subsequent calibration, usually cannot be performed by the average user due to time, location, and equipment constraints. To mitigate this problem, we propose a color correction method using a digital camera. The camera is used to estimate the color shift between a reference white screen and a colored projection surface. The workflow is shown in Figure 5 . First, a test image containing a ramp of nine patches for each color channel is projected onto a white screen and then onto a light colored screen. Next, the camera is used to capture images of the ramp of nine patches for each channel on both the white and light colored screens. The test image is shown in Figure  6 . In the case of the projector characterization-based method, a ramp with 16 steps for each channel was used to derive the tone characteristics of the projector. However, a ramp of nine patches for each channel is used for the camera-based method; insofar as when a ramp with 16 or more steps is used with a generic still camera, it is hard to confirm the specific tones in the resulting camera images. The digital value interval between the patches in the ramps is empirically set at 20 for the range [48, 208] . For example, the Kim et al.: Color correction using a still camera for images projected onto a light colored screen digital values for the ramp of nine patches for the R channel are (48,0,0),(68,0,0),…,(208,0,0). The same notation is applied to the G and B channels. Next, digital values are obtained by the camera for each ramp patch on both screens, resulting in different values for the same patch. Table II shows the RGB digital values obtained using a camera on white and light green screens. Then, the input digital values RЈGЈBЈ of the ramps on the light colored screen corresponding to the input digital values RGB of the ramps on the white screen are checked. The problem of quantization is not considered, as difference values less than integer numbers are hardly perceivable by human vision. The 3 ϫ 3 color correction matrix is then obtained by linear regression using RGB and RЈGЈBЈ. Regression is performed as described for the characterization-based method [Eqs. (6)- (10)]. The results for the light green screen are shown in Figure 7 (a), while Figs. 7(b)-7(d) show the results for the pink, green, and sky blue screens, respectively. Fig. 3 shows the relationship between R and RЈ, where R is the experimental input and RЈ is estimated via an inverse characterization model of the projection surface. The estimation is constrained so that R projected on the white screen and RЈ projected on the light colored screen induce the same tristimulus value. Meanwhile, Fig. 7 shows the relationship between R and RЈ, where R is the experimental input and RЈ is estimated using the value captured by the camera. The estimation is constrained so that R projected on the white screen and RЈ projected on the light colored screen induce the same RGB values. Finally, the resulting images are obtained by applying the inverse color correction matrix. As a result, it is possible to apply the proposed method to current devices as a real time process. 
RESULTS

Methods
For an experimental evaluation of the proposed algorithm, an LG RD-JT90 DLP projector, a Canon 10D camera, and a Fuji F810 camera were used. Four kinds of light colored papers (light green, pink, green, and sky blue) were used as the projection surfaces. The various screen colors captured by camera are shown in Figure 8 . Tristimulus values of light colored screens are presented in Table III . The proposed method was evaluated using a quantitative analysis and by an observer's preference test. The subjective evaluation test involved 20 observers, four females and 16 males, aged 24-34. The eyesight of the observers was either normal or corrected with glasses, and the test was conducted in a darkened room (0.04 lx). A combination of white and light colored paper was used as the projection surface. For the subjective evaluation, the resulting images were compared using Son's method and the proposed algorithm. In the experiment, four images were projected onto the white and light colored screens where the input images were projected onto the white screen in the first row and first column as the reference, while the corresponding pair of corrected images (using Son's method and the proposed algorithm) was projected onto the light colored screen in the second column. The observers were then asked to rank the corrected images according to their preference. Each observer judged each pair of corrected images and assigned 1 to the selected image and 0 to the rejected image. In the case of a tie, 0.5 was assigned to each image. The scores were then totaled and converted to a Z-score. 10 Meanwhile, quantitative evaluation was performed based on the average difference of the RGB chromaticity between the images captured from the white screen and those from the light colored screens. 7 As the images projected on the light colored screen were affected by the surface color tone, quantitative evaluation was performed based on comparing the RGB chromaticity errors between the white and four light colored surfaces. First, the projected images were captured using a camera, and the average chromaticity values were calculated for each channel. The chromaticity errors were then calculated based on the values for the white screen and those for the light colored screens. The proposed method was first compared with the previous method in a darkened room. Next, to verify the generality of the proposed method, the proposed method was again carried out using another camera. Finally, the proposed method was used for the case of a different luminance.
Comparison between the Proposed Method and a Previous Method
The test image and corrected images are first projected on white and light colored screens (light green, pink, green, and sky blue) in a dark room, and then captured using a Canon 10D camera and compared. Figures 9(a), 10(a), 11(a) , and 12(a) show the test images projected onto the white screen. Figures 9-12 show a comparison of Son's method and the proposed method when using the light colored (light green, The corrected images when using the proposed method were more similar to the original images on the white screen than those obtained using Son's method. Figure 13 and Table IV show the Z-scores of each algorithm for the test images. For the preference test, the Z-scores for the proposed method were generally higher than those for Son's method. Most observers preferred the images resulting from the proposed method. The quantitative evaluation was performed by comparing the RGB chromaticity errors on the four light colored surfaces. Table V shows an evaluation of the color compensation for Figs. 9-12. For the images projected onto the light colored screens, the chromaticity errors for the corrected images using the proposed method were reduced compared to those for the uncorrected images and the images corrected using Son's method.
Color Correction by the Proposed Method Using a Different Camera
To verify the feasibility of the proposed method using a generic still camera, the proposed method was again carried out using a Fuji F810 camera. Figure 14 shows the corrected images on the light colored screens using the proposed method with this camera. Figure 14(a) shows the image projected on the white screen, while Figs. 14(b)-14(e) show the resulting images projected on the light colored (light green, pink, green, and sky blue) screens using the proposed method. Quantitative evaluation was performed by comparing the RGB chromaticity errors for images on the four light colored surfaces. Table VI presents the chromaticity errors on the light green, pink, green, and sky blue surfaces. The chromaticity errors for the corrected images were reduced when compared to those for the uncorrected images on the light colored screens, confirming the generality of the proposed method with respect to the still camera employed.
Color Correction for Surround Luminance
To verify the feasibility of the proposed method with a change of luminance, the proposed method was evaluated using both 0.04 and 13.4 lx. The experiment was conducted in a darkened room with and without a lamp stand to estimate the correction performance with respect to the intensity of the illumination. Here, 0.04 lx represents the luminance level in the darkened room; 13.4 lx was the luminance level in the room with the lamp turned on, and it was chosen as the proper luminance level for watching an image on a screen. We used reference data obtained with the Cannon 10D camera for the ramps of nine patches for each channel on the white screen in darkened room (0.04 lx). The data for ramp patches on the colored screen were obtained using the Figure 14 . Corrected images by proposed method using Fuji F810 camera on light colored screens; ͑a͒ original image on white screen, ͑b͒ corrected images on light green screen ͑c͒ corrected images on pink screen, ͑d͒ corrected images on green screen, and ͑e͒ corrected images on sky blue screen.
Cannon 10D camera in 13.4 lx surround luminance. The correction matrix was then obtained using these data from the Cannon 10D camera with the 13.4 lx surround luminance and the reference data. Figure 15 shows the corrected images on the light colored screens when using the proposed method and 13.4 lx luminance. Fig. 15(a) shows the original image on the white screen, while Figs. 15(b)-15(d) show the images reproduced on the light colored (light green, pink, green, and sky blue) screens when using the proposed method. The quantitative evaluation was performed based on comparing the RGB chromaticity errors on the light colored surfaces. Chromaticity errors on the light colored surfaces are shown in Table VII . The chromaticity errors for the corrected images were reduced compared to those for the uncorrected images on the light colored screens, confirming the correction ability of the proposed method under higher luminance levels.
CONCLUSIONS
This article proposes a color correction method for images projected on colored surfaces using a generic still camera as a convenient measurement device for characterization. A 3 ϫ 3 color correction matrix is estimated by linear regression using input digital values, thereby producing the same color on both white and light colored screens. As distinct from previous methods, the use of a generic still camera allows measurements to be taken, regardless of the location. In addition, the calibration image contains information on nine steps for each color channel, enabling an accurate construction of the transform matrix. Experimental results Figure 15 . Corrected images by proposed method on light colored screens in 13.4 lx around luminance; ͑a͒ original image on white screen, ͑b͒ corrected images on light green screen, ͑c͒ corrected images on pink screen, and ͑d͒ corrected images on sky blue screen.
