INTRODUCTION
Exploration and localization are two of the fundamental capabilities required for mobile robots to navigate robustly in unknown environments. A mobile robot needs to explore in order to learn the spatial structure of the world, and to incorporate this structure into some form of map. A mobile robot needs to localize itself within the world in order to make use of this map.
However, a problem, ariscs with the integration of exploration and localization. The robot needs to know its own location in order to add new information to the map, but the robot may also need a map to determine its own location. Robots often use dead reckoning to estimate their position without a map, but wheels slip and internal linkages may be imprecise. These errors accumulate over time, and the robot's position estimate becomes increasingly inaccurate. An alternative would be to explicitly provide the robot with its own position using GPS or radio beacons. However, GPS is unreliable in indoor environments, and the use of beacons would require modifying the environment in advance.
Thus, for a robot exploring an unknown environments, a key question is how to build a map while simultaneously using that map to self-localize. We have addressed this question with ARIEL (Autonomous Robot for Integrated Exploration and ~.,oc.a~ization). ARIEL combines frontier-based exploration (Yamauchi, 1997) with continuous localization (Schultz and Adams, 1998) (Mataric, 1992) , while others require that all walls intersect at right angles and that these walls be unobstructed and visible to the robot (Thrun and Bücken, 1996) . Some 
Frontier Detection
After an evidence grid has been constructed, each cell in the grid is classified by comparing its occupancy prob- ability to the initial (prior) probability assigned to all cells. This algorithm is not particularly sensitive to the specific value of this prior probability. (A value of 0.5 was used in all of the experiments described in this paper.) ' Each cell is placed into one of three classes: open: occupancy probability < prior probability unknown: occupancy probability = prior probability occupied.; occupancy probability > prior probability A Figure 2b shows the frontier edge segments detected in. the grid. Figure 2c shows the regions that are larger than the minimum frontier size. short-term map will have less overlap with the longterm map, and the quality of the registration will be reduced.
E~I~~~~1~~~'~'5 .1 Overview
In previous work (Yamauchi, 1997) The four crosshairs on the map indicate reference points at the corners of the ends of the hallways. Since dead reckoning error accumulates as the robot moves through the world, the points explored last are likely to have the greatest amount of positional error. And since ARIEL always moves to the closest unexplored frontier, one of the ends of the hallways is generally the last place explored. By measuring the difference between the actual position of these hallway corners and the position of these corners in ARIELs learned maps, the amount of positional error incorporated into the map can be estimated. In these experiments, the maximum error between a reference point and the corresponding feature on the learned grid is used as a bound on the positional error introduced into the map. ~Ie refer to this metric as the reference point error for an evidence grid.
Exploration Without Localization
Our first set of trials measured the performance of frontier-based exploration without continuous localization. Five exploration trials were conducted, one from each of the starting locations marked on Figure 6 . In three of these trials, frontier-based exploration directed the robot to explore the hallway and build a map, but substantial amounts of position error accumulated during each trial. As a result, sensor information was incorporated into the map at the wrong locations, and the mag- Figure 7 shows a map learned by frontier-based exploration without localization. The robot started at the position marked with the X. Initially, the robot explored the territory on the left side of the map. Then it navigated back to explore the remaining frontiers on the right side of the map. As the robot explored, position error constantly accumulated. As a result, the right half of the map is considerably more distorted than the left. This grid has a reference point error of 7.0 feet.
In two of the trials, the position error was sufficiently large to prevent further exploration. In both of these cases, the robot started in the middle of the hallway, and explored one side of the hallway first, while remembering the frontier location corresponding to the other side of the hall. When the robot went back to explore the other side, the robot's position error was so large that the relative location of the frontier corresponded to a position behind the (real) hallway walls.
Frontier-based exploration without localization was successful at mapping the entire hallway in 60% of the trials. In the successful trials, the average reference point error for the learned maps was 7.9 feet, and the average amount of time required to explore the hallway was 18.4 minutes.
Exploration With Localization
Our second set of trials measured ARIELs performance using frontier-based exploration in combination with continuous localization. We used the same hallway environment, the same starting points for the robot, and the same ground truth evidence grid. Frontier-based exploration again directed the robot to explore the environment, but continuous localization also regularly updated the robot's position estimate as the robot explored. Starting from the same five initial positions shown in Figure 6 , ARIEL was able to build a complete map of the environment in all five trials. Figure 8 shows the evidence grid learned using localization starting from the position marked with the X (the same initial position as in Figure 7) The average amount of time required to explore the entire hallway was 20.7 minutes. This is slightly longer than the average time (18.4 minutes) required without localization, due to the time required for frontier-based exploration to send its learned evidence grids to continuous localization. However, since the localization process runs on a different processor than the exploration system, the computation required for localization does not slow down the exploration process.
6.0 RELATED WORK Considerable research has been done in robot map-building, but most of this research has been conducted in simulation (Kuipers and Byun, 1991) or with robots that passively observe the world as they are moved by a human controller (Kortenkamp, 1993; Engelson, 1994) . However, a few systems for autonomous exploration have been implemented on real robots.
We previously developed a reactive/topological exploration system for ELDEN (Exploration and Learning in Dynamic ENvironments) (Yamauchi and Beer, 199~) . This system had the advantage of being able to adapt its topological map to changes encountered in the environment. However, it also suffered the limitations of a purely reactive exploration strategy, in terms of the size and complexity of the environments that it could explore efficiently.
We also developed a system for place recognition and localization using evidence grids associated with nodes in a topological/metric map (Yamauchi and Langley, 1~97 Lee (1996) has implemented the Spatial Semantic Hierarchy (Kuipers and Byun, 1991) 
