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Abstract
Critical behavior of three-dimensional classical frustrated antiferromagnets with a collinear spin ordering
and with an additional twofold degeneracy of the ground state is studied. We consider two lattice models,
whose continuous limit describes a single phase transition with a symmetry class differing from the class of
non-frustrated magnets as well as from the classes of magnets with non-collinear spin ordering. A symmetry
breaking is described by a pair of independent order parameters, which are similar to order parameters of
the Ising and O(N) models correspondingly. Using the renormalization group method, it is shown that a
transition is of first order for non-Ising spins. For Ising spins, a second order phase transition from the
universality class of the O(2) model may be observed. The lattice models are considered by Monte Carlo
simulations based on the Wang-Landau algorithm. The models are a ferromagnet on a body-centered cubic
lattice with the additional antiferromagnetic exchange interaction between next-nearest-neighbor spins and
an antiferromagnet on a simple cubic lattice with the additional interaction in layers. We consider the cases
N=1,2,3 and in all of them find a first-order transition. For the N=1 case we exclude possibilities of the
second order or pseudo-first order of a transition. An almost second order transition for large N is also
discussed.
Keywords: Frustrated magnets, Phase transitions, Order from disorder, Monte Carlo simulations,
WangLandau algorithm, Renormalization group,
1. Introduction
A complicated tensor structure of an order param-
eter differing from the case of the usual vector O(N)
model is realized in many physical systems. During
the last several decades, such models are investigated
intensively (see [1] for a review). In context of mag-
netic systems, one of the most interesting model is
the matrix O(N)⊗O(M) model describing frustrated
magnets with non-collinear (planar M = 2 or non-
planar M = 3) spin ordering. Besides canted and si-
nusoidal phases of magnets, this model has been also
discussed in the context of other systems of condesed
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matter physics such as superfluid 3He [2, 3, 4, 5], some
types of superconductors [6, 7], Josephson junction
arrays in a magnetic field at zero temperature [8, 9],
etc.
Another important model with a complicated
structure of an order parameter is the O(N1)⊕O(N2)
model comprises two interacting vector models. It
describes a multicritical point and an intersection (or
junction) of two critical lines corresponding to dif-
ferent vector order parameters. Such a multicritical
point arises in antiferromagnets in an external field
[10, 11, 12, 13, 14], the O(5) theory of high temper-
ature superconductors [15, 16, 17], etc.
In the present work, we consider another sym-
metry breaking scenario realized in certain models
of frustrated antiferromagnets. Namely, we are in-
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terested in the so-called Ising-Heisenberg symme-
try class describing a single phase transition with
breaking of Z2 ⊗ SO(N)/SO(N − 1) symmetry. Ac-
cording to the symmetry, this class corresponds to
magnets with a collinear spin ordering and with an
additional twofold degeneracy of the ground state.
Two such models have been considered for quan-
tum spins. The first model is a ferromagnet on a
body-centered cubic lattice with the additional an-
tiferromagnetic exchange interaction between next-
nearest-neighbor spins [18, 19, 20, 21, 22, 23, 24].
And the second one is a antiferromagnet on a simple
cubic lattice with the additional interaction in layers
[25, 26, 27, 28, 29, 30, 31]. We investigate the critical
behavior of these two models in the case of classical
spins using Monte Carlo simulations.
To confirm the numerical results and to general-
ize them for the whole Ising-Heisenberg universality
class, we consider the continuous limit of the lat-
tice models using renormalization group (RG) ap-
proach. Fortunately, the corresponding Ginzburg-
Landau-Wilson (GLW) functional is closely related
to the well-studied O(N)⊗O(M) and O(N1)⊕O(N2)
models, that allows to base our RG calculations on
the results obtained for these models.
The static critical phenomena in the O(N)⊗O(M)
model are described by the GLW functional [32, 33,
34, 35, 36, 37]
F =
∫
d3x
(
(∂µφ)
2 + (∂µψ)
2 + r(φ2 + ψ2)+
u
(
φ2 + ψ2
)2
+ 2w
(
(φψ)2 − φ2ψ2)) , (1)
with w > 0, and φ, ψ are N -component vector fields.
This model are investigated in the framework of sev-
eral approaches as the 4 −  expansion [38, 39, 40],
perturbative [41, 42, 43, 44, 45, 46, 47, 48] and non-
perturbative RG [49, 50, 51, 52, 53], 1/N expansion
[39, 54, 55], and numerical studies of corresponding
lattice models. For a review including numerical and
experimental results, see [56].
The critical behavior at a multicritical point can
be studied by the GLW functional
F =
∫
d3x
(
(∂µφ)
2 + (∂µψ)
2 + r(φ2 + ψ2)+
u1φ
4 + u2ψ
4 + 2vφ2ψ2
)
. (2)
This model has been investigated within the 4 − 
expansion [12, 13, 14, 57], perturbative d = 3 [58, 59]
and non-perturbative RG (NPRG) [60]. In addition,
the NPRG approach has been used in [61, 62] to
study the case N1 = N2 = 1 of the model (2), where
O(1) ≡ Z2 corresponds to a symmetry of the Ising
model. This case is of special interest in statisti-
cal physics in the context of the Ashkin-Teller model
[63, 64] and its critical line corresponding to a sin-
gular transition in both Ising order parameters. In
three dimensions, the Ashkin-Teller model has been
studied numerically in [65, 66, 67, 68, 69]. Inten-
sive numerical studies have been also performed in
recent works [70, 71, 72, 73, 74] for the multicritical
point of a N = 3 antiferromagnet in a magnetic field.
This point is described by the Z2⊕O(2) model. The
fermionic extension of the later model has been stud-
ied in a context of a critical point between semimetal-
lic and insulating phases in graphene [75, 76, 77, 78].
As we show in this paper, the critical behavior in
the Ising-Heisenberg class is described by the GLW
functional
F =
∫
d3x
(
(∂µφ)
2 + (∂µψ)
2 + r(φ2 + ψ2)+
u
(
φ4 + ψ4
)
+ 2vφ2ψ2 + 2w(φψ)2
)
, (3)
with some positive constants u and v, and negative w.
The ground state of the model (3) strongly depends
on a sign of the coupling constant w. When w < 0,
the vectors φ and ψ tend to be parallel. This is the
case corresponding to the lattice models discussed in
the present work. The case w = 0 returns us to
the model (2) with u1 = u2, and w > 0 describes
magnetic systems with a planar spin ordering (1).
The last case has been also considered in the more
general model in [79]. These relations between the
three models are very useful, in particular, we can
extrapolate the 4 − ε expansion up to the five-loop
order using the works [39, 40] and [57].
At N = 1, the models (2) and (3) are equivalent.
This case describes two interacting Ising models. Pre-
vious investigations cited above predict that the criti-
cal behavior of a single phase transition in both Ising
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order parameters can be either from the universal-
ity class of the O(2) model or a phase transition is
of first order dependently on details of a microscopic
(lattice) model. Also, two marginal critical behav-
iors are realized in this case: tricritical one, and Ising
one corresponding to decoupled Ising models. The
last case corresponds to the large second exchange
limit for both considered lattice models. Using Monte
Carlo simulations, we show that in the lattice mod-
els a phase transition is of first-order. This is con-
sistent with the results of the 4 − ε [80] and tem-
perature [81, 82] expansions for the N = 1 model
on a body-centered cubic lattice, but contradicts to
the recent Monte Carlo simulations [84, 83] where a
second-order phase transition has been found with a
novel set of the critical exponents. Studies of a single
phase transition in the Ashkin-Teller model confirm
our result with a first-order transition [67].
In the case N = 2, Z2 ⊗ SO(2) symmetry is bro-
ken. Noteworthy, the same symmetry is broken in
XY antiferromagnets with a planar ordering, such as
helimagnets (see [85] and references therein). So the
case N = 2 of the model (3) is equivalent to the case
N = 2 of the model (1), although these cases corre-
spond to the different regions (w < 0 and w > 0) of
the coupling constant space of the model (3). More-
over, Monte Carlo simulations of the lattice models
[86] show that a phase transition is of weak first order
and pseudo-scaling exponents are close exponents of
a XY helimagnet [85].
The cases N > 2 are novel universality classes.
Since a second-order phase transition is not observed
in N = 2, 3 magnets with non-collinear spin order-
ings [56], the Ising-Heisenberg class becomes the main
candidate for a searching novel types of the critical
behavior [87]. However, we find that a phase transi-
tion is of weak first order. The same results have been
obtained for similar model from the Ising-Heisenberg
universality class in [88, 89, 90].
This paper is organized as follows. In section 2, we
start from the lattice models and, acting in a stan-
dard manner, obtain the GLW functional (3). Possi-
ble scenarios of symmetry breaking in the Z2⊗O(N)
models as well as cases where the symmetry of the
functional enlarges are discussed in section 3. And
in section 4 the RG analysis of this model is per-
formed. It turns out that a significant part of in-
formation about fixed points and critical behavior at
them is reduced to the solution of models (2) and
(1). Although new additional non-trivial fixed points
are present in the model (3), they do not respond to
Z2 ⊗ SO(N)/SO(N − 1) symmetry breaking. So we
find that a phase transition from the Ising-Heisenberg
universality class is of first order for N ≥ 2. The
exception is the case N = 1 corresponding to Ising
spins. In this case, a transition can be of second order
from the O(2) universality class. Section 5 is devoted
to the results of Monte Carlo simulations for the cases
N = 1, 2 and 3. The case N = 1 is the most intrigu-
ing, where we discuss possibilities of the second order
and pseudo-first order of a transition.
2. Lattice models and their continuous limit
A scenario of Z2 ⊗ SO(N)/SO(N − 1) symmetry
breaking is realized in frustrated antiferromagnets
with a collinear spin ordering and twofold degener-
acy of the ground state. Among three-dimensional
model, such a structure of the ground state is present
in a antiferromagnet on a body-centered cubic lattice
with the Hamiltonian
H = J1
∑
ij
Si · Sj + J2
∑
kl
Sk · Sl, (4)
where the sum ij runs over pairs of nearest-neighbor
spins, and the sum kl runs over pairs of next-nearest-
neighbor spins. A spin S is a classical N -component
unit vector, J1, J2 > 0. At J2 < 2J1/3, the ground
state is two embedded to each other ferromagnetic
sublattices interacting antiferromagnetically, without
a frustration. But at J2 > 2J1/3, sublattices become
antiferromagnetic, and the ground state acquires the
desired structure (see fig. 1). Strictly speaking, in
the absence of thermal or quantum fluctuations, the
relative spin orientation between two sublattices are
not determined. It means that the ground state is in-
finitely degenerated for N ≥ 2, but this degeneracy is
lifted by fluctuations, so only two non-equivalent con-
figurations (fig. 1) survive [91]. Such a phenomenon
is known as ”order from disorder”.
3
J1J2 J1J2
Figure 1: Two non-equivalent ground states of the J1-J2 model
on a body-centered cubic lattice, which can not be reduced to
each other through global spin rotations.
J1
J2
J1
J2
Figure 2: Two non-equivalent ground states of the stacked-J1-
J2 model on a simple cubic lattice, which can not be reduced
to each other through global spin rotations.
Another model, discussed also in two dimensions
[92], is the stacked two-exchange model (stacked-J1-
J2 model) on a simple cubic lattice with the Hamil-
tonian
H = −J1
∑
ij
Si · Sj + J2
∑
kl
Sk · Sl, (5)
where the sum ij runs over pairs of nearest-neighbor
spins, and the sum kl enumerates pairs of next-
nearest-neighbor spins in layers (see fig. 2). At
J2 < J1/2, the ground state is the ferromagnetic or-
der. At J2 > J1/2, the ground state is one of two spin
configurations with the wave-vectors q = (pi, 0, 0) or
q = (0, pi, 0). This model is convenient and more ex-
pository for the derivation of the GLW functional and
the continuous limit of these lattice models.
Acting in a standard manner, we obtain an equiva-
lent model without the constrained field S, but with
an additional potential and coupling constants defin-
ing the length of the new field ϕ. For the GLW-
approach, it is reasonably to hold just up to quartic
terms in field of this additional potential U(|ϕ|) =
mϕ2+λϕ4. Further, to obtain the continuum limit of
the lattice model, one should expand the expression
in the vicinity of both minimum (pi, 0, 0) (0, pi, 0).
We introduce the fields
φ = ϕ|q'(pi,0,0) + ϕ|q'(0,pi,0),
ψ = ϕ|q'(pi,0,0) − ϕ|q'(0,pi,0), (6)
so that its parallelism corresponds to the minimum
(pi, 0, 0), and another minimum (0, pi, 0) corresponds
to antiparallel fields. Finally, we obtain the GLW
functional (3) corresponding to the starting lattice
models.
3. Symmetry and mean-field analysis
As we have discussed above, the symmetry and the
ground state of the model (3) strongly depends on a
sign of the coupling constant w. Let’s consider all
possibilities.
3.1. w < 0
The extremum of the free energy functional (3) in
the ordered phase (r < 0) attains on a homogeneous
configuration satisfying to the conditions
φ20 = ψ
2
0 =
−r
2(u+ v + w)
≡ κ2, φ0 ‖ ψ0. (7)
This extremum is the global minimum in the stability
region
u > 0, w < 0, u+v+w > 0, u−v−w > 0. (8)
For symmetry analysis, it is convenient to represent
the order parameter as a 2 × N matrix Φ = {φ, ψ}.
The functional (3) is invariant under the left action of
orthogonal matrices on the order parameter Φ→ TΦ,
where T ∈ O(N). Also, it is invariant under the right
action of 2× 2 orthogonal matrices corresponding to
the three discrete Z2 symmetry generators(
0 1
1 0
)
,
( −1 0
0 −1
)
,
(
1 0
0 −1
)
, (9)
and their combinations. One has just eight such ma-
trices, including the unit one, and they are elements
4
of the group (Z2 ⊗ Z2 ⊗ Z2)R ⊂ O(2)R. The first
subgroup replaces the vectors φ and ψ between them-
selves φ ↔ ψ. The second and third ones change a
direction of two or one vectors to an opposite φ→ −φ
and/or ψ → −ψ. Using all of these right as well as
left acting symmetries, one can read the ground state
as φ0 = ψ0 = (κ, 0, . . . , 0). The spontaneously broken
symmetry is
O(N)L ⊗ (Z2 ⊗ Z2 ⊗ Z2)R
O(N − 1)L ⊗ (Z2)R ⊗ (Z2)D ≈
SO(N)
SO(N − 1) ⊗ Z2,
(10)
for N ≥ 2, and Z2 ⊗Z2 for N = 1, that is equivalent
to the case w = 0. Among the discrete subgroups, the
third one (relating to a change in the sign of one vec-
tor) is only spontaneously broken. The second sub-
group breaking is compensated by rotations O(N)L,
that leads to the appearance of the unbroken diagonal
group (Z2)D.
If one considers a weakly fluctuating configura-
tion in the form φ(x) = φ0 + α(x) + β(x), ψ(x) =
ψ0 + α(x) − β(x), then one finds the following mass
spectrum of excitations
mα1 = 8κ
2(u+ v + w), mαi = 0,
mβ1 = 8κ
2(u− v − w), mβi = −8κ2w, (11)
with i = 2, . . . , N . The N − 1 massless modes are
Goldstone modes corresponding to the breaking of
the continuous SO(N)/SO(N − 1) symmetry.
The submanifold v = u − w is special. It cor-
responds to the sinusoidal phase of the model (1)
considered in [32, 33, 34, 35, 36, 37]. Wherein, a
length of the vectors φ and ψ remains undefined, but
the sum of their length square is determine from the
minimum conditions. The mode β1 becoming mass-
less corresponds to the continuous symmetry associ-
ated with SO(2)β1 rotations of the 2-vector (|φ|, |ψ|).
Also, when v = u − w and |φ| = |ψ|, the group
(Z2⊗Z2⊗Z2)R enlarges to O(2)R. But this enlarge-
ment does not affect on the ground state degeneracy.
3.2. w = 0
In this case, the minimum conditions (3) does not
determine the relative orientation of the vectors φ
and ψ. Therefore, the broken symmetry is
SO(N)
SO(N − 1) ⊕
SO(N)
SO(N − 1) , N ≥ 2, (12)
and Z2 ⊕ Z2 ≡ Z2 ⊗ Z2 for N = 1. There is 2N −
2 massless modes αi and βi (see (11)) in this case.
When u = v, the symmetry enlarges to O(2N) group
with 2N − 1 Goldstone modes.
The symmetry (12) is broken only when a multi-
critical point is tetracritical u > |v| [93]. A bicritical
point u < v describes symmetry breaking in only one
order parameter, and another parameter remains zero
(u < −v is out of the stability region).
3.3. w > 0
A planar (canted) ordering appears in this case
φ20 = ψ
2
0 =
−r
2(u+ v)
≡ κ2, φ0 ⊥ ψ0, (13)
with the stability region
u > 0, w > 0, u+ v > 0, u− v > 0. (14)
Using the symmetry of the GLW functional, the
ground state can take the form φ0 = (κ, 0, . . . , 0)
and ψ0 = (0, κ, 0, . . . , 0). The group, right acting
to the order parameter Φ, is compensated entirely
by O(N)L rotations. Thus the spontaneously broken
symmetry is
O(N)L ⊗ (Z2 ⊗ Z2 ⊗ Z2)R
O(N − 2)L ⊗ (Z2 ⊗ Z2 ⊗ Z2)D ≈
SO(N)
SO(N − 2) ,
(15)
for N ≥ 3, and SO(2)⊗ Z2 for N = 2.
It is useful to choose a weak fluctuating field config-
uration in the form φ(x) = φ0 +α(x) + β(x), ψ(x) =
ψ0 + α˜(x)− β˜(x), where α˜ = (α2, α1, α3, . . . , αN ) and
β˜ = (β2, β1, β3, . . . , βN ). Now, mass spectrum of ex-
citations is
mα1 = 8κ
2(u+ v), mα2 = 8κ
2w, mαi = 0,
mβ1 = 8κ
2(u− v), mβ2 = 0, mβi = 0,
(16)
where i ≥ 3. Thus, we have 2N−3 Goldstone modes.
At v = u−w, the group (Z2 ⊗Z2 ⊗Z2)R enlarges to
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O(2)R again, but the spontaneously broken symme-
try remains the same.
The submanifold v = u is special, when a length
of the vectors φ and ψ is undefined as in the case
w < 0. The symmetry SO(2)β1 becomes broken
spontaneously but not evidently. The additional
Goldstone mode β1 in (16) corresponds to the sliding
degree of freedom of the spin-density wave. Similarly
to the case w < 0, this special submanifold demar-
cates the region of the ground state stability with the
region where the minimum corresponds to only one
non-zero order parameter.
4. RG analysis
In the one-loop approximation, beta-functions of
the coupling constants are following
βu = −u+ 1
2
(
u2(N + 8) + v2N + 2vw + w2
)
,
βv = −v + 1
2
(
uv(2N + 4) + 4v2 + 2uw + w2
)
, (17)
βw = −w + 1
2
(
w2(N + 2) + 4uw + 8vw
)
.
This system of equations predicts existence of eight
fixed points (FP). Six of them turn to be well-known
in the context of the models (2) and (1). Each of
them belongs to at least one of three submanifolds
w = 0 (the model (2)), v = u−w (the model (1)), and
v = u. The later flat may describe some physically
interesting model, but its interpretation is unknown
for the author.
• Gaussian FP.
• Heisenberg FP. This point falls on the line u = v,
w = 0, and corresponds to the O(2N)-model.
Together with the GFP, it belongs to the all of
three submanifolds.
• Decoupled FP. It falls on the line v = w = 0
and describes two decoupled O(N)-models. This
multicritical point is always tetracritical.
• Biconical FP. It is non-trivial point on the sub-
manifold w = 0. Depending on N , it can be
tetracritical as well as bicritical. It describes
Figure 3: Qualitative position of the fixed points at N = 1.
two interacting O(N)-models. The submanifold
w = 0 is stable.
• Chiral and antichiral FPs. These points belong
to the submanifold v = u − w. They appear on
the RG-diagram when N is sufficient small in the
sinusoidal phase. In this case they are marked as
S±. With N increasing, they coincide at some
Nc1 and become complex. With a further in-
crease of N , these points appear again at some
Nc2 and are marked as C±. The chiral point C+
describes a phase transition in the O(N)⊗O(2)-
model. Note that the submanifold v = u − w
is not fixed for the RG-equations. Nevertheless,
this pair of the FPs belongs just to this subman-
ifold for all values of N .
• New FP P1,2. These points belong to the stable
submanifold u = v.
Certainly, a position and stability of the FPs
strongly depend on N . Qualitative diagram show-
ing the position of the FPs in the physically interest-
ing case N = 1 is shown in fig. 3. Below, we con-
sider evolution of RG-diagram with increasing of N .
Course, the exact critical values of N , when a qual-
itative picture changes, require knowledge of higher
6
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v=u
Figure 4: RG-flow on the submanifolds v = u − w and v = u
at N = 1.
orders in the -expansion and resummation of the se-
ries. Fortunately, such a information obtained using
different approaches is known for the models (2) and
(1). In addition, properties of the novel points P1,2
as a function of N is closely related to the properties
of already studied points.
We find four critical values of N associated with a
coincidence of two or more FPs. All of these critical
values of N appear in the models (2) and/or (1).
1. N < NH .
One observes the stable fixed point is Heisenberg
FP (fig. 3). This point is attractive in all of
three models (1), (2) and (3) (fig. 4). There
are two FPs S− and P1 in the interesting region
w < 0, but both are saddle points. In the one-
loop approximation NH = 2, but higher orders
predict the value NH ' 1.45 [38, 39, 40, 41, 42,
43, 44, 45]. At N = NH , four points (namely H,
B, S+ and P1) coincide. Since N = 1 < NH ,
the Heisenberg fixed point with O(2) symmetry
corresponds to a second-order phase transition
in the N = 1 models (2) and (3).
2. NH < N < Nc1.
There are no attractive FPs in this case. Above
the value NH , the points S+ and P1 change the
sign of their w-coordinate. So now, the points
S+ and S− fall in the region w < 0. The point
B becomes tetracritical and stable in the model
(2). WhenN reaches to the valueNc1, the points
S+ and S− coincide and become complex. In the
one-loop approximation, Nc1 ' 2.20, but Nc1 '
1.97 in higher orders in  [38, 39, 40].
Figure 5: Qualitative position of the fixed points at N = 2, 3.
3. Nc1 < NH < ND.
As long as two points are complex-valued, just
six fixed points are presented in the RG-diagram,
but an attractive FP absents again, as well as
FPs absent in the interesting region w < 0. At
N = ND, two coincidence events occur, the point
P1 coincides with P2, and the point D with B.
ND = 4 in the one-loop approximation, and
ND ' 2 in higher orders.
4. ND < N < Nc2.
Still, one observes six FPs (fig. 5), without at-
tractive one and FPs in the region w < 0. This
case describes a situation in the physically inter-
esting cases N = 2, 3.
5. Nc2 < N .
At N = Nc2, the points C+ and C− appear in
the region w > 0 of the RG-diagram. The first
of them is stable. It describes a phase transition
in the O(N) ⊗ O(2) model. The value Nc2 ' 6
[56, 38, 39, 40, 41, 42, 43, 44, 45] (the one-loop
result is Nc2 ' 21.8).
Summarizing, we note that a stable (attractive)
fixed point is present in the RG-diagram at N <
NH < 2 and N > Nc2 but located in the region
w ≥ 0. Thus, a phase transition from the Z2⊗O(N)
universality class is of first order for N ≥ 2.
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Figure 6: Energy distribution near the transition temperature
for the N = 1 stacked-J1-J2 model with J2/J1 = 2/3.
5. Monte Carlo results
Let’s return to discuss the lattice models (4) and
(5). To determine the order of a transition, we per-
form Monte Carlo simulation based on the Wang-
Landau flat-histogram algorithm [94]. As long as we
expect that a phase transition is of weak first order,
we should consider large lattices, where the internal
heat of a first-order transition becomes explicit. And
the Wang-Landau algorithm has already proven itself
to be sufficiently effective for such tasks [95, 96].
The Wang-Landau algorithm [94] estimates accu-
rately the density of states, ρ(E) = eg(E), which is
defined as the number of spin configurations for any
given E. The algorithm starts with a random lattice
configuration, an empty array of the logarithmical
energy density histogram ρ(E), the empty visitation
histogram h(E), and some initial value (usually 1) of
the weight constant a. Then, one chooses randomly
a spin and its new orientation. A new spin configura-
tion is accepted with the probability eg(Enew)−g(Eold),
the element h(E) of the visitation number histogram
is increased by 1, and g(E) is increased by a. This
procedure is repeated until the visitation histogram
is relatively flat, |h(E)− h¯| > 0.8h¯ for each E. Then,
the value of the weight constant a is divided by e,
the visitation number histogram is emptied, and the
next step of the algorithm begins. We perform 30
such steps.
- 1 . 2 2 - 1 . 2 0 - 1 . 1 8 - 1 . 1 6 - 1 . 1 4 - 1 . 1 2 - 1 . 1 0
p ( E )  
 
 L = 9 0 ,  T / J 2 = 4 . 1 7 5 9
E / J 2
Figure 7: Energy distribution near the transition temperature
for the N = 1 stacked-J1-J2 model with J2/J1 = 1.
We consider N = 1, 2 and 3 for the both lattice
models. For the model on a body-centered cubic lat-
tice, we set J2 = 1, J1 = 1.4 and 1. For the stacked-
J1-J2 model on a simple cubic lattice, we set J2 = 1,
J1 = 1.5 and 1. The numerical estimation of the
critical temperature is shown in table 1.
Note that the first order of a transition is weaker
for the stacked-J1-J2 model, so one should take larger
size of a lattice to determine the transition order. We
show in figs. 6-9 the energy distribution only for the
stacked-J1-J2 model.
Fig 6 shows the evident first order transition for the
case N = 1 and J2/J1 = 2/3. But the internal heat of
the transition does not demonstrate a dependance on
the lattice size L. It excludes the pseudo-first order
behavior observed in the J1-J2 model on a square
lattice (in two dimensions) [97, 98, 99].
For the case J2/J1 = 1, the first order of the transi-
tion is less evident. In [84, 83], it has been concluded
that the transition is of second order. But the criti-
cal exponents differ from the exponents of the O(2)
model (e.g., ν ≈ 0.671). We estimate the index as
ν ≈ 0.54(1) in the both models at J2/J1 = 1 and
N = 1. The same estimation of ν ≈ 0.55 has been
found in [83]. Such a value of the exponent ν is close
to the mean-field value for the tricritical behavior,
so one may assume that the transition corresponds
to a tricritical point, and at J2/J1 > 1 a transition
is of second order. However, we find the first order
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Table 1: Critical temperature Tc/J2 in the model on a body-centered cubic lattice (BCC) and in the stacked-J1-J2 model
(s-J1-J2).
Model J1/J2 N = 1 N = 2 N = 3
BCC 1.4 3.496(1) 1.704(1) 1.122(1)
1 4.094(1) 2.004(1) 1.317(1)
s-J1-J2 1.5 3.696(1) 1.786(1) 1.167(1)
1 4.173(1) 2.034(1) 1.331(1)
- 1 . 4 7 - 1 . 4 4 - 1 . 4 1 - 1 . 3 8 - 1 . 3 5 - 1 . 3 2
p ( E )  
 
 L = 4 8 ,  T / J 2 = 1 . 7 8 5 9 6
E / J 2
Figure 8: Energy distribution near the transition temperature
for the N = 2 stacked-J1-J2 model with J2/J1 = 2/3.
transition considering large lattices L ≤ 90 (see fig.
7).
For the cases N = 2, 3, the evidence of the first
order of a transition becomes less (see figs. 8, 9).
Thus, for the case J2/J1 = 1, one should consider
the lattice size L ≥ 120. Nevertheless, the first order
of a transition is observed in all considered cases.
6. Conclusion
We performed RG-analysis of the Z2⊗O(N) model
describing in particular the critical behavior in the
class of frustrated antiferromagnets with a collinear
spin ordering and an additional twofold degeneracy
of the ground state. In the case N = 1 interesting
also in the context of the Ashkin-Teller model, one ex-
pects that a phase transition with the Z2⊗Z2 symme-
try breaking is of second order from the universality
class of the O(2) model or of first order dependently
- 1 . 4 1 - 1 . 4 0 - 1 . 3 9 - 1 . 3 8 - 1 . 3 7 - 1 . 3 6 - 1 . 3 5
p ( E )  
 
 L = 6 0 ,  T / J 2 = 1 . 1 6 5 5
E / J 2
Figure 9: Energy distribution at the transition temperature
for the N = 3 stacked-J1-J2 model with J2/J1 = 2/3.
on initial values of the coupling constants. In addi-
tion, crossover tricritical exponents may be observed,
associated with the fixed point P1 belonging to a sub-
manifold, which separates these two types of the crit-
ical behavior. In the stacked-J1-J2 model on a simple
cubic lattice and J1-J2 model on a body-centered cu-
bic lattice, the situation with a second-order phase
transition is not realized.
For N ≥ 2, a first order transition is predicted
for the Z2 ⊗ O(N) universality class. At N = 2,
this class is equivalent to the symmetry class of the
O(N) ⊗ O(2) model (1) corresponding to magnets
with a planar spin ordering, where Z2 ⊗ SO(2) sym-
metry is broken. In this class, a transition must be of
a first order [38, 39, 40, 49, 52]. At the same time, one
discusses a possibility that this transition is of weak
first order or almost second order. This is intended
to explain the pseudo-scaling and pseudo-universality
observed for this symmetry class (see [56] for a re-
view). In terms of the renormalization group, an im-
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itation of a second order transition is possible, if the
RG diagram contains a sufficient small region attrac-
tive for RG trajectories starting from a quite wide
range of initial parameters, and where the RG-flow
is rather slow. The existence of such a region in the
O(2)⊗O(2) model has been studied in works [49, 52].
Of cause, this region has w > 0. An almost second
order transition is possible in the Z2 ⊗O(N) model.
But here, a region of slow RG-flow must be in the
region w < 0, but in this case, a non-trivial local
minimum of the RG-flow is not found.
A region with a slow RG-flow may exist if coordi-
nates of some fixed point are complex-valued but with
small imaginary part. Such a situation is observed in
the O(N) ⊗ O(2) model (1) with N = 3 [49, 52].
The points C± have the real part of their coordinates
close to the submanifold v = u − w and w > 0. But
such points absent in the Z2 ⊗ O(N) model (3) for
N ≥ 2. So in the region w < 0, a slow RG-flow region
is possible only if |w| is sufficient small.
We guess that in the Z2⊗O(N) model the pseudo-
scaling behavior at the almost second phase transi-
tion has another origin. Lets consider the large N
limit. In the ordered phase, ψ = σφ, where σ = ±1.
To make the large multiplier N explicit, one needs to
make replacements u→ uN , v → vN and w → wN . But
then |φ|2 = Nκ2 (see (7)), and the GLW functional
(3) is
F =
∫
d3xN
(
(∂µσ)
2 + (r + 2v + 2w)σ2 + uσ4
+O
(
1
N
))
. (18)
Thus, we expect that a weak first-order transition
in the Z2 ⊗ O(N) model and corresponding lattice
models has the pseudo-scaling behavior from the uni-
versality class of the three-dimensional Ising model
(ν ≈ 0.63) for large values of N as well as large val-
ues of J2/J1.
This work is supported by the RFBR grant No 14-
02-31448 and No 16-32-60143.
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