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Abstract
In two recent papers (Foias and Pearcy, J. Funct. Anal., in press, Hamid et al., Indiana Univ.
Math. J., to appear), the authors reduced the hyperinvariant subspace problem for operators on
Hilbert space to the question whether every C00-(BCP)-operator that is quasidiagonal and has
spectrum the unit disc has a nontrivial hyperinvariant subspace (n.h.s.). In this note, we continue
this study by showing, with the help of a new equivalence relation, that every operator whose
spectrum is uncountable, as well as every nonalgebraic operator with ﬁnite spectrum, has a
hyperlattice (i.e., lattice of hyperinvariant subspaces) that is isomorphic to the hyperlattice of a
C00, quasidiagonal, (BCP)-operator whose spectrum is the closed unit disc.
© 2004 Elsevier Inc. All rights reserved.
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1. Preliminaries
In this note H will always be a ﬁxed separable, inﬁnite dimensional, complex, Hilbert
space and L(H) the algebra of all bounded linear operators on H. If S ⊂ L(H) we
denote by S− the norm-closure of S. For T in L(H) we write, as usual, (T ), e(T ),
and le(T ), for the spectrum, essential (Calkin) spectrum, and left essential spectrum
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of T, respectively. The set of all scalar multiples of 1H will be written as C1H, and the
closed ideal of all compact operators in L(H) as K(H). If C is any subset of L(H),
we denote by C′ the commutant of C, i.e., C′ = {T ∈ L(H) : ST = T S for every S in
C}. Recall that a subspace (closed linear manifold) M ⊂ H is said to be a nontrivial
hyperinvariant subspace (n.h.s.) for a ﬁxed operator T in L(H) if (0) 
=M 
= H and
SM ⊂M for each S in {T }′, and that the lattice of all hyperinvariant subspaces of T
(including (0) and H) is denoted by Hlat(T ). This lattice will frequently be called the
hyperlattice of T, and if L1 and L2 are any two lattices, we write L1≡L2 to signify that
these lattices are isomorphic as lattices. The (open) hyperinvariant subspace problem
(for operators on Hilbert space) is the question whether every operator T in L(H)\C1H
has a n.h.s.
Recall also that a completely nonunitary (c.n.u.) contraction T in L(H) is called a
(BCP)-operator if D(:= { ∈ C : || < 1})∩e(T ) is a dominating set for the unit circle
T := D. Moreover, the class C00(H) consists of the set of all (c.n.u.) contractions T in
L(H) such that both sequences {T n}n∈N and {T ∗n}n∈N converge to zero in the strong
operator topology (SOT). The class of (BCP)-operators, introduced in [6], played an
important role in the highly successful theory of dual algebras of operators, and is a
subset of the larger class Aℵ0 (see, e.g., [5] for more information about the theory of
dual algebras). It is well known that operators in Aℵ0 have several good properties.
For instance, every direct sum of strict contractions can be realized, up to unitary
equivalence, as a compression to some semi-invariant subspace of an arbitrary operator
in Aℵ0 [4]. Moreover, the lattice Lat(T ) of invariant subspaces of any operator T in
Aℵ0 is known to be so large that it contains a sublattice isomorphic to the lattice
of all subspaces of H [4, Theorem 4.8], and it also contains a countably inﬁnite
family {Mn}n∈N of cyclic invariant subspaces with the property that Mm ∩Mn = (0)
whenever m 
= n [2].
Recall also that operators T1 and T2 in L(H) are said to be quasisimilar (notation:
T1 ∼ T2) if there exist quasiafﬁnities X and Y in L(H) (i.e., ker X = ker X∗ = ker Y =
ker Y ∗ = (0)) such that T1X = XT2 and YT1 = T2Y . (Observe that XY ∈ {T1}′ and
YX ∈ {T2}′.)
For any ordinal number n satisfying 1n, we denote by H(n) the direct sum
of n copies of H (i.e., for n ∈ N, H(n) = ⊕1knHk with Hk = H for every k, and
H() = ⊕k∈NHk), and by T (n) the direct sum (ampliation) of n copies of T acting
on H(n) in the obvious fashion. Following [7], we say that S and T are ampliation
quasisimilar (notation: S a∼ T ) if there exist ordinal numbers 1n1, n2 such that
S(n1) ∼ T (n2). (Note that we have S a∼ T if and only if S() ∼ T ().) It was shown in
[7] that if S a∼ T , then S has n.h.s. if and only if T does.
2. Hyperquasisimilarity
In this section we will introduce an equivalence relation, less general than quasisim-
ilarity, but more general than similarity, which nevertheless preserves hyperinvariant
subspace lattices. Recall that operators T1 and T2 in L(H) are called similar (notation:
T1 ≈ T2) if there exists an invertible X ∈ L(H) such that XT1X−1= T2 and that if
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T1 ≈ T2, then Hlat(T1) ≡ Hlat(T2) and Lat(T1) (that is, the lattice of all invariant
subspaces of T1) satisﬁes Lat(T1) ≡ Lat(T2).
Deﬁnition 2.1. A quasiafﬁnity Q will be said to have the hereditary property with
respect to an operator T ∈L(H) if Q∈ {T }′ and (QM)− =M for everyM ∈ Hlat(T ).
The following elementary lemma will be useful later. For an operator T in L(H) we
write, as usual, W(T ) for the numerical range of T.
Lemma 2.2. Suppose Q ∈ L(H) is a quasiafﬁnity and 0 /∈ W(Q). Then Q has the
hereditary property with respect to every T ∈ L(H) such that Q ∈ {T }′.
Proof. If Q ∈ {T }′ and M ∈ Hlat(T ) with (QM)− 
= M, then there exists a unit
vector x in M(QM)− and 〈Qx, x〉 = 0. 
Corollary 2.3. Suppose Q ∈ L(H)is a quasiafﬁnity and there exists 0 < 2 such
that R = Re(eiQ) is positive deﬁnite (i.e., 〈Rx, x〉 > 0 for every x 
= 0 in H). Then
Q has the hereditary property with respect to every T ∈ L(H) for which Q ∈ {T }′.
Proof. If 〈Qx, x〉 = 0, then 〈Rx, x〉 =
〈
1
2 (e
iQ+ e−iQ∗)x, x
〉
= 0 so x = 0. 
We are now ready for the deﬁnition of an equivalence relation that will be very
useful in what follows and may be new.
Deﬁnition 2.4. Suppose that T1, T2 ∈ L(H) and are quasisimilar, so there exist
quasiafﬁnities X and Y such that T1X=XT2 and YT1= T2Y (which implies, as noted
above, that XY ∈ {T1}′, YX ∈ {T2}′). If there exists an implementing pair (X, Y ) of
quasiafﬁnities such that XY has the hereditary property with respect to T1 and YX has
the hereditary property with respect to T2, then we say that T1 is hyperquasisimilar to
T2 (notation: T1 h∼ T2).
In Proposition 2.6 below we will show that h∼ is an equivalence relation, but ﬁrst
we establish another important property of the relation.
Theorem 2.5. Suppose T1, T2 ∈ L(H) and T1 h∼ T2, with X and Y as in Deﬁnition 2.4.
Then the map J1 given by J1(N ) := (XN )−, N ∈ Hlat(T2), is a lattice isomorphism of
Hlat(T2) onto Hlat(T1), and the map J2 given by J2(M) := (XM)−, M ∈ Hlat(T1),
is a lattice isomorphism of Hlat(T1) onto Hlat(T2). Moreover J1 and J2 are inverses
of one another.
Proof. We ﬁrst deﬁne the two mappings J1 : Hlat(T2)→ Hlat(T1) and J2 : Hlat(T1)→
Hlat(T2) as follows, and then we show that they have the desired properties.
J1(N ) =
∨{
A1XN : A1 ∈ {T1}′
}
, N ∈ Hlat(T2),
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J2(M) =
∨{
A2YM : A2 ∈ {T2}′
}
, M ∈ Hlat(T1). (1)
Observe that J2(M) is the smallest subspace in Hlat(T2) that contains the linear man-
ifold YM, and, similarly, J1(N ) is the smallest subspace in Hlat(T1) that contains
XN . Note next that for all A1 ∈ {T1}′ and A2 ∈ {T2}′, we have XA2Y ∈ {T1}′ and
YA1X ∈ {T2}′, so for all M ∈ Hlat(T1) and N ∈ Hlat(T2), we have (XA2Y )M ⊂M
and (YA1X)N ⊂ N . It follows easily that
XJ2(M) ⊂M, YJ1(N ) ⊂ N ,M ∈ Hlat(T1),N ∈ Hlat(T2). (2)
Thus from (1) and (2) we get
XY(M)⊂XJ2(M)⊂M, YX(N )⊂YJ1(N )⊂N ,M∈Hlat(T1),N∈Hlat(T2).
Since, by hypothesis, both XY and YX have the appropriate hereditary property, we
obtain
(XJ2(M))− =M, (YJ1(N ))− = N , M ∈ Hlat(T1), N ∈ Hlat(T2). (3)
Thus for all A1 ∈ {T1}′ and A2 ∈ {T2}′ we have from (3) that
A1XJ2(M)⊂A1M⊂M, A2YJ1(N )⊂A2N⊂N ,M∈Hlat(T1),N∈Hlat(T2),
which easily gives, via (1) and (3), that
(J1 ◦ J2)(M) =M, (J2 ◦ J1)(N ) = N , M ∈ Hlat(T1), N ∈ Hlat(T2), (4)
so J1 and J2 are bijective and inverses of one another. Moreover, ifM1,M2 ∈ Hlat(T1)
with M1 ⊂ M2, then obviously J2(M1) ⊂ J2(M2) and similarly for J1. It follows
that J1 and J2 are lattice isomorphisms. Now let N ∈ Hlat(T2) and set M = J1(N ).
Via (4), we get J2(M)=N , and from (3) that (XN )− =M. Thus, (XN )− ∈ Hlat(T1)
for all N ∈ Hlat(T2), and similarly (YM)− ∈ Hlat(T2) for all M ∈ Hlat(T1). Thus,
taking into account (1), we get J1(N )= (XN )− and J2(M)= (YM)− as desired.
Proposition 2.6. The relation h∼ on L(H) is an equivalence relation.
Proof. It is obvious that h∼ is reﬂexive and symmetric. To establish the transitivity, let
T1
h∼ T2 with X and Y as in Deﬁnition 2.4, and suppose that T2 h∼ T3 with implementing
pair (Z,W) of quasiafﬁnities (i.e., T2Z = ZT3, WT2 = T3W , and ZW [WZ] has the
hereditary property with respect to T2 [T3]). Clearly, the pair (XZ,WY) of quasiafﬁni-
ties implements the quasisimilarity of T1 and T3, so it sufﬁces to show that (XZ)(WY)
and (WY)(XZ) have the hereditary property with respect to T1 and T3, respectively.
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Note that XZWY ∈ {T1}′, and let M be arbitrary in Hlat(T1). Then (XZWY)(M) ⊂
M, and, by symmetry, it sufﬁces to show that {(XZWY)(M)}− =M. But this follows
immediately from the equation
{(X(ZW)(YM)}− = (X(ZW)(YM)−)− = (X(YM)−)− = ((XY)(M))− =M,
since (YM)− ∈ Hlat(T2), and the proof is complete. 
The following veriﬁes the statement made at the beginning of the section.
Proposition 2.7. The relation h∼ is strictly weaker than similarity and strictly stronger
than quasisimilarity.
Proof. It is well known (cf. [11]) that there exist quasisimilar operators with noni-
somorphic hyperlattices, which, together with Theorem 2.5, proves the second state-
ment of the proposition. Moreover, the ﬁrst statement follows from Example 2.10
below. 
The main utility of Theorem 2.5 and Proposition 2.6 for present purposes is the
following.
Theorem 2.8. Suppose {Sn}n∈N and {Tn}n∈N are bounded sequences of operators in
L(H) with Ŝ := ⊕n∈NSn and T̂ := ⊕n∈NTn. Suppose, moreover, that {Xn}n∈N is a
sequence of invertible operators such that
X−1n SnXn = Tn, n ∈ N.
Then Ŝ h∼ T̂ .
Proof. As is well known, X̂ := ⊕n∈NXn/‖Xn‖ and Ŷ := ⊕n∈N(Xn)−1/‖(Xn)−1‖
belong to L(H()) and satisfy ŜX̂ = X̂T̂ , Ŷ Ŝ = T̂ Ŷ . Moreover
X̂Ŷ =
⊕
n∈N 1/(‖Xn‖‖(Xn)
−1‖) = Ŷ X̂
is a positive deﬁnite operator, and the fact that X̂Ŷ and Ŷ X̂ have the appropriate
hereditary properties is immediate from Corollary 2.3. 
A special case of this result shows that the constructions in [7,10] actually preserve
the hyperlattice (We return to this topic in Sections 4 and 5.)
Corollary 2.9. Suppose T ∈ L(H) and there exists a sequence {Xn}n∈N of invert-
ible operators in L(H) such that the sequence {X−1n T Xn}n∈N is bounded, and set
T̂ := ⊕n∈N X−1n T Xn ∈ L(H()). Then Hlat(T̂ ) ≡ Hlat(T ).
Proof. It is well known that Hlat(T ()) = {M() : M ∈ Hlat(T )} and thus that
Hlat(T ) ≡ Hlat(T ()). The result is now immediate from Theorem 2.8. 
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An early example of two quasisimilar operators with very different spectrum is the
following from [14].
Example 2.10. (Hoover). For every n ∈ N\{1} let Sn be an operator on an n-
dimensional complex Hilbert space whose matrix with respect to some orthonormal
basis for the space is one Jordan block Jn satisfying (Jn)n = 0 and (Jn)n−1 
= 0, and
deﬁne
Ŝ =
⊕
n∈N\{1} Sn, T̂ =
⊕
n∈N\{1}(1/n)Sn.
One knows that Sn is similar to Tn for each n, and thus Ŝ
h∼ T̂ by Theorem 2.8. Hence
Ŝ and T̂ have isomorphic hyperlattices (which may not have been known previously),
but Ŝ /∈ K, T̂ ∈ K, (Ŝ) = D− and (T̂ ) = {0}, so S and T are not similar (as is well
known). This shows, in conjunction with Theorem 4.4 below, that a nonzero compact
operator can have the same hyperlattice as a (BCP)-operator.
Remark 2.11. The authors here express their appreciation to Hari Bercovici for several
useful conversations about the contents of this paper. In particular, he kindly pointed
out to us that restricted to the class of C0-operators with property (P ) (cf. [3, p.182]
for deﬁnitions) the equivalence relations quasisimilarity and hyperquasisimilarity are
identical. The key point is that if T ∈ C0 and has property (P ), then every quasiafﬁnity
Z ∈ {T }′ has the hereditary property with respect to T.
3. Hyposimilarity
The fact that Theorem 2.5 and Proposition 2.6 are valid led the authors to ask whether
some equivalence relation, modeled on h∼ but stronger, might be deﬁned so as to also
preserve invariant subspace lattices. This led to the results of this section of the paper, in
which we introduce another equivalence relation on L(H), weaker than similarity (i.e.,
with larger equivalence classes) but stronger than hyperquasisimilarity, that not only
preserves the hyperlattices of operators but preserves the lattices of invariant subspaces
as well. Recall that for an A ∈ L(H), Alg (A) denotes the WOT-closed subalgebra of
L(H) generated by A and 1H, and Alg Lat(A) denotes the algebra {B ∈ L(H) : BM ⊂
M for each M ∈ Lat(A)}.
Deﬁnition 3.1. Suppose T1, T2 ∈ L(H) and there exists a pair (X, Y ) of quasiafﬁni-
ties in L(H) such that T1X=XT2 and YT1= T2Y . Suppose, moreover, that XY ∈Alg
Lat(T1), YX ∈ AlgLat(T2), and that
(XY(M))− =M, (YX(N ))− = N , M ∈ Lat(T1), N ∈ Lat(T2). (5)
Then we say that T1 is hyposimilar to T2 (notation: T1≈h T2).
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Theorem 3.2. The relation ≈
h
is an equivalence relation on L(H), weaker than ≈
and stronger than h∼, with the property that if T1≈h T2, then Lat(T1) ≡ Lat(T2) (and
Hlat(T1) ≡ Hlat(T2)).
Proof. It is obvious that ≈
h
is (formally) weaker than ≈ and (formally) stronger than
h∼, and it is also obvious that ≈
h
is reﬂexive and symmetric. The argument to prove
transitivity and lattice preservation is very like that in Theorem 2.5. Thus, suppose
T1, T2, X, and Y are as in Deﬁnition 3.1 with T1≈h T2, and deﬁne the mappings G1 :
Lat(T2)→ Lat(T1) and G2 : Lat(T1)→ Lat(T2) by
G2(M) = (YM)−, G1(N ) = (XN )−, M ∈ Lat(T1), N ∈ Lat(T2)
(Here it is clear that (YM)− ∈ Lat(T2) and that (XN )− ∈ Lat(T1).) From (5) we get
that
{(XY)(M)}− =M, {(YX)(N )}− = N .
Hence G1 ◦G2 = 1Lat(T1) and G2 ◦G1 = 1Lat(T2), which, together with the fact that if
M1 ⊂ M2 in Lat(T1), then G2(M1) ⊂ G2(M2), shows that G2 is an isomorphism
of Lat(T1) onto Lat(T2) whose inverse is G1. The transitivity of ≈h is now established
by an argument very like the corresponding argument in Proposition 2.6, so we say no
more about it. 
Remark 3.3. It turns out that the relation ≈
h
is not the ﬁrst equivalence relation to
appear that is more general than similarity and preserves invariant subspace lattices.
After Theorem 3.2 was proved, the authors became aware of [14], in which Kapustin
introduced an equivalence relation called pseudosimilarity, (formally) stronger than ≈
h
,
which has this property as well as that of preserving the reﬂexivity of an operator.
Whether ≈
h
is strictly weaker than pseudosimilarity and whether ≈
h
preserves reﬂexivity
are yet to be determined, but in this connection we do have the following.
Proposition 3.4. Restricted to the class of C0-operators, the equivalence relations of
pseudosimilarity and hyposimilarity coincide (cf. [3,14] for deﬁnitions).
Proof. Since hyposimilarity is weaker by deﬁnition, it sufﬁces to show that if T1,
T2 ∈ C0 and T1≈h T2, then T1 is pseudosimilar to T2. Thus, suppose X and Y are
quasiafﬁnities such that T1X = XT2, YT1 = T2Y , XY ∈ AlgLat(T1) and YX ∈
AlgLat(T2). Since XY ∈ {T1}′ and Alg Lat(T1) ∩ {T1}′ = Alg(T1), we conclude that
XY ∈ Alg(T1). Moreover, one knows that there exist H∞-functions u and v such that
XY = (u/v)(T1), where v and m = mT1 are relatively prime [3, Chapter 4, Corollary
1.6], and therefore v(T1) is a quasiafﬁnity. Hence X1 := v(T1)X is a quasi-afﬁnity
and T1X1 = X1T2. It follows easily that X1Y = u(T1) and YX1 = u(T2). Since these
operators are quasi-afﬁnities, it follows that u and m are relatively prime. According to
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the H∞-version of Beurling’s Theorem (cf. [8, Chapter V, Theorem 6.3]), any weak∗-
closed ideal in H∞ is of the form H∞ with  inner. Consider now the ideal in
H∞ generated by u and m and its weak∗-closure J (m, u). The corresponding inner
function  divides both m and u and therefore  is a complex number of modulus one;
hence J (m, u)− = H∞. This clearly implies that the ideal generated by XY = u(T1)
is WOT-dense in Alg(T1), and similarly for YX = u(T2). 
4. Reduction to (BCP)-operators
In this section, we shall prove a theorem (Theorem 4.4) which generalizes the main
theorem (Theorem 1.1) of [7] in two different ways. In the ﬁrst place, a larger class
of operators is dealt with. Secondly, it shows that all the operators discussed have a
hyperlattice isomorphic to that of one of a certain special class of (BCP)-operators.
Deﬁnition 4.1. If T ∈ L(H) and  is an isolated point in (T ), let M denote the
largest subspace in Lat(T ) such that (T |M) = {}. (Obviously, M is the range of
the Riesz idempotent corresponding to the separated subset {} of (T ).) An operator
T whose spectrum either is uncountable or contains an isolated point  such that
(T − I )|M is not nilpotent will be said to have property (AHV), and in the second
case,  will be said to give rise to property (AHV).
Remark 4.2. Observe that each nonalgebraic operator with ﬁnite spectrum has property
(AHV). Recall that if  is a nonempty compact set in C, then  can be written as a
disjoint union  = 1
·∪2, where 1 is the perfect set of all condensation points of
 (notation: 1 = †), and 2 is countable. Thus if (T ) is uncountable, then (T )†
is a nonempty perfect subset of (T ). A typical example of an operator not having
property (AHV) is a diagonalizable normal operator N whose spectrum has but only
one accumulation point.
In addition to the special cases of the beautiful Apostol–Herrero–Voiculescu similarity
orbit theorem [1, Theorem 9.2] that were used in [7], we will also need [12, Proposition
5.13], which has at least two completely different proofs (cf. [12, Chapter 5]).
Theorem 4.3. (Herrero). Let T ∈ L(H) and suppose that N is a normal operator
in L(H) such that (N) = (T ) and such that for every isolated point  in (T ),
dim M(T ) = dim M(N) (where M is as in Deﬁnition 4.1). Then
N ∈ S(T )− := {X−1TX : X is invertible}−.
The following is one of the main results of the paper.
Theorem 4.4. Let 0 < 1 be arbitrarily given, set A := { ∈ C :  ||1},
and let T be an arbitrary operator in L(H) with property (AHV). Moreover, let  be
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either an isolated point of (T ) giving rise to property (AHV) or an element of the
nonempty perfect subset (T )† of (T ). Let  = (, T ) and 	 = 	(, T ) be chosen
so that T˜ = (T + 	1H) satisﬁes ( + 	) = (1 + )/2 (so (1 + )/2 ∈ (T˜ )) and
(T˜ ) ⊂ D = { ∈ C : | − (1 + )/2| < (1 − )/4}. Then (T˜ )() is hyperquasisimilar
to a (BCP)-operator T̂ in the class C00 such that (T̂ ) = le(T̂ ) = A and such that
||T̂ −1|| = 1/ whenever  > 0. Consequently, by Corollary 2.9, Hlat(T ) ≡ Hlat(T̂ ).
Proof. The proof naturally splits into two cases.
Case I: (1 + )/2 is an isolated point of (T˜ ) giving rise to property (AHV). Let
M ∈ Lat(T˜ ) be the range of the Riesz idempotent associated with {(1 + )/2}, so
T˜ |M − ((1+ )/2)1M is not nilpotent. It is easy to see that T˜ is similar to T˜1 ⊕ T˜2,
where T˜1 = T˜ |M and (T˜2) = (T˜ )\{(1+)/2}. By a harmless change of notation (in
view of Proposition 2.7), we write T˜ = T˜1 ⊕ T˜2, and thus (T˜ )() = (T˜1)() ⊕ (T˜2)().
Observe next that (T˜1)() satisﬁes hypotheses (a)–(d) and (f) of [7, Theorem 1.1] and
that hypothesis (e) was never used in that proof. Thus the proof of that theorem goes
through unchanged and shows that there is a C00, (BCP)-operator T̂1 with (T̂1) =
le(T̂1) = A and ||(T̂1)−1|| = 1/ when  > 0, such that (T˜1)() h∼ T̂1. Moreover,
since
((T˜2)()) ⊂ (T˜ ) ⊂ (A)o,
one knows from [15, Theorem 8.13] that (T˜2)() is similar to an operator T̂2 satisfying
||T̂2|| < 1 and ||(T̂2)−1|| < 1/. Thus (T˜ )() = (T˜1)() ⊕ (T˜2)() h∼ T̂1 ⊕ T̂2 := T̂ , and
it is easy to check that T̂ is a (BCP)-operator with all of the desired properties, so the
proof is complete in this case.
Case II: (1+ )/2 belongs to the nonempty subset (T˜ )† of (T˜ ). In this case write
(T˜ ) as the disjoint union (T˜ ) = (T˜ )† ·∪2, where 2 is countable, and enumerate
2 as {
i}i∈J where J is some initial segment of N. We now construct two normal
operators M1 and M2 as follows. Let  be a ﬁnite Borel measure on (T˜ )† such that
the measure of every relatively open Borel subset of (T˜ )† is positive, and deﬁne M1
to be multiplication by the position function on L2((T˜ )†, ). Then, of course, since
(T˜ )† is perfect, (M1) = lre(M1) = (T˜ )†. Moreover, let M2 be a diagonalizable
normal operator whose eigenvalues are exactly the numbers {
i}i∈J , with multiplicity 1
if 
i is not an isolated point of 2 and with multiplicity dimM
i (T˜ ) if 
i is isolated.
It is clear that (M1 ⊕M2) = (T˜ ) and that if  is an isolated point of (T˜ ), then
(by construction) dimM(T˜ ) = dim M(M1 ⊕ M2). Thus, Theorem 4.3 gives that
M1 ⊕M2 ∈ S(T˜ )− and hence M()1 ⊕M()2 ∈ S((T˜ )())−. Since
(1+ )/2 ∈ (M()1 ) ⊂ D ⊂ (A)o
and (M()1 ) is a perfect set, M
()
1 satisﬁes the hypotheses of [7, Theorems 3.3 and
3.4], and thus every member of the sequence {Nn}n∈N of normal operators appearing
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in the proof of [7, Theorem 1.1] belongs to S(M()1 )−. Obviously then, Nn ⊕M()2 ∈
S(M()1 ⊕M()2 )−, and, by transitivity, Nn⊕M()2 ∈ S((T˜ )())− for each n ∈ N. Since
(Nn ⊕M()2 ) = lre(Nn ⊕M()2 ) = (Nn) = lre(Nn), the proof of Theorem 1.1 of
[7] can now be carried out without change (with Nn⊕M()2 replacing Nn) to produce
a (BCP)-operator T̂ h∼(T˜ )() with all the desired properties. 
The following corollary of Theorem 4.4 is perhaps surprising.
Corollary 4.5. Every operator T in L(H) with singleton spectrum {} such that T −
1H is not nilpotent has a hyperlattice isomorphic to the hyperlattice of a (BCP)-
operator with the properties enunciated in Theorem 4.4. In particular, this is true of
every nonnilpotent quasinilpotent operator in L(H).
Corollary 4.6. Let 0 < 1 be arbitrarily given. Then there exists a (BCP)-operator
T̂ with the properties as in Theorem 4.4 such that Hlat(T̂ ) is (isomorphic to) the
interval [0, 1].
Proof. Let S(m) be a Jordan block, C0-operator in L(H) whose minimal function is
m(
) = exp (− ∫T((+
)/(−
)) d()), where  is the Dirac measure at the point 1.
Then, as is well known, Lat(S(m)) = Hlat(S(m)) is lattice isomorphic to the interval
[0, 1] and (S(m)) = {1}, so Corollary 4.5 applies to give the desired T̂ . 
Proposition 4.7. The relation h∼ on L(H) is strictly weaker than ≈
h
.
Proof. Let 0 <  < 1, and let S(m) be as in Corollary 4.6. Set T˜ = (S(m) + 	1H)
as in Theorem 4.4, so (T˜ ) = {(1 + )/2}. Then, by that theorem, T1 := (T˜ )() h∼ T2
where T2 ∈ (BCP). Suppose now that T1≈h T2, and let (X, Y ) be an implementing pair
of quasiafﬁnities as in Deﬁnition 3.1. Observe next that since (T1) = {(1 + )/2},
every M ∈ Lat(T1) also belongs to Lat(T −11 ), so T1M =M. Now, let N ∈ Lat(T2)
be such that T2N is a proper subspace of N . (It is well known that such subspaces
exist in abundance; cf. [5, Chapter V].) By Theorem 3.2, (XN )− ∈ Lat(T1), so
(XN )− = T1(XN )− = (T1X(N ))− = (XT2(N ))− (6)
and applying Y to each side of (6) gives
N = (YXN )− = (Y (XN )−)− = (Y (XT2(N ))−)− = (YX(T2(N )))− = T2(N )
since T2(N ) ∈ Lat(T2). But this contradicts the choice of N . 
Remark 4.8. We note here that there are some nonscalar operators T in L(H) for which
the conclusion of Theorem 4.4 regarding hyperquasisimilarity is false. For example, if
T is an algebraic operator and p is a polynomial such that p(T˜ ) = 0 (with T˜ as above),
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then p((T˜ )()) = 0. Moreover it is clear that any operator T̂ that is quasisimilar to
(T˜ )() also satisﬁes p(T̂ ) = 0, so, in particular, (T˜ )() can only be hyperquasisimilar to
algebraic operators that are annihilated by p, and thus to operators with ﬁnite spectrum.
On the other hand, note that Theorem 4.4 does imply that any completely nonunitary
contraction T0 in the class C0 such that (T0) contains a nontrivial arc on the unit
circle has a hyperlattice isomorphic to the hyperlattice of a (BCP)-operator.
5. Reduction to quasidiagonal (BCP)-operators
Recall ﬁrst from [9] that an operator T in L(H) is quasidiagonal (notation: T ∈
(QD) = (QD)(H)) if there exists an increasing sequence {Pn}∞n=1 of ﬁnite rank pro-
jections such that Pn SOT−→ 1H and ‖T Pn−PnT ‖ → 0, and T is block diagonal (notation:
T ∈ (BD)(H)) if T is (unitarily equivalent to) a countably inﬁnite (orthogonal) direct
sum of operators Tn each of which acts on a (nonzero) ﬁnite-dimensional space. If, in
addition, each of the direct summands Tn satisﬁes ||Tn|| < 1, then T will be called
a strictly norm decreasing block diagonal operator. Recall also that it is known from
[9] that (QD) = (BD) + K and that if T ∈ (QD) and ε > 0 are given, then there
exist Bε ∈ (BD) and Kε ∈ K such that T = Bε + Kε and ||Kε|| < ε. The normed
ideal of trace-class operators in L(H) will be written as C1(H) and the corresponding
trace-norm denoted by ‖ · ‖1.
We can now combine the results (and proofs thereof) of [10] with those of the earlier
sections of this paper to obtain some additional structure theorems for hyperlattices of
operators in L(H). We ﬁrst recast some results from [10] in terms of the relation h∼.
The proofs from [10] remain unchanged, and so are omitted.
Theorem 5.1. [10, Theorem 3.1] Suppose T ∈ (BCP)(H) and B is an arbitrary strictly
norm decreasing block diagonal operator. Then, for every ε > 0, there exist c.n.u.
contractions T0 = T0(ε) and Ki = Ki(ε), i = 1, 2, satisfying Ki ∈ C1(H) and ‖Ki‖1 <
ε for i = 1, 2, such that, if we deﬁne T̂ ∈ (BCP)(H⊕H) as the 2×2 operator matrix
T̂ =
(
T0 K1
K2 B
)
,
then
(a) le(T̂ ) ⊃ le(T ), re(T̂ ) ⊃ re(T ), and (T̂ ) ⊃ (T ),
(b) if T ∈ C00(H), then also T̂ ∈ C00(H⊕H), and
(c) T () h∼ T̂ , so Hlat(T ) ≡ Hlat(T̂ ).
Deﬁnition 5.2. Fix an orthonormal basis {en}n∈N of H and set, for each j ∈ N, Mj =∨{e1, e2, . . . , ej }. Let N be partitioned as N = ∪j∈NPj , where for each j ∈ N, Pj
is an inﬁnite set, and deﬁne K = ⊕m∈NKm, where Km = Mj for each m ∈ Pj .
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Moreover, for each j ∈ N, let Dj be a countable set of strict contractions norm-dense
in the unit ball of L(Mj ), and enumerate the elements of Dj as {Bk}k∈Pj . Deﬁne now
Bu :=
⊕
k∈N Bk ∈ L(K).
It is clear that Bu is a C00, strictly norm decreasing, block diagonal (BCP)-operator
in L(K) whose point spectrum p(Bu) is dense in D, such that le(Bu) = D−. It is
also true (cf. [10, Corollary 4.6]) that Bu is universal in the sense that if S is any
contraction in L(H) and ε > 0 is given, then there exist operators U : K → H ⊕H
and K ∈ K(K) with U unitary and ||K|| < ε such that U(Bu +K)U∗ = Bu ⊕ S.
Putting all of the above results together, we obtain this last, perhaps surprising, new
theorem.
Theorem 5.3. Let T be any operator in L(H) with property (AHV), let ε > 0, and let
Bu be the block diagonal, C00, (BCP)-operator from Deﬁnition 5.2. Then there exists
an operator K ∈ K with ||K|| < ε such that
(A) Bu +K ∈ C00 ∩ (QD) ∩ (BCP),
(B) (Bu +K) = le(Bu +K) = D−, and
(C) if T˜ = (T + 	1H) is as in Theorem 4.4, then (T˜ )() h∼Bu + K , so Hlat(T )
≡ Hlat(Bu +K).
Proof. Set  = 0 and deﬁne T˜ = (T + 	1H) as in Theorem 4.4. An application of
that theorem yields an operator T1 ∈ C00 ∩ (BCP) such that (T1) = le(T1) = D−
and (T˜ )() h∼ T1. We now apply Theorem 5.1 with T = T1 and B = Bu to obtain
an operator T̂1 ∈ L(H ⊕ H) such that T̂1 ∈ C00 ∩ (BCP), (T̂1) = le(T̂1) = D−,
(T1)()
h∼ T̂1, and T̂1 has the form
T̂1 =
(
T0 K1
K2 Bu
)
, (7)
where T0 is a c.n.u. contraction, K1, K2 ∈ C1(H), and ||Ki || < ε/2 for i = 1, 2. Since
the hyperquasisimilarities occurring in the relations (T˜ )() h∼ T1 and (T1)() h∼ T̂1 are
both of the form covered by Theorem 2.8, we conclude easily that ((T˜ )())() h∼ T̂1, and
since ((T˜ )())() is unitarily equivalent to (T˜ )(), we get that (T˜ )() h∼ T̂1. Moreover,
if we write
J =
(
0 K1
K2 0
)
,
then ||J ||1 < ε/2 and from (7) we get that T̂1 = (T0 ⊕ Bu) + J . Next we apply the
universality of Bu, as mentioned in Deﬁnition 5.2, to obtain the existence of a compact
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operator K˜ with ||K˜|| < ε/2 and a unitary operator U such that
U(Bu + K˜)U∗ = T0 ⊕ Bu
and therefore such that
U(Bu + K˜ + U∗JU)U∗ = (T0 ⊕ Bu)+ J = T̂1.
Thus, after setting K := K˜ + U∗JU , we have that ||K|| < ε and (T˜ )() h∼U∗T̂1U =
Bu +K , so the proof is complete. 
Corollary 5.4. With Bu as in Theorem 5.3, let T ∈ L(H) be an arbitrary operator
with property (AHV), and let ε > 0 be arbitrary. Then there exists K = K(T , ε) ∈ K
such that Hlat(T ) ≡ Hlat(Bu +K).
Remark 5.5. The question of what structures are possible for Hlat(T ) if (T ) is count-
ably inﬁnite but T does not have property (AHV) will be discussed in a subsequent
paper. Note also that it may well be possible to replace the class {Bu + K : K ∈ K}
appearing in Theorem 5.3 by a subclass with even better properties.
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