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This paper show-s the connection between information transmission i  
one-dimensional ce lular space and the maximum invariant set of an automaton 
system. The classification of cellular spaces by their information transmission 
ability, posed by Nishio and Kobuchi, is discussed in detail. What we are 
concerned with are various conspicuous cut points which reduce their in- 
formation transmission ability. The main result shows that such cut points of 
information transmission can be quite far from the origin (of the cellular 
space). 
1. INTRODUCTION 
One of the most important branches of the cellular automata theory is 
the design of a cellular automaton which performs a specific function. 
A typical one is embedding of a Turing machine into a two-dimensional 
cellular automaton. In order that a cellular automaton may perform a specific 
function, information must be transmitted from a point on the cellular 
space to another point. In case of embedding of a Turing machine, for 
example, the information about symbols on the tape must be transmitted 
to the control part of the machine. We attend only to the aspect of information 
transmission i  the cellular space. Although we limit ourselves to a one- 
dimensional one, that is originally a one-dimensional flow of information 
in the two-dimensional cellular space. A subject of our concern is not a 
specific cellular automaton but the class of all (one-dimensional, bounded) 
cellular spaces. When we try to analyze a whole class of objects, what we 
should do first is classify the objects. We refer to Nishio (1972) which 
proposed the classification of one-dimensional, bounded cellular spaces by 
their information transmission ability. This is a classification of cellular 
spaces into 3 disjoint classes by how much information is transmitted from 
the right to the leftmost cell. That is called the ~//-classification. 
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For a configuration of a cellular space, suppose that we are standing at 
the leftmost cell. The cell changes its state as time goes on, and we attend 
to the sequence of states, which is called an output sequence. How is the 
output sequence affected by the right cells ? We compare the transition of 
configurations which initially differ only on the right-hand edge. How does 
the difference exert influence upon the leftmost cell as time goes on ? Let 
us study that influence. We investigate whether or not the difference of 
states on the right grows up, travels from right to left, and finally appears 
as a difference of the output sequence. Generally speaking, the influence 
in the above sense becomes weaker with distance, i.e., as the length of the 
configuration becomes large. We consider two kinds of cut points for the 
lengths of configurations: one is called a j-value, and the other is called a 
k-value. 
Let L denote the length of a configuration. The j-value is an integer having 
the following properties: (1) For L <j ,  every initial configuration transmits 
information (or influence) on the right to the leftmost cell, and (2) for L >/j, 
some initial configurations do not transmit information on the right to the 
leftmost cell. The h-value is an integer having the following properties: 
(1) For L < h, some initial configurations transmit information on the 
right to the leftmost cell, and (2) for L >/k, no initial configuration transmits 
information on the right to the leftmost cell. A cellular space does not always 
have the above critical values. Of course, if a cellular space has a k-value, 
it has also a j-value. Hence there are 3 logical possibilities. 
Let us classify all cellular spaces into 3 disjoint classes by whether or not 
each cellular space has the above critical values. The class I is the set of all 
cellular spaces having both a j-value and a k-value. The class H is the set 
of all cellular spaces that have a j-value, but do not have a k-value. The 
class I I I  is the set of all cellular spaces that have neither a j-value nor a 
h-value. Thus a classification for cellular spaces is naturally defined. I f  we 
prove undecidability of the classification problem, that implies noncom- 
putability of the critical values. In other words, the critical values can be 
quite large. We consider 3 kinds of meaning for the expression "transmit 
information on the right," which implies 3 kinds of meaning for j -  and 
k-values and consequently 3 kinds of classifications, which are called _/1, R, 
and T. 
This paper is composed of three parts. 
(1) Section 2 states the precise formulation of the problem. It includes 
definitions for j- and h-values in the 3 senses, and consequently classifications 
in the 3 senses. 
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(2) Sections 3 and 4 deal with actual classification for the 256 cellular 
spaces having 2 states, taking R-classification as an example. Section 3 
discusses ome general aspects of the R-classification. We show that the 
information on the right is transmitted to the leftmost cell in real time if and 
only if there exists a nonempty invariant set of a certain system. Using this 
fact, in Section 4 we carry out the R-classification of the 256 cellular spaces 
having two states. 
(3) Section 5 discusses the decision problem of classification. By the 
method of the maximum invariant set for an automaton system (discussed 
in Takahashi, 1976a,b), we prove that the classification problem is undecid- 
able. This implies that the critical values concerning information transmission 
can be quite large. 
Why is the maximum invariant set related to the classification problem 
about information transmission ? The classification problem concerns whether 
or not information is transmitted from the arbitrarily far right to the leftmost 
cell. In order to see that, it is necessary to grasp the asymptotic behavior 
in the time of the system, and the technique of the maximum invariant set 
enables us to understand the behavior. Remember how the maximum 
invariant set of a system is connected with the asymptotic behavior of the 
system when time passes. 
2. FORMULATION OF THE PROBLEM 
The purposes of this section are (1) to define an output sequence, (2) to 
introduce (a)jA, hA-Values and the A-classification, (b) jR, kR-values and 
the R-classification, (c) iT,  kr-values and the T-classification, and (3) to 
state some immediate results including the relations of various classes. 
What we study is the class of all (one-dimensional, bounded) cellular 
spaces (see Definition 2.1 in Takahashi, 1976a). Let a cellular space be 
A~ ~ (S, fb, b~, br). A configuration u in S* makes the transition 
u -~ F~(u)  ~ . . .  -~  Fb~(u)  -+ . . .  - -~ F~+"(u)  = F~(u)  
and finally falls into the periodic transition, i.e., a loop (Fbi(u) ..... F~+~- l (u ) ) .  
We attend to the leftmost cell. The sequence of states of the leftmost cell, 
XoXlX 2 ""  x i  "" x i+ ~ "'" (where x i+ ~ - -  x i )  , 
is called the output  sequence .  P (u )  denotes the output sequence when the 
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initial configuration is u. (Formally we put P(A)= A.) In general, P(u) 
consists of two parts, a transient part XoXlX 2 ... x~_ 1 in the beginning and 
the periodic part xi "" xi+~ "", which follows the first. 
First we compare transition of configurations which differ on the right, 
in order to see the influence of the difference upon the output sequence. 
By the comparison, we define the two critical values and the A-classification. 
LEMMA 2.1. Let a cellular space be A b -= (S, fb, bt, b~). Define a set CA 
as follows: 
C A = {u E S*; There exists v in S* such that P(u) =/= P(uv). (v depends on u.)} 
Then CA is a prefix closed set. 
DEFINITION 2.2. Let a cellular space be A~ = (S, fb, ba, br). 
(i) For i >/0, define a property Ja(i) by the following. 
JA(i): For an arbitrary configuration u in S i, there exists v in S* 
such that P(u) ~ P(uv). 
In general, v depends on u. I f  fn(i) holds, information on the right is trans- 
mitted to the leftmost cell for an arbitrary configuration of length i. It follows 
from Lemma 2.1 that if JA(n) holds for n----i, then JA(n) holds for any 
n ~ i. To say otherwise, if JA(n) breaks down for n - - j ,  it never revives 
for any n > j .  I f  there exists an integerj such that JA(J -- 1) holds and JA(j) 
does not hold, the integer j is called a jA-value. 
(ii) For i ~> 0, define a property KA(i) by the following. 
KA(i): For some configuration w in S ~, there exists x in S* such that 
P(w) ~ P(wx). 
In general, x depends on w. It follows from Lemma 2.1 that if KA(n) holds 
for n ~ i, then KA(n) holds for any n ~< i. To say otherwise, if KA(n) breaks 
down for n = k, it never revives for any n > h. I f  there exists an integer k 
such that KA(k -- 1) holds and KA(h) does not hold, the integer h is called 
a kA-value. I f  Ab has a kA-value, it has ajA-value also. JA <~ hA • 
(iii) (a) As belongs to IA if it has both ajA-value and a kA-value, i.e., 
A 0 belongs to I A if information on the right is never transmitted to the 
leftmost cell for sufficiently long configurations. 
(b) A0 belongs to I I  A if it has ajA-value but does not have a hA-value, 
i.e., Ao belongs to IIA if information on the right arrives or does not arrive 
at the leftmost cell as initial configurations vary. 
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(c) Ab belongs to I l ia if it has neither a jA-value nor a kA-value, 
i.e., Ab belongs to I I I  A if information on the right is transmitted to the 
leftmost cell for any configuration. 
(iv) kA(n ) denotes the supremum of hA-values for all Ab in I A such 
that I S l = n. j~1(n) denotes the supremum ofjA-values of all A~ in IA such 
that [ S I = n. jAH(n) denotes that for l I  A . 
The question we are concerned about is whether a difference (of the 
configuration) on the right grows to be a difference of state of the leftmost 
cell. We attend to the speed of transmission of the difference. For example, 
in a shift register which shifts its content from right to left, information on 
the right is transmitted to the left in the period of time just equal to the 
length of the register. This is called information transmission in real time. 
We consider the following R-classification to see whether information is 
transmitted in real time. For the R-classification, the right boundary b r is 
irrelevant, so we classify cellular spaces of the form -//b' = (S, fb, bz). (Also, 
_//0' is called a cellular space, because the expression is not misleading.) 
PT~(u) denotes the output (i.e., state of the leftmost cell) at time t = k, when 
the initial configuration (at time t = 0) is u. 
DEFINITION 2.3. Let a cellular space be Ab' = (S, fb, b~). 
(i) For i />  0, define a property JR(i) by the following. 
JR(i): For an arbitrary configuration u in S i, there exists a pair x I , 
x 2 of states in S such that Pi(uxl) @ Pi(ux2). 
In general, x 1 and xe depend on u. I f  JR(i) holds, information on the right 
is transmitted to the leftmost cell in real time for an arbitrary configuration 
of length i. I f  there exists an integer j such that JR(n) holds for n ~<j --  1 
and JR(J) does not hold, the integerj is called aiR-value. 
(ii) For i ~> 0, define a property KR(i ) by the following. 
KR(i): For some configuration w in S i, there exists a pair x 1 , x 2 of 
states in S such that Pi(wxl) ~ P~(wx2). 
In general, x 1 and x 2 depend on w. Note that, if KR(n ) holds for n = i, it 
holds for any n ~ i. In other words, if KR(n) breaks down for n = k, it 
never revives for any n > k. I f  there exists an integer k such that KR(k --  1) 
holds and KR(k ) does not hold, the integer k is called a kR-value. I f  A~' has 
a kR-value, it has a jR-value also. JR <~ kR • 
(iii) (a) ~/b' belongs to I R if it has both a jR-value and a kR-value. 
(b) -do' belongs to I I  R if it has a jR-value but does not have a kR-value. 
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(c) A b' belongs to I I I  R if it has neither a jR-value nor a kR-value. Instead 
ofIII~ , we can consider the following more restrictive one: (d) Av' belongs 
to IIIR' if the following property JR'(i) holds for any i />  0. 
JR'(i): For an arbitrary configuration u in S i, P i (ux l )~ Pi(ux2) 
for any pair x 1 , x2 of different states in S. 
That is, Ao' belongs to IIIR' if any difference on the right (of the initial 
configurations) is transmitted to the leftmost cell in real time for an arbitrary 
configuration. (e) A b' belongs to IIR' if d0' belongs to neither I R nor IIIR'. 
Evidently IIIR' C IIIR and I I  R' D I I  R . Consider defining a jR'-Value as a 
breakdown point of JR'(i). Proof of Proposition 2.6 shows that such ajn'-value 
(if it exists) is at most 2. 
(iv) hR(n ) denotes the supremum of kn-values for all Ab' in I R such 
that [ S 1 n. jRi(n) denotes the supremum of jR-values of all Ab' in I n 
such that ] S [ = n. jRH(n) denotes that for IIn . 
We can use a cellular space as a transducer by varying the right boundary 
condition. Let the sequence of the varied right boundary condition be 
I = xoXlX 2 "" where each xi belongs to S. I is called the input sequence. The 
output is the sequence of states of the leftmost cell. P(u, I) denotes the output 
sequence when the initial configuration (at time t = 0) is u in S* and the 
input sequence is L (Formally we put P(A, I) = I.) We consider the fol- 
lowing T-classification for cellular spaces of the form Ab' ~ (S, f~, bz). 
LEMMA 2.4. Let a cellular space be A b' -~ (S, fo, b~). Define a set CT as 
follows. 
CT = {u ~ S*; There exists a pair 11 , 12 of input sequences such that 
P(u, 11) ~ P(u, 12). (11, Is depend on u.)}. 
Then CT is a prefix closed set. 
DEFINITION 2.5. Let a cellular space be Ab' -- (S, fb, bt). 
(i) For i >~ 0, define a property Jr(i) by the following. 
Jr(i): For an arbitrary configuration u in S i, there exists a pair Ia, 
I s of input sequences such that P(u, 11) ~ P(u, 12). 
In general, 11 and I 2 depends on u. It follows from Lemma 2.4 that, if Jr(n) 
holds for n ~ i, it holds for n ~ i. I f  Jr(n) breaks down for n = j, it never 
revives for any n > j. I f  there exists an integer j such that J T ( j -  1) holds 
and Jr(J) does not hold, the integer j is called a jr-value. 
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(ii) For i >~ 0, define a property Kr( i)  by the following. 
KT(i): For some configuration w in S *, there exists a pair 11, I 2 of 
input sequences uch that P(w, 11) ~ P(w, 12). 
In general, I 1 and I2 depend on w. It follows from Lemma 2.4 that if Kr(n) 
holds for n = i, it holds for n <~ i. I f  Kr(n ) breaks down for n -- k, it never 
revives for any n > k. If  there exists an integer h such that KT(k -- 1) holds 
and KT(k) does not hold, the integer k is called a hT-value. I f  A b' has a 
hr-value, it has a iT-value also. Jr <~ hr. 
(iii) (a) Ao' belongs to I T if it has both a jr-value and a kT-value. 
(b) Ab' belongs to I Ir if it has ajT-value but does not have a hT-value. (c) d0' 
belongs to IIIT if it has neither a jr-value nor a kT-value. Instead of I I I r ,  
we can consider the following more restrictive one: (d) A b' belongs to IIIr' 
if the following property Jr '(/) holds for any i >/0. 
Jr'(/): For an arbitrary configuration u in S ~, P(u, I1) ~ P(u, I2) for 
any pair I~, 12 of different input sequences. 
(e) A0' belongs to IIr' if it belongs to neither I7- nor IIIT'. Evidently, 
-[liT' C IIIT and I I r 'D I I r .  Consider defining a iT'-Value as a breakdown 
point of Jr'(i). Proof of Proposition 2.6 shows that such a iT'-Value is at 
most 2. 
(iv) hr(n ) denotes the supremum of hT-values for all d0' in I r  such 
that I S I = n. jr1(n) denotes the supremum of iT-values for all db' in I T 
such that ] S 1 ~- n. jTH(n) denotes that for I I  r . 
PROPOSITION 2.6. Let A b' -~ (S, fo, bl) be a cellular space. The following 
3 conditions are equivalent. 
(1) Ab' belongs to IIIR'. 
(2) Ab' belongs to Hit ' .  
(3) fb(x, y, zl) :A fb(x, y, z2) for any states x, y, zl , and z~ (zl v~ z2) 
inS.  
Proof. It  is evident that (3) implies (1). The reverse is proved as follows. 
Assume that here exists a pair of different states Zl and z 2 such that 
fb(x,y, Zl )=fo(x ,y ,  z~). Consider the configuration u = xy. Then the 
information on the right never arrives at the leftmost cell in real time, for 
configuration u. Thus (1) implies (3). Equivalency of (2) and (3) is proved 
in the same way. Q.E.D. 
COROLLARY 2.6.1. For an arbitrary cellular space ~t b' = (S, fb , b~), each 
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of the following is decidable: (1) whether A~' belongs to 1111{ or not, and 
(2) whether A b' belongs to IIIr' or not. 
PROPOSITION 2.7. (1) I I I  R' =- IIIr'. 
(2) I rC IA  CIR. 
(3) HR CII~ u H~.  
(4) I I I  R C I I I r .  I I IR' C IIIA C l i lT ,  
(2) means the following: I f  Ab '= (S,f~, b~) belongs to I t ,  then for any state 
a in S, A~ -- (S, fb, b~, b r = a) belongs to IA. I f  Ab = (S, fb, bz, br) belongs 
to IA, then Ab' = (S, fb, bz), made from Ab by omitting br, belongs to I R . 
So with the other relations. 
Proof. This is easily proved from the definitions. Q.E.D. 
3. R-CLASSIFICATION AND AN INVARIANT SET 
Sections 3 and 4 discuss the R-classification as an example of classification. 
Discussion of the same kind will be possible for the other classifications. 
The purposes of the section are (1) to define a compound state, and (2) to 
state, in terms of an invariant set of a system, a necessary and sufficient 
condition for A~' to belong to IIR ~ II IR. 
First let us investigate a simple example for information transmission in 
real time. Consider the following cellular space A b' = (S, fb, b~). 
(1) S ={0,  1}. 
(2) fb(000) = 0, fo(001) = 1. The others are irrelevant o the following 
discussion. 
(3) b~ =0.  
We consider two configurations u 1 = O n" 0 and u2 = 0 ~" 1 as initial ones 
and compare their transition. We attend to difference of the state of the 
leftmost cell at time t = n (see Fig. 1). For information transmission in real 
oo-.ooo/ oo--ooi/ oo..oo(?)/ 
. , .  oo:o 7... 007 /  
FIo. I. i n f o r m a t i o n  transmission in real t i m e .  
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time like this example, we need to consider only configurations which 
decrease by one at each step. From the figure, we see that information on 
the right is surely transmitted to the leftmost cell in real time in the sense 
of Definition 2.3. Since n is an arbitrary positive integer, the cellular space 
A(  belongs to either IIR or I I I~ .  
In order to compare the transition of two configurations different only 
in the rightmost state, we introduce a compound state, which is equivalent 
to a "variable" defined by Nishio (1972). 
DEFINITION 3.1. Let Ab '= (S , f~,  b~) be a cellular space. A column 
composed of two different states is called a compound state. Let (z 1 , z2) ~ be 
a compound state (z 1 =/= z2). The local transition function fb is extended to 
the case that the third argument is a compound state. Let 
A(~, y, (~ ,  ~)+) = (A(~, y, ~), A(~, y, ~))' 
iffb(x, y, Zl) + fb(x, y, Z2) , and let 
A(x, y, (~,  ~)~) = A(~, y, ~1) 
if fb(x, y, zl) =fb(x,  y, z2). 
Let Z be a set of all compound states, and let ~ = S*  u S*Z.  The 
mapping F6: £2--~ ~2 is defined as follows: For u =- xlx 2 ... Xn in S*, let 
F~(~ ... ~)  = A(b~-~)A(~x~) " "A(~ ~ ~x~). 
For any x 1 in S, let Fb(xl) = A. This shows thatF~(S n) C S ~-1 for any n > 0. 
For u : xlx 2 "" x~z in S*Z (where z is a compound state), let 
Fb(XlXe "" X~aZ) = fb(bzXlX2) fb(xlx~xa) "" fb(x~ 2x~_lx~) fb(x~_lx~z ). 
For any z in Z, let Fb(z ) = A. F~(u) belongs to either S*Z or S*. 
For the case that S = {0, 1}, we write z = (0, 1) 1 and 2 = (1, 0) t. 
Using the concept of a compound state, we can rewrite the definition of 
the R-classification as follows: Let A b' = (S, fb ,  hi). 
(i) For i >~ 0, define a property JR(i) as follows. 
Ja(i): For any u in S i, Fb~(uZ) n Z :# ~.  
I f  there exists an integer j such that JR(n) holds for n ~ j -  1 and JR(j) 
does not hold, the integer j is called aiR-value. 
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(ii) For i />  O, define a property KR(i) as follows. 
KR(i): Fbi(SiX) c~ Z ~ ;~. 
A he-value is defined as a breakdown point of the property KR(i). 
(iii) .d 0' is classified to I R , I I  R , or I I I  R as before. A (  belongs to IIIR 
ifFbi(SiZ) C Z for any i >/0. 
Proposition 3.2 below is used to conclude that a cellular space -//0' belongs 
to I R . Proposition 3.4 below is used to conclude that a cellular space _d( 
belongs to IIR w I I I  R . 
PROPOSITION 3.2. Let A(  = (S, fb,  bz) be a cellular space, and let SR be 
a set defined by 
S R = {A, v ~ S 'Z ;  Fbi(v) belongs to Z (i = lg(v) - -  1)}. 
Then Fb( SR) C S R holds. A (  belongs to I R i f  and only if  S R is a finite set. 
L~MMA 3.3. Let (£2,F) be an arbitrary system. Suppose there exists a 
sequence of sets {C_i ; i = 0, 1, 2,..} such that 
(1) each C_ i (i >/O) is a finite nonempty subset of£2, and 
(2) F(C_i) C C-i+1, for i > O. 
Then there exists a sequence of states in £2, 
U = (..., x_2,  x_ i ,  Xo, X l ,  x 2 ,...), 
such that each x_i (i >/O) belongs to C_i and F(x~) = xj+l for all j. U, viewed 
as a set of states, is an invariant set. 
PROPOSITION 3.4. Let a cellular space be A(= (S, fo,  bz), and let a 
system defined by A(  be (£2, Fo), where £2 = S* w S*Z. Let £2c -= {A} u S*Z. 
A (  belongs to IIR k3 I I I  R if  and only i f  there exists a nontrivial invariant set 
U C £2c (i.e., i f  and only if  there exists a subset U of £2c such that U ~ {A} 
and Fb(U) = U). 
Proof. Assume that there exists a nontrivial invariant set U C £2~. Let 
u (=/= A) be any member in U. For any i > O, Fbi(u) belongs to U (and hence 
to £2~). Let k • lg(u) --  1. Then Fb~(u) belongs to £2c and hence to Z, because 
that is of length 1. Therefore we have U C SR (SR is the set defined in 
Proposition 3.2). Since Fb is a mapping which decreases the length of a 
sequence by one, a finite set cannot be an invariant set. Therefore U is an 
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infinite set. Since U C SR, SR is an infinite set. By Proposition 3.2, Ab' 
belongs to IIR ~9 IIIR . 
Next assume that no subset of ~o is a nontrivial invariant set. Then SR 
must be a finite set, because if S R is an infinite set, we can construct a non- 
trivial invariant set by using Lemma 3.3. By Proposition 3.2, N0' belongs 
to I R . Q.E.D. 
PROPOSITION 3.5. Let a cellular space be Av' = (S, fb, b~). I f  there exists 
a subset R (@ {A}) of Dc having the properties 
(1) Fbi(R) C Dcfor any i >/O, and 
(2) there exists N > 0 such that F~N(R) = R, 
then A b' belongs to I I  R k9 I I I  R . 
Proof. Let U = R k3 Fo(R) k3 Fo2(R) • ... u FN-I(R). U is contained in 
£2~ and Fb(U) = U. The proposition follows from Proposition 3.4. Q.E.D. 
A subset R having the above properties must be an infinite set. The 
above proposition will be used for a regular set R (in X2c), in particular for 
a regular set of the form R = u'z,  where u is a sequence in S* and z is a 
compound state. 
4. R-CLASSIFICATION OF THE 256 CELLULAR SPACES HAVING Two STATES 
Let a cellular space be A b' = (S, fb, b~). Let S = {0, 1} and let b~ = 0. 
By varying the local transition function fb, we have 256 cellular spaces. In 
this section, we carry out the R-classification of these cellular spaces. The 
aims of the section are (1) to decide the class I I I  R , (2) to state how to construct 
the set S R inductively, and (3) to list up all in the class I I  R together with 
their R and N (defined in Proposition 3.5). 
LEMMA 4.1. For cellular spaces having exactly two states, the following 
hold: (1) IIIR coincides with II I l(, and hence (2) jR-value for IR and I I  R is at 
most 2. 
By Proposition 2.6, we can determine the class I I IR.  From fb: $3 -+ S, 
make the function fb/xy: S --~ S (x, y ~ S) by 
fblxy(z) = f~(xyz), for ~ in S. 
A cellular space Ao' belongs to IIIR' if and only if the function f~/xy is 
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bijective for every x, y in S. For the case S = {0, 1}, what is possible is 
either 
fi/xy(O) = 0 and  f i/xy(1) = 1, 
or  
f~/xy(O) = 1 and fb/xy(1) = O, 
for x, y in {0, 1}. Hence there are 16 cellular spaces in the class I I IR .  
Next we must determine the classes I R and I I  R . We construct he set S R 
(defined in Proposition 3.2), by making the transition graph of the system 
(SR, Fb) inductively. 
(1) Let SR ° --- {A}, and let SR 1 be the set of all compound states, i.e., 
SR ~ = Z. For z in SR 1, draw an arrow z --~ A. 
(2) Assume that the set S R is constructed up to SR n. Let S~ +1 be the 
set defined by 
S~ +1 = {u E snz; Fb(U ) belongs to SRn}. 
For u in S~ +1 and v in SR ~, ifFb(u ) ~ v, draw an arrow u -+ v. 
k--1 
(3) I f  SR 7~ = ~ for some k > 0, then SR = Ui=0 SR i, kR-value is k, 
and A(  belongs to IR • 
In general, SR = Ui=0 SR i. In order to conclude that a cellular space A b' 
belongs to I IR ,  we must find the regular set R and N > 0 defined by Proposi- 
tion 3.5. The R-classification of the cellular spaces having two states was 
carried out by this heuristic method. We now list up all cellular spaces 
in the class I I  R . As mentioned before, S = {0, 1} and b~ = 0. We express 
the local transition function f'o by 
(fb(000), fb(001), fb(010), f~(011), f~(100), f~(101), fb(110), fb(111)). 
We write "a" in place of f~(xyz) if that is permitted to be any state. For 
example, "Ab' ~-(Olaaaaaa) belongs to I IR" means that every cellular 
space such that f~(000) = 0 and f~(001) = 1 belongs to I I  R . We write both 
R and N (in Proposition 3.5) in addition. In the expression for R, {A} is not 
written explicitly, z denotes (0, 1)* and 5 denotes (1, 0)*. The following 
cellular spaces (except he ones in I I IR) belong to I I  R . 
(1) A b' = (Olaaaaaa). R = 0*z and N = l. 
(2) Ab' = (aaOlaaO1). R = l *z  and N = l. 
(3) A b' = (aalOlOaa). R -~ (10)* z and N = 2. 
(4) A (  = (alOlalaa). R ~- (01)* z and N = 2. 
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(5) Aj  -- (lOaOaalO). R = 
(6) A~' = (101001aa). R = 
(7) .4b' = (100110aa). R = 
(8) -db' = (al01010a). R = 
(9) A~' = (aaOllOlO). R= 
(10) Ab' = (a1100110). R = 
(11) A b' = (100101aa). R = 
(12) Ab' = (10a00a01). R = 
(13) Ab' = (a l l0a l01) .  R = 
(14) A j  = (10010010). R = 
(15) Ab' = (10011110). R = 
(11)* z and N = 2. 
(010)* z and N = 3. 
(100)* z and N = 3. 
(101)* z and N = 3. 
(110)* z and N = 3 .  
(110)* z and N = 3. 
(1000)* z and N = 4. 
(110000)* z and N = 6. 
(111010)* z and N = 6. 
(10010 " 11110 • 00000)*z and N = 15. 
0111(1 s) (12 v 15 v 16)z and N = 8. 
For  example, consider A s' in (8). Fb((101)*z) = (011)*01z, Fb((011)*01z) = 
(110)* l z  and Fb( ( l l0 )*  l z )= (101)* z. Informat ion on the right is trans- 
mitted as in Fig. 2. The  way how A b' in (14) transmits information from 
right to left presents a mysterious ight. 
FIG. 2. 
101101z  
01101z  
1101z  
101z  
01z  
1 z z=(?)  
Z 
Information transmission of (8). 
There are 108 cellular spaces which have the above-ment ioned local 
transit ion functions (except the ones in IIIR). All the other cellular spaces 
belong to I R . This  is concluded by ascertaining that the set SR for each of 
them is a finite set. For  example, consider a cellular space Ab' = (10101101). 
Its hR-value is 10, which is the largest in the class IR • F igure 3 shows a part  
of the set SR.  
Thus  we have carried out the R-classif ication of all cellular spaces having 
two states. The  number  of members  in each class is as follows: 
132 in I R , 108 in [ IR,  16 in I I I  R , and 256 in total. 
Fro. 3. 
z~--Oz*--11~*-100z~--OO11z~O1111z 
0101002 
001100000z"~10001111~_+1110011 z 
001101000z7 
A pa~ of SRgraph havingthelargestkR-value. 
643/33/x-4 
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5. NONCOMPUTABILITY OFT AND k VALUES 
The purposes of this section are (1) to prove that the classification into 
classes I and 11 is undecidable, (2) to prove that the classification into 
classes II and III is undecidable, and (3) to prove that the classification into 
classes I and III is undecidable. In this section, for example, the statement 
“Classification into IA and II4 is recursively unsolvable” means that for an 
arbitrary cellular space A, (which is proved to be) in IA u llA , it is recursively 
unsolvable to determine whether A, belongs to IA or IIA . Although we 
discuss mainly the A-classification, results about R, T-classifications are 
also obtained as corollaries. Noncomputability ofj, k-values are obtained as 
corollaries. 
The discussion in this section is based upon Takahashi (1976a,b). In 
these references we discussed the computation universality (CU) of the 
second kind (for unilateral cellular spaces), which is quite different from that 
of the first kind. When we knew only CU of the first kind, it seemed very 
difficult or impossible to prove undecidability of the classification problem, 
but now we know CU of the second kind. Let A, = (S, fu , b, = C) be 
the unilateral cellular space which simulates the computation of a Turing 
machine T in the sense of CU of the second kind. The computation of T is 
embedded in the S,,, tree of A,(T). The trunk for L = 3k + 1 expresses 
the instantaneous description of Tat time t = k. If T never halts, the specific 
state H never appears in the S,, tree. If T halts at time t = K, then the 
trunk for L = 3K is of the form (H,..., H). We assume fu(H, x) = H for 
any state x in S. 
Our plan for proving undecidability of the classification is as follows. 
Since A,(T) is unilateral, the information on the right is not transmitted 
to left. We add a specific state D to the state set S and assume that only D 
can exert influence on states from right. Only the state H is not affected by 
the right D, i.e., H blocks the influence of D from right. Any configuration 
finally falls into the S,,, tree. If T never halts, H never appears in the Smax 
tree, so the influence of D placed on the right can arrive at the leftmost 
cell in this case. On the other hand, if T halts, the trunk (H,..., H) plays 
the role of a barrier against D, which prevents the influence of D from 
going to the left. In this way we can prove undecidability of the classification 
problem. 
The following definitions are optional in the logical viewpoint, but help 
us understand the proof of Theorem 5.1, etc. 
DEFINITION. A cellular space A, = (S, fu , b, , b,) is said to be homo- 
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morphic to a cellular space Ab' -- (S',fo', b{, b~/) if there exists a surjective 
mapping : S--~ S' which has the following properties: 
(I) g(fb(x,y, z)) =fb'(g(x),g(y),g(z)) ,  for x, y, z in S; 
(2) b{ = g(b~) and by' = g(br). 
I f  A0 is homomorphic to Ao', the cellular system (S*,Fo) defined by Ab 
is homomorphic to (S'*, Fb' ) defined by A0', of course. 
DEFINITION. i scatterer is a cellular space do (S, fo,  bt, by) defined 
as follows: 
(1) S ={D,E};  
(2) f~(E, E, E) = E,f~(D, A, A) = D,f~(A, D, A) = D,f~(A, A, D) = 
D, where A means an arbitrary state in S; 
(3) b~ = b,. = E. 
From (2), we see that sooner or later the state D occupies the whole configura- 
tion if an initial configuration contains at least one D. 
THEOREM 5.1. Classification into I A and I I  A is recursively unsolvable. 
Proof. For a Turing machine T, consider A~(T) (S , f~,bz  = C). 
We build a bilateral cellular space Ab(T ) = (S0 ,fb, b~ z C, br -- C) from 
A~(T), as follows. Let Sb = S k9 {D} where D is a specific state not contained 
in S. We define the local transition function f0 by the following: 
(1) A(a, b, c) = f~(a, b), 
(2) f0(D,y,  z) -- D, 
(3) fb(x, D, z) = D, 
(4) fo(x, y, D) = D, 
(5) y%(a, H, D) = f~(a, H), 
fora,  b, c inS=S~- - (D} .  
fory, z in S 0 . 
for x, z in S~ . 
for x in Sb and y in S 0 --  {H}. 
fo ra inS=Sb- -{D}.  
By (1), a cell behaves like a unilateral one if no state in the neighborhood 
is D. By (3), a cell in the state D remains in the state forever. _db does not 
belong to I I I  A , because a configuration which initially contains D does not 
transmit any information on the right to left. jA = 1 holds. Therefore As 
belongs to I A k9 I I  A . By (4), a cell in any state except H falls into the state D 
if the right neighbor is D. By (5), the state H is not influenced by the right D. 
(As we see from (1)-(4), if it were not for the state H, Ab(T ) would be 
homomorphic to a scatterer under the correspondence g(S)= E and 
g(D) = D. By (5), H blocks the scatter of D from right to left.) 
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(i) Assume that T never halts. Then H never appears in the S,,, 
tree of A,(T). Let u be an arbitrary configuration contained in the S,,, 
tree. We compare two output sequences P(U) and P(uD). Since H is not 
contained in the S,,, tree, there is no state (in the configuration) that 
prevents D from reaching the leftmost cell. D arrives at the leftmost cell in 
real time. The S,,, tree plays a role of an information channel for D. Thus 
P(uD) contains D. Evidently P(U) does not contain D. Therefore 
P(U) # P(uD), which shows that A, belongs to 1l, . 
(ii) If T halts at time t = k, then the trunk for L = 3k (in the S,,, 
tree for A,(T)) is of the form (H,..., H). If a configuration u contains the 
state D, then P(U) = P(uv) for any v in Sb*, because of (3). We investigate 
configurations which do not contain D. Let lH be the length of the longest 
branch in the transition graph for system (S3”, F,). Consider an arbitrary 
configuration u in (S, - (D})* of length not less than 3k. Since u does not 
contain D, it behaves like a unilateral one. The (3/z)-th cell will fall into the 
state H after at most ZH units of time. Since the only state (in SJ which 
affects a cell from the right is D, we compare the output sequences P(U) 
and P(uv) where v contains D. Assume that Zg(u) 2 3k + ZH . The state D 
which is contained in v takes at least ZH units of time to arrive at the (3k)-th 
cell. By that time, however, the (3k)-th cell will have fallen into the state H 
and will prevent D from going to left (see Fig. 4). Therefore P(U) = P(uv) 
for any v in S,*. 
FIG. 4. (3k)-th cell falls into H before D arrives. 
As we have seen, P(U) = P(uv) for any u in S,* such that Zg(u) > 3k + lEi 
and for any v in S,*. This shows that A, belongs to IA . For the kA-value, 
we have 3k < K, < 3k + ZH . This completes the proof. Q.E.D. 
By the above proof, we obtain the following corollary. 
COROLLARY 5.1.1. Classi$cation into IR and IIR is recursively unsolvable. 
ClassijLication into IT and IIr is recursively unsolvable. 
COROLLARY 5.1.2. The supyemum of k,-values is noncomputable even if 
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cellular spaces are limited to ones such that the jA-value equals 1. (Of course, 
hA(n ) in Definition 2.2 is noncomputable.) This is so with both the hR-value and 
the kr-value. 
It is interesting that the critical value for information transmission can 
be so large. The following definition helps us understand the proof of 
Theorem 5.2 and 5.3. 
DEFINITION. A conveyer is a cellular space Ab = (S, f0, bz, b~) defined 
as follows: 
(1) S={D,E} .  
(2) f~(A, E, E) = E,£(A ,  E, D) = D,fo(D, D, A) = D, fb(E, D, A) = E, 
where A means an arbitrary state in S. 
(3) b~=br=E.  
For example, consider an initial configuration D 1~ for the conveyer. The 
transition is as follows: 
DT~ --> EDT~-I -+ DED~-2 --> EDED~-3 --+ DEDEDk-~ --> ... ___> DEk-1 --~ E ~. 
D's are conveyed one by one from right to left as if each D were an actual 
thing. For any configuration u in S*, the output sequence P(u) contains D's 
of the same number as D's in u. 
THEOREM 5.2. Classification into IIA and III~ is recursively unsolvable. 
Proof. For a Turing machine T, we build a bilateral cellular space 
Ab(T) ~ (Sb, f~,bz  = C, br = C) from the unilateral one A~(T) 
(S , f~,  b~ = C), as follows. Let Sb = S u {D} where D is a specific state 
not contained in S. We define the local transition functionfb y the following, 
in which B is one of the states in S and denotes a blank symbol. 
(1) fb(a, b, c) =f~(a, b), 
(2) fb(x, y, D) = D, 
(3) fb(a, H, z) -= f~(a, H), 
(4) fb(x, D, z) = B, 
(5) f~(H, D, z) : D, 
(6) £(D, D, z) = D, 
for a, b, c in S = S b --  {D}. 
for x in S b and 
y in S - -  {H} = Sb - -  {D, H}. 
for a in S = Sb --  {D} and z in Sb. 
for x in S --  {/t} = S~ - -  {D, H} and 
z in  S~. 
for z in Sb. 
for z in S b . 
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(As we see from (1) (2), (4), and (6), if it were not for H, Ab(T) would be 
homomorphic to a conveyer under a correspondence g(S) = E and g(D) = D. 
By (3) and (5), H stems the flow of D’s on the right, but D still behaves like 
an actual object.) By (l), a cell behaves like a unilateral one if no state in the 
neighborhood is D. By (2) any state except H is affected by the right D. 
By (3), H is not affected by the right D. Now we prove that A,(T) does not 
belong to IA . For any k > 0, consider the configuration D”. The transition 
which starts from Dk is as follows: 
D” + BDL-1 + DBD”-2 + BDBDk-3 -+ DBDBDk-4 + ... 
+DB”-l+B”-t... . 
D propagates to the left one by one, so that the output sequence P(DL) 
contains exactly k D’s. Therefore P(D”) # P(D7c . D). Since k is an arbitrary 
positive integer, this shows that /lb(T) belongs to IIA u 1, . 
(i) If T halts at time t = k, then the trunk for L = 3k (in the S,,, 
tree of A,(T)) is of the form (H,..., H). Consider any configuration in S,,, 
of length 3k. The rightmost state is H forever. By (3), a cell in the state H 
behaves like a unilateral one and never permits any information on the right 
to pass by. It follows from this that A,(T) is not a member of III, . Therefore 
A,(T) belongs to lIA . j, = 3k holds. 
(ii) If T never halts, H does not appear in the S,,, tree of A,(T). 
Any configuration in S* finally falls into the S,,, tree. Let u be any con- 
figuration in S,* (which may contain D). The only state which prevents D 
from going to left is H. However, H’s in the configuration are destined to 
disappearance, unless T halts. When H disappears, D, which has been waiting 
on the right, can pass by and finally arrive at the leftmost. Therefore the 
number of D’s contained in P(u) coincides with that in U. Hence 
P(u) # P(uD). Since u is an arbitrary configuration, it follows from this 
that A,(T) belongs to Irl, . Q.E.D. 
COROLLARY 5.2.1. Classi$cation intd Il, and IIIT is recursively unsolvable. 
COROLLARY 5.2.2. Both jA,*(n) and j,,!(n) in Dejinitions 2.2 and 2.5 are 
noncomputable. 
The following definition helps us to understand the proof of Theorem 5.3. 
DEFINITION. A cellular space A, = (S, fb , b, , b,) is said to be juxta- 
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position of cellular spaces Abl = ($1 ,fbl, bll, brl) and Ab~ = ($2 ,fb2, bt2, b~2), 
if the following hold: 
(1) S = {(Xl ,  X2)t; X 1 @ S 1 and xe E $2}. 
(2) fb((x 1 , x2)*, (Yl, y~)t, (zl , z2)* ) = (fbl(xx , Yl , zl),fb~(x2 , Y~ , zz))'. 
(3) b~ ~ (b~, by,) t and b,. = (b~l , b~z) *.
THEORnM 5.3. Classification into I A and lH  ~ is recursively unsolvable. 
Proof. For a Turing machine T, we build a bilateral cellular space 
Ab(T) = (S~ ,fb, b(, br' ) from the unilateral one A~,(T) = (S, fu ,  b~ = C). 
Let D and E be symbols which play the role of suffixes for states in S. Let 
S b ={a/D,  a/E; a ~ S} 
and let b~' = b/  = C/E. The local transition function f~ is defined by the 
following. A means any symbol in {D, E}. 
(1) fb (x /A ,y /E ,z /E )~f~(x ,y ) /E ,  forx, y, z inS .  
(2) f~(x/A, y/E, z/D) = f~,(x, y)/D, for x in S and y, z in S --  {H}. 
(3) fb(x/D, y/D, z/A) =f,,(x, y)/D, for x, y, z in S. 
(4) f~(x /E ,y /D ,z /A)=f~(x ,y ) /E ,  for x, y inS - -{H}andz inS .  
(5) fb(H/A, y/D, z/A) = H/D, for y, z in S. 
(6) f~(x/A, HID, z/A) = f,,(x, H)/D, for x, z in S. 
(7) fb(x/A, H/E, z/A) =f,,(x, H)/E, for x, z in S. 
(8) fb(x/A, y/E, H/A) = f,~(x, y)/E, for x, z in S. 
(As we see from (1)-(4), if it were not for H, As(T) would be juxtaposition 
of A~,(T) and a conveyer. By (5)-(8), H stems the flow of D's, but each D 
still behaves like an actual object.) As long as H is not contained in the 
configuration, the suffix D goes to the left one by one. Only the state H 
prevents D from going to the left. I f  H's vanish finally, D's reach the leftmost 
cell. I f  H 's  appear and remain forever, D's on the right cannot reach the 
leftmost cell. In either case, As(T) does not belong to I I  A . 
(i) I f  T never halts, each D dan finally arrive at the leftmost cell, 
because any configuration in S* finally falls in the Smax tree (of A,,(T)) 
which contains no H. This shows that Ab(T) belongs to I I I4 .  
(ii) I f  Thal ts  at time t=k ,  the trunk fo rL=3k in  the Smaxtree 
of A,,(T) is of the form (H,..., H). Let 1H be the length of the longest branch 
in system (S 3k, F~). We can prove just in the same way as in Theorem 6.1 
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that no information on the right can arrive at the leftmost cell because of 
blocking by H, if the configuration is of length not less than 3k + lH. 
Therefore Ab( T ) belongs to I n . jn ~ 3k and 3k < k.4 <~ 3k q- ln . Q.E.D. 
COROLLARY 5.3.1. Classification into I r and l i1 T is recursively unsolvable. 
COROLLARY 5.3.2. Both jm(n) and jri(n) in Definitions 2.2 and 2.5 are 
noncomputable. 
Thus we have obtained our main result. See Definitions 2.2, 2.3, and 2.5. 
THEOREM 5.4. (1) kA(n), jm(n), and jAH(n) are noncomputable. (2) k~(n) 
is noncomputable. (3) kr(n), jri(n), and jTn(n ) are noncomputable. 
The above result shows that the cutpoints of information transmission 
can be tremendously far (from the leftmost cell). The following problem 
seems not to be solved by our present method. 
Open problem. Is it solvable to determine whether or not an arbitrary 
cellular space belongs to I I I  R ? 
6. CONCLUDING REMARKS 
We discussed in the paper the problem of information transmission n 
one-dimensional cellular space. Classifications of objects into 3 classes were 
made as follows. Let P(x, y) be a property of two variables x and y. Then 
the set {x} is classified into the following 3 disjoint subsets: 
I = {x; VyP(x, y)}. 
H = {x; ~yP(x, y), but not VyP(x, y)}. 
I I I  = {x; not 3yP(x, y)}. 
Undecidability of classification (for example, A-classification) can be proved 
in a unified way as follows. For a pair of Turing machines T 1 and T2, we 
can build a unilateral cellular space A~(T1,712) having the following proper- 
ties: 
(1) The Smax tree of A~(T1, T~) branches at L = 1 into two parts 
and after that, never branches (see Fig. 5). 
(2) The computation of each Turing machine is embedded into each 
part of the Smax tree, in the sense that a trunk expresses an instantaneous 
description. 
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T trunks 
Fit .  5. 2 Turing machines embedded in the Sm~x tree. 
In  the same way as the proof  of Theorem 5.3, we can build f rom Au(T1, T2) 
a bilateral cellular space Ab(T1, T2) such that 
(1) if both T 1 and T2 halt, then Ao(T1,212) belongs to IA ,  
(2) if either T 1 or T~ (but not both) halts, then Ab(T1, T2) belongs 
to I I  A , and 
(3) if neither T 1 nor T 2 halts, then Ab(T1, T~) belongs to Ilia. 
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