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Ces travaux de thèse sont dédiés à la mesure de formes 3D, de champs cinématiques 3D surfaciques
et à l’identification de paramètres mécaniques à partir de mesures par corrélation d’images. Cette méthode
optique se base sur l’utilisation de caméras comme support de la mesure. Pour cette raison, une étude des
différents modèles de caméra classiquement utilisés est effectuée, puis le passage d’un formalisme continu
pour la description des images à une approche discrète utilisant la notion de pixel est décrit. Une attention
particulière est portée aux distorsions optiques et une approche utilisant la corrélation d’images pour les
évaluer est développée.
Une nouvelle méthode de mesure de forme 3D et de champs de déplacements 3D surfaciques par
stéréo-corrélation d’images est introduite. Elle utilise un modèle numérique de l’objet observé comme sup-
port pour la corrélation. Cette méthode mène à une formulation globale de la stéréo-corrélation. Elle peut
être écrite dans le cas général et particularisée à des surfaces NURBS (non-uniform rational B-splines). Le
champ de déplacement est également exprimé dans un formalisme NURBS complètement cohérent avec
le modèle géométrique utilisé pour définir la forme observée. Des mesures sont validées en utilisant des
mouvements imposés à un carreau de Bézier usiné. La faisabilité de la technique dans plusieurs cas indus-
triels est également étudiée avec, par exemple, la mesure des déplacements d’une pièce composite de train
d’atterrissage chargée mécaniquement.
Enfin, à partir de cette formulation isogéométrique de la mesure de champs, une étude de la caracté-
risation de propriétés élastiques est effectuée. Deux méthodes inspirées d’approches existantes sont ainsi
proposées, utilisant des mesures de champs et des calculs numériques dans un formalisme isogéométrique
pour identifier des paramètres de loi de comportement élastique isotrope sur un cas test numérique et pour
un essai de traction uniaxiale.
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Introduction
L’essor des mesures de champs et plus particulièrement de la corrélation d’images numériques dans
les dernières années génère de plus en plus d’engouement autour de ces méthodes dans un contexte in-
dustriel. Depuis les années 1980 [Lucas et Kanade 81, Burt et al. 82, Sutton et al. 83, Sutton et al. 86], ces
méthodes de mesure ont été appliquées avec succès à une très large classe de problèmes [Sutton 13].
La corrélation d’images numériques en mécanique est principalement utilisée pour la mesure de dépla-
cements lors de suivi d’essais, que ce soit à petite échelle en utilisant des images issues de micro-
scopes électroniques [Allais et al. 94, Sutton et al. 07a, Guery et al. 14], mais aussi à des échelles beau-
coup plus grandes, comme l’observation de larges pièces [Chambon et al. 04]. Toutefois, c’est l’échelle
de l’éprouvette coupon standard qui reste la plus observée [Sutton et al. 09] de par la quantité et la
grande variété des essais. Au delà de la diversité des études en termes d’échelle spatiale, la « dé-
mocratisation » des caméras rapides a permis de faire de la mesure à des échelles de temps très
courtes [Tiwari et al. 07, Elnasri et al. 07, Tarigopula et al. 08, Besnard et al. 10].
La plupart de ces études est limitée aux déplacements surfaciques 2D d’éprouvettes planes. De plus en
plus de travaux sont cependant menés sur des éprouvettes ayant une forme tridimensionnelle, non plane,
voire complexe, pour lesquelles il devient obligatoire d’utiliser des techniques plus développées que la corré-
lation d’images numérique 2D. La stéréo-corrélation d’images [Luo et al. 93, Helm et al. 96, Sutton et al. 09],
qui couple la corrélation d’images et la stéréo-vision, permet de s’affranchir de la limitation du capteur plan
de l’appareil photographique pour mesurer des formes 3D, ainsi que des champs de déplacements. Cette
technique a également été appliquée à plusieurs échelles spatiales allant du microscopique électronique à
balayage [Sutton et al. 07b] à des pièces de grande dimension [Chambon et al. 04].
La majorité des approches de stéréo-corrélation existantes utilise un formalisme local, reconstruisant la
forme et les champs de déplacement sous la forme d’un nuage de points et de vecteurs. Il existe égale-
ment quelques approches semi-globales de la stéréo-corrélation développées par exemple dans les travaux
de [Besnard 10] ou de [Mathieu 13]. Toutefois, dans ces approches, même si le moteur de corrélation est
global, elles reposent toujours sur un support de forme local, composé d’un nuage de points. De telles ap-
proches induisent l’utilisation de projecteurs plus ou moins complexes pour permettre la comparaison entre
des résultats expérimentaux de mesures 3D et des résultats issus de simulations numériques.
L’identification à partir de la mesure de champs est portée par cette comparaison et constitue un do-
maine de recherche important pour le développement et la validation des modèles [Grédiac et Hild 11]. Les
approches d’identification développées aujourd’hui ont pour but d’utiliser des essais sur des structures plutôt
que de se limiter à des essais sur des éprouvettes élémentaires. Cela permet de diminuer le nombre d’hy-
pothèses simplificatrices dans les modèles et donc d’identifier des lois de comportement plus complexes, en
utilisant un nombre d’essai limité. Cela permet également d’apporter une dimension supérieure à la compa-
raison entre essais et calculs, l’un apportant un nouvel angle de vue sur l’autre, permettant d’utiliser de nou-
velles informations. Il s’agit donc d’utiliser ces outils non pas simplement pour automatiser la détermination
de paramètres mécaniques, mais comme un cadre plus large pour permettre une meilleure compréhension
de la physique en s’aidant de la mécanique pour faire apparaitre des mécanismes plus complexes.
Les travaux qui suivent ont pour objet le développement de techniques de mesure (de formes, de champs
de déplacement et de propriétés mécaniques) dont l’esprit s’inspire principalement de la nécessité d’utiliser
des formats standardisés pour l’échange des informations dans la cadre de l’identification et la validation de
modèles. Ils se sont inscrits dans le cadre d’une thèse CIFRE entre le LMT-Cachan et la société SNECMA,
entité du groupe aéronautique SAFRAN et d’une collaboration entre l’ONERA et le LMT-Cachan via le PRC
Composite (projet de recherche financé par la DGAC, impliquant le Groupe SAFRAN, l’ONERA et le CNRS).
L’intérêt de telles techniques pour les industriels est multiple. Pour le développement des nouvelles gé-
nérations de moteurs, l’utilisation de nouveaux matériaux pour de nouvelles structures est envisagée. L’uti-
lisation de tels matériaux s’accompagne d’une phase de caractérisation souvent longue et coûteuse. Dans
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le cas des composites notamment des architectures tissées, la caractérisation est complexifiée par de nom-
breux effets de structure dus à la forme de la pièce et aux propriétés du matériau. Ainsi, les propriétés
du matériau diffèrent selon l’échelle, mais l’effet de structure, notamment les gradients et la multi-axialité
justifient totalement ce type d’approche novatrice [Gras et al. 13]. Le développement de méthodes d’identifi-
cation à partir de mesure de champs utilisant la stéréo-corrélation d’images permettrait d’utiliser des essais
complexes, voir qualifiants, pour caractériser en une fois un grand nombre de paramètres mécaniques. C’est
dans ce cadre que les travaux de thèse ont vu le jour, le LMT-Cachan ayant une expérience dans le dévelop-
pement de méthodes d’identification et la volonté d’utiliser des approches globales en corrélation d’images,
permettant une comparaison plus simple entre les résultats d’essais et de calcul.
Avant de développer de telles techniques d’identification de paramètres, il faut d’abord être capable
de réaliser la mesure de champs cinématiques. Dans ces travaux, l’optique poursuivie est la simplification
des échanges de données et l’unification des formalismes. Il faut alors se rappeler que même si l’on parle
de mesure ou de simulations numériques, la première étape de la vie d’une pièce (ou d’un échantillon)
reste sa conception. Depuis le milieu du siècle dernier et les développements de Pierre Bézier et de Paul
de Casteljau, la conception assistée par ordinateur (CAO) utilise un formalisme permettant de décrire les
courbes et surfaces possédant un degré de continuité élevé à l’aide d’un nombre de degrés de liberté
faible. De nombreux développements ont été effectués en partant de l’idée des courbes à pôles (notamment
les Non-Uniform Rational B-splines ou NURBS), celles-ci étant aujourd’hui devenue le standard pour la
conception des pièces de formes complexes et la représentation des surfaces [Piegl et Tiller 97].
La forme nominale des pièces est donc définie en utilisant des fonctions de formes NURBS. Ce modèle
nominal constitue en outre un support naturel pour la comparaison lors de la mesure de forme. En effet,
comparer la forme réelle à la forme théorique constitue une première étape obligatoire dans la mesure,
qu’elle soit de forme ou de déplacement. Pour effectuer cette comparaison, il apparait naturel d’utiliser la
même formulation à la fois pour la forme réelle mesurée et pour la forme théorique. De la même manière,
il est possible d’utiliser des fonctions de forme NURBS pour paramétrer les déplacements mesurés par
stéréo-corrélation d’images globale. Utiliser le même formalisme de la conception jusqu’à la mesure de
déplacement permet d’uniformiser le formalisme et de faciliter la comparaison entre les modèles. C’est
l’idée principale qui gouverne les travaux effectués dans cette thèse.
Pour bien appréhender la mesure de champs par des moyens optiques, il est important de caractériser
l’imageur qui projette la scène tridimensionnelle qu’il observe sur un capteur plan et transforme la vision
continue en une matrice de valeurs discrètes, l’image. Une attention toute particulière devra être portée
à l’évaluation et à la correction des distorsions optiques, inhérentes à la superposition de lentilles, et qui
constituent une source potentiellement importante d’écart entre les modèles et la réalité observée. Un cha-
pitre sera donc dédié principalement à la notion d’imageur, présentant les concepts utilisés dans la suite du
manuscrit, que ce soit les modèles ou la corrélation d’images numériques.
L’image est dans ces travaux le support de la mesure de champs cinématiques. Que cette mesure soit
focalisée sur l’étalonnage du modèle de caméras, la mesure de forme ou de champs de déplacement, la
technique de stéréo-corrélation utilisée aura comme support un modèle isogéométrique (NURBS) permet-
tant de faire le lien avec la CAO. Cependant, la mesure avec deux caméras n’étant de manière générale pas
suffisante, une méthode de mesure multi-surface et multi-vue pourra être dérivée de la stéréo-corrélation
classique. L’objet du deuxième chapitre sera donc la définition des méthodes de mesure utilisant un forma-
lisme isogéométrique qui ont été développées dans ces travaux. Chaque algorithme sera également illustré
par des exemples concrets sur des cas tests réels, industriels ou académiques, pour mettre en évidence les
spécificités de la méthode.
Enfin, la finalité de la mesure est la caractérisation mécanique des matériaux. Pour cela, une comparai-
son entre le comportement réel et le comportement simulé doit être effectuée. De la même manière que pour
la mesure, le support naturel de cette comparaison passe dans cette approche par l’utilisation d’un forma-
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lisme isogéométrique. L’analyse isogéométrique, utilisant également des fonctions de forme NURBS pour la
simulation numérique [Cottrell et al. 09], peut être utilisée dans ce cadre pour faciliter la comparaison entre
résultats d’essais et de simulations. Une méthode de corrélation dite intégrée et utilisant des champs de
sensibilité aux grandeurs mécaniques en tant que base de champs cinématiques, constitue une alternative
intéressante aux méthodes d’identification classiques. Le dernier chapitre de ces travaux sera donc dédié au
développement de méthodes de caractérisation et de mesure de propriétés mécaniques en utilisant à la fois
la mesure de champs développée précédemment, mais également la simulation numérique isogéométrique.





L’objet de ce chapitre est de présenter le procédé de formation des images
à travers l’exemple d’une caméra. Pour cela nous détaillerons les différents
modèles de caméra classiquement utilisés, puis nous nous intéresserons
au passage d’un formalisme continu pour la description des images à une
approche discrète utilisant la notion de pixel. Enfin nous proposerons une
approche utilisant la corrélation d’images pour corriger les distorsions op-
tiques dans notre modèle.
5
CHAPITRE 1. DE L’IMAGEUR...
Introduction
L’appareil imageur (que nous simplifierons en caméra dans la suite du manuscrit) est un outil transfor-
mant une quantité observée (lumière visible, électrons, rayonnement infra-rouge,...) en image (en niveaux
de gris ou en couleur) par l’intermédiaire d’un système optique permettant de guider les rayons (ou les par-
ticules) vers une matrice de conversion transformant ces particules pour donner un signal électrique. C’est
ce signal qui sera ensuite interprété en tant qu’image.
Nous nous intéresserons ici au cas de la lumière visible, traversant un montage de lentilles (l’objectif)
pour être ensuite captée par un détecteur composé de photo-diodes permettant la formation de l’image. Ce
montage représente la majorité des caméras visibles classiques.
Dans ce chapitre, nous étudierons en premier lieu la modélisation de l’appareil imageur. Nous nous
intéresserons notamment au passage de la 3D de l’espace 3D réel au capteur 2D. Dans un second temps,
nous nous pencherons sur l’étude des distorsions optiques. Nous chercherons à les caractériser en utilisant
une méthode de corrélation d’images intégrée développée dans ces travaux. Une étude d’incertitude de
mesure liée au bruit d’acquisition sera également effectuée.
1.1 De l’espace 3D continu au plan discret : la caméra
S’il est important de cerner le fonctionnement d’une caméra, c’est sa modélisation qui est ici fondamen-
tal. Les méthodes de traitement des images et de corrélation développées dans ces travaux reposent sur
le choix d’une paramétrisation spécifique pour la représentation d’une caméra. Cette paramétrisation pour-
rait bien entendu être adaptée dans le cadre d’autres travaux. Dans cette partie nous nous intéresserons
à deux modèles de caméras couramment utilisés : le modèle sténopé et le modèle orthographique. Ces
modèles peuvent être employés pour décrire des caméras de nature différentes, ou simplement dans des
configurations d’utilisation différentes [Sutton et al. 09, Besnard 10].
1.1.1 Le modèle sténopé
Le modèle générique peut être vu comme la composition d’un changement de repère (le passage du
repère de la scène au repère local attaché à la caméra) et d’une projection (l’impression de la scène 3D sur














FIGURE 1.1 : Modélisation de l’image d’un point 3D X en un point 2D x
Le changement de repère entre celui (global) dans lequel est défini la scène observée et celui (local) qui
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est lié à la caméra définit un ensemble de paramètres (3 translations et 3 rotations) communément appelés
paramètres extrinsèques [Faugeras 93, Orteu 09].
Pour décrire efficacement les transformations étudiées, il est nécessaire d’utiliser les coordonnées dites
« homogènes » [Möbius 27]. Ces notations servent à décrire les coordonnées d’un point dans l’espace pro-
jectif et sont particulièrement pratiques pour représenter les transformations de l’espace. Ainsi, on peut as-
socier à chaque point de l’espace euclidien de dimension n une coordonnée supplémentaire (chaque point
possède donc n+ 1 coordonnées) usuellement égale à 1 pour les points, et 0 pour les vecteurs. De cette
manière, les transformations de l’espace (translations, rotations, homothétie, projections ainsi que toutes
leurs compositions) peuvent être écrites sous la forme d’un opérateur matriciel de taille (n+1)× (n+1).
En notant Xc les coordonnées d’un point dans le repère de la caméra et X ses coordonnées dans le
repère de la scène on a
{Xc}=

r11 r12 r13 t1
r21 r22 r23 t2
r31 r32 r33 t3













où R est un tenseur de rotation et t est un vecteur de translation, ce qui donne 6 paramètres à déterminer
(3 angles et 3 translations, ou 1 angle, 2 composantes indépendantes d’un axe de rotation et 3 translations)
pour définir complètement cette transformation.
Une fois dans les coordonnées liées à la caméra, on peut considérer la projection d’un point dans le plan
du capteur et sa transformation en coordonnée pixel [Faugeras 93]. Cette transformation s’écrit de manière
générique sous la forme
{x}=

f · ku ku · cotθ u0+ v0 · cotθ 0









 fu suv x0 00 fv y0 0






où fu et fv représentent la distance focale exprimée dans la métrique pixel (largeur et hauteur), suv tra-
duit l’orthogonalité des lignes et des colonnes du capteur, x0 et y0 correspondent aux coordonnées de la
projection sur le capteur du centre optique.
La projection d’un point 3D sur le capteur de la caméra s’écrit donc
{x}= [K] · [T] · {X}
 1.5
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 fu · r11+ x0 · r31 fu · r12+ x0 · r32 fu · r13+ x0 · r33 fu · t1+ x0 · t3fv · r21+ y0 · r31 fv · r22+ y0 · r32 fv · r23+ y0 · r33 fv · t2+ y0 · t3
















m11 ·X+m12 ·Y +m13 ·Z+m14
m31 ·X+m32 ·Y +m33 ·Z+m34
 1.8
y =
m21 ·X+m22 ·Y +m23 ·Z+m24
m31 ·X+m32 ·Y +m33 ·Z+m34
 1.9
La matrice [M] contient 12 coefficients, mais seules 11 inconnues sont identifiables en pratique dans le
modèle projectif, la transformation étant définie à un facteur d’échelle près.
1.1.2 Le modèle orthographique (la caméra à l’infini)
Le modèle orthographique peut être construit à partir du modèle projectif en faisant l’hypothèse que tous
les rayons sont parallèles [Besnard 10]. Il en résulte la disparition du caractère non linéaire des équations.
En effet, on considère alors
{x}=
 fu suv 0 x00 fv 0 y0
0 0 0 1
{Xc}  1.10
Ainsi la matrice de projection devient
[M] =
 fu · r11 fu · r12 fu · r13 fu · t1+ x0fv · r21 fv · r22 fv · r23 fv · t2+ y0








m21 ·X+m22 ·Y +m23 ·Z+m24
m34
 1.13
Ce modèle est linéaire et la détermination des paramètres m1i et m2i est donc plus simple (puisqu’elle ne né-
cessite pas de résolution itérative). Ce modèle de caméra peut convenir pour représenter un imageur équipé
d’un objectif télécentrique dans lequel tous les rayons lumineux sont parallèles entre eux et orthogonaux au
capteur.
Cette description n’est cependant pas suffisamment riche pour notre cas d’étude, nous travaillerons avec
le modèle non-linéaire complet. Cependant, il est intéressant de noter que ce modèle peut s’appliquer dans
une large catégorie de suivi d’essai par mesure optiques en 2 dimensions et dans certaines configurations
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spécifiques de stéréo-corrélation pour des caméras très éloignées de la structure observée [Besnard 10].
1.1.3 L’image discrétisée : la notion de pixel et le capteur
Notre modèle de caméra projette (pour l’instant) un objet 3D dans un plan, similaire au plan du capteur.
Cependant, l’image obtenue par cette transformation est continue et ne correspond pas à la réalité du si-
gnal obtenu en sortie de l’imageur (qui est discrétisé). Le capteur photographique est la partie de la caméra
qui acquiert réellement l’image 1.2. La conception de cette pièce en fait un capteur discret, qui ne permet
l’obtention que d’un échantillonnage de l’image continue vue par la caméra. Il existe différents types de cap-
teurs : le dispositif à transfert de charge (CCD) et le Complementarity metal-oxide-semiconductor (CMOS)
qui utilisent tous deux l’effet photoélectrique. La différence se situe notamment au niveau du transfert des
charges et du traitement du signal.
FIGURE 1.2 : Exemple de capteur CCD utilisé dans une caméra, ici celui de la caméra Manta G145-B
1.1.3.1 Illustration en 2D
La discrétisation de l’image implique qu’il existe une longueur caractéristique physique (dans l’espace
3D réel) sur laquelle repose l’image. Chaque photo-site du capteur (qui correspond au pixel) intègre tempo-
rellement (c’est le temps d’exposition) mais aussi spatialement (sur une zone dite active du pixel). La couleur
d’un pixel est donc issue de la convolution de la texture de l’objet observé par la fonction de transfert de la
caméra. Les détails plus fins que la longueur caractéristique sont donc complètement effacés (voir l’illus-
tration en figure 1.3). Il faut cependant noter que la conception du capteur, et notamment l’encombrement
nécessaire pour stocker l’électronique embarquée sur le capteur ne permet pas d’avoir une zone active qui
remplie totalement le capteur. Ce facteur de remplissage est différent selon le type de capteur et le format de
celui-ci. Chaque photodiode est généralement équipée d’une lentille de focalisation, qui permet de concen-
trer les photons sur la photodiode malgré la petite taille de celui ci. Le rapport entre la taille de la photodiode
et la taille du pixel est en général plus élevé sur un capteur CCD (50 à 80 %) que sur un capteur CMOS
(30 à 50 %) [Canon , Sony ]. Cependant, ce facteur de remplissage élevé peut mener à des phénomènes
de débordement si une zone de stockage d’une photodiode est pleine et se met à déborder dans les zones
voisines.
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Niveau de gris réel 
Fonction de transfert du photosite
Valeur de niveau de gris discrétisée
FIGURE 1.3 : Schéma de l’intégration spatiale d’un photo-site
1.1.3.2 Inconvénients des formes 3D
Lors de l’observation d’un objet 3D la longueur caractéristique d’intégration varie avec les dimensions
et la forme de l’objet observé. Si l’on observe la surface selon différents points de vue (comme c’est le cas
en stéréo-vision et illustré sur la figure 1.4) il est alors impossible de garantir que l’intégration par le capteur
agira de la même façon sur tous les imageurs et notamment que les détails de la texture seront en mesure
d’être reconnus entre les images.
Surface Observée
Pixels pour 
l'orientation 1 Pixels pour 
l'orientation 2
FIGURE 1.4 : Influence de l’orientation sur la mise en correspondance. Le nombre de pixels correspondant
à des zones physiques similaires pour deux caméras orientées différemment n’est pas le même
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1.2 La corrélation d’images
La corrélation d’images numériques (CIN) est une technique qui consiste à apparier deux (ou plusieurs)
images de la même scène pour en extraire le champ de déplacement permettant d’obtenir cette correspon-
dance [Sutton et al. 09]. Cette méthode se base sur l’hypothèse de conservation de niveaux de gris entre
deux images de la même scène. Si l’on note f et g deux images, respectivement de référence et déformée
alors cette hypothèse peut s’écrire
f (x) = g(x+u(x))
 1.14
avec x les coordonnées des pixels et u(x) un déplacement entre les deux images. Si les déplacements entre
deux images sont suffisamment petits, alors un développement de Taylor au premier ordre permet d’écrire
f (x) = g(x+ u˜(x))+∇g(x+ u˜(x)) ·δu(x)
 1.15
et le problème de corrélation consiste à trouver le champ de déplacement correctif δu(x) qui vérifie cette
propriété.
1.2.1 les méthodes locales
On distingue plusieurs approches de la corrélation, apparus depuis les années 1980. La première ap-
proche développée historiquement est le formalisme dit « local » [Peters et Ranson 82, Sutton et al. 83,
Sutton et al. 86]. Dans cette approche, on considère non pas l’image entière mais des petites portions de
celle-ci, appelées imagettes. On cherche ainsi pour chaque imagette F de l’image de référence un corres-
pondant G dans l’image déformée en minimisant la somme des différences quadratiques (SSD)
u = argmin(F(x)−G(x+u))
 1.16
avec u le déplacement local associé à chaque imagette. Si l’on considère un déplacement constant, alors







Ce critère est le premier à être apparu, et d’autres, permettant d’utiliser des propriétés d’invariance va-
riées en sont dérivées. La différence quadratique à moyenne nulle (ZSSD) permet de s’affranchir d’une diffé-
rence constante en niveau de gris entre les imagettes (brillance différente entre les deux) [Sutton et al. 09].
La différence quadratique normée (NSSD) met à profit une invariance par changement d’échelle (un chan-
gement de contraste entre les imagettes) [Sutton et al. 09]. En combinant ces deux critères, on obtient une
invariance par changement de brillance et de contraste local (le cas le plus courant lors du suivi d’essais
mécanique) grâce au critère des différences quadratiques normalisées à moyenne nulle (ZNSSD). Aujour-
d’hui, ces critères ne constituent plus le cœur des algorithmes (notamment à cause du manque de précision
et de modularité des champs recherchés), mais peuvent être utilisés pour fournir une première estimation
des champs des déplacements puisque leur implémentation et le temps de calcul nécessaire (notamment
en utilisant la transformée de Fourier rapide (FFT)) sont négligeables devant les méthodes d’optimisation
standard.
Il est aujourd’hui nécessaire (pour la stéréo-corrélation notamment [Helm et al. 96]) d’utiliser des ap-
proximations locales du champ recherché prenant en compte des déformations des imagettes (en utilisant
par exemple les déformations longitudinales et transverse ainsi que le cisaillement en tant qu’inconnues
locales). L’augmentation du nombre de degrés de liberté nécessite cependant l’utilisation d’imagettes plus
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grosse, pour compenser l’augmentation des incertitudes liées au bruit de mesure. Ceci est une des raisons
pour lesquelles seul le déplacement moyen de l’imagette est conservé [Hild et Roux 12a].
1.2.2 Les méthodes globales
Ces méthodes ont été développées dans les années 2000 [Wagne et al. 02, Broggiato 04, Sun et al. 05,
Hild et Roux 06] comme une alternatives aux méthodes locales. Dans cette approche, au lieu de découper
l’image complète en imagettes, on recherche à faire l’appariement sur le domaine entier d’un seul coup.
Pour ce faire, il faut augmenter les degrés de libertés cinématiques de u puisqu’en général un déplacement





où les champs ψn(x) forment la base cinématique choisie. Les amplitudes an sont dépendantes les unes
des autres (corrélées), contrairement aux solutions de l’approche locale.
Le choix de la base peut être extrêmement varié, et on peut trouver des usages nombreux de plu-
sieurs approches dans la littérature. Le choix d’une base cinématique type éléments-finis (Q4 [Broggiato 04,
Sun et al. 05, Besnard et al. 06], T3 [Leclerc et al. 09, Tomicevic et al. 13] permet d’interfacer facilement les
résultats de mesure de champs avec des simulations numériques. L’usage de bases de champs plus exo-
tiques, de type NURBS par exemple reste toutefois possible [Réthoré et al. 09a]. On peut également choisir
d’utiliser des champs analytiques compatibles avec la mécanique pour réaliser la mesure comme les solu-
tions d’un problème poutre [Hild et al. 09] ou de milieu élastique fissuré [Roux et Hild 06b], ou les solutions
élastiques de la compression diamétrale sur un cylindre [Hild et Roux 06]. Cette méthode permet de limiter
fortement le nombre de degrés de libertés en plus d’obtenir une solution en déplacement compatible avec
la mécanique (approche intégrée).
1.3 Influence et correction des distorsions : Utilisation de la CIN
Introduction
Jusqu’ici, la chaine optique considérée n’était composée que d’éléments parfaits. Or, la perfor-
mance des systèmes optiques de mesure est grandement dépendante de la qualité du matériel uti-
lisé. Dans le cas des systèmes optiques et plus spécifiquement de la mesure par vision, certains tra-
vaux [Yoneyama et al. 06, Fayolle et al. 08, Sutton et al. 09, Lava et al. 12] montrent que les distorsions op-
tiques induites par l’imperfection des lentilles peuvent introduire des biais dans la mesure. Ces biais peuvent,
sous certaines hypothèses, être considérés comme du second ordre dans la mesure en 2D. Pour la stéréo-
vision, l’influence de ce biais est mal connue à cause notamment du caractère non linéaire du problème vis
à vis des images 2D. Il s’agit donc de chercher à s’affranchir de cette erreur due au matériel.
Il existe plusieurs méthodes pour évaluer ces distorsions optiques. [Brown 66] utilise un modèle analy-
tique pour corriger les distorsions sans les mesurer à proprement parler tandis que [Zhang 00] profite de
l’extraction des paramètres intrinsèques et extrinsèques de ses appareils optiques pour évaluer les dis-
torsions à l’aide d’une mire connue. [Yoneyama et al. 06] utilisent des mouvements de corps rigides pour
évaluer ces distorsions. L’extraction de la position de points particuliers (centre de disques, coins de car-
rés,...) de la mire sur les images et la connaissance de leurs positions relatives dans la réalité permet de
calculer les déplacements induits par les distorsions.
Dans ce chapitre, nous nous attacherons à proposer une méthode d’évaluation des distorsions optiques
induites par les objectifs en utilisant la corrélation d’images 2D intégrée [Roux et Hild 06b]. En utilisant un
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modèle physique de champ de déplacement induit par ces artefacts nous pourrons extraire les coefficients
de distorsions pour nous permettre de corriger nos images. Contrairement aux méthodes basées sur l’ex-
traction de points particuliers, cette méthode repose sur l’utilisation de l’image complète d’une mire et sa
comparaison à l’image théorique par corrélation d’images numériques.
1.3.1 Distorsions optiques
Nous abordons dans cette partie la physique des distorsions que nous considérerons dans la suite, ainsi
que leur modélisation mathématique.
1.3.1.1 Physique des distorsions
Les distorsions optiques sont principalement causées par des imperfections des appareils et de leurs
optiques. Plusieurs sortes de défauts peuvent générer des distorsions optiques. L’épaisseur et l’alignement
des lentilles dans les systèmes sont généralement de simples approximations d’un modèle parfait et intro-
duisent donc des écarts. Différents types de biais sont généralement identifiés [Brown 71, Weng et al. 92,
Sutton et al. 09] et seulement trois sont pris en compte et étudiés dans ces travaux :
— La distorsion radiale (voir figure 1.5(a)), due à l’approximation paraxiale. Lorsque la lumière pénètre
dans le système en faisant un grand angle avec l’axe optique, l’approximation gaussienne de son
parcours ne représente plus la réalité. Ces rayons ne rencontrent pas le capteur (CCD ou CMOS) à
la position prévue par le modèle, ce qui cause une distorsion de l’image [Brown 66].
— La distorsion de décentrage (voir figure 1.5(b)) est causée par un écart de coaxialité entre les len-
tilles qui composent les différentes optiques. Dans un système parfaitement aligné, les rayons qui
passent par le centre des lentilles ne sont jamais déviés. Si les centres ne sont pas coaxiaux, tous
les rayons sont déviés. Il existe malgré tout un axe optique « apparent » qui peut être défini pour
prendre en compte le système complet, celui-ci ne coïncide pas avec le centre optique prédit par le
modèle [Brown 66].
— La distorsion prismatique (voir figure 1.5(c)) est due au défaut de parallélisme des lentilles entre elles
et avec le capteur. Cette distorsion est aussi appelée « tilt » [Brown 66].
(a) Distorsion radiale (b) Distorsion de décentrage (c) Distorsion prismatique
FIGURE 1.5 : Effet de différents types de distorsions sur l’apparence d’une grille régulière [Besnard 10]
Tous ces biais peuvent être décrits comme un champ de déplacement apparent entre une image prise
par un système optique et une image parfaite de la même scène.
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1.3.1.2 Déplacement apparent
Chacune des distorsions introduites précédemment peut être décrite par un modèle mathéma-
tique [Brown 71]. Il tient compte du fait que la position vraie de chaque pixel (xr,yr) est biaisée et s’est
donc déplacée d’une quantité (δx,δy). Sa position dans l’image est donc (xr + δx,yr + δy). Corriger les
distorsions optiques consiste donc à déterminer ce mouvement apparent (δx,δy) [Brown 66, Brown 71].
Distorsion radiale La distorsion radiale est reliée à la série des puissances impaires de la coordonnée
radiale d’un pixel. Elle est décrite par une série semi-infinie [Brown 66, Brown 71]

















où δRx ,δRy représentent les déplacements apparents causés par la distorsion radiale, et rk l’amplitude (incon-
nue) de la distorsion à l’ordre k.
Distorsion de décentrage Ce modèle représente l’influence d’un centre optique apparent, différent de
celui issu du modèle théorique. Il est aussi exprimé à l’aide d’un série semi-infinie [Brown 66, Brown 71]

















où δDx ,δDy représentent les déplacements apparents causés par la distorsion de décentrage, sk l’amplitude
(inconnue) de la distorsion à l’ordre k, et φ0 la position angulaire du centre apparent dans l’image.
On peut remarquer (et cette propriété sera mise en évidence et utilisée dans la suite) qu’une distor-
sion radiale non-centrée génère deux distorsions de décentrage. On peut ainsi considérer que le centre
« apparent » de la distorsion radiale et les distorsions de décentrage sont reliés.
Distorsion prismatique Ce biais est relié à la série des puissances paires de la coordonnée radiale d’un
pixel. Une série semi-infinie est aussi utilisée [Brown 66, Brown 71]

















où δPx ,δPy sont les déplacements apparents causés par la distorsion prismatique, et tk l’amplitude (inconnue)
de la distorsion à l’ordre k.
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Dans ces travaux, nous utiliserons un développement au premier ordre des expressions précédentes
δRx (xr,yr) = r1xr(x2r + y2r )
δRy (xr,yr) = r1yr(x2r + y2r )
δSx(xr,yr) = 2d2xryr−d1(3x2r + y2r )
δSy(xr,yr) = 2d1xryr−d2(x2r +3y2r )
δPx (xr,yr) = p1(x2r + y2r )
δPy (xr,yr) = p2(x2r + y2r )
 1.22
Cette restriction aux premiers ordres nous permet de conserver un faible nombre d’inconnues dans notre
système (i.e. 5 coefficients) tout en modélisant la partie prépondérante des distorsions. C’est une hypothèse
classique vis-à-vis de la modélisation des distorsions [Brown 66, Brown 71, Weng et al. 92, Sutton et al. 09].
1.3.2 Évaluation des distorsion par CIN intégrée
Dans cette partie, nous utiliserons la corrélation d’images numériques (CIN) pour évaluer les
distorsions optiques. On considérera deux approches différentes de la corrélation d’images numé-
riques globale [Dufour et al. 14]. Premièrement, nous utiliserons la corrélation d’images numériques inté-
grée [Hild et Roux 06, Roux et Hild 06b, Leclerc et al. 09] dans laquelle la décomposition du champ de dé-
placement est donnée directement par l’équation
 1.22 . Il n’y a donc plus besoin de reprojeter le champ
de déplacement mesuré pour extraire les paramètres de distorsions. Une alternative possible est d’utiliser
une base de déplacement spline en considérant un modèle non paramétrique de distorsion (i.e. qui n’uti-
lise pas de modèle physique). Ce type d’approches a déjà été utilisé pour analyser des déplacements de
poutres [Hild et al. 09] ou la compression d’éprouvettes en bois [Réthoré et al. 09b].
La corrélation d’images repose sur la comparaison de plusieurs images. Considérons tout d’abord une
image générée numériquement et composée uniquement de disques noirs sur un fond blanc uni. Cette
image sera la configuration de référence f (x). Elle correspond au modèle de la mire d’étalonnage utilisé
dans la suite. Cette référence peut être imprimée (ou gravée) sur une mire "physique" et imagée par un
appareil optique. Cette seconde image a donc été déformée par les distorsions optiques dues aux défauts
des lentilles qui composent les objectifs du système. Elle correspond à l’image g(x) dans la configuration
déformée.
Dans ces travaux, deux mires d’étalonnage différentes ont été utilisées. La première a été imprimée sur
une tôle en alliage d’aluminium (figure 1.6(b)) à partir de l’image de référence présentée sur la figure 1.6(a).
La seconde a été gravée sur une plaque d’acier inoxydable rectifiée (figure 1.7(b)) à partir d’une autre
référence (figure 1.7(a)). Les deux références sont composées de disques noirs distribués aléatoirement sur
un fond blanc uni, leur position n’est pas exactement la même dans les deux cas. L’image est découpée en
éléments carrés de même taille et un disque est positionné dans chaque élément aléatoirement. Le centre
et le diamètre de ces points noirs sont donc connus.
Contrairement aux mires d’étalonnage standard [Weng et al. 92, Zhang 00, Yoneyama et al. 06,
Sutton et al. 09], la procédure d’étalonnage est basée sur l’utilisation d’un motif aléatoire mais
connu [Cornille 05, Coudert 05]. Cela nous permet d’utiliser la CIN au lieu d’une approche géométrique
pour corriger les distorsions. La référence numérique est ensuite imprimée sur une tôle d’alliage d’alumi-
nium ou gravée sur une plaque d’acier brunie. Pour déterminer l’orientation de la mire, 3 disques de dia-
mètres différents marquent les coins (figure 1.7). La mire gravée utilisée dans cette étude est une plaque
mesurant 150×150 mm2 avec des points d’un diamètre de 1.46 mm. La mire imprimée mesure quant à elle
150×150 mm2 avec des points d’un diamètre de 1 mm.
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(a) (b)
FIGURE 1.6 : Référence numérique (a) et image de la mire imprimée (b). On peut noter que des défauts
dus à l’impression sont présents (ici entourés en rouge) [Dufour et al. 14]
(a) (b)
FIGURE 1.7 : Référence numérique (a) et image de la mire gravée (b). On peut noter que le point dans le
coin inférieur gauche n’a pas été gravé [Dufour et al. 14]
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1.3.2.1 CIN globale
La résolution d’un problème de corrélation d’images numériques globale consiste à satisfaire au mieux
la conservation des niveaux de gris entre 2 images
f (x) = g(x+u(x))
 1.23





sur toute la région d’intérêt (ROI) à la recherche du champ de déplacement inconnu u. Pour estimer u, un
schéma de Newton-Raphson modifié est utilisé dans lequel on considère la fonctionnelle linéarisée η2lin
η2lin = ∑
ROI
[g(x+ u˜(x))+δu(x) ·∇ f (x)− f (x)]2
 1.25
où u˜ est l’estimation à l’itération courante du champ de déplacement recherché, et δu est l’incrément de
déplacement à appliquer à ce champ. On pourra remarquer que seul le gradient de f apparait dans cette
expression, puisque l’on peut considérer qu’à convergence f (x) = g(x+u(x)) et donc les gradients sont
équivalents. Il est cependant plus efficace d’évaluer le gradient de f qui ne changera pas au cours des
itérations plutôt que le gradient de g qui sera mis à jour à chaque itération et devrait donc être recalculé
régulièrement.
Ce problème est insoluble puisque u (même en limitant sa densité au nombre de pixel de l’image)
possède au moins deux fois plus d’inconnues que d’équations disponibles. On choisit donc en pratique
d’utiliser une approximation du champ u qui peut être écrit sous la forme d’une décomposition sur une base





où an représente les amplitudes correspondant aux champs tests. Comme mentionné précédemment, deux
bases de champs différentes seront utilisées dans ces travaux. Premièrement, lorsque que l’on utilise un
modèle paramétrique (i.e. physique) pour décrire les fonctions de distorsions, l’équation
 1.22 décrit des
champs de déplacements qui peuvent être directement utilisés comme base dans l’équation
 1.26 . Dans un
second temps, une description non-paramétrique (p.ex. basée sur l’utilisation de splines) est aussi possible
pour approcher le champ de déplacement recherché.
La fonctionnelle linéarisée η2lin est donc réécrite comme une fonction des inconnues en amplitudes de

















(ψm ·∇ f )(x)
 1.28
où {a˜} correspond à l’estimation courante des amplitudes du champ de déplacement. La minimisation s’ar-
rête lorsque l’écart quadratique moyen entre deux solutions consécutives {δa} est inférieur à 10−3 pixel.
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Cette valeur sera justifiée par une analyse de résolution effectuée dans la partie 1.3.2.2. Une interpolation
linéaire des niveaux de gris est utilisée dans les exemples proposés ici et le gradient des images est calculé
en utilisant des différences finies centrées pour les pixels intérieurs et différences finies avant ou arrière sur
les bords de la ROI.
1.3.2.2 Analyse de résolution
La résolution est définie comme étant « la plus petite variation de la grandeur mesurée qui produit une
variation perceptible de l’indication correspondante. La résolution peut dépendre, par exemple, du bruit (in-
terne ou externe)[...] » [ISO 93]. On considère une image de référence et on se focalisera sur la sensibilité
δan au bruit des degrés de liberté mesurés associé à l’acquisition d’une image. Dans le cas présent, seule
l’image déformée est affectée par le bruit de mesure (l’image de référence étant générée numériquement).
Le bruit est modélisé dans notre étude par une variable aléatoire ζ, qui est ajouté à g. On suppose que
ζ est un bruit blanc gaussien, de moyenne nulle, et de covariance σ2I(x,y), où x et y sont les coordonnées
des pixel, et I représente la matrice de Kronecker. Sous ces hypothèses, la matrice [M] (de la corrélation
d’image) n’est pas affectée par le bruit de mesure, mais le second membre de l’équation {b} est modifié
d’un petit incrément [Roux et Hild 06b]
δbm =∑
v
(ψm ·∇ f )(v)ζ(v)
 1.29





(ψm ·∇ f )(v)δ(v,w)(ψn ·∇ f )(w)
= σ2Mmn
 1.30
où Mmn sont les coefficients de la matrice [M] que l’on doit inverser dans le problème de corrélation d’images
(voir l’équation
 1.28 ), et δ(., .) représente la fonction delta de Kronecker. En exploitant la relation de linéarité






On peut donc estimer la résolution de la mesure et sa sensibilité au bruit en analysant la matrice de corréla-
tion d’images [M]. Celle-ci étant calculable sans avoir besoin de résoudre le système ou d’une quelconque
estimation du déplacement, cette estimation peut être effectuée a priori. Nous reviendrons sur cette analyse
plusieurs fois dans le manuscrit.
1.3.2.3 CIN intégrée : corrélation d’images avec un modèle de distorsion
Considérons une base de champs de déplacement directement déduits à partir du modèle de distorsion
utilisé (voir l’équation
 1.22 ). Des champs de bas degrés doivent être ajoutés à la base pour tenir compte
des mouvement de corps rigide entre les deux images et du grandissement (voir l’annexe A). Nous obtenons
donc une base contenant onze champs, correspondant à onze amplitudes de déplacement inconnues. On
peut noter que les champs de distorsion sont naturellement exprimés dans des coordonnées (xr,yr) dont
l’origine est l’axe optique alors que les champs additionnels sont exprimés dans des coordonnées (x,y)
dont l’origine est le centre de l’image (la position de l’axe optique étant inconnue a priori). Pour la suite,
nous introduisons une grandeur caractéristique L (longueur ou largeur exprimée en pixels) et des coordon-
nées réduites X ≡ x/L et Y ≡ y/L (et leurs équivalents indicés). Le tableau 1.1 présente l’expression des
différents champs de distorsion et des champs additionnels. Il est important de distinguer les coordonnées
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centrées sur le centre de l’image de celle centrées sur l’axe optique. La convention que nous utilisons ici
nous permet d’exprimer les amplitudes de tous les champs en pixels. En considérant ces champs tests dans







d1 −(3X2r +Y 2r ) 2XrYr














Tableau 1.1: Lien entre champs de déplacements et paramètres de distorsions pour des coordonnées adi-
mensionnées
notre résolution, le nombre de degrés de liberté du système nécessaires pour décrire le champ de déplace-
ment complet est grandement réduit, passant de l’ordre du millier dans des approches locales ou globales
standard, à onze dans la méthode présentée.
Si l’on note¯ les amplitudes des distorsions non centrées, alors le tableau 1.2 peut être réécrit comme la
transformation linéaire suivante
Paramètres ex ey
u0+(d1+ p1− r1Xc)(X2c +Y 2c )+2d1X2c +2d2XcYc 1 0
v0+(d2+ p2− r1Yc)(X2c +Y 2c )+2d1XcYc+2d2Y 2c 0 1
u1x+ r1(3X2c +Y
2
c )−2p1Xc−6d1Xc−2d2Yc X 0
v1x+ r1(2XcYc)−2p2Xc−2d1Yc−2d2Xc 0 X
u1y+ r1(2XcYc)−2p1Yc−2d1Yc−2d2Xc Y 0
v1y+ r1(X2c +3Y
2
c )−2p2Yc−2d1Xc−6d2Yc 0 Y
d1− r1Xc −(3X2+Y 2) 2XY
d2− r1Yc 2XY −(X2+3Y 2)
p1 X2+Y 2 0
p2 0 X2+Y 2
r1 X(X2+Y 2) Y (X2+Y 2)
Tableau 1.2: Lien entre les paramètres de distorsion et les champs non centrés exprimés en coordonnées
adimensionnées
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c ) 0 −(X3c +XcY 2c )
2XcYc (X2c +3Y
2




c ) −(X2cYc+Y 3c )
−6Xc −2Yc −2Xc 0 (3X2c +Y 2c )
−2Yc −2Xc 0 −2Xc 2XcYc
−2Yc −2Xc −2Yc 0 2XcYc





1 0 0 0 −Xc
0 1 0 0 −Yc
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

La correspondance entre les champs montre en particulier qu’une distorsion radiale centrée en xc génère
deux distorsions de décentrage. Inversement, nous pouvons donc définir le centre des distorsions comme le
point xc tel que les distorsions de décentrage soient nulles. On considère alors que le centre des distorsions
radiales ne doit pas générer de décentrage. La procédure consiste alors à évaluer les amplitudes d¯1, d¯2 et




de telle sorte que l’on peut vérifier que d1 = d2 = 0. La distorsion optique peut donc finalement être repré-
senté par les 7 paramètres intrinsèques suivants, déformation moyenne (que l’on peut calculer à partir de u1x
et u1y), les corrections prismatique (i.e. 2 paramètres), la correction radiale (i.e. 1 paramètre) et la position
du centre des distorsions (i.e. 2 paramètres). Parmi les 11 variables introduites précédemment, trois corres-
pondent à des mouvements de corps rigides arbitraires, et une quatrième à un facteur de grandissement.
On doit bien entendu noter que cette opération ne change pas le champ de distorsion mesuré. Comme le
montre le tableau 1.2, la valeur associée aux paramètres de distorsion va évoluer mais le champ global ne
varie pas.
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1.3.2.4 Cas test artificiel
Pour vérifier que l’approche proposée mesure réellement des champs de distorsions, un cas test numé-
rique a été implémenté. Celui-ci consiste à appliquer le déplacement de distorsion aux centres des points de
la mire générée numériquement, puis à utiliser la corrélation d’images intégrée entre cette image déformée
et l’image de référence. Nous avons généré deux images différentes (figure 1.8), l’une avec et l’autre sans
variation globale de niveaux de gris. Cette variation correspond à une ombre artificielle créée en ajoutant un
niveau de gris proportionnel à la distance entre un pixel et le coin supérieur gauche à la valeur en niveau de
gris de chaque pixel. Dans cet exemple, la différence entre les niveaux de gris des coins supérieur gauche
et inférieur gauche est de 30 niveaux de gris (de 0 à 30 niveaux de gris pour les pixels noirs, et de 225 à 255
pour les pixels blancs). L’écart quadratique moyen entre le champ de distorsion imposé et le champ mesuré
(a) (b)
FIGURE 1.8 : Motifs d’étalonnage déformés numériquement utilisés dans le cas test artificiel : (a) avec un
gradient de niveaux de gris, (b) sans variation de niveaux de gris [Dufour et al. 14]
est de 3×10−2 pixel dans les deux cas. On peut relier ces valeurs à l’aspect binarisé des images mais pas
à la variation de niveau de gris globale. L’écart correspondant sur les coefficients de distorsion est inférieur à
6×10−2 pixel. Cette valeur est jugée suffisante pour l’analyse des distorsions. L’erreur de position du centre
est d’environ 1 pixel dans la direction x et 3 pixels dans la direction y comme le montre la figure 1.9. La
méthode proposée est donc validée par cette faible valeur.
1.3.3 Application à des cas réels
Dans cette partie, nous discuterons des résultats obtenus avec la méthode de CIN intégré. De plus,
on effectuera une comparaison avec une autre procédure [Goshtasby 89] et une analyse sur l’estimation
a priori de la résolution [Hild et Roux 12b]. Nous utilisons pour nos mesures un appareil photographique
Canon EOS 60D avec un objectif Optimus 50 mm. La définition des images est 1662×1662 pixels. L’image
est acquise au format RAW, puis chaque groupe de quatre pixels est utilisé pour calculer un niveau de gris
allant de 0 à 255 en utilisant la formule standard de conversion RGB vers niveaux de gris [ISO 93].
Comme l’image de référence est purement numérique, pour rendre la correspondance en niveaux de
gris plus simple et pour éviter les problèmes liés à l’éclairage et aux réflexions, une série d’images a été
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FIGURE 1.9 : Position du centre des distorsions. En rouge la position imposée et en bleu la position calcu-
lée [Dufour et al. 14]
binarisée. Nous avons utilisé l’algorithme d’Otsu [Otsu 79] pour calculer le seuil de binarisation. Cette mé-
thode consiste à supposer que l’image ne contient que deux classes de pixels (i.e. les blancs et les noirs) et
ensuite à calculer le seuil qui minimise la variance à l’intérieur d’une classe. Pour éviter les bords trop nets
des points noirs on peut utiliser un filtre gaussien pour flouter légèrement les interfaces entre le noir et le
blanc. Le filtre utilisé au départ de cette étude avait un diamètre de 5 pixels. Une approche différente peut
également être suivie, dans laquelle ce filtrage gaussien n’est pas imposé a priori mais constitue lui aussi
une inconnue du problème de corrélation. Cette méthode est développée dans l’annexe B et dans l’article
de [Charbal et al. 15a].
1.3.3.1 CIN intégrée
L’opération de corrélation effectuée entre les images résulte en un champ de déplacement. La fiabilité
de la méthode est mesurée par le champ de résidus en niveau de gris (ou résidus de corrélation), qui est
calculé en chaque pixel comme étant l’écart à la conservation du niveau de gris
ε(x) = | f (x)−g(x+um(x))|
 1.34
où um est le champ de déplacement mesuré.
Les figures 1.10(a-b) montrent les champs de distorsion obtenus par corrélation d’images numériques
intégrée en utilisant une mire gravée. Dans ce cas, ils peuvent être facilement extraits des résultats globaux
grâce à la formulation utilisée. La taille physique d’un pixel est de 90µm (cette valeur est obtenue en mesurant
la taille en pixels de la mire et en la divisant par sa taille réelle). L’amplitude maximale du champ de distorsion
est égale à 7 pixels. Conformément à l’intuition, les valeurs du champ sont plus élevées dans les coins de
l’images. La figure 1.10(c) montre une carte de l’erreur résiduelle (en niveau de gris). Celle-ci prouve que
les deux images ont bien été mise en correspondance et que les parties les plus nettes de l’image (les
bords des points noirs) ont des valeurs d’écarts plus grande. Ces erreurs viennent de la comparaison entre
des points numériquement générés (dont les contours sont parfaits) et avec des points noirs issus d’une
photographie (dont les contours sont flous et en niveaux de gris). Cet effet peut être réduit en filtrant les
images a priori (segmentation et convolution par une gaussienne comme mentionné précédemment) ou
en utilisant un algorithme modifié qui possède de nombreux degrés de liberté correspondant aux différentes
corrections de contraste, luminosité et flou gaussien [Charbal et al. 15a] (voir l’exemple montré en annexe B).
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FIGURE 1.10 : Exemple de champ de distorsion (a-b) exprimé en pixels et erreur résiduelle en niveaux de
gris (c). La dynamique de l’image de la mire gravée est de 8 bits. Le point noir manquant (dans le coin
gauche, voir la figure 1.7) donne des valeurs élevées de résidus [Dufour et al. 14]
Estimation de la résolution Pour estimer la résolution des mesures de distorsion, plusieurs images de la
même configuration de la mire gravée sont prises. On effectue l’opération de corrélation entre la référence
numérique et chaque image prise ce qui résulte pour chaque calcul en la position du centre des distorsions
optiques, un champ de distorsions u(x) et une liste de coefficients de distorsions (voir partie 1.3.1.2).
La moyenne et l’écart-type de ces valeurs sont calculés pour comparer les résultats. On estime un
champ de déplacement de référence en prenant la moyenne des 10 champs mesurés. On calcule ensuite
la moyenne quadratique des écarts entre un champ mesuré et la solution de référence. La figure 1.11
représente l’évolution de cet écart dans chacune des deux directions pour les 10 images analysées. L’écart
quadratique entre deux champs de déplacements est de 2.5×10−3 pixel. Cette valeur est très faible et peut
être atteinte grâce à l’approche intégrée que l’on utilise ici.
Dans l’approche proposée, la position du centre des distorsions fait partie des inconnues du système.
La figure 1.12 montre les coordonnées trouvées pour ce point avec les 10 images. La position est comprise
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FIGURE 1.11 : Moyenne quadratique des différences de déplacements (induits par les distorsions seule-
ment) suivant les deux directions ex (trait plein) et ey (trait pointillé) pour une série de dix images de la mire
gravée [Dufour et al. 14]
dans une zone de l’ordre de 1 pixel (écarts quadratiques : 0.65 pixel et 0.43 pixel suivant chaque direction).
Cette valeur est très faible et illustre la robustesse de l’évaluation du centre des distorsion.
Cette analyse de résolution a posteriori peut être reliée à l’estimation a priori introduite dans la par-
tie 1.3.2.2. Utiliser cet estimateur a priori dans notre cas nous conduit à une valeur de l’incertitude due au
bruit sur chacun des coefficient inconnus. L’estimation des incertitudes a priori est visible sur la figure 1.13(a)
et la matrice de covariance réelle du système est présentée sur la figure 1.13(b). On constate que les coeffi-
cients sont du même ordre de grandeur dans les deux cas. L’incertitude sur le paramètre r1 (i.e. correspon-
dant à la distorsion radiale) est plus grande que les autres, ce qui peut être expliqué par son influence sur la
mesure (i.e. le champ radial est le champ le plus important [Sutton et al. 00]).
Il est important de noter que cette estimation ne prend pas en compte la procédure utilisée pour recher-
cher le centre des distorsions. Cette approximation peut expliquer les différences que l’on observe sur les
amplitudes des incertitudes sur les autres coefficients. En effectuant la même analyse avec une représenta-
tion plus riche (i.e. avec des séries d’ordres supérieurs) pour la distorsion radiale, on observe que l’amplitude
des nouveaux coefficients est comparable, mais leur niveau de résolution est 10 fois plus élevé.
Reproductibilité de la mesure Les champs de distorsion sont principalement déterminés par le couple
capteur/objectif. Un système optique donné avec une configuration d’objectif donnée produira un champ de
distorsion spécifique. Cette partie se concentre sur les incertitudes liées au repositionnement de l’objectif sur
l’appareil photo avec la mire gravée. Entre chaque prise d’image, l’objectif est totalement retiré de l’appareil
puis remis en place sans toucher aux autres réglages. Deux séries d’images ont été prises, avec une légère
rotation de la caméra entre les deux. Pour ces calculs, seules les 5 premières images ont été segmentés,
les autres n’ont pas subi de traitement spécifique.
Comme dans le cas précédent, la moyenne et l’écart-type des valeurs sont calculés pour comparer les
résultats. On calcule une solution de référence pour chaque groupe de 5 images (une pour les 5 premières
et une autre pour les images issues de la deuxième orientation de l’appareil) comme étant la moyenne des 5
champs de déplacements suivant ex (respectivement ey). De nouveau, on calcule l’écart quadratique moyen
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FIGURE 1.12 : Position des centres de distorsions sur l’image de référence (a) et sur un zoom (b) pour les
10 images analysées [Dufour et al. 14]
 
 




























FIGURE 1.13 : Matrice de covariance (exprimée en pixel2) obtenue à partir d’une estimation a priori (a)
et grâce aux calculs de corrélation (b). Chaque composante de la matrice est représenté par son ampli-
tude [Dufour et al. 14]
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entre un champ de déplacement et sa référence. L’évolution de ces valeurs pour les 10 images est présentée
sur la figure 1.14. Il est impossible de distinguer une différence nette entre les deux groupes d’images. La
segmentation ne semble pas avoir d’influence sur la corrélation. Les différences principales viennent du fait
que l’on démonte l’objectif. Lorsque l’on compare ces résultats à ceux obtenus précédemment (figure 1.11),
les incertitudes ont augmenté d’un facteur 4 en moyenne. Le niveau d’incertitudes que l’on obtient, de l’ordre
de 10−2 pixel, reste tout de même très faible.























FIGURE 1.14 : Écart quadratique moyen des déplacements (induits par les distorsions uniquement) suivant
les deux directions ex (trait plein) et ey (trait pointillé rouge) pour une série de 2× 5 démontages d’objec-
tif [Dufour et al. 14]
Comme dans le cas précédent, la figure 1.15 montre les coordonnées calculées de la position du centre
pour les 10 images. Cette position varie davantage (d’un facteur 5 environ) et l’erreur de positionnement est
devenue presque aussi grande que la valeur du déplacement. On peut noter que l’on distingue deux groupes
de positions correspondant aux deux groupes d’images. La segmentation ne semble pas avoir d’influence
sur les incertitudes de mesure.
Pour quantifier les écarts induits par la binarisation, on effectue un calcul sur la même image avec et
sans segmentation. La figure 1.16 représente les écarts entre le champ de déplacement obtenu avec et
sans binarisation. Les principales différences se situent sur les bords de l’image. Si l’on considère l’écart
quadratique moyen entre ces deux champs, on obtient 0.016 et 0.012 pixel suivant les deux directions. Ces
valeurs sont légèrement plus élevées que celles obtenues dans le cas précédent (figure 1.14). Cependant,
il faut considérer qu’il y a de nombreuses réflexions sur les images dans ce cas.
La figure 1.17 montre l’impact de la binarisation sur la position du centre. Un écart de positionnement
apparait entre les deux images, qui est du même ordre que les variations observées précédemment (fi-
gure 1.15).
1.3.3.2 Base de fonctions splines
Dans la suite nous utiliserons une cinématique décrite par des fonctions splines pour décrire les distor-
sions [Goshtasby 89] sur la mire gravée et nous la comparerons aux résultats précédents. La comparaison
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FIGURE 1.15 : Position du centre des distorsions sur l’image de référence avec démontage de l’objec-
tif (a). Le rectangle bleu correspond au zoom (b). Les deux groupes d’images sont clairement distin-




































FIGURE 1.16 : Différence entre les champs de déplacements (exprimés en pixels) obtenus pour une image
binarisée et une image non traitée suivant les directions ex (a) et ey (b) [Dufour et al. 14]
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FIGURE 1.17 : Position du centre calculé des distorsions pour une image segmentée et une image brute (a).
Zoom sur la zone d’intérêt (b) [Dufour et al. 14]
est effectué pour deux représentation différentes, une surface spline de degré 3 et un autre de degré 5. Nous
considérerons donc 16× 2 et 36× 2 degrés de liberté, ce qui est au moins trois fois plus élevé que dans
l’approche intégrée. L’erreur résiduelle avec cette approche (i.e. 5.6% et 5.1% de la dynamique de niveau de
gris) est plus faible que dans le cas intégré, ce qui était attendu puisque le nombre de degré de liberté est
plus important, mais qui reste proche de la valeur précédente (i.e. 6.3%). Ces valeurs (plutôt) grandes sont
dues au fait que l’on utilise une image de référence synthétique.
La figure 1.18(a-b) montre les champs de distorsion obtenus grâce à une base spline avec la mire
imprimée. Dans ce cas, la méthode ne permet pas la séparation entre les mouvements de corps rigides et le
champ de distorsion. Le motif aléatoire est très bien apparié par le calcul, comme le prouve la carte d’erreur
résiduelle en figure 1.18(c).
Deux champs de déplacements sont mesurés avec une décomposition spline. Les figures 1.19 et 1.20
représentent la différence entre ces champs suivant les deux directions et ceux obtenus avec une description
paramétrique. Les écarts les plus grands sont situés sur les bords, mais les valeurs au centre sont similaires
avec les deux méthodes. L’écart quadratique moyen entre les champs de déplacement issus du modèle
paramétrique et la méthode utilisant des splines de degré 3 vaut 0.68 pixel suivant ex et 0.39 pixel selon ey
(0.66 pixel suivant ex et 0.44 pixel suivant ey pour la base de degré 5). Ces différences peuvent être liées au
procédé de fabrication de la mire puisqu’en effectuant la même comparaison avec la mire imprimée (figure
1.21) à la place de la mire gravée, les écarts sont réduits d’un facteur 10.
Les différences entre la description par splines et l’approche intégrée augmentent avec le degré des
splines conformément à l’intuition. Malgré tout la description paramétrique semble efficace puisqu’en ne
conservant que la moitié des degrés de liberté par rapport à une approche spline, il est possible de décrire
assez finement le champ de déplacement complet. De plus, la comparaison de ces deux descriptions nous
permet d’utiliser le champ de différence pour mesurer la part de l’erreur résiduelle imputable à la gravure
dans le cas de l’approche intégrée. Dans ces approches par comparaison à une mire, la qualité de la dé-
termination des paramètres est liée à la qualité de la mire. Dans ce cas, il semblerait que la mire imprimée
possède des écarts dimensionnels moins importants que la mire gravée. Pour s’affranchir de cette erreur
d’impression, il est possible de coupler cette approche avec des mouvements de corps rigides comme dans
les travaux de [Guery et al. 14]. Dans des cas extrêmes où l’impression du motif est difficile (comme dans
28





































































FIGURE 1.18 : Exemple de champs de déplacements (a-b) exprimés en pixels, et erreur en niveaux de gris
(c) pour la mire imprimée [Dufour et al. 14]
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FIGURE 1.19 : Différences entre les champs de déplacement (exprimés en pixels) pour une base spline de
degré 3 et le modèle paramétrique suivant les directions ex (a) et ey (b) correspondant à un écart quadratique










































FIGURE 1.20 : Différences entre les champs de déplacement (exprimés en pixels) pour une base spline de
degré 5 et le modèle paramétrique suivant les directions ex (a) et ey (b) correspondant à un écart quadratique
moyen de 0.66 pixel et 0.44 pixel suivant chaque directions avec une mire gravée [Dufour et al. 14]
Le principal problème avec l’approche non paramétrique utilisée ici est que les mouvements de corps
rigides, le facteur de grandissement et les champs de distorsions sont couplés et ne peuvent pas être
séparés dans une étape de post-traitement supplémentaire. De plus, cela signifie que la position de la mire
doit être parfaite par rapport à l’appareil optique (p.ex. perpendicularité, alignement, centrage) pour que la
méthode ne mesure que des distorsions. De plus le centre apparent ne peut pas être estimé.
On peut effectuer une analyse de résolution sur les mesures utilisant le modèle spline en utilisant la
méthode présentée plus haut. La figure 1.22 présente la matrice de covariance pour le calcul utilisant la
base spline de degré 3 suivant ex. Les paramètres les plus incertains sont les valeurs correspondant à la
zone centrale dans les deux cas. On peut noter que l’estimation a priori est en bon accord avec l’évaluation
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FIGURE 1.21 : Différences entre les champs de déplacement (exprimés en pixels) pour une base spline de
degré 3 et le modèle paramétrique suivant les directions ex (a) et ey (b) correspondant à un écart quadratique











































FIGURE 1.22 : Covariance obtenue à l’aide de l’estimation a priori (a) et du calcul de corrélation (b).
Chaque composante de la matrice est représentée par son amplitude [Dufour et al. 14]
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expérimentale.
Conclusions
Dans ce chapitre, nous avons décrit la transformation effectuée par les caméras (de l’espace 3D à
l’espace 2D) en introduisant la matrice de projection d’un appareil imageur. Cette projection permet de lier
un point 3D de la scène à un niveau de gris sur l’image et sera utilisée dans la suite de ces travaux. Toutefois,
cette description ne prend pas en compte les nombreux défauts présents dans les systèmes optiques.
Pour cette raison, nous avons introduit une nouvelle approche pour l’évaluation des aberrations optiques.
L’estimation du champ de distorsions repose sur l’emploi d’une mire d’étalonnage. Dans un premier temps,
un motif aléatoire imprimé sur une plaque en alliage d’aluminium servait de mire. Ensuite, une mire en acier
gravée au laser d’un motif généré numériquement a été utilisée. Dans les deux cas, la référence est une
image artificielle.
Une image de la mire est prise et est ensuite appariée avec la référence numérique. Cette opération
est effectuée par corrélation d’images. La première procédure présentée dans ce chapitre correspond à
une approche intégrée dans laquelle le champ de distorsion, défini par un nombre restreint de degrés de
libertés, est directement mesuré. Contrairement à la majorité des techniques utilisées pour la correction des
distorsions, qui sont géométriques, cette approche est basée uniquement sur la corrélation d’images.
La méthodologie proposée fournit une définition explicite à la position du centre de distorsion appa-
rent telle que le champ de distorsion de décentrage soit exactement annulé. Cette définition autorise une
caractérisation intrinsèque du champ de distorsion.
A l’instar de toutes les techniques de mesure existantes, cette méthode possède des incertitudes. Une
partie d’entre elles est due au modèle optique (i.e. approximation au premier ordre, troncature de Taylor),
à la procédure de corrélation d’images (p.ex. interpolation des niveaux de gris) ou à l’appareil imageur lui-
même (p.ex. bruit d’acquisition, vibrations durant l’acquisition d’image). L’erreur due au bruit d’acquisition
est évaluée par deux méthodes différentes. La première consiste à prendre de nombreuse images de la
même scène et de mesurer la dispersion des résultats. Ces résultats peuvent être comparés à une analyse
de résolution a priori, qui fournit une mesure de la performance de la technique de corrélation basée sur la
propagation d’incertitudes. Les incertitudes trouvées dans les deux cas sont très proches et leur amplitude
est faible grâce à l’utilisation d’une approche intégrée.
Une fois le champ de distorsion estimé il peut être pris en compte dans l’image pour la corriger. Utiliser
une approche intégrée permet d’avoir peu de degrés de liberté à déterminer pour décrire le champ complet
et d’améliorer l’incertitude sur ces paramètres. L’utilisation d’une approche paramétrique nous permet de
décomposer les résultats en séparant les mouvements de corps rigide des paramètres intrinsèques des
distorsions optiques.
Cette technique possède de nombreuses applications possibles. Elle peut notamment être utilisée pour
pré-étalonner les caméras dans un contexte de stéréo-corrélation d’images dans le but de séparer la phase
de correction des optiques de la phase d’étalonnage, des paramètres intrinsèques et extrinsèques, à pro-
prement parler. C’est dans ce but que cette technique a été développée. De manière générale, elle peut être
utilisée pour enlever (ou limiter) l’influence des distorsions dans les mesures par CIN (p.ex. en microscopie
optique ou électronique [Guery et al. 14], optique de caméra infrarouge [Charbal et al. 15a]). Cette procé-
dure est rapide et peut être mise en œuvre avant ou après un essai, in situ ou non. Cependant, Il faut noter




. . . aux mesures de formes 3D et de champs
cinématiques . . .
Dans ce chapitre, nous proposerons une nouvelle méthode de mesure
de formes 3D et de champs de déplacements 3D surfaciques par stéréo-
corrélation d’images. Celle-ci utilise l’objet observé comme support pour
l’opération de corrélation. Cette méthode mène à une formulation globale
de la stéréo-corrélation. Dans un premier temps nous présenterons la for-
mulation générale puis nous particulariserons au cas des surfaces NURBS
(non-uniform rational B-splines). Le champ de déplacement est calculé di-
rectement comme un champ 3D exprimé dans une formulation NURBS
complètement cohérente avec le modèle géométrique utilisé pour définir
la forme observée. Des mesures seront validées en utilisant des mouve-
ments imposés à un carreau de Bézier usiné. La faisabilité de la mesure
dans plusieurs cas industriels sera également investiguée avec l’étude des
déplacements sur une pièce de train d’atterrissage et lors d’une opération
de soudo-brasage d’un panneau de toit automobile.
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Introduction
La stéréo-corrélation d’images est une méthode permettant la mesure sans contact de déplace-
ments 3D ainsi que de champs de déformations 2D surfaciques [Sutton et al. 09, Sutton 13]. Cette tech-
nique a déjà été utilisée à différentes échelles, des plus petites avec des images issus de mesures
MEB [Chambon et al. 04, Schreier et al. 04, Sutton et al. 08, Sutton et al. 09, Zhu et al. 11] jusqu’à des très
grandes structures [Hiep et al. 09, Vu et al. 12, Sutton 13]. Elle est majoritairement utilisée comme méthode
de mesure à une échelle intermédiaire [Luo et al. 93, Helm et al. 96, Sutton et al. 09, Besnard et al. 12] à
la place de la corrélation d’image numériques 2D standard pour éviter les artefacts liés aux mouvements
hors plan [Fayolle et al. 08, Sutton et al. 08, Sutton et al. 09] ou pour mesurer les déplacements 3D sur une
géométrie 3D.
L’algorithme de stéréo-corrélation consiste généralement en une mise en correspondance local d’ima-
gettes entre au moins 2 paires d’images issues de points de vue différents [Sutton et al. 09]. En utilisant
des matrices de projection déterminées par une étape d’étalonnage s’appuyant sur la mesure d’une mire
(plane) [Weng et al. 92, Faugeras 93, Zhang 00, Sutton et al. 09], la position des imagettes dans l’espace
3D est reconstruite sous la forme d’un nuage de points pour mesurer la surface de la forme observée. En
effectuant l’opération de corrélation pendant une expérience on obtient les déplacements de ce nuage de
points. En post-traitant ces informations on obtient un nuage de déformations 2D dans le plan tangent à la
surface [Sutton et al. 09].
Même si la majorité des techniques de stéréo-corrélation engendrent un nuage de points contenant un
très grand nombre de données, ces descriptions restent locales. Des travaux récents sur les systèmes de
reconstruction denses multi-vues se concentrent sur la réalisation d’une reconstruction 3D en décrivant les
surfaces observées par des modèles facétisés [Seitz et al. 06, Vu et al. 12] ou des surfaces paramétrées
(p.ex. non uniform rational B-splines ou NURBS [Beaubier et al. 14]). C’est cette description qui sera utilisé
en priorité dans la suite de ce chapitre. Contrairement aux autres méthodes de stéréo-vision [Sutton et al. 00,
Sutton et al. 09, Besnard 10], cette technique fournit une description dense des champs mesurés (i.e. forme
3D, déplacements 3D) basés sur les surfaces paramétrées en utilisant une description NURBS de la surface
observée. De plus, le nombre de degrés de liberté est réduit et cette description assure un lien direct avec
les logiciels de CAO courants [Dassault Systems 08].
Dans ce chapitre, nous commencerons par une explication sur les modèles géométriques utilisés puis
par une brève explication sur les techniques utilisées pour l’étalonnage et la mesure de forme. Enfin, nous
explorerons une technique pour la mesure de déplacement dans une formulation isogéométrique avec des
exemples sur des pièces industrielles ainsi qu’une validation de la technique.
2.1 Modélisation géométrique des surfaces
Pour définir de manière concrète les méthodes développées dans ces travaux, un modèle de surface
explicite est utilisé. Un des points importants de la philosophie de ces développement est la mise en re-
lation aisée et directe (i.e. sans opération sur les résultats) d’informations issues à la fois de la concep-
tion, de la mesure, et de la simulation. Pour cette raison, notre choix s’est porté sur une modélisation à
base de fonction NURBS. Ces fonctions possèdent de nombreuses propriétés détaillées dans de nom-
breux ouvrages [Piegl et Tiller 97] et sont notamment utilisées dans les logiciels de conception assistée
par ordinateur comme CATIA ou SolidWorks pour modéliser les éléments de bords (surfaces délimitant
un volume, lignes délimitant des surfaces, etc.). Ces fonctions sont également utilisées pour le calcul nu-
mérique [Hughes et al. 05, Cottrell et al. 09], dans de nombreux domaines tels que la mécanique du so-
lide [Benson et al. 10, De Lorenzis et al. 11, Simpson et al. 12], la mécanique des fluides [Gomez et al. 10],
l’interaction fluide/structure [Bazilevs et al. 08], ou encore les vibrations [Reali 06]. Les approches globales
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développées en corrélation d’images numériques sont semblables sur de nombreux points aux méthodes
de calcul développées dans le domaine de la simulation numérique. Choisir une base de fonction utilisée à
la fois dans la conception des pièces mais ayant des applications pour le calcul permet de former un lien
direct pour la comparaison des résultats expérimentaux et numériques. Le formalisme utilisé étant le même,
il est extrêmement aisé de partager et de comparer des informations issues de plusieurs sources différentes
sans avoir à projeter ou manipuler ces objets plus que de raison.
2.1.1 Surface NURBS
Dans ces travaux, le point de départ de l’analyse de la surface et de la méthode de mesure utilisée en
général est le modèle géométrique nominal. Il est usuellement défini comme une surface paramétrée de
type NURBS lors de sa conception. Les logiciels de CAO utilisent largement ce formalisme pour représenter
les surfaces. Il permet de représenter (de manière exacte pour les coniques [Piegl et Tiller 97]) des surfaces
complexes, en utilisant un faible nombre de degrés de liberté comparé aux maillages couramment utilisés
(éléments finis linéaires dans la plupart des cas). Cela permet de limiter les coûts en puissance de calcul,
tout en conservant une grande richesse dans les degrés de libertés utilisés [Beaubier et al. 14].
Un patch (qui est un composant élémentaire d’une surface et peut à ce titre être rapproché d’un élément-
fini) est défini par son ordre (ou son degré), une liste de points dits « de contrôle » avec des poids associés
à chacun d’eux, et un vecteur nodal représentant la structure de l’espace dans lequel la surface NURBS est










∀u ∈ [0,1],Ni,0(u) =
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où Ni,p sont des fonctions de mélanges (ou fonctions de formes), Pij les coordonnées des points de contrôle
de la surface, ωi j les poids correspondants, (m+1)× (n+1) le nombre de points dans chaque direction de
l’espace paramétrique, et (p,q) le degré de la surface dans chaque direction.
Lorsqu’on considère une surface dont l’ordre est égal au nombre de points dans chaque direction avec
des poids associés égaux à 1, alors la surface NURBS est dégénérée en un carreau de Bézier qui est une
formulation plus simple pour les courbes à pôles [Piegl et Tiller 97].
2.1.2 Montage expérimental utilisé
Pour illustrer les développements proposés dans ce manuscrit, nous allons montrer une application com-
plète (de l’étalonnage à la mesure de déplacement) sur une pièce industrielle de forme complexe (i.e. un
tube issu du train d’atterrissage d’un avion). Sur la figure 2.1(a), on peut voir un exemple de modèle CAO uti-
lisé. C’est une pièce fabriquée par injection d’une résine PEEK renforcée par des fibres de carbone courtes.
On peut noter la présence de 8 nervures réparties uniformément autour de la pièce (sur la figure 2.1(b)). La
mesure de la forme de ce type de pièce est complexe à cause de la présence de ces nervures. Le modèle
NURBS utilisé (qui ne représente qu’un quart de la pièce) comporte 18×4 points de contrôle et des fonctions
de forme d’ordre 4 (donc cubiques). Les poids associés aux points sont choisis égaux à 1 dans ce cas. Il y
a de nombreux points sur la nervure pour être capable de représenter correctement sa forme anguleuse.
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(a) (b)
FIGURE 2.1 : (a) Patch NURBS théorique. Les disques bleus définissent le réseau de points de contrôle et
la surface rouge représente la forme 3D utilisée. (b) Image de la surface observée
Deux appareils photo reflex (DSLR) de définition 2601×1733 pixels et de dynamique 8 bits sont utilisés
avec des objectifs de 50 mm. L’éclairage est effectué grâce à deux panneaux de LEDs. Un troisième appareil
photo peut être vu sur la figure 2.2(a). Il est utilisé pour observer une petite partie de la pièce, en dehors de
la région d’étude qui nous intéresse ici (sur la figure 2.2(b)). Dans le premier cas d’application, le montage
est orienté de manière que la partie gauche de la nervure ne soit pas visible par les deux caméras (voir
figure 2.2(b-c)). Par conséquent cette partie de la pièce sera difficile à reconstruire et pourrait donner des
résultats inattendus.
2.2 Étalonnage et mesure de forme
2.2.1 Recalage du modèle projectif
L’étalonnage du système de stéréo-corrélation est réalisé en utilisant une approche globale de la stéréo-
corrélation d’images décrite dans [Beaubier et al. 14, Beaubier 14]. Dans cette approche, l’objet observé est
utilisé comme une mire d’étalonnage en utilisant sa forme nominale comme une information a priori. Dans
un premier temps, les matrices dites de projection [Faugeras 93, Sutton et al. 09] pour la caméra de gauche
(i.e. [Ml ], qui est une matrice 3× 4) et de droite (i.e. [Mr], qui est une matrice 3× 4) sont étalonnées en
utilisant une approche intégrée de la corrélation d’images numériques [Roux et Hild 06b] déjà introduite dans
le chapitre 1.
Pour se faire, on peut écrire le problème de corrélation sous la forme de la minimisation de la somme




f l(xl(u,v, [Ml ]))− f r(xr(u,v, [Mr]))
)2  2.4
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(a)
(b) (c)
FIGURE 2.2 : (a) Montage de stéréo-corrélation utilisé pour observer la compression du cylindre. Images
gauche (b) et droite (c) correspondantes. La zone de la pièce reconstruite est indiquée par le rectangle rouge
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où les coordonnées homogènes de chaque point 3D {X}= (X ,Y,Z,1)t sont reliées aux coordonnées dans
les images de gauche et de droite {xl} = (slxl ,slyl ,sl)t et {xr} = (srxr,sryr,sr)t par les deux matrices de
projections [Faugeras 93] (voir chapitre 1)
{xl}= [Ml ]{X} and {xr}= [Mr]{X}
 2.5
où sl et sr sont des facteurs d’échelles et f l,r les images gauche et droite dans la configuration de référence.
Dans cette configuration, les champs de sensibilité par rapport à chaque composante des matrices sont
utilisés pour calculer les nouvelles coordonnées de chaque point induites par les petits incréments δ[Ml ] et
δ[Mr]










La dépendance aux coordonnées paramétriques x(u,v) a été volontairement omise pour des raisons de
simplicité. Par conséquent, les vecteurs {δxl,r} qui rassemblent toutes les variations δxl,r peuvent s’écrire
{δxl,r}= [SM]{δm}
 2.8
où {δm} réunit 22 des 24 composantes inconnues des matrices de projections Mr,li j , et [SM] est la matrice
de sensibilité dont les lignes contiennent les valeurs de chaque point de l’espace paramétrique considéré
(i.e. nu× nv) et le nombre de colonnes est égale au nombre de composantes inconnues, ici 22. Les deux
inconnues restantes doivent être déterminées à partir d’une mesure absolue de la structure observée (ces
deux paramètres fixent en pratique la relation dimension métrique / dimension en pixels [Beaubier et al. 14]).
La minimisation précédente est effectuée grâce à un algorithme de Newton-Raphson dans lequel des linéari-
sations et des corrections sont effectuées [Lucas et Kanade 81, Sutton et al. 09, Hild et Roux 12b]. La série
de systèmes linéaires suivants est résolue pour déterminer les corrections {δm} à apporter aux paramètres
[CM]{δm}= {bM}
 2.9
où [CM] représente la matrice de stéréo-corrélation (de taille (22×22))
[CM] = [GM]t [GM]
 2.10
{bM} le second membre issu du problème de stéréo-corrélation
{bM}= [GM]t{r}
 2.11
{r} le vecteur réunissant tous les résidus de corrélation pour les valeurs de (u,v) considérées dans l’espace
paramétrique
r(u,v) = f l(xl(u,v, [Ml ]))− f r(xr(u,v, [Mr]))
 2.12
et [GM] la matrice (de taille (nu×nv)×22) contenant les valeurs de tous les produits scalaires du gradient




Il est nécessaire d’utiliser des matrices de projections approchées pour initialiser le calcul. Pour cela, on
choisit au moins six points sur la surface dont les coordonnées en 3D et en 2D sont reconnaissables (coins
de la pièce, marqueurs, etc.) et on construit un système à inverser dont la solution est une initialisation de
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FIGURE 2.3 : Détermination des matrices de projection par une approche globale de stéréo-corrélation
d’images [Beaubier et al. 14]
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l’étalonnage.
On peut voir sur la figure 2.4(a) la forme théorique utilisée comme première estimation pour l’étape d’éta-
lonnage. Les couleurs correspondent à la carte des résidus de corrélations après l’étape d’étalonnage des
matrices de projection (figure 2.4(a)). Comme la nervure modélisée est très éloignée de la forme réelle, les
résidus sont très élevés, même après cette première étape d’étalonnage. La valeur initiale de la moyenne
quadratique du résidu r est égal à 7,4 % après cette étape. Il est important de noter que même si la forme
initiale ne correspond pas parfaitement à la forme observée, l’étalonnage du système semble bien se dé-
rouler (les résidus sur les parties cylindriques montrent une très bonne correspondance du mouchetis entre
les images gauche et droite). Cependant, les résidus indiquent que la forme (de la nervure principalement)
n’est pas correcte.
(a) (b)
FIGURE 2.4 : Forme théorique utilisée comme première estimation. La carte de couleur indique la valeur
des résidus de corrélation avant (a), et après (b) l’étape d’étalonnage
A l’issue de cette étape, une fois que l’algorithme de stéréo-corrélation d’images a convergé, il est pos-
sible d’évaluer la matrice de covariance [CovM] associée à l’évaluation des matrices de projection en effec-
tuant une analyse de perturbation autour de la solution convergée [Hild et Roux 12a]. En premier lieu, on
peut calculer le petit incrément δr des résidus de corrélation pour chaque point de l’espace paramétrique
(u,v) en faisant l’hypothèse que cette variation est seulement due au bruit d’acquisition sur chacune des
images. On supposera ici que celui-ci est blanc et gaussien (de moyenne nulle et de variance constante
égale à σ2f ). Il est important de se rappeler que les niveaux de gris et les gradients dans les images sont
évalués pour un nombre fini de valeurs (u,v) dans l’espace paramétrique, qui ne coïncident pas avec le
centre des pixels dans les images gauche et droite. Par conséquent, {δr} ne peut plus être considéré
comme blanc, mais possède une légère coloration due à des corrélations à petites échelles provoquées par
l’interpolation subpixel des niveaux de gris. Notons [I] la matrice d’interpolation (on peut noter qu’à cause de
la projection de la grille régulière de l’espace paramétrique dans les images à travers l’espace 3D, cette ma-
40
2.2. ÉTALONNAGE ET MESURE DE FORME




où {fl,r} est le vecteur regroupant toutes les valeurs de niveaux de gris f l,r prises aux positions (u,v), et
{fl,rpix} les niveaux de gris au centre des pixels. La valeur moyenne du vecteur des résidus de corrélation
{δr} se simplifie puisque celle du bruit d’acquisition en fait autant. On considère alors σ2f l et σ2f r la variance
du bruit d’acquisition sur les images de gauche et de droite respectivement et la matrice de covariance s’écrit




En utilisant la relation
 2.11 , la matrice de covariance [Covb] associée au vecteur de stéréo-corrélation
{bM} devient




et on peut finalement écrire la covariance pour les matrices de projection en considérant l’équation
 2.9




Si les corrélations à petite échelle induites par les fonctions d’interpolation sont négligées (i.e. [σ2f lI
lIlt +
σ2f rI
rIrt ]≈ 2σ2f [1], où [1] la matrice identité) alors [CovM] peut être simplifiée
[CovM]≈ 2σ2f [CM]−1
 2.17
ce qui correspond au résultat que l’on peut obtenir lorsque les valeurs des niveaux de gris sont évaluées au
centre des pixels [Hild et Roux 12a].
La figure 2.5 montre la matrice de covariance associée à la détermination des 22 composantes (sur 24)
des matrices de projection. Sur la figure 2.5(a), la matrice [CovM]/2σ2f correspond à celle calculée grâce à
l’équation
 2.16 . En utilisant l’approximation négligeant les effets de corrélations à petite échelle, on obtient
la figure 2.5(b). Dans le cas présent, la matrice de covariance [CovM]/2σ2f est très proche de l’inverse de
la matrice de stéréo-corrélation [CM] (voir équation
 2.17 )
FIGURE 2.5 : Matrice de covariance réduite [CovM]/2σ2f des composantes des matrices de projections cal-
culé en utilisant (a) : l’équation
 2.16 , (b) : l’équation  2.17 . Les deux résultats sont quasiment identiques
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2.2.2 Mesure de forme
Une fois l’étalonnage du système de stéréo-corrélation effectué (i.e. les matrices de projection définies
pour les caméras gauche et droite), on peut effectuer une mesure de la surface réellement observée pour
obtenir à la fois une mesure de l’écart nominal/réalité et un point de départ cohérent pour la mesure de
déplacement.
L’approximation de la forme 3D (i.e. sa forme nominale dans le cas général) est projeté dans l’espace 2D
des images en utilisant les matrices de projection étalonnées précédemment [Ml,r]. Ces projections peuvent
être considérées comme 2 grilles associées à des points de l’espace paramétrique (correspondant à une
discrétisation donnée dans cet espace, qui fera l’objet d’une discussion plus loin dans ce manuscrit). Les
images gauche et droite sont ensuite interpolées sur cette grille pour créer deux sous-images dans l’espace
paramétrique. Une approche globale de la stéréo-corrélation d’images [Beaubier et al. 14] est ensuite menée
entre ces sous-images en faisant bouger les points de contrôles Pij du patch NURBS. Ces mouvements













ce qui permet d’introduire de nouveaux champs de sensibilité dans le même esprit que ceux utilisés dans
la partie précédente, où xl,r0 décrit les positions initiales des points dans le repère d’une image, et x
l,r les
positions corrigées. Cela nous permet de calculer une estimation de l’incrément sur la position des points





















































FIGURE 2.6 : Mesure de la forme 3D initiale réelle via une approche globale de la stéréo-corrélation
d’images [Beaubier et al. 14]




f l(xl(u,v,Pij))− f r(xr(u,v,Pij))
)2  2.19
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par rapport à chaque coordonnée des points de contrôle. Notons {δp} le vecteur rassemblant tous les
mouvements des points de contrôle pour chaque point (u,v) de l’espace paramétrique. La minimisation est
une nouvelle fois réalisée en utilisant un algorithme de Newton. La série de systèmes linéaires est résolue
pour déterminer les corrections {δp} à apporter
[CP]{δp}= {bP}
 2.20
où [CP] représente la matrice de stéréo-corrélation (de taille (np×np))
[CP] = [GP]t [GP]
 2.21
avec np égal à trois fois le nombre total de points de contrôle, {bM} le second membre
{bP}= [GP]t{r}
 2.22
où {r} est le vecteur des résidus de stéréo-corrélation
r(u,v) = f l(xl(u,v,Pij))− f r(xr(u,v,Pij))
 2.23
et [GP] la matrice (de taille (nu× nv)× np) qui rassemble tous les produits scalaires des contrastes des
images ∇ f l,r(u,v) par les champs de sensibilités
∂xl,r
∂pi
(u,v) en tous les points d’évaluation.
Une fois que la procédure de stéréo-corrélation a convergé, il est possible (comme dans le cas de
l’étalonnage) d’évaluer la matrice de covariance [CovP] des paramètres évalués
[Covb] = 2σ2f [GP]
t [I][I]t [GP]
 2.24
et la matrice de covariance [CovP] des positions des points de contrôles devient
[CovP] = 2σ2f [CP]
−1[GP]t [I][I]t [GP][CP]−1
 2.25
La figure 2.7 montre la matrice de covariance [CovP] pour le cylindre nervuré. Il y a trois blocs correspondant
aux directions x, y et z. On distingue notamment l’écart très net entre les directions x et y et la direction longi-
tudinale z qui est bien plus sensible au bruit d’acquisition. Cet écart peut être dû au fait que la reconstruction
est plus libre dans la direction z puisque la forme de la pièce est invariante dans cette direction (localement
au moins). Il en résulte une détermination « à une constante additive près » d’où la forme de la matrice.
La forme théorique utilisée dans ce cas est, volontairement, assez éloignée de la forme réelle et la ner-
vure n’est pas aussi anguleuse que la forme observée (voir figure 2.8(a)). Pour effectuer une reconstruction
précise de la nervure, la surface contient plus de points de contrôle dans cette zone que dans les parties
cylindriques (voir figure 2.8(b)). De plus, quelques points seulement sont utilisés dans la direction longitudi-
nale (i.e. on supposera que la forme 3D est proche d’un cylindre de révolution dont la directrice nominale
est montrée sur la figure 2.8(b))).
La mesure de la forme 3D de la surface est effectuée en utilisant l’algorithme décrit plus haut. La fi-
gure 2.4(b) montre les résidus de corrélation à la fin de l’étape de mesure. La moyenne quadratique de r est
égale à 4,9 %. La figure 2.9 montre une vue de près de la reconstruction de la nervure. Les zones entourées
mettent en évidence des boucles dans la reconstruction. Ce résultat n’est pas physique et doit donc être
corrigé.
Pour illustrer les raisons de l’apparition d’un tel phénomène, la matrice de covariance associée aux
positions des pôles est montrée en figure 2.7. A cause du grand nombre de pôles nécessaire pour décrire
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FIGURE 2.7 : Matrice de covariance associée aux degrés de chaque point de contrôle considéré
(a) (b)
FIGURE 2.8 : (a) Modèle théorique de la zone analysée (figure 2.2). (b) Ligne génératrice du cylindre
étudié. Les points rouges sont les points de contrôle
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FIGURE 2.9 : Vue de la génératrice reconstruite, les zones d’intérêt sont entourées en rouge
la nervure (voir figure 2.8(b)) le conditionnement de la matrice de stéréo-corrélation [CP] indique qu’une
mesure brute est très sensible au bruit d’acquisition. Ceci est particulièrement vrai dans le cas présent où
un côté de la nervure n’est observé par aucun des deux appareils photos. Sur les images des figures 2.2(b)
et 2.2(c) on peut voir que la partie gauche de la nervure n’est visible par aucun des deux appareils photo.
Comme aucune information n’est disponible sur cette partie, le bruit a un impact très important.
A ce moment, deux stratégies différentes peuvent être adoptées. Premièrement, le système de stéréo-
corrélation est tourné pour faciliter la reconstruction. Cette méthode sera détaillé dans la partie 2.2.4. Dans
la suite, la méthode de mesure sera régularisée [Tikhonov et Arsenin 77].













FIGURE 2.10 : Spectre des valeurs propres de la matrice de stéréo-corrélation [CP] pour la mesure de forme
du cylindre nervuré. La ligne verticale correspond à la valeur de la constante de régularisation λ courante
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2.2.3 Régularisation
A cause du piètre conditionnement de la matrice de stéréo-corrélation [CP] illustré en figure 2.10, une
approche régularisé est construite en utilisant une méthode de Levenberg-Marquard [Marquardt 63] pour
régulariser les modifications à apporter aux positions des points de contrôles
([CP]+λ[1]){δp}= {bP}+λ({p}−{p0})
 2.26
où {p} correspond aux coordonnées actuelles, {p0} la première estimation des positions des points de
contrôles (i.e. celles du modèle CAO nominal), et λ un paramètre (dont il faut choisir la valeur). La figure 2.10
montre que le paramètre λ agit comme une fréquence de coupure d’un filtre passe-bas. Plus la valeur du
paramètre est grande, plus la forme reconstruite sera proche du modèle nominal. A l’inverse, plus cette
valeur est faible, plus la liberté laissée au système est importante pour venir se rapprocher au mieux de la
forme réellement observée. Cependant, la sensibilité au bruit d’acquisition est également augmentée.
La procédure proposée ici consiste donc à utiliser des valeurs de λ de l’ordre de 1/100 de la valeur
propre maximale associée à [CP], de laisser l’algorithme converger puis de diminuer la valeur de λ et ainsi
de suite. En suivant cette méthode il est possible d’atteindre des valeurs de λ inférieures à la valeur propre
minimale du système, ce qui correspond à une situation non régularisée. Cela permet à l’algorithme de
converger vers un minimum sans être piégé dans des minima locaux. Ceci peut être important quand on
étudie des formes complexes.
A cause de la régularisation par l’algorithme de Levenberg-Marquardt (LM) et sa relaxation, la méthode
nécessite plus d’itérations pour converger. Une fois que l’amplitude des corrections apportées pour une
itération est inférieure à 10−5, la forme de la surface mesurée est obtenue directement dans une formulation
NURBS (similaire au modèle nominal). Une estimation de la surface observée est obtenue sans perturbation
venant du degré des polynômes utilisés (voir figure 2.11). Dans ce cas, le degré est élevé à dessein, un
modèle nominal classique ne dépasse que très rarement le degré 3 ou 4. La moyenne quadratique de r est
égale à 2,9 %, qu’il faut comparer à la valeur obtenue sans régularisation (4,9 %).
La nervure de la forme mesurée possède des angles plus vifs (figure 2.12). Elle correspond à la forme
réelle d’un côté. L’autre côté de la nervure ne peut pas être reconstruit aussi précisément puisqu’elle n’est
visible par aucun des appareils photo (voir figure 2.2). Grâce à la méthode proposée, cette zone ne donne
cependant pas de résultat complètement aberrant.
2.2.4 Configuration modifiée
Dans la suite, une nouvelle configuration du montage de stéréo-vision est utilisée. Les deux appareils
photo sont maintenant orientés de manière à ce que le plan de symétrie du système coïncide avec la ner-
vure. La figure 2.13(a) montre les résidus de corrélation avant la première étape d’étalonnage. La moyenne
quadratique est de 8,5 %. Après la détermination des matrices de projection, cette valeur diminue pour
atteindre 7,1 %.
A partir de la figure 2.13(b), on peut conclure que l’écart restant est dû au fait que la nervure réelle soit
plus anguleuse que celle initialement utilisée comme forme nominale. L’étape de mesure consiste donc à
déplacer les pôles de la surface pour venir faire correspondre le mieux possible (au sens des résidus de
corrélation) la surface à la réalité observée. A la fin de cette étape, les résidus de corrélation ont diminué
jusqu’à une moyenne quadratique de 3,7%. La figure 2.13(c) montre que la plus grosse partie de la surface
est parfaitement recalée. L’écart restant peut être expliqué d’une part par la différence d’éclairement qui
n’est pas le même sur l’image gauche et sur l’image droite (une procédure pour corriger ces différences
sera proposée dans la partie 2.4). D’autre part, sur les côtés de la nervure, l’information n’est disponible que
pour un appareil photo. Une partie de l’information est donc manquante (d’une manière moins radicale que
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(a) (b)
FIGURE 2.11 : Forme 3D mesurée avec une régularisation LM. (a) L’échelle de couleur indique la valeur
des résidus de corrélation après la mesure. (b) Vue en coupe du profil de la surface, les points de contrôle
ne peuvent pas être représentés à cette échelle. Dans le cadre rouge, la partie du profil sans visibilité
(a) (b)
FIGURE 2.12 : Formes théorique (a) et reconstruite (b) de la pièce à l’aide de la régularisation LM. Le
profil de la nervure est plus anguleux sur le côté gauche. Le côté droit n’est pas visible par les appareils
photos et ne pouvait donc pas être reconstruit sans une information a priori
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(a) RMS(r) = 8,5 % (b) RMS(r) = 7,1 % (c) RMS(r) = 3,7 %
FIGURE 2.13 : Résidus de corrélation pour l’étape initiale (a), l’étalonnage des matrices de projection (b),
et la mesure de forme (c)
précédemment) ce qui mène à des écarts plus importants sur ces parties.
Une analyse multi-échelle est effectuée pour cette étude, en utilisant une approche par agrégation de
pixels [Hild et al. 02]. Une autre méthode pourrait être l’utilisation d’un filtre gaussien pour atténuer les varia-
tions hautes fréquences et ne conserver que les variations de niveaux de gris de longue portée. En premier
lieu, les images sont agrégées. La moyenne de chaque bloc de 4 pixels est utilisée comme un superpixel à
l’échelle d’au-dessus. Ensuite, les matrices de projection sont modifiées pour prendre en compte le facteur
(une puissance de 2) correspondant à l’échelle utilisée, pour être cohérent avec la nouvelle taille d’image.
La figure 2.14 montre l’évolution de la moyenne quadratique du résidu de corrélation en fonction du
nombre d’itérations pour les échelles 2 et 1. Les premières itérations à l’échelle 2 sont régularisées en
utilisant un paramètre λ égal à 1/100 de la valeur propre maximale du système. Après convergence à cette
échelle (i.e. après 6 itérations), la deuxième partie est résolue sans régularisation. De la même façon, à
l’échelle 1, quand le système est régularisé, la convergence est très rapide (une seule itération). Une fois le
paramètre de régularisation diminué, la convergence est exponentielle.
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FIGURE 2.14 : Moyenne quadratique du résidu de corrélation en fonction du nombre d’itérations pour
l’échelle 2 et l’échelle 1
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2.3 Mesure de déplacement
Dans cette partie, nous introduisons la formulation de la mesure de champs de déplacement 3D par
stéréo-corrélation d’images. L’étalonnage du système a déjà été traité, de même que la mesure de forme
3D. Nous considérerons donc que le système est étalonné et que le modèle de la surface réelle est connu
dans le repère du modèle nominal. Pour des raisons de simplicité, le montage de stéréo-vision est constitué
de 2 caméras et la surface n’est constituée que d’un seul patch (ceci sera étendu à un nombre arbitraire de
caméras et de patchs dans la partie 2.4).
Nous commencerons par formuler le problème dans un cadre général (i.e. sans se restreindre à une
formulation NURBS pour le champ de déplacement recherché), puis nous particulariserons au cas utilisé
isogéométrique. Durant le mouvement, les coordonnées d’un point 3D s’écrivent {x}= {X}+{u}. Il s’ensuit
que xl,r = xl,r0 +u
l,r(u, [Ml,r],xl,r0 ) où u
l,r représente le mouvement apparent dans les images de droite et
gauche des pixels dont la position initiale était xl,r0 .
Notons f l (resp. f r) l’image de référence et gl (resp. gr) l’image dans la configuration déformée prise
par l’imageur de gauche (resp. de droite) comme indiqué par l’exposant l ou r. Une approche globale de









r(u))− f r(xr0)]2 dudv
 2.27
par rapport aux paramètres qui définissent le champ de déplacement u.




[g˜l+∇ f l · ∂u
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∂u
δu− f l ]2 dudv+
∫
ROI
[g˜r+∇ f r · ∂u
r
∂u
δu− f r]2 dudv
 2.28
où δu représente l’incrément de déplacement, u˜ l’estimation actuelle du déplacement 3D u telle que x˜l,r =
xl,r0 +u
l,r(u˜) et g˜l,r = g(x˜l,r). Il est important de noter que la dépendance aux paramètres (u,v) des diverses
quantités à l’intérieur des intégrales de l’équation
 2.28 ont été omises pour des raisons de lisibilité.





où ai sont les amplitudes inconnues réunies dans un vecteur colonne {a}.



















où {a˜} est l’estimation actuelle des amplitudes recherchées telle que x˜l,r = xl,r0 +ul,r({a˜}). Cette procédure
correspond à une approche régularisée de la corrélation d’image puisque le résultat de l’opération est di-
rectement l’ensemble des paramètres inconnus ai, correspondant à la paramétrisation a priori du champ de
déplacement (comme décrit par l’équation
 2.29 ). Il est important de noter que les résultats sont exprimés
comme des champs de déplacements 3D (dépendant de la paramétrisation choisie). Pour cette raison, c’est
une approche globale de la stéréo-corrélation d’images pour estimer des déplacements 3D.
Le problème de corrélation est résolu en itérant sur le système linéaire suivant, écrit en termes de vecteur
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de correction de déplacement {δa}






























En utilisant les champs de sensibilité par rapport aux déplacements
∂ul,r
∂ai
comme base de champs tests, le
vecteur d’amplitudes {a} du champ de déplacement de la surface observée est obtenu (figure 2.15).
Contrairement à la plupart des techniques de stéréo-corrélation d’images où deux champs de dé-
placement 2D sont reprojetés dans l’espace 3D en utilisant les matrices de projection [Sutton et al. 00,
Sutton et al. 09], cette formulation fournit des résultats directement exprimés dans une base cinématique
3D sans aucune opération de projection ou d’interpolation supplémentaire. On pourrait penser qu’il y a équi-
valence entre déterminer les 2 champs de déplacements ul et ur, et ensuite de projeter ces 4 composantes
scalaires pour obtenir un champ 3D u, et déterminer directement le champ 3D u comme unique inconnu. Ce
n’est pas totalement vrai, l’équivalence stricte ne peut être acquise que si les projections (2× 2D vers 3D)
est pondérée en accord avec l’incertitude associée à chaque information élémentaire. En général, les ma-
trices de covariance complètes de la mesure de ul et ur ne sont jamais calculées et donc la projection n’est
pas optimale. Travailler avec l’inconnue 3D finale fournit la solution optimale sans avoir besoin de calculer
explicitement les matrices de covariance de chaque projection et permet d’utiliser a priori la redondance
associée à la dépendance explicite de ul,r avec le champ de déplacement 3D u.
2.3.1 Mesure de déplacement dans un cadre isogéométrique
Dans cette partie, nous allons particulariser la base utilisé pour décrire le champ de déplacement (voir
équation
 2.29 ). En utilisant cette formulation, les déplacements sont paramétrés dans le même espace que
la forme puisque la configuration déformée sera obtenue en bougeant les points de contrôle de la surface
NURBS utilisée pour décrire la surface. En ce sens, la formulation décrite ici s’insère dans un cadre plus
large que la seule mécanique expérimentale, l’approche isogéométrique [Cottrell et al. 09].






















où x˜r,l sont les estimations courantes de xr,l(Pi j). La solution du problème de minimisation est ainsi le
mouvement δPi j des points de contrôles Pi j paramétrant la surface. La déformation de la surface observée
représente le champ de déplacement entre les configurations de référence et déformée. La surface paramé-
trée est composée du même espace paramétrique que le modèle original. Pour chaque point appartenant à
la surface, le champ de déplacement 3D est connu (figure 2.16). Dans le cas présent, le champ de déplace-
ment est une surface NURBS dont les fonctions de forme sont celles de la forme 3D dans la configuration
de référence, et les points de contrôle sont les mouvements ∆Pi j entre les positions des points de contrôle
dans la configuration déformée par rapport à la configuration de référence.
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FIGURE 2.15 : Détermination du champ de déplacement en chaque point grâce à une approche globale de
la stéréo-corrélation d’image. Dans le cas présent Nij correspond à la paramétrisation de la forme 3D (p.ex.
avec des points de contrôle ou des nœuds de maillage) [Dufour et al. 15a]
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FIGURE 2.16 : Approche isogéométrique pour la mesure de champ de déplacement 3D pour une série de
configurations déformées par rapport à une configuration de référence [Dufour et al. 15a]
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2.3.1.1 Déraffinement ou enrichissement de la base cinématique
Le fait que la base cinématique soit décrite en utilisant la même base que la forme de l’objet pourrait
apparaître comme artificiel et potentiellement limitant. Il faut noter que la description NURBS permet d’en-
richir facilement cette base grâce à l’inclusion de points de contrôles supplémentaires [Piegl et Tiller 97,
Cottrell et al. 09]. Au besoin, la régularité (ou la continuité jusqu’à un certain degré des dérivées) peut
être contrôlée grâce à l’insertion de nœuds au même endroit dans la séquence nodale [Piegl et Tiller 97].
Le nombre de degrés de libertés peut donc être augmenté à volonté. Cependant, comme pour n’im-
porte quelle méthode de corrélation, un tel enrichissement peut mener à un mauvais conditionnement,
voire à des problèmes mal posés [Hild et Roux 12b]. Une des solutions est d’utiliser une régularisa-
tion [Tikhonov et Arsenin 77] qui est cohérente avec la solution attendue. Dans cet esprit, une régularisation
mécanique comme celles utilisées en corrélation d’images [Leclerc et al. 11, Tomicevic et al. 13] pourrait
être considérée. La formulation utilisée peut se coupler de manière naturelle avec les avancées récentes en
modélisation mécanique basées sur les descriptions isogéométriques [Cottrell et al. 09].
D’un autre côté, on pourrait vouloir réduire le nombre de degrés de liberté. Une projection vers un espace
de dimension inférieure peut être implémentée grâce à des multiplicateurs de Lagrange ou une pénalisation.
Pour continuer une des remarques formulées précédemment, une projection peut être effectuée dans une
étape de post-traitement. Cependant, la projection optimale devrait être faite en utilisant une régression
au sens des moindres carrés avec la métrique liée à l’inverse de la matrice de covariance [Gras et al. 15,
Mathieu et al. 15]. Si les contraintes cinématiques sont implémentées directement dans la formulation, la
détermination optimale (i.e. la moins sensible au bruit) est obtenue sans avoir à calculer la matrice de
covariance complète [Charbal et al. 15b].
2.3.2 Résultats et applications
La méthode introduite précédemment a été utilisée sur plusieurs essais au cours de la thèse. Nous
présenterons brièvement 3 applications, chacune dans un contexte particulier. Dans un premier temps,
nous nous intéresserons à un essai de validation de la méthode. Un carreau de Bézier a été usiné dans un
alliage d’aluminium puis mû face au système de stéréo-corrélation. Seuls des mouvements de corps rigide
ont été imposés. Ce test expérimental est une validation de l’algorithme de mesure et une façon d’estimer la
résolution pour les déplacements et les rotations. Ensuite, l’algorithme a été utilisé pour mesurer les champs
de déplacements 3D d’un toit de voiture de 2-m2 durant une opération de soudage. Puisque l’opération
d’étalonnage ne prend pas en compte les distorsions optiques, elles ont été évaluées et prises en compte
a priori en utilisant la corrélation d’images intégrée introduite au chapitre 1 [Dufour et al. 14]. Le dernier
exemple est un essai de compression sur la pièce cylindrique présentée dans la partie 2.1.2 réalisé au
laboratoire.
2.3.2.1 Validation dans le cas de mouvements de corps rigides
La pièce test est un carreau de Bézier usiné (voir figure 2.18(a)) en alliage d’aluminium de 100× 100
mm2 et elle est décrite par une surface NURBS d’ordre 3× 3 montrée en figure 2.17. Il y a donc 4× 4× 3
inconnues décrivant la forme. Un mouchetis noir et blanc est appliqué sur la surface pour permettre de
réaliser l’opération de corrélation (voir figure 2.18(b)). L’étalonnage et la mesure de forme appliqués à cette
pièce test ne sont pas traités dans ces travaux et ont fait l’objet d’une étude particulière dont les résultats
sont indiqués dans l’annexe E.
Le test de validation consiste à appliquer des mouvements de corps rigide à la pièce et à les évaluer
grâce au système de stéréo-corrélation. Ceux-ci sont appliqués à l’aide de 3 platines de translations per-
pendiculaires entre elles et couplées à une platine de rotation autour de l’axe Z. Le tableau 2.1 montre les
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FIGURE 2.17 : Surface NURBS théorique. Les points bleus représentent les points de contrôle et la surface
rouge est la forme 3D. Les dimensions sont en millimètres [Beaubier et al. 14]
(a) pièce usinée en alliage d’aluminium (b) Pièce peinte avec une texture aléatoire
FIGURE 2.18 : Pièce de test constituée d’un seul carreau de Bézier de degrés 3×3 [Dufour et al. 15a]
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amplitudes des déplacements imposés. La résolution des platines fournie par le constructeur est de 1µm
suivant chaque axe, et de 0.15mrad pour la platine de rotation. Quelques (9) images sont acquises à la fin
de la procédure pour évaluer la résolution de mesure indépendamment de tout mouvement. Deux appareils
photographiques Canon EOS 60D avec des objectifs Sigma 100 mm ont été utilisés.
Tableau 2.1: Mouvements de corps rigide appliqués à la pièce test suivant chacun des axes (voir figure 2.17)
pour chaque séquence d’image
Numéro d’images 4 à 9 10 à 17 18 à 27 28 à 32 33 à 37
X (en mm) 1 4 0 0 0
Y (en mm) 0 0 0 0 2.5
Z (en mm) 0 0 -5 0 0
C (en degrés) 0 0 0 5 5
Les six séquence d’images ont été analysées en utilisant la procédure de stéréo-corrélation d’images
isogéométrique décrite précédemment. Les déplacements et les rotations sont calculées en utilisant un al-
gorithme Iterative Closest Point (ICP) [Yang et Medioni 92] pour obtenir la matrice de rotation globale R et
le vecteur translation t. Il est important de noter qu’au lieu d’évaluer les 4× 4× 3 = 48 degrés de libertés
cinématiques et ensuite de les post-traiter, une approche intégrée aurait pu être implémentée, dans laquelle
le mouvement des points de contrôle est supposé être un mouvement de corps rigide (i.e. six degrés de li-
bertés [Charbal et al. 15b]). Cependant, ce n’est pas le choix que nous avons fait ici puisque la méthode est
évaluée avec la paramétrisation cinématique choisie a priori (i.e. avec les 48 degrés de libertés). Comme l’es-
pace 3D de la représentation NURBS ne coïncide pas avec l’espace 3D (réel) des platines, la comparaison
est seulement effectuée en termes de norme (i.e. distance) et non pas pour chaque axe indépendamment.
La comparaison entre les distances théoriques et réelles est montrée en figure 2.19.



































FIGURE 2.19 : Comparaison entre déplacements imposés (croix) et mesurés (ligne). Les résultats corres-
pondent à la distance (en mm) entre la position actuelle et la configuration de référence. Comme les rota-
tions imposées sont autour d’un axe dirigé suivant Z mais inconnu à partir de l’image 27, les déplacements
imposés ne sont plus reportés sur la figure [Dufour et al. 15a]
La figure 2.19 montre que la différence entre les déplacements imposés et mesurés est plus faible pour
les déplacements suivant l’axe X (images 4 à 17) que lorsque les mouvements sont imposés suivant l’axe
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Z (images 18 à 27). Cet effet peut être causé par des imperfections de l’étalonnage suivant l’axe Z. De
plus, pour vérifier que le champ de déplacement mesuré est compatible avec le mouvement de corps rigide
imposé, la figure 2.20 montre l’écart type calculé sur le champ de déplacement mesuré, qui devrait être nul
pour une translation de corps rigide. Les valeurs que l’ont obtient à ce stade sont très élevées (i.e. seulement
10 fois moins que l’amplitude du déplacement), ce qui est inacceptable.






















































FIGURE 2.20 : Ecart-type du déplacement mesuré suivant les 3 axes exprimé en mm [Dufour et al. 15a]
Il est proposé de corriger ces imperfections en utilisant ces déplacements imposés. Tout d’abord, l’éta-
lonnage est effectué en utilisant par exemple la procédure introduite dans [Beaubier et al. 14]. Ensuite, un
déplacement connu upre est imposé à l’objet d’intérêt (ou au système de stéréo-corrélation puisque ces
mouvements sont équivalents) et le mouvement apparent umea est mesuré. Chaque colonne des matrices
de projection peut ensuite être corrigée d’un facteur
upre
umea
, qui est proportionnel au facteur d’échelle sl,r.
Cette procédure a été utilisée ici pour corriger les matrices de projection après la première mesure.



































FIGURE 2.21 : Comparaison entre déplacements imposés (croix) et mesurés (ligne) après la correction des
matrices de passage. Le déplacement suivant l’axe Z est aussi mesuré correctement [Dufour et al. 15a]
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La figure 2.21 montre la comparaison entre les déplacements imposés et mesurés après la correction.
La différence quadratique moyenne des mouvements suivant l’axe X est d’environ 10 µm. La mesure suivant
l’axe Z donne des résultats précis mais la différence quadratique moyenne est d’environ 25 µm, ce qui est
environ trois fois plus que suivant l’axe X. Cette différence peut être expliquée en utilisant une analyse de
sensibilité pour évaluer la matrice de covariance associée avec chaque degrés de liberté (voir plus loin).
Ce résultat est cohérent avec les approches standard de la stéréo-corrélation d’images pour laquelle des
incertitudes de mesure suivant la direction hors plan sont de l’ordre de trois à cinq fois plus importante que
dans le plan [Sutton et al. 09].
Une fois que la correction a été effectuée, l’écart type du champ de déplacement peut de nouveau
être calculé. La figure 2.22 montre l’évolution de cette quantité pour chaque direction à chaque image. On
observe une réduction très importante (d’un facteur 50) de cet écart-type. L’écart selon les directions X et Y
devient plus important que suivant Z, mais les trois quantités restent très faibles.





















































FIGURE 2.22 : Ecart-type du déplacement mesuré suivant les 3 axes exprimé en µm après la correction des
matrices de projection [Dufour et al. 15a]
La matrice de stéréo-corrélation ([Cl ] + [Cr]) multipliée par deux fois la variance du bruit d’acquisition
peut être utilisée pour évaluer la sensibilité au bruit pour chaque degré de liberté (voir partie 1.3.2.2). Uti-
liser cette méthode permet de calculer des valeurs théoriques de la sensibilité sans toutefois effectuer la
procédure de corrélation complète [Hild et Roux 12a] comme expliqué dans la partie 1.3.2.2. La figure 2.23
montre la matrice de covariance obtenue pour le cas considéré. Cette matrice montre que le système est
plus sensible au bruit pour les mouvements suivant l’axe Z (coin inférieur droit). Le facteur entre la sensibilité
suivant les directions X et Z est d’environ 2.5.
En utilisant la trace de la matrice de rotation R, on peut déterminer la valeur de l’angle de rotation (i.e.
C = arccos((tr(R)− 1)/2)). Le vecteur propre associé à la valeur propre 1 est le l’axe de rotation dans
l’espace du modèle CAO. La figure 2.24 montre la comparaison entre les angles imposés et mesurés. La
différence quadratique moyenne est d’environ 60 µrad lorsque l’angle varie entre 0 et 5 degrés. Cette valeur
montre que la détermination de l’angle est très précise, même dans le cas où une translation est également
imposée en même temps. De plus, l’axe de rotation est très proche de l’axe Z comme on pouvait s’y attendre
au vu du montage expérimental.
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FIGURE 2.23 : Matrice de sensibilité au bruit pour les degrés de liberté mesurés exprimé en mm2. Le
facteur multiplicatif entre les sensibilité suivant X (bloc 16×16 en haut à gauche) et Z (bloc 16×16 en bas
à droite) est d’environ 5 [Dufour et al. 15a]




























FIGURE 2.24 : Comparaison entre rotation imposée (croix) et mesurée (ligne) [Dufour et al. 15a]
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2.3.2.2 Application à une pièce dans un contexte industriel
La géométrie considérée dans cette partie est un toit automobile de 2m2 de surface (voir figure 2.25(a)).
L’étude se concentre sur la détermination du champ de déplacement 3D de la surface induit par le soudo-
brasage de cette pièce sur la caisse automobile. Deux caméras Teli CleverDragonr de 12 Mpixels équipées
d’objectifs NIKKORr 24 mm sont utilisées dans cette étude. Le montage expérimental est montré sur la
figure 2.26. La fréquence d’acquisition est de 10 Hz. La taille physique du pixel est d’environ 0.3 mm. Cet
essai a lieu dans les locaux de PSA sur un îlot de production en marge de la chaîne d’assemblage. L’envi-
ronnement est donc très différent de celui d’un laboratoire et les problématiques rencontrées pour mettre en
place l’essai sont plus complexes (voir annexe E).
(a) (b)
FIGURE 2.25 : Image du toit analysé (surface de 2 m2) prise par la caméra de gauche [Beaubier et al. 14].
Surface NURBS correspondante après l’étape d’étalonnage
Le système de stéréo-corrélation a tout d’abord été étalonné en utilisant l’approche isogéomé-
trique [Beaubier et al. 14], voir annexe E. La figure 2.25(b) montre la mesure initiale de la forme 3D à la
fin de l’étape d’étalonnage. Elle est composée d’une seule surface de 12× 7 = 84 points de contrôle avec
un poids unitaire. Cela correspond à une surface NURBS de degré 3×3.
La configuration de référence est choisie pour être celle à la fin de l’opération de soudage puisque la
forme du toit soudé est plus proche du modèle CAO (i.e. le toit est dessiné assemblé). De plus, la tête de
soudage est visible sur la première image de la série et ne l’est plus sur la dernière. Partir de la dernière
image permet donc d’éviter d’utiliser deux masques et de cacher une partie très importante de l’image
à cause de la présence de l’outil de soudage. Chaque paire d’images est traitée en utilisant l’algorithme
décrit précédemment. Cela nous permet d’obtenir 800 champs de déplacements NURBS. Le temps de
calcul pour cette application est de plus de 14 heures avec une implémentation Matlab. Ceci pourrait être
grandement amélioré en utilisant une implémentation hautement parallélisée (p.ex. basée sur l’utilisation de
GPU [Leclerc et al. 09, Leclerc et al. 12] ou une implémentation en C++ plus classique).
La figure 2.27 montre un exemple du déplacement suivant l’axe Z à la surface pendant l’opération de
soudage. Le déplacement mesuré est d’environ 6 mm suivant l’axe vertical, ce qui est cohérent avec le mon-
tage expérimental (i.e. le toit est poussé contre le côté de caisse pendant le soudage [Beaubier et al. 14]).
Le nombre d’itérations nécessaires pour atteindre la convergence de l’algorithme est inférieur à 5 dans la
plupart des cas.
La figure 2.28 montre deux cartes de résidus correspondant à la valeur absolue de la différence des
niveaux de gris
∣∣g˜l,r− f l,r∣∣ à convergence pour une paire d’images donnée. Excepté une petite zone due à
la présence de la tête de soudage, les résidus sont très faibles comparés à la dynamique des images (i.e.
1024 niveaux de gris). Ces cartes valident l’appariement et les résultats de corrélation sont donc dignes de
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FIGURE 2.26 : Configuration de stéréo-vision utilisée pendant l’opération de soudobra-
sage [Beaubier et al. 14]
FIGURE 2.27 : Déplacement du toit durant le soudage (image 601 sur 840). L’échelle de couleur correspond
au déplacement suivant l’axe Z
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confiance.
(a) (b)
FIGURE 2.28 : Résidus de corrélation en niveaux de gris à l’étape 350 pour les caméras de gauche (a) et de
droite (b).La tache de lumière est causée par la torche de soudage [Dufour et al. 15a]
La figure 2.29 montre les variations de la moyenne quadratique des résidus en niveaux de gris pendant
l’opération de soudage en rouge. L’augmentation du résidu peut être expliquée par la présence de la torche
de soudage, qui bouge durant l’opération (cette partie de l’image est cachée pendant la corrélation mais
les résidus sont calculés en utilisant toute la surface) ce qui cause un écart systématique entre les niveaux
de gris de l’image de la configuration déformée et l’image de référence. Le niveau le plus haut est obtenu
quand la torche est au milieu de la surface (voir figure 2.28). En bleu, la série de points montre l’évolution du
résidu si l’on exclut du calcul la zone de la torche (qui augmente de manière artificielle le niveau de résidu).
On remarque alors qu’au début et à la fin de l’essai les niveaux sont plus hauts, ce qui est probablement dû
aux réflexions sur la surface courbe du pavillon, et au milieu le résidu a une valeur proche du niveau de bruit
ce qui valide la convergence de l’algorithme et la mesure.













































FIGURE 2.29 : Variation de la moyenne quadratique des résidus de corrélations, normés par la dynamique
de l’image de référence, pendant l’opération de soudage. En rouge, la valeur est calculée en utilisant toute
l’image, en bleu, la zone de la torche est masquée [Dufour et al. 15a]
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2.3.3 Essai de compression sur pièce cylindrique
La géométrie utilisée dans cet essai est celle décrite dans la partie 2.1.2. La configuration choisie est
composée de 2 appareils photo de part et d’autres de la nervure (voir partie 2.2.4). Le montage a été
étalonné dans la partie 2.2 et on s’intéresse ici à la mesure de déplacement. Sur la figure 2.30(a) on peut
(a) (b)
FIGURE 2.30 : Exemple de (a) champ de déplacement (en mm) suivant l’axe longitudinal et de (b) champ
de résidus (en niveaux de gris) associé à la mesure pour l’effort de compression maximum ( RMS(r) =
1.1%)
voir un exemple de champ de déplacement mesuré sur une portion du cylindre. La forme du déplacement
est compatible avec le chargement de compression imposé à la pièce. Pour valider ces résultats, une carte
des résidus de corrélation (pour la caméra de gauche) est montrée sur la figure 2.30(b). On peut voir que
le résidu est faible (η = 1.1%), et qu’on ne distingue pas du tout le mouchetis. Cela signifie que l’algorithme
a convergé et que les deux images ont été appariées. Les écarts de niveaux de gris résiduels viennent en
grande partie du bruit d’acquisition sur les images. Il faut noter que pour cette pièce, la zone de la nervure
(les bords de celle-ci) n’étant pas mesurable à proprement parler, le déplacement est simplement extrait
grâce aux propriétés de continuité des fonctions de forme NURBS.
En utilisant une approche régularisée a priori de la stéréo-corrélation d’images (isogéométrique dans
ce cas), des champs de déplacements 3D complètement continus et denses peuvent être mesurés dans
un formalisme NURBS, ce qui est complètement cohérent avec le modèle géométrique virtuel utilisé ici (i.e.
basé sur la description CAO de la surface d’intérêt). Cette méthode a été utilisée pour mesurer des déplace-
ments dans des contextes très différents allant de l’essai en laboratoire à une opération de soudobrasage en
contexte industriel. Les incertitudes de la méthode de mesure de déplacement ont été recherchées et éva-
luées à environ 10 µm pour les déplacement dans le plan, 25 µm dans la direction hors plan et 60 µrad pour
les rotations pour un carreau de Bézier de 1 dm2 d’ordre 3×3. Une méthode pour améliorer l’étalonnage
dans le cadre de l’auto-étalonnage de cette méthode a été proposée, basée sur la correction des matrices de
projection en actualisant le facteur d’échelle à partir de la comparaison entre des déplacements hors plan im-
posés et mesurés. Avec l’intérêt grandissant pour les méthodes d’analyses isogéométrique [Cottrell et al. 09]
pour la modélisation mécanique, cette méthode permettra des comparaisons directes entre les champs ci-
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nématiques calculés et mesurés. Ce type de comparaison peut être très utile pour, par exemple, des besoins
d’identification et de validation dont nous verrons des exemples dans le chapitre 3. De plus, on peut noter que
les champs de déformations 2D, seront continus puisque que le champ de déplacement est dense et continu
et que les normales à la surface peuvent être calculées facilement dans un formalisme isogéométrique.
Enfin, il est important de noter que la description utilisée ici (i.e. avec des NURBS) peut être étendue
à n’importe quelle formulation paramétrique comme des maillages ou des formulation en déplacements
mécaniquement régularisées (p.ex. fournie par des méthodes éléments finies ou éléments de frontières).
Par exemple, des quadrangles à 4 nœuds (voir l’annexe D) ou des triangles à 3 nœuds [Dubreuil et al. 15]
peuvent être utilisés pour mailler la surface extérieure de sorte à être cohérent avec les formulations élé-
ments finies standards. De plus, la formulation globale développée permet d’utiliser des formulations diffé-
rentes pour la forme et les champs de déplacement (p.ex. surfaces NURBS pour la forme 3D et éléments
3D-Q4 pour la discrétisation du champ de déplacement). Cependant, l’espace paramétrique pour les deux
discrétisation doit être cohérent.
La formulation proposée jusqu’ici dans ce manuscrit est limitée pour plusieurs raisons. Il est tout d’abord
très difficile, voir impossible, de représenter de manière adéquate la surface d’une pièce 3D réelle avec
un simple patch NURBS. De plus, dans le cas de l’observation de formes complexes (sur la forme utilisée
dans la partie 2.2 par exemple) l’utilisation de deux caméras uniquement peut ne pas être suffisant pour
obtenir toute l’information nécessaire (il a par exemple été montré que c’est la connaissance de la forme
a priori qui permet de régulariser le problème suffisamment pour avoir une forme complète à la fin). Dans
ce cas, recourir à un nombre de vues plus important peut permettre la reconstruction plus fidèle de la
surface [Harvent et al. 08, Harvent et al. 15].
2.4 Mesure multi-surface/multi-vue
Dans la suite de cette étude, l’objet observé ne sera plus représenté par un seul patch NURBS mais
pourra être composé d’un nombre ns arbitraire de patchs. Ces patchs seront indicés s avec s = 1, ...,ns.
Chaque patch partage les points de son bord avec ses voisins et est décrit à l’aide de la formulation NURBS
(décrite en partie 2.1). Les espaces paramétriques associés à ces surfaces sont indépendants.
Un nombre nc arbitraire d’appareils imageurs est utilisé pour observer la pièce. Chacun de ces appareils
enregistre une image f i(xi) où xi est un point dans le plan (en deux dimensions) de la i-ième image.
2.4.1 Montage expérimental
Pour illustrer cette formulation plus générique de la mesure, un autre montage expérimental a été uti-
lisé. La pièce étudiée est un barreau d’alliage d’aluminium dont les 4 faces ont été mouchetées (voir figure
2.31(a)). La géométrie est composée de 4 patchs NURBS d’ordre 4 (i.e. composé d’une grille de 4× 4 points
de contrôle). La géométrie complète est donc composée de 4× 4× 3× 3 = 144 degrés de liberté. L’illustra-
tion de l’approche consiste en un essai de traction sur ce barreau comme le montre la figure 2.31(b). Les
appareils utilisés sont de type Canon EOS 60D munis d’objectifs 50 mm. Pour limiter le nombre d’imageurs
nécessaire et éviter de laisser trop d’indépendance aux surfaces, chaque appareil est positionné de façon
à observer une arête du barreau (comme montré sur les figures 2.31(b) et 2.32). De cette manière, chaque
image contient l’information provenant de deux surfaces différentes, et on peut obtenir quatre montages de
stéréo-vision en utilisant uniquement quatre imageurs.
La stéréo-vision consiste à mettre en correspondance des images en utilisant un modèle de projection
dans le but de mesurer la forme de l’éprouvette (comme expliqué au chapitre 2.2). Le modèle de projection
lui-même doit d’abord être identifié et ses paramètres évalués grâce à une étape d’étalonnage qui sera
détaillée dans la suite. Une stratégie similaire peut être utilisée ensuite pour mesurer les changements de la
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(a) (b)
FIGURE 2.31 : (a) Géométrie de l’éprouvette. Les coordonnées sont exprimées en mm. (b) Montage expéri-
mental utilisant 4 appareils photographiques reflex (entourés en blanc) d’un essai de traction sur un barreau
en alliage d’aluminium
FIGURE 2.32 : Illustration schématique du montage de stéréo-vision avec un objet (parallélépipédique)
composé de plusieurs surfaces au centre entouré par 4 appareils photographiques. Cet exemple élémentaire
sera utilisé dans la partie 2.4 pour illustrer la méthode proposée
64
2.4. MESURE MULTI-SURFACE/MULTI-VUE
forme 3D lorsque l’éprouvette subit un chargement mécanique. Cela revient à mesurer les déplacements de
la surface de l’objet dans notre cas.
2.4.2 Étalonnage des caméras
Pour déterminer les matrices de projection dans le cas de la mesure multi-vue, on peut utiliser un for-
malisme de stéréo-corrélation d’images globale similaire à celui décrit dans la partie 2.2. L’objet d’étude est
à nouveau utilisé comme mire d’étalonnage puisque sa forme nominale est connue. Nous introduirons deux
nouvelles formulations dans la suite. La première est basée sur la combinaison d’une multitude de paires
de caméras observant une surface commune Ss. La seconde sera utilisée pour mettre en correspondance
chaque caméra indépendamment avec une image dite de référence, définie dans l’espace paramétrique et
qui est actualisée au cours des itérations de l’algorithme.
Comme dans les formulations précédentes, les coordonnées homogènes de chaque point 3D sont re-




Chaque surface Ss étant décrite par un système de coordonnées intrinsèque ξs, les points de la surface
courante seront notés X(ξs). Chacun de ces éléments, soit respectivement la matrice de projection, le
facteur d’échelle et la paramétrisation de la surface, permettent d’exprimer la position dans le plan de l’image
i pour chaque point paramétré par ξs et est écrit xi([Mi],X(ξs)). L’étape d’étalonnage consiste donc à










∥∥ f i(xi([Mi],X(ξs)))− f j(x j([M j],X(ξs)))∥∥2  2.36
par rapport à chaque inconnue de la matrice de projection [Mk] où f i, j sont les paires d’images dans la
configuration de référence. La minimisation est réalisée en utilisant un algorithme de Newton-Raphson dans
lequel on effectue des linéarisations et des corrections (voir partie 1.3.2.1). Pour initialiser cette étape, l’utili-
sateur doit au préalable choisir 6 points remarquables dans chaque image considérée. Dans la configuration
présente, modifier la matrice de projection [Mi] d’un petit incrément δ[Mi] induit un mouvement des points
correspondants des coordonnées xi aux coordonnées xi+ δxi. La quantité δxi n’est pas un déplacement
physique, mais plutôt une sensibilité par rapport aux paramètres de la transformation géométrique que l’on






où [SM] rassemble les jeux de 11× nc champs de sensibilité. Les inconnues restantes (une par ca-
méra) doivent être déterminées par la connaissance de dimensions absolues sur la structure obser-
vée [Beaubier et al. 14]. Il est important de noter que la somme apparaissant dans l’équation
 2.36 est
implicitement restreinte aux caméras Ci et C j qui peuvent toutes deux voir la surface Ss. En pratique, utiliser
toutes les paires disponibles est gourmand en ressources, même si cela est nécessaire pour atteindre la
meilleure détermination possible pour les matrices de projection [Mi]. On peut toutefois réduire ce nombre
pour utiliser nc− 1 paires au maximum. Une formulation légèrement différente sera préférée dans la suite
mais elle requiert une approximation de la solution pour initialiser le calcul. Pour cette raison, même si utiliser
la première méthode n’est pas optimal, une solution approchée peut être obtenue. La deuxième formulation,
illustrée en figure 2.34, contourne le problème des nombreuses paires de caméras. L’idée principale est
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FIGURE 2.33 : Détermination des matrices de projection pour une paire d’appareils photographiques Ci-
C j et une surface Ss via son espace paramétrique associé en utilisant une approche globale de stéréo-
corrélation [Dufour et al. 15b]
d’effectuer une détermination individuelle des matrices de projection [Mi] en considérant toutes les caméras
Ci, l’une après l’autre, à partir de la mise en correspondance d’une image f i(xi) et une référence fˆ (ξs),
que l’on considérera dans la suite comme étant la texture intrinsèque. On supposera que le modèle de sur-
face est parfaitement connu X(ξ) même si la texture intrinsèque est inconnue. Partout où l’information est








∥∥ f i(xi([Mi],X(ξs)))− fˆ (ξs)∥∥2  2.38
par rapport à toutes les matrices [Mk] permet en théorie d’obtenir un étalonnage idéal. Cependant, si une
détermination (même approchée) des matrices de projections [Mi] est connue, chaque point 3D X(ξs) sur
la surface Ss peut être associé à un point de l’image xi. De cette manière, faire une moyenne de toutes les
images observant la même surface physique (potentiellement après correction) permet d’obtenir un objet de







où 〈· · · 〉 représente l’opérateur moyenne. Nous verrons plus tard, dans la partie 2.4.4 (ou dans l’annexe B
dans le cas 2D), une correction possible des images f i (p.ex. modification des niveaux de gris, filtrage spa-
tial) expliquée avec plus de détails. L’écriture qui suit suppose que le niveau de gris est une caractéristique
absolue d’un élément de surface, qui est mesuré de manière équivalente par tous les appareils imageurs.




FIGURE 2.34 : Détermination des matrices de projections pour un appareil photographique Ci et une surface
Ss via son espace paramétrique associé en utilisant une approche globale de la stéréo-corrélation. Ici la
texture intrinsèque utilisée est la moyenne des textures sur chaque surface transportée sur la forme de
l’échantillon X et dans l’espace paramétrique ξs [Dufour et al. 15b]
L’algorithme utilisé dans cette deuxième formulation est assez proche du précédent. En premier lieu, les
matrices de projections [Mi] sont corrigées, puis la texture intrinsèque est recalculée. Ces deux étapes sont
répétées jusqu’à convergence.
2.4.3 Mesure de forme
Dès lors que les matrices de projection ont été étalonnées, une étape de mesure de forme 3D multi-vue
et multi-surface peut également être menée. Une première estimation de la forme 3D (i.e. son modèle nomi-
nal) est projetée dans l’espace 2D du plan du capteur en utilisant les matrices de projection [Mi], transportant
ainsi le système de coordonnées de l’espace paramétrique ξs, xi([Mi],X(ξs)). Les images peuvent ensuite
être interpolées, générant des imagettes (au sens d’un sous échantillonnage plutôt que d’un découpage)
dans l’espace paramétrique. Une approche globale de la stéréo-corrélation d’images [Beaubier et al. 14]
peut être utilisée pour faire bouger les points de contrôles Pk des patchs NURBS. Ces mouvements induisent
des pseudo-déplacements visibles par tous les appareils imageurs qui observent cette surface puisque la
position de l’objet est pilotée par les points de contrôle (comme rappelé dans l’annexe A). Pour mettre en
évidence cette dépendance, les points de contrôle sont explicitement listés comme des arguments de la pro-
jection xi([Mi],X(Pk,ξs)). Cependant, dans cette partie, la matrice de projection [Mi] est connue et pour
simplifier les notations, sa dépendance est omise pour écrire xi(X(Pk,ξs)). Le déplacement apparent dans








Cette équation définit de nouveaux champs de sensibilité dans le même esprit que ceux introduits précé-
demment. Cela mène à une estimation de l’incrément de position des points de contrôle δPk qui sont ajoutés
aux coordonnées précédentes (voir figure 2.35). De la même manière que précédemment, deux formulations
peuvent être choisies. La première exploite toutes les paires d’images pour chaque surface observée. La
seconde utilise une référence qui est construite comme la moyenne des textures venant de chaque caméra
transportée dans l’espace paramétrique intrinsèque à la surface.








∥∥ f i(xi(X(Pk,ξs)))− fˆ (ξs))∥∥2  2.41
par rapport à chaque incrément de position de points de contrôle réunis dans {δPk}. La minimisation est
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FIGURE 2.35 : Mesure de la forme 3D initiale par une approche globale stéréo-corrélation d’images pour
une caméra Ci et une surface Ss pour laquelle la texture intrinsèque est mise à jour dans l’espace paramé-
trique ξs [Dufour et al. 15b]
une nouvelle fois réalisée grâce à un algorithme de Newton-Raphson, chaque itération étant suivie par une
mise à jour de la texture intrinsèque fˆ .
2.4.4 Formulation générique et relaxation de l’hypothèse de conservation des ni-
veaux de gris
La seconde formulation décrite précédemment (en parties 2.4.2 et 2.4.3) est utilisé sur le montage expé-
rimental de la partie 2.4.1. Il faut cependant noter que dans ce cas précis, il n’y a pas de grosses différences
entre les deux formulations. En effet, à convergence, les deux fonctions minimisées sont proportionnelles
l’une à l’autre quand seulement deux appareils peuvent voir chaque surface, avec la même incidence et le
même zoom ∥∥ f i− fˆ∥∥2 = ∥∥∥∥ f i− f i+ f j2
∥∥∥∥2 =
∥∥ f i− f j∥∥2
4
 2.42
La seule différence notable à laquelle on peut s’attendre est la vitesse de convergence, lorsque les images
sont comparées à une référence intrinsèque issue d’images qui ne sont pas encore totalement en correspon-
dance. On s’attend à une vallée plus large autour du minimum et donc à une convergence plus rapide et à
un algorithme plus robuste. Toutefois, ce point n’a pas encore été validé. La figure 2.36(a) montre les résidus
de corrélation sur la géométrie de l’échantillon avant la procédure d’étalonnage des matrices de projection.
Cela correspond à l’étape d’initialisation de l’étalonnage, pour laquelle 6 points remarquables (i.e. dans ce
cas, deux points sur chaque arête vue par une caméra) sont manuellement sélectionné par l’utilisateur. A
partir de cette sélection, une première approximation des matrices de projection peut être déterminée.
La valeur moyenne quadratique du résidu de corrélation au début des calculs était égale à 12 % de la
dynamique en niveau de gris des appareils, et à 10 % à la fin de l’étape d’auto-étalonnage. Cette valeur très
élevée est principalement due à un écart systématique venant du non respect de l’hypothèse de conservation
des niveaux de gris entre les différents appareils photographiques (voir figure 2.36).
Cette hypothèse peut être relaxée en ajoutant une contribution à la texture intrinsèque de chaque surface





( f c(Ss, [Mc])− (1−ac(Ss)) · fˆ (Ss)+bc(Ss))2
 2.43
avec (1−ac(Ss)) · fˆ (Ss)+bc(Ss) = f˜ c(Ss)
Les champs ac(Ss) et bc(Ss) sont des champs de corrections apportées aux valeurs de niveaux de gris
de la surface. Ils correspondent à des corrections de contraste (correction d’un facteur multiplicatif entre deux
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images) et de brillance (correction de la valeur moyenne). Ici, on doit déterminer un champ de contraste et
de brillance par caméra et par surface (soit 2×2×4 champs composés d’un nombre de degré de liberté
pouvant varier indépendamment du degré de la surface elle-même).
Cette forme permet de prendre en compte les corrections de niveau de gris en évitant notamment d’avoir
à choisir une image dite "maître". En utilisant cette nouvelle formulation, le résidu de corrélation à conver-
gence est égal à 3 %. Cette valeur faible de résidu est principalement due au fait que des corrections de
niveaux de gris ont été appliquées. Dans ce cas, un champ de correction bilinéaire a été considéré (i.e.
un unique patch d’ordre 2 pour chaque inconnue de brillance bc et de contraste ac) pour chaque surface
considérée. La texture aléatoire est complètement mise en correspondance puisqu’elle disparait totalement
sur de larges portions de la surface reconstruite (voir figure 2.37(b)). Ce résultat valide la méthode proposée
basée sur la recherche de la texture intrinsèque.
(a) (b)
FIGURE 2.36 : Résidus de corrélation (a) au début de l’étape d’étalonnage (RMS(r) = 11.16%) et (b) à la
fin de l’étape d’étalonnage (RMS(r) = 9.86%). La dynamique des images est de 16 bits [Dufour et al. 15b]
On peut penser que 3 paires d’appareils auraient été suffisantes pour étalonner le modèle géométrique
complet des quatre, i.e. positionner les coordonnées du point focal et de l’axe optique. L’utilisation de la qua-
trième paire introduit une information redondante, qui est naturellement prise en compte dans la formulation
proposée pour obtenir la meilleure détermination des paramètres extrinsèques des appareils (i.e. décrire la
transformation entre les systèmes de coordonnées du modèle NURBS et de la caméra) sans briser l’unifor-
mité et l’unicité de leur rôle (i.e. aucune caméra "maître" n’est choisie). Une pondération différente pourrait
plus tard être utilisée pour prendre en compte la crédibilité de la projection en fonction de la direction entre
la normale à la surface et l’axe optique. Les différences entre la forme nominale et la forme mesurée sont
illustrées sur la figure 2.38. Celles-ci sont plus importantes sur les arêtes car la forme de l’éprouvette ne
correspond pas complètement au modèle géométrique utilisé. La différence quadratique moyenne entre le
modèle nominal et la surface reconstruite est égale à 8 µm, ce qui est très faible.
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(a) (b)
FIGURE 2.37 : Résidus de corrélation (a) au début de l’étape d’étalonnage (RMS(r) = 11.16%) et
(b) à la fin de l’étape d’étalonnage (RMS(r) = 3.00%) pour une correction bilinéaire de niveaux de




FIGURE 2.38 : Différences (en mm) selon la normale à la surface entre la surface reconstruite et la forme
nominale. Les différences sont plus grandes sur les bords où le modèle ne correspond pas à la forme de
l’échantillon. Les deux vues sont tournées de 180 ◦ l’une par rapport à l’autre autour de l’axe longitudi-
nal [Dufour et al. 15b]
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2.4.5 Mesure de déplacements 3D
Comme pour les étapes précédentes, il est possible d’étendre la formulation utilisée dans la partie 2.3
pour la mesure multi-vue et multi-surface. Pour des raisons de simplicité, les champs de déplacement seront
décrits en utilisant la même formulation que la surface de l’objet observé (i.e. les déplacements sont obtenus
en faisant bouger les points de contrôle). Il est important de noter que d’autres hypothèses peuvent être
faites sur la description (p.ex. éléments-finis (voir annexe D)). Une approche globale de la stéréo-corrélation








∥∥gi(xi(Pk+dPk(t),ξs))− f i(xi(Pk,ξs))∥∥2  2.44
par rapport à chaque mouvement dPk(t) des points de contrôle Pk. Dans le cas présent, f i représente
l’image dans la configuration de référence pour l’appareil Ci, et gi l’image du même appareil dans la confi-
guration déformée (comme indiqué sur la figure 2.39). Ces mouvements des points de contrôle induisent de
(vrais) déplacements dans les images (voir l’équation
 2.40 )
FIGURE 2.39 : Mesure des champs de déplacements 3D à l’aide d’une approche globale de stéréo-
corrélation d’images [Dufour et al. 15b]
En pratique, les déplacements sont décrits dans le langage de la forme CAO (i.e. NURBS). Même si
cela peut sembler limitant (il n’y a pas de raison pour laquelle les changements de forme pourraient être
représentés dans le même espace que la forme dans son état initial), il n’en est rien. En effet, le forma-
lisme NURBS est un outil puissant permettant de modifier de manière simple de nombreux paramètres de
surface [Piegl et Tiller 97]. Celui-ci permet d’ajouter ou de supprimer des points de contrôle, ainsi que de
modifier de manière locale la régularité des surfaces (p.ex. dérivées continues à l’ordre choisi) et de générer
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une fonction adaptée au champ de déplacement observé (i.e. continus). Cet enrichissement peut facile-
ment amener un utilisateur à dégrader le conditionnement des opérateurs utilisés, ce qui peut aboutir à des
difficultés pour résoudre le problème de mise en correspondance (comme avec toutes les autres représen-
tations possibles du champ de déplacement). Dans cette étude, l’enrichissement de la discrétisation n’est
pas traité et on supposera que le choix initial est suffisamment large pour contenir une bonne description de
la cinématique.
Cette méthode est utilisée pour mesurer les déplacements 3D sur toute la surface externe de l’échantillon
(i.e. les 4 patches NURBS décrit en partie 2.4.1). La figure 2.40 montre les déplacements suivant l’axe
vertical. On peut noter une légère rotation en plus du champ de déplacement caractéristique de la traction
pure.
FIGURE 2.40 : Composante longitudinale du champ de déplacement (exprimé en mm) correspondant au
niveau d’effort maximum durant l’essai de traction
Pour valider ces résultats, la carte des résidus de corrélation est montrée en figure 2.41. Les résidus
sont très faibles pour tous les appareils. La mise en correspondance est donc réussie. Les niveaux de résidu
sont plus grands sur les arêtes des surfaces, ce qui est dû à une différence entre la forme réelle (légèrement
incurvée sur les bords) et le modèle géométrique utilisé ici qui ne tient pas compte de cela. De nouveaux
points de contrôle devraient être ajoutés pour réduire les résidus à nouveau. Cela n’a pas été fait.
2.4.6 Conclusions
Une formulation multi-vue et multi-surface de l’algorithme de stéréo-corrélation d’images a été dévelop-
pée. On utilise pour cela la résolution d’un système global qui contient les contributions associées soit à
chaque paire de caméras, soit à la comparaison de la texture extraite de chaque caméra avec la texture
intrinsèque de la surface observée. C’est l’utilisation du repère global de la géométrie nominale en tant que
support pour la mesure qui permet d’intégrer facilement les informations venant de systèmes différents sans
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(a) camera 1 (b) camera 2 (c) camera 3 (d) camera 4
FIGURE 2.41 : Résidus en niveau de gris pour les 4 imageurs correspondant au niveau d’effort maximum
durant l’essai de traction. La dynamique des images est de 16 bits
avoir à définir d’opérations d’interpolation ou de reprojection supplémentaires. Une correction de brillance et
de contraste, similaire à celle définie dans l’annexe B, a également été utilisée pour permettre un meilleur
appariement entre les images. Cela permet de mettre en évidence des écarts de modèles géométriques
plus facilement sans être gêné par une erreur systématique en niveaux de gris venant de la différence
d’éclairement, qui est un problème récurrent en mesure 3D surfacique sur des formes complexes.
Ce formalisme peut être utilisé pour mesurer les déplacements sur des parties (indépendantes ou non)






. . . jusqu’à l’identification de propriétés mécaniques
Ce chapitre est consacré à l’identification de paramètres élastiques. Nous
présentons quelques méthodes d’identification de paramètres, notamment
basées sur les mesures de champs. Nous proposerons ensuite deux mé-
thodes inspirées de méthodologies existantes utilisant des mesures de
champs et des calculs numériques dans un formalisme isogéométrique pour
identifier des paramètres de loi de comportement élastique isotrope sur un




Dans cette partie, dédiée à l’identification de propriétés mécaniques, nous développerons et illustrerons
à l’aide d’un exemple numérique et d’un cas réel la détermination de paramètres élastiques à l’aide de
mesures de champs 3D surfaciques dans un contexte isogéométrique.
Il existe de nombreuses méthodes basées sur les mesures de champs pour l’identification de lois de
comportement (ou plus simplement identifier un coefficient de Poisson ou un module d’Young). Une lit-
térature importante existe sur des applications de la mesure de champs, principalement en configuration
2D [Grédiac et Hild 11]. Pour identifier le comportement d’un matériau on le soumet généralement à un
chargement, et on mesure sa « réponse » qui peut être de forme variée (déplacement, effort, température,
déformation, etc.). C’est le rôle des essais mécaniques. Nous verrons donc plusieurs manières d’identifier
un comportement supposé du matériau à partir de ces essais mécaniques. Il est possible d’extraire des
paramètres de lois de comportement en utilisant des méthodes directes qui ne nécessitent pas d’utiliser la
mesure de champ. Ces méthodes sont en général plus rapides à mettre en œuvre mais n’utilisent qu’une
quantité réduite d’information. Le développement et la démocratisation des mesures de champs et de la
simulation numérique a permis aux méthodes inverses de se développer. Ces méthodes s’affranchissent de
certains écueils des méthodes directes de part la grande quantité d’informations qu’elle utilisent.
3.1.1 Méthodes directes
En utilisant des essais « classiques » sur des éprouvettes coupon on peut déterminer l’évolution de la
contrainte et de la déformation dans le matériaux si l’on suppose celles-ci homogènes. Les éprouvettes
utilisées dans ces essais sont ainsi conçues de manière à s’approcher le plus possible de cette hypothèse.
Les courbes contraintes-déformations permettent d’extraire des informations sur le comportement. Pour
obtenir cette courbe, on utilise en général l’information d’effort fournie par la machine d’essai. La contrainte
peut alors être calculée à partir de cet effort et de la section de l’éprouvette. Il faut alors confronter cette
contrainte à une déformation pour visualiser le « comportement » du matériau. Cette déformation peut être
mesurée en tant que telle, en utilisant des jauges de déformation ou un extensomètre par exemple, ou peut
être calculée en utilisant la mesure d’un déplacement, celui des mors à partir d’un capteur de déplacement
ou bien des informations extraites par des moyens optiques (mesure de champs utilisée en tant que « jauge
de déformation »).
La figure 3.1 montre un exemple de courbe contrainte-déformation réalisée à partir d’un essai de
charge/décharge sur le barreau décrit dans la partie 2.4.1.
A partir de cette courbe on veut, par exemple, identifier le module d’Young du matériau sur la partie élas-






avec σ la contrainte moyenne et ε1 la déformation moyenne longitudinale. Cette méthode présente l’inconvé-
nient d’avoir une forte sensibilité au bruit d’acquisition car on utilise les données mesurées, soit de manière
directe (dans ce cas c’est directement la sensibilité du capteur qui est prise en compte), soit par l’inter-
médiaire de la dérivée de la quantité mesurée (dans le cas d’une mesure de déplacement par exemple)
puisque la dérivation amplifie l’influence du bruit de mesure. Sur la figure 3.2 on calcule pour chaque point
de la courbe un module d’Young correspondant à chaque couple (σ,ε). On peut voir que la dispersion des
résultats est grande, mais à tendance à diminuer avec les déformations plus importantes. La valeur moyenne
du module d’Young peut être extraite et vaut 75,4 GPa.
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FIGURE 3.1 : Courbe contrainte-déformation obtenue en divisant l’effort mesuré par la cellule d’effort
d’une machine de traction divisée par la section initiale de l’éprouvette, et le déplacement de la traverse par
la longueur utile de l’éprouvette. Un cycle charge/décharge entier est représenté






















FIGURE 3.2 : Exemple d’identification dite directe du module d’Young. Pour les faibles valeurs de la
déformation élastique, l’effet du bruit d’acquisition est accru et la détermination est très dispersée (elle
n’est donc pas représentée). La valeur moyenne est de 75,4GPa
78
3.1. MÉTHODES D’IDENTIFICATION
Plutôt que d’utiliser un calcul direct pour chaque point et faire la moyenne ensuite, on peut améliorer la
détermination du paramètre en postulant un modèle. La partie élastique de la courbe contrainte/déformation
(la décharge) doit pouvoir être décrite par une droite si les hypothèses d’élasticité sont vérifiées. On peut
donc postuler cette forme et réaliser une interpolation affine pour déterminer la valeur du coefficient directeur,
qui est dans ce cas être égal au module d’Young. La figure 3.3 montre l’identification du module d’Young
en utilisant cette méthode. On peut observer que la dispersion des valeurs mesurées autour du modèle est
moins importante que précédemment. Il ne semble pas y avoir d’effet des petites déformations dans ce cas.



















 y = 72*x − 0.062
Essai
Interpolation affine
FIGURE 3.3 : Identification directe du module d’Young en utilisant une interpolation affine. La valeur
déterminée est de 72GPa
Cet exemple est volontairement simple mais cette méthode peut également s’appliquer à des lois de
comportement plus complexes. C’est aujourd’hui la méthode la plus classique pour identifier des paramètres
de lois élastiques. Son efficacité repose notamment sur les hypothèses que l’on effectue vis à vis du modèle
qui possède ainsi un faible nombre d’inconnues. On détermine alors les paramètres les plus adaptés en
effectuant une minimisation entre les données mesurées et le modèle. C’est sur la recherche d’un minimum
entre un modèle postulé et des données observées que reposent également les méthodes inverses.
3.1.2 Méthodes inverses
3.1.2.1 Le problème direct
Habituellement, la résolution d’un problème de mécanique passe par la construction d’un problème dit
« direct ». Les équations d’équilibre écrites sur un domaine Ω nous donnent{
divσ = 0 à l’intérieur de Ω
σ ·n = bn sur ∂Ωn
 3.2
et les équations de compatibilité ε(u) =
1
2
(∇u+∇tu) à l’intérieur de Ω
u = ud sur ∂Ωd
 3.3
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avec u le déplacement, ε la déformation linéarisé et σ le tenseur de contrainte. Les conditions aux limites
du problème bn et ud , sur les bords du domaine Ω (∂Ωd et ∂Ωn) sont complètement définies pour satisfaire
aux conditions des problèmes bien posés. A ces équations s’ajoute une hypothèse supplémentaire, celle de
la relation de comportement que l’on écrit en élasticité linéaire sous la forme
σ = H({p}) : ε
 3.4
Cette formulation, forte, du problème peut être réécrite sous forme dite faible∫
Ω
ε(u˜) : H(p) : ε(u)−
∫
∂Ωn
u˜ ·b = 0 ∀u˜ C.A. à 0
 3.5




dans lequel un second membre {b} qui est au moins en partie connu et la matrice de raideur [H] (contenant
les informations sur le comportement du matériau considéré, lui aussi supposé connu) servent à déterminer
les déplacements {u} inconnus du problème.
Dans le cas des méthodes inverses, les paramètres {p} de la relation de comportement ne sont pas
connus (ainsi que d’autres paramètres potentiels comme les conditions aux limites par exemple). Il faut
donc recourir à d’autres données pour identifier ces inconnues. En général, on utilisera alors des données
expérimentales, sous la forme de mesure de champs notamment, pour rajouter des quantités connues au
problème.
Nous détaillerons plusieurs méthodes inverses dédiées à l’identification de paramètres mécaniques dans
cette partie. Toutefois, dans ces travaux de thèse, seules deux méthodes ont été développées et nous
présenterons les détails et des exemples concrets dans les parties 3.3 et 3.4.
3.1.2.2 Recalage de modèle élément finis (FEMU)
La méthode de recalage par éléments finis consiste à identifier les paramètres {p} de la relation de com-
portement en utilisant l’équation
 3.6 . Le principe repose sur la minimisation de l’écart entre une quantité
mesurée et sa simulation [Kavanagh et Clough 71] (qui peut être par exemple un champ de déplacement,
de déformation, de température ou une résultante d’effort). La quantité observée est directement utilisée
dans la fonction-coût construite pour résoudre le problème. Cela permet d’introduire de manière aisée les
mesures de champs cinématiques et de prendre en compte les conditions aux limites mesurées ou de tenir
compte de la redondance d’information.
Dans cette méthode, on souhaite déterminer la valeur des paramètres {p} d’un modèle permettant
de reproduire par la simulation un état donné du matériau observé. On simule alors un essai mécanique
sur la pièce via la méthode des éléments finis (en utilisant des données connues comme la géométrie et
les conditions limites par exemple) puis on compare ces données simulées aux données expérimentales
correspondantes. Si l’écart est trop important, on utilise cette différence pour calculer des corrections sur les
inconnues du problème (très souvent les paramètres mécaniques) puis on simule l’essai à nouveau. Cette
procédure est répétée jusqu’à trouver un écart suffisamment faible entre la simulation et la mesure.
Dans la FEMU-U, la technique repose sur l’utilisation de champs cinématiques. On compare alors le
champ de déplacement um mesuré à la quantité simulée uc en écrivant la fonctionnelle suivante
χ2p({p}) = ({um}−{uc})†[W]({um}−{uc})
 3.7
Les conditions aux limites utilisées pour calculer uc reposent souvent sur l’information que l’on peut extraire
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de la mesure (d’effort ou de déplacement). La minimisation de cette fonctionnelle est effectuée par une
méthode itérative. En pratique on utilise souvent un algorithme de Newton-Raphson modifié ou une méthode
de Levenberg-Marquardt [Molimard et al. 05]. L’opérateur [W] permet de pondérer l’influence du champ de
déplacement et doit être choisi avec soin, et adapté à la nature et la qualité des informations disponibles.
De nombreuses variantes de cette méthode existent, basées sur l’utilisation de différents opérateurs
[W]. Si l’on choisit l’identité, alors la fonctionnelle devient simplement la distance habituelle (norme 2) entre
les champs mesurés et simulés [Mahnken et Stein 96]. C’est la fonctionnelle la plus simple à construire. Si
l’on utilise l’opérateur de rigidité du problème aux éléments-finis [H] comme pondération, alors la fonction-
nelle devient homogène à une énergie. On peut se rapprocher d’une norme en effort en utilisant le carré
de la matrice de rigidité [H]2. Aujourd’hui on trouve de nombreuses fonctions-coût mixant des comparai-
sons d’efforts et de déplacements [Hoc et al. 03] prenant en compte le plus d’informations possibles dans
la procédure d’identification. Au problème du choix de la norme vient alors s’ajouter celui de la pondération
relative [Mathieu et al. 15].
Cette méthode est la plus utilisée car sa flexibilité lui permet de traiter un grand nombre de situations
et une grande diversité de données. De plus, les codes éléments-finis commerciaux peuvent être utilisés
de manière non intrusive [Pagnacco et al. 12, Mathieu et al. 15]. La nécessité de réaliser des simulations
numériques parfois coûteuses, notamment dans le cas de comportements non-linéaires, rend toutefois cette
technique très gourmande en ressources lors de l’étude de ces phénomènes.
3.1.2.3 L’erreur en relation de comportement
L’erreur en relation de comportement (CEG) mesure la distance (en terme d’énergie) entre un champ de
contrainte τ et un champ de contrainte évalué à partir d’un champ de déplacement v à l’aide d’une loi de
comportement. Elle a d’abord été introduite en tant qu’estimateur d’erreur par [Ladevèze et Leguillon 83] et





({τ}− [H] : {ε(v)})†[H−1]({τ}− [H] : {ε(v)})dV
 3.8
où [H] représente le tenseur d’élasticité. La solution du problème direct défini dans la partie 3.1.2.1 minimise
également l’erreur en relation de comportement en l’annulant. Dans le cas où l’on recherche les paramètres
qui constituent la loi de comportement, il est alors possible de redéfinir la notion d’espace cinématique ou
statiquement admissible pour prendre en compte la totalité des champs mesurés qui feront alors partie des
données. De cette manière le problème de minimisation de l’erreur en relation de comportement consiste
à trouver le tenseur d’élasticité qui minimise l’erreur en relation de comportement. La minimisation consiste
donc à rechercher successivement un minimum dans l’espace des paramètres mécaniques, puis un mini-
mum dans les espaces cinématiquement (CA) et statiquement admissible (SA).
Dans le cas où l’on dispose d’un champ de déplacement mesuré um alors on peut directement l’introduire
dans la fonctionnelle E. Si les conditions aux limites en efforts sont également connues, alors on peut redéfi-
nir l’espace des champs SA pour que les champs de contraintes τ recherchés satisfassent à cette condition
également. On cherche alors le champ de contrainte σ statiquement admissible qui minimise l’erreur en rela-
tion de comportement, puis on cherche les nouveaux paramètres mécaniques {p} qui minimisent l’erreur en
relation de comportement écrite en fonction de σ. On itère entre ces deux sous-espaces pour la résolution
jusqu’à convergence [Geymonat et al. 02].
On peut également choisir de ne pas imposer de manière forte le champ de déplacement mesuré dans
la fonctionnelle, notamment puisque celle-ci est généralement polluée par du bruit de mesure. Dans ce cas,
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on peut résoudre le problème général en lui ajoutant une pénalisation en déplacement [Feissel et Allix 07]




où α et β sont des coefficients de pondération positifs. Il est important de noter que la norme utilisée est
généralement une norme énergétique, pour pouvoir comparer des termes de dimensions équivalentes. Les
minimisations sont ici aussi effectuées successivement, comme dans le cas de l’imposition des champs de
manière forte.
Cette méthode peut être étendue à des comportements plus complexes que l’élasticité linéaire, notam-
ment l’endommagement [Nguyen et al. 08] mais sa mise en œuvre reste délicate dans ce cadre. Elle a
également été utilisée pour l’identification de propriétés hétérogènes [Latourte et al. 08].
Enfin notons qu’une formulation basée sur les champs de déplacement plutôt que sur les champs de
déformation a également été proposée [Calloch et al. 02]. Cette dernière solution permet d’utiliser un code
éléments finis pour générer la solution statiquement admissible.
3.1.2.4 La méthode des champs virtuels
La méthode des champs virtuels repose sur le principe des travaux virtuels, écrits avec des champs
virtuels particuliers. Contrairement aux méthodes comme la FEMU ou l’erreur en relation de comporte-
ment cette méthode ne peut pas s’appuyer sur des mesures limitée dans la zone d’identification, elle né-
cessite d’utiliser des champs complets. L’un des principaux avantages de cette méthode est la possibilité
d’extraire les paramètres directement, sans qu’un schéma itératif soit nécessaire, contrairement aux mé-
thodes précédentes. Cette méthode a initialement été proposée dans le cadre de l’élasticité linéaire ani-
sotrope [Grédiac 89]. Toutefois, des cas plus complexes, notamment en dynamique, ou des cas élasto-
plastiques ou visco-élastiques ont été traités depuis [Pierron et Grédiac 12].
En partant de l’équation d’équilibre locale, on peut construire une forme faible que l’on appelle le principe












dans lequel σ représente le tenseur des contraintes de Cauchy, ε∗ le tenseur des déformations virtuelles
correspondant au champ de déplacement virtuel u∗, T est un effort surfacique appliqué sur une partie des
bords et ρ la masse volumique. Le déplacement est également supposé connu et imposé sur une partie de
la surface. A l’instar d’autres méthodes [Kavanagh 72, Andrieux et Ben Abda 93, Roux et Hild 06a] on fait
l’hypothèse d’un comportement mécanique obéissant à une loi dont on veut déterminer les paramètres. On
peut ainsi faire apparaitre les déformations à la place des contraintes dans l’équation
 3.10 .
Comme l’équation
 3.10 est vérifié pour tout champ cinématiquement admissible, il est possible de
construire un système d’équations à partir du PTV en choisissant un ensemble de champs virtuels a
priori [Grédiac 89]. Dans le cas d’une dépendance linéaire de la loi de comportement comme c’est le
cas dans l’élasticité (mais aussi l’hyper-élasticité [Promma et al. 09] voir certaines lois d’endommage-
ment [Chalal et al. 04]), il suffit d’écrire l’équation
 3.10 pour autant de champs virtuels qu’il y a d’inconnus
dans la loi. On construit un système linéaire d’équation
[A]{p}= {bf}
 3.11
où [A] est carrée, {p} contient les paramètres et {bf} rassemble les conditions aux limites en efforts.
Il est aisé d’inverser ce système pour trouver une solution. En pratique, il faut choisir des champs tests
susceptibles d’activer tous les paramètres de la lois pour permettre l’identification et un effort particulier doit
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être fourni sur leur choix.
Ces champs peuvent être choisis manuellement [Grédiac 89] ou de manière automati-
sée [Grédiac et al. 02] en utilisant des contraintes supplémentaires comme le découplage des inconnues,
le bon conditionnement de [A] ou encore la sensibilité minimale au bruit de mesure [Avril et al. 04]. Chaque
contrainte imposée sur la construction des champs virtuels augmente le nombre d’équations du système. Il
faut cependant être attentif à ne pas utiliser des champs dépendant de trop de paramètres, qui mettraient
en échec la résolution.
3.1.2.5 La méthode de l’écart à l’équilibre
La méthode de l’écart à l’équilibre consiste comme son nom l’indique à déterminer un champ de propriété
qui respecte au mieux l’équilibre, en partant d’un champ de déplacement supposé connu, issu par exemple
de la mesure de champ. Cette méthode se prête à des milieux élastiques inhomogènes ou encore à des
comportements non linéaires.
En combinant les équations d’équilibre et les équations de compatibilité avec une loi de comportement
(telle que décrites dans la partie 3.1.2.1) on obtient la formulation suivante
div(H : ∇u)+ f = 0
 3.12
Dans le cas de frontières de Neumann, on peut écrire sur les bords
H : ∇u.n = bn
 3.13
Cette condition ne sert en général que sur les bords libres puisque l’accès à des mesures de contraintes
locales est compliqué. Dans les autres cas, on préférera écrire cette condition sous forme faible à l’aide
d’une intégrale définie sur une partie du bord ∂Ωi (qui permet de prendre en compte une résultante par
exemple) ∫
∂Ωi
H : ∇u ·n = Bi
 3.14
On cherche le tenseur H tel que le champ de déplacement u satisfasse au mieux les rela-
tions
 3.12 ,  3.13 et  3.14 . On peut notamment écrire ces conditions sous la forme de la minimisation
d’une norme quadratique
R(H) =




( ∂Ωi)H : ∇u.n−Bi‖2
 3.15
où V et S désignent respectivement le volume et la surface du domaine, et α, β et γ sont des préfacteurs
sans dimension. On choisit en général la norme L2 pour calculer ces normes. En particulier, dans le cas
de l’élasticité linéaire en introduisant le module de cisaillement µ et le coefficient de Poisson ν dans la











que l’on doit minimiser par rapport à µ et ν.
Il est possible d’étendre cette formulation à tout problème élément-finis [Amiot et al. 12] ce qui per-
met d’utiliser cette méthode dans un vaste domaine d’applications. Il faut toutefois rappeler que cette
approche possède une grande sensibilité au bruit de mesure, puisqu’elle fait intervenir la dérivée se-
conde du déplacement. Il est possible de reconditionner la méthode [Roux et Hild 08] et de l’écrire sous
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une forme adaptée pour s’affranchir de cet écueil pour permettre une prise en compte de la matrice de
covariance des inconnues en déplacements de la mesure. En utilisant ces méthodes, on réduit drasti-
quement la sensibilité au bruit. Il faut également noter que même si la mesure est utilisée dans cette
approche comme une donnée pour l’identification, cette approche peut servir à régulariser mécanique-
ment la mesure de déplacement en imposant un champ afin de respecter au mieux les équations d’équi-
libre [Leclerc et al. 11, Tomicevic et al. 13, Taillandier-Thomas et al. 14].
3.1.2.6 La méthode de l’écart à a réciprocité
Cette méthode repose sur le principe de réciprocité appliqué à la mécanique [Andrieux et Ben Abda 93].
Dans les domaines où les opérateurs décrivant la physique sont symétriques alors il existe une propriété
dite de réciprocité garantissant que si un même solide est soumis à deux chargements distincts C1 et C2
qui présentent des réponses distinctes R1 et R2, alors le travail de la sollicitation C1 dans la réponse R2
est le même que celui du chargement C2 dans la réponse R1. Dans cette méthode, on utilise la relation de
réciprocité entre un champ réel dans un solide réel et tout champ à l’équilibre dans le même solide fictif
débarrassé de tout élément source d’inhomogénéité (fissures, inclusions, sources, etc.). Comme la relation
de réciprocité n’est pas vérifiée, on utilise le champ de différence pour déduire des propriétés mécaniques
sur le solide réel.




(fm ·v−um ·σ ·n)
 3.17
qui ne fait intervenir que ses quantités mesurées sur le bord, l’effort fm et le déplacement um ainsi que des
champs virtuels d’énergie finie v et σ.
Comme pour la méthode des champs virtuels, il s’agit de choisir des champs tests (qui n’existent que
sur le bord) permettant d’obtenir le plus d’informations possible sur les paramètres à identifier. Pour cette
méthode, il est nécessaire d’avoir un champ complet sur le domaine considéré, restreint ici au seul bord du
domaine, et il n’existe pas de méthode automatique ni même systématique pour choisir de manière judi-
cieuse les champs tests. Cette méthode possède, à l’instar de la méthode des champs virtuels, l’avantage
d’être moins couteuse que les autres techniques d’identification présentées. La méthode n’est pas itérative
et ne nécessite la connaissance de la mesure au bord du domaine seulement.
3.1.2.7 La corrélation d’images numériques intégrée
La corrélation d’images numériques intégrée a déjà été introduite dans ces travaux lors de son utilisation
dans un contexte de mesure des distorsions optiques dans la partie 1.3.2.3. Dans un contexte d’identi-
fication de propriétés mécaniques la formulation du problème est légèrement différente. Cette approche
consiste à rechercher un champ de déplacement solution du problème de corrélation d’images dépendant
des propriétés mécaniques du matériaux plutôt que sur une base cinématique arbitraire [Roux et Hild 06b,
Leclerc et al. 09]. En intégrant cette dépendance à la loi de comportement (ou à d’autres paramètres mé-
caniques) directement dans le choix de la cinématique de la mesure, il devient possible de s’affranchir de
problèmes liés à la fois à la mesure (sensibilité à la taille des éléments, artefacts sur les images, etc.) mais
également liés aux procédures d’identifications classique (notamment la FEMU dont l’approche intégrée est
un parent très proche) comme le choix d’une métrique pour la construction du problème de minimisation par
exemple.








avec f et g les images respectivement de référence et déformée et u le champ de déplacement permettant






et on a la propriété suivante ψn(x) =
∂u(x)
∂an
. On peut donc construire sous certaines hypothèses une base
de champs arbitrairement complexes. En utilisant la loi de comportement qui relie le champ de déplacement
et les paramètres mécaniques {p} pour construire une base de champs fortement contrainte par la méca-
nique on peut se ramener à une formulation de la corrélation d’images numériques dont les solutions sont
directement des paramètres mécaniques (ou d’autres paramètres du modèle).
En général, il est très complexes d’établir des formulations analytiques reliant des variations de para-
mètres à des variations de champs de déplacements en tout point. Les hypothèses permettant de réaliser
ces calculs sont souvent trop fortes et contraignent beaucoup trop le cadre mécanique dans lequel on pour-
rait les utiliser. Il existe toutefois des formulations de ce type dont on peut tirer parti [Cooreman et al. 07].
En pratique, on tirera profit des méthodes de calculs numériques de type éléments-finis en construisant des






Il devient alors possible de construire des bases cinématiques issues de lois de comportement arbitrai-
rement complexes, dont le support n’est plus limité par des considérations de tailles d’éléments puisque
les champs cinématiques sont globaux mais peuvent être définis sur des éléments très petits, voire même
au pixel [Leclerc et al. 09, Lindner et al. 15]. Cette méthode possède tout de même un coût de calcul assez
important puisqu’elle nécessite de réaliser plusieurs calculs de corrélation d’images, entrecoupé d’un certain
nombre de recalculs des champs de sensibilités (ce qui nécessite une quantité de calcul non négligeable
également, égale au nombre de paramètres plus un).
3.1.2.8 Conclusions
On peut diviser les méthodes inverses en deux groupes :
— Les méthodes de recalage itératives, dans lesquelles on compare les données expérimentales avec
des champs calculés à partir de données d’entrée (qui peuvent être une partie des données ex-
périmentales par exemple). On minimise ensuite une fonction-coût, dont la forme diffère selon la
méthode, qui est souvent homogène à une énergie (dans la méthode de l’écart à la relation de
comportement ou certaines variantes de la FEMU utilisant la matrice de rigidité comme opérateur
de pondération). La mesure de champs cinématiques (telle que la corrélation d’images) n’est pas
une condition nécessaire à l’utilisation de telles techniques. Toutefois, la quantité de données très
importante (spatialement ou temporellement) permet d’obtenir des incertitudes faibles, souvent au
détriment de la complexité et du temps de calcul.
— Les méthodes non itératives dans lesquelles on évalue directement un système d’équations pour
un certain jeu de champs tests et de conditions expérimentales en utilisant les paramètres comme
inconnues du problème. Les méthodes de ce type (la méthode des champs virtuels, ou de l’écart à
la réciprocité ou à l’équilibre) présentent l’avantage d’être moins couteuses en temps de calcul, mais
sont également plus sensibles à la qualité des champs.
Puisqu’une opération de comparaison est nécessaire, il parait naturel d’essayer de travailler dans une
base commune à la fois à la mesure et au calcul. En limitant les opérations de recalage, d’interpolations et
autres propagations d’incertitudes, la comparaison est ainsi plus aisée et peut être interprétée directement
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en termes d’erreur de modèle.
3.2 Analyse Iso-Géométrique (IGA)
L’analyse isogéométrique est un concept novateur pour le calcul numérique introduit au début des an-
nées 2000 par l’équipe du Prof. Hugues [Cottrell et al. 09]. Elle consiste à utiliser une base de champs tests
issus du formalisme NURBS (utilisé notamment pour décrire les formes lors de la conception des pièces).
Ce type d’approche constitue donc le pendant numérique de l’approche expérimentale développée dans ces
travaux.
L’utilisation de ce formalisme facilite grandement l’échange d’informations entre le modèle géométrique
et le modèle numérique car le support dans l’espace physique est identique. Le couplage très fort qu’il existe
dans ce type d’analyse entre le modèle CAO et le calcul diminue de manière drastique le temps d’adap-
tation (du maillage) usuellement nécessaire entre la conception et l’analyse numérique [Cottrell et al. 09].
Il en résulte une grande quantité d’algorithmes et de développements disponibles pour faciliter l’intégra-
tion de ces fonctions (pour l’évaluation et le raffinement notamment) dans un environnement dédié à la
conception, mais également extensible à l’analyse numérique. Dans le domaine du contact, l’utilisation
d’une géométrie grandement continue à la place d’éléments finis standard permet d’obtenir des résultats
plus représentatifs [Cottrell et al. 09]. Pour l’utilisation d’éléments coques ou plaques, une telle approche
peut également être utilisée, et présente même des avantages par rapport aux méthodes convention-
nelles [Benson et al. 10]. Les NURBS sont également utilisées dans le domaine de la mécanique des fluides
ou de l’interaction fluide-structure [Bazilevs et al. 08]. De plus la facilité de construction de fonctions de forme
hautement continues permet d’utiliser cette méthode pour résoudre des problèmes aux dérivées partielles
d’ordre élevés [Gómez et al. 08]. Malgré cela il existe des limitations intrinsèques à la formulation NURBS
utilisée. En effet, dans le cas de la conception de pièce industrielles, il est extrêmement difficile, voire im-
possible d’obtenir des géométries étanches, sans trous ni recouvrements de surfaces. Ceci peut rendre
l’analyse complexe et nécessite souvent une intervention manuelle dans les calculs [Cottrell et al. 09]. En
plus de ces problèmes de géométrie, et comme nous l’avons vu dans la partie 2.1, la structure de produit
tensoriel intrinsèque à la formulation NURBS limite le raffinement qui est nécessairement global. Des alter-
natives, comme les T-splines [Bazilevs et al. 10], sont développées pour passer outre ces limitations mais
elles ne seront pas abordées dans la suite.
3.3 Identification par recalage du modèle Isogéométrique
Dans cette partie, nous présenterons une méthode d’identification de paramètres mécaniques couplant
la stéréo-corrélation isogéométrique et l’analyse isogéométrique. Cette méthode est similaire à la méthode
FEMU présentée dans la partie 3.1.2.2. Nous nous y référerons en tant que IGMU (recalage de modèle iso-
géométrique). Comme la méthode de mesure présentée précédemment utilise principalement des NURBS
pour décrire les surfaces 3D et les champs de déplacements 3D, il est préférable d’utiliser la même formu-
lation pour les outils numériques afin de permettre une comparaison aisée (i.e. éviter les interpolation, les
reprojections, ou tout autre manipulation des données qui ne serait pas nécessaire et qui pourrait mener à
des erreurs supplémentaires). Nous utiliserons donc un code de calcul isogéométrique libre et développé
par à l’Université de Pavie en Italie [Falco et al. 11]. L’implémentation du code est en Matlab®, comme le
code de stéréo-corrélation, ce qui permet une modification plus facile et un couplage des deux codes plus
aisé pour les échanges de données.
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3.3.1 Recalage de modèle isogéométrique (IGMU)
La figure 3.4 illustre le principe de l’IGMU. Les conditions aux limites mesurées (donc de Dirichlet) sont
mesurées et imposées au calcul isogéométrique. Cela permet de représenter de la meilleure des manières
la réalité dans le cadre d’un essai mécanique. Comme dans la méthode FEMU classique, les sensibilités en
déplacement et en efforts par rapport aux paramètres recherchés sont calculées par différences finies. On
peut noter que dans certains cas, il est possible d’utiliser des dérivées analytiques plutôt que des dérivées
numériques. Toutefois, cela reste uniquement possible dans des cas très simples. La méthode utilisée pour
minimiser le résidu en chi au carré est un schéma de Newton-Raphson [Dufour et al. 15b]. Les paramètres
qui minimisent cette fonctionnelle sont conservés et peuvent éventuellement être utilisés pour effectuer une
analyse de sensibilité vis à vis du bruit d’acquisition [Gras et al. 15].
FIGURE 3.4 : Principe de l’identification de propriétés mécaniques utilisant le recalage de modèle isogéo-
métrique (IGMU) [Dufour et al. 15b]
Dans cette étude, les champs de déplacements u sont paramétrés par la position des points de contrôle
{P} ici réunis en tant qu’un vecteur d’inconnues pour toutes les surfaces et tous les points de contrôle Pk.
Par soucis de simplicité, ces paramètres seront appelés "déplacements" même si le déplacement réel u est
calculé à partir de la position des points de contrôle en utilisant le formalisme NURBS. Les déplacements







où {p} est le vecteur contenant toutes les inconnues utilisées pour le calcul de {Pc}. L’erreur en chi au carré
est basée sur la matrice [C] qui résulte de l’assemblage de toutes les matrices de pondération associées
à la mesure puisqu’il peut être montré que la formulation doit reposer sur une métrique proportionnelle à
l’inverse de la matrice de covariance des paramètres {P} pour des images corrompues par un bruit blanc
gaussien [Hild et Roux 12a].
Trouver le meilleur jeu de paramètres {p} consiste à chercher le minimum de χ2p. Le champ de déplace-
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ment calculé à l’itération q peut s’écrire





Les champs de sensibilité [S] =
∂{Pc}
∂{p} sont calculés numériquement en utilisant un code de calcul iso-
géométrique [Falco et al. 11] et des différences finies. Un nouveau jeu de champs de sensibilité est calculé




où [S(q−1)] réunit tous les champs de sensibilités, [C] est la matrice globale (utilisée dans la mesure de
stéréo-corrélation et issue de l’assemblage des matrices de corrélation élémentaires) pour chaque pas de
temps.
En pratique, la stéréo-corrélation ne fournit que des mesures de surface. Des hypothèses doivent être
faites pour pouvoir imposer des conditions de Dirichlet au calcul 3D volumique. Selon la quantité d’infor-
mations disponibles (i.e. le nombre de surfaces analysées) la méthode utilisée pour créer une surface de
déplacement imposé (utilisés en tant que conditions limites) est différente. Si les déplacements de deux
surfaces opposées sont connus, une simple interpolation linéaire entre ces deux surfaces peut être utilisée.
Si plus de surfaces sont observées, l’interpolation entre les courbes mesurées est effectuée en utilisant
l’approche de Coons et la surface de conditions de Dirichlet est créée par un patch de Coons [Coons 74],
comme l’illustre la figure 3.5.
FIGURE 3.5 : Illustration de la création d’une surface de déplacements imposé en utilisant quatre courbes
NURBS pour définir les bords à l’aide d’un patch de Coons [Coons 74]
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3.3.2 Cas test numérique
Pour valider la méthode décrite précédemment, un cas test virtuel simple a été créé. Celui-ci consiste en
un essai de traction simulé sur un échantillon virtuel en forme de barreau (voir figure 3.6(a)). Pour mesurer
les champs de déplacement, des images sont prises par deux montages virtuels de stéréo-corrélation,
observant deux faces opposées de l’échantillon. Les matrices de projection associées à ces caméras ont
été déterminées en utilisant celles issues d’un vrai essai (voir la figure 3.6(b)). Pour générer les images
synthétiques déformées, une référence est d’abord créée dans l’espace paramétrique de chaque surface
(voir figure 2.34). Dans le cas présent, la texture aléatoire réelle d’une éprouvette en croix [Roux et Hild 08]
est utilisée. Grâce aux fonctions de mélange NURBS (voir partie 2.1), cette texture est associée à la forme
3D, et ensuite projetée dans le plan de l’image à l’aide des matrices de projection. A partir des projections,
les niveaux de gris correspondant à chaque coordonnée entière de pixels sont calculés par interpolation.
Cette méthode est très simple à implémenter, mais elle génère plus d’erreur d’interpolation que les autres
techniques de génération d’images artificielles utilisant le lancer de rayon [Garcia et al. 13].
(a) (b)
FIGURE 3.6 : (a) Modèle du barreau virtuel utilisé dans l’essai virtuel dans son état déformé. (b) Exemple
d’image générée par une caméra virtuelle [Dufour et al. 15b]
Le champ de déplacement 3D est mesuré sur deux surfaces opposées de l’échantillon par la méthode de
stéréo-corrélation isogéométrique décrite plus tôt. Les conditions aux limites en déplacement sont extraites
des champs mesurés en haut et en bas de chaque surface, puis interpolées pour créer deux surfaces de
conditions limites à imposer au code de calcul isogéométrique. La méthode d’identification décrite plus tôt est
utilisée pour traiter ce cas virtuel. Les deux paramètres à déterminer sont le module d’Young et le coefficient
de Poisson. La figure 3.7 illustre l’évolution de ces deux quantités au fur et à mesure des itérations. On
observe que la convergence est atteinte après un faible nombre d’itérations et les résultats sont très proches
des valeurs recherchées (i.e. ≈ 3 % de la valeur de référence).
La figure 3.8 montre l’erreur quadratique moyenne en déplacement, i.e. la différence entre les posi-
tions calculées Pc et mesurées Pm des points de contrôle, en fonction des itérations. Le niveau d’erreur à
convergence est très faible (i.e. l’écart quadratique moyen est de 47 µm), ce qui valide l’approche propo-
sée. Ces erreurs sont notamment dues à des imprécisions et des biais systématiques dans le processus de
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(a) (b)
FIGURE 3.7 : (a) Évolution du coefficient de Poisson au cours des itérations (en bleu) comparée à la valeur
imposée (en rouge). (b) Évolution du module d’Young au cours des itérations (en bleu) comparée à la valeur
imposée (en rouge) [Dufour et al. 15b]
génération des images.
FIGURE 3.8 : Évolution de l’erreur en déplacement ‖{Pm} − {Pc}‖2 au cours des itéra-
tions [Dufour et al. 15b]
3.3.3 Identification sur un essai de traction
Après avoir testé la méthode sur un cas test, l’essai de traction utilisé dans la partie 2 et décrit dans
la sous-partie 2.4.1 est également traité en utilisant la procédure d’identification IGMU. Deux jeux de para-
mètres initiaux sont choisis, qui sont décrits dans le tableau 3.1, puis l’identification est menée en utilisant
les résultats provenant de la mesure multi-vue décrite en partie 2.4 pour l’extraction des champs de dé-
placement 3D en surface. La figure 3.9 montre les résultats obtenus en termes d’évolution du coefficients
de Poisson et du module d’Young au cours des itérations. On observe que les valeurs à convergence sont
très proches pour les deux jeux initiaux de paramètres, même si ce ne sont pas les valeurs attendues. Le
module d’Young identifié est plus grand que celui attendu (voir partie 3.1.1). La rigidité artificielle introduite
dans le modèle numérique (en utilisant trop de conditions de Dirichlet) peut expliquer une partie de cet effet.
De plus, une erreur dans l’évaluation des forces de réaction peut également être causée par une mauvaise
estimation de la direction de chargement réelle.
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(a) (b)
FIGURE 3.9 : (a) Évolution du coefficient de Poisson au cours des itérations (valeur finale ν = 0.182 (en
rouge), ν = 0.176 (en bleu). (b) Évolution du module d’Young au cours des itérations (valeurs finales E
= 86.4GPa (en rouge), E = 86.3 GPa (en bleu)) pour les deux jeux de paramètres initiaux donnés dans le
tableau 3.1 [Dufour et al. 15b]
Module d’Young (GPa) Coefficient de Poisson
Jeu 1 90 0.05
Jeu 2 60 0.35
Tableau 3.1: Paramètres initiaux utilisés dans la procédure d’identification par recalage de modèle isogéo-
métrique (IGMU)
La différence entre le coefficient de Poisson estimé et celui attendu est proche de 40 %. Une estimation
rapide des incertitudes en déformation nous indique que la mesure dans les direction X −Y est (au moins)
4 fois plus incertaine que dans la direction Z, dont l’incertitude est de l’ordre de 150µε. Par conséquent,
la résolution en déformation transverse est de l’ordre de 600µε. La déformation longitudinale maximale est
de l’ordre de 1000µε et la valeur absolue de la déformation transverse est donc de 300µε, ce qui est plus
faible que la résolution dans cette direction. La détermination du coefficient de Poisson est très difficile et la
procédure IGMU ne fournit pas une bonne détermination de ce paramètre.
La figure 3.10 montre l’évolution de l’écart quadratique moyen entre les déplacements mesurés et cal-
culés. La valeur à convergence est très faible (i.e. 26.5µm) ce qui indique que nous sommes très proche de
l’incertitude en déplacements de la méthode de mesure (estimée à environ 20µm). Ce résultat confirme que
les déformations transverses sont très difficiles à évaluer avec la méthode utilisée. Pour améliorer la valeur
identifiée du coefficient de Poisson, une autre procédure doit être utilisée, en diminuant encore le nombre
de degrés de liberté lors de la mesure pour faire décroître l’incertitude de mesure. Une telle procédure de-
vra reposer directement sur les images, pour éviter toute étape intermédiaire de conversion d’information
susceptible d’augmenter l’incertitude.
On peut toutefois mettre en évidence l’effet de la résolution sur la mesure en utilisant un deuxième essai
de traction sur une éprouvette similaire. Dans ce second cas, les photos sont prises en alignant la direction
longitudinale de l’éprouvette avec le grand côté du capteur, augmentant ainsi le nombre de pixels disponibles
pour la mesure sur la pièce. Les résultats obtenus avec cet essai (dont la résolution est plus fine) est montré
sur la figure 3.11. On observe que le coefficient de Poisson à convergence est plus proche de la valeur
attendue, ce qui confirme notre hypothèse de l’influence de la résolution.
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FIGURE 3.10 : Évolution de l’erreur en déplacement ‖{Pm}−{Pc}‖2 au cours des itérations (valeur finale :
26.5µm) [Dufour et al. 15b]
FIGURE 3.11 : Évolution du coefficient de Poisson au cours des itérations pour un essai avec une meilleure
résolution [Dufour et al. 15c]
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3.4 Approche intégrée de stéréo-corrélation
Pour s’affranchir des problèmes de sensibilité rencontrés dans la partie précédente, une nouvelle for-
mulation doit être développée, permettant d’obtenir une résolution plus fine que l’approche IGMU. Pour ce
faire, une version intégrée de la stéréo-corrélation d’images [Réthoré 10] est utilisée et est développée dans
cette partie. Dans ces travaux, nous avons déjà utilisé la corrélation d’images intégrée dans un contexte
de détermination des paramètres d’un modèle physique dans la partie 1.3. Cette formulation de la corréla-
tion d’images peut également être utilisée comme un outil d’identification de propriétés mécaniques, que ce
soit l’extraction de facteurs d’intensité des contraintes [Roux et Hild 06b] ou des paramètres de lois de com-
portement [Mathieu et al. 15]. Dans la corrélation d’images intégrée [Roux et Hild 06b], la base cinématique
utilisée pour la mesure est choisie en adéquation avec la mécanique, pour que les inconnues du problème
correspondent aux paramètres recherchés. De cette manière, comme les champs sont mécaniquement ad-
missibles et peu nombreux, les incertitudes liées à ces paramètres sont plus faibles que dans les méthodes
inverses classiques.
3.4.1 Formulation du problème de corrélation intégrée
Les degrés de liberté généralisés sont les paramètres eux-mêmes, qui sont beaucoup moins nombreux
que ceux du modèle NURBS des 4 surfaces (144 dans le cas présent). La figure 3.12 illustre le principe de
la stéréo-corrélation d’images isogéométrique intégrée. La principale différence avec le formalisme IGMU
(figure 3.4) est que la base cinématique de la procédure de stéréo-corrélation d’images est maintenant
l’ensemble des champs de sensibilité, paramétré par {δp}, et non plus une base de champs arbitraires
paramétrée par les points de contrôle {δP}. Le problème de mise en correspondance de stéréo-corrélation
FIGURE 3.12 : Identification utilisant une approche de stéréo-corrélation d’images isogéométrique inté-
grée [Dufour et al. 15c]
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revient donc à résoudre une série de problème linéaires
[C′(i)]{δp}= {d′(i)}
 3.24
avec [C′(i)] = [S(i)]†[C][S(i)], qui contient la projection de la matrice de stéréo-corrélation sur les champs
de sensibilité, et {d′(i)} = [S(i)]†{d(i)} la projection du vecteur de résidus. Il est important de noter que
l’équation
 3.24 est écrite sous la même forme que les formulations de corrélations d’images numériques
classiques (équation
 1.27 ), mais que le problème est directement exprimé en termes de paramètres mé-
caniques plutôt que de degrés de liberté cinématique utilisés précédemment dans la stéréo-corrélation
d’images isogéométrique.
3.4.2 Cas test numérique
De la même manière que pour la formulation IGMU, l’approche intégrée a été validée en utilisant le même
cas test virtuel que celui présenté en partie 3.3.2. La figure 3.13 montre l’évolution du coefficient de Poisson
au cours des itérations du code intégré. On peut noter que l’utilisation de la stéréo-corrélation intégrée
améliore de manière significative la qualité de l’identification puisque la valeur finale est extrêmement proche
du coefficient de Poisson imposé (i.e. 0.1 % d’erreur à convergence).
FIGURE 3.13 : Évolution du coefficient de Poisson au cours des itérations (en bleu) comparé à la valeur
imposée (en rouge). Quand la convergence est atteinte, le niveau d’erreur est proche de 0.1 % de la valeur
de référence, ce qui est significativement plus faible qu’avec l’approche IGMU [Dufour et al. 15b]
3.4.3 Identification sur un essai de traction
Pour valider l’utilité de l’approche intégrée sur l’extraction du coefficient de Poisson à partir d’un essai
de traction, l’évolution du résidu en niveaux de gris divisé par la dynamique des caméras est étudié et les
résultats sont montrés sur la figure 3.14. On peut observer un net minimum de résidu autour de la valeur de
0.29, ce qui est proche de la valeur attendue. Il faut noter que la valeur du résidu ne change pas beaucoup
sur la plage de valeur étudiée pour le coefficient de Poisson, ce qui indique que le cas est extrêmement
compliqué même pour une approche intégrée. Cela montre aussi que même de faibles perturbations peuvent
mettre en échec la procédure d’identification comme montré dans l’analyse de l’essai par IGMU.
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FIGURE 3.14 : Évolution de l’erreur en niveau de gris en fonction du coefficient de Poisson. En bleu,
l’évolution entre 0 et 0,45 par pas de 0,05. En rouge, la valeur évolue entre 0,23 et 0,35 et le pas est de 0,01.
Le minimum est atteint pour une valeur de ν= 0.29 [Dufour et al. 15b]
Dans le cas présent, la valeur du module d’Young est identique à celle de l’analyse par IGMU puisque
les conditions aux limites en effort sont les mêmes dans les deux approches. Il est important de noter que
ces conditions aux limites pourraient elles-mêmes devenir des inconnues dans l’approche intégrée, mais
que ces développements n’ont pas été poursuivis dans ces travaux.
3.5 Conclusions
Deux méthodes d’identification de paramètres mécaniques à partir de mesure de champs ont été déve-
loppées. La première se base sur le recalage du modèle isogéométrique utilisé pour la simulation à partir
de la comparaison entre les champs de déplacements mesurés et simulés. La deuxième approche intègre
l’identification à l’intérieur de la mesure de déplacement en combinant les deux étapes dans une approche
intégrée de la stéréo-corrélation d’images. Les deux approches ont été validées à l’aide d’un essai virtuel
puis un essai réel a été analysé. Les paramètres mécaniques obtenus ne sont pas complètement satisfai-
sants ce qui peut être expliqué par la faible sensibilité de la méthode au coefficient de Poisson dans le cas
de la méthode par recalage. La méthode intégrée utilise beaucoup moins de degrés de liberté ce qui permet
d’obtenir une valeur satisfaisante.
Ces résultats doivent être complétés par l’analyse d’autres essais et des lois de comportement plus
complexes. Une analyse plus poussée des champs de sensibilité doit être effectuée pour déterminer les
paramètres identifiables et permettre de quantifier la résolution des méthodes introduites.
L’utilisation du formalisme isogéométrique permet d’intégrer tous les outils de la conception à l’iden-
tification de paramètres mécaniques dans une « boite à outil » commune, en évitant les écueils dus aux
remaillages, aux projections et aux changements de repère successifs. L’objectif des outils développés dans
ce chapitre est d’unifier la simulation et la mesure dans un formalisme commun compatible avec la CAO.
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L’objectif de ces travaux était de développer une technique de stéréo-corrélation s’appuyant sur le for-
malisme isogéométrique pour la mesure de forme et de déplacement 3D, puis d’utiliser cette méthode dans
le cadre de l’identification de propriétés mécaniques, en utilisant le recalage du modèle isogéométrique et
une approche intégrée de la corrélation d’images développée pour l’occasion.
Ce travail a débuté par le développement d’une méthode de quantification et de correction des distor-
sions optiques dont l’impact sur les mesures 2D mais surtout 3D est non négligeable [Lava et al. 12]. Cette
méthode utilise une approche intégrée dans laquelle un modèle physique de distorsions est utilisé comme
base de champs cinématiques [Dufour et al. 14]. Cela nous a permis d’exprimer directement les distorsions
en termes d’amplitudes de champs en pixels. Une étude de sensibilité a également été menée pour carac-
tériser et valider l’incertitude associée à la fois a priori et a posteriori.
L’utilisation du modèle CAO et des NURBS en tant que support de la mesure de forme nous a per-
mis de comparer naturellement le modèle nominal et la forme mesurée à partir de la stéréo-corrélation
d’images [Beaubier et al. 14]. Cela a nécessité le développement d’une approche globale de cette tech-
nique, utilisant l’espace 3D et le modèle de la pièce, et non plus les images uniquement vecteurs d’une
information 2D. Cette technique permet de lier de manière étroite la conception à la mesure expérimentale.
L’utilisation du modèle nominal nous permet de réaliser un étalonnage sans mire [Beaubier et al. 14].
Toutefois, nous avons mis en évidence que la qualité de cet étalonnage peut être améliorée en utilisant
des informations supplémentaires telles que des mouvements de corps rigides (des caméras ou de la
pièce). Cette méthode a été mise en œuvre sur plusieurs essais, en laboratoire ou dans un contexte in-
dustriel [Dufour et al. 15a].
L’utilisation de la base cinématique NURBS et d’une approche globale permet d’obtenir des champs
de déplacements 3D continus, parfaitement compatibles avec le support de la forme (et potentiellement
exprimés dans la même base). Ces champs denses fournissent donc une informations plus complète que
les nuages de vecteurs des approches locales ou semi-globales classiques, pouvant être utilisés pour la
validation des modèles numériques par exemple.
De manière générale, les formes observées dans un contexte industriel ne peuvent pas être décrites
en utilisant une seule surface NURBS et ne peuvent pas être observées en utilisant un seul système de
stéréo-corrélation avec deux caméras. Pour ces raisons, une méthode de corrélation d’images multi-vue et
multi-surface a été développée, s’appuyant sur les même concepts que la technique précédente (mesure
isogéométrique et globale). Deux versions différentes de cette méthode sont disponibles, l’une étant une
simple extension de la stéréo-corrélation à toutes les paires de caméras et toutes les surfaces observées, la
seconde s’appuyant sur la comparaison de chaque image de surface à sa texture intrinsèque qui est recal-
culée au cours des itérations. Cette technique a été utilisée dans le contexte de l’étalonnage des caméras
et de la mesure de forme sur un essai de traction sur un barreau, dont les 4 faces visibles sont observées
par des caméras [Dufour et al. 15b].
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En couplant cette mesure multi-vue avec des résultats de simulation numérique, il est possible de
construire un environnement dédié à la caractérisation sous la forme d’une variante de la méthode de re-
calage de modèle éléments-finis. Cette méthode (IGMU), utilisant un formalisme isogéométrique à la place
des éléments-finis classiques, permet de lier modèle CAO, modèle numérique et mesures expérimentales
sur un même support pour, par exemple, déterminer des paramètres mécaniques. Elle a été développée et
utilisée à la fois sur un cas test généré numériquement mais également sur un essai en conditions réelles
avec une observation de la totalité des surfaces visibles de l’échantillon.
Des problèmes de sensibilité peuvent empêcher la méthode IGMU de s’appliquer correctement. Une
sensibilité faible ne permet pas toujours d’obtenir des paramètres optimaux et la méthode est donc limitée
en termes de précision. Pour pallier ces problèmes, une méthode de corrélation intégrée a été dévelop-
pée basée sur la technique de corrélation d’images multi-vue. Dans cette approche, la base de champs
cinématiques utilisée pour la mesure est extraite des simulations numériques et les paramètres deviennent
les inconnues du problème de corrélation d’images. Il n’existe plus d’étape de projection, l’extraction des
paramètres repose donc directement sur les images et la sensibilité est donc maximisée. La faisabilité de
l’identification d’un coefficient de Poisson a pu être montrée [Dufour et al. 15a].
Les travaux développés dans ce manuscrit ont également pu être utilisés comme outil de mesure dans
d’autres études au sein du laboratoire LMT-Cachan. Ces essais sont généralement réalisés dans le cadre
d’autres sujets de thèses, pour lesquels la stéréo-corrélation permet d’obtenir des résultats intéressants.
Dans ce cadre, la méthode a été employée avec succès sur des essais de flambage sur composite et sur
béton, ainsi que pour de la mesure à 360 sur des cylindres en béton soumis à de la compression. Des travaux
sur l’extension de la méthode dans le cadre de mesures hybrides (IR+Visible) en stéréo-corrélation sont
égalementen cours [Charbal et al. 15b]. Une collaboration fructueuse avec une école de restauration d’art
a également permis de mettre en place des essais sur des toiles de tableaux suivis par stéréo-corrélation
d’images (voir annexe C).
Perspectives Il existe plusieurs voies d’améliorations possibles de ce travail, en termes de développement
à effectuer sur les techniques utilisées et développées.
En ce qui concerne la mesure de forme et de déplacements, une extension de la méthode à la formulation
éléments-finis est déjà disponible (annexe D). Toutefois, un couplage de l’approche isogéométrique et des
éléments finis pourrait être utilisé pour être en mesure de représenter les champs de déplacement dans un
formalisme plus courant (du côté industriel) pour faciliter l’utilisation de codes éléments-finis. La modélisation
isogéométrique n’est, pour l’instant, pas très développée dans le milieu industriel, malgré l’engouement
montant pour ces méthodes dans le milieu académique. Le développement de méthodes mixtes, permettant
un lien entre les codes de calculs éléments-finis tout en conservant une mesure de forme compatible avec
la CAO permettrait d’utiliser des méthodes globales de ce type en milieu industriel. L’utilisation de bases
de fonctions de forme différentes pourrait également être étudiée. On peut imaginer utiliser des sensibilités
à fort contenu mécanique pour extraire des caractéristiques physiques telles que des facteurs d’intensité
des contraintes à partir d’une variante de la corrélation d’images intégrée [Roux et Hild 06b] écrite dans un
formalisme multi-vue.
L’extension de la relaxation de la conservation des niveaux de gris déjà disponible pour la mesure de
forme à la mesure de déplacement permettrait d’éviter les problèmes dus au changement de luminosité en
cours d’essai. Lorsque l’on travaille avec des formes 3D, les changements d’orientation de la lumière en
cours d’essai et la multiplication du nombre de caméras peut poser des problèmes en gênant l’appariement
des images dans certaines zones, notamment en cas de reflet sur certaines images.
Des études sur le raffinement des fonctions de forme dépendant de la complexité du champ observé
doivent être menées. Il faut notamment développer des méthodes de raffinement automatiques permettant
d’adapter les fonctions de forme aux phénomènes observées, que ce soit concernant la forme des surfaces
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ou les champs de déplacements. On peut par exemple imaginer l’utilisation d’un critère calculé à partir des
champs de résidus et de déplacements permettant d’adapter automatiquement le support des fonctions et
leurs degrés.
En ce qui concerne l’identification, la validation des méthodes et leurs performances doivent être étu-
diées plus en détails. De plus l’extension à des comportements plus complexes, tels que la plasticité ou
l’endommagement, doit être développé que ce soit pour l’analyse IGMU ou pour la méthode intégrée.
D’une manière générale, l’utilisation de développements issus du domaine de la simulation numérique
par l’analyse isogéométrique semble être une bonne façon d’améliorer les méthodes d’identification, mais
également la partie liée à la mesure de champs dont le formalisme est similaire. Conserver l’esprit de
couplage fort entre la mesure et la simulation numérique doit rester la priorité dans le développement de ces
méthodes, en introduisant un contenu mécanique de plus en plus important.
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A
Effet du mouvement de corps rigide de la mire sur
le champ cinématique
L’analyse suivante a pour but de discuter des effets d’un mauvais positionnement de la mire sur le
mouvement apparent dans le plan image du capteur de l’appareil imageur. Ce dernier est supposé non-
biaisé. La configuration de référence correspond à une situation dans laquelle l’axe optique est parfaitement
aligné avec la normale au plan de la mire. On considérera que ces deux axes sont alignés avec la direction
z. Le modèle de caméra sténopé est utilisé dans la suite. En considérant ces hypothèses, les coordonnées













où dz représente la distance entre le centre optique de la caméra et le centre de la mire, et les paramètres
fx, fy prennent en compte à la fois le facteur d’échelle et la focale du système sténopé [Sutton et al. 09].
Dans le cas présent, dz = 500 mm, fx = fy = 5×103 pixels. Cette première transformation nous permet de
FIGURE A.1 : Construction de la localisation d’un pixel p(xr,yr) de chaque point P(Xr,Yr,0) de la mire
d’étalonnage
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déterminer la taille physique d’un pixel.
Supposons maintenant qu’il existe un léger désalignement par rapport à la configuration de référence.
Soient dx et dy les déplacements dans le plan, et Ri j les composantes de la matrice de rotation décrivant les
trois rotations de corps solide. Ces mouvements induisent des déplacements apparents dans le plan image













où cx,cy correspond au décentrage de l’axe optique. Les amplitudes des décalages angulaires sont suppo-
sées petites et l’on peut donc considérer seulement les termes du premier ordre (i.e. (R31Xr +R32Yr)
dz),cosθ ≈ 1,sinθ ≈ θ). Cette hypothèse n’est généralement pas faites dans le cadre de l’étalonnage par
« bundle adjustments » [Sutton et al. 09]. Cependant, elle apparait comme une très bonne approximation
dans le cas présent. Dans la suite, la matrice de rotation est basée sur les angles de Cardan (θ1,θ2,θ3)
pour décrire les changements de l’image induits par les mouvement de corps rigides précédents. En utilisant
la combinaison x-y-z, la matrice de rotation se réduit à
[R]≈
 1 −θ1 θ2θ1 1 −θ3
−θ2 θ3 1
  A.3
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Comme |x0|, |y0|< 750 pixels, alors |x0/ fx|, |y0/ fy|< 0.15. Les termes paraboliques x0y0θ2/ fx et y20θ2/ fy
sont donc un ordre de grandeur inférieur aux termes linéaires y0(θ1 +θ3) et x0(θ1 +θ3). On peut donc en
déduire que les interpolations linéaires des déplacements tiennent compte des changements de grossisse-
ment et de petits désalignements de la caméra par rapport à la mire.
B
Utilisation de champs de brillance, contraste et
flous pour la corrélation d’images intégrée
Cette étude a pour but de compléter l’analyse effectuée dans la partie 1.3 sur l’évaluation des distor-
sions optiques à l’aide de la corrélations d’images intégrée. Dans cette approche, l’image dite de référence
numérique est corrigée à l’aide de champs de contraste, brillance et flou pour éviter les erreurs de mesure
dues à l’influence des artefacts de luminosité ou les erreurs de correspondance liées à des écarts de niveau
de gris systématiques.
(a) (b)
FIGURE B.1 : Exemple d’image de mire prise avec une caméra infrarouge (a) et la référence numérique
utilisée (b). On distingue nettement le flou qui augmente sur les bords [Charbal et al. 15a]
Sur la figure B.1, on peut voir une image de mire prise par une caméra infrarouge. La physique de
la caméra et de l’optique étant différente du cas de l’imagerie visible, on observe une quantité de flou très
importante sur les bords de l’image. Même au centre de l’image où le flou est presque inexistant, les artefacts
dus à la prise d’image sont nombreux comme on peut le voir sur la figure B.2(b) (qu’il faut comparer à la
mire numérique montré sur la figure B.2(a)).
Après une correction de mouvements de corps rigides et une correction de l’échelle des niveaux de gris,
les deux images devraient idéalement coïncider. Il est cependant clair qu’une transformation aussi simple
ne suffira pas à décrire la relation entre les deux images. Le résidu de corrélation entre ces deux images est
égal à 21% de la dynamique de l’image de référence, ce qui est très élevé, alors même que l’appariement est
réalisé (l’essentiel du résidu vient donc d’écarts systématiques en niveau de gris, et non pas d’un mauvais
appariement du motif aléatoire).
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(a) Mire numérique (b) Image Infrarouge
FIGURE B.2 : Images du centre de la mire (a) numérique et (b) expérimentale. On peut noter la présence
de nombreux artefacts dus à l’utilisation d’une caméra infrarouge [Charbal et al. 15a]
On propose donc de réécrire la conservation des niveaux de gris
g(x+u(x)) = f(x)
 B.1
pour y introduire des degrés de liberté supplémentaires permettant de corriger les niveaux de gris. En
introduisant des corrections de brillances, de contraste et de flou, l’équation
 B.1 devient
g(x+u(x)) = a(x)+bi(x)(Gi ∗ f (x))
 B.2
où a représente une correction de brillance (valeur moyenne des niveau de gris), b est une correction de








avec σi pour i= 1, . . . ,N la taille du filtre gaussien en pixels et N le nombre de fonctions gaussienne utilisées.
On s’intéresse ici à la mesure du champ de distorsion généré par la caméra infrarouge sur les images
de la mire. Pour cela, on compare une référence numérique et une image de la mire prise par la caméra
grâce à une approche intégrée (voir partie 1.3). La figure B.3 montre les résidus de corrélation obtenus
en utilisant trois approches différentes. Sans aucune correction, le résidus moyen est égal à 48% de la
dynamique de l’image et tombe à 11% si l’on utilise des corrections de brillance et de contraste (avec une
nombre de gaussiennes égal à 0). L’utilisation d’une correction de flou n’a pas beaucoup d’influence dans ce
cas puisque le résidu ne diminue que jusqu’à 10% avec l’utilisation d’un plus grand nombre de gaussienne.
Une telle approche peut être généralisée et utilisée par exemple à l’intérieur de la fonctionnelle de cor-







bi(x)(Gi ∗ f (x))]2
 B.4
On peut alors choisir de décrire le champ u en utilisant une base de distorsions, mais également une
discrétisation arbitraire pour les champs a, bi et Gi. L’influence de diverses discrétisations et du nombre
de gaussiennes utilisées est étudié en détail dans l’article soumis [Charbal et al. 15a]. On peut voir sur la
figure B.4 que l’utilisation d’une correction en brillance et contraste constitué de champs bilinéaires associé
à une ou deux gaussiennes semble être le meilleur choix pour les images infrarouge considérés.
(a) (b) (c)
FIGURE B.3 : Images de résidus de corrélation obtenus (a) sans aucune correction de niveaux de gris
(résidus moyen 48%), (b) avec une correction de brillance et de contraste (résidus moyen 11%), (c) avec
une correction de brillance, de contraste et de flou (résidus moyen 10%) [Charbal et al. 15a]
FIGURE B.4 : Comparaison des niveaux de résidus après détermination du champ de distorsion pour diffé-
rentes corrections. On note que l’influence des gaussiennes est limité à partir de 2
C
Mesure de déplacement par stéréo-corrélation sur
des toiles de tableaux
Cette annexe présente des résultats d’essais effectués au LMT-Cachan sur des toiles de tableaux. Dans
le cadre d’un mémoire de master au sein d’une formation en restauration d’art [Gonnet 13, Grau 14], l’étude
de certains paramètres liés à la couche de préparation utilisée sur la toile avant application de la peinture
est étudié. Pour cela, deux types d’expériences différentes ont été effectuées.
C.1 Indentation sur toile de tableau
Dans une première partie, des essais d’indentation ont été effectués en utilisant le montage illustré en
figure C.1
FIGURE C.1 : Montage d’essai utilisé pour les essais d’indentation sur toile
Dans ces essais, une sphère tend la toile par le centre tandis que les montants du tableaux sont main-
tenus immobiles. Deux caméras sont placés au dessus de la toiles, observant donc la surface par le haut,
face au déplacement de la sphère. Plusieurs séries ont été observées afin de mesurer des différences entre
les comportements des toiles préparés de différente manière.
La figure C.2 montre un exemple d’image observé par la caméra de gauche durant ces essais.
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FIGURE C.2 : Image prise par la caméra de gauche durant un essai d’indentation sur toile
Comme la surface est (quasiment) plane, le système de stéréo-corrélation est étalonné à l’aide d’une
mire en livre ouvert [Besnard 10]. Puis le déplacement de la toile est mesuré au cours des essais en utilisant
la stéréo-corrélation d’images isogéométrique. La figure C.3 montre l’évolution de la forme de la toile au
cours de l’essai. On voit que la surface se déforme en suivant le déplacement de la sphère.
(a) (b)
(c)
FIGURE C.3 : Forme de la surface au cours de l’essai pour l’image (a) 7, (b) 12, et (c) 17. L’axe est
volontairement orienté vers le bas pour des raisons pratiques
La figure C.4 montre les champs de déplacement suivant l’axe de déplacement de la sphère pour les
mêmes instants que la figure C.3 mais dans l’espace paramétrique. On voit nettement l’influence de la
sphère sur ces champs.
La courbe force/déplacement pour un des essais est tracée sur la figure C.5. L’état de la surface mesurée
par stéréo-corrélation d’images à cet instant est compatible avec les informations de la machine. Il est
important de noter qu’un schéma de raffinement est nécessaire pour mener à bien la mesure jusqu’au
dernier stade de l’essai. Le modèle de surface utilisé ici est une simple patch de Bézier cubique, qui est




FIGURE C.4 : Champs de déplacements suivant l’axe Z (axe du déplacement de la sphère) cours de l’essai
pour l’image (a) 7, (b) 12, et (c) 17 tracés dans l’espace paramétrique. On observe nettement la forme
circulaire de la sphère qui impose le déplacement de la surface
FIGURE C.5 : Représentation de la surface avant la rupture de la toile. La courbe force/déplacement est
compatible avec la mesure obtenue par stéréo-corrélation d’images
C.2 Effet de l’environnement sur les toiles
La deuxième série d’essais consiste à mesurer le comportement de la toile en milieu humide. Pour cela,
une chambre humide a été mise en place afin de la faire varier à l’intérieur d’un espace confiné contenant
les toiles. La figure C.6(a) montre l’extérieur de cette installation. A l’intérieur on dispose de deux montages
de stéréo-corrélation, comme illustré sur la figure C.6(a), ainsi que d’un système de déshumidification et de
réhumidification.
L’étude consiste à comparer deux systèmes de tension de toiles, les deux tableaux étant chacun équipé
d’un système placé face à un montage de stéréo-corrélation. On mesure le déplacement de la surface
au cours du temps. Un essai dure 21h et est composé de 3 cycles d’humidification/déshumidification. Sur
la figure C.7, on peut voir l’image d’un échantillon sur son support tel que l’image sera utilisée dans la
procédure de stéréo-corrélation.
La figure C.8 montre les résultats obtenus pour un instant donné d’un essai. On voit sur la figure que
le pic d’humidité correspondant à un pic de déplacement sur la surface à cause de l’humidité. Les quatre
bords sont reliés à un système de tension qui n’est pas capable d’absorber la déformation de la toile due
à l’humidité. Ainsi, la toile commence à flamber ce qui cause les oscillations que l’on peut observer sur
la figure C.8. Ce nombre d’oscillations différe selon le système utilisé, ce qui montre qu’il y a un effet du
système de tension sur le comportement de la toile.
La figure C.9 montre les profils mesurés au milieu de la surface dans la direction eX pour les deux
systèmes de tension. On voit très nettement une différence entre les deux. Il reste cependant à déterminer
lequel des deux systèmes sollicite le plus la toile et la couche picturale.
(a) (b)
FIGURE C.6 : Images du montage utilisé pour l’étude du comportement en milieu humide de toiles vu (a)
de l’extérieur, (b) de l’intérieur
FIGURE C.7 : Image prise par une caméra pendant l’essai dans la chambre humide
FIGURE C.8 : Résultats obtenus pour le pas de temps 36 d’un essai. En haut, les déplacements suivant ux,uy
et uz sont représentés dans le repère de la toile. La vue 3D en bas à gauche montre l’état de la surface à
cet instant, l’échelle de couleur correspondant à la norme du déplacement en chaque point. En bas à droite,
la courbe représente l’évolution de l’humidité en fonction du temps dans la chambre humide en bleus, les
croix rouges représentent les pas de temps analysés par stéréo-corrélation d’images
FIGURE C.9 : Profil de la surface de la toile lors d’un pic d’humidité. On remarque un comportement
différent suivant le système de tension utilisé
D
Stéréo-corrélation globale utilisant un formalisme
éléments-finis
Cette annexe est constituée d’un résumé de la présentation à la conférence ICEM 14 à Cambridge. Le





Etalonnage et mesure de forme par
stéréo-corrélation isogéométrique
Cette annexe est constitué de l’article « CAD-based calibration of a 3D-DIC system : Principle and appli-
cation on test and industrial parts » publié dans la revue Experimental Mechanics en 2014.
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⑩❹⑨②❺ ❐❒❮➎❰❽ Ï⑦⑩❿ ⑤ ⑨⑤①❸❶➊ ❷⑤⑩⑩②⑨① ❹❺❹⑤⑥⑥➏ ❸②❷❶❺⑦⑩②❸ ❶①⑩❶
⑩❿② ❶⑧❺②⑨❼②❸ ❷⑤⑨⑩ ⑦⑩ ⑦❺ ❷❶❺❺⑦⑧⑥② ⑩❶ ⑨②④❶①❺⑩⑨❹④⑩ ⑩❿② ➎➉ ❺❿⑤❷②➂
⑦⑩❺ ❸②❻❶⑨➊⑤⑩⑦❶①❺ ❸❹⑨⑦①➁ ⑤ ➊②④❿⑤①⑦④⑤⑥ ⑥❶⑤❸➂ ⑤①❸ ⑩❶ ❸②⑩②⑨➊⑦①②
⑩❿② ⑦①➌❷⑥⑤①② ❺⑩⑨⑤⑦①❺❽ ➍❿② ➊②⑩❿❶❸ ⑦❺ ⑧⑤❺②❸ ❶① ❺⑩②⑨②❶❼⑦❺⑦❶①
❷⑨⑦①④⑦❷⑥②❺❽ ➈⑥❶❹❸❺ ❶❻ ➎➉ ❷❶⑦①⑩❺ ⑤⑨② ❸②⑩②⑨➊⑦①②❸ ❻⑨❶➊ ⑤⑩ ⑥②⑤❺⑩
⑤ ❷⑤⑦⑨ ❶❻ ⑦➊⑤➁②❺ ❺❿❶⑩ ❻⑨❶➊ ⑩③❶ ➄❶⑨ ➊❶⑨②➋ ❼⑦②③ ❷❶⑦①⑩❺❽ ➍❿②
➎➉ ❺❿⑤❷② ⑦❺ ⑨②④❶①❺⑩⑨❹④⑩②❸ ⑤❻⑩②⑨ ⑩❿② ④⑤⑥⑦⑧⑨⑤⑩⑦❶① ❷⑨❶④②❸❹⑨②➂
③❿⑦④❿ ④❶①❺⑦❺⑩❺ ❶❻ ❸②⑩②⑨➊⑦①⑦①➁ ⑩❿② ⑦①⑩⑨⑦①❺⑦④ ❷⑤⑨⑤➊②⑩②⑨❺ ➄➓➆➅➆➂
⑦①⑩②⑨①⑤⑥ ❷⑤⑨⑤➊②⑩②⑨❺ ❶❻ ④⑤➊②⑨⑤❺➋ ⑤①❸ ⑩❿② ②
➴
⑩⑨⑦①❺⑦④ ❷⑤⑨⑤➊②➌
⑩②⑨❺ ➄⑤①➁⑥② ⑤①❸ ❷❶❺⑦⑩⑦❶① ❶❻ ⑩❿② ④⑤➊②⑨⑤❺ ⑦① ⑩❿② ②
➴
❷②⑨⑦➊②①⑩⑤⑥
✸✸  ❊✁✂ ▼❡✄☎ ✭✆ ✝✞✟ ✺✞✠✸✆✡☛✸✞✝
❢☞✌✍✎✏✑ ❱✌☞r✒✓✔ ✌❛❛✕r✖✌✗r✒✘✔ ✒❢ ✗tr✔ ✗✎✖t✘r✙✓✎ t✌✈✎ ❜✎✎✘
❛✎☞❢✒☞✍✎♣ ✌✗ ✈✌☞r✒✓✔ ✔✖✌✕✎✔ ❬✹➊✼❪✑
❉r❢❢✎☞✎✘✗ ✇✌②✔ t✌✈✎ ❜✎✎✘ ❛☞✒❛✒✔✎♣ ✗✒ ♣✎✗✎☞✍r✘✎ ✗t✎ ✖✌✕❝
r❜☞✌✗r✒✘ ❛✌☞✌✍✎✗✎☞✔ ❬✽❪✚ ✇tr✖t ✖✌✘ ❜✎ ✖✕✌✔✔r❢r✎♣ r✘ ✗✇✒
✖✌✗✎❣✒☞r✎✔✑ ❚t✎ ❢r☞✔✗ ✒✘✎✚ ✓✔✎♣ ❜② ❋✌✓❣✎☞✌✔ ✌✘♣ ❚✒✔✖✌✘r ❬
✾
❪✚
r✔ ✌ ✕r✘✎✌☞r❧✎♣ ✌❛❛☞✒✌✖t ✗✒ ✗t✎ ❛☞✒❜✕✎✍✑ ❚t✎ ✍r✘r✍r❧✌✗r✒✘
✒❢ ✌ ✙✓✌♣☞✌✗r✖ ❢✓✘✖✗r✒✘✌✕ r✔ ✖✌☞☞r✎♣ ✒✓✗ ✗✒ ♣✎✗✎☞✍r✘✎ ✗t✎
❛✌☞✌✍✎✗✎☞✔ ✓✔r✘❣ ✖✕✌✔✔r✖✌✕ r✘✈✎☞✔r✒✘ ✍✎✗t✒♣✔ ✛✜✢✣✢✚ ❛✔✎✓❝
♣✒r✘✈✎☞✔✎ ✍✎✗t✒♣ ❬✾❪ ✒☞ ✔r✘❣✓✕✌☞ ✈✌✕✓✎ ♣✎✖✒✍❛✒✔r✗r✒✘ ❬✶✤❪✏✑
❚t✎ ♣r❢❢r✖✓✕✗② ✇r✗t ✗tr✔ ✍✎✗t✒♣ r✔ ✗t✌✗ ✗t✎ ✒❛✗r✖✌✕ ♣r✔✗✒☞❝
✗r✒✘✔ ✌☞✎ ✘✒✗ r✘✖✕✓♣✎♣✑ ❚t✎ ✔✎✖✒✘♣ ✍✎✗t✒♣✚ ✓✔✎♣ ❜② ❲✎✘❣
✎✗ ✌✕✑ ❬✶✶❪ ✒☞ ✥t✌✘❣ ❬✶✦❪✚ ✖✒✘✔r✔✗✔ ✒❢ ✌ ✗✇✒❝✔✗✎❛ ✘✒✘✕r✘✎✌☞
✒❛✗r✍r❧✌✗r✒✘✑ ❆ ❢r☞✔✗ ✕r✘✎✌☞r❧✌✗r✒✘ ②r✎✕♣✔ ✌✘ r✘r✗r✌✕ ✎✔✗r✍✌✗✎








✗✒ ✒❜✗✌r✘ ✌✘ ✒❛✗r❝
✍✌✕ ✎✈✌✕✓✌✗r✒✘ ✒❢ r✘✗☞r✘✔r✖ ✌✘
♣
✎①✗☞r✘✔r✖ ❛✌☞✌✍✎✗✎☞✔✑ ❚tr✔
✍✎✗t✒♣ ✌✕✕✒✇✔ ✒❛✗r✖✌✕ ♣r✔✗✒☞✗r✒✘✔ ✗✒ ❜✎ r✘✖✕✓♣✎♣✑ ■✘ ✗t✎





✇r✗t ✖✓❜r✖ ✔❛✕r✘✎✔✚ ✇t✎☞✎✌✔ ❲✎✘❣ ✎✗ ✌✕✑ ❬✶✶❪ ✓✔✎ ❛✌☞✌✍✎✗☞r✖
✍✒♣✎✕✔✑
✲







❣✎ ✒❢ ✌ ☞✎❢✎☞✎✘✖✎ ✗✌☞❣✎✗ ❣✎✒✍✎✗☞②✑ ❚t✎✔✎ ✗✌☞❣✎✗✔ ✓✔✓✌✕✕②
✖✒✘✗✌r✘ ❛✌☞✗r✖✓✕✌☞ ❛✒r✘✗✔ ✛✜✢✣✢
✚
r✘✗✎☞✔✎✖✗r✒✘ ✒❢ ✈✎☞✗r✖✌✕ ✌✘
♣
t✒☞r❧✒✘✗✌✕ ✕r✘✎✔✚ ✒☞ ✒❢ ✖✎✘✗✎☞ ✒❢ ✎✕✕r❛✗r✖✌✕ ✔❛✒✗✔✏ ✇tr✖t ✖✌✘











✖✒☞✘✎☞ ♣✎✗✎✖✗r✒✘ ✍✎✗t✒♣ ✒☞ ✖✎✘✗✎☞ ♣✎✗✎✖✗r✒✘ ✍✎✗t✒♣ ❬✶✪✚ ✶✫❪
✖✌✘ ❜✎ ❛✎☞❢✒☞✍✎
♣







✗t✎② ❣r✈✎ ✌✖✖✎✔✔ ✗✒ ✗t✎
♣
✎✗✎☞✍r✘✌✗r✒✘ ✒❢
✗t✎ ✎①✗☞r✘✔r✖ ✌✘♣ r✘✗☞r✘✔r✖ ❛✌☞✌✍✎✗✎☞✔✑ ❆✕✗✎☞✘✌✗r✈✎✕②✚ ✒✗t✎☞
✇✒☞✧✔ ✓✔✎ ✔✗✎☞✎✒✖✒☞☞✎✕✌✗r✒✘ ✗✒ ❢r✘♣ ✗t✎✔✎ ❛✌☞✌✍✎✗✎☞✔ ❬✶✼❪✚ r✗







r❢❢✎☞✎✘✗ ✗②❛✎✔ ✒❢ ✖✌✕r❜☞✌✗r✒✘ ✗✌☞❣✎✗✔ ✌☞✎ ✓✔✎
♣✚
✘✌✍✎✕② ❛✕✌✘✌☞ ✌✘♣ ★❉ ✔t✌❛✎✔ ✌✔ ✔t✒✇✘ r✘ ❋r❣✑ ✶✑ ❚✒ ✖✌✕❝
r❜☞✌✗✎ ✌ ✔✗✎☞✎✒✔②✔✗✎✍ ✇r✗t ✗t✎ ❢r☞✔✗ ✒✘✎
❬
































✒❢ ❛r✖✗✓☞✎✔ r✔ ☞✎✙✓r☞✎
♣
✗✒ ✗✌✧✎ r✘✗✒ ✌✖✖✒✓✘✗ ✒✓✗❝✒❢❝❛✕✌✘✎








































♣✌✗✌✑ ③✒✇✎✈✎☞ ✗t✎ ✔r❧✎ ✒❢ ✗t✎ ✒❜④✎✖✗ t✌✔ ✗✒ ❜✎ ✖✕✒✔✎ ✗✒
✗t✌✗ ✒❢ ✗t✎ ✒❜✔✎☞✈✎♣ ❛✌☞✗ ❬
✦✪✚ ✦✫❪ r❢ ✒✘✕② ✒✘✎ ❛✌r☞ r✔ ✖✒✘❝
✔r♣✎☞✎♣✑ ❋✓☞✗t✎☞✍✒☞✎✚ ✓✘✖✎☞✗✌r✘✗r✎✔ ✌☞✎ ✓✔✓✌✕✕② tr❣t✎☞ ✗t✌✘
✗t✒✔✎ ✌✔✔✒✖r✌✗✎♣ ✇r✗t ✗t✎ ❛☞✎✈r✒✓✔ ✍✎✗t✒♣ ❜✎✖✌✓✔✎ ✒❢ ✗t✎
✕r✍r✗✎♣ ☞✎♣✓✘♣✌✘✖② ✒❢ ✗t✎ ✎①❛✕✒r✗✎♣ ♣✌✗✌✑ ❚tr✔ ❛☞✒❜✕✎✍ ✍✌②
❜✎ ✒✈✎☞✖✒✍✎ ❜② ✓✔r✘❣ ✔✎✈✎☞✌✕ ❛✌r☞✔ ✒❢ ❛r✖✗✓☞✎✔✑ ❚t✎ ✙✓✌✕r✗②
✒❢ ✖✌✕r❜☞✌✗r✒✘ r✔ ✓✔✓✌✕✕② ✕r✍r✗✎♣ ❜② ✗t✎ ✍✎✗☞✒✕✒❣② ✒❢ ✗t✎ ✖✌✕r❝
❜☞✌✗r✒✘ ✗✌☞❣✎✗✔ ✛✌✘♣ ✗✒ ✌ ✕✎✔✔✎☞ ♣✎❣☞✎✎✚ ✗t✎ ✓✘✖✎☞✗✌r✘✗② ♣✓✎ ✗✒
✗t✎ ❛✒r✘✗ ✎①✗☞✌✖✗r✒✘✏✑ ❆✘② ✍r✘✓✗✎ ❣✎✒✍✎✗☞r✖✌✕ ✎☞☞✒☞ ✒✘ ✗t✎
✗✌☞❣✎✗ ✇r✕✕ ♣r☞✎✖✗✕② ✌❢❢✎✖✗ ✗t✎ ✖✌✕r❜☞✌✗r✒✘✑ ■✘ ✗t✎ ✖✌✔✎ ✒❢ ✕✌☞❣✎
✔✗☞✓✖✗✓☞✎✔✚ r✗ r✔ ✍✒☞✎ ♣r❢❢r✖✓✕✗ ✛✌✘♣ ✎①❛✎✘✔r✈✎✏ ✗✒ ✎✘✔✓☞✎ ✗t✎
❣✎✒✍✎✗☞r✖✌✕ ✙✓✌✕r✗② ✒❢ ✗t✎ ✖✌✕r❜☞✌✗r✒✘ ✗✌☞❣✎✗✑
❆✘ ✌✕✗✎☞✘✌✗r✈✎ ☞✒✓✗✎ r✔ ✗✒ ☞✎✔✒☞✗ ✗✒ ✔✎✕❢❝✖✌✕r❜☞✌✗r✒✘ ✍✎✗t❝
✒♣✔✚ ✇tr✖t ✌✕✕✒✇ ✔✗✎☞✎✒✈r✔r✒✘ ✔②✔✗✎✍✔ ✗✒ ❜✎ ✖✌✕r❜☞✌✗✎♣





⑤✎✕❢❝✖✌✕r❜☞✌✗r✒✘ ✖✒✘✔r✔✗✔ ✒❢ ❢r✘♣r✘❣ r✘✗☞r✘✔r✖ ✌✘♣ ✎①✗☞r✘✔r✖
❛✌☞✌✍✎✗✎☞✔ ✒❢ ✗t✎ ✖✌✍✎☞✌✔
♣
r☞✎✖✗✕② ❢☞✒✍ ✗t✎ ❛r✖✗✓☞✎✔ ✒❢
✗t✎ ✒❜④✎✖✗ ✒❢ r✘✗✎☞✎✔✗
✐
⑥⑦✜⑧⑨✑ ❚t✎ ✎✙✓✌✗r✒✘✔ ☞✎✕✌✗r✘❣ r✘✗☞r✘❝
✔r✖ ❛✌☞✌✍✎✗✎☞✔ ✒❢ ✗t✎ ✖✌✍✎☞✌ ✗✒ ✗t✎ ✎❛r❛✒✕✌☞ ❣✎✒✍✎✗☞② t✌✈✎


















r✗ ✒❢✗✎✘ ✔✓❢❢✎☞✔ ❢☞✒✍ ✕✌☞❣✎
✓✘✖✎☞✗✌r✘✗r✎✔✑
❚t✎ ✌r✍ ✒❢ ✗t✎ ❛☞✎✔✎✘✗ ❛✌❛✎☞ r✔ ✗✒ r✘✗☞✒♣✓✖✎ ✌ ✘✎✇
✖✌✕r❜☞✌✗r✒✘ ✍✎✗t✒
♣
✇r✗t r✗✔ ❛✒✔✔r❜✕✎ ✌❛❛✕r✖✌✗r✒✘ ✗✒ r✘
♣
✓✔❝





✒❢ ✗t✎ ✒❜✔✎☞✈✎♣ ✔✓☞❢✌✖✎✑ ❶✒✘✗☞✌☞② ✗✒ ✔✗✌✘♣✌☞♣ ✔✗✎☞✎✒❉■❶
❛☞✒✖✎♣✓☞✎✔ r✘ ✇tr✖t ✖✕✒✓♣✔ ✒❢ ★❉ ❛✒r✘✗✔ ✌☞✎ ✎①✗☞✌✖✗✎♣ ❬✦✚
✦✤➊✦✹✚ ★✤❪✚ ✗t✎ ❛☞✎✔✎✘✗ ✌❛❛☞✒✌✖t ✎①❛✕r✖r✗✕② ♣✎✌✕✔ ✇r✗t ✌ ✖✒✘❝









r✗ ✖✌✘ ❜✎ ☞✎❢✎☞☞✎
♣
✗✒ ✌✔ ✌ ❣✕✒❜✌✕ ✌❛❛☞✒✌✖t ✗✒ ✔✗✎☞✎✒❉
■❶✚
r✘ ✗t✎ ✔❛r☞r✗ ✒❢ ❣✕✒❜✌✕
✌❛❛☞✒✌✖t✎✔ r✘✗☞✒♣✓✖✎♣ r✘ ✦❉❝❉■❶ ✌✘♣ ❉❱❶ ❬★✚ ★✦✚ ★★❪✑









r✘ ✇tr✖t ✗t✎ ✔✓☞❢✌✖✎ ✒❢ r✘✗✎☞❝
✎✔✗ ✌✘
♣





✘ ✗t✎ ❛☞✎✔✎✘✗ ✖✌✔✎
✚
✗t✎ ✔✓☞❢✌✖✎ ✒❢ r✘✗✎☞✎✔✗ ❜✎✖✒✍✎✔
✗t✎ ✖✌✕r❜☞✌✗r✒✘ ✗✌☞❣✎✗ ✌✘
♣

































































✍✎✘✗ ✛✇r✗t ✌ ✖✒✒☞
♣





















✖✒✔✗✑ ❚t✎ ★❉ ✔t✌❛✎ ✒❢ ✌ ✕✌☞❣✎ r✘
♣











❊ ✁ ▼❡✂✄ ✭☎✆✝✞✟ ✺✞✠✡☎☛☞✡✞✝ ✡✡✝
❙✌✍✎✏✑✒ ❘✒✓✍✒✔✒✕✖✏✖✗✘✕ ✇✗✖✙ ◆✚❘✛❙
❚♦ ❛✜✜✢✣✤✤ t❤✣ ❝❤❛✥✥✣✦✧✣✤ ♦❢ t❤✣ ✤ts✜★✱ ✦❛✩✣✥★✱ t❤✣ ✥❛✢✧✣
✤✪✫✣ ♦❢ t❤✣ ♦✬✤✣✢✮✣✜ ♣❛✢t✱ ❛✦✜ t❤✣ ✜✪❢❢✪❝s✥t✪✣✤ ♦❢ ✩❛✯✪✦✧
❛ ✥❛✢✧✣ ❝❛✥✪✬✢❛t✪♦✦ t❛✢✧✣t✱ ❛ ✦✣✰ ❝❛✥✪✬✢❛t✪♦✦ ✩✣t❤♦✜♦✥♦✧★
✪✤ ✜✣✮✣✥♦♣✣✜ ✬❛✤✣✜ s♣♦✦ ✲ ✳r✐✴r✐ ✯✦♦✰✥✣✜✧✣ ♦❢ t❤✣ ✸❉
✧✣♦✩✣t✢★ ♦❢ t❤✣ ♦✬✤✣✢✮✣✜ ✤s✢❢❛❝✣✉ ■t t❤s✤ ✜✣♣❛✢t✤ ❢✢♦✩ ✤t❛✦✵
✜❛✢✜ ✤✣✥❢✵❝❛✥✪✬✢❛t✪♦✦ t✣❝❤✦✪✶s✣✤ ❬
✷✹❪✉ ■✦ t❤✣ ❢✪✢✤t ✤t✣♣ ♦❢
t❤✣ ❝❛✥✪✬✢❛t✪♦✦✱ t❤✣ ♦✬✤✣✢✮✣✜ ♦✬✻✣❝t ✪✤ ❝♦✦✤✪✜✣✢✣✜ t♦ ❝♦✩♣✥★
✣①❛❝t✥★ ✰✪t❤ t❤✣ t❤✣♦✢✣t✪❝❛✥ ✜✣✤❝✢✪♣t✪♦✦ ♦❢ ✪t✤ ✧✣♦✩✣t✢★✱ ❤✣✢✣
❛ ❢✢✣✣❢♦✢✩ ✤s✢❢❛❝✣ ✜✣✤❝✢✪♣t✪♦✦ ✼s✤✪✦✧ ✽♦✦✵✾✦✪❢♦✢✩ ✿❛t✪♦✦❛✥
❇❛✤✪✤ ❀♣✥✪✦✣ ♦✢ ✽✾✿❇❀ ♣❛t❝❤✣✤ ❬✸❁
❪❂✉ ❚❤✪✤ t★♣✣ ♦❢ ✩♦✜✣✥
✪✤ ✮✣✢★ ❝♦✩✩♦✦ ✤✪✦❝✣ ✦♦✰❛✜❛★✤ ✩♦✤t ✤ts✜✪✣✜ ♣❛✢t✤ ❤❛✮✣ ❛
❈❃❉ ✢✣♣✢✣✤✣✦t❛t✪♦✦ ❬✸❁✱ ✸❄❪✉
▲✣t s✤ ✪✦t✢♦✜s❝✣ ✽✾✿❇❀ ❬✸❁❪✱ ✰❤✪❝❤ ✪✤ t❤✣ ❝❤♦✤✣✦ ✩♦✜✵

























✪✤ ✜✣❢✪✦✣✜ ✬★ ✪t✤ ♦✢✜✣✢✱ ❛ ✦✣t✰♦✢✯ ♦❢ ❝♦✦t✢♦✥ ♣♦✪✦t✤ ✰✪t❤
❛✤✤♦❝✪❛t✣✜ ✰✣✪✧❤t✤✱ ❛✦✜ ✪t✤ ✯✦♦t ✮✣❝t♦✢ ✼❅✪✧✉ ✷❂✉
❚❤✣ ✤s✢❢❛❝✣























































































































































❛✢✣ t❤✣ ❝♦♦✢✜✪✦❛t✣✤ ♦❢ ❝♦✦t✢♦✥ ♣♦✪✦t✤ ♦❢ t❤✣ ✤s✢❢❛❝✣✱ ❫
❯❥
❝♦✢✢✣✤♣♦✦✜✪✦✧ ✰✣✪✧❤t✤✱ ❆➛ × ➜❍ t❤✣ ✦s✩✬✣✢ ♦❢ ❝♦✦t✢♦✥
♣♦✪✦t✤ ❛✦✜ ❆➝● ➞❍ t❤✣ ✜✣✧✢✣✣✤ ♦❢ t❤✣ ✤s✢❢❛❝✣✉ ❚❤✪✤ ❢♦✢✵
✩❛✥✪✤✩ ❤❛✤ ✩❛✦★ ❛✜✮❛✦t❛✧✣✤✱ ✪✦❝✥s✜✪✦✧ t❤❛t ✪t ✪✤ ✢✣✥❛✵
t✪✮✣✥★ ✤✪✩♣✥✣ t♦ ✪✩♣✥✣✩✣✦t ✦s✩✣✢✪❝❛✥✥★✱ ❛✦✜ ✪t ✪✤ ❛✥✢✣❛✜★
s✤✣✜ ✬★ ❛✦★ ❈❃❉ ✤♦❢t✰❛✢✣✱ ♣❛✢t✪❝s✥❛✢✥★ ✪✦ ✤t✣♣ ❢♦✢✩❛t✉
❅✪✧s✢✣ ✷ ✤❤♦✰✤ t❤✣ ✽✾✿❇❀ ✩♦✜✣✥ ♦❢ t❤✣ t✣✤t✣✜ ♣❛✢t s✤✣✜
✪✦ t❤✪✤ ✤ts✜★✱ ✪✦ ✢✣✜✱ t❤✣ t❤✣♦✢✣t✪❝❛✥ ✤s✢❢❛❝✣ ❳❆❋● ✈❍ ❛✦✜ ✪✦




❅s✢t❤✣✢✩♦✢✣✱ ❛ ❝❛✥✪✬✢❛t✪♦✦ t❛✢✧✣t ✪✤ ✦♦t ✦✣❝✣✤✤❛✢★ ✤✪✦❝✣
t❤✣ ♦✬✤✣✢✮✣✜ ✤s✢❢❛❝✣ ✐➟➠➡➢➤ ❝❛✦ ✬✣ s✤✣✜✉ ❚❤✣ ♣✢❛❝t✪❝❛✥ ✪✩♣✥✣✵
✩✣✦t❛t✪♦✦ ✪✤ ✣❛✤✪✣✢ ❛✦✜ ❢❛✤t✣✢✉ ❚❤✣ ❝❛✥✪✬✢❛t✪♦✦ ✪✤ ♣✣✢❢♦✢✩✣✜
✰✪t❤ t❤✣ ❢✪✢✤t ♣✪❝ts✢✣✤ ♦❢ t❤✣ ✤✣✢✪✣✤ t♦ ✬✣ ❛✦❛✥★✫✣✜ ✜s✢✵




















❝❛✥✥★ ✢✣✜s❝✣✜✉ ❚✣✦✤ ♦❢
♣
❛✢❛✩✵
✣t✣✢✤ ❛✢✣ ✦✣✣✜✣✜ t♦ ✜✣✤❝✢✪✬✣ ❛ ✤✪✩♣✥✣ ✧✣♦✩✣t✢★ ✰✪t❤ ❛































































✤ ✦♦ ✦✣✣✜ t♦
✢✣♣✢♦✻✣❝t ♦✢ ✪✦t✣✢♣♦✥❛t✣ t❤✣ ✩✣❛✤s✢✣✩✣✦t✤ ✤✪✦❝✣ t❤✣★ ❛✢✣
✣①♣✢✣✤✤✣✜ ✪✦ t❤✣ ✢✣✥✣✮❛✦t ✬❛✤✪✤✉
➥➦➧➨✛✏✔✒➩ ➥✏➫✗➭✍✏✖✗✘✕ ✏✕➩ ➯➧ ❙✙✏✓✒ ➲✒✏✔✌✍✒➳✒✕✖









































































































































































































































✸✸  ❊✁✂ ▼❡✄☎ ✭ ✆✝✞✟ ✺✞✠✸ ✡☛✸✞✝
❚☞❜❧✌ ✶ ❑❡② ❢❡✍✎✏✑❡✒ ♦❢ ❞✓❢❢❡✑❡✔✎ ✸✕ ✒☎✍✂❡ ♠❡✍✒✏✑❡♠❡✔✎ ♠❡✎☎♦❞✒ ✭❡✈✍✖✏✍✎❡❞ ✗② ✎☎❡ ✍✏✎☎♦✑✒✟
▼❡✍✒✏✑❡♠❡✔✎ ✒♦✖✏✎✓♦✔ ❈♦✔✎✍✄✎✖❡✒✒ ❈▼▼
❈✍✖✓✗✑✍✎✓♦✔ ✎✍✑❣❡✎ ✂✖✍✔✍✑ ✎✍✑❣❡✎ ❬ ✆☛ ✞
❪ ♦✂❡✔ ✗♦♦✘ ✎✍✑❣❡✎ ❬ ✺
❪ ♦✗✙❡✄✎ ✭✎☎✓✒ ✇♦✑✘✟ ✒✂☎❡✑❡✒
✕❉✚❉✛❉ ✜ ✻✆✱ ✆✆✆ ✜ ✻✆✱ ✆✆✆ ✞✹ ✞✱ ✻✹✆
▼❡✍✒✏✑❡♠❡✔✎ ✎✓♠❡ ✝ ☎ ✸ ☎   ☎ ✞ ☎
■♠✍❣❡ ✂✍✓✑ ✍✎ ✖❡✍✒✎ ✝✆ ✍✎ ✖❡✍✒✎ ✝ ✝
✢
✔♦✔❡
❙✏✑❢✍✄❡ ❞❡✒✄✑✓✂✎✓♦✔ ✸✕ ✂♦✓✔✎ ✄✖♦✏❞ ✸✕ ✂♦✓✔✎ ✄✖♦✏❞ ✛✑❡❡❢♦✑♠ ✒✏✑❢✍✄❡ ✸✕ ✂♦✓✔✎ ✄✖♦✏❞
✢
✚✔✖② ♦✔❡ ✂✍✓✑ ✄✍✔ ✗❡ ✏✒❡❞ ✂✑♦✈✓❞❡❞ ✎☎❡ ♦✗✙❡✄✎ ✓✒ ✔♦✎ ✂✖✍✔✍✑ ♦✑ q✏✍✒✓ ✂✖✍✔✍✑















✽✾✿ ❀✿ ❁❃❄ ✐♥ ✤❤✥ ✣✦❛✰✥ ✧✣ ✤❤✥ ✧✫s✥✦✬✥★ ✳❛✦✤ ❛♥★ ✤❤✥✐✦ ✳✦✧r




































































































































































































































































































































♥✥✥★✥★ ✐♥ ✴❤✐✮❤ ✤❤✥ s✉✰ ✧✣ s❼✉❛✦✥★ ★✐✣✣✥✦✥♥✮✥s ✥➞✳✦✥ss✥★


















































❫✵● ✵❵♣● ❛ ✰✧★✐r
✣✐✥★ ❶✥✴✤✧♥ s✮❤✥✰✥ ✐s ✉s✥★ ✤✧ ✰✐♥✐✰✐➴✥ ✤❤✥ s✉✰ ✧✣ s❼✉❛✦✥★























































































































































































































❄✩ ✪✧ ❛★★✦✥ss ✤❤✐s ✐ss✉✥●






















































































❊ ✁ ▼❡✂✄ ✭☎✆✝✞✟ ✺✞✠✡☎☛☞✡✞✝ ✡✡✡
✇✌✍✎✌ ❛♥ ❛❜✏✑✒✓✔✕ ❞✍✏✔❛♥✎✕ ✍✏ ❛✈❛✍✒❛❜✒✕✐ ✔✌✕ ✓✏✕s ♥✕✕❞✏ ♣✓✔
✏✑✖✕ ❛❞❞✍✔✍✑♥❛✒ ✖❛s✗✕s✏ ❢✑s ✇✌✍✎✌ ✔✌✕ ❞✍✏✔❛♥✎✕ ✍✏ ✗♥✑✇♥ ✑s
✖✕❛✏✓s✕❞♠

















❪✮✣♠ ❚✌✍✏ ✎✑ss✕✏♣✑♥❞✏ ✔✑ ✔✌✕
❢✍s✏✔ ✏✔✕♣ ✑❢ ✔✌✕ ✎❛✒✍❜s❛✔✍✑♥ ♣s✑✎✕❞✓s✕ ✘❋✍❣♠ ✸
✣♠ ❆✔ ✒✕❛✏✔ ✻
♣✑✍♥✔✏ ❛s✕ ✏✕✒✕✎✔✕❞ ❜✤ ✔✌✕ ✓✏✕s ✑♥ ✔✌✕ ✔✌✕✑s✕✔✍✎❛✒ ✏✓s❢❛✎✕













✮ ❛s✕ ✏✕✒✕✎✔✕❞ ✑♥
✔✌✕ ❈❆✰ ✖✑❞✕✒ ✑❢ ✔✌✕ ✑❜✏✕s✈✕❞ ♣❛s✔♠ ❙✤✏✔✕✖ ✕✲✓❛✔✍✑♥ ✘✹✣






❪ ✈✍❛ ❛ ✏✍♥❣✓✒❛s ✈❛✒✓✕





❚✌✕ ✓♣❞❛✔✕❞ ✎✑✖♣✑♥✕♥✔✏ ✑❢ ✔✌✕ ✔s❛♥✏❢✑s✖❛✔✍✑♥ ✖❛✔s✍t
✎✕✏ ❛s✕ ❞✕✔✕s✖✍♥✕❞ ❜✤ ❛✏✏✓✖✍♥❣ ✔✌❛✔ ✔✌✕ ❛✎✔✓❛✒ ✏✓s❢❛✎✕














✍✏ ✓✏✕❞ ❛✏ ✍♥ ❛
✏✔❛♥❞❛s❞ ✰❉❈ ♣s✑✎✕❞✓s✕ ✳✸✷♠ ❉♥ ✎✑♥✔s❛✏✔ ✔✑ ✎✒❛✏✏✍✎❛✒ ✰❉❈
✍♥ ✇✌✍✎✌ ✔✌✕ s✕❢✕s✕♥✎✕ ♣✍✎✔✓s✕ ❞✑✕✏ ♥✑✔ ✎✌❛♥❣✕ ❞✓s✍♥❣ ✔✌✕
✖✍♥✍✖✍✏❛✔✍✑♥ ♣s✑✎✕❞✓s✕✐ ❜✑✔✌ ♣✍✎✔✓s✕✏ ❛s✕ ✓♣❞❛✔✕❞ ❛✔ ✕❛✎✌
✍✔✕s❛✔✍✑♥ ✘✏✕✕ ✕✲✓❛✔✍✑♥ ✘❃
✣✣ ✍♥ ✔✌✕ ♣s✕✏✕♥✔ ✎❛✏✕♠
❙✓s❢❛✎✕ ❄✕✔s✑✒✑❣✤
❚✌✕ ✏✕✎✑♥❞ ✏✔✕♣ ✎✑♥✏✍✏✔✏ ✑❢ ❢✍♥❞✍♥❣ ✔✌✕ ❜✕✏✔ ❈❆✰t✏✓s❢❛✎✕
❜✤ ✖✑✈✍♥❣ ✎✑♥✔s✑✒ ♣✑✍♥✔✏ P
❅❇
✑❢ ✔✌✕ ✔✌✕✑s✕✔✍✎❛✒ ✏✓s❢❛✎✕ ✇✍✔✌
❦✿❀❁✿ ✔s❛♥✏❢✑s✖❛✔✍✑♥ ✖❛✔s✍✎✕✏ ✘❋✍❣♠ ✹✣ ✔✑ ✖❛✔✎✌ ✔✌✕ ❛✎✔✓❛✒
✏✌❛♣✕♠ ❈✑♥✔s✑✒ ♣✑✍♥✔✏ ●P
❅❇
❜✕✎✑✖✕ ✔✌✕ ♥✕✇ ✓♥✗♥✑✇♥✏ ❛♥❞
❛s✕ ✓♣❞❛✔✕❞ ❜✤ ✓✏✍♥❣ ✔✌✕ ✏❛✖✕ ✔✤♣✕ ✑❢ ✎✑ss✕✒❛✔✍✑♥ ♣s✑✎✕❞✓s✕
❛✏ ❞✕✏✎s✍❜✕❞ ✍♥ ❙✕✎✔✍✑♥ ✸
♠ ❚✌✕ ✖❛✍♥ ❞✍❢❢✕s✕♥✎✕ ✍✏ ❣✍✈✕♥ ❜✤
















❏❑▲◆ ❖ ◗❘❯❱✂❯✁❲❡ ♦❨ ❩✄❡ ❨❯❘❭❩ ❭❩❡✁














































































































✸✸  ❊✁✂ ▼❡✄☎ ✭✆✝✞ ✟ ✺ ✠✸✆✡☛✸ ✞
❋☞✌✳ ✹ P✍✎✏✄✎✂✑❡ ♦❢ t☎❡ s❡✄♦✏✒
st❡✂ ♦❢ t☎❡ ✄❝✑✎✓✍❝t✎♦✏ ✂✍♦✄❡✒r✍❡✠
t☎❡ ✸❉ s☎❝✂❡ ✎s ♠❡❝sr✍❡✒ ✭✐✔✕✔✱










































































q✉ ✈✇③ ④⑤③⑥③✉✈ ✈③⑥✈ ⑦⑧⑥③⑨ ✈✇③⑤③ ⑧⑤③ ⑩❶ ❷✉❸✉❹❺✉⑥ ❻❼❽❾❽⑨ ❿ × ➀➁
⑦❹❹⑤➂➃✉⑧✈③⑥ ❹➄ ✈✇③ ➀➁ ⑦❹✉✈⑤❹➅ ④❹➃✉✈⑥ ❹➄ ✈✇③ ➆➇➈➉➊ ④⑧✈⑦✇➋➌
➍✇③➎ ⑦❹⑤⑤③⑥④❹✉➂ ✈❹ ✈✇③ ⑩❶
➏
❹➄ ➄⑤③③➂❹➐ ➑➃➒③✉ ➃✉ ➍⑧➓➅③ ➀➌
➍✇
➃










































































































➃✉ ④③⑤⑦③✉✈ ❹➄ ✈✇③ ➂➎✉⑧➐➃⑦ ⑤⑧✉➑③ ❹➄ ✈✇③ ➑⑤⑧➎ ➅③➒③➅➌ ➜✇③✉
⑦❹✉➒③⑤➑③✉⑦③ ➃⑥ ⑤③⑧⑦✇③➂ ➄❹⑤ ⑧ ➑➃➒③✉ ⑥✈③④⑨ ⑥⑧➎ ⑦❹✉⑦③⑤✉➃✉➑ ✈✇③



























































































































































































➼➽➾ ➚➪➶➹➘➴➷➬ ➮➪➱✃ ❐➪➬➷ ❒❮ ➪❰Ï❐➘➴Ï❐ ➪❰❰❒Ð ➼Ñ➾ Ò➪➘➴✃➷➬ ➮➪➱✃ Ó➘✃➹ ➱➪➴➬❒❐ ➮➪✃✃➷➱➴
❊ ✁ ▼❡✂✄ ✭☎✆✝✞✟ ✺✞✠✡☎☛☞✡✞✝ ✡✡✺
❚✌❜❧✍ ✷ ❈✎✏✑✒✎✓ ✁✎♣✏✑✔ ✎❢ ✑✄❡ ♠♣✓✓❡✕ ✔✉✒❢✖✂❡✗ ✕♣♠❡✏✔♣✎✏ ✖✒❡ ♣✏ ♠♠✗ ✖✏✕ ✖✓✓ ✑✄❡ ✖✔✔✎✂♣✖✑❡✕ ✇❡♣✘✄✑✔ ✖✒❡ ❡✙✉✖✓ ✑✎ ✎✏❡♦ ✖✔✔✎✂♣✖✑❡✕ ❦✏✎✑ ✈❡✂✑✎✒✔ ✖✒❡

































❳ ✆ ✆ ✆ ✆ ☎✺ ☎✺ ☎✺ ☎✺ ✼✺ ✼✺ ✼✺ ✼✺ ✝✆✆ ✝✆✆ ✝✆✆ ✝✆✆
❨ ✆ ☎✺ ✺✆ ✝✆✆ ✆ ☎✺ ✺✆ ✝✆✆ ✆ ☎✺ ✺✆ ✝✆✆ ✆ ☎✺ ✺✆ ✝✆✆
❩ ✆ ✆ ✆ ✆ ✝✆ ☎✆ ☎✆ ✝✆ ✝✆ ☎✆ ☎✆ ✝✆ ✆ ✆ ✆ ✆
❘✣✤✥✦✧✤ ❛♥★ ❆✩✩✦✪✫❛✧✪✬♥
■✮ t✯✰ s✰✱✲✰✳✴ t✵✸ ❞✐✹✹✰✻✰✮t ✽✾✾✳✐✿✽t✐✸✮s ✽✻✰ ❞✐s✿✲ss✰❞❀ ❁✯✰
✹✐✻st ✿✽s✰ ✐s ✽ ❃✽✿✯✐✮✰❞ ❇❄✐✰✻ ✾✽t✿✯ ✽✮❞ ✿✸✻✻✰s✾✸✮❞s t✸ ✽
✾✻✸✸✹ ✸✹ ✿✸✮✿✰✾t ✸✹ t✯✰ ✵✯✸✳✰ ✾✻✸✿✰❞✲✻✰ ✾✻✸✾✸s✰❞ ✯✰✻✰✐✮❀
❁✯✰ s✰✿✸✮❞ ✽✾✾✳✐✿✽t✐✸✮ ❞✰✽✳s ✵✐t✯ ✽ ❅❉❃
❋
✽✲t✸❃✸t✐●✰ ✻✸✸✹




❁✸ ●✽✳✐❞✽t✰ t✯✰ ✿✽✳✐❝✻✽t✐✸✮ ✾✻✸✿✰❞✲✻✰ ✽ ❑▲▲ × ❑▲▲ ❃❃ t✰st











❯❱❲ s✲✻✹✽✿✰ ✵✽s ❞✰s✐❍✮✰❞ ✹✻✸❃ ✽ ✹✐✻st ✸✻❞✰✻ ❬❭❪❇❫ ✾✽t✿✯
✐✮ ❯✽t✐✽❴◗ ❵❣❤❥❀ ❁✯✰ ✾✽✻✽❃✰t✰✻s ✸✹ t✯✰ t✰st ✾✽✻t ✽✻✰ ❞✰✹✐✮✰❞
✐✮ ❁✽❝✳✰ ❅❀ ❫✐✮✿✰ ✽✳✳ t✯✰ ✵✰✐
❍
✯ts ✽✻✰ ✰✱✲✽✳ t✸ ✸✮✰✴ t✯✰ s✲✻✹✽✿✰
✽✿t✲✽✳✳
②
✿✸✻✻✰s✾✸✮❞s t✸ ✽ t✯✐✻❞ ✸✻❞✰✻ ❇
➫
✰❄✐✰✻ ✾✽t✿✯❀ ❁✯✰ t✰st
✾✽✻t ✵✽s ❃✐✳✳✰❞ ✸✮ ✽ ❣❉✽q✐s r✐❍✯ ❫✾✰✰❞ ①✽✿✯✐✮✰ ◆r❫①❙❀ ❁✸
❃✐✮✐❃✐❄✰ ❞✰●✐✽t✐✸✮s ✐✮❞✲✿✰❞ ❝② ❃✐✳✳✐✮❍ ❝✰t✵✰✰✮ t✯✰ ❯❱❲
❃✸❞✰✳ ✽✮❞ t✯✰ ❃✽✿✯✐✮✰❞ ❍✰✸❃✰t✻②✴ ❃✽✿✯✐✮✐✮❍ t✸✳✰✻✽✮✿✰ ✽✮❞
s✿✽✳✳✸✾ ✯✰✐
❍
✯t ✽✻✰ ✻✰✱✲✐✻✰❞ t✸ ❝✰ ✳✰ss t✯✽✮ ❑ ➭❃❀ ❱ ✻✰✽✳ t✐❃✰
✾✸✳
②
✮✸❃✐✽✳ ✐✮t✰✻✾✸✳✽t✐✸✮ ✐s ✽✳s✸ ✲s✰❞ ✹✸✻ t✯✰ ✮✲❃✰✻✐✿✽✳ ✿✸✮❉
t✻✸✳ ◆❯❬❯❙ ✸✾t✐✸✮s ✸✹ t✯✰ r❫① t✸ ❃✐✮✐❃✐❄✰ ✿✯✸✻❞✽✳ ✰✻✻✸✻s























































r✸✵✰●✰✻✴ ✐t ✐s ✮✸t ✾✸ss✐❝✳✰ t✸ s✰✰ t✯✰ ❍✻✸✸●✰s ✵✐t✯ ❝✽✻✰ ✰②✰s✴
❝✰✿✽✲s✰ t✯✰② ✽✻✰ ❃✽s➄✰❞ ❝② t✯✰ ✻✽✮❞✸❃ ✾✽tt✰✻✮ ◆❖✐❍❀ ◗◆❝❙❙❀
❱✹t✰✻ ❃✐✳✳✐✮❍✴ ✽ ✻✽✮❞✸❃ ✾✽tt✰✻✮ ✐s ❞✰✾✸s✐t✰❞ ✸✮t✸ t✯✰
❃✽✿✯✐✮✰❞ ✾✽✻t ◆❖✐❍❀
◗◆❝❙❙❀ ❁✯✰ ✾✐✿t✲✻✰s ✽✻✰ t✽➄✰✮ ❝② ❯✽✮✸✮
➆➇❫ ➈▲❲ ✿✽❃✰✻✽s❀ ❱ ➉➆❲ ✾✽✮✰✳ ✐s ✲s✰❞ t✸ ✐✳✳✲❃✐✮✽t✰




❞✰●✐✿✰ ✽✳✳✸✵s t✯✰ ✻✰✹✳✰✿t✐✸✮ ✸✹ t✯✰
✳✐
❍












s✯✸✵s t✯✰ ✿✸✻✻✰✳✽t✐✸✮ ✻✰s✐❞✲✽✳s ✽✹t✰✻ ✿✸✮●✰✻❉
❍✰✮✿✰ ✸✹ t✯✰ ✹✐✻st st✰✾❀ ■t ✿✸✮s✐sts ✸✹ ✿✽✳✿✲✳✽t✐✮❍ t✯✰ ❞✐✹❉
✹✰✻✰✮✿✰ ❝✰t✵✰✰✮ ✳✰✹t ✽✮❞ ✻✐❍✯t ✾✐✿t✲✻✰s ✽t t✯✰ ✰✮❞ ✸✹ t✯✰
✻✰
❍





❀ ❁✯✰ ❪✸✸t ①✰✽✮ ❫✱✲✽✻✰





✐s → ❼ ❅➣▲ ↔ ✸✹ t✯✰ ❍✻✽② ✳✰●✰✳ ❞②✮✽❃✐✿ ✻✽✮❍✰ ✸✹ ➐ ◆④⑤⑦⑤✴
❃✽q ➐ ↕ ❃✐✮ ➐ ❙❀ ❁✯✐s ✐s ✽ ●✰✻② s❃✽✳✳ ●✽✳✲✰ s✸ t✯✽t t✯✰
❃✽t✿✯✐✮
❍
✸✹ t✯✰ t✵✸ ✾✐✿t✲✻✰s ✐s ❞✰✰❃✰❞ s✲✿✿✰ss✹✲✳❀ ❁✯✰
✳✽✻
❍
✰st ❞✐✹✹✰✻✰✮✿✰s ✽✻✰ ❞✲✰ t✸ ✽ s✾✲✻✐✸✲s s✾✰✿✲✳✽✻ ✻✰✹✳✰✿t✐✸✮
✸✹ ✳✐❍✯t ✸✮ t✯✰ s✲✻✹✽✿✰❀ ❁✯✰ ✹✽✿t t✯✽t t✯✰ ❍✻✸✸●✰s ✽✾✾✰✽✻










❀ ◗◆❝❙❙❀ ➇✮ t✯✐s ✿✸✻✻✰✳✽t✐✸✮ ✻✰s✐❞✲✽✳ ❃✽✾✴
s✸❃✰ ✰✻✻✸✻s ✻✰❃✽✐✮ ❞✲✰ t✸ t✯✰
❍























✰✮✿✰❀ ❁✯✰ ❪①❫ ●✽✳✲✰ ✸✹


















































































































➹➘➴ ➷➬➮➱✃ ➱✃❐❒❮ ❰ÏÐ ÑÒÓÔ❐ Õ ÖØÙ Ú
➯
➲



























➹Û➴ Ð❐ÜÝÞß ➱✃❐❒❮ ❰ÏÐ ÑÒÓÔ❐ Õ àØáá Ú
â â
✸✸  ❊✁✂ ▼❡✄☎ ✭✆✝✞✟✠ ✺✟✡✸✆☛☞✸✟✞
❋✌✍✳ ✼ ❈✎✏✂✑✒✓✔✎✕ ❜❡✖✗❡❡✕ ✖☎❡
✒❡✔✓r✘✑✙ ✏✑✂ ❡✁✂✒❡✔✔❡r ✓✕
✂❡✒✄❡✕✖✑♣❡ ✎♦ ✖☎❡ ♣✒✑✚ ✙❡✈❡✙
r✚✕✑✏✓✄ ✒✑✕♣❡ ✎♦ ✖☎❡ ✑✕✑✙✚♥❡r
✂✓✄✖✘✒❡✔ ✗✓✖☎✎✘✖ ✄✎✒✒❡✄✖✓✎✕ ✎♦
r✓✔✖✎✒✖✓✎✕✔ ✭❛✠ ✑✕r ✗✓✖☎
✄✎✒✒❡✄✖✓✎✕ ✎♦ r✓✔✖✎✒✖✓✎✕✔ ✭✛✠ ✑✖

























✫✬✮ ❲✯✰✱✲✴✰ ❝✲✷✷✹❝✰✯✲✻✽ ❘✾✿ ❀❁❂✴✹❃ ❄ ❅❆❇ ❉
✜
✉





















✫●✮ ❲✯✰✱ ❝✲✷✷✹❝✰✯✲✻✽ ❘✾✿ ❀❁❂✴✹ ❄ ❅❆❍ ❉
■ ■
❏❑▲▲◆❖P◗❑❙ ❑❢ ❞◗✐P❑▲P◗❑❙✐
❚❯ ❱❳ ❱❨❩❬❭❯❪❫❯ ❯❬ ❨♠❫❯❱❬❫ ❯❤❪❯ ❪ ❴❬❭❭♠❴❯❱❬❫ ❬❵ ❣❱❳❯❬❭❯❱❬❫❳
❤❪❳ ❥♠♠❫ ❩♠❭❵❬❭❨♠❣ ❬❫ ❯❤♠ ❭❱❦❤❯ ❪❫❣ ❧♠❵❯ ❩❱❴❯q❭♠❳s t❤❱❳
❴❬❭❭♠❴❯❱❬❫ ❱❨❩❭❬✇♠❳ ❯❤♠ ❭♠❳q❧❯❳ ❬❫ ❯❤♠ ♠❣❦♠❳ ❬❵ ❯❤♠ ❩❱❴①
❯q❭♠❳s ②❱❳❯❬❭❯❱❬❫❳ ❪❭♠ ♠✇❪❧q❪❯♠❣ ③❱❯❤ ❪❫ ❱❫❯♠❦❭❪❯♠❣ ②❚④
❪❩❩❭❬❪❴❤ ❥❪❳♠❣ q❩❬❫ ❪ ❩❪❭❪❨♠❯❭❱❴ ❨❬❣♠❧ ⑤⑥⑦⑧s t❤♠ ❴❬❭❭♠❴①
❯❱❬❫ ❪❧❦❬❭❱❯❤❨ q❳♠❳ ❪ ❦❧❬❥❪❧ ②❚④ ❨♠❯❤❬❣ ❥♠❯③♠♠❫ ❪ ❩❱❴❯q❭♠
❬❵ ❪❫ ♠❯❴❤♠❣ ❯❪❭❦♠❯ ❪❫❣ ❱❯❳ ❫q❨♠❭❱❴❪❧ ❨❬❣♠❧s t❤❱❳ ❴❪❧❱❥❭❪①
❯❱❬❫ ❯❪❭❦♠❯ ❱❳ ❪ ❳❯♠♠❧ ❩❧❪❯♠ ③❤♠❭♠ ❭❪❫❣❬❨❧⑨ ❦♠❫♠❭❪❯♠❣ ❣❬❯❳
❤❪✇♠ ❥♠♠❫ ♠❫❦❭❪✇♠❣s t❤❱❳ ❨♠❯❤❬❣ ❣❱❵❵♠❭❳ ❵❭❬❨ ❯❭❪❣❱❯❱❬❫❪❧
❬❫♠❳
⑤
⑩⑩❶ ⑥❷❶ ⑥❸⑧ ❥♠❴❪q❳♠ ❱❯ ❱❳ ❫❬❯ ❪ ❦♠❬❨♠❯❭❱❴❪❧ ❨♠❯❤❬❣s
❚❯ ❱❳ ❬❫❧⑨ ❥❪❳♠❣ ❬❫ ❣❱❦❱❯❪❧ ❱❨❪❦♠ ❴❬❭❭♠❧❪❯❱❬❫s ❚❫ ❯❤♠ ❩❭♠❳♠❫❯
❴❪❳♠❶ ❯❤❱❳ ❴❬❭❭♠❴❯❱❬❫ ❨♠❯❤❬❣ ❪❧❧❬③❳ q❳ ❯❬ ❳♠❩❪❭❪❯♠ ❯❤♠ ❣❱❳①
❯❬❭❯❱❬❫ ❴❬❭❭♠❴❯❱❬❫ ❵❭❬❨ ❯❤♠ ❴❪❧❱❥❭❪❯❱❬❫ ❬❵ ❯❤♠ ❳❯♠❭♠❬✇❱❳❱❬❫
❳♠❯q❩s
❹❱❦q❭♠ ⑦ ❳❤❬③❳ ❯❤♠ ❴❬❭❭♠❧❪❯❱❬❫ ❭♠❳❱❣q❪❧ ❨❪❩ ❥♠❵❬❭♠ ❪❫❣
❪❵❯♠❭ ❯❪❺❱❫❦ ❱❫❯❬ ❪❴❴❬q❫❯ ❯❤♠ ❬❩❯❱❴❪❧ ❣❱❳❯❬❭❯❱❬❫❳s t❤♠ ❨❪❱❫







③❤♠❭♠ ❯❤♠ ❣❱❳❯❬❭❯❱❬❫❳ ❪❭♠ ❯❤♠ ❤❱❦❤♠❳❯
❽
s t❤♠ ♠❵❵♠❴❯ ❬❵ ❣❱❳❯❬❭①
❯❱❬❫ ❴❬❭❭♠❴❯❱❬❫ ❱❳ ❪❫❪❧⑨❾♠❣ ❬❫ ❯❤♠ ⑥② ❭♠❴❬❫❳❯❭q❴❯♠❣ ❳q❭❵❪❴♠
❱❫ ❯❤♠ ❵❬❧❧❬③❱❫❦ ❳♠❴❯❱❬❫s ❚❫ ❯♠❭❨❳ ❬❵ ❯❤♠ ❿➀➁ ✇❪❧q♠ ❬❵ ❯❤♠




❏❑➃➄➅▲◗✐❑❙ ➆◗P➇ ❏➈➈ ➃◆➅✐➉▲◆➃◆❙P✐
➊ ❴❬❨❩❪❭❱❳❬❫ ❱❳ ❩♠❭❵❬❭❨♠❣ ❥♠❯③♠♠❫ ❯❤♠ ❨♠❪❳q❭♠❨♠❫❯ ❬❵ ❯❤♠
❯♠❳❯♠❣ ❳q❭❵❪❴♠ ③❱❯❤ ④➀➀ ❯❪❺♠❫ ❪❳ ❪ ❭♠❵♠❭♠❫❴♠❶ ❪❫❣ ❥⑨ ❯❤♠
❳❯♠❭♠❬②❚④ ❪❩❩❭❬❪❴❤ ❣♠✇♠❧❬❩♠❣ ❤♠❭♠❱❫s t❤♠ ❨♠❪❳q❭♠❨♠❫❯
❤❪❳ ❥♠♠❫ ❴❪❭❭❱♠❣ ❬q❯ ❬❫ ❪❫ ❪q❯❬❨❪❯♠❣ ❨❪❴❤❱❫♠s t❤♠ ❴❪❧❱❥❭❪①
❯❱❬❫ ❩❭❬❴♠❣q❭♠ ❬❵ ❯❤♠ ④➀➀ ❤❪❳ ❳❤❬③❫ ❯❤❪❯ ❯❤♠ ❭♠❩♠❪❯❪❥❱❧❱❯⑨
③❪❳ ❪❥❬q❯
➋➌➍ ➭➎
❪❫❣ ❯❤♠ ❳❤❪❩♠ ♠❭❭❬❭ ❬❫ ❯❤♠ ❴❪❧❱❥❭❪❯❱❬❫
❳❩❤♠❭♠ ③❪❳ ❪❥❬q❯ ➋➌⑦ ➭➎s t❤♠ ❳♠❯q❩ ❬❵ ❯❤♠ ❦❧❬❥❪❧ ❵❭❪❨♠ ③❪❳
❩♠❭❵❬❭❨♠❣ ❥⑨ ❩❭❬❥❱❫❦ ❳❬❨♠ ❱❯♠❨❳ ❯❤❪❯ ❴❬❫❳❯❱❯q❯♠ ❪ ❵❭❪❨♠
➏❩❧❪❫♠①❧❱❫♠①❩❬❱❫❯➐s t❤♠ ④➀➀ ❯❪❥❧♠ ③❪❳ ❯❪❺♠❫ ❪❳ ❯❤♠ ❭♠❵♠❭①
♠❫❴♠ ❩❧❪❫♠s t❤♠ ❱❫❯♠❭❳♠❴❯❱❬❫ ❬❵ ❯❤♠ ❯③❬ ❳❱❣♠ ❳q❭❵❪❴♠❳ ❩❭❬❥♠❣
❬❫ ❯❤♠ ❨❱❧❧♠❣ ❩❪❭❯ ③❪❳ ❯❤♠ ❧❱❫♠❶ ❪❫❣ ❯❤♠ ❩❬❱❫❯ ③❪❳ ❯❤♠ ❱❫❯♠❭①
❳♠❴❯❱❬❫ ❬❵ ❯❤♠ ❩❧❪❫♠ ❪❫❣ ❯❤♠ ❧❱❫♠s ➊ ❯❬❯❪❧ ❬❵ ⑥❸ × ➍➋ ➑
⑩➒➓➔
➋







❴♠❫❯♠❭ ❬❵ ❯❤♠ ❩❭❬❥❱❫❦ ❳❩❤♠❭♠ ③❪❳ ♠
➂
❯❭❪❴❯♠❣ ❵❬❭ ♠❪❴❤ ❩❬❱❫❯s



















































































































































❒❮❰ ÏÐÑÒÓ ÔÕÖ ØÓÔÙÚÐÓÖ ÛÑÜÕÝÙ ❒Þ❰ ßÑÕÙÝÐÚàÝÜÑÕ Ñá ØÓÔÙÚÐÓÖ ÛÑÜÕÝ
❊ ✁ ▼❡✂✄ ✭☎✆✝✞✟ ✺✞✠✡☎☛☞✡✞✝ ✡✡✸
❋✌✍✳ ✾ ❈✎✏✁✑✒✓✔✎✕ ✎♦
❞✓♦♦❡✒❡✕✂❡✔ ❜❡✖✗❡❡✕ ❈▼▼ ✑✕❞
❈✘✙✚❜✑✔❡❞ ✔✖❡✒❡✎✙t❈ ✗✓✖✄
✒❡✔✁❡✂✖ ✖✎ ✖✄❡ ✈✓✒✖✐✑✛ ❈✘✙✏✎❞❡✛
✎♦ ✖✄❡ ✁✑✖✂✄❛ ●✑✁ ✈✑✛✐❡✔ ✑✒❡ ✓✕
✏✏❛ ◆✎✖❡ ✖✄✑✖ ✖✄❡ ❈▼▼ ➅♦✒✑✏❡✜
✓✔ ✑✔✔✎✂✓✑✖❡❞ ✗✓✖✄ ✖✄❡ ✁✎✓✕✖
✕✐✏❜❡✒✓✕♥✢ ✑✕❞ ✖✄❡ ✁✑✒✑✏❡✖✒✓✂













































s❑▲❖P◗❘ ♣❙❚❯❱s ❲❩❚❬❭ ❪❲❫❴❴❭ ❵❝❘ P◗❱❑P❢ ◗❙❯❱P◗❱ ♣❙❚❯❱ ✇Ps ◗❙❣❤
♣❑❱❘❥ ❱❝❘▲❘P❖❱❘▲ ❖▲❙❣ ❱❝❘ ♣❙s❚❱❚❙❯ ❙❖ ❱❝❘ ♣▲❙❫❚❯❬ s♣❝❘▲❘












❣❚♠P❱❚❙❯❭ ❦Ps❱ ❱❝❘ ❙♣❱❚❣P❢ ▲❘♣❙s❚❱❚❙❯❚❯❬ ❙❖ ❱❝❘ s❝P♣❘ ✇Ps
❙❫❱P❚❯❘❥ ▲❘s❙▲❱❚❯❬ ❱❙ P ❧❘✇❱❙❯❤qP♣❝s❙❯ ❣❘❱❝❙❥❭ r❢❢ ❱❝❘s❘











✇❚❱❝ ❱❝❘ sP❣❘ ◗P❢◗❑❢P❱❚❙❯ ❣❘❱❝❙
❥
❭ ⑦❙✇❘①❘▲⑧
s❘❱❑♣ P❯❥ ♣▲❙⑨❘◗❱❚❙❯ s❱❘♣s P▲❘ ❑s❘❢❘ss ❫❘◗P❑s❘ ❱❝❘ ▲❘P❢
s❝P♣❘ ❥❚▲❘◗❱❢② ▲❘s❑❢❱s ❖▲❙❣ ❱❝❘ ◗❙▲▲❘❢P❱❚❙❯ P❢❬❙▲❚❱❝❣ ❚❯
❱❝❘ ❖▲P❣❘ ❙❖ ❱❝❘ ▲❘❖❘▲❘❯◗❘ s❑▲❖P◗❘❭ ❩❙▲ ❘P◗❝ ♣❙❚❯❱
⑩
❫❘❢❙❯❬❚❯❬ ❱❙ ❱❝❘ ❣❘Ps❑▲❘
❥
s❝P♣❘⑧ ❚❱ ◗❙❯s❚s❱s ❙❖ ❖❚❯
❥
❤
❚❯❬ ♣❙❚❯❱ ❶ ❙❖ ❱❝❘ ▲❘❖❘▲❘❯◗❘ s❑▲❖P◗❘ ❱❝P❱ ❣❚❯❚❣❚♠❘s ❱❝❘
❥❚s❱P❯◗❘ ❫❘❱✇❘❘❯ ❶ P❯❥ ⑩❭ ❵❝❚s ♣▲❙◗❘❥❑▲❘ ❚s ▲❘♣❘P❱❘❥
❖❙▲ P❯② ♣❙❚❯❱ ❙❖ ❚❯❱❘▲❘s❱❭ ❩❚❬❑▲❘ ❷ s❝❙✇s ❱❝❘ ❬P♣ ❣P♣
❫❘❱✇❘❘❯ ❱❝❘ ❱❝❘❙▲❘❱❚◗P❢ P❯❥ ❱❝❘ ▲❘P❢ s❝P♣❘s ✇❝❘❯ ❣❘P❤



















❖❙▲ ❱❝❘ ④r⑤❤❫Ps❘❥ s❱❘▲❘❙⑤⑥④ ❣❘Ps❑▲❘❣❘❯❱❭ ❵❝❘ ❯❑❣❫❘▲ ❙❖
❥❘❬▲❘❘s ❙❖ ❖▲❘❘❥❙❣ ❚s P❢s❙ ❢❙✇❘▲ ❖❙▲ ④r⑤❤❫Ps❘❥ s❱❘▲❘❙⑤⑥④

















❸❙▲❘❙①❘▲⑧ ❑❯◗❘▲❱P❚❯❱❚❘s ❙❯ ④❸❸ ❣❘Ps❑▲❘❣❘❯❱s ◗P❯ ▲❘P◗❝
❼➁❽ ➭❣ ❫❘◗P❑s❘ ❙❖ ❱❝❘ ♣▲❙⑨❘◗❱❚❙❯ ➂❼
➃➄⑧ ✇❝❚◗❝ P❢s❙ ❘➀♣❢P❚❯s
❱❝❘ ❥❚❖❖❘▲❘❯◗❘s ❙❫s❘▲①❘❥❭








❱❝❘ ♣▲❘s❘❯❱ P♣♣▲❙P◗❝❭ ❩❑▲❱❝❘▲❣❙▲❘⑧ ◗❙❯◗❘▲❯❚❯❬
④r⑤
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❫Ps❘❥ s❱❘▲❘❙⑤⑥④⑧ ❱❝❘ ◗❙❣♣❢❘❱❘ ❣❘Ps❑▲❘❣❘❯❱ ❱❚❣❘ ❣P❚❯❢②
❥❘♣❘❯❥s ❙❯ ❱❝❘ ◗❙❣♣❑❱P❱❚❙❯ ❱❚❣❘❭ ⑥❣♣▲❙①❘❣❘❯❱ ❙❖ ❱❝❘
❚❣♣❢❘❣❘❯❱P❱❚❙❯ P❯
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❦Ps❱⑧ ❱❝❘ ❙❫⑨❘◗❱ s❚♠❘ ❚s ❯❙❱ P ❢❚❣❚❱P❱❚❙❯ ❖❙▲ ④r⑤❤














❘◗❱s ❱❙ ❫❘ ❣❘Ps❑▲❘
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➃ s❝❙✇s ❱❝❘ ❚❣♣❙▲❱P❯◗❘ ❙❖ ❱❝❘ ◗❙▲▲❘◗❱❚❙❯ ❖❙▲
❙♣❱❚◗P❢ ❥❚s❱❙▲❱❚❙❯s ❙❯ ❱❝❘ ▲❘s❑❢❱❭ ❵❝❘ ❣❘Ps❑▲❘❥ ❬P♣ ❫❘❖❙▲❘
























































































































❋✛✜✳ ✢✢ P✣✄✤✥✦❡ ♦❢ ✤☎❡ ✦♦♦❢ ✭✆✧
★
s✥✦❢✩✄❡ ✩✦❡✩✠ ✤✩t❡♥ ❜② ✤☎❡ ❧❡❢✤ ✄✩✧❡✦✩
✪✫✬✮✯✬✪✰✱✲✴ ♠✮✵✬✴✼ ✰✐ ✾✲✯✪✰✱✿✴✲✯ ✮✐ ✪✫✬ ✬✵❞✬❀ ✮❁ ✪✫✬ ✾✰✱✪✿✯✬❂
❚✫✬ ❘❃❄ ❞✲✾ ✰❀ ✮❁ ❅❆❇ ➭♠ ❁✮✯ ✪✫✬ ❀✪✬✯✬✮❈❉● ♠✬✲❀✿✯✬♠✬✐✪
✇✰✪✫ ✪✫✬ ✮✾✪✰✱✲✴ ✵✰❀✪✮✯✪✰✮✐❀ ✱✮✯✯✬✱✪✰✮✐ ✲✐✵ ❍■ ➭♠ ✇✰✪✫❏
✮✿✪❂
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✵✰❀✪✮✯✪✰✮✐❀ ✲✯✬ ✲✱✱✮✿✐✪✬✵ ❁✮✯❂
❯✾✾✴✰✱✲✪✰✮✐ ✪✮ ❱✲✯❞✬ ❄✱✲✴✬ ❉✐✵✿❀✪✯✰✲✴ ❲✲✯✪❛ ❯✿✪✮♠✮✪✰✈✬
❘✮✮❁





















✾✯✮✱✬❀❀✼ ✫✬✯✬ ✲ ✇✬✴✵✰✐❞
❳✯✲❭✰✐❞ ✮✾✬✯✲✪✰✮✐❂ ❚✫✬ ●❯❈❏❳✲❀✬✵ ❀✪✬✯✬✮❈❉● ✾✯✮✱✬✵✿✯✬ ✰❀
✪✫✬ ❀✲♠✬ ✲❀ ❁✮✯ ✪✫✬ ✪✬❀✪ ✾✲✯✪✼ ✇✰✪✫ ✪✫✬ ✵✰❁❁✬✯✬✐✱✬ ✪✫✲✪ ✪✫✬
♠✬✲❀✿✯✬♠✬✐✪ ✰❀ ✱✲✯✯✰✬✵ ✮✿✪ ✮✐✴✰✐✬
❑▲◆❖◆
✼ ✮✐ ✲ ♠✲✐✿❁✲✱✪✿✯✰✐❞






✫✰❀ ✱✬✴✴ ✰❀ ✱✮♠✾✮❀✬✵
✮❁ ✪✇✮ ✇✬✴✵✰✐❞ ❳✯✲❭✰✐❞ ✯✮❳✮✪❀ ❑✪✮ ✲❀❀✬♠❳✴✬ ❳✮✪✫ ❀✰✵✬❀ ✲✪
✪✫✬ ❀✲♠✬ ✪✰♠✬❙ ✲✐✵ ✲ ✱✮✐✈✬❣✮✯ ✮✐ ✇✫✰✱✫ ✪✫✬ ❳✮✵❣ ❀✫✬✴✴ ✰❀
✾✮❀✰✪✰✮✐✬✵❂
❚✫✬ ❀✪✬✯✬✮✈✰❀✰✮✐ ❀✬✪✿✾ ✱✮✐❀✰❀✪❀ ✮❁ ✪✇✮ ■❍❏❃✾✰①✬✴ ❚✬✴✰
●✴✬✈✬✯❈✯✲❞✮✐
❪
✱✲♠✬✯✲❀ ✴✮✱✲✪✬✵ ✲❳✮✿✪ ✪✇✮ ♠✬✪✬✯❀ ✲❳✮✈✬
✪✫✬ ✮❳❀✬✯✈✬✵ ✾✲✯✪ ✲✐✵ ✬❫✿✰✾✾✬✵ ✇✰✪✫ ❍❴❏♠♠ ❵✰❝❝✮✯ ❑❁✯✮♠
❵✰❝✮✐❙ ✴✬✐❀✬❀❂ ❚✫✬ ✲✱❫✿✰❀✰✪✰✮✐ ❁✯✬❫✿✬✐✱❣ ✰❀ ✲❳✮✿✪ ■❤ ❥❭✼
✇✫✰✱✫ ✰❀ ✫✰❞✫ ✬✐✮✿❞✫ ✱✮♠✾✲✯✬✵ ✇✰✪✫ ✪✫✬ ✈✬✴✮✱✰✪❣ ✮❁ ✪✫✬
✇✬✴✵✰✐❞ ❳✯✲❭✰✐❞ ✫✬✲✵ ❑▲◆❖◆✼ ❬❤ ♠♠❦❀❙✼ ✲✐✵ ✪✫✬ ✰✐✪✬❞✯✲❏
✪✰✮✐ ✪✰♠✬ ✰❀ ✮❁ ✪✫✬ ✮✯✵✬✯ ✮❁ ■❤ ➭❀❂ ❚✫✬ ✵✬❁✰✐✰✪✰✮✐ ✮❁
✪✫✬ ✾✰✱✪✿✯✬❀ ✰❀ ✲❳✮✿✪ ❬❤❤❤ × ❴❤❤❤ ✾✰①✬✴❀❂ ❥✬✐✱✬✼ ✪✫✬
✾✫❣❀✰✱✲✴ ❀✰❭✬ ✮❁ ✪✫✬ ✾✰①✬✴ ✰❀ ✮❁ ✪✫✬ ✮✯✵✬✯ ✮❁ ❤❆❬ ♠♠❂
❄✿✱✫ ✲ ✯✬❀✮✴✿✪✰✮✐ ✰❀ ✐✬✱✬❀❀✲✯❣ ❁✮✯ ✪✫✰❀ ✲✾✾✴✰✱✲✪✰✮✐❂ ❚✫✬
❀✱✬✐✬ ✰❀ ✴✰✪ ❳❣ ✪✇✮ ✴✰❞✫✪ ❀✾✮✪❀ ✮✐ ❳✮✪✫ ❀✰✵✬❀ ✮❁ ✪✫✬ ❳✮✵❣
❀✫✬✴✴❂
❚✫✬ ✵✰❁❁✰✱✿✴✪❣ ✰❀ ✪✮ ✴✰♠✰✪ ✪✫✬ ✴✰❞✫✪ ✯✬❁✴✬✱✪✰✮✐ ✮✐ ✪✫✬ ✯✮✮❁❂
❚✮ ✲✵✵✯✬❀❀ ✪✫✰❀ ✾✮✰✐✪✼ ✲ ❞✯✲❭✰✐❞ ✴✰❞✫✪✰✐❞ ✇✲❀ ✱✫✮❀✬✐❂ q✬✪ ✪✫✬
✯✬❀✿✴✪ ✰❀ ✐✮✪ ✱✮♠✾✴✬✪✬✴❣ ❀✲✪✰❀❁✲✱✪✮✯❣❂ ❥✮✇✬✈✬✯✼ ✰✪ ✰❀ ❳✬✴✰✬✈✬✵
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✪✫✰❀ ❞✬✮♠✬✪✯❣✼ ✲ ❀✰♠✾✴✰❁✰✱✲✪✰✮✐ ❀✪✬✾ ✰❀ ✐✬✱✬❀❀✲✯❣❂ ❯✴✴ ✪✫✬ ✿❀✬❏
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❣
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✪ ✰❀ ✱✮♠✾✮❀✬✵ ✮❁ ■❍×
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④ ⑤❴ ✱✮✐✪✯✮✴ ✾✮✰✐✪❀
✇✰✪✫ ✿✐✰✪✲✯❣ ✇✬✰❞✫✪❂ ❚✫✿❀ ✰✪ ✱✮✯✯✬❀✾✮✐✵❀ ✪✮ ✲✐ ■■ × r ✮✯✵✬✯
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❚✫✬ ✱✲✴✰❳✯✲✪✰✮✐ ✾✯✮✱✬✵✿✯✬ ✰❀ ✱✲✯✯✰✬✵ ✮✿✪ ✮✐ ✪✫✬ ✾✮❀✪ ✇✬✴✵✬✵
❀✫✲✾✬ ✮❁ ✪✫✬ ✯✮✮❁❂ ❉✪ ✾✯✮✈✰✵✬❀ ✪✫✬ ✪✯✲✐❀❁✮✯♠✲✪✰✮✐ ♠✲✪✯✰✱✬❀
✲✐✵ ✪✫✬ ❁✰✐✲✴
❬❈
❀✫✲✾✬ ✮❁ ✪✫✬ ✯✮✮❁❂
❚
✫✰❀ ✱✫✮✰✱✬ ✰❀ ♠✲✵✬


































➅➢➇ ➤➥➋↔➌➦➋➔➓ ➧➨➩➯➲ ➳➌➋➦➣
❊ ✁ ▼❡✂✄ ✭☎✆✝✞✟ ✺✞✠✡☎☛☞✡✞✝ ✡✡☛
❋✌✍✳ ✶✎ ❘❡✏✑✒✓✏ ❢✔✕ ✓✄❡ ✕✔✔❢
✁✒♣✂❡✖ ✔♦ ✓✄❡ ❜✔✖✗ ✏✄❡✒✒ ❜✑✓ ♦✔✓
✇❡✒✖❡✖✘ ▼♣✁ ✔❢ ✓✄❡ ♣❜✏✔✒✑✓❡
✂✔✕✕❡✒♣✓❝✔♦ ✕❡✏❝✖✑♣✒✏✙ ❡ ✁✕❡✏✏❡✖
❝♦ ✁❡✕✂❡♦✓ ✔❢ ✓✄❡ ✖✗♦♣❞❝✂ ✕♣♦❛❡
✔❢ ✓✄❡ ♣♦♣✒✗♥❡✖ ✁❝✂✓✑✕❡✏ ✭✚✟✘ ●♣✁
❜❡✓✇❡❡♦ ✓✄❡ ✓✄❡✔✕❡✓❝✂♣✒ ✏✄♣✁❡
♣♦✖ ✓✄❡ ❞❡♣✏✑✕❡✖ ✏✑✕❢♣✂❡✘ ●♣✁
✈♣✒✑❡✏ ♣✕❡ ❝♦ ❞❞
✛
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s✷✹✻✼ t❤✼ ❈✽✾ ♠✿❀✼❁ ✷s ❂❃s✼❀ ✿✹ t❤✼ ❄✷✹❃❁ s❤❃❅✼ ✿❄ t❤✼
❃ss✼♠❂❁✼❀ ❂✿❀❆ ✷✹ ❇❤✷t✼❉ ❚❤✼ ❄✷✹❃❁ s❤❃❅✼ ✷s ✼①❅✼✻t✼❀ t✿








❅❃❍❃♠✼t✼❍s ❃❍✼ Ps✼❀ ❃✹❀ ✿✹❁
❆
t❤✼ s✼✻✿✹❀ st✼❅ ✿❄ t❤✼ ✻❃❁✷◗
❂❍❃t✷✿✹ ❅❍✿✻✼❀P❍✼ ✷s ❍P✹ ❏✐❑▲❑◆ t❤✼ ✻✿✹t❍✿❁ ❅✿✷✹ts ❃❍✼ ♠✿❙✼❀


















❇✼❁❀✼❀ ✷s ✿✹ t❤✼ ❁✼❄t ✿❄ t❤✼ ❅✷✻tP❍✼◆ ❃✹❀ t❤✼ ❂❃✻❳ ✿❄ t❤✼
❍✿✿❄ ✷s ❃t t❤✼ ❂✿tt✿♠ ❏t❤✼ ❤✿❁✼ ❄✿❍ t❤✼ ❃✹t✼✹✹❃ ❃tt❃✻❤♠✼✹t
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✹✷tP❀✼
❃s ❂✼❄✿❍✼ ❏✐❑▲❑◆ ❃❂✿Pt ❧❉❧ q❖❉ ❚❤✼ ❂❁❃✻❳ ❃❍✼❃ ❃❍✿P✹❀ t❤✼





✼❀ t✿ ❂✼ ❀P✼ t✿ ✷❁❁P♠✷✹❃t✷✿✹
❃❍t✷❄❃✻ts❉
✽❄t✼❍ ❇✼❁❀✷✹❯ ❂❍❃r✷✹❯◆ t❤✼ ✻✿❍❍✼❁❃t✷✿✹ ❍✼s✷❀P❃❁s ❃❍✼


















t✷❃❁ ❏■✷❯❉ ❱❲❏❂❖❖ ❃✹❀ ❄✷✹❃❁ ❏■✷❯❉ ❱②❏❂❖❖ ❯❃❅s ✿❄ t❤✼ ♠✼❃sP❍✼❀
❲✾ sP❍❄❃✻✼ ❇✷t❤ ✷ts t❤✼✿❍✼t✷✻❃❁ ❀✼s✻❍✷❅t✷✿✹◆ ✷t ✷s ✻✿✹✻❁P❀✼❀
t❤❃t t❤✼
❇
✼❁❀✼❀ s❤❃❅✼ ✷s ✻❁✿s✼❍ t✿ t❤✼ t❤✼✿❍✼t✷✻❃❁ ♠✿❀✼❁
❉
✽s








✼✹✻✼ ✿❄ t❤✼ ❃❁
❯
✿❍✷t❤♠
✷s ❍✼❃✻❤✼❀ ❙✼❍❆ ③P✷✻❳❁❆ ❃✹❀ t❤✼ ✻✿❍❍✼❁❃t✷✿✹ ❍✼s✷❀P❃❁s ❃❍✼
s♠❃❁❁ ❏❣❥❦ ❍✼s✷❀P❃❁ ❄✿❍ t❤✼ ❅❍✼ ❇✼❁❀✼❀ ❍✿✿❄④ ❧❉❧ q◆ ❃✹❀ ❄✿❍
❅✿st ❇✼❁❀✼❀ ❍✿✿❄④ ❧❉❲ q❖◆ s❤✿❇✷✹❯ t❤❃t t❤✼ ✷✹✷t✷❃❁ ❯P✼ss ❏t❤✼






✻❁✿s✼ t✿ t❤✼ ❍✼❃❁ s❤❃❅✼ ✿❄
✷✹t✼❍✼st
❉
⑤⑥⑦ ⑧▲⑨⑩❶❷❶❸❹ ❶❺ ⑩❶❶❺
































s t❤❃t t❤✼ ❍✿✿❄ ❤❃s P✹❀✼❍
❯
✿✹✼ ❃ ❀✷s❅❁❃✻✼♠✼✹t
✹✿❍♠ ✿❄ ❃❂✿Pt ❻ ♠♠ ✷✹ t❤✼ ❇✼❁❀✷✹❯ ❂❍❃r✼❀ r✿✹✼ ❏✿✹ t❤✼
❁✼❄t ✿❄ t❤✼ ❅✷✻tP❍✼❖❉ ❚❤✷s ✷s t✿ ❂✼ ✼①❅✼✻t✼❀ ❂✼✻❃Ps✼ ✿❄ t❤✼
❅❍✼ssP❍✼ s
❆






















✷s ✹✿ ❍✼❃❁ ✷♠❅❃✻t ✿❄ t❤✼ ❇✼❁❀✷✹❯ ❂❍❃r✷✹❯ ✿✹ t❤✼ ✿❅❅✿s✷t✼

























t❤✼ ❈✽✾ ♠✿❀✼❁ ❃✹❀ t❤✼ ❇✼❁❀✼❀ ❅❃❍t ❤❃s ❂✼✼✹ ❍✼❀P✻✼❀ ❄❍✿♠




































































































































✸ ✁ ❊✂✄ ▼❡☎✆ ✭✝✁✞ ✟ ✺ ✠✸✝✡☛✸ ✞
✈
✉






































































❂✾✹ ❂s ❂♥ ❀♥❀✹❀❂❃ ▲
❍
✴ss ✼♦ ✹✻✴ ✾✴▲❀s✹✾❂✹❀✼♥ ❂❃▲✼❅
✾❀✹✻♠● ❏✼♥s✴◆❍✴♥✹❃❁❖ ♥✼ ❝❂❃❀❄✾❂✹❀✼♥ ✹❂✾▲✴✹ ❀s ♥✴✴✽✴✽● ■✹
❄✴❃✼♥▲s ✹✼ ✹✻✴ ❝❃❂ss ✼♦ s✴❃♦❅❝❂❃❀❄✾❂✹❀✼♥ ✹✴❝✻♥❀◆❍✴s● P✻❀s
♠✴✹✻✼✽ ❂❃❃✼✷s ♦✼✾ ✹✻✴
❍
s✴ ✼♦ ✹✻✴ ✼❄
◗





s ✾✴♥✽✴✾❀♥▲ ✹✻✴ s✹✴✾✴✼✿❀s❀✼♥ s❁s✹✴♠
♠❍❝✻ ♠✼✾✴ ♦❃✴①❀❄❃✴❖ ✴❂s❁ ❂♥✽ ◆❍❀❝q ✷❀✹✻✼❍✹ ❝✼♠❇✾✼♠❀s❀♥▲
✹✻✴ ◆❍❂❃❀✹❁ ✼♦ ✹✻✴ ♠✴❂s❍✾✴♠✴♥✹s● P✻✴ ✹✷✼❅s✹✴❇ ❝❂❃❀❄✾❂✹❀✼♥ ❀s
❇












✴ ✼♦ ✹✻✴ ✼❄s✴✾✿✴✽ s
❍
✾♦❂❝✴ ❀♥ ✹✻✴ ❃❂♥▲
❍
❂▲✴ ✼♦ ♦✾✴✴♦✼✾♠
s❍✾♦❂❝✴s ❘❙❯❱❯❖ ❲❳❨❩❬ ❀♥ ✹✻✴ ❇✾✴s✴♥✹ ❝❂s✴❭●

































































P✻✴ ♦✴❂s❀❄❀❃❀✹❁ ✼♦ ✹✻✴ ♠✴✹✻✼✽ ✹✼ ✽✴❂❃ ✷❀✹✻ ❃❂✾▲✴
❇
❂✾✹s ✻❂s























































✴s ✷❀❃❃ ❄✴ s✹
❍


























































✷❂❁ ✼♦ ❇✴✾♦✼✾♠❀♥▲ ✹✻❀s ✼❇✴✾❂✹❀✼♥ ❀s ✹✼ ✴①❇❃❀❝❀✹❃❁ ♠✼✿✴ ✹✻✴
❝✼♥✹✾✼❃ ❇✼❀♥✹s ✼♦ ✹✻✴ ♠✴❂s❍✾✴✽ s❍✾♦❂❝✴ ✹✼ ✴✿❂❃❍❂✹✴ ✹✻✴ ❵❑
✽❀s❇❃❂❝✴♠✴♥✹s●
P✻✴ ❝✻✼❀❝✴ ✼♦ ♦✾✴✴♦✼✾♠ s❍✾♦❂❝✴ ✽✴s❝✾❀❇✹❀✼♥s ❀s ❃✼▲❀❝❂❃ ♦✼✾
❂ ▲❃✼❄❂❃ ❂❇❇✾✼❂❝✻ ✹✼ s✹✴✾✴✼❝✼✾✾✴❃❂✹❀✼♥ s❀♥❝✴ ❀✹ ❀s ❍s✴✽ ✷✻✴♥
✽✴s❀▲♥❀♥▲ ✿❂✾❀✼❍s ❇❂✾✹s● ■✹ ❄✴❝✼♠✴s ✴✿✴♥ ♠✼✾✴ ❀♥✹✴✾✴s✹❀♥▲
s❀♥❝✴ ❀s✼▲✴✼♠✴✹✾❀❝ ❂♥❂❃❁s✴s ❂✾✴ ❝❍✾✾✴♥✹❃❁ ❄✴❀♥▲ ✽✴✿✴❃✼❇✴✽
✹✼ ❄✾❀✽▲✴ ✹✻✴ ▲❂❇ ❄✴✹✷✴✴♥ ❏❆❑ ❂♥✽ ♦❀♥❀✹✴ ✴❃✴♠✴♥✹ ♠✴✹✻✼✽s
❘♣r❪❭ t❵②③● ❩❁ ❝✼♥s✹✾❍❝✹❀✼♥❖ ✹✻✴ ❇✾✴s✴♥✹ ✽✴✿✴❃✼❇♠✴♥✹ ❀s ❂
✽✴♥s✴ ♠❍❃✹❀✿❀✴✷ ♠✴✹✻✼✽ t②④③● ■✹ ❀s ✷✼✾✹✻ ♥✼✹❀♥▲ ✹✻❂✹ ✼✹✻✴✾
❂❇❇✾✼❂❝✻✴s ❂✾✴ ❄❂s✴✽ ❍❇✼♥ ✹✻✴ ❍s✴ ✼♦ ♦❂❝✴✹s❖ s❂❁ ❄❁ ✾✴s✼✾✹❀♥▲
✹✼ ❑✴❃❂❍♥❂❁ ✹✾❀❂♥▲❍❃❂✹❀✼♥ t②❦③● P✻❀s ✹❁❇✴ ✼♦ ✽❀s❝✾✴✹❀❫❂✹❀✼♥











































































✝★ ❾❛✜✜✘✣ ▼❿✱ ➏✙✜❡❛ ➌➀➌✱ ❾☎✆✙❡✢❡✙ ➋ ✭✝✁✁✡✟ ➅✚✛✦❡ ☎✘✙✙❡✤✛✜✢✘✣ ✗✘✙
✐✆✛✄❡✱ ✚✘✜✢✘✣ ✛✣✥ ✥❡✗✘✙✚✛✜✢✘✣ ✚❡✛✐❛✙❡✚❡✣✜✐✠ ❜✛✐✢☎ ☎✘✣☎❡✄✜✐✱
✜✆❡✘✙❣ ✛✣✥ ✛✄✄✤✢☎✛✜✢✘✣✐★ ❾✄✙✢✣✦❡✙✱ ➍❡✇ ➐✘✙❼
✸★ ➋✢✤✥ ➆✱ ➂✘❛✂ ❾ ✭✝✁✞✝✟ ❉✢✦✢✜✛✤ ✢✚✛✦❡ ☎✘✙✙❡✤✛✜✢✘✣★ ➅✣✠ ➂✛✐✜✘✦✢ ❽✱
➋✛☎❼ ❊ ✭❡✥✐✟ ➏✄✜✢☎✛✤ ✚❡✜✆✘✥✐ ✗✘✙ ✐✘✤✢✥ ✚❡☎✆✛✣✢☎✐★ ❿ ✗❛✤✤➀✗✢❡✤✥
✛✄✄✙✘✛☎✆★ ➑✢✤❡❣✱ ➑❡✢✣✆❡✢✚
 ★ ❾❛✜✜✘✣ ▼❿✱ ➒✢ ➍✱ ➓✛✙☎✢✛ ❉✱ ➁✘✙✣✢✤✤❡ ➍✱ ➏✙✜❡❛ ➌➌✱ ▼☎➍❡✢✤✤
❾➂✱ ❾☎✆✙❡✢❡✙ ➋➑✱ ➒✢ ➔✱ ➂❡❣✣✘✤✥✐ ❿❽ ✭✝✁✁→✟ ❾☎✛✣✣✢✣✦ ❡✤❡☎✜✙✘✣











✜✘ ✞✁✱✁✁✁★ ❊✂✄ ▼❡☎✆  →✠→↔✡☛↔✁ 
✺★ ➏✙✜❡❛ ➌➌ ✭✝✁✁✡✟ ✸➀❉ ☎✘✚✄❛✜❡✙ ✩✢✐✢✘✣ ✢✣ ❡✂✄❡✙✢✚❡✣✜✛✤ ✚❡☎✆✛✣✢☎✐★
➏✄✜✢☎✐ ➒✛✐❡✙✐ ❊✣✦  →✠✝↔✝☛✝✡✞
➎★ ➒❡✢ ↕✱ ➙✛✣✦ ➋❚✱ ➂❡❣❡✐ ➓ ✭✝✁✞✁✟ ➆❛✤✤ ✗✢❡✤✥ ✐✜✙✛✢✣ ✚❡✛✐❛✙❡✚❡✣✜
✘✗ ✙❡✐✢✐✜✛✣✜ ✐✄✘✜ ✇❡✤✥✐ ❛✐✢✣✦ ✸❉ ✢✚✛✦❡ ☎✘✙✙❡✤✛✜✢✘✣★ ❊✂✄ ▼❡☎✆
✺✁✠✞✞✞☛✞✞➎
→★ ❽✘✜✜✢❡✙ ❚✱ ➛✛☎✆❡✙ ❽✱ ❚✘❛✐✐✛✢✣✜ ➆✱ ➒✘❛☎✆❡ ➋✱ ➁✘❛✥❡✙✜ ❚ ✭✝✁✞✝✟

























































































































































































































































































































❊ ✁ ▼❡✂✄ ✭☎✆✝✞✟ ✺✞✠✡☎☛☞✡✞✝ ✡✞✝
✝✺✶ ❍✌✍✍✎✏ ❈✱ ❙t❡✁✄❡✑✏ ▼✒ ✭✝☛✓✓✟ ❆ ✂♦✔✕✎✑❡✖ ✂♦✍✑❡✍ ✌✑✖ ❡✖✗❡
✖❡t❡✂t♦✍✶ P✍♦✂ ❆❧✘❡② ❱✎✏✎♦✑ ❈♦✑✙❡✍❡✑✂❡✱ ✁✁ ✝✞✚☞✝✺✝
✝✛✶ ❇✍✌✑✖ P ✭✝☛☛✺✟ ❘❡✂♦✑✏t✍✜✂t✎♦✑ t✍✎✖✎✔❡✑✏✎♦✑✑❡❧❧❡ ✖❞✜✑❡ ✏✂➫❡✑❡ ➫✌
✁✌✍t✎✍ ✖❞✜✑❡ ✂✌✔➫❡✍✌ ❡✑ ✔♦✜✘❡✔❡✑t✠ ✖❡ ❧❞✎✑✙❧✜❡✑✂❡ ✖❡ ❧✌ ✁✍➫❡✂✎✏✎♦✑✶
P✄✢ t✄❡✏✎✏✱ ❯✑✎✘❡✍✏✎t② ❈❧✌✜✖❡ ❇❡✍✑✌✍✖ ✭▲②♦✑ ■✟
✝✚✶ ▲✜✂✌✏ ❇✢✱ ❑✌✑✌✖❡ ❚ ✭✝☛✓✝✟ ❆✑ ✎t❡✍✌t✎✘❡ ✎✔✌✗❡ ✍❡✗✎✏t✍✌t✎♦✑ t❡✂✄✣
✑✎♥✜❡ ✇✎t✄ ✌✑ ✌✁✁❧✎✂✌t✎♦✑ t♦ ✏t❡✍❡♦ ✘✎✏✎♦✑✶ P✍♦✂✶ ✚t✄ ✎✑t❡✍✑✌t✎♦✑✌❧
❥♦✎✑t ✂♦✑✙❡✍❡✑✂❡ ♦✑ ✌✍t✎✙✎✂✎✌❧ ✎✑t❡❧❧✎✗❡✑✂❡✱ ✁✁ ✛✚✞☞✛✚☛
✝✓✶ ▲✜♦ P✣✲✱ ❈✄✌♦ ❨✒✱ ❙✜tt♦✑ ▼❆✱ P❡t❡✍✏ ❲❍ ✭✝☛☛✡✟ ❆✂✂✜✍✌t❡
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