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1Chapter 1
Introduction
THIS introduction strives to set the context in which this thesis work hasbeen done and elaborate on some of the background and goals related to
this ﬁeld of research. The ﬁeld of physics in which this thesis work was carried
out is commonly known as nanophysics or mesoscopic physics. The former
name gives a hint to what kind of length scales we are dealing with, or rather,
what are the physical dimensions of the objects under study. The latter term,
meso-, describes the ﬁeld as studying phenomena happening in between the
microscopic and the macroscopic worlds. The microscopic world is the world
of atoms, where quantum mechanical laws must be used to describe the
constitution of matter; the interaction between electrons, protons, photons
and other elementary particles. The macroscopic world is the familiar world
around us, where classical mechanics, based on Newton's laws of motion,
are suﬃcient to describe most our daily observations. Mesoscopic physics is
thus somewhere in the middle, where the structures can include millions of
electrons, but where quantum mechanical eﬀects can be observed in carefully
designed experiments. The ﬁeld thus strives to enlarge the structures where
quantum mechanical eﬀects can be observed and, eventually, to ﬁnd novel
high-tech, applications.
In mesoscopic physics the consequences of quantum mechanics − the wave
nature of matter − become evident. Electrons cannot be considered as point
like objects that interact simply like billiard balls. Their position, speed
and their state cannot be deterministically obtained but only probabilities of
their values can be given. Therefore, the quantum system stays in a linear
superposition of many states, and the ﬁnal state is resolved by a measure-
ments process, where a macroscopic measurement apparatus is connected
to the studied system. This peculiarity of quantum mechanics, the super-
position of diﬀerent states have been demonstrated also for macroscopically
distinct states, such as currents ﬂowing in opposite directions in a supercon-
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ducting ring [1]. These ﬁndings are pushing the limits of our understanding
and interpretation of quantum mechanics and nature [2]. How large can the
"Schrödinger's Cat" be made? When does the ﬁnal "collapse of the wave
function" take place?
Another consequence of quantum mechanics is that electrically insulating
barriers can be penetrated by electrons by leakage of their spatial probability
mass, i.e., their wave function, to the other side of the barrier, a phenom-
enon known as quantum mechanical tunneling. One of the main components
of nanoelectronics - another name for this branch of mesoscopic physics - is
the tunnel junction, which is formed by two conductors, often made out of
aluminum, separated by a thin insulating oxide barrier. The tunnel junc-
tion has been proposed as a main building block for solid state quantum
computers [3].
Nanoscale structures often restrict the physical space of the electrons
to a small metallic island of the size of a few 100 nanometers, or roughly
a thousandth part of the thickness of a human hair. The interaction of
electrons due to Coulomb repulsion can make the current ﬂow to the island
quantized, which leads to the ﬁeld of single electronics [4], where control of
single electrons entering and leaving the island is achieved.
The concept of superconductivity adds an extra dimension to the ﬁeld.
By cooling down metals to very low temperatures, meaning 1.2 K or −272◦C
in the case of aluminum, we ﬁnd that the electrons condense into a new
many-body state, called the superconducting state. In the superconducting
state, the electrons are paired into so called Cooper pairs and the current can
ﬂow without resistance and metals act as perfect diamagnets. The supercon-
ducting state partly means that we can re-enter classical mechanics and the
system can be described by a collective state of the electrons by two classical
variables: an amplitude and a phase. However, these apparently classical
variables, can at low enough temperatures also be shown to be quantum
mechanical; a phenomenon sometimes called secondary quantum eﬀect.
Superconductivity has already many practical applications, for example
in the magnets of the levitating ultra fast trains and in the detection of very
small magnetic ﬁelds, a technique called magnetoencephalography (MEG),
used in studying the human brain. But, perhaps one of the most versatile
structures that can be made out of superconductors is the superconducting
tunnel junction, the so called Josephson junction [5]. This thesis deals mainly
with studying the basic physics and the eﬀect of the surrounding environment
on the Josephson junction and the implications for Josephson devices. Taking
into account the eﬀect of the environment is a necessity as we can hardly ever
isolate our studied system from the external surrounding. We need to know
to what extent and how the surroundings aﬀect the behavior of the studied
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quantum system and, also, how we can control the environment to get well
functioning quantum devices. The experimental realization of the Bloch
oscillating transistor in Chapter 6 is an indication of what can be done with
nanodevices when we have a good understanding of the underlying physics.
The main goal of physics research is to provide new scientiﬁc knowl-
edge available to all mankind. Hence, when motivating the research in
nanophysics, we should not only speak about applications and new devices,
that lead to quick economic gains, but also be able to honestly declare that
we are in the ﬁeld of pure science, on a mission to understand nature and
push the frontier of human knowledge. However, society as the main provider
of funding for basic research, has a right to expect results, that hopefully will
lead to economic growth and welfare. It is also a fact, that basic research
does fuel innovations in the society and new surprising applications can be
found, often only long after the main scientiﬁc work has been carried out. In
this work, the main motivation has been scientiﬁc, although, it may happen
that some of the measured devices or their improved versions could lead to
applications in the future.
1.1 Organization of this thesis
This thesis is organized according to three related themes, which share a
common theoretical background, based on phase ﬂuctuation theory, brieﬂy
discussed in Chapter 2. The experimental methods involving fabrication of
nanostructures and low noise measurement techniques at low temperatures
are explained in Chapter 3. In the following chapters, the three themes are
discussed: energy spectroscopy and observation of Bloch bands in Chapter 4,
noise spectroscopy and non-Gaussian phase ﬂuctuations in Chapter 5 and, ﬁ-
nally, the Bloch Oscillating transistor in Chapter 6. The thesis is summarized
in Chapter 7.
4 Introduction
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Ultra Small Superconducting
Tunnel Junctions
THE purpose of this chapter is to present a short introduction to the the-oretical background most relevant for understanding the experimental
results presented in the rest of this thesis. The experiments are presented in
three Chapters as separate themes, but the theory in this Chapter is a unify-
ing theme for all the observed phenomena. Therefore, the material presented
below can be read as a framework needed for understanding the background
and motivation for the experiments, at the same time showing how they
beautifully can be described by the same language. Hence, it is logical that
we start the discussion with the concept of Coulomb blockade and tunneling
of normal electrons.
2.1 Single electron tunnelling and Coulomb block-
ade
One of the basic building blocks of mesoscopic physics is the tunnel junction,
which consists of two conducting electrodes separated by a thin insulating
barrier [6]. The normal tunnel junction, with either large dimensions, mean-
ing large capacitance, or measured at large temperatures has a simple Ohmic
IV curve, with resistance RT . If the dimensions of the junction are made
small enough we can see many additional, more interesting eﬀects when the
capacitive energy for single electrons plays a fundamental role [7]. The idea
can be simply described as the fact that the addition of another electron to
an isolated island, in its ground state, would require an amount of energy
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equal to
EC =
e2
2C
, (2.1)
where C is the electro-static capacitance of the island. In this manner, elec-
trons can become localized in space and the current can be suppressed. The
island can be constructed by a small quantum dot 10 nm × 10 nm, or a
more extended island with a typical size of 100 nm × 1000 nm. The con-
nection to the outer world is made by tunnel junctions, and the IV -curve
over the whole system will have a threshold voltage VC = EC/e = e/2C be-
fore current starts to ﬂow. The observation of the threshold voltage, known
as the Coulomb blockade, requires that two basic requirements are met: 1)
the temperature kBT ¿ EC , and 2) the resistance seen by the junction
RÀ RK = h/e2 = 25.8 kΩ. The more precise treatment of the eﬀect of the
electromagnetic environment on tunneling will be discussed in section 2.5.
Typical experimental values for the capacitance of small tunnel junctions lie
in the fF range, which means that the Coulomb energy corresponds to a
temperature of 1 K and a threshold voltage of 100 µV. Hence, the experi-
ments have to be done at 100 mK or below, which requires the use of dilution
refrigeration.
2.2 Superconductivity and the Josephson eﬀect
The conducting parts of the nanocircuits used in this work were mostly made
of aluminum, which turns superconducting at a critical temperature TC =
1.2 K. Therefore, from now on we mostly concentrate on the physics of su-
perconducting tunnel junctions. Brian Josephson showed in 1962 [5] that in
a tunnel junction made out of superconductors, a supercurrent can ﬂow by
tunnelling of Cooper pairs. From microscopic theory he derived the famous
Josephson equations
dϕ
dt
=
2eV
~
(2.2)
I = IC sinϕ, (2.3)
that describe the time-evolution of the phase diﬀerence ϕ = ϕ2 − ϕ1
between the superconductors on opposite sides of the junction. The super-
current can have a maximum value up to the critical current IC which can be
calculated from the normal state tunnel resistance RT using the Ambegaokar-
Baratoﬀ (T = 0 assumed) relation [8]
IC =
pi∆
2eRT
, (2.4)
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where ∆ is the superconducting gap, which is 200 µeV for aluminum. How-
ever, in Section 2.5 the current through Josephson junctions will be shown
to depend on the external environment.
An interesting fact that follows immediately from the basic Josephson
relations is that the junction has an inductance LJ , which can be derived as
follows. Taking the time derivative of Eq. (2.3) we get
dI
dt
= IC cosϕ
dϕ
dt
= IC cosϕ
2eV
~
(2.5)
V =
~
2eIC
1
cosϕ
dI
dt
. (2.6)
Hence, the Josephson inductance is identiﬁed as
LJ(I) =
~
2eIC
1
cos[arcsin(I/IC)]
=
~
2eIC
1√
1−
(
I
IC
)2 (2.7)
The inductance thus depends on the biasing current I. For I ¿ IC , however,
the inductance can be treated as a constant
LJ(0) =
~
2eIC
. (2.8)
Together with the junction capacitance C, the Josephson junction forms an
LC-oscillator with the resonance frequency
ωp =
1√
LJ(0)C
=
√
2eIC
~C
, (2.9)
which is also known as the plasma frequency (see Sec. 2.4).
2.3 RCSJ model of the Josephson junction
For many purposes, a good starting point for a more realistic description
of the Josephson junction is the resistively and capacitively shunted junc-
tion model, familiarly known as the RCSJ model [8]. In this model an ideal
Josephson junction is shunted by its own capacitance C and by some re-
sistance R. The equation describing the current in this system is given by
Kirchoﬀ's law
I = C
dV
dt
+
V
R
+ IC sinϕ. (2.10)
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Using the Josephson relation (2.2) we can cast the equation into the form
I =
~C
2e
d2ϕ
dt2
+
~
2eR
dϕ
dt
+ IC sinϕ. (2.11)
An intuitive understanding of this equation can be found by the mechanical
analogs of a forced pendulum with damping and a classical particle in a tilted
washboard potential. This equation is commonly employed in describing the
behavior of large Josephson junctions, where EC ¿ kBT , and the phase can
be treated as a classical variable.
The classical treatment also shows that if the washboard potential is high
enough, and the temperature low enough so that we can ignore thermally
activated jumps over barriers and quantum mechanical tunnelling through
the barriers, the particle is localized at the bottom of one of the wells. Thus,
the phase variable is constant, which means we have a supercurrent ﬂowing
through the junction in the manner of (2.3). The total current gives the tilt
of the washboard potential, and if the tilt is large enough the particle can
escape the well. In this case, a time averaged non-zero voltage develops over
the junction and the system is in a dissipative mode.
2.4 Bloch states
It has been long known that the conjugate variable of the phase is the charge
Q and that they satisfy the commutation relation [9]
[Q,ϕ] = 2ei. (2.12)
This means, that the classical model of the previous section can be quantized,
meaning that the phase ϕ is treated as a quantum mechanical variable [10].
This will then lead to new eﬀects such as macroscopic quantum tunnelling
of the phase and quantized energy levels within a well [1014]. The situa-
tion when the particle is localized in one of the wells leads to a harmonic
approximation when the well is deep enough (requiring EJ À EC), with the
resulting energy levels
En = (n+
1
2
)~ωp, (2.13)
where ωp is the plasma frequency of Eq. (2.9), which can be expressed as
ωp =
√
8EJEC
~
, (2.14)
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where we have introduced the Josephson coupling energy
EJ =
~IC
2e
(2.15)
We will now jump to the full quantum mechanical picture and consider
ﬁrst the Hamiltonian of an isolated Josephson junction [1517]
H =
Q2
2C
− EJ cos(ϕ) = −4EC ∂
2
∂ϕ2
− EJ cos(ϕ), (2.16)
4EC
∂2Ψ(ϕ)
∂ϕ2
+ [EJ cos(ϕ) + E] Ψ(ϕ) = 0. (2.17)
The equation is known as the Mathieu equation, and it describes a particle in
a periodic cosine-potential, with Bloch wave solutions Ψqn(ϕ) = eiϕq/2eun(ϕ),
where un(ϕ) is a 2pi-periodic function and the wave functions are indexed
according to band number n and quasicharge q. The Bloch wave solution
leads to a band structure of energy levels, similar to crystals in solid state
physics [18] and, hence, the quasicharge q is analogous to the concept of
crystal momentum. The instantaneous voltage over the junction is given by
V =
dEn(q)
dq
, (2.18)
and the real charge is thus 〈Q〉 = C 〈V 〉.
A more complete quantum mechanical description of the Josephson junc-
tion can be written as [16]
H = −EC ∂
2
∂(ϕ/2)2
− EJ cosϕ− }
2e
Iϕ+Henv +Hint, (2.19)
where we now take into account the external bias current I, the Hamiltonian
of the environment Henv and the interaction between the junction and the
environment Hint. Considering ﬁrst the eﬀect of the external bias current I,
at low temperatures and low current I ¿ δE1e/~, were δE1 is the ﬁrst band
gap, we ﬁnd that the state of the system in q-space evolves adiabatically
according to dq/dt = I. The system thus oscillates coherently in the ﬁrst
band, a phenomenon known as Bloch oscillation. At the quasicharge points
q ± e, Cooper pairs tunnel across the junction. The time averaged, DC
voltage, 〈V 〉 is thus zero and this corresponds to the usual supercurrent
state.
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Due to the interaction term ∝ Iϕ, the system can make transitions be-
tween energy bands via the so called Zener tunnelling [19,20]. The transition
probabilities from band (n− 1)→ n are given by the formula
PZn,n−1 = exp
(
−pi
8
δE2n
nEC
e
~I
)
= exp (−IZ/I) , (2.20)
where δEn = En−En−1 is the gap between bands n and n− 1 and, IZ is the
Zener break down current.
The system can relax from a higher to lower band by diﬀerent mecha-
nisms, due to ﬂuctuations in the external environment or by tunnelling of
quasiparticles.
2.5 Environmental eﬀects on Cooper-pair tun-
neling, P (E)-theory
The discussion so far has mainly concentrated on isolated Josephson junctions
without any regard to the external environment. The electromagnetic envi-
ronment, or the impedance, seen by the junction can be taken into account
by diﬀerent means. One relatively simple, perturbative approach, is the so
called P (E)-theory [2124], which starts from the Golden Rule for transition
rates and takes into account the exchange of energy between the tunneling
electrons, or in our case Cooper pairs, and the external environment. The
basic results from the theory is that we need to know the P (E)-function,
which describes the probability of energy exchange and which is given by the
Fourier transform of the time averaged exponential phase-phase correlation
function
P (E) =
1
2pi~
∫ ∞
−∞
dteiEt
〈
eiϕ(t0)e−iϕ(t0−t)
〉
. (2.21)
It can be shown that if the phase ﬂuctuations of the environment are Gaussian,
then the correlator above can be written as〈
eiϕ(t0)e−iϕ(t0−t)
〉
= eJ0(t), (2.22)
where J0(t) = 〈[ϕ(t)− ϕ(0)]ϕ(0)〉 is given by
J0(t) = 2
∫ ∞
0
dω
ω
Re(Z(ω))
RQ
{coth(~ω/(2kBT ))[cos(ωt)− 1]− i sin(ωt)} ,
(2.23)
with RQ = h/4e2.
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The IV curve is then given by [25]
I(V ) =
pieE2J
~
[P (2eV )− P (−2eV )] . (2.24)
The IV is thus strongly dependent of the environmental impedance, a fact
which formed the basic motivation for paper [P3] .
2.6 Extension of P (E)-theory for non-Gaussian
phase ﬂuctuations
The P (E)-theory discussed in the previous section was originally derived for
Gaussian phase ﬂuctuations, i.e., for environments that can be deﬁned by
a classical impedance. Recently, the theory has been extended for the case
where the phase ﬂuctuations over the Josephson junction are non-Gaussian,
which means that Eq. (2.22) can no longer be used [26].
If we assume that the equilibrium phase ﬂuctuations from Gaussian sources
are uncorrelated with the non-Gaussian ones we can write the general form
of the Josephson junction current in the form [26]
I(V ) = −2eE
2
J
~2
Im
{∫ ∞
0
dteJ0(t)
〈
sin
(
2eV t
~
+∆ϕs
)〉
t0
}
, (2.25)
where ∆ϕs = ϕs(t0) − ϕs(t0 − t) is the phase ﬂuctuation due to the non-
Gaussian sources and, the averaging 〈...〉 is done with respect to all times t0.
Thus, the new problem will be to calculate the phase correlators 〈cos∆ϕs〉
and 〈sin∆ϕs〉. When the extra noise source is that of quasiparticles from
another tunnel junction, directly coupled to the island (the experiment to be
discussed in Chapter 5), the phase ﬂuctuations can be found by looking at
the voltage ﬂuctuations caused by the tunnelling quasiparticles
Vs(t) =
ISe
|IS|C
∑
i
Θ(t− ti)e−(t−ti)/τ , (2.26)
where IS is the current through the noise junction, Θ is the Heaviside step
function and τ = RC is the time-constant for the decay of the charge through
an external resistor. The sum goes over the tunnelling events at times ti, and
thus to complete the calculation, one would need to specify the statistics of
the tunneling events. The voltage peaks can be turned into phase steps by
using the Jopsephson relation (2.3) written as
ϕs(t) =
2e
~
∫ t
−∞
V (t′)dt′. (2.27)
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Hence, the phase will take the form
ϕs(t) =
ISpiρ
|IS|
∑
i
Θ(t− ti)
[
1− e−(t−ti)/τ] , (2.28)
where ρ = R/RQ.
The most relevant results for the experiment to be considered in Chapter
5 are summarized below. To simplify matters, the statistics of the tunneling
process and the interaction between voltage pulses in Eq. (2.26) are ignored,
meaning that pulses arrive at random but, well separated time intervals so
that there is no overlapping of pulses. Following Ref. [26] we expand the IV
curve as
I(V ) = I0 +GV + aV
2 + [b0(T ) + b1]V
3, (2.29)
where
G = G0 +GS (2.30)
and,
GS =
pi5/2
32
√
2 ln(ρ)
(
EJ
EC
)2
e
EC
ρ3/2|IS|. (2.31)
Hence, G0 is the part due to the ohmic dissipation and GS is due to the
noise current. The ratchet eﬀect, i.e., non-zero current at zero bias voltage,
is given by I0
I0 =
pi2
32
(
EJ
EC
)2
ρIS. (2.32)
The other expansion coeﬃcients are
a = sign(IS)
C
2e
GS, (2.33)
ϕV
Figure 2.1: Illustration of the voltage peaks Eq. (2.26) and the corresponding
phase steps Eq. (2.28), in arbitrary units.
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b1 = − pi
2C2ρ
6e2 ln ρ
GS, (2.34)
whereas b0(T ) is a temperature dependent term due to Gaussian phase ﬂuc-
tuations in the Ohmic part of the environment.
From the expansion Eq. (2.29) we can derive the diﬀerential conductance
dI
dV
= G+ 2aV + 3 [b0(T ) + b1]V
2, (2.35)
and, further, ﬁnd an extremum of the conductance
Vext = − a
3 [b0(T ) + b1]
, (2.36)
the nature of which is given by
d2I
d2V
= 2a+ 3 [b0(T ) + b1] . (2.37)
Usually, |b0(T )| − |b1| > 0, for experimentally achievable temperatures ∼ 50
mK, and d2I/d2V > 0, thus making the extremum a conductance minimum.
Thus, the non-Gaussian phase ﬂuctuations should give rise to a shift of the
minimum conductance according to Eq. (2.36).
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Chapter 3
Experimental techniques
In this chapter, some of the experimental methods used to carry out theexperiments are described. Firstly, the principles of sample manufacturing
are laid out together with typical parameters used in the process. Secondly,
the experimental setup and ﬁltering at low temperatures is brieﬂy discussed.
In practice, the sample manufacturing stage can be a signiﬁcant portion of
the total experimental work. Therefore, it is relevant to discuss the diﬀerent
methods and resists used, and their relative merits.
3.1 Electron Beam Lithography
The fabrication method used for making the samples in this thesis was elec-
tron beam lithography and multiple-angle shadow evaporation [27], which
have by now become standard in the ﬁeld. The fabrication process can be
divided into the following stages:
• Pattern design with 2D-CAD
• Preparation and spinning of oxidized silicon waver with positive resist
• Patterning with JEOL JSM-6400 Scanning Electron Microscope (SEM)
and Nanometer Pattern Generation System (NPGS) from JC Nabity
Lithography Systems
• Development of patterned chips
• Ultra High Vacuum (UHV) evaporation at 10−9 mbar
• Lift-oﬀ
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We will here concentrate on the choice of resist and its development pro-
cedures, which is one of the most crucial in the whole fabrication process (for
more details, see e.g. Ref. [28].
PMMA/MAA
In the experiments described in Chapter 4, the resist employed in the sample
fabrication was the commonly used PMMA and PMMA/MAA (polymethyl
methacrylate/methacrylic acid) copolymer. The resists were prepared on a
single crystal silicon wafer, with 300 nm thick SiO2 insulating layer on top.
The bottom PMMA/MAA copolymer layer was 480 nm thick and the top
PMMA layer 80 nm. The structure was thus as shown in Fig. 3.1. After
e-beam patterning at 20 kV acceleration voltage the samples were developed
in MIBK (methyl-isobutyl-ketone):IPA (isopropanol) solution with 1:3 con-
centration and at 15◦ C. The samples were then rinsed in room temperature
IPA and, occasionally, kept in ultrasonic bath for a few seconds. Since, the
ultrasonic bath sometimes caused the collapse of the bridge structure for the
small SQUID loops, the method was seldom used. The problem with the
PMMA/MAA resist was that it was diﬃcult to achieve enough undercut,
especially, in the case of the Bloch Oscillating Transistor (BOT) samples. In
the development phase, the IPA increases both the undercut and the upper
window, which makes the separate control of the two layers diﬃcult. How-
ever, by replacing the IPA with a solution of IPA:ethanol in 1:1 proportion,
the development of the upper PMMA layer is slowed down while the bottom
layer and undercut is still developed, thus more control can be achieved. With
the PMMA/MAA structure, ﬁnding the correct dose for diﬀerent structures
can be time consuming, and it took several iterations of dose parameters to
get sample yield up to about 50 %. The lift-oﬀ stage after the UHV evapo-
ration, is quite straightforward with the PMMA/MAA. Putting the sample
in acetone at 50◦ C, the lift-oﬀ could be readily done in 5 minutes.
ZEP/PMGI-SF7
The BOT samples required more undercut than the previous samples, due
to the four evaporation angles needed for making the structure. Therefore, we
used another combination of resists: ZEP (= copolymer of -chloromethacrylate
and -methylstyrene, which we mixed with Anisole in 1:2 volume proportion)
from Nippon Zeon Corporation for the upper layer and PMGI-SF7 from Mi-
crochem for the bottom layer.
The development process for these resists was more diﬃcult than for
the PMMA/MAA. The upper ZEP layer is developed in n-amyl-acateate for
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Figure 3.1: Structure of the wafers with PMMA/MAA and ZEP/PMGI two-
layer resists.
15-20 s, and rinsed in MIBK for 30-60s. At this stage, the result can be
checked in an optical microscope, to see if the patterning was successful.
Next, the bottom layer is developed in Microposit MF-322 developer (from
Shipley) for 60s and rinsed in deionized water for 60s. Again, the result can
be checked in optical microscope and the procedure with MF-322 & water
is repeated until enough undercut is achieved. Also shorter development
times, 30-45s, for the bottom layer were used if the sample received a larger
dose during e-beam patterning. With this process one can separately control
the upper and bottom layer development, a fact which made the bridge
structure more stable and the sample yield could be improved as compared
to the PMMA/MAA. Also, the dose can be kept constant at 130 µC/cm2,
which simpliﬁes the e-beam writing, but, at the same time requires that the
SEM gives a stable low current of 1 − 4 pA, due to restrictions in the beam
blanking time of JEOL 6400. Basically, all written and developed samples
were good for evaporation making the sample yield at this stage close to 100
%.
The lift-oﬀ stage with the PMGI was done with Microposit 1165 remover
(from Shipley). The 1165 was heated to about 50◦ C and the sample kept
in the remover for 1-3 h. In the lift-oﬀ stage, many samples were ruined due
to the fact that the PMGI was not completely removed all the way to the
silicon wafer surface, and part of the metal structure came loose with the
rest of the excess resist. Therefore, the development phase became crucial
for this method and the cycling between MF-322 − water was always carried
out a few times to make sure the PMGI was completely developed.
3.2 Measurement setup
The measurements system consisted of two dilution refrigerators: a plastic
dilution refrigerator (PDR-50) from Nanoway (base temperature 34 mK) and
another from Leiden Cryogenics (MNK-126-500) with a base temperature of
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10 mK. The DC-wiring from room temperature to the sample holder consisted
of superconducting twisted pair wires (Niomax). In the PDR-50, the wires
were fed through 1 kΩ resistors situated at the 4.2K plate. The 1 kΩ resistors
together with the line capacitance of ∼ 1 nF, act as RC-ﬁlters with cut-
oﬀ at 10 MHz. On the sample holder there were 70 cm long Thermocoax
cables for ﬁltering high frequency, above 1 GHz, noise. The Leiden setup,
besides having a 1 m long Thermocoax on the sample holder, had additional
powder ﬁlters at mixing chamber temperature. Also, voltage division at
mixing chamber temperatures was sometimes used with the Leiden setup,
and this led to less noise and clearer observation of Coulomb blockade as
compared with the PDR-50.
The low noise pre-ampliﬁers used in the experiments were the NF In-
struments LI-75A voltage ampliﬁer and Ithaco DL-1211 current ampliﬁer.
The LI-75A has a very low noise of ' 1.3 nV/√Hz but it takes about 1h
of stabilization before the ampliﬁer stops drifting. The input DC- and AC-
signals were generated with Hewlett Packard (HP/Agilent) 33120A signal
generators and the ampliﬁed output fed to HP/Agilent 34401A multimeters
for analog-digital conversion. AC-measurements were done with EG & G In-
struments 7260 DSP lock-in ampliﬁers. For noise measurements we employed
HP 89410A vector signal analyzer, which enabled the use of cross-correlation
scheme [29], which involves calculating the correlation function
rs(τ) = E[v1(t+ τ)v2(t)], (3.1)
between two signals v1(t) = s(t) + w1(t) and v2(t) = s(t) + w2(t) and taking
their Fourier transform F(rs(τ)) that equals the power density. The two
signals v1(t) and v2(t) are the outputs of two low noise ampliﬁers that both
receive the same measurement signal s(t). As the ampliﬁer noises w1(t) and
w2(t) are uncorrelated, the error of the signal power density goes down as
σs = s
2
n
1√
2 · RBW · Tm
, (3.2)
where s2n is the uncorrelated noise at the output of the ampliﬁers (voltage
noise when employing voltage ampliﬁers), RBW is the resolution bandwidth
(= fs/N , i.e, equal to the sampling frequency / averaging number) and Tm
is the measurement time.
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Chapter 4
Incoherent Cooper Pair Tunneling
and Energy Spectroscopy
THIS chapter starts the review of the experiments done in this thesis.The ﬁrst series of experiments were aimed at applying the ideas from
P (E)-theory to see if small Josephson junctions can be used as classical
inductive elements as in Section 2.2, or do they behave diﬀerently due to the
interplay between the charging energy and the Josephson coupling energy in
the manner of Sections 2.3 and 2.4. The experiments showed that we can
go from the classical to the quantum regime by changing the ratio EJ/EC .
In the analysis of the experiments, the numerical methods used earlier for
explaining the eﬀect of inelastic tunneling in [P1]were further developed here
and reﬁned for ﬁtting the measured data.
4.1 Detection of energy levels in LC-oscillators
The experimental idea is fairly simple: connect a Josephson junction, or
rather, a SQUID, in series with a much smaller (about 10 times smaller in
terms of junction area) Josephson junction and measure the IV character-
istics of the smaller junction (this is similar to Ref. [30] where a classical
transmission line was connected to a small Josephson junction). The use of a
SQUID in this kind of experiment is natural, as in this way we can tune the
ratio EJ/EC by applying an external magnetic ﬂux Φ [31,32]. The Josephson
energy of the SQUID then takes the form
EJ =
√
E1J + E
2
J + 2E
1
JE
2
J cos(2piΦ/Φ0), (4.1)
where E1J and E2J are the Josephson energies for the two junctions, Φ is the
externally applied magnetic ﬂux perpendicular to the loop area and Φ0 =
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Sample # (component) RT (kΩ) C (fF) EJ EC EJ/EC
1 (Detector) 11.0 1.0 0.6 0.9 0.7
1 (2-SQUID) 1.4 9 5.3 0.1 53
2 (Detector) 166 0.5 3.6 160 0.023
2 (4-SQUID) 2.5 7.6 544 (272) 10.5 51.8
3 (Detector) 70 0.8 8.5 100 0.08
3 (1-SQUID) 3.5 5.7 422 (188) 14 30.1
Table 4.1: Sample parameters for the energy spectroscopy experiments.
Each sample has a detector and an environment consisting of one or sev-
eral SQUIDs. Homogenous or average paramater values are assumed for the
SQUIDs. For samples 2 and 3, the value for EJ is that used in ﬁtting the
theory, while the Ambegaokar-Baratoﬀ value is given in the parentheses. For
more details, see the text. The energies are given in Kelvins.
h/(2e) is the quantum of ﬂux. In the case of a homogenous SQUID, where
E1J = E
2
J = E
single
J , we get simply
EJ = 2E
single
J | cos(piΦ/Φ0)|, (4.2)
and thus EJ can be tuned all the way to zero.
The ultra small Josephson junction, with dimensions of 50× 50 nm2, will
then act as the detector junction with an IV curve ∝ P (2eV ), as described
in the P (E)-theory of Section 2.5, Eq. (2.24). In simple terms, resonances,
or transitions between energy levels in the detector environment will show
up as peaks in the subgap IV curve at locations Vn = ∆En/2e [33,34].
In the ﬁrst circuit design, we had four leads connected to the detector
junction, two leads on each side, with a larger SQUID in each lead within
a few µm of the detector (see Fig. 4.1) It is noteworthy that the closeness
of the environment is important in all these experiments as the leads them-
selves constitute a capacitive coupling to ground, and the total capacitance
increases with the length of the lead. Therefore, careful circuit design is
necessary for a controlled electromagnetic environment.
With this 4-lead conﬁguration, we could independently ﬁnd all the para-
meters of the circuit. Furthermore, we could carry out 4-lead measurements
and obtain the IV curve of the small detector junction. The ﬁrst results led
to three main observations: P (E)-theory with an RLC environment could be
used to describe many of the observed IV curves satisfactorily, both qualita-
tively and quantitatively, but, there were discrepancies due to a larger array
of peaks than what was expected and also the spacing of the observed peaks
were not constant, as would be expected from a simple harmonic model.
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Figure 4.1: Circuit diagrams for the diﬀerent samples (corrensponding to
Table 4.1) used in the energy spectroscopy measurements.
Our numerical methods for calculating the P (E) function for arbitrary im-
pedances were based on the integral equation method of Ref. [35].
Some early results of a measurement involving a circuit with two leads
connected to a detector junction (sample 1) with a single SQUID in each lead
were published in article [P2] . In this experiment, the ratio EJ/EC = 50,
which meant that we were quite well in the classical regime and, therefore,
the observed resonances followed quite closely the harmonic model. The in-
teresting fact with this circuit was that the two SQUIDs had quite diﬀerent
parameters like the normal state resistance and capacitance. This meant
that EJ/EC could only be slightly tuned and, additionally, we found double
the amount of resonances observed in the other experiments with more ho-
mogenous SQUIDs due to the fact that the plasma frequency ωp was slightly
diﬀerent for the two SQUIDs. In Fig. 4.2 this is seen in the structure of the
peaks of the highest EJ/EC curve and as a broadening of the peaks in lower
curves. The critical current of the detector junction was, however, so large
in this experiment that the total current ﬂowing through the circuit was in
the order of 10 nA. Such large currents means large heating, shot noise, and
thus broad peaks and poor resolution. In Fig. 4.2, three IV curves for dif-
ferent EJ/EC values for sample 1 are shown. The plasma energy (2.14) for
the SQUIDs in this and later samples was 200 µeV. The plasma energy was
thus almost the same for all SQUIDs in diﬀerent samples, indicating that the
AlOx layer was quite insensitive to the oxidization times in the evaporation
stage of the sample fabrication. In the curve for maximum EJ/EC , the peaks
are broad due to the asymmetry of the two SQUIDs with regards to EJ . The
two lowest curves show nice sequences of 6 resonances, indicating that up
to 6 excitations to higher harmonic energy levels in the SQUIDs could be
observed.
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Figure 4.2: IV curves of sample 1, shifted in current for clarity: +2 nA for
the highest curve and -1 nA for the lowest. The curves from top to bottom
have the ratios EJ/EC = 50, 29 and 21. In the top curve one can see the
several resonances due to a slight diﬀerence in the plasma frequencies of the
two SQUIDs
4.2 Anharmonic correction
The measurements of the 4-SQUID conﬁguration presented in paper [P3] (sample
2) showed an improved resolution compared to the previous experiments (see
Fig. 4.3). The most important reason for this was that the detector junction
was much smaller, with a normal state tunnel resistance of RT = 166 kΩ,
thus leading to currents of 10 − 100 pA, or 2-3 orders of magnitude smaller
than in the experiment described in the previous section.
The improved resolution enabled more accurate comparison with theory.
However, the P (E)-theory could only give a rough qualitative picture of the
experiment. The IV corresponding to the maximum EJ/EC ratio could be
ﬁtted fairly well with P (E)-theory, using an environment with 3 diﬀerent
RLC-resonators: one resonator represented all the four SQUIDs and its pa-
rameters could be determined from independent measurements, while the
two other resonators were used to explain the non-ﬂux dependent resonances
(Fig. 4.3). The exact origin of the extra resonance peaks remained unknown
but, as they varied from circuit to circuit, this indicated that they are spu-
rious resonances generated by lead inductances and stray capacitances. The
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Figure 4.3: (left) IV curve of sample 2 and a ﬁtted (shaded) curve of the 3-
RLC-resonator model shown in the ﬁgure. One resonator represents the four
SQUIDS with equal parameters and two resonators are external, spurious
line resonances. The excitations of each resonator is denoted by (n,k,l). The
parameters used in the simulation are CDet = 0.5 fF, C1= 4 fF, L1 = 2.28
nH, R1 = 50 kΩ (SQUID), C2 = 0.5 pF, L2 = 3.2 nH, R2 = 30 kΩ, C3 = 2 fF,
L3 = 10.8 nH, R3 = 3 kΩ, R0 = 100 Ω and T= 100 mK. (right) Measured
transitions and the theoretical lines calculated by numerically solving the
Mathieu equation (2.17). The cosine potential and the transitions between
the unequally spaced energy levels are shown in the inset.
experiment clearly revealed a multiphoton inelastic process, which had not
been previously demonstrated. The process was that of exciting one mode
in the SQUID and one in the extra resonance.
As mentioned earlier, the distance between the resonances were not con-
stant. Therefore, the Schrödinger, or Mathieu equation of (2.17) was solved
for the SQUID parameters in the experiment. In this way, the deviation
from harmonic potential due to the shape of the cosine-potential was taken
into account. There is a prominent double peak structure as clearly shown
in Fig. 4.3. This feature is found in all samples and, has recently been ex-
plained by a quantum mechanical model, similar to the P (E)-theory, where
resonators are coupled to two SQUIDs [36].
4.3 Relaxation rates
The results from the diﬀerent circuit conﬁgurations, 2-lead vs. 4-lead mea-
surements, diﬀered mainly in the way the height of the peaks varied with the
external ﬂux. For the 2-lead measurements, the height quickly dropped as
EJ was tuned down, as can be seen in the IV curves in Fig. 4.4. This fact
24 Incoherent Cooper Pair Tunneling and Energy Spectroscopy
can be related to the sequential process of the current ﬂow in the circuit: a
Cooper-pair cannot tunnel in the detector unless it can excite the environ-
ment at energy ∆E = 2eV , and this cannot happen before the environment
has relaxed. Therefore, the current ﬂow can be less than what is expected
from the P (E)-theory, which always assumes that the environment has re-
laxed to the ground state before the next tunneling event. The relaxation
process of the SQUIDs depends on the environment they see, i.e., "the en-
vironment of the environment". By including the coupling term ∝ inϕ to
include the eﬀect of a noise current in as in Eq. (2.19), the down relaxation
rate can be calculated using [37]
Γ↓ = 2
∑
l<n
Re{Y (Eln/~)}(Eln/~)RQ| 〈l|ϕ|n〉 |2, (4.3)
where Y (ω) = [1/(iωCdet)+R0]−1 is the admittance seen by the SQUID and
the last term is the matrix element of the transition from state n to state
l. In Fig. 4.5, we show how the peak amplitude would be expected to go
down as a function of EJ/EC due to the environmentally induced relaxation
rate and, compare this with the observed decrease in amplitude of the ﬁrst
resonance peak. The ﬁt, with parameters R0 = 65 Ω and C = 0.8 fF, clearly
indicates that the observations favor the above interpretation.
E12
E13 E14
E15
Figure 4.4: IV curves for sample 3 for ﬂuxes Φ/Φ0 = 0.0 (highest curve),
0.32 (dotted line) and ' 0.5 (lowest curve). The peaks indicated by Eij
correspond to the transitions between band edges shown in Fig. 4.6.
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Figure 4.5: Amplitude of the ﬁrst resonance peak of sample 3 (•) as a function
of the external ﬂux (see the peak movement in Fig. 4.4) and the theoretical
line calculated with Eq. (4.3). The sudden increase in the peak amplitude is
due to the fact that as the resonance frequency changes, it goes through an
external resonance, which is independent of the applied ﬂux. At this point
the total tunneling current increases.
4.4 Evidence of Bloch energy bands
Finally, the experiments for low EJ/EC values show that the peak structure
strongly departs from the harmonic model and, in addition, that a sim-
ple ﬁtting of discrete anharmonic states becomes impossible. The Mathieu
equation of (2.17) allows a completely delocalized solution in phase space,
resulting in the Coulomb blockade of Cooper pairs [3842] and formation of
energy bands [4345]. In the experiment with one detector and one SQUID
loop as the environment, we could observe evidence of the band structure in
the splitting of the main resonance peaks (Fig. 4.6). The observations favors
a model where we observe transitions between band edges. Thus, the band
edges should be seen as Van Hove like singularities in density of states, or
rather, in the occupation probabilities of the state. Processes that could gen-
erate this kind of peak in the probabilities includes the constant bias current
q(t) = It and some mixing process which randomizes the charge states. As
the DC-measurements are done fairly slowly, the randomizing process need
not be fast in order for the outcome of the measurement be peaked at band
edges. An alternative view [36] is that the band edges manifest themselves in
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Figure 4.6: Location of the resonance peaks (•) as function of the external ﬂux
and the theoretical transitions between Bloch bands (solid lines). The ratio
EJ/EC thus goes from the maximum value 30 down to 9 (for Φ/Φ0 = 0.4).
The transitions Eij correspond to the peaks in Fig. 4.4.
the width of the resonance peaks, when a constant that accounts for spurious
noise or relaxation is ﬁrst subtracted oﬀ. In either case, the experiment gives
a new kind of direct evidence for the existence of Bloch bands in a mesoscopic
Josephson junction and with this method we could observe up to ﬁve bands,
which is more than has been previously measured.
From theory [17], we know that in order for the delocalization of the
phase to be possible, we need the proper environment and interaction: the
terms Henv and Hint in Eq. (2.19). The problem has also been studied ex-
perimentally in order to ﬁnd the phase diagram of the Josephson junction
in terms of the ratio EJ/EC and ρ = R/RQ [46]. In simple terms, one can
say that we need to suppress the dissipation of the environment, ∝ 1/R, in
order for the phase to be delocalized. Thus, to observe Bloch bands, the en-
vironmental impedance seen by the Josephson junction has to be À RQ. In
this experiment, the only large resistance seen by the SQUID is the detector
junction itself. As the detector is practically Coulomb blockaded, the main
dissipation mechanism is the quasiparticle channel of the detector.
The observation of the Bloch bands means that the charge is a good
quantum number and that the state of the SQUID in charge space could be
modiﬁed by an external gate voltage. In our circuits, we had a gate lead close
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to the junction, but the peaks did not move as a function of gate voltage.
This is most likely due to the fact that the bands are too narrow compared
to the broadening of the peaks from outside noise, which masks out the gate
dependence.
The observation of the Bloch nose in paper [P9] is another clear indica-
tion of the dynamics of Bloch bands. In the sample of that experiment, the
environment resistance was 179 kΩ− much higher than in the previous mea-
surements, thus indicating that we need a very high impedance environment
to clearly observe Bloch oscillations [4750].
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Chapter 5
Noise spectroscopy
NOISE in mesoscopic systems has recently gained a lot of attention bothfrom a theoretical [51, 52] and experimental viewpoint [5356]. Tradi-
tionally, measurements have been focusing on the ﬁrst moment, i.e., on the
average current and the diﬀerential resistance. However, additional informa-
tion on the physical processes giving rise to current is contained in the higher
moments of the current, for example in the variance (noise power) [57,58]. If
we study all the higher moments of current, we enter the ﬁeld of full count-
ing statistics − a well known concept in quantum optics [59], but which has
only recently diﬀused into solid state physics as well [51, 52, 60]. The idea
to utilize a Coulomb blockaded Josephson junction for noise spectroscopy
was a natural evolution from the environmental measurements and energy
spectroscopy done earlier. In fact, the phase ﬂuctuation measurements is a
kind of noise spectroscopy. The paper [P4] reviews some of the experimen-
tal results of using a mesoscopic Josephson junction as a detector of phase
ﬂuctuations.
5.1 Eﬀects on Coulomb blockade due to non-
Gaussian phase ﬂuctuations
The fact that noise inﬂuences the Coulomb blockade of a Josephson junction
is nothing new. In fact, the observation of the blockade requires careful
ﬁltering of external noise so that noise temperature of the residual noise
is less or equal to the base temperature of the measurement, given by the
mixing chamber temperature and the dissipation due to current in the circuit.
However, that the statistics of noise or the asymmetry of phase ﬂuctuations
can be detected with a Josephson junction, has only recently been proposed
[26,6163]. There are, however, only few direct experimental observations of
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the higher moments of shot noise, e.g., the third moment was measured with
mixing and spectrum analyzer technique in Ref. [64].
In the experiment of [P5] , the basic circut layout was that of the Bloch
oscillating transistor (to be discussed in Chapter 6) shown in Fig. 5.1 . The
source of the shot noise is a superconducting-insulator-normal tunnel junction
and the environment of the Josephson junction contains a large, 179 kΩ
resistor, in order to get a well deﬁned high impedance environment − a
requirement for obtaining a strong Coulomb blockade of Cooper pairs. The
detection scheme used here is a direct coupling of the noise current to the
circuit island. A suggestion to use a capacitive coupling of the noise source,
in order to isolate the eﬀect of the third moment was made in Ref. [65].
JJ1
JJ2
NIS
Cr
I
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V
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NIS
Josepson 
junction
Figure 5.1: Circuit of the noise spectroscopy experiment and the scanning
electron micrograph of a sample.
The main ﬁndings of how shot noise inﬂuences the Coulomb blockade can
be summarized as:
1. The zero voltage conductance depends linearly on the shot noise current.
2. The ratchet eﬀects appears as a consequence of the odd moments in the
phase ﬂuctuations.
3. The IV becomes increasingly asymmetric with a shift of the minimum
conductance and the appearance of a local conductance maximum at non-
zero voltages.
Pure shot noise can be characterized by its current power spectrum SI =
2eIS, which is a consequence of current ﬂuctuations due to discrete charge
carriers, in this case, tunneling electrons or quasiparticles. The statistics of
the pure shot noise process is Poissonian. Hence, the probability distribution
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RJJT (kΩ) R
NIS
T (kΩ) R(kΩ) EC E
min
J / EmaxJ
1 8.1 27.3 22.6 65 22 / 78
2 24 73 179 80 2.4/24
Table 5.1: Sample parameters for two BOT samples used for noise spec-
troscopy. RJJT is the normal state tunnel resistance of the Josephson junc-
tion and RNIST is that of the NIS junction. R denotes the impedance of the
Cr resistors in the immediate vicinity of the Josephson junction. The last
two columns indicate the Coulomb energy, EC , and the minimum EminJ and
maximum EmaxJ values of the Josephson energy. The energies are given in
µeV.
of the number of electrons that have tunnelled during a time t is
Pt(n) =
(
ISt
e
)n
e−ISt/e
n!
(5.1)
In reality, the statistics of tunnel junction current is not always Poissonian
but, depends on the environment of the junction and the interaction between
the tunneling electrons. Hence, the actual noise power is commonly deﬁned
as SI = F2eIS, where F is the Fano factor.
5.2 Conductance versus noise current
In the experiment of [P5] , the observations could for the most parts be
explained with the extension of P (E)-theory as discussed in Section 2.6 and,
especially, in Ref. [26]. The main observation was that the phase ﬂuctuations
created by tunneling quasiparticles in the NIS junction are non-Gaussian,
and, therefore, have to taken into account in the theory. We here ignore
Andreev reﬂection in the NIS interface (for noise in that case, see, e.g.,
Ref. [66]) as it is not relevant for our experiment where we mostly bias above
the quasiparticle threshold.
In Fig. 5.2, conductance curves for diﬀerent values of the noise current
are shown. The behavior reveals a large sensitivity for shot noise. Already
a one pA change in the noise current gives a large change in conductance.
The theory is strictly relevant for the zero bias case only, and it predicts the
observed small shift of the minimum conductance. The competing shift is the
trivial shift of RIS, due to the fact that the noise current goes through the
chromium resistor. When we subtract this trivial shift from the conductance
curves, we get the results as shown in Fig 5.2, with the extrema located
at constant points of voltage. As discussed in Section 2.6, the nature of the
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Figure 5.2: Diﬀerential conductance for the blockade region for sample 2 for
noise currents 0-20 pA, with 2 pA steps per curve from bottom upwards. The
voltage is measured across the Josephson junction and chromium resistor.
The dashed lines indicate the locations of the conductance minimum and
maximum.
extremum and the sign of the shift also depends on the eﬀect of the underlying
Gaussian noise generator in the resistor. However, from the experiment we
ﬁnd that the shift is -3.3 µeV. The observed sign of the shift means that the
IV curvature due to the Gaussian noise source b0(T ) > 0 dominates over
the non-Gaussian noise b1 < 0 and leads to the observed negative sign in the
shift Eq. (2.36).
Another eﬀect of the shot noise is the appearance of a local conductance
maximum. This can be thought of as due to raising of the time-averaged
island voltage (2.26) due to the inﬂuence of tunneling quasiparticles. Nu-
merical solution of Eq. (2.25) as well as numerical simulations in the manner
of Chapter 6 also reveals a local conductance maximum, although the agree-
ment with experiment is only qualitative.
In Fig. 5.3, the minimum conductance as function of the noise current is
shown for diﬀerent values of EJ/EC . The dependence is linear after IS & 5
pA when the eﬀect of the noise current exceeds the background Gaussian
noise generated by the chromium resistor. The experimental results are best
compared with the theory from Sec. 2.6 by plotting the conductance mini-
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Figure 5.3: The conductance minimum as a function of IS for EJ/EC = 0.06,
0.11, 0.16, 0.24 and 0.3 (from bottom upwards) for sample 2. The open circle
data points are for the case of −IS , thus showing that the eﬀect is symmetric
with respect to IS .
mum as a function of the ratio EJ/EC as is done in Fig. 5.4. The agreement
with the theory is well within the experimental error margins of the parame-
ters EJ and capacitance C.
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Figure 5.4: The slopes Gmin/IS of the linear part of the curves in Fig. 5.3 as
a function of EJ/EC for experimental (◦)and theoretical (4) data points cal-
culated with Eq. (2.31). The line shows the ﬁt of the power law ∝ (EJ/EC)2
to the experimental points.
5.3 The ratchet eﬀect
The ratchet eﬀect, which in our system is deﬁned as the non-zero current
for zero bias voltage, is another consequence of the asymmetry of the island
phase ﬂuctuations. The eﬀect itself is an old concept in physics, especially in
the well known problem of the ratchet and pawl (for an elementary discussion
see, e.g., Feynman Lectures on Physcis Vol 1. Chapter 46 [67]), where the
idea is to get work out of a heat bath at temparature T to another mechanical
device at the same temperature by restricting the motion of a shaft by an
asymmetric wheel, the ratchet and a pawl. The problem is clearly paradoxical
as it seems to violate the second law of thermodynamics, but, by carefully
studying the whole system, once can conclude that the device does not work
unless there is a temperature gradient. The ratchet can, however, be shown
to work for systems driven out of equilibrium by, e.g., periodically turning
on and oﬀ an asymmetric potential, which thereby supplies the required
energy. Thus ratchet systems can be used as molecular motors in biology
and particle ﬁlters or separators (for a thorough review on Brownian motors,
see Ref. [68]]).
In our sample #2, the ratchet eﬀect is observed in the IV curves as a
non-zero current for zero bias voltage (see Fig. 5.5). In Fig. 5.6, the size
of the observed ratchet current is compared with the theoretically predicted
EJ/EC behavior of Eq. (2.32). The behavior is quite in accordance with the
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theory of Ref. [26], which states that the ratchet eﬀect is a manifestation of
the odd moments of the phase ﬂuctuations. The origin of the ratchet eﬀect,
in our system, can also be understood by the process where a quasiparticle
tunneling to the island opens the Coulomb blockade of the Cooper pairs for
the duration that it takes the quasiparticle to relax through the chromium
resistor, thus allowing Cooper pairs to tunnel. The ratchet eﬀect in our
system could also be seen as a form of incoherent Cooper pair pumping [69].
All in all, one can say that the main experimental observations of the
Josephson junction as detector of non-Gaussian noise are in line with the
extended P (E)-theory discussed 2.6.
Figure 5.5: Coulomb blockade region IV curves for sample 2 for EJ/EC =
0.3, showing the ratchet eﬀect, i.e., non-zero current for zero bias voltage due
to the noise current IS . The noise current goes through IS = 0 (¤), ±0.2 pA
(¥), ±0.4 pA (◦) and ±2 pA (•) from smallest to largest shift of IV .
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Figure 5.6: Ratchet current as function of EJ/EC for sample 2. Solid line is
the theoretical formula (2.32).
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Chapter 6
Bloch Oscillating Transistor
THE Bloch Oscillating Transistor, or simply the BOT, is a new kind ofmesoscopic device, which uses the quantum mechanical band structure
of the Josephson junction and the Bloch oscillations therein as its main op-
erating principle. The idea of the BOT was ﬁrst suggested by Heikki Seppä
at VTT (Valtion Teknillinen Tutkimuskeskus) and the simulations on the
BOT was initiated by Juha Hassel [7072]. The Low Temperature Labora-
tory became involved in the experimental realization of the BOT in 2002 and
the work resulted in a demonstration of its operating principle in the article
[P6] .
6.1 Operating principle and simulation
The BOT is a three terminal device (see Fig. 6.2 below for the full measure-
ment set-up and Fig. 5.1 for a SEM picture of the BOT) with the main com-
ponents: a chromium resistor at the collector, Coulomb blockaded Joseph-
son junction at the emitter, and a normal-insulator-superconducting (NIS)
junction at the base. The principle of operation is based on the Bloch states
theory of Section 2.4. The Coulomb blockaded Josephson junction, for which
EJ ¿ EC and RÀ RQ, can in the simplest case be described by two dynam-
ical regimes, which also give rise to the model that explains the BOTs current
ampliﬁcation. The process of current ampliﬁcation is illustrated in Fig. 6.1.
In the Bloch oscillating regime, the JJ is in the lowest band and Cooper pairs
are transferred coherently through the junction. In the Coulomb blockaded
regime, the system has been excited by Zener tunnelling (2.20), or by en-
vironmental ﬂuctuations, to a higher band and becomes blockaded, hence
stopping the current ﬂow. The relaxation to the ground state may happen
through environmental ﬂuctuations or by quasiparticle tunnelling. The role
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of the base current is to control the down relaxation rate, so that a tunnelling
quasiparticle through the NIS junction triggers 〈N〉 Bloch oscillation cycles.
If we make the assumption that EJ ¿ EC so that the ﬁrst two energy
bands can be approximated by parabolas, the BOT operation can be pre-
dicted with Monte Carlo simulated by using the P (E)-theory (Sec. 2.5) for
calculating both the inelastic Cooper pair tunnelling in the JJ as well as the
quasiparticles rates in both junctions.
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Figure 6.1: The principle of BOT operation as a current ampliﬁer illustrated
by energy band dynamics in the charge space. I) Bloch oscillations along the
lowest band, with a Cooper pair tunnelling through the Josephson junction at
the end of each period. II) Landau-Zener tunnelling to a higher band, making
the JJ Coulomb blockaded. III) Relaxation by quasiparticle injection through
the NIS junction, thereby resuming the Bloch oscillations.
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Figure 6.2: Scheme for power gain, current gain and input impedance mea-
surements of BOT sample #2. The BOT circuit is bounded by the dashed
box. The AC signal is capacitively coupled through the capacitor CC . The
signal from the pre-ampliﬁers LI-75A and DL-1211 are fed into lock-in ampli-
ﬁers. The input current is fed through a large resistor RB at room tempera-
ture. The capacitances CB and CCC are the capacitances from measurement
leads and bond wires to ground. The resistor RCC is a surface mount resistor,
soldered to the sample holder.
6.2 Measurement results
6.2.1 Current and Power Gain
The ﬁrst measurements which demonstrated that the BOT indeed operated
as a current ampliﬁer were reported in article [P6] , which concerned the
measurements on sample #1 (the sample parameters are given in Table 5.1).
Another BOT with diﬀerent parameters was then measured to gain further
understanding on the power gain and noise properties. We start the discus-
sion on BOT #2 by showing in Fig. 6.3 an IV with the corresponding current
gain, calculated by direct subtraction of IV s taken with input currents of 400
− 410 pA. In this basic setup, the resistor RCC was absent, meaning that the
optimum operating region in terms of the input current is almost an order
of magnitude larger (500 pA compared to 100 pA when RCC was in place).
Current gain as large as 35 was measured for this sample, which is also quite
close to the value that was measured for sample #1.
The power gain was measured with the setup in Fig. 6.2, with the resistor
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Figure 6.3: IV curve (solid line) and the current gain β (dashed line) for
sample 2 with IS = 400 pA. Measurements were done without the resistor
RCC .
RCC acting as the load. In this way, we could deﬁne the power gain as
η =
v2CC/RCC
i2BZin
. (6.1)
In Fig. 6.4 the power gain for BOT #2 is shown with a corresponding gain
from simulation. The highest power gains measured were around 35.
6.2.2 Noise characteristics
The BOT noise characteristics are of great importance for evaluating the
practical use of the device. The noise was measured with the setup shown in
Fig 6.2. Here, the current noise at the collector was converted into voltage
noise by the resistor RCC . The signal was then ampliﬁed by the LI-75A
and cross-correlated (explained in Section 3.2) in a HP 89410A vector signal
analyzer. In this way, the voltage noise of the LIs were practically eliminated.
The resulting measured output noise is then comprised of the noise due to
the BOT itself, the residual current noise of the LIs and any spurious noise.
We found that the residual noise, mainly due to the back-action of the LIs on
the RCC resistor, was 2.6 nV/
√
Hz. Therefore, to look at the input referred
noise current we performed the transformation,
i2nin = (i
2
nout − i2nres)/β2, (6.2)
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Figure 6.4: Power gain for IS = 60 pA in experiment (•) and simulation
(solid line).
where the residual noise is subtracted from the output and, ﬁnally, the re-
sulting noise is divided by the current gain at the operating point.
The main ﬁndings of the noise measurements are summarized in Figs. 6.5
and 6.6. The output current noise spectra density in Fig. 6.5 shows how
the output noise does not grow linearly with increasing gain, as would be
expected, but, seems to saturate to 1/4 of the input shot noise current. This
means, that the input referred noise of Eq. (6.2) is actually decreasing and
that correlations between output and input through the Coulomb blockade
reduces the shot noise. Another way to think about the situation is to note
that not every tunnelling quasiparticle in the NIS junction causes a down-
wards transition in the Josephson junction. Therefore, only part of the noise
current is ampliﬁed.
The input referred noise temperature, presented in Fig. 6.5 is calculated
with Eq. (6.2) and
Tn =
i2ninZin
kB
, (6.3)
which diﬀers by factor of 1/2 from the usual form due to the fact that the
input current and voltage noise of the BOT are fully correlated and add in
amplitude, not in power.
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The reduction in noise temperature as function of current gain goes as
∼ 1/β. The experimental exponent is −1.0±0.1 and the simulated -1.2. The
lowest measured noise temperature was 0.4 K at an optimum working point
were the power gain was 30, however, in simulation the noise temperature
goes as low as 100 mK.
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Figure 6.5: Output current noise spectral density as a function of current gain
for BOT #2 in experiment (•) and simulation (¥). The dashed line shows
how the usual, constant shot noise current of the NIS junction Ishot =
√
2eIS
would, for a classical ampliﬁer, be linearly ampliﬁed. The lines are to guide
the eyes.
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Figure 6.6: Noise temperature as a function of current gain for BOT #2 in
experiment (•) and simulation (¥).
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Chapter 7
Summary
This thesis explored the eﬀect of phase ﬂuctuations on Cooper pair tun-nelling in a series of experiments which dealt with diﬀerent aspects of
the band dynamics and interplay between coherent and incoherent tunneling.
The experiments found the mesoscopic Josephson junction to be a versatile
device, which was used in studying the electromagnetic environment through
energy spectroscopy, measuring asymmetric, non-Gaussian noise and using
the band dynamics as a basis for realizing a mesoscopic ampliﬁer.
The experiment on energy spectroscopy examined another method of
probing the energy levels of the environment and, showed that a large Joseph-
son junction behaves as an inductive environment, leading to equally spaced,
harmonic oscillator-like energy levels, which, for smaller EJ/EC , become in-
creasingly anharmonic. When the Josephson energy was further reduced, the
measurements also gave a new direct way of observing the band structure of
the mesoscopic Josephson junction.
The Josephson junction was shown to be a sensitive device for measuring
the character of external noise. In the detection of shot noise due to tun-
neling quasiparticles, the detector could react to noise currents well below
1 pA. The eﬀects of an asymmetric noise source was observed in the shift
of the minimum of the conductance curve and in the appearance of a local
conductance maximum, as well as in the ratchet eﬀect observed in the IV
curves.
The Bloch oscillating transistor was extensively studied as a current and
power ampliﬁer, showing current and power gain larger than 30 and a mea-
sured noise temperature of 0.4 K. Still, there seems to be room for improve-
ment on the theoretical side. A model, which self-consistently takes into
account the interaction between the various components of the BOT circuit
could be developed but, with the cost of increasing simulation time.
The future of Josephson junction devices in nanoelectroncs is bright as
46 Summary
it has many possible applications, some of which have been presented in
this thesis, and due to its proven robustness as the basic building block in
quantum bit circuits [73, 74].
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