Pooling specimens prior to performing laboratory assays has various benefits. Pooling can help to reduce cost, preserve irreplaceable specimens, meet minimal volume requirements for certain lab tests, and even reduce information loss when a limit of detection is present. Regardless of the motivation for pooling, appropriate analytical techniques must be applied in order to obtain valid inference from composite specimens. When biomarkers are treated as the outcome in a regression model, techniques applicable to individually measured specimens may not be valid when measurements are taken from pooled specimens, particularly when the biomarker is positive and right skewed. In this paper, we propose a novel semiparametric estimation method based on an adaptation of the quasi-likelihood approach that can be applied to a right-skewed outcome subject to pooling. We use simulation studies to compare this method with an existing estimation technique that provides valid estimates only when pools are formed from specimens with identical predictor values. Simulation results and analysis of a motivating example demonstrate that, when appropriate estimation techniques are applied to strategically formed pools, valid and efficient estimation of the regression coefficients can be achieved.
Pooling specimens prior to performing laboratory assays was first popularized during World War II-era efforts to reduce cost when testing military recruits for syphilis (1) . This strategy has since become a valuable tool when screening blood for certain diseases (2) (3) (4) (5) . In epidemiologic studies, pooling can help to preserve irreplaceable specimens by reducing the necessary sera volume required for analysis (6) and can facilitate the fulfillment of minimal volume requirements (7, 8) . In addition, strategic pooling can reduce information loss by lowering false positive and negative rates (9) and can decrease the number of "nondetects" in the presence of a detection limit (7, 10) . Proper analysis of these pooled specimens often requires special techniques, because standard statistical analyses may not apply to measurements on composite specimens.
Although much of the existing pooling literature focuses on characterizing an exposure of interest or performing logistic regression (6, (9) (10) (11) (12) (13) , in this study we are interested in regression of a continuous outcome that is subject to pooling. Applying linear regression to a pooled outcome is straightforward when no transformations on the outcome are required (14) (15) (16) . Many biomarkers, however, are right skewed, so that direct application of standard linear regression techniques may not be the best option. Recent work has developed parametric and semiparametric methods to estimate regression coefficients when only pooled measurements are available (17) . The parametric methods, by definition, require full specification of the outcome distribution, and calculations can be computationally demanding. The existing semiparametric methods, while easier to implement, are restricted to analyzing pools containing only specimens with identical predictor values ("homogeneous" pools) (17) . In this paper, we propose a new semiparametric method for analyzing pooled specimens. Unlike the parametric methods, this technique requires only specification of the mean and variance of the outcome, and unlike the existing semiparametric methods, it can accommodate all types of pools. Based on an extension of quasi-likelihood methods, our proposed strategy provides a theoretically justifiable alternative to the more complicated parametric methods when pools are formed from specimens with different predictor values ("heterogeneous" pools).
MOTIVATING EXAMPLE
The Collaborative Perinatal Project was conducted between 1959 and 1974 to study pregnancy and pediatric outcomes (18) . Serum samples and patient characteristics (e.g., age, race, smoking status) were collected at study entry, pregnancy complications were recorded during follow-up, and circulating cytokines were measured on blood samples (12) . As part of an additional study, some of the blood samples were pooled in groups of 2, matched by spontaneous abortion status. Thus, this data set contains information on measurements from individual as well as pooled specimens.
On the basis of the individually measured samples from the Collaborative Perinatal Project, each of the cytokines exhibited a positive, continuous, and right-skewed distribution. When such cytokines are treated as the outcome in a regression setting, a log-transformation is often applied to normalize the outcome and to justify analysis via standard linear regression. This same technique, however, does not necessarily extend to measurements taken on pooled samples. Although this particular data set has the benefit of containing individual measurements, individual-level measurements from most epidemiologic studies that apply pooling strategies may never be known. The development of appropriate and accessible methods available to perform regression on a right-skewed outcome subject to pooling will facilitate future analyses when only measurements on pooled samples are available.
REGRESSION MODELS
Suppose we are interested in characterizing the relationship between a set of predictors (X) and a continuous, positive, right-skewed outcome (Y). To account for the skewed nature of the outcome, a common strategy may be to apply a logtransformation to Y prior to fitting a linear regression model:
where β is the vector of regression coefficients of interest, and ϵ i is the random error component corresponding to observation i, assumed to be identically distributed with mean 0 and constant variance (Varðϵ i Þ ¼ σ 2 for all observations). For individual-level outcome measurements, it is straightforward to apply standard least-squares estimation techniques to estimate the vector of regression coefficients (β). For the remainder of this paper, we assume that model 1 holds for individual specimens. In what follows, we consider several estimation methods for pooled specimens based on this initial assumption.
Naïve method
When only pooled measurements on the outcome are available, it may be tempting to apply a similar strategy by fitting the following regression formulation for pool i:
where the elements of x p i are the averaged values of each predictor across all subjects with specimens in pool i. Y p i is the measurement on the ith pooled sample, assumed to be the arithmetic mean of the measurements from the specimens constituting that pool. Because of the nonlinearity of the log function, this method may produce statistically biased estimates of β, resulting in invalid inference. In simulation studies presented later in this paper, we demonstrate the consequences of fitting this naïve method to measurements from a pooled outcome.
Approximate method
Although application of the naïve method is not recommended, recent research has demonstrated the capability of a similar technique to estimate regression coefficients and standard errors when pools are homogeneous with respect to the predictors (17) . This method incorporates the inverse of the pool size as a predictor into the regression formulation and applies regression weights corresponding to each pool's size. We refer to this method as the "approximate" method, because its conception is based on a Taylor series approximation. Estimates are calculated by applying weighted least squares to the regression formulation:
where the pool size, k i , is the number of specimens in pool i, and γ is the regression coefficient corresponding to k À1 i (refer to Mitchell et al. (17) for details). Although the estimate of γ is unlikely to be of interest, this term mitigates the potential bias induced by the log-transformation of the pools. In addition, weights corresponding to pool size (k i ) improve precision and standard error estimation (refer to the Web Appendix, available at http://aje.oxfordjournals.org/, for example R code; R Foundation for Statistical Computing, Vienna, Austria). Note that the structure of the approximate method differs from the naïve method only in the inclusion of pool size. Thus, if all pools are formed to contain the same number of specimens, the naïve and approximate methods will be equivalent. Furthermore, if all pools are of equal size and are homogeneous, both of these methods will be valid.
As we will demonstrate in the simulation studies, applying the approximate method to homogeneous pools can produce valid and precise coefficient estimates of β, but improper application to heterogeneous pools can result in invalid inference.
Quasi-likelihood method
The approximate method performs well when pools are homogeneous with respect to the predictors (X). When pools are not homogeneous, however, this method is no longer theoretically justified. Instead, we develop an extension of quasilikelihood methods to provide valid estimates of β. Although least-squares estimation under model 1 requires specification of the mean and variance of log(Y), the quasi-likelihood framework works with the mean and variance of the untransformed outcome, specifically, E(Y) and Var(Y).
First, we describe the estimating equations with respect to the individual-level data. Let μ i = E(Y i ) denote the expectation of our outcome of interest that depends on the intercept and vector of regression coefficients, θ = (α, β). Furthermore, let Var(Y i ) be a function of the mean that is known up to a multiplicative constant (i.e., Var(Y i ) = φV(μ i ), where φ is the dispersion parameter). For individual-level data, the following quasi-likelihood equations are solved with respect to θ (19, 20) :
where N denotes the total sample size. By applying a log link (i.e., log μ i = α + x i β) and setting the variance as a function of the square of the mean (Var(
, valid estimates of β can be obtained when model 1 holds (refer to the Web Appendix for details). While quasi-likelihood is valid as an alternative estimation method for individual specimens, in this study we focus on this technique for its convenient extension to pooled specimens. Quasi-likelihood estimation is easily extended to homogeneous pools, where the pooled outcome measurements and pool-specific predictor vectors replace the individuallevel information, and each pool's size (k i ) is applied as a weight in the quasi-likelihood formulation. Example R code applying this method to homogeneous pools is provided in the Web Appendix.
The traditional quasi-likelihood framework can also be extended to heterogeneous pools. Let x ij and Y ij denote the predictor vector and outcome, respectively, corresponding to the jth subject in the ith pool, and let μ p i denote the mean of the ith pool, where
Furthermore, the variance for the ith pool can be expressed as
Then the following estimating equations are solved with respect to θ = (α*, β):
Although traditional quasi-likelihood methods treat the variance as an explicit function of the mean, estimates of θ found by solving model 2 can be shown to hold similar asymptotic properties to usual quasi-likelihood estimators (21) .
Although existing software packages provide an accessible tool for estimating θ under individual-level data or homogeneous pools, quasi-likelihood methods applied to heterogeneous pools as shown in model 2 must be solved numerically by using nonlinear equation solvers (e.g., the nleqslv function in R). Standard error estimates can be calculated by first taking the derivative of the estimating equations in model 2 with respect to the vector of coefficient parameters. This hessian matrix can be derived analytically or estimated numerically from existing software. Once estimated, the inverse of this matrix is multiplied by an estimate of the dispersion parameter:φ
where v E is the number of pools minus the number of predictors in the model (including the intercept), andμ p i and d V i ðθÞ are the mean and variance functions, respectively, after substituting the estimated parameter vectorθ. The square roots of the diagonal elements of the resulting matrix are the estimated standard errors of the coefficient estimates (20) . Example R code demonstrating this estimation procedure can be found in the Web Appendix. Simulation studies provided in the following section demonstrate the ability of these quasilikelihood methods to successfully estimate regression coefficients when pools are heterogeneous.
SIMULATION STUDY
In this section, we use simulations to demonstrate the validity of the various methods when correctly applied, as well as potential repercussions of erroneously fitting these methods to data for which they are not theoretically justified. A total of 10,000 simulations were performed in R, and data sets for each simulation were generated with a total sample size of 1,000. Simulation parameters were chosen to assess various distributions from both the predictors as well as the outcome. In an effort to illustrate the effect of different types of predictors, we generated 3 independent variables from distributions representing skewed, symmetrical, and binary variables. X 1 was simulated from a normal distribution with a mean of 25 and a variance of 1 and then rounded to the nearest whole number in order to resemble more common data formats (e.g., weight in kg). X 2 was generated from a negative binomial distribution with a mean of 4. This distribution can be used to characterize right-skewed count data, such as the number of alcoholic beverages consumed per week. X 3 was generated as a binary variable with a mean of 0.7. This variety of predictor distributions helps to illustrate the impact of predictor values on the regression results for each of the tested analytical methods.
The outcome was generated to follow either a lognormal or gamma distribution, as these distributions are similarly equipped to model continuous, right-skewed data. The outcome (Y) was first generated under a lognormal distribution with (refer to the Web Appendix for details). These coefficient values were chosen to be similar to each other in order to boost comparison, while maintaining a feasible range for the outcome.
Homogeneous pools
First, we consider the case where pools are formed homogeneously with respect to all predictors. For this simulation, 500 pools were artificially formed on the basis of the simulated individual-level measurements. Any observation with a unique set of predictors was treated as an individual measurement (i.e., pool of size 1). The remaining measurements were grouped into homogeneous pools of approximately equal size, whenever possible. Pool sizes ranged from 1 to 23. Relative bias and 95% confidence interval coverage are provided in Table 1 .
For pools formed homogeneously with respect to all predictors, both the approximate and quasi-likelihood methods provided approximately unbiased estimates of the regression coefficients, with relative bias less than 3% and close to 95% confidence interval coverage. The naïve method, on the other hand, performed quite poorly because of varying pool sizes. Coefficient estimates are noticeably biased, particularly those corresponding to the binary predictor (β 3 ), with over 37% bias when the outcome is lognormal and over 15% bias when the outcome is generated from a gamma distribution. In addition, confidence interval coverage for the naïve method is suboptimal for all estimates and particularly poor for estimates corresponding to the right-skewed predictor variable (β 2 ), with less than 79% coverage for both simulated outcome distributions. Although estimates corresponding to the normal predictor ðβ 1 Þ do not exhibit noticeable bias, it is unclear at which point this method may fail. Thus, when pools are homogeneous and pool sizes vary, we recommend avoiding the naïve method and instead applying either the approximate or quasi-likelihood methods, both of which are theoretically sound and relatively straightforward to implement. It is important to note here that the performance of both the approximate and quasi-likelihood methods is based on large-sample theory. Thus, the number of pools must be sufficiently large in order for these methods to produce reliable estimates.
Heterogeneous pools
For this simulation, 500 pools, each of size 2, were formed randomly with respect to all predictors. Results from this simulation are provided in Table 2 . Because all pool sizes are equal, the naïve and approximate methods are equivalent in this scenario, and their results have been collapsed.
Because of the heterogeneity of pools, both the naïve and approximate methods are susceptible to statistical bias. In this case, bias and suboptimal confidence interval coverage is most noticeable for the coefficient estimate corresponding to the predictor variable generated under a skewed negative binomial distribution ðβ 2 Þ. For this particular estimate, relative bias exceeded 15%, and confidence interval coverage was below 72%, with coverage as low as 26% when the outcome was gamma distributed. Similar to the simulation for homogeneous pools, it is unclear which specific predictor characteristics cause these methods to fail. Although these methods may provide estimates in the neighborhood of the true parameter values corresponding to well-behaved predictors (i.e., symmetrical), they should not be relied upon to provide valid inference. Therefore, when pools are not homogeneous, the quasi-likelihood-based method is the preferred estimation technique because neither the naïve nor approximate method is theoretically justifiable for heterogeneous pools.
Precision
Another advantage of forming homogeneous pools is the improved efficiency of the resulting estimates. Intuitively, forming pools from specimens with similar characteristics will better preserve the relationships between the predictors and the outcome. Mathematically, pools with similar covariate values will enhance the variability of the pool-wise predictors, resulting in improved efficiency (16) . Table 3 provides the empirical standard deviation of the regression coefficient estimates calculated under the simulation studies presented in Tables 1 and 2 . Standard deviation is shown for each of the estimates calculated from theoretically justifiable methods, specifically, the approximate method for homogeneous pools and the quasi-likelihood method for all pool types. Lower values of standard deviation reflect higher precision. As evidenced in Table 3 , standard deviations of the coefficient estimates under homogeneous pools are noticeably smaller than those from a heterogeneous pooling strategy. This improved precision is a result of the similarity of the within-pool specimens when pools are homogeneous. Randomly formed pools as in the heterogeneous pooling scenario, on the other hand, are unable to retain these high levels of precision. In general, random pooling is not recommended when more strategic pooling methods are available.
The results in Table 3 also demonstrate slight precision advantages of the approximate method when the outcome is lognormally distributed, and the quasi-likelihood method when the outcome follows a gamma distribution, a consequence of the connection between these methods and their parametric counterparts (20, 22) . Thus, when pools are homogeneous, it may be beneficial to apply and compare both estimation methods, because certain right-skewed outcomes may be better fit by the approximate method, while others might benefit from quasi-likelihood estimation. Severe disagreement between estimates from the 2 methods (excluding the intercept estimate) may indicate a problem with the underlying model assumptions.
APPLICATION TO MOTIVATING EXAMPLE
For this study, we treat monocyte chemotactic protein 1 as the outcome in a regression setting with maternal age, race, smoking status, and spontaneous abortion status as predictor variables. After removing any observations with missing 
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Am J Epidemiol. 2015;181 (7):541-548 data, as well as a single observation with the monocyte chemotactic protein 1 value below the lower limit of detection, we found that information on 671 specimens was available (n = 671). In addition, 508 of these specimens were pooled into groups of 2 matched by spontaneous abortion status, and measurements were taken on these composite samples. Thus, we also have access to data on pooled specimens, consisting of 254 pools and 163 individual specimens (n = 417). This unique characteristic of the data set facilitates analysis of our proposed methods, as it enables comparison of the estimates from the full set of individual-level assays with those from the set of pooled specimens. When measurements on all individual specimens are taken (i.e., no pooling is performed), a standard application of linear regression can reveal potential assumption violations through graphical assessment of the residuals. When only pooled data are available, similar diagnostic plots can help to detect whether a log-transformation on the outcome may be necessary. If linear regression on the untransformed outcome is appropriate, then a weighted least-squares analysis (with weights equal to pool size) will be valid when applied to pooled specimens (16, 23) . Thus, a histogram of the residuals can indicate the need for a log-transformation. Figure 1 shows a histogram of the standardized Pearson residuals from leastsquares regression applied to the untransformed, individuallevel data, as well as residuals from a weighted least-squares analysis of the pooled measurements. Both plots demonstrate severe skewness, a clear indication that straightforward application of a linear regression method may not be the best strategy for analyzing these data. Thus, even when only pooled specimens are available, residual analysis can help to indicate the need for a log-transformation.
Because pools in this substudy were matched on spontaneous abortion status, the approximate and quasi-likelihood methods will be justifiable when spontaneous abortion status is the only predictor included in the regression model. When the remaining predictors are to be included in the model, the approximate method may no longer provide reliable estimates, because pools are heterogeneous with respect to these variables. Point estimates and estimated standard errors from analyses based on the motivating example are provided in Tables 4 and 5 . Regression with the single predictor of spontaneous abortion status, as well as regression including all available predictors, is considered. These pooled estimates are compared with a least-squares regression on the log transformation of the outcome applied to measurements on the 671 individual specimens ("full data"). When spontaneous abortion status is the only predictor included in the regression model, point estimates and standard errors from all of the estimation methods are similar, although some degree of variation is noticeable (Table 4) . Standard errors from the approximate method are slightly smaller than those from the quasi-likelihood method, suggesting that this approach might fit the data slightly better. When all predictors are included in the regression model, the quasi-likelihood method is the only theoretically justifiable method (Table 5) . Although the quasi-likelihood method is expected to provide consistent estimates of these regression coefficients, the random pooling strategy masks any potentially significant associations between the predictors and the outcome, such as those detected by regression on the full data set for age and race.
To demonstrate the potential efficiency gains from homogeneous pooling in this data example, Table 6 provides results from both the approximate and quasi-likelihood methods for 417 pools that are artificially formed to be homogeneous with respect to all predictors. As anticipated from the higher precision in the univariable model, the approximate model gives more precise estimates than quasi-likelihood for this multivariable model on homogeneous pools. Because of the improved efficiency from the homogeneous pooling strategy, results from both the approximate and quasi-likelihood methods more closely resemble those from the full model, providing similar conclusions. Thus, although the quasi-likelihood method can be applied when pools are heterogeneous, it is much more preferable to form pools homogeneously, to improve precision and permit comparison of both the quasi-likelihood and approximate methods.
DISCUSSION
In this paper, we summarized existing semiparametric methods and developed a new technique for estimating regression coefficients when a right-skewed outcome is subject to pooling. The simulation studies emphasized the importance of applying the correct method based on the types of pools being analyzed. For all simulation scenarios, the naïve method proved unreliable. The approximate method, on the other hand, is a convenient, straightforward, and defensible procedure when pools are formed from specimens with identical predictor values (homogeneous). When pools are heterogeneous and the approximate method is no longer theoretically justified, the proposed quasi-likelihood method can provide a convenient alternative estimation strategy. In fact, this method may outperform the approximate method with respect to precision levels for certain data sets, such as when the outcome follows a gamma distribution.
Although the final regression model may not be known prior to performing physical pooling of the specimens, an educated guess as to its structure can aid in the allocation of specimens to pools. As demonstrated by the simulation studies and illustrated in the data analysis, the ability to form pools that are homogeneous with respect to all predictor variables will promote precision of the subsequent regression estimates and permit theoretically justifiable application of the approximate method. When it is not possible to form homogeneous pools, such as when continuous predictors are to be included in the model, estimate efficiency can still be preserved by forming potentially unequal-sized pools from specimens with similar predictor values (16) . Doing so will help to maintain higher precision levels than random pooling, and the resulting heterogeneous pools can be analyzed via the proposed quasilikelihood method. Heterogeneous pools of unequal size could also arise if homogeneous pools are formed on the basis of a particular set of predictors, but additional predictors are later included in the model, likely resulting in heterogeneous pools with respect to the new variables. In such cases, the original predictors that informed the pooling strategy should remain in the model, as excluding them could prove detrimental when estimating the new coefficients and/or standard errors. Although these estimates will not enjoy as much efficiency as those that were included in the pooling procedure, the quasilikelihood method will still provide valid estimates for these additional coefficients.
Many data sets containing information on measured biomarkers are subject to complications, such as limits of detection, measurement error, and missingness. Although limit of detection issues did not present a considerable burden in this example, additional assessment may be required in studies where this problem is more pronounced. In addition to potential measurement error, pooled specimens may also be subject to pooling error. Because these errors apply to the outcome in our setting, concern is focused less on statistical bias than on potential loss of precision if unaccounted for in the statistical analysis. Although related issues have previously been considered when characterizing the distribution of a pooled Semiparametric Regression for a Pooled Outcome 547
Am J Epidemiol. 2015;181 (7):541-548 exposure of interest (8, 10, 11) , additional research is recommended to properly extend these analytical techniques to the regression settings considered here. Occasionally, pooling may be essential to mitigate potential complications with laboratory assays, such as a minimal volume requirement, detection limit, or sensitivity and specificity concerns. Other times, pooling is performed to reduce cost, which can be particularly advantageous for an expensive assay. Regardless of the motivation, strategic pooling techniques can help to preserve information from the complete set of collected specimens, and appropriate analysis is imperative in order to ensure valid inference.
