AbstractOver the past decade, wide-area distributed computing has emerged as a powerful computing paradigm. Virtual machines greatly simplify wide-area distributed computing by lowering the abstraction to benefit both resource users and providers. A virtual execution environment consisting of virtual machines (VMs) interconnected with virtual networks provides opportunities to dynamically optimize, at run-time, the performance of existing, unmodified distributed applications without any user or programmer intervention. We have formalized the adaptation problem in virtual execution environments, and shown that it is NP-hard to both, solve and approximate within a factor of m1/2-6 for any 6 > 0, where m is the number of edges in the virtual overlay graph. We also designed and evaluated greedy adaptation algorithms and found them to work well in practice.
I. INTRODUCTION
We have been developing a middleware system, Virtuoso, for virtual machine grid computing that, for a user, very closely emulates the existing process of buying, configuring, and using a computer or a collection of computers from a web site. Instead of a physical computer, the user receives a reference to the virtual machine which he can then use to start, stop, reset, and clone the machine.
The nature of the network presence that the virtual machine receives depends solely on the policies of the remote site. To deal with this network problem we developed VNET [2] , a simple layer two virtual network tool. VNET is ideally placed to monitor the resource demands of the VMs. The VTTIF (Virtual Topology and Traffic Inference Framework) component of Virtuoso achieves this [2] . Parts of Virtuoso that are salient to this work are:
Measurement and inference: This involves (a) measuring the traffic load and communication topology of applications running inside the virtual machines, (b) monitoring the underlying network and inferring its topology, bandwidth and latency characteristics, and (c) measuring host and VM characteristics such as their size, compute capacities and demands. In previous work [1] we have shown how to successfully accomplish these tasks.
Adaptation mechanisms: A wide variety of adaptation mechanisms are possible in the context of virtual execution environments, such as (a) VM migration, (b) overlay topology and routing changes, and (c) network and CPU resource reservations. These have been described previously [2] .
Adaptation algorithm: Most importantly, we need an efficient algorithm that drives the adaptation mechanisms and is guided by the measured and inferred data.
II. ADAPTATION PROBLEM FORMULATION
We describe a constrained version of the generic adaptation problem that includes only the routing and mapping components. VNET monitors the underlying network and provides a directed VNET topology graph, G= (H, E), where H are VNET nodes (hosts running VNET daemons and capable of supporting one or more VMs) and E are the possible VNET links. Wren (integrated with VNET [1] ) provides estimates for the available bandwidth over each link in the VNET topology graph. These estimates are described by a bandwidth capacity function, bw : E -*> R.
We are also given an initial mapping of virtual machines to hosts, Mi, which is a set of 3-tuples, Mi= We evaluated the four algorithm variations in three different settings, randomly generated topologies using BRITE, smaller topologies created by hand and a real world scenario. Figure 1 illustrates our setup. All the algorithms were found to perform well in most scenarios. For randomly generated topologies we do not see any differences between the different variations. However for the topology created by hand and for the real world scenario that result in a clustered setting, the one-pass variation outperforms the two-pass algorithm. Further, we did not notice in difference between the interleaved and non-interleaved variations.
V. CONCLUSION
We formalized the adaptation problem that arises in virtual execution environments environments. We have shown that the adaptation problem is NP-hard and proven that it is NP-hard to approximate within a factor of ml/2-for any 6 > 0, where m is the number of edges in the virtual overlay graph. We evaluated a variety of greedy algorithms and found them to perform well in practice. We are currently focusing on researching the feasibility of a single optimization metric that would be effective for a range of distributed applications.
