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Chapter 1
Introduction
1.1 Motivation
The last decade has seen a phenomenal growth in the complexity of 3D graph-
ics models. An important reason behind this has been the advances in model ac-
quisition technologies such as laser scanning, computer-vision-based reconstruction
techniques, and high-precision medical imaging technologies. We are currently wit-
nessing early stages in the development of large-scale wide-area sensor networks
which are likely to increase 3D geometric content by several orders of magnitude.
The accelerating rate of growth of 3D models in number and complexity creates
a need for more sophisticated tools and techniques for storing, accessing, analyz-
ing, visualizing, and interpreting such data effectively. Many interactive graphics
applications have limited resources for graphics rendering. For example, we have
a limited budget for the number of triangles per frame for interactive frame rates,
limited resolution for the display devices, and limited visual comprehension abili-
ties of the human visual system. Effective visualization can help us analyze and
comprehend the visual information by omitting the irrelevant and emphasizing the
important [2]. An important issue here is how we can classify what to omit and
what to emphasize. Since the human perception is the last stage of the graphics
rendering, incorporating lessons from research on human perception into graphics
1
processing should be helpful for improving computational and perceptual efficiency
of graphics and visualization.
1.2 Dissertation Hypothesis
The hypothesis of this dissertation is as follows:
Visual emphasis techniques inspired by low-level human visual cues can
facilitate generation of effective and compelling 3D graphics renderings.
To examine the validity of this hypothesis, we have developed techniques for
enhancing the visualization and geometric processing of 3D objects using insights
from human perception of geometry and illumination. We have focused on effective
processing and visualization in two ways.
First, we reduce the amount of visual information presented to the viewer. Re-
cent research by Ostrovsky et al. [67] shows that human visual system perceives the
illumination cues locally. Our automatic lighting design system elucidates geometric
details by using globally discrepant lighting. We also introduce salient lighting to
highlight important regions and suppress unimportant ones.
Second, we present a perception-inspired metric for assessing regional visual
importance for 3D objects. The low-level human visual attention focuses retinal
resources on interesting regions for efficiency. Many tasks in graphics and visualiza-
tion can take advantage of similar principles to improve computational and visual
efficiency. We have used this idea to improve several graphics applications such as
2
simplification, viewpoint selection, and lighting design, by identifying interesting
regions.
1.3 Geometry-Dependent Lighting
1.3.1 Problem Definition
Our ability to generate 3D data, through acquisition and through simulation,
has far surpassed our ability to visually comprehend it. As the data sizes continue
to increase at a geometric rate of growth, it becomes necessary for us to revisit the
traditional visualization pipeline to explore its stages that we can modify to enhance
the comprehension of intricate model details. We believe that careful lighting design
offers one such avenue of research.
Lighting design has long been considered crucial in conveying the right ambi-
ence, emotion, visual complexity, context, and in guiding the viewer’s attention in
art, scientific illustration, photography, stage lighting, and cinematography. Over
two millennia ago Pliny the Elder discussed locally shading a surface fold to make
it appear to rise above the background [27]. Since then, artists and illustrators have
successfully used local lighting techniques for conveying the object shape. These
local techniques convey a powerful impression of geometry, although the lighting
across the surface is inconsistent.
Since the world around us is lighted consistently, it was possible that we might
have naturally acquired the ability to discern illumination inconsistencies of lighting
directions. However, recent research by Ostrovsky et al. [67] found that human sub-
3
jects were largely insensitive to illumination inconsistencies across a set of randomly-
oriented 3D cubes. This helps explain why the geometry of consistent lighting is not
as meticulously crafted in art as the geometry of perspective. There are also other
reasons why artists and illustrators may allow lighting to be inconsistent. First,
efforts to ensure consistent lighting in art are usually under-appreciated since they
are not visually obvious. Second, artists can use inconsistent lighting to guide the
viewer’s attention to enhance comprehensibility or convey their message. If one were
to apply the inverse lighting models that have been developed recently [7, 75, 102]
to most paintings and illustrations, one would find innumerable errors (some ad-
mittedly slight, but present nonetheless) in their lighting and shading. However,
not only have these lighting errors passed virtually unnoticed by most untrained
human observers, lighting for such paintings is visually impressive and sometimes
even deeply compelling.
Cavanagh [12] has suggested that our brain perceives the shape-from-shading
cues locally and does not use large regions of the visual field for shape-from-shading
analysis. In fact, recent work by Akers et al. [3] and Agarwala et al. [1] has shown the
power of such an approach for 2D images. They have shown how image composition
can be used with sophisticated, spatially-varying light mattes to create compelling
technical illustrations or composite photographs from a set of photographs with
different, locally inconsistent, lighting.
In this dissertation we explore how the use of inconsistent lighting in 3D vi-
sualization may allow us to convey a better perception of geometry than consistent
lighting. We also explore how we could automatically determine lighting parameters
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to effectively convey a large number of data features such as local surface orientation,
curvature, silhouettes, and fine details.
1.3.2 Our Approach
Figure 1.1: Overview of our lighting design pipeline: The input model is segmented
using a curvature-based-watershed method into a set of patches. The light placement
function models the appropriateness of light directions for illuminating the model.
This is done by using the curvature-based segmentation as well as the diffuse and
specular illumination at every vertex. Lights are placed and assigned to patches based
on the light placement function. Silhouette lighting and proximity shadows are added
for feature enhancement.
We introduce the framework of geometry-dependent lighting [56] that allows
lighting parameters to be defined independently and possibly inconsistently over an
object or scene based on the local geometry. We present and discuss Light Col-
lages [55, 56], a lighting design system with geometry-dependent lights for effective
feature-enhanced visualization. Our algorithm segments the objects into local sur-
face patches and places lights that are locally consistent but globally discrepant to
enhance the perception of shape. Our Light Collages framework designs the lighting
so that the diffuse illumination is proportional to the local curvature and specular
highlights are only on highly curved regions. This helps elucidate geometry details.
Our system casts proximity shadows to illustrate the depth relationship between two
adjacent regions in the rendered image. To make the objects stand out from their
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background, the system enhances silhouettes by producing a dark silhouette for a
bright background and a bright silhouette for a dark background. Figure 1.1 shows
the overview of our approach. We use spherical harmonics for efficiently storing
and computing light placement and assignment. We also outline a method to find
the minimal number of light sources sufficient to illuminate an object well with our
globally discrepant lighting approach.
The main contributions of this dissertation on lighting design are:
• Globally Inconsistent Lighting: We present a framework of local illumination
that relaxes the constraint of globally consistent lighting and show how it can
generate comprehensible renderings.
• Lighting Design: We discuss automatic placement of multiple light sources to
enhance view-dependent visualization.
• Feature Enhancement: Silhouettes and shadows add important details in tech-
nical illustrations. Here we show how silhouette and shadow lighting can be
integrated into a local illumination framework for enhancing features in scien-
tific datasets.
• Efficient Computation: We have improved the run-time efficiency of our sys-
tem by a factor of 20 and reducing the memory footprint by over two orders
of magnitude. We discuss how one can achieve this by using a spherical-
harmonic-basis representation for light placement and assignment.
• Minimality of the Light Sources: The benefits of adding more discrepant lights
6
diminish with the total number of lights in the system. Another novel contri-
bution of our work is the notion of minimality of lights for a given view and
geometry and showing how this changes with simplifications of the geometry.
We explore further detail of how the geometry-dependent lighting framework
and its implementation determine lighting parameters for enhancing visualization
in Sections 2.2–2.4, and how the techniques for feature enhancement and efficient
computation help to elucidate local geometric details effectively and efficiently in
Section 2.5, and Sections 2.6 and 2.7.
1.3.3 Summary of Lighting Design Results
(a) (b)
Figure 1.2: (a) Consistent lighting with four lights at the front four vertices of a
cube, and (b) a Light Collage rendering with 4 lights. Material properties are the
same for both renderings.
Figures 1.2 and 1.3 show the rendering results using our Light Collages system.
In Figure 1.2 (a), we show the result of traditional lighting on the skull model with
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(a) (b)
Figure 1.3: Light Collages for the Rouen Manuscript: (a) Rendered by four consis-
tent lights arranged at the front four corners of a cube, and (b) Rendered by Light
Collages with four lights using 25 SH coefficients.
four light sources placed at the front four vertices of a cube. Figure 1.2 (b) shows
the same skull model rendered by Light Collages with four automatically-placed
lights. We have used the same lighting and material properties for generating the
two images. As you can see in (a), the specular highlight from consistent lighting will
sometimes cause large bright areas on flat regions, while highlights from our methods
(b) are only on highly curved regions. This helps elucidate geometry details. The
proximity shadow cast by the upper cheek bone in Figures 1.2 (b) nicely illustrates
the depth relationship between these two regions of the skull. Naive consistent
lighting as shown in Figures 1.3 (a) fails to capture the fine details of the characters
and the subtle variations and wrinkles in the manuscript. Figure 1.3(b) nicely shows
these subtle variations in the geometry with our geometry-dependent discrepant
lighting.
8
We use spherical harmonics for efficiently storing and computing light place-
ment and assignment. Table 1.1 shows how much we could improve the computation-
time efficiency through the spherical-harmonic representation compared with a di-
rect computation at 12K uniformly-distributed directions. As one can see, the
spherical-harmonic method with 5 bands is almost 20 times faster than the direct
computation. Further, since we only need to store 25 spherical-harmonic coefficients
per vertex instead of over 12K directional samples, our spherical-harmonic-based
lighting design approach reduces the required memory by a factor of over 500.
Table 1.1: Run Times for Light Collages
Model Skull (33K verts) Pelvis (17K verts)
SH Bands Time (sec) Time (sec)
2 4.04 2.54
3 5.30 3.41
4 8.05 5.19
5 13.42 7.11
6 19.85 12.05
7 29.58 16.62
8 42.81 23.63
9 60.36 35.51
10 81.30 43.72
Direct Computation 234.17 138.82
1.4 Mesh Saliency
1.4.1 Problem Definition
We have witnessed significant advances in the theory and practice of 3D graph-
ics meshes over the last decade. These advances include efficient and progressive
representation [38, 47], analysis [53, 64, 93], transmission [4], and rendering [59] of
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very large meshes. Much of this work has focussed on using mathematical measures
of shape, such as curvature. The rapid growth in the number and quality of graphics
meshes and their ubiquitous use in a large number of human-centered visual comput-
ing applications, suggest the need for incorporating insights from human perception
into mesh processing. Although excellent work has been done in incorporating prin-
ciples of perception in managing level of detail for rendering meshes [58, 78, 99],
there has been less attention paid to the use of perception-inspired metrics for pro-
cessing of meshes. Our goal in this dissertation is to bring perception-based metrics
to bear on the problem of processing and viewing 3D meshes.
1.4.2 Our Approach
(a) (b) (c)
Figure 1.4: Curvature alone is inadequate for assessing saliency since it does not
adequately consider the local context. Image (a) shows a part of the right leg of the
Stanford Armadillo model. Image (b) visualizes the magnitude of mean curvatures
and (c) shows our saliency values. While (b) captures repeated textures and fails to
capture the knee, (c) successfully highlights the knee.
Purely geometric measures of shape such as curvature have a rich history of
use in the mesh processing literature. For instance, Heckbert and Garland [36]
show that their quadric error metric is directly related to the surface curvature.
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Mesh simplifications resulting from minimizing the quadric errors result in provably
optimum aspect ratio of triangles in the L2 norm, as the triangle areas approach
zero. However, a purely curvature-based metric may not necessarily be a good metric
of perceptual importance. For example, a high-curvature spike in the middle of a
largely flat region will be likely perceived to be important. However, it is also likely
that a flat region in the middle of densely repeated high-curvature bumps will be
perceived to be important as well. Repeated patterns, even if high in curvature, are
visually monotonous. It is the unusual or unexpected that delights and interests. As
an example, the textured region with repeated bumps in the leg of the Armadillo
shown in Figure 1.4(a) is arguably visually less interesting than an isolated but
smooth feature such as its knee (Figure 1.4(c)).
In this dissertation, we introduce the concept of mesh saliency [57], a measure
of regional importance, for 3D meshes, and present a method to compute it. Our
method to compute mesh saliency uses a center-surround mechanism. We use the
center-surround mechanism because it has the intuitive appeal of being able to
identify regions that are different from their surrounding context. We are also
encouraged by the success of these mechanisms on 2D problems.
We expect a good model of saliency to operate at multiple scales, since what
is interesting at one scale need not remain so at a different scale. A good saliency
map should capture the interesting features at all perceptually meaningful scales.
Figure 1.5(a) shows a saliency map at a fine scale where small features such as
the nose and mouth have high saliency, while a saliency map at a larger scale
(Figure 1.5(b)) shows the eye to have a higher saliency. We use these observations to
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(a) (b)
Figure 1.5: Saliency is relative to the scale. Image (a) shows the saliency map of
the Cyberware Dinosaur head at a small scale, and image (b) shows the map of its
saliency at a larger scale. In image (a), the small-scale saliency highlights the small
features such as nose and mouth and in image (b), the large-scale saliency identifies
a larger feature such as the eye.
define mesh saliency in a scale-dependent manner using a center-surround operator
on Gaussian-weighted mean curvatures. We observe that such a definition of mesh
saliency is able to capture what most would classify as visually interesting regions
on a mesh. A number of tasks in graphics can benefit from a computational model
of mesh saliency. In this dissertation we explore the application of mesh saliency
to mesh simplification, view selection, and lighting in Sections 3.3 and 3.4, and
Chapter 4.
The main contributions of this dissertation on mesh saliency are:
1. Saliency Computation: There can be a number of definitions of saliency
for meshes. We outline one such method for graphics meshes based on the
Gaussian-weighted center-surround evaluation of surface curvatures. Our method
has given us very promising results on several 3D meshes.
2. Salient Simplification: We discuss how traditional mesh simplification meth-
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(a) (b)
Figure 1.6: Mesh Saliency: Image (a) shows the Stanford Armadillo model, and
image (b) shows its mesh saliency.
ods can be modified to accommodate saliency in the simplification process.
Our results show that saliency-guided simplification can easily preserve visu-
ally salient regions in meshes that conventional simplification methods typi-
cally do not.
3. Salient Viewpoint Selection: As databases of 3D models evolve to very
large collections, it becomes important to automatically select viewpoints that
capture the most salient attributes of objects. We present a saliency-guided
method for viewpoint selection that maximizes visible saliency.
4. Salient Lighting: Lighting has long been used in art and scientific illustra-
tions to enhance our perception of shape as well as important features. We
discuss a saliency-guided modification of the lighting pipeline to emphasize
salient regions.
We foresee the computation and use of mesh saliency as an increasingly im-
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Original 99% Simplification by Qslim
Saliency 99% Simplification guided by saliency
Figure 1.7: 99% Simplification of the human face
portant area in 3D graphics. As we engage in image synthesis and analysis for ever
larger graphics datasets and as the gap between processing capabilities and memory-
access times grows ever wider, the need for prioritizing and selectively processing
graphics datasets will increase. Saliency can provide an effective tool to help achieve
this.
1.4.3 Summary of Mesh Saliency Results
Figure 1.6 shows the mesh saliency for the Stanford Armadillo model. Our
approach for computing saliency classifies repeating patterns as non-salient. There-
fore, high-curvature regions such as the repeated bumps on the legs of the Armadillo
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(a) (b)
Figure 1.8: Image (a) shows a viewpoint selected by maximizing visible saliency, and
image (b) shows a viewpoint selected by maximizing visible mean curvature. Since
saliency negates the repeated hair texture in image (a), the method based on saliency
selects the more interesting region of face instead of the top of the head.
model in Figure 1.6 have low saliency. David’s hair in Figure 1.8 also shows an ex-
ample of repeating patterns with a high curvature and a low saliency.
We have shown the applicability of mesh saliency to several tasks in graphics
including mesh simplifications, viewpoint selection, and lighting design. Figure 1.7
shows the result of our saliency-guided simplification method. We have modified
Qslim [25] by multiplying mesh saliency to the quadric errors for rescheduling the
edge contractions. Figure 1.7 shows that our method preserves more triangles on
the interesting regions such as eyes, nose, mouse, and ears of the human face model.
Figure 1.8 shows that our saliency-based method selects a more pleasing view for
the David’s head model than a curvature-based method. We have also used saliency
for emphasizing salient regions by using varying illumination parameters based-on
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(a) (b)
Figure 1.9: Rendering of Ecoli membrane channel: (a) shows a rendering with con-
ventional lighting, and (b) shows a saliency-guided rendering. Our saliency-guided
rendering clearly shows the central channel as well as the oblique clefts on the side
which are not shown with traditional local illumination. Data for this channel is
courtesy S. Sukharev [92].
the saliency. In Figure 1.9, our salient lighting shows the central channel as well as
the oblique clefts on the side of the Ecoli membrane channel.
1.5 Outline of the Dissertation
The remainder of this dissertation is organized as follows. Chapter 2 describes
how we use the framework of geometry-dependent lighting for effectively visualizing
the shape of 3D objects. We describe detailed algorithms of Light Collages system
as well as techniques for efficient computation. In Chapter 3, we introduce our
perception-inspired metric, mesh saliency, as a measure of regional importance for
graphics meshes. We discuss how mesh saliency can be incorporated into graphics
applications such as mesh simplification and viewpoint selection and present ex-
amples that show visually appealing results from using mesh saliency. Chapter 4
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describes our approach to change the lighting guided by saliency for focusing the
user’s attention on salient regions by illumination-based emphasis. Finally, Chap-
ter 5 suggests several ideas for future directions.
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Chapter 2
Geometry-dependent Lighting
Artists and illustrators enhance perception of features with lighting that is
locally consistent and globally inconsistent. Recent research by Ostrovsky et al. [67]
suggests that our brain perceives the shape-from-shading cues locally and does not
use large regions of the visual field for shape-from-shading analysis. Inspired by
these techniques, we introduce geometry-dependent lighting that allows lighting pa-
rameters to be defined independently and possibly inconsistently over an object or
scene based on the local geometry. We present and discuss Light Collages, a lighting
design system with geometry-dependent lights for effective feature-enhanced visual-
ization. Our algorithm segments the objects into local surface patches and places
lights that are locally consistent but globally discrepant to enhance the perception of
shape. We further enhance the perception of features using silhouette enhancement
and proximal depth shadows. We use spherical harmonics for efficiently storing and
computing light placement and assignment. We also outline a method to find the
minimal number of light sources sufficient to illuminate an object well with our
globally discrepant lighting approach.
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2.1 Previous and Related Work
In photography, cinematography, and stage lighting, the specification of light
position, direction, color, intensity, and type determines the appearance of the re-
sulting scene. Kahrs et al. [44] have summarized the lighting design approaches for
computer animation. They distinguish between logical and pictorial lights. Logical
lights are motivated by actual sources of light in a scene that the viewer can see
or imply. For example, the key light is used in a scene as the primary source of
illumination. In addition to logical lighting cinematographers use pictorial lighting
for enhancing the artistic aesthetics of the scene. For example, back or rim lights are
used to separate the object from the background, and fill lights are used to soften
and fill the shadows.
Much of the current work on lighting design in 3D graphics and visualiza-
tion has focused on determining the parameters for logical lights and has generally
overlooked pictorial lighting. We classify the lighting design methods for graph-
ics as either direct or indirect. Conventional lighting design methods are direct –
they require a user to directly specify the lighting parameters. The user starts out
by specifying an initial set of lighting parameters and then visually evaluates the
results. The lighting parameters are then changed iteratively till the graphics ren-
dering converges to a desired output. Although the visual results from using a direct
light specification may be satisfactory, the process itself leaves much to be desired.
First, direct lighting design is often iterative and time consuming. Second, it re-
quires a significant expertise on the part of the user to achieve desired visual effects
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from light placement, such as locations of highlights and shadows. The approach
of Design Galleries [62] addresses these shortcomings by using several user-specified
lighting parameters (excluding light placement), generating a set of renderings with
randomly placed lights, and having a user browse and hierarchically select the ren-
derings that are desirable. The LightKit system [33] allows a user to interactively
adjust lighting to enhance visualization. This system allows camera-relative lights
that include a dominant light, headlights, and backlights. The system also allows
the user to adjust the light color and warmth of lighting.
Indirect lighting design methods use scene properties that are either specified
by a user or procedurally estimated. In user-specified indirect lighting design, the
user specifies the desired highlights or shadows and the system then infers the light
placement to achieve them [15, 49, 70, 71, 82]. In procedural indirect lighting de-
sign, the system automatically infers light placement and parameters by optimizing
a set of perceptual criteria for a given view. Shacked and Lischinski [83] derive
light placement for up to two light sources by optimizing a perception-based im-
age quality objective function. Their objective function includes six terms that are
based on shading gradients, pixel luminance statistics, and illumination direction.
Gumhold [31] has developed a light-placement strategy by maximizing a perceptual
entropy objective function as measured from a rendered image.
Although we have not come across prior work on physically-inconsistent light-
ing design for 3D graphics and visualization, there is a sizable literature on physically-
implausible lighting models collectively referred as non-photorealistic lighting. Gooch
et al. [28] have developed a lighting model that uses luminance and changes in hue to
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convey surface orientation, edges, and highlights. Sousa et al. [87] have incorporated
lighting into adaptive pen-and-ink stroke lengths to convey shape. Hamel [34] has
developed a lighting model that incorporates five components – standard lighting
with shadows, rim shadow lighting, curvature shading, transparency, and volume
illumination. Sloan et al. [85] have developed an effective method to transfer the
shading from one object to another using a sphere (environment map) as an in-
termediary. Anderson and Levoy [5] have used curvature- and accessibility-based
shading [66] to enhance the visualization of cuneiform tablets. Vicinity lighting [88]
improves upon the idea of accessibility shading by using uniform diffuse lighting
and occlusion by local occluders. Akers et al. [3] have used image composition with
sophisticated, spatially-varying light mattes to create compelling technical illustra-
tions from a set of photographs taken under different lighting conditions.
To the best of our knowledge, none of the previous work has tried to render
the same object with multiple light sources with each light source lighting a different
region of the object. In fact, the general advice seems to have been to illuminate
objects with a single light placed above and to the left of the object [90]. In this
chapter we discuss the idea of geometry-dependent lighting that involves lighting
different regions of an object with multiple light sources to render it in a more vi-
sually comprehensible manner, while retaining its traditional 3D-graphics-rendered
look and feel. Our goal is to provide effective visualization conveying a large number
of features such as local surface orientation, curvature, silhouettes, and fine texture.
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2.2 Light Collages Overview
Figure 2.1: Overview of our lighting design pipeline: The input model is segmented
using a curvature-based-watershed method into a set of patches. The light placement
function models the appropriateness of light directions for illuminating the model.
This is done by using the curvature-based segmentation as well as the diffuse and
specular illumination at every vertex. Lights are placed and assigned to patches based
on the light placement function. Silhouette lighting and proximity shadows are added
for feature enhancement.
The geometry-dependent lighting framework allows local regions to be illu-
minated by discrepant lights based on their local geometry. Our Light Collages
system automatically designs geometry-dependent lighting for a given view by plac-
ing directional light sources and assigning them to different regions of an object.
Let us define the problem more formally. Consider an object composed of n sur-
face patches P = {p1, p2, . . . , pn}. Let there be a set of m unknown light sources
L = {l1, l2, . . . , lm}. The problem we solve here is: Given P, m, and a viewer
position, generate L and a mapping M that pairs each light li ∈ L, 1 ≤ i ≤ m
to a subset of patches Pi ⊂ P that it lights, to best elucidate the local structure of
the object. Here, the subsets Pi are mutually exclusive and collectively exhaustive:
Pi ∩ Pj = ∅, 1 ≤ i, j ≤ m,
⋃m
i=1Pi = P . Then each patch pj ∈ Pi is assigned a
primary light source li = M(pj). We believe that the idea of best elucidation is
open to interpretation. There is strong evidence that conveying the local curvature
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information is important in shape perception. Girshick et al. [26] present several
compelling visual examples that show that placing line strokes along principal di-
rections of curvature are more effective than other directions. Additionally, user
studies on light source placement by Gumhold [31] have indicated that observers
tend to select light source directions that favor surface curvature elucidation.
The Light Collages system first segments the input model into a set of patches,
then places lights and assigns them to patches, and finally adds silhouette lighting
and proximity shadows for feature enhancement as illustrated in Figure 2.1. In the
sections 2.3–2.5, we discuss each stage of the Light Collages pipeline in detail.
2.3 Surface Segmentation
(a)
(b)
Figure 2.2: The watershed algorithm: First, we assign unique labels (patch IDs) to
local minimums. Next, imagine that we place a drop of water at a vertex that will
flow to the local curvature minimum. We assign the label of the local minimum to
the vertex where the water drop was placed. Figure shows (a) coarse and (b) fine
segmentation. For all models used in this dissertation, we use 7.5% of the range of
curvature difference as a threshold.
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We segment the input model into a set of patches to define the local regions
which will be lighted discrepantly. The segmentation of an object is a classical area
of research in computer vision and image processing. Any of the vast number of
segmentation algorithms can be used for object segmentation at this stage depending
on what the goals of the segmentation-based lighting design are. In this dissertation,
we segment the object into patches based on local curvature. The goal is to make
each patch be a collection of triangles with similar curvature values.
We first compute the mean curvature at each vertex of the input mesh as
the average of its two principal curvatures, which are computed using Taubin’s
method [93]. Then we segment using a simple watershed algorithm based on Mangan
and Whitaker’s method [60]. First, their method finds vertices with local curvature
minima and uses each of them as a seed for growing a new patch. The method then
iteratively assigns vertices to these patches. A path of steepest descent is computed
from each unassigned vertex till it reaches a seed vertex with a local curvature
minimum. The vertex is assigned to the patch corresponding to this seed vertex.
A watershed depth is computed for each patch based on the minimum difference
in curvature values between a boundary vertex and the seed vertex for that patch.
Patches whose watershed depth is below a threshold depth are merged. Figure 2.2
illustrates how the segmentation can be decreased or increased by respectively raising
or lowering the threshold depth as shown in Figures 2.2 (a) and (b). Figure 2.3(a)
shows the distribution of the curvature over the Skull model and Figure 2.3(b)
shows the results of our segmentation of the object into multiple surface patches:
P = {p1, p2, . . . , pn}.
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(a) (b)
Figure 2.3: In (a) we show curvature distribution over the Skull model. Convex
regions are shown brighter and concave regions are darker. Figure (b) shows the
results of our curvature-based segmentation.
2.4 Procedural Lighting Design
We assume that all the lights are white and directional. Our lighting design
algorithm proceeds in two interleaved phases. In one phase we identify the placement
of a light and in the other phase we assign the light to appropriate patches.
2.4.1 Light Placement Function
Curvature influences the illumination gradient across a surface and is an impor-
tant visual cue to shape. We use a combination of local lighting models to enhance
the appearance of high-curvature areas of an object from a given viewpoint. A spec-
ular highlight on a shiny surface can easily vanish with even small perturbations of
the viewing direction, surface normal, or light direction. For a low-curvature area,
the specular highlight hides the subtle geometric changes because of over exposure.
However, for a region with high curvature, the specular highlight is useful as it can
result in a sharp curvature-based highlight, and thus help illustrate object detail.
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Figure 2.4: A view-dependent weight function for each surface point is added to the
light placement function defined in the directional space (shown here by the large
circle). The light placement function models the appropriateness of placing a light
along a direction.
As an example, let us consider two points A and B on which we would like
to place specular highlights (Figure 2.4). If we have the freedom to place a direc-
tional light source along any direction, we would like to place it in a direction that
maximizes the possibility of having highlights on points A and B. We can infer
the light directions that will cause specular highlights to appear on points A and
B by using the view direction, the shape, and the material properties of an object.
Using the reciprocity principal, this is equivalent to shooting a ray of light from the
viewpoint to the points A and B, and having that light specularly reflect out to the
environment. The specularly reflected rays will result in a distribution around the
direction of mirror reflection as shown in Figure 2.4. The blue and orange blobs on
the upper left region of the circle represent the probability density function (PDF)
of the reflected ray along those directions. The total probability of a specular high-
light can be computed by the sum of the individual PDFs, as shown by the purple
curve. Thus, following the reciprocity principal, if we were to place a light source
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Figure 2.5: Specular weight function S(i,~l) is defined as the fall-off function around
the reflection vector ~R weighted by curvature.
in the direction where the purple curve has the largest value, we would get the best
highlights at both the points A and B for the given view position.
We extend the above ideas to define a light placement function P (
−→
l ) that
models the appropriateness of placing a light in the direction
−→
l . Such a light
placement function should include contributions from both specular as well as diffuse
illumination. Let P be the set of surface patches for an object. Let −→v be the view
vector,
−→
l be the light direction, and
−→
h be the halfway unit vector along the direction
−→
l + −→v . Further, let κi be the mean curvature, −→ni be the normal vector, and ~R
be the reflection of viewing direction ~v about the normal −→ni at a vertex i on the
surface. We define the specular weight function S for the vertex i with a shininess
s as: S(i,
−→
l ) =| κi | (−→ni · −→h )s. Figure 2.5 shows the specular weight function.
Given a view direction, we compute S(i,
−→
l ) for each vertex i and for a set
of uniformly-distributed light directions
−→
l . In our implementation we use 12K
uniformly-distributed directions
−→
l . However, the use of specular highlights alone
is not desirable, as shown by Gumhold [31]. In addition to specular lighting, we
would also like to consider diffuse lighting. We have designed the diffuse lighting
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Figure 2.6: Computation of diffuse weight function for a vertex with normal ~ni and
curvature intensity ci: First, (a) we define the set of light directions ~d ∈ D for which
~ni · ~d = ci. These directions ~d are shown by green arrows. Figure (b) shows the cosine
fall-off for each ~d ∈ D. (c) The diffuse weight function D(i,~l) is the upper envelope
(maximum) of the functions shown in Figure (b).
component of the light placement function to adapt to the local curvature on a
patch-by-patch basis. Figure 2.3(a) shows curvature distribution over the Skull
model. We define the curvature intensity ci at a vertex i to be its normalized mean
curvature, i.e. ci = (κi − κmin)/(κmax − κmin), where κi is the mean curvature at
vertex i, and κmax and κmin are the maximum and minimum values of the mean
curvature among all the vertices of the input mesh, respectively. For a vertex i with
normal vector −→ni , let D be the set of light directions whose diffuse color is same as
the curvature intensity ci: D = {−→d |−→d · −→ni = ci}.
We define the diffuse weight function D(i,
−→
l ) for vertex i in the direction of
−→
l such that the diffuse illumination at vertex i is similar to the curvature intensity
ci. We compute it as the upper envelope (maximum) of the dot product between
−→
l
and all
−→
d ∈ D as: D(i,−→l ) =Max
−→
d ∈D
−→
l · −→d . This is shown in Figure 2.6.
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(a) (b)
Figure 2.7: The light placement function P (~l) is computed in Figure (a) by adding
diffuse and specular weight functions. Figure (b) shows the flowchart of the process
for light placement and assignment.
The light placement function can be computed as the sum of specular and
diffuse weight functions over all surface points. For any light direction
−→
l the value
of the light placement function P (
−→
l ) along that direction is given by:
P (
−→
l ) =
∑
i
(S(i,
−→
l ) +D(i,
−→
l ))
2.4.2 Light Placement and Assignment
We select the best m lights L = {l1, l2, ..., lm} by using the light placement
function P (
−→
l ), as follows. We identify the light direction
−→
l that maximizes P (
−→
l ).
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(a) (b) (c)
Figure 2.8: Partial surface lighting with (a) first light, and (b) first two lights, and
(c) eight lights. The red arrows show the light directions. The dark regions in (a)
and (b) are the patches not lighted by the current partial lights. No blending is used
here.
We select this to be the direction of the first light l1. We then identify the patches
which will be lighted by the light l1. For any light lk ∈ L and patch p ∈ P, let Sp be
the set of points that are on p and let Ii(lk) be the illuminated intensity at vertex
i ∈ Sp due to light lk. We define a function E(p, lk) that measures the similarity of
the illuminated intensity Ii(lk) for vertices i in the patch p to its curvature intensity
as:
E(p, lk) =
∑
i∈Sp
(Ii(lk)− ci)2
For the first light l1, we assign l1 to a patch p ∈ P whenever E(p, l1) is
less than a threshold τ (currently we use τ = 0.15), i.e. M(p) = l1. We deduct
the contributions of the vertices in the patches lighted by this light l1 from the
light placement function. We repeat this process until m lights are selected. For
each unlit patch, the light lk which minimizes E(p, lk) is assigned to p : M(p) =
argmin
lk∈L
E(p, lk). Figures 2.8 (a)–(c) show the lighting with one, two, and eight
lights. Patches that are not lighted are shown dark without any blending with the
neighboring patches.
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2.4.3 Illumination Blending
Our Light Collages framework allows patches to be assigned different lights
even though the patches are adjacent. A straightforward implementation of this
idea might result in sharp visual discontinuities across patch boundaries that are
lighted differently. Such shading discontinuities are disconcerting especially when
they occur in absence of shape discontinuities. To alleviate such visual artifacts we
blend illumination from neighboring patches. As mentioned earlier, every vertex i
in a patch pj is illuminated by light M(pj). The blended illumination at a vertex
i is a weighted sum of illuminations from the primary lights for all the patches Nj
that are next to pj: Nj = {pk | ∂pj ∩ ∂pk 6= ∅}, where ∂pj denotes the boundary
of patch pj. Let the primary light for patch pk ∈ Nj be given by lk = M(pk). Let
the weight of vertex i with respect to the primary light of patch pk be based on the
distance function d() of vertex i from the boundary ∂pk and be given by:
wik ∝ 1
1 + d(i, ∂pk)
We define the distance d(i, ∂pj) to be zero for a vertex inside or on the bound-
ary of the patch pj. Therefore, the weight of a vertex i inside patch pj is wij = 1.
The distribution of the blending weights at vertices around a patch is shown in
Figure 2.9.
A simple weighted sum of illuminations may increase the overall brightness
which tends to result in diminishing the visual discriminability amongst object fea-
tures. To balance the rendering brightness we normalize the illumination with the
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Figure 2.9: Figure shows the weights for blending illumination. The lower mesh
shows the patch (in blue) and its neighborhood. For each vertex of the lower mesh,
the vertex of the upper mesh vertically above it represents the blending weight. Note
that the weight stays constant over the patch and then gradually falls off.
blending weights for a given vertex. Let the illumination at vertex i due to light lk
be given by Ii(lk) as defined in Section 2.4.2. Then, the final illumination formula
for a vertex i in patch pj with neighbors Nj is given by:
Ii =
∑
k wikIi(lk)∑
k wik
, pk ∈ Nj, lk =M(pk)
2.5 Feature Enhancement
2.5.1 Silhouette Enhancement
Usually silhouettes characterize large depth discontinuities. Therefore, a well-
defined silhouette makes an object easier to comprehend by making it more easily
distinguishable from its surroundings. Cinematographers use backlights for separat-
ing the foreground from the background. They traditionally place backlights behind
an object to generate a thin rim of light around its silhouette. Backlights are also
called rim, hair, or separation lights. In particular, the lights at the three-quarters-
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(a) (b) (c)
Figure 2.10: Rendering (a) without, and (b), (c) with silhouette lighting. (1 −
~ni · ~v)u is used as the silhouette light’s weight factor. (b) and (c) show silhouette
enhancement with u = 4 and u = 2 respectively.
back position are called as kicker lights [44].
To distinguish an object from its background, we produce a dark silhouette for
a bright background and a bright silhouette for a dark background. We use a simple
fall-off formula weighted by ωs = (1−−→ni · −→v )u, for adding an additional silhouette
light at vertex i with normal −→ni and view direction −→v . The results of incorporating
black silhouette lighting appear in Figure 2.10. We compute the silhouette-enhanced
illumination as the linear blend of the silhouette lighting Hi weighted by ωs and the
existing illumination: (1− ωs)Ii + ωsHi.
2.5.2 Proximity Shadows
Perception of depth through carefully placed shadows is an important visual
cue for comprehending the spatial relationships between objects. As an example, it
may be difficult to distinguish two surface patches if they have similar illumination
but different distances from the viewer and partially overlap in space as seen by the
viewer. However, if the front patch casts a visible shadow on the other patch, their
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(a) (b) (c)
Figure 2.11: Figure (a) shows a pelvis model rendered without proximity shadows.
The illumination provides only a weak depth cue for the two overlapping regions
inside the circle. Figure (b) shows depth discontinuity curves, where adjacent pixel
depths differ by more than a threshold, in blue. The arrows show the average gra-
dients of discontinuity curves. Figure (c) shows the proximity shadows cast by the
discontinuity curves in (b).
spatial relationship immediately becomes clear. Such pairs of visible patches result
in a depth discontinuity that usually occurs along one or more silhouette curves as
shown in Figure 2.11 (b). We use proximity shadows to show the relative distance
between the two overlapping patches if the eye-space distance between them is within
a predefined threshold.
To compute proximity shadows, we first identify the depth discontinuity curves
by comparing the value of each pixel in the depth map with its neighbors. We then
generate a shadow light direction for each depth discontinuity curve by using the
depth gradient. The shadow light direction is determined by rotating the direction
vector to the viewer by a small angle θ towards the average depth-gradient direction
as shown in Figure 2.12. Finally we use the shadow light direction in a shadow map
to cast proximity shadow for the depth discontinuity curve. We repeat this for all
depth discontinuity curves.
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Figure 2.12: The placement of a light for proximity shadow: At each depth disconti-
nuity curve of the depth map, a light for the proximity shadow is placed by rotating
a vector to the viewer by an angle θ along the direction of the local gradient.
While casting proximity shadows, we have to be aware that a narrow region
might cause a problem if it has depth discontinuities on multiple sides. If we cast
shadows of this region in each direction, it can produce a somewhat disconcerting
effect as shown in Figure 2.13(b). For such situations one can use any heuristic that
consistently picks one side of the region over the others. Examples of such heuristics
may include picking the side of the discontinuity region that is on the left and the
top, or pick the side of the discontinuity region that has more surface points on the
discontinuity curve (refer Figure 2.13(c)).
2.6 Efficient Computation by Spherical Harmonics
The light placement and light assignment stages are the most time consuming
in our lighting design pipeline. In this section, we discuss how to speed up the overall
system by efficiently computing and updating the light placement function using
35
(a) (b) (c)
Figure 2.13: Avoiding conflicts in proximity shadows: (a) Depth discontinuity curves
arise along both sides of the upper cheek bone. (b) The discontinuity curves result in
proximity shadows on both sides of bone that might appear disconcerting. (c) This
can be fixed by eliminating one of the two proximity shadows.
the spherical-harmonic-basis representation. The Light Collages process described
in Section 2.4 takes a few hundred seconds for a model with tens of thousands of
vertices. It is reasonable running time for one-time image generation, but not fast
enough for interactive visualization or generation of a large number of images. Also,
we might want to store the precomputed light placement functions for interactive
rendering. In that case the current representation will need large amounts of storage.
Spherical harmonics (SH) can encode a function defined over a sphere with
orthonormal basis functions. Spherical harmonics can represent any function with
representational accuracy related to the number of coefficients used. Since our light
placement functions and weight functions are defined on a sphere, we can encode
them using spherical harmonics. Moreover, since our light placement function and
weight functions are low frequency, we can represent them with a small number of
spherical harmonic coefficients resulting in efficient storage and computation.
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2.6.1 Spherical Harmonics Background
The spherical-harmonic (SH) basis functions (Figure 2.14) with the parametriza-
tion (x, y, z) = (sinθcosϕ, sinθsinϕ, cosθ) are defined as
yml (θ, ϕ) =


√
2Kml cos(mϕ)P
m
l (cosθ), m > 0
√
2Kml sin(−mϕ)P−ml (cosθ), m < 0
√
2K0l P
0
l (cosθ), m = 0
where Pml are the associated Legendre polynomials and K
m
l are defined as:
Kml =
√
(2l + 1)(l − |m|)!
4π(l + |m|)!
We can project a scalar function f defined on a sphere onto its SH coefficients
h, through the integral: h(m, l) =
∫
f(s)yml (s)ds, where s represents directions
(θ, ϕ).
We approximate the function f with these coefficients h by using n SH bands:
f˜(s) =
n−1∑
l=0
l∑
m=−l
h(m, l)yml (s)
We can usually save space for storing the function f by using spherical har-
monics since we can approximate the original function with a small number of SH
coefficients depending on the accuracy we need. Figure 2.14 shows the first nine SH
basis functions.
Since the SH basis functions are orthonormal, we can compute many operations
such as addition, subtraction, and inner product between two functions efficiently
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by applying the operations to the SH coefficients of the functions. For example, let
hf and hg be the SH coefficients of two functions f and g. We can compute the SH
coefficients of f + g by simply adding hf and hg. Therefore, we can approximate
f + g with hf + hg, i.e. (f˜ + g˜)(s) =
∑n−1
l=0
∑l
m=−l(hf (m, l) + hg(m, l))y
m
l (s).
Figure 2.14: Spherical harmonic basis functions of the first three bands: Absolute
values of basis functions are plotted as distances from the center. Positive values
are painted in blue, and negative values are painted in red.
Spherical harmonics are rotationally invariant. This means that if we rotate
a spherical-harmonic representation of a function, it will be exactly the same as
the spherical harmonic representation of the rotated function. Let R be a rotation
operator and SH(f) be the spherical-harmonic representation of a function f . Then
we can denote the rotationally-invariant property as: SH(R(f)) = R(SH(f)). The
following matrix shows the structure of a spherical harmonic rotation matrix.
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R =


1 0 0 0 0 0 0 0 0 . . .
0 X X X 0 0 0 0 0 . . .
0 X X X 0 0 0 0 0 . . .
0 X X X 0 0 0 0 0 . . .
0 0 0 0 X X X X X . . .
0 0 0 0 X X X X X . . .
0 0 0 0 X X X X X . . .
0 0 0 0 X X X X X . . .
0 0 0 0 X X X X X . . .
...
...
...
...
...
...
...
...
...
. . .


The rotational-invariance property of spherical harmonics enables us to rotate
a function by multiplying a rotation matrix to the vector of SH coefficients. There
are several methods for computing this matrix by using recurrence relations [9, 14,
42]. We use Blanco et al.’s method [9] for fast rotations of spherical harmonic
representations. Their method incrementally computes a rotation matrix of real
spherical harmonics by using the recursive relations between matrix components for
adjacent bands.
We can describe an arbitrary 3D rotation in terms of Euler angles (α, β, γ)
rotated in the order of Z, Y , and Z axis. Let dlm,n be the element at the row m and
column n of the rotation matrix R for the spherical-harmonic band l. Then Blanco
et al. [9] denote R as:
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R =


d00,0 0 0 0 0 0 0 . . .
0 d1−1,−1 d
1
−1,0 d
1
−1,1 0 0 0 0 0 . . .
0 d10,−1 d
1
0,0 d
1
0,1 0 0 0 0 0 . . .
0 d11,−1 d
1
1,0 d
1
1,1 0 0 0 0 0 . . .
0 0 0 0 d2−2,−2 d
2
−2,−1 d
2
−2,0 d
2
−2,1 d
2
−2,2 . . .
0 0 0 0 d2−1,−2 d
2
−1,−1 d
2
−1,0 d
2
−1,1 d
2
−1,2 . . .
0 0 0 0 d20,−2 d
2
0,−1 d
2
0,0 d
2
0,1 d
2
0,2 . . .
0 0 0 0 d21,−2 d
2
1,−1 d
2
1,0 d
2
1,1 d
2
1,2 . . .
0 0 0 0 d22,−2 d
2
2,−1 d
2
2,0 d
2
2,1 d
2
2,2 . . .
...
...
...
...
...
...
...
...
...
. . .


Blanco et al.’s method [9] computes the elements of R for the bands 0 and 1
analytically. They then compute the elements for further bands using symmetric
properties as well as recursive relations between elements:
dlm,m′ =
l(2l − 1)√
(l2 −m2)(l2 −m′2){(d
1
0,0 −
mm′
l(l − 1))d
l−1
m,m′
−
√
[(l − 1)2 −m2][(l − 1)2 − (m′)2]
(l − 1)(2l − 1) d
l−2
m,m′} (2.1)
dll,l = d
1
1,1d
l−1
l−1,l−1 (2.2)
dl−1l−1,l−1 = (ld
1
0,0 − l + 1)dl−1l−1,l−1 (2.3)
dll,m−1 = −
√
l +m
l −m+ 1tan
β
2
dll,m (2.4)
dll−1,m−1 = −
lcosβ −m+ 1
lcosβ −m
√
l +m
l −m+ 1tan
β
2
dll−1,m (2.5)
(2.6)
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2.6.2 SH-Based Light Placement and Assignment
We can efficiently represent and compute the light placement function by using
spherical harmonics. Let h(l,m) be the spherical-harmonic coefficients for represent-
ing the light placement function P : h(l,m) =
∫
P (s)yml (s)ds. We approximate the
light placement function P with the coefficients as:
P˜ (s) =
n−1∑
l=0
l∑
m=−l
hi(m, l)y
m
l (s)
Recall from Section 2.4 that the overall light placement function is a sum of
specular and diffuse weight functions from each vertex. We observe that given two
vertices i and j with the same curvature but different normals, the weight functions
(diffuse and specular) of vertex i can be computed by rotating the corresponding
weight functions (diffuse and specular) of vertex j. Therefore, we can pre-compute
the spherical-harmonic representations of the weight functions for each curvature
value and simply rotate them according to the per-vertex normals. This is signifi-
cantly more efficient than repeatedly projecting every vertex’s specular and diffuse
weight functions into spherical-harmonic coefficients.
First, we pre-compute the specular and diffuse weight functions for a canonical
normal −→n0 for each curvature intensity c. We currently sample c uniformly in the
range 0 to 1. Let the specular and diffuse weight functions for −→n0 be represented by
spherical-harmonic coefficients f0(l,m, c) and g0(l,m, c), respectively:
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f0(l,m, c) =
∫
S(0, s)yml (s)ds
g0(l,m, c) =
∫
D(0, s)yml (s)ds
Second, for each vertex i, we find the pre-computed specular and diffuse weight
functions whose curvature value is closest to the vertex’s curvature value ci. We
rotate these weight functions to get the weight functions of the vertex i. Let R0→i
be the spherical-harmonic rotation matrix that is equivalent to the rotation of −→n0
to the normal −→ni of vertex i. Then we compute the spherical-harmonic coefficients
fi(l,m) and gi(l,m) as:
fi(l,m) = R0→if0(l,m, ci)
gi(l,m) = R0→ig0(l,m, ci)
We compute the spherical-harmonic coefficients of the light placement function
by adding the fi(l,m) and gi(l,m) for all vertices:
h(l,m) =
∑
i
(fi(l,m) + gi(l,m))
In Section 2.4-B, we discussed an iterative scheme for identifying the best light
source directions using the light placement function. According to this scheme we
42
identify a light li and assign it to patches pj best lighted by it. We then deduct from
the light placement function, the contributions from the weight functions of all the
vertices in the patches pj lighted by light li. We do this directly with the spherical-
harmonic coefficients of the light placement and per-vertex weight functions. Since
the spherical harmonic functions define an orthonormal basis, we simply subtract the
spherical-harmonic coefficients of the per-vertex weight functions from the spherical-
harmonic coefficients of the light placement function.
2.7 Minimality of the Light Sources
Figure 2.15: The image differences with different numbers of light sources (Skull
Model)
The choice of an appropriate number of discrepant light sources is important
and requires trade-offs between quality and efficiency. If we arbitrarily choose the
number of discrepant light sources, our rendered image may be of an undetermined
quality for different objects. If we choose too many lights, we will pay for the extra
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run-time lighting costs and if we choose too few lights we may not have an adequate
number of lights to show the fine geometric detail.
The Light Collages framework selects light sources incrementally. We examine
the incremental improvement in the quality of the image by adding an extra light.
If the image improvement (measured as the root-mean-square difference) is small
enough we can stop adding light sources. In this dissertation, we stop adding light
sources when fewer than 2% of the screen pixels change by less than 2% of their
color range. For example, if we use a screen with a 1024× 768 resolution and 8-bit
colors, less than 16K pixels are allowed to vary by less than 5 out of 256 color
values. In this case, the RMSD threshold works out to be 2.8 × 10−3. The graph
in Figure 2.15 shows that 8 lights suffice for the Skull model. We note that in
Figure 2.15 the image differences are nearly independent of the number of spherical-
harmonic coefficients. Therefore, efficient computation by using low-band spherical-
harmonic representation is quite appropriate for determining the number of light
sources.
Discrepant lighting by more lights increases the geometric detail that we can
see. This improvement diminishes for a given geometric level of detail after a certain
number of lights have been added (see Figure 2.16(d)). This leads us to believe that
it should be possible to relate the level of detail for lighting with the level of detail
for geometry. Thus, less-detailed lighting should suffice for less-detailed geometry
whereas higher-detailed geometry should require higher-detailed lighting. Just as
the geometric level-of-detail systems manage the complexity of geometry based on
parameters such as the viewer position relative to the object one should manage the
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(a) 9K vertices (b) 27K vertices
(c) 106K vertices (d)
Figure 2.16: Minimality of light sources for varying levels of detail in geometry:
Images (a), (b), and (c) show Light Collages rendering of Dama De Elche model
represented with 9K, 27K, and 106K vertices. Image (d) shows the image differences
with different numbers of light sources for each level of detail. In general, a mesh
with less detail requires fewer discrepant lights than a mesh with more detail. Meshes
with 9K, 27K, and 106K vertices select 2, 3, and 5 lights with our system.
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lighting level of detail based on the geometry and viewing parameters. Figures 2.16
(a), (b), and (c) show Light Collages rendering of the Dama De Elche model at
different geometric levels of detail. Figure 2.16(d) shows that a higher level of detail
in geometry requires more lights than a less-detailed geometry.
2.8 Results
Figures 2.17 and 2.18 show the visualization results using our system. The
manuscript dataset used in Figure 2.17 was provided to us by Paul Debevec at USC
and scanned by XYZ RGB Inc. The manuscript is a 177×163mm page from a 15th
century “Book of Hours” produced near Rouen in France. The scanned manuscript
has an accuracy of 100µm horizontally and vertically, and 3µm along the depth.
At a depth resolution of 3µm, the scan is detailed enough to lift the impressions
of the ink. Naive consistent lighting as shown in Figures 2.17 (a) and (b) fails to
capture the fine details of the characters and the subtle variations and wrinkles in
the manuscript. Figure 2.17(c) nicely shows these subtle variations in the geometry
with our geometry-dependent discrepant lighting. We have used the same lighting
models and material properties for generating all the three images. As you can see in
(a), the specular highlight from consistent lighting will sometimes cause large bright
areas on flat regions, while highlights from our method (c) are only on highly curved
regions. This helps elucidate geometry details. In Figure 2.18(a) we show the result
from lighting the Pelvis model by consistent lighting with 4 lights, and (b)–(d) show
the results by Light Collages. The proximity shadow cast by the sacrum and the
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(a) (b)
(c)
Figure 2.17: Light Collages for the Rouen Manuscript: (a) Rendered by one con-
sistent light placed along the view direction, (b) Rendered by four consistent lights
arranged at the front four corners of a cube, and (c) Rendered by Light Collages
with four lights using 25 SH coefficients.
47
(a) (b)
(c) (d)
Figure 2.18: Lighting design for the Pelvis model. We used 25 SH coefficients for
generating images (b)–(d). (a) shows consistent rendering with four lights at the
front four vertices of a cube, and (b) shows Light Collages rendering by 4 lights. In
image (c), we further added silhouette lighting, and in (d) we further added proximity
shadows.
right coxal bone in Figure 2.18(d) nicely illustrates the depth relationship between
adjacent regions of the pelvis.
We have reduced the computation time for each vertex to be proportional
to the number of spherical-harmonic coefficients instead of the number of direc-
tional samples. In this dissertation we have used 12518 (approximately 12K) direc-
tions. The important question that remains to be addressed is how many spherical-
harmonic coefficients are necessary to give us an acceptable level of accuracy. To
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(a)
(b)
Figure 2.19: We show the difference from using spherical harmonics compared to
direct evaluation over 12K uniformly distributed light directions for the 33K vertex
Skull model. Figure (a) shows the root-mean-square difference between direct and
spherical-harmonic evaluation of the normalized light placement function. Figure
(b) shows the root-mean-square difference between images resulting from lighting
design with direct computation and with spherical harmonics.
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address this, we compared the accuracy of the lighting design process with and with-
out spherical harmonic representations. To compare the accuracy in representing
the light placement function, we first normalized the light placement function to be
in the range 0 to 1. Then, for each of the approximately 12K light directions we
computed the difference between direct evaluation and the spherical-harmonic eval-
uation, and used these to compute the overall root-mean-squared difference. This is
shown in Figure 2.19(a) over an increasing number of spherical-harmonic bands for
the Skull model. The number of spherical-harmonic coefficients used is the square
of the number of bands used. In Figure 2.19(b) we show the root-mean-square dif-
ference between images of the Skull model rendered using lighting design with and
without spherical harmonics.
Table 2.1: Run Times for Light Placement and Assignment
Model Skull (33K verts) Pelvis (17K verts)
SH Bands Time (sec) Time (sec)
2 4.04 2.54
3 5.30 3.41
4 8.05 5.19
5 13.42 7.11
6 19.85 12.05
7 29.58 16.62
8 42.81 23.63
9 60.36 35.51
10 81.30 43.72
Direct Computation 234.17 138.82
As you can see in Figures 2.19 and 2.20, the error is reduced significantly when
the number of spherical harmonic bands is five or greater. We report the timings for
light placement and assignment in Table 2.1. These times are for a Pentium IV, 1.5
GHz system with 1GB RAM. As one can see, the spherical-harmonic method with
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(a) 22 SH coefficients (b) 52 SH coefficients
(c) 82 SH coefficients (d) Direct Computation
Figure 2.20: Lighting for Skull: (a)–(c) show Light Collages rendering with various
spherical harmonic coefficients, and (d) shows the result with direct computation.
5 bands is almost 20 times faster than the direct computation. Further, since we
only need to store 25 spherical-harmonic coefficients per vertex instead of over 12K
directional samples, our spherical-harmonic-based lighting design approach reduces
the required memory by a factor of over 500.
2.9 Conclusions
We have introduced the concept of geometry-dependent lighting which allows
discrepant lights dependent on local geometry to only affect local regions. Our Light
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Collages system uses geometry-dependent lighting for automatic lighting design for
effective visualization of scientific datasets. Our method relies on using multiple
light sources that can be used for accurate local lighting on surfaces, with possible
global inconsistencies.
The human visual system is remarkably adept at inferring shape from largely
local cues and recent research [67] suggests that inconsistencies in illumination may
not be resolved at a low level. However, it is also believed that the human visual
system has a strong preference for a single illumination from above which if violated
may lead to incorrect perception of shape [74]. Elder et al. [21] reconcile these by
suggesting that for simple objects and scenes the low-level human visual system
might expect and process consistent illumination but for more complex scenes and
objects, with multiple light sources and inter-reflections, discrepancies in illumina-
tions might require higher-level processing. We find it interesting that our results
on minimality of the number of light sources derived by our Light Collages system,
show an increase in the number of discrepant lights with increasing geometric de-
tail. However, in the absence of an adequate computational model that can reconcile
these opposing points of view, it might be desirable to allow a user to modify the
light source directions for regions in which a system such as Light Collages, might
cause ambiguous or incorrect shape interpretation.
We have shown how our method can incorporate silhouette lighting as well as
proximity shadows to further elucidate the local structure of the scientific datasets.
We believe our method greatly improves the visualization while retaining the look
and feel of traditional 3D graphics rendering. In addition to the visual appear-
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ance, interactivity is essential for the perception of 3D shapes. We use spherical-
harmonics-based representations to efficiently compute the light placement function
for use in a real-time system. Our current running times could be further enhanced
by using the vertex shaders on modern graphics processors. We also have presented
a method to optimize the number of light sources needed for generating images
without loss of image quality. This minimality of the light sources depends on the
geometry of various models as well as the geometric level of detail of a single model.
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Chapter 3
Mesh Saliency
Research over the last decade has built a solid mathematical foundation for
representation and analysis of 3D meshes in graphics and geometric modeling. Much
of this work however does not explicitly incorporate models of low-level human visual
attention. In this chapter, we introduce the idea of mesh saliency as a measure of
regional importance for graphics meshes. Our notion of saliency is inspired by
low-level human visual system cues. We define mesh saliency in a scale-dependent
manner using a center-surround operator on Gaussian-weighted mean curvatures.
We observe that such a definition of mesh saliency is able to capture what most
would classify as visually interesting regions on a mesh. The human-perception-
inspired importance measure computed by our mesh saliency operator results in
more visually pleasing results in processing and viewing of 3D meshes, compared to
using a purely geometric measure of shape, such as curvature. We discuss how mesh
saliency can be incorporated in graphics applications such as mesh simplification
and viewpoint selection and present examples that show visually appealing results
from using mesh saliency.
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3.1 Related Work
Low-level cues influence where in an image people will look and pay attention.
Many computational models of this have been proposed. Koch and Ullman’s [54]
early model suggested that salient image locations will be distinct from their sur-
roundings. Our approach is explicitly based on the model of Itti et al. [41]. They
combine information from center-surround mechanisms applied to different feature
maps, computed at different scales, to compute a saliency map that assigns a saliency
value to each image pixel. Tsotsos et al. [94], Milanese et al. [65], Rosenholtz [81],
and many others describe other interesting saliency models. Among their many ap-
plications, 2D saliency maps have been applied to selectively compress [73] or shrink
[13, 91] images. DeCarlo and Santella [17] use saliency determined from a person’s
eye movements to simplify an image producing a non-photorealistic, painterly ren-
dering.
More recently, saliency algorithms have been applied to views of 3D models.
Yee et al. [101] use Itti et al.’s algorithm to compute a saliency map of a coarsely
rendered 2D projection of a 3D dynamic scene. They use this to help decide where
to focus computational resources in producing a more accurate rendering. Man-
tiuk et al. [61] use a real-time, 2D saliency algorithm to guide MPEG compression
of an animation of a 3D scene. Frintrop et al. [24] use a saliency map to speed up
the detection of objects in 3D data. They combine saliency maps computed from
2D images representing scene depth and intensities. Howlett [39] demonstrate the
potential value of saliency for the simplification of 3D models. Their work captures
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saliency by using an eye-tracker to record where a person has looked at a 2D image
of a 3D model.
These prior works determine saliency for a 3D model by finding saliency in
its 2D projection. There is little work that determines saliency directly from 3D
structure. Guy and Medioni [32] proposed a method for computing a saliency map
for edges in a 2D image, (such edge-based saliency maps were previously explored
by Shashua and Ullman [84]). In [63] they extend this framework to apply to 3D
data. However, their approach is mainly designed to smoothly interpolate sparse,
noisy 3D data to find surfaces. They do not compute an analog to the saliency map
for a 3D object. Watanabe and Belyaev [98] have proposed a method to identify
regions in meshes where principal curvatures have locally maximal values along one
of the principal directions (typically along ridges and ravines). Hisada et al. [37]
have proposed a method to detect salient ridges and ravines by computing the 3D
skeleton and finding non-manifold points on the skeletal edges and associated surface
points.
3.2 Mesh Saliency Computation
Itti et al. [41]’s method is one of the most effective techniques for computing
saliency for 2D images. Our method for computing saliency for 3D meshes uses
their center-surround operation. Unlike images, where color is the most important
attribute, we consider geometry of meshes to be the most important contributor
to saliency. At present our method for mesh saliency uses only geometry, but it
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Figure 3.1: Mesh Saliency Computation: We first compute mean curvature at mesh
vertices. For each vertex, saliency is computed as the difference between mean cur-
vatures filtered with a narrow and a broad Gaussian. For each Gaussian, we com-
pute the Gaussian-weighted average of the curvatures of vertices within a radius 2σ,
where σ is Gaussian’s standard deviation. We compute saliency at different scales
by varying σ. The final saliency is the aggregate of the saliency at all scales with a
non-linear normalization.
should be easy to incorporate other surface appearance attributes into it as well.
There are several possible characteristics of mesh geometry that could be used for
saliency. Before we decide on one let us compare the desiderata of saliency in a 2D
image with the saliency of a 3D object. Zero saliency in an image corresponds to
a region with uniform intensity. The motivation behind this is that the key image
property whose variations are critical is the intensity. In an image, intensity is a
function of shape and lighting. For 3D objects however, we have the opportunity
to determine the saliency based on shape, independent of lighting. For 3D objects,
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we feel that a sphere is the canonical zero-saliency feature. This is in spite of the
fact that depending on the lighting, a sphere may not produce a uniform intensity
image. In the case of the sphere the property that is invariant is the curvature.
Therefore we are guided by the intuition that it is changes in the curvature that
lead to saliency or non-saliency. This has led us to formulate mesh saliency in terms
of the mean curvature used with the center-surround mechanism. Figure 3.1 gives
an overview of our saliency computation.
(a) (b) (c)
(d) (e) (f)
Figure 3.2: Images (a)–(e) show the saliency at scales of 2ǫ, 3ǫ, 4ǫ, 5ǫ, and 6ǫ.
Image (f) shows the final mesh saliency after aggregating the saliency over multiple
scales. Here, ǫ is 0.3% of the length of the diagonal of the bounding box of the model.
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The first step of our saliency computation involves computing surface cur-
vatures. There are a number of excellent approaches that generalize differential-
geometry-based definition of curvatures to discrete meshes [64, 93]. One can use
any of these to compute the curvature of a mesh at a vertex v. Let the curvature
map C define a mapping from each vertex of a mesh to its mean curvature, i.e. let
C(v) denote the mean curvature of vertex v. We use Taubin [93]’s method for curva-
ture computation. Let the neighborhood N(v, σ) for a vertex v, be the set of points
within a distance σ. One can consider several distance functions to define the neigh-
borhood, such as the geodesic or the Euclidean. We have tried both and found that
the Euclidean distance gave us better results and that is what we use here. Thus, the
neighborhoodN(v, σ) for a vertex v isN(v, σ) = {x|‖x−v‖ < σ, x is a mesh point}.
Let G(C(v), σ) denote the Gaussian-weighted average of the mean curvature. We
compute this as:
G(C(v), σ) =
∑
x∈N(v,2σ)
C(x)exp[−‖x− v‖2/(2σ2)]
∑
x∈N(v,2σ)
exp[−‖x− v‖2/(2σ2)]
Note that with the above formulation, we are assuming a cut-off for the Gaus-
sian filter at a distance 2σ. We compute the saliency S(v) of a vertex v as the
absolute difference between the Gaussian-weighted averages computed at fine and
coarse scales. We currently use the standard deviation for the coarse scale as twice
that of the fine scale:
S(v) = |G(C(v), σ)−G(C(v), 2σ)|
59
(a) (b)
(c) (d)
Figure 3.3: In aggregating the saliency over multiple scales, we use the notion of sup-
pression for emphasizing more informative scales. Imagine a saliency map where
many points have high saliency (Figure (a)) and a saliency map where few points
have high saliency (Figure (c)). We consider the second saliency map more infor-
mative. For each scale, we first normalize the saliency map and then multiply each
saliency with the difference between the maximum saliency at that level and the av-
erage local maxima. In this example, the saliency for the model in Figure (a) is
suppressed by multiplying with small factor resulting in Figure (b) and the saliency
for Figure (c) is promoted by multiplying with a larger factor resulting in Figure (d)
To compute mesh saliency at multiple scales, we define the saliency of a vertex
v at a scale level i as Si(v):
Si(v) = |G(C(v), σi)−G(C(v), 2σi)|
where, σi is the standard deviation of the Gaussian filter at scale i. For all the
results in this dissertation we have used five scales σi ∈ {2ǫ, 3ǫ, 4ǫ, 5ǫ, 6ǫ}, where ǫ
is 0.3% of the length of the diagonal of the bounding box of the model.
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(a) (b)
(c) (d)
Figure 3.4: We show mesh saliency for the Cyberware Dinosaur model (a) in figure
(c) and for the Cyberware Isis model (b) in figure (d). Warmer colors (reds and
yellows) show high saliency and cooler colors (greens and blues) show low saliency.
For combining saliency maps Si at different scales, we apply a non-linear sup-
pression operator S similar to the one proposed by Itti et al. [41]. This suppression
operator promotes saliency maps with a small number of high peaks (Figure 3.2(e)
or Figure 3.3 (c)) while suppressing saliency maps with a large number of similar
peaks (Figure 3.2(a) or Figure 3.3 (a)). Thus, non-linear suppression helps us in
reducing the number of salient points. If we do not use suppression, we get far too
many regions being flagged as salient. We believe, therefore, that this suppression
helps to define what makes something unique, and therefore potentially salient. For
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each saliency map Si, we first normalize Si. We then compute the maximum saliency
value Mi and the average m¯i of the local maxima excluding the global maximum
at that scale. Finally, we multiply Si by the factor (Mi − m¯i)2. The final mesh
saliency S is computed by adding the saliency maps at all scales after applying the
non-linear normalization of suppression:
S =
∑
i
S(Si)
3.3 Salient Simplification
Mesh simplification is useful in a number of graphics applications including ren-
dering acceleration with a level-of-detail-based rendering scheme. In such a scheme
the level of simplification used to render an object is determined by the tradeoff be-
tween the desired frame rate and the desired visual fidelity. Thus, a less important
object in a scene is rendered using a more simplified mesh and a high-importance
object is rendered with little or no simplification. Time-critical applications that re-
quire a constant target frame rate often have a fixed triangle budget for each frame.
For such applications, achieving a higher level of perceptual fidelity with the same
triangle budget is highly desirable.
There is a large and growing body of literature on simplification of meshes
using a diverse set of error metrics and simplification operators [59]. Several sim-
plification approaches use estimates of mesh curvature to guide the simplification
process and achieve high geometric fidelity for a given triangle budget [52, 96].
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Figure 3.5: Edge contractions during a mesh simplification process.
Other simplification approaches, such as QSlim [25], use error metrics that while
not directly computing curvature, are related to curvature [36]. Curvature has also
been directly used to identify salient regions on meshes. Watanabe and Belyaev [98]
classify extrema of the principal curvatures as salient features and preserve them
better during simplification. Their method however, does not use a center-surround
mechanism to identify regions on a mesh that are different from their local context.
For evaluating the effectiveness of our mesh saliency method, we have modified
the quadrics-based simplification method (Qslim) of Garland and Heckbert [25] by
weighting the quadrics with mesh saliency. However, it should be equally easy to
integrate our mesh saliency with any other mesh simplification scheme. Garland and
Heckbert’s method simplifies a mesh by repeatedly contracting vertex pairs ordered
by increasing quadric errors. Figure 3.5 shows the contraction of vertex pairs. Let P
be the set of planes of triangles incident at a vertex v, where the plane p ∈ P defined
by the equation ax+ by + cz + d = 0, a2 + b2 + c2 = 1, is represented as (a b c d)T .
Then the quadric for the plane p is defined as Qp = pp
T . They define the error of v
with respect to p as the squared distance of v to p which is computed by vTQpv. The
quadric Q of v is the sum of all the quadrics of neighboring planes: Q =
∑
p∈P Qp.
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(a) (b) (c)
Figure 3.6: We show the saliency-based weights and the quality of the 99% sim-
plification (3.5K triangles) for the Stanford Armadillo model for three choices of
the simplification weights: (a) the original mesh saliency (W = S) (b) the ampli-
fied mesh saliency (W = AS), and (c) the smoothed and amplified mesh saliency
(W = A(G(S, 3ǫ))).
After computing quadrics of all vertices, they compute the optimal contraction point
v¯ for each pair (vi, vj) which minimizes the quadric error v¯
T (Qi+Qj)v¯ where Qi and
Qj are quadrics of vi and vj, respectively. The algorithm iteratively contracts the
pair with the minimum contraction cost v¯T (Qi + Qj)v¯. After a pair is contracted,
the quadric for the new point v¯ is computed simply by adding the two quadrics
Qi +Qj.
We guide the order of simplification contractions using a weight mapW derived
from the mesh saliency map S. We have found that using the simplification weights
based on a non-linear amplification of the saliency gives us good results. We believe
that the reason behind this is that by amplifying the high saliency vertices we
are ensuring that they are preserved longer than the non-salient vertices with high
64
contraction costs. Specifically, we define a saliency amplification operator A using
a threshold α and an amplifying parameter λ, such that we amplify the saliency
values that are greater than or equal to α by a factor λ. Thus, the simplification
weight map W using the saliency amplification operator A is specified as:
W(v) = A(S(v), α, λ) =


λS(v) if S(v) >= α
S(v) if S(v) < α
For all the saliency-based simplification results in this dissertation, we use
λ = 100 and α = 30th percentile saliency. At the initialization stage of computing the
quadric Q for each vertex v, we multiply Q by its simplification weightW(v) derived
from the saliency of v: Q ← W(v)Q. Analogous to the computation of a quadric
after a vertex-pair collapse, the simplification weight W(v) for the new vertex v is
the sum of the weights for the pair of vertices being collapsed W(vi) +W(vj).
Obviously, the quality of simplification increases when we apply the saliency
amplifying operator. However, we have observed that even when we directly use the
saliency as the weighting factor without the amplifying operator, i.e. with λ = 1,
the interesting features are preserved longer than with the original quadric-based
method. We have also observed that blurring the saliency map before computing
the amplified saliency gives us fewer salient regions and allows the simplification
process to focus more on these selected regions. We use σ = 3ǫ for blurring, i.e.W =
A(G(S, 3ǫ)), This is shown in Figure 3.6. We compute the saliency map just once
and do not modify it during simplification so that we can always stay true to the
original model’s saliency.
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Original Saliency Qslim Saliency-Based
(346K triangles) 99% simplification (3.5K triangles)
98% simplification (6.9K triangles)
98.5% simplification (5.2K triangles)
99% simplification (3.5K triangles)
(a) Simplification by Qslim (b) Simplification guided by saliency
Figure 3.7: Simplification results for the Stanford Armadillo: (a) shows simplified
models using Qslim and (b) shows different levels of simplification using saliency.
The three right columns show the zoomed-in face of the Armadillo. The eyes and the
nose are preserved better with our method while the bumps on the legs are smoothed
faster.
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Original Saliency Simplification Simplification
(606K tris) by Qslim guided by saliency
4K tris (Smooth Shading)
4K triangles
2K triangles
1K triangles
(a) Simplification by Qslim (b) Simplification guided by saliency
Figure 3.8: Simplification results for the Cyberware Male: (a) shows simplifications
by Garland and Heckbert’s method, and (b) shows simplifications by our method us-
ing saliency. The eyes, nose, ears, and mouth are preserved better with our method.
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3.4 Salient Viewpoint Selection
With advances in 3D model acquisition technologies, databases of 3D models
are evolving to very large collections. Accordingly, the importance of automatically
crafting best views that maximally elucidate the most important features of an object
has also grown for high-quality representative first views, or sequence of views. A
number of papers have addressed the problem of automatically selecting a viewpoint
for looking at an object. Kamada and Kawai [46] describe a method for selecting
views in which surfaces are imaged non-obliquely relative to their normals, using
parallel projection. Stoev and Straßer [89] consider a different approach that is
more suitable to viewing terrains, in which most surface normals in the scene are
similar, and visible scene depth should be maximized. In the context of computer
vision, Weinshall and Werman [100] show an equivalence between the most stable
and most likely view of an object, and show that this is the view in which an object
is flattest. Finding the optimal set of views of an object for purposes of image-based
rendering has also been considered, using measures such as those providing best
coverage of the scene [23], and those that provide the most information [97].
Blanz et al. [10] have conducted user studies to determine the factors that
influence the preferred views for 3D objects. They conclude that selection of a
preferred view is a result of complex interactions between task, object geometry, and
object familiarity. Their studies support visibility (and occlusion) of salient features
of an object as one of the factors influencing the selection of a preferred view. Gooch
et al. [30] have built a system that uses art-inspired principles and some of the factors
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Figure 3.9: For viewpoint selection, we find the viewpoint that maximizes the visible
saliency sum. Here, the wireframe mesh around the David’s head model shows the
magnitude of the visible saliency sum when the model is seen from each direction.
The color of the mesh is also mapped from the visible saliency sum. Our method
selects the view-direction with the highest magnitude.
suggested by Blanz et al. [10] to automatically compute initial viewpoints for 3D
objects. Systems such as these can greatly benefit from a computational model of
mesh saliency.
We have developed a method for automatically selecting viewpoint so as to
visualize the most salient object features. Our method selects the viewpoint that
maximizes the sum of the saliency for visible regions of the object. For a given view-
point v, let F (v) be the set of surface points visible from v, and let S be the mesh
saliency. We compute the saliency visible from v as: U(v) =
∑
x∈F (v) S(x). Then
the viewpoint with maximum visible saliency vm is defined as vm = argmax
v
U(v).
One possible solution here is to exhaustively compute the maximum visible saliency
over all viewpoints. This is shown in Figure 3.9. This, however, could get compu-
tationally intensive as the amount and complexity of 3D content rises.
Instead, we use a gradient-descent-based optimization heuristic to help us
select good viewpoints. The optimization variables are the longitude and latitude,
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(a) (b) (c)
(d) (e) (f)
Figure 3.10: Image (a) shows a viewpoint selected by maximizing visible saliency, and
image (d) shows a viewpoint selected by maximizing visible mean curvature. Images
(b) and (e) show the mean curvature for the two selected viewpoints, and images (c)
and (f) show the saliency. Since saliency negates the repeated hair texture in image
(e), the method based on saliency selects the more interesting region of face instead
of the top of the head.
(θ, φ) and the objective function is the visible saliency U(θ, φ). We start from a
random view direction and use the iterative gradient-descent method to find the local
maxima. We compute the local gradient by probing the saliency at neighboring view
points. We use a randomized algorithm to find the global maximum by repeating
this procedure with multiple randomly selected starting points. We can see the
results of this approach for Stanford’s David model in Figure 3.10. It is interesting
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(a) (b)
(c) (d)
Figure 3.11: Viewpoint selection for the Octopus model. Images (a)–(b) show the
viewpoint selected by maximizing visible saliency, and images (c)–(d) show the view-
point selected by maximizing visible mean curvature. Image (b) shows the saliency,
and image (d) shows the mean curvature. Compared with a curvature-based view-
point selection method, the saliency-based method picks a more pleasing view for
models with repeated textures such as the octopus.
to see that our approach identified a side of the face whereas a purely curvature-
based approach has identified a view looking straight down at the back of David’s
head.
3.5 Results and Discussion
We have developed a model for mesh saliency, discussed its computation, and
shown its applicability to mesh simplification and viewpoint selection. Figure 3.4
shows the mesh saliency for the Cyberware Dinosaur and the Cyberware Isis models.
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(a) (b)
(c) (d)
Figure 3.12: Viewpoint selection for the Stanford Dragon model. Images (a)–(b)
show the viewpoint selected by maximizing visible saliency, and images (c)–(d) show
the viewpoint selected by maximizing visible mean curvature. Image (b) shows the
saliency, and image (d) shows the mean curvature. In this example, we can not say
that the saliency-based method picks a more pleasing view compared with a curvature-
based viewpoint selection method even though the Dragon model has repeated textures.
Our method for saliency-guided view selection for the Dragon selects the view from
below instead of from the side since the Dragon’s feet have a very high saliency.
Repeating patterns are usually not classified as salient by our approach. Notice that
although the curvature of the Dinosaur’s ribs in Figure 3.4 is high, their saliency
is low. For other examples, consider the repeated bumps on the legs of the Ar-
madillo model in Figure 3.7, David’s hair in Figure 3.10, or patterns in Isis’s wig in
Figure 3.4. Our approach assigns a low saliency to such local repeating patterns.
The application of our saliency models to guide simplification of meshes have
also given us very effective results. Consider for instance the Cyberware Male in Fig-
ure 3.8. Notice how our saliency-based simplification retains more triangles around
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the ears, nose, lips, and eyes than previous methods. Although in this case, salient
simplification preserves the desirable high curvature regions, it can also selectively
ignore the undesirable high curvature regions, such as in the simplification of the
Armadillo’s legs (Figure 3.7) or in ignoring David’s hair for viewpoint selection
(Figure 3.10).
Figures 3.10–3.12 show the viewpoints selected by our saliency-based method
compared with the viewpoints selected by a curvature-based method. In Fig-
ures 3.10–3.11, the saliency-based method picks more pleasing views compared while
a curvature-based method prioritize views focusing on repeated textures. Figure 3.12
shows where the view selected by our method could disagree with an aesthetic view.
The view selected by a curvature-based method is more pleasing, but our method
picks the view from below since Dragon’s feet have a high saliency. This involves
a high-level semantic cue that a face is more interesting than feet. However, our
method considers only low-level cues where feet and the holes at the bottom are
as salient as the face. In this case, the view selected by our method might contain
more geometric information than the view selected by a curvature-based method.
example, we can not say that the saliency-based method picks a more pleasing
view compared with a curvature-based viewpoint selection method even though the
Dragon model has repeated textures. Our method for saliency-guided view selection
for the Dragon selects the view from below instead of from the side since the Dragon’s
feet have a very high saliency.
The time to compute saliency depends on the scale at which it is computed.
Larger scales require identification and processing of a larger number of neighbor-
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hood vertices and therefore are more time consuming. Spatial data-structures such
as a grid or an octree can greatly improve the running time for establishing the
neighborhood at a given scale. Table 3.1 shows the time for saliency computation
on a 3.0 GHz Pentium IV PC with 2 GB RAM using a regular grid.
Table 3.1: Run Times for Computing Mesh Saliency
Time for each scale (sec)
Model #verts 2ǫ 3ǫ 4ǫ 5ǫ 6ǫ
Dinosaur 56K 1.6 3.4 4.8 6.7 9.0
Armadillo 172K 7.6 15.4 20.5 29.8 41.1
Male 303K 20.7 35.2 50.6 71.2 95.2
Dragon 437K 34.8 72.8 93.8 131.9 178.9
David’s Head 2M 593.7 1097.2 1407.4 1968.6 2619.7
Our mesh saliency computation approach is based on a center-surround op-
erator, which is present in many models of human vision. We use this approach
primarily because it is a straightforward way of finding regions that are unique rel-
ative to their surroundings. For this reason, it is plausible that mesh saliency may
capture the regions of 3D models that humans will also find salient. Our experiments
provide preliminary indications that this may be true.
3.6 Conclusions
We have developed a model of mesh saliency using center-surround filters with
Gaussian-weighted curvatures. We have shown how incorporating mesh saliency can
visually enhance the results of several graphics tasks such as mesh simplification and
viewpoint selection. For a number of examples we have shown in this chapter, one
can see that our model of saliency is able to capture what most of us would classify as
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interesting regions in meshes. Not all such regions necessarily have high curvature.
While we do not claim that our saliency measure is superior to mesh curvature in all
respects, we believe that mesh saliency is a good start in merging perceptual criteria
inspired by low-level human visual system cues with mathematical measures based
on discrete differential geometry for graphics meshes.
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Chapter 4
Salient Lighting
Comprehensibility of large and complex 3D models can be greatly enhanced by
guiding viewer’s attention to important regions. Lighting is crucial to our perception
of shape. Careful use of lighting has been widely used in art, scientific illustration,
and computer graphics to guide visual attention. In this chapter, we explore how
the saliency of 3D objects can be used to guide lighting to emphasize important
regions and suppress less important ones.
4.1 Introduction and Related Work
Recent advances in 3D model acquisition technologies have resulted in creation
of gigantic meshes with millions to billions of points. The visual overload caused by
the dramatically rising complexity of 3D models prevents us from effectively analyz-
ing and understanding their visual depiction. Research in perceptual psychology has
shown that a two-component framework controls where the human visual attention
is deployed in visual scenes [40, 68]. The bottom-up mechanism guides the viewer’s
attention to stimulus-based salient regions. The contrast of colors, intensities, and
orientations affects the salience for the bottom-up mechanism. The top-down vi-
sual attention involves semantic context for the scenes. Without any task-based
knowledge for the scenes, viewers observe a scene in a bottom-up way. Naive ren-
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dering of complex models often produces a large amount of visual stimuli, especially
when used with feature-enhancing lighting design techniques [31, 55, 56, 83]. This
defocuses visual attention leading to a less effective understanding of the scene.
Rensink et al. [80] have found that observers have difficulty in identifying changes
in a scene unless their attention is drawn to the changed regions with verbal cues.
Their experiments show that (a) the amount of visual information often exceeds
our ability to perceive it effectively and (b) guiding visual attention helps to better
analyze and understand the scene.
Braun [11] has found that directing the visual attention based on low-level
visual cues as well as object saliency plays a significant role in visual search tasks.
His experiments involved showing users several objects with different saliencies based
on their size, contrast, and patterns. The users’ task was to find a target object
among them. He found that a high-contrast object surrounded by low-contrast
objects is more noticeable than a low-contrast object surrounded by high-contrast
objects. His results show that enhancing the contrast of regions helps us perceive
them better.
Several researchers have used contrast enhancement for enhancing important
features in graphics data. Gooch et al. [29] have proposed a method for converting
color images to grayscale images while preserving salient features. They maintain
the luminance contrasts in a grayscale image to convey the differences in the CIE
color space. Rasche et al. [76] have also presented a method for removing color while
preserving image details by enhancing their contrast in grayscale images. Ehricke et
al. [20] have developed an algorithm for visualizing vasculature from volume data
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by enhancing the contrast of line-like structures detected by pattern recognition
techniques. Researchers have also used lighting to enhance contrast. Raskar et
al. [77] have used multiple flashes to generate non-photorealistic images from pho-
tographs by detecting edges. They enhance contrast around silhouettes by using
different flashlight directions for improved edge detection. Kachar [43] has proposed
a method for improving the illumination of transparent objects in microscope images
by enhancing contrast with an oblique light direction.
High contrast can sometimes lower the overall image quality. When the con-
trast in an image is too high, the regions with low luminance are not readily no-
ticeable. Tone reproduction, or tone mapping, is a mapping from the real-world
luminance intensities to the display luminance intensities [6, 19, 22, 69, 79, 95].
Tone mapping is important because the dynamic range of current display devices
is much lower than the real-world dynamic range. Therefore, a bright spot in an
image such as a bright sunlight coming from the window may make other regions
appear too dark. In this case, suppressing contrast between bright regions and dark
regions improves overall comprehensibility.
We have not come across any prior research in automatically guiding visual
attention in a 3D rendering by varying the illumination contrast across regions. In
this chapter, we introduce salient lighting to emphasize salient regions by varying
the illumination contrast range based on the computed saliency of the surface point.
The observations of Cavanagh [12] suggest that we are insensitive to the global in-
consistencies of illumination if the local lighting is consistent. The mesh saliency
approach described in Chapter 3 can vary rapidly across an object. Applying that
78
idea directly in a salient lighting approach may cause distracting lighting inconsis-
tencies. To avoid this problem, we use a smoothed version of mesh saliency. We have
also experimented with a new saliency-computation method and use it for salient
lighting for molecular visualization.
4.2 Salient Lighting Overview
In this section we discuss emphasizing salient regions based on their impor-
tance. This involves two steps. First, we define the regional importance, and second
we determine how to emphasize salient regions.
In this chapter, we use the computational mesh saliency approach as described
in Chapter 3 as an estimate of the regional importance. We will like to note that
for some applications where saliency is based on subjective semantics, it might be
more appropriate to acquire it through direct user input. Research on lighting
design has used interfaces to sketch the desired rendering result directly on the 3D
models [71, 72, 82]. Recent techniques for drawing on the 3D meshes [8, 45, 50]
could also facilitate building a system for acquiring the regional importance of 3D
meshes through user interfaces.
There are many ways of emphasizing salient regions. As we discussed in Sec-
tion 4.1, one can improve the comprehensibility by enhancing the contrast. We can
apply this idea to improve the visualization of salient regions by enhancing the con-
trast in salient regions and suppressing it in non-salient regions. We can manage
the contrast level of the illumination by suitably modifying ambient, diffuse, and
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specular lights, as well as material properties.
Another method for enhancing the contrast is to change colors based on the
saliency. Gooch et al. [28] have proposed a non-photorealistic lighting model. They
have used warm to cool tones in color transition along the surface-normal changes.
This technique helps emphasize the depth cue since we perceive the regions with
cool colors to be receded and warm-colored regions to be advanced. We could use
this concept to accentuate salient regions in warm colors and suppress non-salient
regions in cool colors.
In this chapter, we experiment with a simple approach to show how we can
emphasize salient regions by accentuating or attenuating the illumination including
ambient, diffuse, and specular lights based on the computed saliency.
4.3 Curvature-Based Salient Lighting
We have extended the traditional illumination model to merge saliency with
lighting to suppress unnecessary or repetitive detail in 3D renderings. Our prelimi-
nary results appear in Figure 4.1 (c) where as you can see the distracting specular
highlights of the head gear of the Dama De Elche model or the bumps on the leg of
the Armadillo model have been largely suppressed. Figure 4.1 (a) shows a render-
ing with traditional illumination model and (b) shows the saliency of the Dama De
Elche and the Armadillo models computed as described below.
Recall from Section 3.2 that we define the saliency of a vertex v at a scale level
i as Si(v): Si(v) = |G(C(v), σi)−G(C(v), 2σi)|, where σi is the standard deviation of
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The Dama De Elche model (27K verts)
The Armadillo model (172K verts)
(a) Original model (b) Saliency map (c) Salient Lighting
Figure 4.1: Salient lighting on the Dama De Elche and the Armadillo models.
the Gaussian filter at scale i and G(C(v), σ) denote the Gaussian-weighted average
of the mean curvature with σ as its standard deviation.
Using globally discrepant lighting works fine when the local lighting is con-
sistent. Since rapid changes of saliency between salient and non-salient regions
may cause a discontinuity in the illumination, we would like to have a smoothly
changing saliency by applying a blurring operator. For making the illumination
consistent across reasonably large local regions, we use larger scales than the oper-
ator used in Chapter 3. Specifically, we have used five scales σi ∈ {5ǫ, 6ǫ, 7ǫ, 8ǫ, 9ǫ}
for generating the result in Figure 4.1, where ǫ is 0.3% of the length of the diago-
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nal of the bounding box of the model. Therefore, the nonlinearly aggregated mesh
saliency S =∑9i=5 S(Si). We have also applied the saliency amplification operator
A as described in Section 3.3. Recall that given a saliency amplification operator
A(S(v), α, λ) with a threshold α and an amplifying parameter λ, we amplify the
saliency values that are greater than or equal to α by a factor λ. For the result in
Figure 4.1, we use λ = 2 and α = 50th percentile saliency. We have also observed
that blurring the saliency map before and after computing the amplified saliency
gives us more smooth changes of the illumination and produces more pleasing re-
sults. We use σ = 10ǫ for blurring, i.e. the final saliency map Sf is computed as:
Sf = G(A(G(S, 10ǫ)), 10ǫ). We define a salient weight mapW as a weighting factor
for emphasizing or suppressing regions using illumination. Let smin and smax be the
minimum and the maximum values of the final saliency map. We compute a salient
weight W(v) at a vertex v by mapping the final saliency value Sf (v) into a range
[a, b]:
W(v) = a+ (Sf (v)− smin)(b− a)
smax − smin
We scale the illumination Iv at v by weightW(v) while preserving the average
illumination intensity. Let I¯v be the average of conventional illumination over the
vertices neighboring v. The region of the neighborhood for a vertex is determined
by the largest scale used in saliency computation (which in our current example is
9ǫ). Then we define the salient illumination as: W(v)(Iv − I¯v) + I¯v. We use values
a = −0.2 and b = 2.5 for the Dama De Elche model, a = 0.0 and b = 4.0 for
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the Armadillo model. Automatically selecting these values would be an interesting
future research topic.
4.4 Normal-Based Salient Lighting
(a) Conventional Illumination (b) Saliency-guided Illumination
Figure 4.2: Rendering of Ecoli membrane channel. Our saliency-guided rendering
clearly shows the central channel as well as the oblique clefts on the side which are
not readily apparent with traditional local illumination.
One of the interesting applications for salient lighting is molecular graphics.
We are interested in modeling and visualization of protein ion channels that regu-
late the flow of ions into and out of the cells. The visualization of macromolecular
surfaces is challenging since they have rough surfaces due to the spherical repre-
sentation of atoms. As seen in Figure 4.2 (a), visualization of these surfaces under
the traditional local illumination does not adequately reveal the overall structure of
the molecule. Using the mesh saliency computed by the center-surround mechanism
with mean curvature as in the previous section is also inadequate. For the Ecoli
membrane channel in Figure 4.3, the curvature-based mesh saliency starts to show
good results from the scale 8A˚ and picks the oblique clefts on the side as salient,
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but fails to detect the central channel as salient. Figure 4.4 shows that the salient
lighting with the curvature-based saliency does not reveal the central channel.
(a) σ0 = 2A˚ (b) σ1 = 4A˚ (c) σ2 = 8A˚
Figure 4.3: Figures show the saliency maps on the Ecoli membrane channel at mul-
tiple scales σi.
(a)Curvature-based saliency (b) Amplified saliency (c) Salient Lighting
Figure 4.4: Salient lighting on Ecoli membrane channel based on the saliency com-
puted by applying a center-surround operator to the mean curvature.
For the vertices of the molecular surface along the walls of the central channel,
the mean curvatures at small and large scales are largely similar but the average
normal vectors are not. Therefore, the normal-based method is able to better detect
the central channel and the oblique clefts on the side as salient. Thus, we apply
the center-surround mechanism to normal vectors instead of mean curvature to
saliently illuminate molecular surfaces. In this section, we define the salient region
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as the region where the distribution of its normal vectors are different from its
surroundings.
(a) (b) (c)
Figure 4.5: Figure (a) shows the plane fitted to the neighboring points at a fine scale
and its normal vector, (b) shows the fitting plane and its normal vectors at a coarse
scale, and (c) shows the angle between the two normal vectors.
To compute the difference between normal distributions, we fit planes to two
point clouds of the neighborhood at fine and large scales using Principal Component
Analysis (PCA) [18] and compute the angle between the normal vectors of the two
planes. Figure 4.5 illustrates this operator. Let the normal mapM define a mapping
from each vertex of a mesh to its normal vector, i.e. let M(v) denote the normal
vector of the vertex v. Let V (M(v), σ) denote the normal vector of the plane fitted
to the points that are within a distance σ from v. We define the saliency of a vertex
v at a scale level i as Si(v):
Si(v) = |acos(V (M(v), σi) · V (M(v), 2σi))|
where, σi is the distance for generating neighboring points at scale i. We
have used hierarchical scales σi ∈ {2A˚, 4A˚, 8A˚} for this example, and the nonlin-
early aggregated mesh saliency S = ∑2i=0 S(Si). We have also used the saliency
amplification operator A(S(v), α, λ) as described in Section 3.3. We use λ = 10 and
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α = 60th percentile saliency. We use σ = 8A˚ for blurring, i.e. the final saliency map
Sf = A(G(S, 8A˚)).
As in Section 4.3, we define a salient weight map W as a weighting factor for
emphasizing salient regions. Let smin and smax be the minimum and the maximum
values of the final saliency map. We compute a salient weight W(v) at a vertex v
by mapping the final saliency value Sf (v) into a range [a, b]: W(v) = a + (Sf (v)−
smin)(b − a)/(smax − smin). For the examples in this section, we use values a = 0
and b = 0.3.
In this section, we use a constant ambient light and emphasize salient regions
by darkening them, i.e. we multiply 1−W to the diffuse and specular illumination
for computing salient illumination.
We have also used multi-resolution techniques for efficiency. We simplified the
molecular surface to 5%, 10%, and 20% of the initial number of triangles. We use
Qslim [25] for simplification and keep track of the edge contractions so that we know
each vertex in the original mesh is contracted to which vertex in the simplified mesh.
Then we compute the saliency in the simplified mesh. The saliency in the original
mesh is computed by mapping the saliency of contracted vertices to the saliency of
original vertices.
4.5 Results and Conclusion
Table 4.1 shows the times for computing saliency of Ecoli membrane channel at
different levels of detail, and Figure 4.6 shows the saliency maps. It takes 2 hours 54
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(a) 13K (b) 26K (c) 51K
Figure 4.6: Figures show the saliency maps on the Ecoli membrane channel at mul-
tiple levels of detail.
minutes 18 seconds for computing saliency of the original model with 234K vertices
at the scale 4A˚, while the simplified version with 26K vertices takes 37.23 seconds.
This gives us a factor of more than 280 speed-up by using a low-resolution mesh
with barely any difference as seen in Figure 4.6. Figure 4.7 (a) shows the original
saliency without amplification, (b) shows the amplified saliency, and (c) shows the
salient lighting with the saliency map shown in (b). As you can see, the salient
lighting can clearly illuminate the central channel and the oblique clefts on the side
while the traditional local illumination cannot (Figure 4.2 (a)).
Table 4.1: Run Times for Computing Saliency of Ecoli Membrane Channel.
Time for each scale (sec)
#Verts 2A˚ 4A˚ 8A˚
13K 2.00 10.34 49.67
26K 6.54 37.23 206.06
51K 24.51 146.61 929.71
In this chapter, we have proposed a saliency-guided modification of the lighting
pipeline to emphasize salient regions. Our approach varies the illumination of a
vertex based on its saliency. Salient regions are emphasized with a salient light
which is darker or brighter than the lighting on non-salient regions. We have also
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(a) Normal-based saliency (b) Amplified saliency (c) Salient lighting
Figure 4.7: Salient lighting on Ecoli membrane channel based on the saliency com-
puted by applying a center-surround operator to the normal vectors.
extended the model of mesh saliency described in Chapter 3 for emphasizing salient
regions with saliency-guided illumination. We have used center-surround operators
with PCA-analyzed normal vectors for dealing with bumpy surfaces in molecular
graphics. Our salient lighting can illustrate the global geometric structures such as
the central channel and the side oblique clefts in the Ecoli membrane channel.
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Chapter 5
Future Work
In this chapter, we present several possible directions for future research. We
discuss possible extensions of the research addressed in this dissertation as well as
directions for applying the core idea of our research into other domains.
5.1 Lighting Design for Interactive Visualization
Interactivity is essential for the perception of 3D shapes. Smets and Over-
beeke [86] have run experiments to complete a jigsaw-like 3D puzzle at different
levels of interactivity. They concluded that interactivity is crucial for spatial task
performance. Hawkes et al. [35] have also insisted that the frame rate is important in
enhancing the performance of a virtual reality system. We use spherical-harmonics-
based representations to efficiently compute the light placement function for use in
a real-time system. Our current running times for Light Collages could be further
improved by using the vertex shaders on modern GPUs for building an interac-
tive system. Programmable GPUs provide great flexibility for efficient execution
of auxiliary computations in addition to the conventional rendering pipeline. The
most time-consuming operations needed at each frame are the rotations, additions,
and subtractions of spherical harmonic coefficients at every surface point. Since the
surface points can be mapped into a two-dimensional array, these operations can
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be computed efficiently with the SPMD structure of GPUs. For more interactivity,
the final light assignment information could also be pre-computed and stored for
uniformly-sampled view directions. At run time, the light assignment can be deter-
mined by interpolating the light positions for the sampled view directions around
the current view direction.
Another issue is the smooth transition of the illumination when users change
the viewing direction. Our current system designs the lighting based on the current
viewing direction. Even though there might be a correlation between the lighting
results for similar views, the visual continuity during the interactive movement is
not guaranteed. One possible solution is to pre-compute and store the lighting
design parameters for several sampled view directions and apply a smooth filter
to interpolate between them. We can store the lighting parameters in spherical
harmonics for saving space as well as getting a smooth filtering effect. Similar
techniques could be used for rendering animations or time-varying data. Another
possible solution for animations or time-varying data is to consider four-dimensional
input for designing the lighting instead of computing the lights for each frame.
We can get continuous lighting changes by restricting the lighting difference along
the time dimension. Moreover, we can efficiently compute lighting parameters by
considering the time coherence of the geometry.
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5.2 Generalized Lighting Design
In our lighting design system we have assumed that the lights are directional.
Generalizing our approach to positional point light sources or area light sources
would be an interesting direction for future work.
Our current work on lighting design does not take into account variations in
color or material properties such as albedo and this should be useful to consider in
the future. In addition to lighting design for a single object, automatically designing
lighting environments for a scene with multiple objects is also a highly promising
area for future research.
5.3 Multi-attribute Saliency
We are currently defining mesh saliency using mean curvature. It should
be possible to improve this by using better measures of shape, such as principal
curvatures. We can consider the directional differences of geometric features by
using principal curvatures.
Our current definition of mesh saliency considers only geometry. However,
realistic rendering involves other appearance attributes such as color, texture, and
reflectance. In many cases, these properties are more important than the geometry
especially when the geometry has little variation across different materials. In Fig-
ure 5.1, the iris and pupil are salient when we consider their colors. Generalizing
mesh saliency to encompass these appearance attributes should be an important
direction for further research. Scale selection is another important open problem.
91
In Chapter 4, we use larger scales than the operator used in Chapter 3 for con-
sidering larger local regions. More general scale selection method is important for
consistently providing a suitable saliency for applications.
(a) (b)
Figure 5.1: (a) Black and white rendering of an eye, and (b) color rendering of an
eye. Images are from DE ESPONA 3D Enciclopedia (http://www.deespona.com/).
5.4 Validation of Saliency
Our method for computing mesh saliency uses a center-surround mechanism
which is inspired by the human visual system and applied to measure visual atten-
tion in two-dimensional images [41]. We use a center-surround operator since it is a
straightforward approach for identifying regions that are unique relative to their sur-
roundings. For two-dimensional images it has been proven that there is a significant
correlation between the computed salience and the fixation locations where humans
focus their attention [68]. It is plausible that a center-surround operator applied
to 3D objects may also capture the regions that humans will find salient. Our ex-
periments on simplification and viewpoint selection provide preliminary indications
that this may be true.
It would be useful to validate the correlation between the computed mesh
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saliency and the human perceptual attention for 3D objects. One possible way to
do this is to use an eye-tracking system to determine the regions on 3D objects that
elicit greater visual attention and contrast this with their computed saliency using
methods such as ours. Another approach would be to compute 2D saliency maps
of the rendered images of 3D objects and compare them to corresponding mesh
saliency. Since the final goal of many graphics applications is to generate a rendered
image, this can validate the usefulness of mesh saliency specifically for applications
such as viewpoint selection and salient lighting, where a rendered image at a given
viewing direction is important.
5.5 Task-Specific Saliency
Figure 5.2: An example of a visual surveillance system identifying a human moving.
The image is from Davis et al. [16].
Detecting unusual activities is one of the active research areas in computer
vision. This includes detecting suspicious motion in surveillance videos. Recent
research in vision has also addressed ignoring periodic motion such as waving trees.
This can be used for segmenting the foreground and the background [51]. Applying
the core concept of saliency here has much potential for future research. Another
interesting issue is the visual presentation of the results of these methods, that are
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currently visualized by listing top candidates or explicitly specifying the detected
locations as shown in Figure 5.2 [16]. However, these visualization methods might
have false negatives. Explicit specifications such as the rectangle in Figure 5.2 are
very salient and will capture the viewer’s attention. This will make other regions
unnoticeable as we can see from Braun [11]’s observation that non-salient regions
next to the salient region are not easily noticeable. If we make the saliency of can-
didates in the image proportional to their confidence levels, the viewer’s perception
is also likely to be proportional to them. For this, we can enhance the contrast
proportional to the confidence levels as in Chapter 4.
5.6 Saliency-based Light Collages
The Light Collages system does not at present incorporate any notion of per-
ceptual saliency in deciding how and where to illuminate a scene. Saliency-based
Light Collages is likely to emerge as another area for further research.
Light Collages proceeds in three stages. In the first stage we use a surface-
curvature-based watershed algorithm to partition the input mesh into surface patches.
In the second stage we define a per-patch light-placement function based on the view
direction and average patch curvature. The light placement function models the ap-
propriateness of light directions for illuminating the model. This is done by using
the curvature-based segmentation as well as the diffuse and specular illumination at
every vertex. In the third stage we aggregate the per-patch light-placement func-
tions and identify a set of suitable light directions. These light directions are then
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assigned to patches based on an objective function that minimizes the differences
between the diffuse illumination and the local curvature intensity and maximizes
the likelihood of having specular highlights on highly curved regions.
We can use mesh saliency to improve each of the three stages – mesh segmen-
tation, light placement, and light assignment. At each stage, we can replace the use
of curvature with mesh saliency. For segmentation, we can use mesh saliency for the
delimiting values in the watershed algorithm. For light placement and assignment,
we can use saliency for computing light placement function and for judging which
light has to be assigned to which patch. We expect that the rendered image will
show bright and highlighted salient regions and dimmed non-salient regions.
5.7 Saliency-based Segmentation
Mesh segmentation [48] is another mesh processing operation that could ben-
efit from a saliency map that assigns different priorities to different regions of a
mesh. Specifically it could benefit the models with repeated patterns such as the
Ecoli membrane channel as shown in Figure 4.2. Curvature-based segmentation
method would detect fine structures of individual atoms, but might fail to find large
structures such as the central channel and the oblique clefts. Much as we find
those structures salient in Chapter 4, saliency-based segmentation should be able to
segment them.
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