Broadband laser ranging uses spectral interferometry and a dispersive Fourier transform to perform high repetition rate position measurements of explosively-driven surfaces typically moving at several km/s. A broadband fiber laser and fiber interferometer record distance as a relative delay between short pulses, and the beat spectrum of the pulses is mapped into the time domain via long propagation in dispersive fiber. Optical amplification and a fast oscilloscope allow the dispersed spectrum to be recorded in real-time, often at measurement rates of 20-40 MHz. The third-order phase of the dispersive fiber causes distortions in mapping the spectrum into time that must be compensated for when analyzing the measured data.
INTRODUCTION
Dynamic compression experiments typically rely on integrated velocimetry measurements to determine surface displacement. However, velocimetry techniques are not sensitive to surface motion perpendicular to their line of sight, making them unreliable as position diagnostics for non-planar experiments [1] [2] [3] . As a potential solution, La Lone et al 4 demonstrated adding broadband laser ranging (BLR) 5 on the same optical probe with photonic Doppler velocimetry (PDV) 6 . Adding a true position measurement in the same line of sight as PDV nicely resolves many of the difficulties associated with velocimetry data. Efforts are under way to develop BLR from a prototype into a robust, wellcharacterized measurement tool 7, 8 . As part of this effort, we seek to test the accuracy and precision of this diagnostic.
BACKGROUND
The essential BLR setup consists of a pulsed laser, a fiber Michelson interferometer, and a long dispersive fiber feeding into a fast photodetector connected to an oscilloscope. One arm of the Michelson interferometer has a fixed fiber reflector while the other has an optical probe that focuses light onto the surface of interest and collects reflected or scattered light. The delay difference between a pulse returning from the fixed reflector (the "reference") and from the surface of interest (the "target") causes beating in their combined spectrum. As with any type of interferometry, the intensity of the spectral beat scales with the square root of the intensities of the interfering pulses. This means that the target pulse can suffer a large return loss and still produce a substantial beat signal with a bright reference pulse.
In order to record the spectral beat in real time, the long dispersive fiber performs a dispersive Fourier transform (DFT), approximately mapping the spectrum into the time domain because of the significant difference in transit time for different frequencies [9] [10] [11] . An oscilloscope can then capture the single-shot spectra of many successive laser pulses.
We address calibration by replacing the fixed fiber reflector with another short Michelson interferometer. A 90/10 coupler splits part of the reference energy off to a second fiber reflector that returns an in-situ calibration pulse at a carefully measured time interval before the main reference pulse. The scaling of beat frequency to delay can then be accurately determined at the time of measurement from the observed beat frequency of this in-situ calibration signal. as opposed to be aligned con on alignment.
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When pulses are not aligned temporally in the analysis, frequency errors (and therefore distance errors) are introduced. An in-situ calibration signal can therefore be very helpful. Because the in-situ calibration beat should always have the same frequency, any shifts in frequency that are observed can be attributed to temporal misalignment. Equation 6 can then be used to correct the alignment of the pulses.
After the beat signals have been placed on a consistent time grid using the envelope shapes, we can remap time to correct for the chirping of the signals. The ideal time map compresses the spectrum of the chirped beat signal such that it becomes sharply peaked in the spectral domain. We can therefore iteratively optimize the beat frequency chirp parameter to find the ideal time map (see Equation 5 ). Next, the narrow peaks in the beat spectrum are fitted with Gaussians to determine their center with sub-grid resolution. The frequency of the in-situ calibration signal corresponds to a known delay, which is used to calibrate all the frequency peaks to distance points.
Initial tests indicated that the beat frequency was noticeably quadratic with respect to delay over the full distance range of our system, prompting us to include more terms in the expression for the beat frequency. Equation 3 implicitly assumes that the delay is tiny compared to the temporal length of the dispersed pulse. For larger delays, the beat frequency of the signal is more accurately the difference in optical frequencies between pulses. We treat the reference pulse as fixed in time and write the beat frequency generated with another pulse delayed by as:
Remapping time removes the final term in this expression, but the first two terms depend only on the delay. Now we must explicitly note that the delay is taken to be positive when the target pulse arrives after the reference pulse, meaning that the target is located on the far side of the balance point from the perspective of the optical probe.
At first glance, the presence of a quadratic term in delay would seem to prevent completely calibrating the system from a single in-situ calibration beat, because the slope and curvature of the frequency vs delay curve cannot be calculated from one known delay. However, upon further inspection it becomes clear that the beat frequency can be written as:
The same physics that causes the beat frequency to vary in time also causes higher order terms in the delay. Consequently, these effects are not independent. We can therefore use the value of determined in remapping time to help calibrate beat frequency to delay, and only one known delay point is required.
EXPERIMENTAL VALIDATION
The BLR system considered in this paper uses a 20 MHz fiber laser (Kphotonics) centered at 1556 nm. The laser spectrum is filtered to a 16.5 nm bandwidth using a standard C-band red/blue filter that could additionally serve as an add/drop filter for PDV light at another wavelength. After the fiber interferometer, a 150 km (effective) dispersion compensation module disperses these pulses to nearly fill the 50 ns laser period. A fast photodetector and 33 GHz oscilloscope record the pulses after optical amplification.
To check the shape of the frequency vs delay calibration curve, the scanning range of the validation measurement should be as large as possible. For a given DFT fiber, the range of positions is generally limited by the bandwidth of the oscilloscope, which restricts the range of beat frequencies that can be observed. A scope bandwidth of 33 GHz and fiber dispersion of about 3375 ps 2 give the largest measurable delay as 700 ps, corresponding to a single-sided range of 105 mm and a two-sided range of 210 mm.
To extend the measurable range further, we can take advantage of the in-situ calibration pulse. In addition to providing a consistent beat frequency with the main reference pulse, the in-situ calibration pulse also beats with the pulse returning from the target. The beat frequency of this signal is always the difference between the frequency of the target/reference beat and the in-situ/reference beat. For some positions, the target/in-situ beat will be within the scope bandwidth even though the target/reference beat frequency is too high. The effective scanning range can therefore be extended on the same side of the balance point as the in-situ calibration mirror. The in-situ calibration delay of 465.29 ps (about 70mm) allows an extension of the scanning range from 210 mm to 270 mm.
A Renishaw XL80 laser interferometer and a fiber optic probe were aligned to mirrors on a 300mm translation stage. A variable attenuator in the probe arm of the interferometer attenuated the target pulse such that the intensities of the target and main reference pulses were similar. A computer program moved the stage in 1mm increments and triggered data capture for the Renishaw and the BLR oscilloscope when the stage had settled at each position. At each location, a 400 ns scope record was taken, capturing 8 BLR pulses. Two sequential bi-directional scans were performed taking about 90 minutes total to complete. Figure 3 . Pulse spectra for a subset of the static position measurements, before and after remapping time to correct for distortions in the DFT. Without remapping time, the detected beat signal becomes spectrally broader as the frequency increases. This subset of the scan starts close to the probe and moves away from the probe through the balance point. Figure 3 contains the raw and processed spectra of the pulses in one single-direction subset of the full scan. The in-situ calibration pulse produces a calibration beat frequency of about 21 GHz that is common to all measurements. Because the in-situ calibration arm is shorter than the main reference arm in this experiment, the target/in-situ beat extends the scan range on the side of the balance closer to the optical probe. This secondary beat signal is much dimmer than the target/reference beat signal because the in-situ calibration pulse has much less energy than the main reference pulse does.
We identify frequency peaks in all pulse spectra and fit the extracted frequency peaks against distances measured with the continuous-wave reference interferometer (see Fig. 4 ). For positions where the target/reference beat is outside of the scope range, the frequency of the target/in-situ beat and the in-situ/reference beat were added together.
The quadratic delay term anticipated by Equation 7 is quite obvious when the large linear dependence is subtracted off. Figure 5 shows the quadratic component in terms of the effective position shift caused by the change in frequency. The overall negative sign of the quadratic component means that the frequency shifts such that the target appears closer to the probe than it actually is. The quadratic component of the frequency to distance fit shows good agreement with the quadratic component expected based on the value of the beat frequency chirp parameter (see Equation 8) . We can therefore conclude that Equations 7 and 8 provide a good approximation of the relationship between beat frequency and position. We compare positions determined using the fit of beat frequency to known distances with positions determined using only the in-situ calibration delay and the beat frequency chirp parameter. Figure 6 shows the error in the BLR measured position for both calibration approaches. The fit to known positions produces errors less than 30 microns over the 271 mm scan range. The in-situ calibration approach is less accurate, but still achieves errors less than 50 microns. The errors are most similar at the balance point and at -70mm, which is the effective position of the in-situ calibration delay. Taking a short record of several pulses at each measurement position allows some analysis of the consistency of BLR measurements. 400 ns of data was taken in each measurement, containing 7-8 usable pulses. While this does not provide particularly meaningful statistics for individual measurements, studying the variability across all measurements gives a good picture of the repeatability (see Figure 7) . We find that the precision of the target/reference beat signal is very good, with an overall standard deviation of 0.72 microns. The precision of the extended range points is not as good. Both the reference/in-situ beat and the target/in-situ beat have lower signal to noise ratios than the target/reference beat. As a result, these frequency signals individually have standard deviations of 3.2 microns and 3.5 microns (respectively), and their sum has a standard deviation of 4.7 microns.
In summary, we validate our data analysis approach for BLR using a 27 cm scan of static positions. Even though this measurement is in several respects more difficult than a dynamic measurement, we nonetheless demonstrate accuracy within 50 microns (a few parts in 10 -4 of the measurement range). Over the conventional scan range of 21 cm, we show that the measurement precision is within 4 microns (nearly 1 part in 10 -5 of the measurement range). We demonstrate using a secondary reference mirror to perform an accurate in-situ calibration of the beat frequency as a function of distance. We also show that this consistent beat signal is particularly helpful in diagnosing and addressing problems with temporal alignment in the data analysis.
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