Robotic mapping is an enabling technology for the navigation of autonomous vehicles. The problem of estimating both a vehicle's state and a map of its environment is referred to as Simultaneous Localization and Mapping (SLAM). This paper presents a SLAM framework suitable of a Micro Air Vehicle (MAV) equipped only with a monocular camera. Structure from Motion (SFM) is employed to infer three-dimensional environment information from a stream of digital images. A dimensionality reduction step generates a geometric model of the vehicle's surroundings by exploiting the structure inherent in urban settings. The focus of this paper is to formulate a vision-only SLAM framework for building maps that are amenable to motion planning algorithms to enable autonomous navigation. Simulation results are presented to demonstrate the SLAM algorithm.
I. Introduction
A utonomous navigation in unknown environments is a technology required for the completion of many missions envisioned for Micro Air Vehicles (MAV). Proposed missions include military reconnaissance, surveillance and tracking of specific targets, and traffic monitoring. Figure 1 depicts a typical urban environment in which a MAV would be expected to complete such missions. To successfully navigate through a complex, cluttered scene typical of an urban setting it is necessary to identify obstacles and localize the vehicle with respect to the sensed environment. The goal of this paper is to provide a methodology for which a MAV can navigate through an unknown environment by building maps that are amenable to motion planning and localizing the aircraft with respect to the constructed map. The problem of building an obstacle map while concurrently localizing the vehicle within the constructed map is referred to as Simultaneous Localization and Mapping (SLAM). Solutions to the SLAM problem recursively estimate both the pose of the vehicle and the location of static landmarks by coupling the vehicle state and landmark state into a single estimation problem. The estimation process accounts for uncertainty in the vehicle motion model and noisy sensor measurements by generating probabilistic estimates of the vehicle and map states.
Payload constraints for MAVs severely limit the onboard sensor suite. Common sensors include Global Positioning Systems (GPS), Inertial Measurement Units (IMU), and monocular cameras. In urban settings GPS measurements are often unavailable due to environmental obstruction. Over large distances IMU measure-ments are susceptible to drift and provide unreliable state estimates for the aggressive maneuvers and disturbances common to MAV operating conditions. Therefore, IMU data is commonly fused with additional sensors to reduce drift in state estimates. This paper assumes the only sensor onboard the vehicle is a monocular camera in order to present a vision-only solution to the aircraft SLAM problem.
Vision-only SLAM requires the inference of three-dimensional information from two-dimensional imagery. The process of 3D reconstruction from 2D imagery taken by a single moving camera is referred to as Structure from Motion(SFM). The SFM problem has produced a class of algorithms that estimate the motion of the camera and generate a set of 3D feature points. As the pose of the camera changes the set of visible feature points can change dramatically due to changes in illumination. Therefore, the pointwise representation of the environment that is produced by SFM is not suitable for defining static landmarks in the SLAM methodology or as an input to most motion planning algorithms. Urban environments, however, are largely comprised of regular geometric objects. The structure of the urban environment can be exploited by representing the 3D scene with a set of geometric primitives calculated through a dimensionality reduction process.
This paper presents a vision-only SLAM solution for an aircraft navigating in an urban setting. Image processing generates three-dimensional feature points which are used to construct an environment model comprised of geometric primitives. The vehicle is localized with respect to the constructed map as sensor measurements are gathered. The use of geometric landmarks provides a map that is amenable to motion planning.
II. Background
The work presented in this paper draws from the highly research topics of Structure from Motion (SFM) and Simultaneous Localization and Mapping (SLAM) for use in a vision-only SLAM framework for aircraft.
II.A. Structure from Motion
The SFM problem is an actively researched topic in he image processing community 1, 2 in which camera motion and scene structure are estimated using a sequence of images taken by a moving camera. A variety of different methods for solving the problem have been developed including several causal methods which can be separated into multi-frame 5, 6 and two-frame 3, 4 SFM. Multi-frame SFM exploits the inherent ordering of image data collected by a moving vehicle by imposing smoothness on motion estimates and recursively improving estimates as data is gathered. The application of multi-frame SFM for aircraft was proposed in Ref. 7 in which an aircraft dynamic model imposes realistic constraints on the vehicle motion estimates. Multi-frame approaches work when relative motion is slow in comparison to the video sampling frequency which is not always true for vehicles that are subject to large disturbances or capable of aggressive maneuvers.
Two-frame SFM techniques use two camera images of the same scene taken from different vantage points to solve for camera motion and scene structure. The two-frame methods are more computationally efficient than their multi-frame counterparts, but are susceptible to drift when used for vehicle state estimation. Drift is caused by the systematic accumulation of correlated errors. The proposed state estimation process recursively updates vehicle pose estimates with sensor data generated by a two-frame SFM algorithm. Therefore, the recursive calculation has been moved from within the SFM calculation, as seen in multi-frame SFM, into a SLAM framework.
II.B. Simultaneous Localization and Mapping
A general solution to the SLAM problem is regarded as a critical technology necessary for enabling full autonomy in mobile robots. 8 The SLAM framework predicts vehicle pose using a motion model and refines the pose estimate by incorporating sensor information and a learned map. The majority of SLAM solutions use a Kalman filter to solve the estimation process and have focused on applications to Unmanned Ground Vehicles 9 (UGV) equipped with laser range finders. Some extensions in SLAM research include 6D SLAM 10, 11 which accounts for UGV motion over uneven terrain and vision-based SLAM 12, 13 which tracks image patches in the environment based on texture.
The SLAM framework has been applied to aircraft state estimation in Ref.
14. The implementation, however, employed artificial landmarks of known size to produce landmark sensor measurements. In addition, an implementation for flight through forests 15, 16 used trees as point landmarks and the environment was approximated by a 2D representation. Airborne SLAM implementations have focused on full state estimation by incorporating IMU measurements and have not required that the constructed map is amenable to motion planning. Additionally, airborne SLAM has used Kalman filters to solve the estimation problem. The proceeding vision-only SLAM formulation constructs a spatial map for the purpose of generating collisionfree paths through the environment and primarily focuses on generating estimates of the aircraft position and orientation. The estimation handles the large nonlinearities inherent in aircraft state estimation problems using a particle filter approach known as FastSLAM.
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III. Vision-Based Sensing
Constructing an environment model using a navigating vehicle requires three-dimensional sensor measurements of the vehicle's surroundings. Due to payload requirements MAVs are commonly equipped with monocular cameras as the primary environment sensing modality. Structure from motion (SFM) is used to generate three-dimensional information from a series of two-dimensional images. The pointwise environment representation provided by SFM is not amenable to motion planning, therefore, a dimensionality reduction process is used to create geometric primitives for modeling the vehicle's surroundings. A similar dimensionality reduction process for finding 2D landmarks was presented in Ref. 19 .
III.A. Eight-Point Algorithm
The class of algorithms that reconstruct camera motion and scene structure from a series of images is referred to as SFM. The proposed sensing operation uses the well-known eight-point algorithm.
3 The eight-point algorithm requires two images with a minimum of eight feature points and known correspondence. Feature points are defined as regions of interest in an image, such as corners or points, that can be easily tracked throughout an image sequence as shown in figure 2. Correspondence is determined for a set of feature points with the Lucas-Kanade feature point tracking algorithm 20 which calculates the position of a feature point
T in an image given a feature point location
T in the previous image. The eight-point algorithm exploits epipolar geometry to calculate the relative rotation and translation between two camera poses. Epipolar geometry refers to the geometric relationship defined by the projection of a single three-dimensional point onto two images taken at different vantage points. The three vectors connecting the feature point and the two projections are planar. Therefore, the three vectors have a zero scalar triple product and the epipolar constraint can be written as
where R and T are the rotation and translation between camera poses, respectively. The motion of the camera is encoded in the essential matrix defined as
The eight-point algorithm calculates the essential matrix through a linear least squares problem using a minimum set of eight feature point correspondences. The Kronecker product of i > 8 point correspondences comprise the rows of a matrix as given by 
Therefore, according to the epipolar constraint given by Eq. (1), the essential matrix can be calculated by solving the following linear system of equations
where e is a stacked version of the essential matrix. Finally, the camera motion can be estimated by decomposing the essential matrix and imposing a positive feature depth constraint. The feature point depth λ for a correspondence pair is given by
where γ is an unknown translational scale factor. The unknown scale factor is a well-documented ambiguity stemming from the inability to distinguish between one object and another object that is twice as big and twice as far away. This ambiguity is seen in Eq. (1) where the solution is independent of the magnitude of the translation vector. The scale ambiguity inherent is SFM is accounted for in practice by initializing the process with a calibration object of known size and propagating the scale factor through subsequent calculations. The propagation will fail whenever feature point tracking is entirely interrupted. The scale ambiguity problem will not be addressed in this paper and scale-calibrated measurements will be assumed.
III.B. Dimensionality Reduction
The output of the eight-point algorithm is a set of three-dimensional feature points measured in the bodyfixed basis. Visual feature points are subject to variations due to changes in illumination caused by camera motion. The SLAM formulation requires static landmarks with easily predictable states that are dependent on vehicle position and orientation. In addition, realistic environments can contain millions of feature points making the SLAM problem, which saves and tracks landmark states, computationally intractable. A reduced number of easily distinguishable landmarks are generated through a dimensionality reduction process. This reduces the order of the environment representation and exploits the geometry of urban scenes by fitting planes to the measured feature point set. Additionally, noisy feature depth estimates are smoothed by the dimensionality reduction process.
III.B.1. Principal Component Analysis
The data reduction process uses Principal Component Analysis (PCA) to fit planes to a set measured feature points X. Therefore, each landmark will be represented by a centroid µ and normal vectorn which satisfies the following equation for a planen
where d is the orthogonal distance from the infinite plane to the camera location and p is a point contained in the plane. The centroid of the plane µ is the mean of the feature points that comprise the plane. The normal vector that defines the plane can be found by computing the principal components of the mean-subtracted data set X. The first principal component of a set of three-dimensional points defines the direction of greatest variance. Each subsequent principal component defines a direction of decreasing variance with the third component of a exactly planar set having zero variance. The principal components are found by computing the singular value decomposition (SVD) of the covariance matrix C of the mean-subtracted data set as given by
where Σ is a diagonal matrix of singular values and U and V are unitary matrices with the rows of V defining the principal components.
III.B.2. Clustering
Planar regions in the feature data set can be defined with PCA. The number of planes that best represent the data set, however, is not known prior to the sensing operation. To fit planes to the sensed data set an iterative k-means clustering algorithm is used that searches the data for planar regions.
The k-means algorithm is a method for finding k clusters in a data set which minimize the distance from each data point to its corresponding cluster centroid. The distance measure which defines the membership of data features to specific clusters is typically Euclidean distance. The iterative k-means algorithm used for finding planar features clusters the data according to a measure of planarity.
The planarity of a data cluster is determined by how well the features can be approximated by the cluster's first two principal components as given by
which determines the percentage of the total variance occurring along the first two principal components. For an ideally planar data set τ P CA will equal 1.
The iterative clustering process, depicted in figure 3 , begins by initializing a single cluster (k = 1) with a centroid located at the mean of the entire data set. For each iteration, the planarity of the clusters are determined, as shown in figure 3(b) using Eq. (8) and labeled planer if τ pca is greater than a threshold.
(a) K-means clustering for a data set that approximates three planes when k = 2. If a cluster does not satisfy the planarity test, the centroid is split by creating two centroids at a distance from the original centroid along the first principal component. This ensures that the new centroids are moved according to the variance of the data set and will contain feature points in the next iteration.
If a cluster is determined to be planar, the feature set is projected onto the principal components of the cluster. If the projected point has a z-component that is less than a threshold value it is situated in the plane. A connectivity test determines which inplane points comprise a contiguous plane and all points which satisfy the various planarity tests are subtracted from the feature set. The splitting and subtraction step is shown in figure 3(c) .
When the number of clusters is altered by subtraction or splitting k-means is rerun, as shown if figure 3(a), in order to reposition the centroids. This iterative process continues until a minimum number of feature points remain in the original feature set.
The points that define the boundary for each planar cluster extracted from the high-dimensional feature set must be recorded so that future observations can be associated to previously sensed landmarks. The boundary representation is the convex hull H of the feature points in a cluster. The points of cluster C i are points from the original data after projection onto the basis formed by the principal components. The projected data points C i are used to define a convex hull h i . The convex hull H i is generated by mapping the points of h i back onto the body fixed basis.
Therefore, the output of the dimensionality reduction algorithm is a set of planar features described by a centroid µ i and a normal vectorn i with an associated boundary definition H i measured relative to the body-fixed coordinate frame..
III.C. Observation Association
An important requirement of SLAM is the ability to associate sensed landmarks with landmarks currently incorporated into the map. The majority of SLAM implementations use point landmarks (i.e. artificial landmarks, corners) as the static environment states used in the estimation process. As a vehicle navigates, drift in state estimates makes the data association task difficult for point landmarks since points are only distinguishable by inertial position and relative location with respect to other landmarks. The properties of planar features, however, present a straightforward solution to the data association problem.
In the SLAM formulation the vehicle's motion is predicted given a known control input. An observation model predicts the landmarks that should be visible at the estimated vehicle position. The observation model maps the known landmark locations to predicted sensor measurements as a function of the vehicle's states. The actual sensor measurements must be correlated to the predicted sensor measurements. The observation model for the proposed SLAM framework is defined in Section IV.C.
The data association problem must correlate the sensed landmarks to the known landmarks mapped into the body-fixed coordinate system. The first metric for determining correlation is a dot product of the normal vectors to find features of similar orientation. Since the centroids of the the sensed planes vary depending on the partial visibility of the plane centroid locations cannot be used as a metric for data association. However, the orthogonal distance from the infinite plane to the vehicle, d in Eq. (6) , is invariant to centroid location and can be used for correlating sensor information to a known map. The convex hull H i is recalculated after data association by mapping the current and previous convex hull into the inertial coordinate frame and calculating the convex hull of the combined set.
IV. SLAM Formulation
The Simultaneous Localization and Mapping (SLAM) problem addresses the need for an autonomous vehicle to map its surroundings while concurrently localizing itself within the generated map. Many solutions to the SLAM problem have been proposed which can be summarized as attempts to calculate the posterior distribution of vehicle states x k and a set of L stationary map states M = {m 1 , m 2 , . . . , m L } as given by
where Z k = {z 1 , z 2 , . . . , z k } is the vector of landmark observations, U k = {u 1 , u 2 , . . . , u k } is a vector of known control inputs, and W k = {w 1 , w 2 , . . . , w k } is a set of landmark associations denoting a correlation between mapped and sensed landmarks. Solutions to the SLAM problem estimate the vehicle state x k according to a motion model which describes the state evolution of the vehicle given a previous state estimate x k−1 , a control input u k , and added Gaussian noise n v as follows:
Additionally, the probabilistic measurement model predicts environmental measurements z k dependent on the current vehicle state x k as given by
where m L k is the current set of landmark associations and n o is added Gaussian noise. The most common solution to the SLAM problem uses a Kalman filter which simultaneous estimates the vehicle and landmark states with an innovation step that incorporates the sensor measurement. The Kalman filter approach is typically implemented as an Extended Kalman Filter (EKF) to accommodate nonlinear vehicle and observation models h(x k−1 , u k ) and g(x k , m L k ), respectively. The EKF approach requires the linearization of the nonlinear models h and g and gives poor performance for highly nonlinear functions. An Unscented Kalman Filter (UKF) was applied in Ref. 15, 16 and produced improved results for the nonlinearities of an aircraft model.
The approach described in Section IV.A, referred to as FastSLAM, decomposes the SLAM problem into a vehicle localization problem and a map estimation problem by using a particle filter. The particle filter propagates the vehicle states without linearizing the model which improves the vehicle state estimation process. Each particle of the filter contains a map hypothesis. Since multiple hypotheses are propagated through the estimation process the particle filter has the ability to recover from estimation errors. Kalman filter approaches, however, are subject to catastrophic failures when estimation errors occur. In addition, the particle filter solution to the SLAM problem has been shown to be more efficient than the Kalman Filter approaches and has the ability to handle a larger set of map landmarks. This is important for implementation in realistic environments which may contain thousands of landmarks.
IV.A. Particle Filtering SLAM
The FastSLAM algorithm decomposes the SLAM estimation process described by Eq. (9) by noticing that landmark estimates are conditionally independent given the vehicle's location as shown by the factored form
A particle filter is used to approximate the posterior distribution of the probabilistic vehicle model p(x k | x k−1 , u k ) with a sample-based representation. Each sample s is referred to as a particle and there are a total of P particles in the complete particle set S k = {s 1 , s 2 , . . . , s P }. As P is increased toward infinity the sampled posterior distribution of the vehicle model becomes a better representation of the actual distribution. Each particle contains a vehicle pose and a set of map states conditioned on the vehicle pose for that particle
where s i,k refers to the i-th particle at time k and m i,L shows that each particle contains a complete set of map states for the L landmarks. The decomposed SLAM problem uses a particle filter to represent the vehicle's posterior distribution with each particle containing a complete set of map states conditioned on the vehicle pose that the particle has sampled. Therefore, the second half of the problem is the estimation of the map states in each particle.
The update equation given by equation (14) is calculated for each particle by a set of L Extended Kalman Filters (EKF). Each EKF represents a single landmark in the map conditioned on the pose of the current particle. The multiple EKF representation is responsible for the increased efficiency of the FastSLAM approach since updating multiple smaller Kalman filters is less computationally intensive than updating a single Kalman filter of size RL + T for a problem with a R-state representation for landmarks and T vehicle states. Only the EKFs that represent currently visible landmarks are updated for a given sensor update.
The final step of the SLAM operation is to use the measurement z k to update the pose estimate x k . This is accomplished by resampling the particle filter according to importance weights that are generated by the EKFs of each particle. The importance weight for a given particle is
which ensures that particles with the most likely map estimates are drawn from the particle set. The sampling procedure is executed with replacement so that the particles with a large importance weight are likely to be drawn multiple times while particles with a small importance weight will be culled from the sampled distribution.
IV.B. Vehicle Model
The estimation process will take place for a controlled aircraft navigating through a series of three-dimensional waypoints. The waypoint controller commands roll rateφ, pitch rateθ, and a constant velocity V to direct the aircraft toward each waypoint. The kinematic model for an aircraft navigating under roll and pitch rate commands is given bẏ x = u cos θ cos ψ + v(sin φ sin θ cos ψ − cos φ sin ψ) + w(cos φ sin θ cos ψ + sin φ sin ψ) (16) y = u cos θ sin ψ + v(sin φ sin θ sin ψ + cos φ cos ψ) + w(cos φ sin θ sin ψ − sin φ cos ψ) (17)
where {x, y, z} are the inertial position states measured in a NED coordinate frame, {u, v, w} are the three linear velocity states, {φ, θ, ψ} are the three Euler angles defining roll, pitch, and yaw, k ψ is a scalar gain defining an assumed linear relationship between yaw rate and pitch rate, ωφ and ωθ are the roll rate and pitch rate commands after applying the first order lags given by equations (22) and (23), τφ and τθ are the time constants for the first order lags in roll rate and pitch rate, and uφ and uθ are commanded roll and pitch rates, respectively. Optical flow state estimation, as described in Ref. 21 , is assumed in order to provide vision-only estimates of the vehicle's angle of attack α and sideslip angle β. Similar to the SFM calculations described in Section III.A, the optical flow state estimation calculations require two-dimensional feature points and correspondence information. Therefore, both image processing algorithms can use the same set of feature points as input. The estimates of the α and β and the vehicle's desired constant velocity V allow for the calculation of the linear velocity states based on the following equation
The kinematic aircraft state equations are the basis for the probabilistic vehicle model which needs to account for the uncertainties of the kinematic equations. Gaussian noise is added to the velocity V and control inputs uφ and uθ. The added Gaussian noise is generated for each particle s i and propagates through the model to generate a sampled distribution of the vehicles position after a known control input.
IV.C. Observation Model
The probabilistic measurement model p(z k | x k , M, W k ) predicts a sensor observation for a given vehicle pose and inertial landmark states. The dimensionality reduction process described in Section III.B generates a set of planes described by a centroid µ and a normal vectionn measured relative to the body-fixed coordinate system. Also, an infinite plane can be uniquely described by a normal vectorn and an orthogonal distance to the plane d. The normal vector and orthogonal distance are supplied by the vision-based sensing operation in the body-fixed coordinate system. The landmark states stored in the global map are represented by a centroidμ and a normal vectorN measured in the inertial coordinate frame. Therefore, the measurement model must predictn and d givenμ andN, as shown in figure 4 , for all landmarks observed by the navigating aircraft.
The observation model is given by
where p k is a vector of the aircraft position states and R b e is the rotation matrix from the inertial coordinate system to the body fixed coordinate system defined as cos θ cos ψ cos θ sin ψ sin θ sin φ sin θ cos ψ − cos φ sin ψ sin φ sin θ sin ψ + cos φ cos ψ sin φ cos θ cos φ sin θ cos ψ + sin φ sin ψ cos φ sin θ sin ψ − sin φ cos ψ cos φ cos θ
IV.D. Map Estimation
As stated in Section IV.A an EKF is used to update the map states. Therefore, the observation model must be linearized in order to satisfy the following linear system
where
T is the inertial landmark state vector, and n o is Gaussian noise added to account for uncertainty in the landmark observations. The linear function G k is the Jacobian of the nonlinear observation model given by
V. Simulation Results
The simulation environment consists of a set of rectangular prisms approximating an urban setting. A set of three-dimensional waypoints are defined which are used as inputs to a waypoint navigation controller for a nonlinear dynamic aircraft model. An example environment with waypoints and a vehicle trajectory is presented in figure 5(a) . The aircraft model is a nonlinear F16 simulation where the velocities have been scaled to simulate the capabilities of a Micro Air Vehicle (MAV). The result is a nonlinear aircraft simulation with fast dynamics and velocities representative of a MAV. As the vehicle navigates along the trajectory, three-dimensional feature points are sampled from the building faces in order to simulate the output of a Structure from Motion (SFM) algorithm as shown in figure 5(b) . The feature points are constrained to lie within the field of view of a vision sensor, checked for environmental occlusion, and subject to an angle of incidence constraint.
The dimensionality reduction step generates planar features from the sensed three-dimensional feature points for each sensing operation. The planes are represented by centroids and convex hulls as shown in figure 6 .
The simulation estimates the vehicle states with 100 particles and corrects the states with a sensor update rate of 2 Hz. The variances associated with the vehicle and observation models are set to (a) Simulation environment approximating an urban setting and a set of waypoints through which a nonlinear aircraft model navigates.
(b) A camera model detects three-dimensional feature points during navigation. The localization results given in figure 7 show that the SLAM algorithm is capable of properly localizing the vehicle in a simulated urban environment. The plots show the true trajectory of the vehicle and the best particle at each sensing operation. The best particle is defined as the particle with the greatest weight as defined by Eq. (15) . The result shows that the nonlinearities of the vehicle can be accounted for using the simple kinematic model presented in Section IV.B. 
VI. Conclusion
This paper has presented a vision-only airborne SLAM framework for an aircraft under waypoint navigation control. The landmarks defined for the SLAM estimation are geometric primitives that appropriately handle data gathered by the vision system with respect to reducing the number of features, creating features that are invariant to the vehicle's relative position and orientation to the landmark, and smoothing noise in depth estimates. In addition, the spatial map that is constructed with geometric primitives is amenable to most motion planning algorithms. Future work will involve an analysis of the quality of the generated map and employ an Unscented Kalman filter for particle weighting to eliminate errors caused by the linearization of the observation model. Also, the scale ambiguity problem inherent in SFM will be addressed.
