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a b s t r a c t
This paper is concerned with the role some parameters indexing four important
families within the multivariate elliptically contoured distributions play as indicators of
multivariate kurtosis. The problem is addressed for the exponential power family, for a
subclass of the Kotz family and for the Pearson type II and type VII distributions. Once such
a problem is analyzed, we study the effect these parameters have, as kurtosis indicators,
on binary discriminant analysis by exploring their relationship with the error rate of the
Bayes discriminant rule. The effect is analyzed undermild conditions on the kernel function
generating the elliptical density. Some numerical examples are given in order to illustrate
our theoretical insights and findings.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The word kurtosis comes from the Greek κυρτ o´ς which means bulging. The statistical concept behind it is concerned
with the curvature, the amount of peakedness and tailweight of a distribution; it dates back to the renowned Karl
Pearson [15] who defined it as a measure of departure from normality and introduced the terms leptokurtic,mesokurtic and
platikurtic to classify distributions accordingly. Since then different alternatives to describe this concept have been proposed
both for univariate and multivariate distributions; see [13,1,8,16,10] and [11,14,20] respectively, to name but a few.
Rather than using a single statistical quantity to account for kurtosis, Van Zwet [17] described it by means of a partial
stochastic order between distribution functions. A kurtosis ordering≤s between two symmetric random variables X and Y ,
with distribution functions FX and GY , was defined in the following way: FX is said to be less or equal than GY in kurtosis,
FX ≤s GY , if and only if G−1Y (FX (x)) is convex for x > µ, where µ is the point of symmetry of FX .
Therefore, in order that any statistical quantity can be considered a kurtosis indicator, it should retain such ordering. Van
Zwet’s definition, initially established for symmetric univariate distributions, has been adapted to the non symmetric case
in [2]. Recently, Wang [19] extended it to the case of multivariate elliptically contoured distributions.
In this paper we explore the link between the multivariate kurtosis ordering as given in [19] and the binary discriminant
analysis under elliptically contoured distributions. Themain results are established for four important elliptical families: two
subclasses of the Kotz family, the Pearson type II distributions and themultivariate t which is a subfamily of the Pearson type
VII distributions. Thework is organized as follows: the next section reviews several topics on elliptical distributions that will
be used along the paper. In Section 3 we describe and extend the results in [19], putting the focus on the aforementioned
families. Section 4 introduces the discriminant analysis in elliptical populations and studies the connection between kurtosis
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and the error of the Bayes discriminant rule when the kernel function generating the elliptical density is non increasing;
the theoretical discussion is illustrated with some numerical examples that will shed light on our findings. Finally, we will
summarize our advances and will establish some concluding remarks.
2. Background on elliptically contoured distributions
Elliptically contoured distributions are useful tools formodelingmultivariate data since they provide an alternativewhen
the normality assumption fails; some survey works that treat them from a theoretical viewpoint are [3,5,4,7]. This section
reviews some properties concerned with the stochastic representation of the elliptical distributions; the properties will be
stated for the aforementioned subfamilies within the class of the elliptically contoured distributions.
Definition 1. Let X = (X1, . . . , Xp)′ be an absolutely continuous distributed random vector. We say that X follows an
elliptically contoured distribution if its density function is given by
f (x;µ,3, g) = Cp|3|−1/2g((x− µ)′3−1(x− µ)), (1)
where µ ∈ Rp,3 is a p× p positive definite matrix, Cp = 0(
p
2 )
π
p
2
∞
0 t
p
2−1g(t)dt
and g is a non negative real valued function such
that
∞
0 t
p
2−1g(t)dt <∞.
We will write X ∼ ECp(µ,3, g) to denote that X is distributed in accordance to a p-dimensional elliptically contoured
distribution.
An interesting property of the elliptically contoured distribution is concerned with its stochastic representation which
can be derived from Theorems 2.5.3 and 2.5.5 in [5]. The property is stated as follows.
Proposition 1. A vector X satisfies X ∼ ECp(µ,3, g) if and only if
X d= µ+ A′RU (p), (2)
where A is a square matrix such that A′A = 3,U (p) is a p-dimensional vector with uniform distribution on the unit hypersphere
and R is an absolutely continuous non negative random variable, independent of U (p), such that R2 has density function
hR2(r) =
1∞
0 t
p
2−1g(t)dt
rp/2−1g(r), r ≥ 0. (3)
The variable R in (2) is known as the modular variable since it has the same distribution as the modulus of A′−1(X − µ).
On the other hand, there is a close connection between the scale matrix3 in (1) and the regular covariance matrix6 of the
elliptical distribution. From Theorem 2.6.4 in [5] it follows that 6 = E(R2)p 3, provided that E(R2) < ∞. Note that for the
multivariate normal distribution, where the generating function is g(t) = e−t/2, we obtain E(R2) = p and 6 = 3.
Proposition 2 states a result which stems from the distribution of an affine transformation of a vector X having an
elliptically contoured distribution. The proposition will be utilized in Section 4, where the connection between kurtosis
and discriminant analysis will be analyzed.
Proposition 2. Let X ∼ ECp(µ,3, g) with stochastic representation X d= µ + A′RU (p). The marginal distribution of the
component X1 of X is elliptical with stochastic representation X1
d= µ1+ a11R1U (1), where U (1) is a Bernoulli random variable in
{−1, 1} independent of R1, and R1 d= R
√
B with B a Beta
 1
2 ,
p−1
2

variable independent of R. In addition, the modular variable
R1 has a density function given by
hR1(r) =
20
 p
2

√
π 0
 p−1
2
 ∞
0 t
p
2−1g(t)dt
 ∞
0
s
p−1
2 −1g(r2 + s)ds

, r ≥ 0. (4)
Proof. The statement follows as a particular case of part 2 of Theorem 5 in [7] or by a direct application of Theorems 2.6.1
and 2.6.2 in [5]. 
Now, we review the results given by Propositions 1 and 2 when they are applied to the Kotz, Pearson type II and Pearson
type VII families.
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2.1. Kotz type distributions
Awidely used family within the elliptical contoured distributions is the Kotz type family [9]. The density function for this
family is given by
f (x, β,N, q,µ,3) = Cp(β,N, q)|3|−1/2tN−1 exp
−qtβ , q > 0, β > 0, 2N + p > 2, (5)
where t = (x− µ)′3−1(x− µ) and Cp(β,N, q) = β0(p/2)q(2N+p−2)/2βπp/20((2N+p−2)/2β) .
When N = 1, β = 1 and q = 12 , we obtain the multivariate normal distribution with mean vector µ and covariance
matrix3. If we putN = 1 and q = 12 , we obtain a subclass of the Kotz family, parameterized by the non normality parameter
β , called the multivariate exponential power [6]; we will denote it byMEPp(β,µ,3). On the other hand, when β = 1 and
q = 1 another subfamily, indexed by N , is obtained; we will denote it byMK p(N,µ,3). The distributions of variables R and
R1 from Propositions 1 and 2 can easily be derived for both subfamilies.
If X ∼ MEPp(β,µ,3) then g(t) = e− 12 tβ . Applying Proposition 1, we will obtain that 12R2β has a Gamma

p
2β , 1

distribution. Hence, the modular variable R1 satisfies that R1
d= (2T )1/βB, where T and B are independent Gamma  p2β , 1
and Beta
 1
2 ,
p−1
2

random variables.
When X ∼ MK p(N,µ,3)we proceed in the same way. In this case g(t) = tN−1e−t from which, applying Proposition 1,
we obtain that R2 has a Gamma

N + p2 − 1, 1

distribution; thus R1
d= √VB, with V and B independent
Gamma

N + p2 − 1, 1

and Beta
 1
2 ,
p−1
2

variables.
2.2. Pearson type VII distributions
Another class of distributions within the elliptical family is the Pearson type VII distributions with density function given
by
f (x, K , ν,µ,3) = Cp(K , ν)|3|−1/2

1+ t
ν
−K
, K > p/2, ν > 0, (6)
where t = (x− µ)′3−1(x− µ) and Cp(K , ν) = 0(K)(πν)p/20(K−p/2) .
An important subfamily of the Pearson type VII distributions is obtained when K = (p + ν)/2 and ν is an integer;
in this case we get the family of multivariate t distributions indexed by their degrees of freedom ν. We will denote it by
MT p(ν,µ,3). Once again, the distribution of the modular variables R and R1 can be obtained applying Propositions 1 and 2.
When X ∼ MT p(ν,µ,3) we know that g(t) =

1+ t
ν
− p+ν2 . If we insert this function in Proposition 1 and take the
transform S = R2/p, we can easily see that S follows an F-Snedecor distribution F(p, ν), fromwhich we get the distribution
of the modular variable R1 in Proposition 2: R1
d= √pSBwith S and B independent F(p, ν) and Beta  12 , p−12  variables.
2.3. Pearson type II distributions
Now we are dealt with another family of elliptically contoured distributions, called the Pearson type II family. This class
has density function given by
f (x,m,µ,3) = Cp(m)|3|−1/2 (1− t)m , m > −1, (7)
where 0 ≤ t = (x− µ)′3−1(x− µ) < 1 and Cp(m) = 1πp/2
0(
p
2+m+1)
0(m+1) .
We will denote this family byMPIIp(m,µ,3). Inserting its generating function, g(t) = (1− t)m : 0 ≤ t ≤ 1, in (3) and
applying Proposition 2, we obtain R1
d= √VBwith V and B independent Beta  p2 ,m+ 1 and Beta  12 , p−12  randomvariables.
The previous stochastic representations of the modular variables for the families MEPp(β,µ,3),MK p(N,µ,3),
MT p(ν,µ,3) and MPIIp(m,µ,3) play an important role in the computation of any characteristic of the distributions, as
they open the road for applying Monte Carlo methods that involve simple to simulate Gamma, Beta and F variables. In
addition to such practical implications, they also provide the theoretical basis for the results we will derive in the following
sections.
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3. Kurtosis indicators in elliptically contoured distributions
In this section we address the study of multivariate kurtosis. The next definition, which follows Wang [19], states a
simplified version of his multivariate kurtosis ordering.
Definition 2 (Multivariate k2 Kurtosis Ordering). Let X and Y be two p-dimensional random vectors, with distribution
functions FX and FY , such that X ∼ ECp(µX ,3X , gX ) and Y ∼ ECp(µY ,3Y , gY ). We say that FX is less than or equal to FY in
the k2-ordering, FX ≤k2 FY , if and only if F−1R2Y (FR2X (r)) is convex for r ≥ 0, where FR2X and FR2Y are the distribution functions of
the squared modular variables: R2X = (X − µX )′3−1X (X − µX ) and R2Y = (Y − µY )′3−1Y (Y − µY ).
This definition deals with multivariate kurtosis by translating it in terms of the convex ordering of the random variables
R2X and R
2
Y . The connection between this kurtosis ordering and certain parameters for some families within the class of
multivariate elliptically contoured distributions has been investigated in [19]. Now, we describe and extend the results
in [19] by showing that the parameters β,N, ν and m, indexing the families MEPp(β,µ,3),MK p(N,µ,3),MT p(ν,µ,3)
andMPIIp(m,µ,3), are indicators of kurtosis in the sense that they preserve the k2 ordering.
Propositions 3 and 4 state this appealing property for the aforementioned families. In order to prove Proposition 3, we
need two lemmas we will relegate to Appendix.
Proposition 3. Let X and Y be two elliptical random vectors with distribution functions FX and FY such that
X ∼ MEPp(β1,µ,3) and Y ∼ MEPp(β2,µ,3). If 0 < β1 < β2 then FY ≤k2 FX when p > 2.
Proof. LetG(r) = F−1
R2β1
(FR2β2
(r)), r ≥ 0with FR2β1 and FR2β2 the distribution functions of the quantityR
2 = (X−µ)′3−1(X−µ)
for non normality parameters β1 and β2 respectively. We must prove the convexity of the function G(r), r ≥ 0.
Taking into account that 12R
2βi : i = 1, 2 is a Gamma

p
2βi
, 1

random variable, we can write G(r) in the following way
G(r) =

20−1p
2β1

0 p
2β2

1
2
rβ2
1/β1
=

2H

1
2
rβ2
1/β1
,
with H(x) = 0−1p
2β1

0 p
2β2
(x)

and 0 p
2βi
(x), x ≥ 0 : i = 1, 2, the distribution function of a Gamma

p
2βi
, 1

random variable.
In order to derive the convexity of G(r), it will suffice to prove that for any straight line a+br , the function G(r)−(a+br)
has at most two zeros and whenever it has two zeros G is negative between them; so when it has exactly two zeros, it will
follow the sign pattern+−+ and when it has a unique zero it will have the sign pattern−+.
Now, we distinguish the following situations:
i. When b ≤ 0 and a < 0, since G(r) is strictly increasing, we obtain G(r) − (a + br) > 0 and G(r) does not intersect the
straight line. Otherwise, if a ≥ 0, taking into account that G(0) = 0, we can conclude that G(r) and the straight line will
intersect at a unique point.
ii. The case b > 0 is a little bit more involved. We will use the following argument together with the results of Lemmas 1
and 2 of Appendix.
Let us define the functionD(r) = 0 p
2β2
 1
2 r
β2
−0 p
2β1
 1
2 (a+ br)β1

. D(r) has the same sign pattern as G(r)−(a+br).
Hence, the problem is simplified to studying the sign of D(r).
We will detail the behavior of this function for the case 0 < β1 < β2 ≤ 1 since the remaining situations can be
derived in a similar way applying Lemmas 1 and 2. It is straightforward to show that limr→∞ D(r) = 0 and
D(0) = 0 if a = 0, D(0) < 0 if a > 0, D(−a/b) > 0 if a < 0. (8)
In addition, if a < 0 we get D(r) > 0 when r < −a/b; thus the sign of D within the interval [0,−a/b) does not change
its global sign pattern.
On the other hand, the first derivative of D is given by
D′(r) = r p2−1
β2  12  p2β2 e− 12 rβ2
0

p
2β2
 − β1  12  p2β1 e− 12 (a+br)β1
0

p
2β1
 b p2 1+ a
br
 p
2−1

= r p2−1β1

1
2
 p
2β1
e−
1
2 (a+br)β1 b
p
2
0

p
2β1
 1+ a
br
 p
2−1 
em(r) − 1 ,
wherem(r) is the function defined in Lemma 1.
From the expression of the derivative above, we conclude thatm(r) gives the sign ofD′(r) and therefore themonotone
behavior of D(r).
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When a > 0 the results of Lemmas 1 and 2 lead to aD′(r) having two zeros and sign sequence−+−; this sign pattern
and the endpoint conditions in (8) lead to a D(r)with a unique zero and sign pattern−+, as it was intended to prove.
For the case a = 0, we apply Lemma 2 and obtain a D′(r) following one of the sign sequences: +− or − + −. The
first one, together with the asymptotic behavior of D and the fulfillment D(0) = 0 in (8), leads to a non negative D(r);
meanwhile, the second one will give a D(r) having a unique zero and following the sign sequence−+.
When a < 0, from Lemmas 1 and 2 we obtain that m(r) may have one or three zeros with sign sequences +− and
+ − +− respectively. In the former case, D(r) has a unique local maximum; taking into account (8), we can conclude
D(r) > 0. In the later case, D(r) will have two local maxima and a unique local minimum; this monotone pattern,
together with the limit behavior of D(r), may yield a non negative D(r) or a D(r) with sign pattern + − +, the last one
corresponding to a function with two zeros being negative between the zeros. 
Proposition 4. Let X and Y be elliptical random vectors with distribution functions FX and FY .
I. If X ∼ MK p(N1,µ,3) and Y ∼ MK p(N2,µ,3) then FY ≤k2 FX provided that N1 < N2.
II. If X ∼ MPIIp(m1,µ,3) and Y ∼ MPIIp(m2,µ,3) then FX ≤k2 FY provided that m1 < m2.
III. If X ∼ MT p(ν1,µ,3) and Y ∼ MT p(ν2,µ,3) then FY ≤k2 FX provided that ν1 < ν2.
Proof. Assertion I is a trivial consequence of Theorem 3.1 in [19]. For the statement in II see Theorem 3.3 of [19]. Finally, the
assertion in III was stated in Corollary 3.1 of [19]. 
4. The effect of kurtosis on discriminant analysis
The results of the previous section give a deeper insight about the role the parameters β,N and ν of the Kotz and Pearson
type VII distributions and the indexm in the Pearson type II family play as kurtosis indicators. In this section wewill explore
the connection between kurtosis and class discrimination through the relationship between these parameters and the error
of the Bayes discriminant rule.
For the sake of simplicity, we focus on the binary discriminant analysis with classes C1 and C2 and equal priors. Assume
that the class conditional vectors of predictors, X | C1 and X | C2, follow elliptically contoured distributions such that
X | C1 ∼ ECp(µ1,3, g) and X | C2 ∼ ECp(µ2,3, g).
The Bayes decision rule will classify X in C1 if
g((X − µ1)′3−1(X − µ1)) > g((X − µ2)′3−1(X − µ2)). (9)
When g is a decreasing function, the previous rule becomes the standard linear discriminant rule. In this case lengthy
computations give the analytical expression for the Bayes error described in terms of the quantity
∆2 = (µ1 −µ2)′3−1(µ1 −µ2) and the kernel function g generating the density of the elliptical family (see [18]). The next
proposition shows the connection between the Bayes error and the distribution function of the modular variable appearing
in Proposition 2.
Proposition 5. Let C1 and C2 be the classes of a binary classification problem with vector of predictors satisfying that
X | Ci ∼ ECp(µi,3, g) : i = 1, 2, where µi and 3 are the vectors of means and the common scale matrix. If g is a decreasing
function then the Bayes error is given by 12 (1− H1 (∆/2)) with H1 the distribution function of the density appearing in (4).
Proof. From Theorems 1.1 and 1.2 in [18] we know that the Bayes error is Q (−∆/2), where Q is a distribution function
with density given by
q(u) = 0
 p
2

√
π 0
 p−1
2
 ∞
0 t
p
2−1g(t)dt
 ∞
0
s
p−1
2 −1g(u2 + s)ds

, −∞ < u <∞.
From (4) we obtain that hR1(r) = 2q(r), r ≥ 0. Thus,Q is the distribution function of the variable R1U (1) in Proposition 2.
Consequently,
Q (−∆/2) = 1
2
P(R1 > ∆/2) = 12 (1− H1(∆/2)),
as we aimed to prove. 
The previous result opens the road for analyzing the connection between the k2-ordering introduced in Section 3 and the
Bayes error of the linear discriminant rule. We will focus on the exponential power family, the Pearson type II distributions,
the multivariate t distribution and theMK p(N,µ,3) family when N verifies that 1− p/2 < N < 1, in order to ensure the
fulfillment of the non increasing condition for the function g . The next theorems state the connection between the kurtosis
indicators β,m,N and ν and the Bayes error for each one of these families.
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Theorem 1. Let us consider classification problems with vectors of predictors X and Y having elliptically contoured distributions
such that: X |C1 ∼ MEPp(β1,µ1,3),X |C2 ∼ MEPp(β1,µ2,3) and Y |C1 ∼ MEPp(β2,µ1,3), Y |C2 ∼ MEPp(β2,µ2,3)
with p > 2. If 0 < β1 < β2 then the Bayes errors satisfy that
1
2

1− H1,β2 (∆/2)
 ≤ 1
2

1− H1,β1 (∆/2)

, (10)
where H1,βi : i = 1, 2 is the distribution function corresponding to the density in (4) for the case of the exponential power with
non normality parameter βi.
Proof. Let us define the function M(x) = 0 p
2β2
 1
2x
β2
 − 0 p
2β1
 1
2x
β1
 : x ≥ 0, with 0 p
2βi
: i = 1, 2 being the distribution
function of a Gamma

p
2βi
, 1

random variable. Note thatM(x) is the function D(x) of Proposition 3 when a = 0 and b = 1.
Once again applying Lemmas 1 and 2 (see Appendix), we get the sign pattern+− for M ′(x); therefore, M(x) > 0 : x ≥ 0,
which in turn gives
0 p
2β2

1
2
xβ2

> 0 p
2β1

1
2
xβ1

, x ≥ 0. (11)
Now, the results of Section 2, applied to the exponential power family, show that H1,βi : i = 1, 2 is the distribution
function of the random variable

(2Ti)1/βiB, where Ti and B are independent Gamma

p
2βi
, 1

and Beta
 1
2 ,
p−1
2

variables.
Therefore,
H1,βi (∆/2) = P

(2Ti)1/βiB ≤ ∆/2

= 0
 p
2

√
π0
 p−1
2
  1
0
P

(2Ti)1/βiB ≤ ∆/2 |B = ω

ω−1/2(1− ω) p−12 −1dω
= 0
 p
2

√
π0
 p−1
2
  1
0
0 p
2βi

∆2/4ω
βi
2

ω−1/2(1− ω) p−12 −1dω.
From this expression and the inequality in (11), we can conclude that H1,β2 (∆/2) ≥ H1,β1 (∆/2). Taking into account
Proposition 5, this inequality implies the statement of the theorem. 
Theorem 2. Let us consider classification problems with vectors of predictors X and Y having elliptically contoured distributions
such that: X |C1 ∼ MPIIp(m1,µ1,3),X |C2 ∼ MPIIp(m1,µ2,3) and Y |C1 ∼ MPIIp(m2,µ1,3), Y |C2 ∼ MPIIp(m2,µ2,3).
If 0 < m1 < m2 the Bayes errors satisfy that
1
2

1− H1,m2 (∆/2)
 ≤ 1
2

1− H1,m1 (∆/2)

(12)
where H1,mi : i = 1, 2 is the distribution function corresponding to the density in (4) for the case of a Pearson type II family.
Proof. The results of Section 2 for the Pearson type II family show that H1,mi : i = 1, 2 is the distribution function of
√
ViB,
where Vi and B are independent Beta(
p
2 ,mi+1) and Beta( 12 , p−12 ) variables. Therefore,H1,mi(∆/2) = 1 provided that∆ ≥ 2
and then the equality holds in (12). We address now the case 0 ≤ ∆ < 2.
Let Gmi : i = 1, 2 be the distribution function of a Beta( p2 ,mi + 1) random variable and G(x) = G−1m2 (Gm1(x)). Since
G(0) = 0,G(1) = 1 and G(x) is convex – see Proposition 4(II) – we get G(x) ≤ x or equivalently
Gm2(x) ≥ Gm1(x) : 0 ≤ x ≤ 1. (13)
On the other hand,
H1,mi(∆/2) = P(

ViB ≤ ∆/2) = 1− P

ViB >
∆2
4

= 1− 0
 p
2 +mi + 1

√
π0
 p−1
2

0 (mi + 1)
 1
∆2/4
 1
∆2/4ω
r
p
2−1(1− r)miω−1/2(1− ω) p−12 −1 dr dω
= 1− 0
 p
2

√
π0
 p−1
2
  1
∆2/4

1− Gmi

∆2/4ω

ω−1/2(1− ω) p−12 −1 dω
= Υ

∆2
4

+ 0
 p
2

√
π0
 p−1
2
  1
∆2/4
Gmi

∆2/4ω

ω−1/2(1− ω) p−12 −1 dω,
with Υ the distribution function of a Beta( 12 ,
p−1
2 ) variable.
J.M. Arevalillo, H. Navarro / Journal of Multivariate Analysis 107 (2012) 53–63 59
1.
0
0.
8
0.
6
0.
4
0.
2
0.
0
D
is
tri
bu
tio
n 
fu
nc
tio
n 
H1
 fo
r β
 
=
 
1/
2,
 3
/4
, 1
1.
0
0.
8
0.
6
0.
4
0.
2
0.
0
D
is
tri
bu
tio
n 
fu
nc
tio
n 
H1
 fo
r m
 =
 0
.5
, 1
0
1.
0
0.
8
0.
6
0.
4
0.
2
0.
0
D
is
tri
bu
tio
n 
fu
nc
tio
n 
H1
 fo
r N
 =
 1
/2
, 0
, 1
/2
0.0 0.5 1.0 1.5
Δ/2
2.0 2.50.0 0.5 1.0 1.5
Δ/2
0 5 10 15
Δ/2
m = 10
m = 5
m = 0
β = 1
β = 3/4
β = 1/2
N = –1/2
N = 0
N = 1/2
Exponential Power family. p = 4 Pearson type II family. p = 4 Kotz family indexed by N. p = 4
Fig. 1. Plots of H1 for the exponential power subfamily, Pearson type II distributions and the subfamily of the Kotz indexed by N .
Finally, the expression above along with the inequality in (13) gives H1,m2(∆/2) ≥ H1,m1(∆/2) from which, taking into
account Proposition 5, the statement of the theorem will follow. 
Theorem 3. Let us consider classification problems with vectors of predictors X and Y having elliptically contoured distributions
such that: X |C1 ∼ MK p(N1,µ1,3),X |C2 ∼ MK p(N1,µ2,3) and Y |C1 ∼ MK p(N2,µ1,3), Y |C2 ∼ MK p(N2,µ2,3). If
1− p/2 < N1 < N2 < 1 the Bayes errors satisfy that
1
2

1− H1,N1 (∆/2)
 ≤ 1
2

1− H1,N2 (∆/2)

, (14)
where H1,Ni : i = 1, 2 is the distribution function corresponding to the density in (4) for the subclass of the Kotz family indexed
by N.
Proof. The results in Section 2 show that the distribution function H1,Ni : i = 1, 2 in (4) for the subfamilyMK p(N,µ,3) of
the Kotz corresponds to the distribution function of a random variable
√
TiB, where Ti and B are independent
Gamma(Ni + p2 − 1, 1) and Beta( 12 , p−12 ) variables. Consequently,
H1,Ni(∆/2) = P

TiB ≤ ∆/2

= 0
 p
2

√
π0
 p−1
2
  1
0
0Ni

∆2
4ω

ω−1/2(1− ω) p−12 −1dω
where 0Ni is the distribution function of a Gamma(Ni + p2 − 1, 1) variable. Taking into account the Table 1.1 in [12], we can
assert that
0N1(x) ≥ 0N2(x) : x ≥ 0. (15)
Therefore, H1,N1(∆/2) ≥ H1,N2(∆/2) and it will suffice to apply Proposition 5 to obtain the statement of the theorem. 
Note that there is a monotone relation between the Bayes error and the kurtosis indicators of the exponential power,
the Pearson type II and the Kotz subclass MK p(N,µ,3). Fig. 1 illustrates such behavior by displaying the plots of H1 for
different indicators of kurtosis. However, this is not the case for all the elliptical distributions as we show in the next
theorem.
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Table 1
Bayes error in the exponential power family for∆ = 0, 2, 4.
p = 4 p = 10 p = 20
β 12
3
4 1
1
2
3
4 1
1
2
3
4 1
e(0) 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500
e(2) 0.398 0.254 0.158 0.436 0.286 0.158 0.455 0.307 0.158
e(4) 0.304 0.099 0.023 0.373 0.133 0.022 0.409 0.157 0.023
Table 2
Bayes error in the Pearson type II family for∆ = 0, 12 , 1.
p = 4 p = 10 p = 20
m 0 5 10 0 5 10 0 5 10
e(0) 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500
e( 12 ) 0.296 0.166 0.020 0.205 0.124 0.081 0.125 0.079 0.053
e(1) 0.128 0.020 0.004 0.040 0.007 0.002 0.008 0.001 0.000
Table 3
Bayes error in the subclass of the Kotz family indexed by N for∆ = 0, 2, 4.
p = 4 p = 10 p = 20
N − 12 0 12 − 12 0 12 − 12 0 12
e(0) 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500
e(2) 0.01 0.028 0.053 0.045 0.057 0.068 0.063 0.068 0.073
e(4) 0 0 0.001 0.001 0.001 0.002 0.001 0.002 0.002
Theorem 4. Let us consider classification problems with vectors of predictors X and Y having elliptically contoured distributions
such that: X |C1 ∼ MT p(ν1,µ1,3),X |C2 ∼ MT p(ν1,µ2,3) and Y |C1 ∼ MT p(ν2,µ1,3), Y |C2 ∼ MT p(ν2,µ2,3). If
0 < ν1 < ν2 then the Bayes errors satisfy that
1
2

1− H1,ν2 (∆/2)
 ≤ 1
2

1− H1,ν1 (∆/2)

(16)
if and only if p = 2. Here H1,νi : i = 1, 2 is the distribution function of the density in (4) for the multivariate t family indexed by
the degrees of freedom.
Proof. Let G(x) = F−1ν1 (Fν2(x)) : x > 0, where Fνi(x) is the distribution function of an F(p, νi) random variable, i = 1, 2.
From the k2-ordering in theMT p(ν,µ,3) family –Proposition 4(III) – it follows the convexity of the functionG(x). Therefore,
G(x) ≥ x and consequently Fν2(x) ≥ Fν1(x) if and only if G′(0) ≥ 1. Here G′(0) can be calculated using simple calculus:
G′(0) = lim
x↓0 G
′(x) = lim
x↓0
fν2(x)
fν1(G(x))
= lim
x↓0
fν2(x)
fν1(G′(0)x)
,
where fνi , i = 1, 2 is the density function of an F(p, νi) random variable. Then G′(0) =

0(
ν1
2 )0(
ν2+p
2 )
0(
ν2
2 )0(
ν1+p
2 )
 
ν1
ν2
p/2
G′(0)1−p/2,
from which we get
G′(0) =

0

ν1
2

0

ν2+p
2

0

ν2
2

0

ν1+p
2
2/p ν1
ν2
. (17)
For each (ν1, ν2), taking into account the concavity of the digamma function, it is straightforward that (17) is a non increasing
function of p reaching the value 1 when p = 2. Hence, G′(0) ≥ 1 if and only if p ≤ 2 and consequently, Fν2(x) ≥ Fν1(x) if
and only if p ≤ 2. Therefore, the only multivariate t that fulfills the condition G′(0) ≥ 1 will come from the case p = 2.
On the other hand, in Section 2 we have shown that H1,νi , i = 1, 2 is the distribution function of
√
pSiB, where Si and B
are independent F(p, νi) and Beta( 12 ,
p−1
2 ) variables. Therefore, using an analogous argument as in Theorem 3, we can assert
the inequality in (16) will hold provided that Fν2(x) ≥ Fν1(x), thus if and only if p = 2, as we aimed to proof. 
4.1. Numerical examples
We conclude this section giving some numerical examples that illustrate some of the results of the theoretical discussion.
Monte Carlo simulation using the stochastic representation of the modular variable in Proposition 2 was carried out in
order to get the distribution function H1; we have drawn 105 observations from R1. Then we have applied Proposition 5
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to compute the Bayes error, e(∆) = 12 (1− H1 (∆/2)), for different values of the parameters indexing the families
MEPp(β,µ,3),MPIIp(m,µ,3) andMK p(N,µ,3).
Tables 1–3 display such errors for different values, p = 4, 10, 20, of the dimension of the vector of predictors. As expected,
Table 1 shows that, when the parameter β approaches the multivariate normal distribution (β = 1), the Bayes errors
decrease. This phenomenon occurs for all the dimensions under consideration, which agrees with the result established by
Theorem1. In addition, the performance of the Bayes discriminant rule deteriorateswhenwe departure fromnormality—see
the errors e(0), e(2) and e(4) in Table 1 for β = 12 . This effect becomes more pronounced for larger dimensions.
In Table 2 we can observe the same phenomenon for the Pearson type II family. The error rate decreases when we move
from the uniform distribution (m = 0) to unimodal distributions (m = 5, 10). This fact highlights the result of Theorem 2.
It is worthwhile noting that the smaller error rates are attained for the larger dimensions.
The monotone increasing behavior of the Bayes error in the MK p(N,µ,3) Kotz family can also be observed from the
numerical results of Table 3, where different values of N that meet the condition 1− p/2 < N < 1 were considered.
5. Summary and concluding remarks
Recently, a new way of interpreting multivariate kurtosis through a k2-ordering in multivariate elliptically contoured
distribution has been introduced by Wang in [19]. This paper contributes to the topic by describing his results and by
extending them to the exponential power distributions, an important subfamily of the Kotz type distributions. We show
that the parameters β,N,m and ν indexing four important families of elliptical distributions – the exponential power,
the subclass of the Kotz type distributions indexed by N , the Pearson type II distributions and the multivariate t – can be
understood as kurtosis indicators since they preserve the k2-ordering. Provided that a mild condition, concerned with the
non increasing behavior of the function g generating the elliptical density, is fulfilled we explore the effect this ordering has
on discriminant analysis by studying the connection between such indicators and the error of the Bayes discriminant rule.
The theoretical discussion has revealed a monotone relation among the Bayes error curves with respect to the kurtosis
indicators in the families MEPp(β,µ,3),MPIIp(m,µ,3) and MK p(N,µ,3); we have also proved that this property does
not apply to the multivariate t except when p = 2. The numerical work has shed light on the findings provided by the
theory.
The results of this paper are expected to establish the theoretical foundations for further research regarding the
classification of multivariate data in experiments where the multivariate normality of the observations at hand must be
discarded as a realistic assumption.
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Appendix
Lemma 1 (Number of Zeros). Let β1 and β2 non negative parameters such that 0 < β1 < β2. The function defined by
m(r) = 1
2

(a+ br)β1 − log(a+ br)p−2 − rβ2 − log rp−2+ c(p, β1, β2)− log b,
with c(p, β1, β2) = log

β2
β1

+ p log 22

1
β1
− 1
β2

+ log

0(p/2β1)
0(p/2β2)

, b > 0 and p > 2, has one, two or three zeros in the interval
[0,∞) ∩ [−a/b,∞).
Proof. Firstly, we will consider the case β2 ≤ 1. Rearranging the terms that appear inm(r), we get the new function given
by
ha,b(r) = em(r) = β2
 1
2
 p
2β2 r
p
2−1e−
1
2 r
β2
bβ1
 1
2
 p
2β1 (a+ br) p2−1e− 12 (a+br)β1
0

p
2β1

0

p
2β2
 = g2(r)
b g1(a+ br) ,
where g2 and g1 are the densities of 21/β2X2 and 21/β1X1 with X2 and X1 generalized gamma variables GG(β2, p/2β2) and
GG(β1, p/2β1) respectively. Thus, g2(r) : r > 0 and b g1(a + br) : r > −a/b correspond to the densities of 21/β2X2 and
1
b (2
1/β1X1 − a), from which we can conclude thatm(r)must have at least one zero.
The number of zeros of m(r) coincides with the number of times the function ha,b crosses the horizontal line y = 1.
Hence, we will focus on studying these crossings. The first derivative of ha,b is given by h′a,b(r) = ha,b(r)r
β2−1
2 [m1(r)−m2(r)]
withm1 andm2 functions defined by
m1(r) = (p− 2)arβ2(a+ br) , m2(r) = β2

1− β1b
 a
r + b
β1−1
β2rβ2−β1

: r ∈ [0,∞) ∩ [−a/b,∞).
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After simple differentiation, we get
m′1(r) = −
(p− 2)a
rβ2+1(a+ br)2 [β2(a+ br)+ br] ,
m′′1(r) = (p− 2)a
(1+ β2)β2(a+ br)2 + 2brβ2(a+ br)+ 2b2r2
rβ2+2(a+ br)3 .
Thus, if a > 0 thenm1(r) is a non increasing and convex function; meanwhile, it is increasing and concave when a < 0.
On the other hand, the first and second derivatives ofm2(r) are given by
m′2(r) = β1b
a
r
+ b
β1−2 (β2 − β1)br − (1− β2)a
rβ2−β1+2
,
m′′2(r) = −β1b
a
r
+ b
β1−3 (β2 − β1)(β2 − β1 + 1)
rβ2−β1+4

(br)2 − 2a(1− β2)
β2 − β1 br −
(1− β2)β2a2
(β2 − β1)(β2 − β1 + 1)

.
The last expression can be rewritten as
m′′2(r) = −β1b3
a
r
+ b
β1−3 (β2 − β1)(β2 − β1 + 1)
rβ2−β1+4
(r − r1)(r − r2),
with r1 = ab

1− β2
β2 − β1

1− β2
β2 − β1 +

1− β2
β2 − β1 +
β2
β2 − β1 + 1

and
r2 = ab

1− β2
β2 − β1

1− β2
β2 − β1 −

1− β2
β2 − β1 +
β2
β2 − β1 + 1

.
Therefore, the function m2 will have a local minimum at r0 = a(1−β2)b(β2−β1) provided that a > 0, whereas if a < 0 then m2 is a
non decreasing function. In addition, r1 > r0 > 0 and r2 < 0 when a > 0; hence, m2 is convex in [0, r1) and concave in
[r1,∞); on the other hand, if a < 0 then we get r1 < 0 and 0 < r2 < − ab , from which we will obtain thatm2 is concave in[−a/b,∞).
The previous study for the functionsm1 andm2 suggests to distinguish the following situations:
i. a < 0. In this case the following endpoint conditions are satisfied: limr↓− ab m2(r) = −∞, limr→∞m2(r) = β2,
limr↓− ab m1(r) = −∞ and limr→∞m1(r) = 0. In addition,
lim
r↓− ab
ha,b(r) = ∞ and lim
r→∞ ha,b(r) = 0.
Taking into account these properties and the non decreasing and concave behavior of m1 and m2, it can be deduced
that h′a,b may have 0 or 2 zeros. The first case will give a decreasing ha,b which crosses the horizontal level y = 1 once;
for the second case, we get a function ha,b with a local minimum and a local maximum, which in turn may result in one
or three crossings of the horizontal line y = 1 depending on whether the minimum is above or below the level y = 1.
ii. a > 0. In this case we know that limr↓0 m2(r) = limr→∞m2(r) = β2, limr↓0 m1(r) = ∞ and limr→∞m1(r) = 0. It is
also satisfied that
lim
r↓0 ha,b(r) = ha,b(0) = 0 and limr→∞ ha,b(r) = 0.
From these conditions, the non increasing convex shape of m1 and the non increasing and increasing changing
behavior ofm2 in the intervals [0, r0) and [r0,∞)with a convex–concave pattern, it follows thatm1 andm2 will intersect
each other exactly once. Hence, the resulting ha,b will have a unique local maximum; this finding, together with its
boundary conditions above, implies that ha,b will cross the horizontal level y = 1 twice.
iii. a = 0. In this case the functions m1,m2 and h′a,b will become m1(r) = 0,m2(r) = β2

1− β1bβ1
β2rβ2−β1

and h′a,b(r) =
−m2(r) ha,b(r)r
β2−1
2 , r > 0. Therefore, ha,b has a local maximum at the point r∗ =

β1bβ1
β2
 1
β2−β1 . In addition, ha,b satisfies
the boundary conditions:
lim
r↓0 ha,b(r) = ha,b(0) = e
c(p,β1,β2)− p2 log b and lim
r→∞ ha,b(r) = 0.
If b < e
2
p c(p,β1,β2) wewill have ha,b(r∗) > ha,b(0) > 1; consequently, taking into account the boundary conditions above,
ha,b will cross the line y = 1 only once. On the other hand, if b ≥ e 2p c(p,β1,β2) then we get ha,b(r∗) > ha,b(0) < 1; in this
situation the case ha,b(r∗) < 1 must be discarded as it would imply ha,b(r) < 1 for every r ∈ [0,∞), contradicting the
fact that g2(r) and bg1(a+ br) are density functions. Hence, ha,b(r∗) > 1 fromwhich we can conclude that ha,b will cross
the level y = 1 twice.
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The results of items i–iii show that ha,b crosses the line y = 1 once, twice or three times, as asserted by the statement of
the lemma.
Finally, when β2 > 1 the signs of m′1 and m
′′
1 follow the same pattern as in the case β2 ≤ 1. However, this is not the
case for m2; as far as its monotone behavior is concerned, we can easily see that when β2 > 1 the quantity −a plays the
same role the a has when β2 ≤ 1. On the other hand, we can also deduce thatm2 is concave in [0,∞) provided that a > 0.
However, if a < 0 then m2 is concave only if 0 < β1 ≤ 1 < β2; meanwhile, if 1 < β1 < β2 the function m2 will follow
a convex–concave or concave–convex–concave pattern depending on whether β2 ≤ 2 or β2 > 2, respectively. Therefore,
following analogous arguments as in items i–iii with the corresponding study of the boundary conditions for m1 and m2,
we can conclude again that ha,b crosses the horizontal y = 1 once, twice or three times when β2 > 1, as it was intended to
prove. 
Lemma 2 (Sign Patterns). For p > 2 and parameters β1, β2 such that 0 < β1 < β2, the function m(r) changes its sign in
accordance to one of the following patterns:+−,−+− or +−+−, where− denotes m(r) < 0 and+ denotes m(r) ≥ 0.
Proof. It is easily shown that limr→∞m(r) = −∞. Once again, we will detail the case β2 ≤ 1 since the proof for β2 > 1
can be derived in an analogous way. We will distinguish the following cases:
If a > 0 then we obtain limr↓0 m(r) = −∞. Therefore, taking into account the previous lemma, we arrive to a function
m(r)with two zeros and infinite limits at its endpoints; this gives the second sign pattern.
When a = 0 the results of Lemma 1 yield a function m(r) with one or two zeros. In the first case it will follow the sign
pattern+−, whereas in the second case it will follow the sign sequence−+−.
Finally, when a < 0 we get limr↓−a/b m(r) = ∞; therefore, m(r) must have an odd number of zeros. As Lemma 1
excludes more than 3 zeros, it will have one or three zeros: the first case leads to the sign sequence+− and the second case
to+−+−. 
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