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Resume { Cet article traite de la reconnaissance de modulation, notre objectif etant de discriminer les modulations monopor-
teuses (de type lineaire) des modulations multiporteuses de type OFDM. Du fait du caractere quasi-gaussien des modulations
multiporteuses, nous proposons un detecteur reposant sur le test de normalite de G. Giannakis et M. Tsatsanis [8] en utilisant
les connaissances a priori sur les modulations numeriques. Ce detecteur permet d'atteindre une probabilite de detection Pd=0,99
pour une probabilite de fausse alarme Pfa=10
 2
dans le cas le plus defavorable rencontre (MAQ-256 ltree contre OFDM-32).
Abstract { This paper deals with modulation classication. Our goal is to discriminate single-carrier (SC) modulations from
multicarrier (MC) modulations of OFDM type. Because MC-modulations are asymptotically Gaussian, we propose here a detector
using the statistical test of G. Giannakis and M. Tsatsanis [8] based on fourth-order cumulants. This test is here adapted to the
specic case of digital modulations which allows to reduce the algorithm complexity. Simulations are provided and show that in
the worst case (ltered QAM-256 versus 32-OFDM) the detector achieves a probability of detection Pd=0.99 for a probability of
false alarm Pfa=10
 2
.
1 Introduction
Dans le cadre de la surveillance du spectre, il est im-
portant de determiner le type de modulation utilise par
un signal. De nombreuses etudes ont ete menees pour re-
soudre ce probleme, pour des modulations analogiques ou
numeriques [6, 9, 10]. Les developpements actuels nous
conduisent a nous interesser desormais aux modulations
de type OFDM (Orthogonal Frequency Division Multi-
plexing) qui sont de plus en plus utilisees (DAB, DVB,. . . ).
Nous cherchons ici a discriminer les modulations multi-
porteuses des modulations lineaires monoporteuses MDP
(modulation de phase) et MAQ (modulation d'amplitude
en quadrature). Nous proposons un detecteur base sur le
test de normalite de G. Giannakis et M. Tsatsanis [8] qui
utilise les cumulants d'ordre 4 et conduit a decider entre
deux hypotheses, H
0
(processus gaussien) et H
1
(proces-
sus non gaussien). Dans le cadre de notre etude, nous sup-
posons disposer de l'observation r(t) d'un signal module
x(t) noye dans un bruit blanc gaussien centre additif.
Compte tenu de la convergence rapide de la loi de proba-
bilite des modulations OFDM vers la loi gaussienne quand
le nombre de porteuses augmente, le probleme se ramene
alors au test d'hypothese suivant :
H
0
: x(t) est une modulation multiporteuse
H
1
: x(t) est une modulation monoporteuse lineaire

A partir des resultats etablis dans [6], nous avons modie
legerement le test [8] en ne retenant que les cumulants per-
mettant la meilleure discrimination, ceci permettant une
reduction importante du cou^t de calcul sans degradation
des performances.
Le paragraphe 2 caracterise la convergence des signaux
OFDM vers la loi normale. Le paragraphe 3 decrit le detec-
teur propose et le paragraphe 4 son application pratique.
Les performances sont donnees au paragraphe 5. Enn, le
paragraphe 6 conclut cet article.
2 Proprietes statistiques des mul-
tiporteuses
Le signal en bande de base d'une modulation OFDM
s'ecrit :
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plexes emis, supposes centres, independants et identique-
ment distribues, f
0
le residu de porteuse, N
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En decomposant x(t) en parties reelle et imaginaire
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Les lois de x
r
(t) et x
i
(t) convergent vers la loi gaussienne
et le calcul de leur cumulant d'ordre 4 permet d'evaluer
la vitesse de convergence. Nous calculons alors la valeur
de ce cumulant dans le cas de la partie reelle a l'instant
t = t
0
:
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compte tenu de l'independance des symboles emis sur chaque
porteuse et de la multi-linearite du cumulant, nous avons :
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Le terme Cum
4
(
P
k
x
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k
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0
)) est le cumulant d'ordre 4 de
la modulation utilisee sur chaque porteuse et dont nous
savons qu'il a une valeur nie, supposee identique pout
tout  N
p
=2  n  N
p
=2. Finalement, nous pouvons ecrire
que :
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Par consequent, nous en deduisons que :
Cum
4
(x
r
) ! 0 en 1/N
p
.
La convergence est clairement identique dans le cas de
la partie imaginaire x
i
(t). La decroissance du cumulant
d'ordre 4 d'une modulation de type OFDM est inverse-
ment proportionnelle a son nombre de porteuses.
3 Detecteur propose
Nous utilisons le test de normalite base sur les cumu-
lants 4 propose dans [8], adapte ici au cas particulier des
modulations numeriques. Ce test consiste a ranger dans le
vecteur c l'ensemble des cumulants d'ordre 4 suivant :
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Sous l'hypothese H
0
, ce vecteur est nul de sorte que le
recepteur revient a tester la nullite de la norme du vecteur
c ce qui se ramene a :
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c
designe la matrice de covariance de c et s le seuil
impose. Le travail essentiel de [8] est de donner une ma-
niere simple et consistante d'estimer la matrice 
c
a partir
d'une observation.
Compte tenu de l'ensemble des cumulants choisis, la di-
mension du vecteur c est L = M (M + 1)(M + 2)=6. Ce
test a ete propose avec la plus grande generalite sans faire
aucune hypothese sur H
1
. Dans notre cas, nous supposons
que l'hypothese H
1
correspond aux modulations lineaires
de sorte que d'apres les resultats obtenus dans [6, 7], il
nous est possible de choisir les cumulants les plus energe-
tiques pour maximiser la probabilite de detection a pro-
babilite de fausse alarme constante. L'ensemble des cumu-
lants retenus pour notre detecteur est l'ensemble
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Le test [8] s'applique aux donnees reelles alors que nous
sommes ici dans le cas complexe. Nous proposons d'utiliser
le fait que sous H
0
les parties reelle et imaginaire de x(t)
sont gaussiennes sous la forme du test suivant :
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c
r
designe le vecteur compose des cumulants d'ordre 4 de
la partie reelle et c
i
le vecteur compose des cumulants
d'ordre 4 de la partie imaginaire.
Ce test utilise de plus des relations demontrees dans
le seul cas stationnaire, alors que nous etudions ici des si-
gnaux cyclostationnaires. L'application de ces relations ne
fait pas l'objet de cette etude mais se justie a posteriori
par les performances obtenues.
4 Mise en uvre du test
L'algorithme de detection est le suivant :
1. calculer les cumulantsCum
4;r
(0; ; ) etCum
4;i
(0; ; ),
avec 0    M   1 < 1. M designe le nombre de
retards pris en compte, avec M  1; 5  T
s
. Dans les
deux cas :
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ou T est le nombre d'echantillons disponibles. For-
mer alors les vecteurs c
r
et c
i
.
2. Calculer les matrices de covariance 
c
r
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c
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en ap-
pliquant les formules de Leonov-Shiryaev [2, pp. 21-
22] :
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3. Calculer les valeurs des normes dans les cas reel et
imaginaire :
dG4
r
= c
r
T
 (
c
r
)
 1
 c
r
et
dG4
i
= c
i
T
 (
c
i
)
 1
 c
i
4. Imposer le seuil s et eectuer le test 3.
Le vecteur c est seulement de dimension L = M et la
matrice 
c
est de taille (M M ). Nous avons donc reduit
la dimension du vecteur d'un facteur (M + 1)(M + 2)=6
et celle de la matrice d'un facteur (M + 1)
2
(M + 2)
2
=36,
ce qui est particulierement interessant lors de l'inversion
de la matrice.
Malgre ces simplications, la discrimination entre mo-
noporteuses et multiporteuses reste possible avec de bons
resultats, comme le demontre le paragraphe 5.
5 Performances
Les signaux simules utilisent des modulations monopor-
teuses et sont supposes ltres en Racine de cosinus sur-
eleve (RCS) de roll-o 0,2. Les modulations OFDM sont
elles simulees avec 32 porteuses, une modulations MDP-
2 sur chaque porteuse, une fonction porte comme forme
d'onde, avec un intervalle de garde (20 % du temps utile).
Les simulations sont d'abord realisees avec 5000 puis 512
echantillons, et dans chaque cas pour des rapports signal-
a-bruit dans la bande du signal de 10 dB et 0 dB. Seul le
bruit est ici pris en consideration et nous ne simulons ni
multi-trajets ni distorsions dans le canal.
La gure Fig. 1 represente la statistique suivie par le
seuil dG4 calcule a partir des parties reelle et imaginaire
du signal r(t), pour 100 tirages de 5000 echantillons dans
le cas de l'OFDM-32, de la MAQ et de la MDP, pour un
rapport signal-a-bruit de 10 dB. La gure Fig. 2 donne ce
me^me seuil pour un rapport signal-a-bruit de 0 dB seule-
ment.
Nous pouvons remarquer que ces statistiques sont bien
separees. Nous remarquons aussi que le bruit inue sur les
resultats obtenus car d'une part il n'est pas rigoureuse-
ment gaussien, et d'autre part car nous ne disposons que
d'estimations des cumulants.
Nous faisons le me^me type de simulations dans le cas
particulierement defavorable et dicile ou nous ne dispo-
sons que de 512 points et pour un rapport signal-a-bruit
de 0 dB. La gure Fig. 3 montre que la discrimination de-
vient plus dicile. La gure Fig. 4 est un agrandissement
sur quelques erreurs entre OFDM-32 et MAQ-256 ltree.
Enn, la gure Fig. 5 donne les performances du de-
tecteur pour 512 echantillons a travers une representation
(Pd, PFa), Pd etant la probabilite de detection et Pfa la
probabilite de fausse alarme, en considerant la situation
la plus dicile, OFDM-32 contre MAQ-256 ltree.
6 Conclusion
Nous avons montre dans cet article que le test de norma-
lite de G. Giannakis et M. Tsatsanis pouvait e^tre adapte
a la reconnaissance de modulations numeriques avec de
bonnes performances. Toutefois, ces performances seront
fortement diminuees dans le cas de signaux reels en rai-
son des autres perturbations liees au canal (trajets mul-
tiples, distorsion,. . . ). Neanmoins, l'ecart entre les statis-
tiques des seuils dG4 pour les modulations monoporteuses
et multiporteuses permet d'envisager une application pra-
tique de ce test.
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Fig. 1: Seuil dG4 pour 100 tirages. RSB = 10dB. Mo-
noporteuses ltrees en RCS,  = 0; 2. 5,000 points.
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Fig. 2: Seuil dG4 pour 100 tirages. RSB = 0dB. Mono-
porteuses ltrees en RCS,  = 0; 2. 5,000 points.
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Fig. 3: Seuil dG4 pour 100 tirages. RSB = 0dB. Mono-
porteuses ltrees en RCS,  = 0; 2. 512 points.
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