This paper is focused on di erent methods and algorithms for solving tridiagonal block Toeplitz systems of linear equations. We consider the El-Sayed method (Ph.D. Thesis, 1996) for such systems and propose several modiÿcations that lead to di erent algorithms, which we discuss in detail. Our algorithms are then compared with some classical techniques as far as implementation time is concerned, number of operations and storage. Comments and conclusions for computing e ciency of the proposed new algorithms are given. Numerical experiments corroborating the theoretical results are also presented.
Introduction
Many problems arising in practice lead to the solution of linear systems of equations with special coe cient matrices. Tridiagonal block Toeplitz linear systems arise in numerical solution of ordinary and partial di erential equations (ODE and PDE), interpolation problems, boundary value problems (BVP), etc. [2, 3, 7, 13] . It is known that these systems have the form : : :
: : :
is an Hermitian tridiagonal block Toeplitz matrix with block size n. A and B are m × m matrices, x and f are column vectors with size nm. The aim of this paper is to discuss di erent algorithms for solving (1) and compare them as far as time for implementation, number of operations and storage are concerned.
We organize the present paper as follows:
1. In Section 2 we review LU factorization, Cholesky factorization [8] and adaptation the Cyclic Reduction method [1] corresponding to the special form of M . We modify the method described in [4] . 2. In Section 3 we develop algorithms based on these modiÿcations in order to optimize oating point operations, memory space and implementation. 3. Finally, we verify the results in a number of numerical experiments.
Methods for solving special block tridiagonal Toeplitz linear system
Let us recall some classical direct methods for solving the linear system (1): LU factorization, Cholesky factorization, Cyclic Reduction [8] , as well as one modiÿcation of LU factorization described in [4] , which is based on the solution of a nonlinear matrix equation. For simplicity's we introduce the following notation x = {x i } i=1; :::; n , f = {f i } i=1; :::; n , where x i and f i are blocks with size m × 1.
Block LU factorization
Matrix (2) A n F n = A − B n−1 G n−1 :
The matrices A i and F i are lower and upper triangular, respectively, and are obtained by LU factorization. Thus, solving the linear system (1) is equivalent to solving two simpler systems Ly = f; y = {y i } i=1; :::; n and Ux = y; x = {x i } i=1; :::; n ;
whose solutions are 
respectively.
Block Cholesky factorization
When the matrix M is positive deÿnite the following factorization
exists, where
: :
The matrices A i , B i satisfy the relations
for i = 2; : : : ; n − 1;
It is well known that A i and A * i are lower and upper triangular, respectively, and are obtained by Cholesky factorization.
In this manner, solving the linear system (1) is again equivalent to solving two simpler systems Ly = f; y = {y i } i=1; :::; n and L * x = y; x = {x i } i=1; :::; n :
The solution of the ÿrst system can be found by (4) . The solution of the second system satisÿes
Block cyclic reduction
In this section we adapt Bini's method [1] to the special case when the coe cient matrix is given as in (2) . Let us derive explicitly the substitution formulas for computing the block coordinates of the solution x. Recall that block cyclic reduction can be applied only if the block size of M is power of 2, in other words, let n = 2 p . By performing an even-odd permutation of the block-rows and block columns in (1) we obtain
where
are column vectors, whose elements are blocks of size m × 1, satisfying the relations
The cells
: 0 : :
are matrices of block size 2 p−1 × 2 p−1 . We apply one step of block-Gaussian elimination to (8) and obtain
+ ;
Let
Note that now the ÿrst equation of (9) has the form
Observe, that the matrix M (1) has the form
: : : :
Obviously, it is also a block tridiagonal matrix and, except for the north-western corner block F (1) it has a block Toeplitz structure, with block size 2 p−1 ×2 p−1 . Applying once again an even-odd permutation of the block rows and block columns to (10) , we obtain
+ k } k=1; :::; 2 p−2 ; x 
2k ; x
(1)
2k ; f
(1) Again the cells
: 0 : 0 :
B
(1) * : 0 : :
are matrices of block size 2 p−2 × 2 p−2 . We apply again one step of Gaussian elimination to (11) and obtain
where M (2) is of the same type as M (1) , but with block size 2 p−2 × 2 p−2 . Proceeding in a similar fashion, we obtain a sequence of linear systems of the form
for j = 1; : : : ; p;
is square matrix with block of size 2 p−j for j = 1; : : : ; p. When j = p the cells
. The blocks of the matrix M (j) obey the following relations:
For the block column vectors f (j) and x (j) , we have
for k = 1; : : : ; 2 p−j−1 for j = 0; : : : ; p − 1
and
for j = 0; : : : ; p − 1 are square matrices of block size 2 p−j−1 .
A modiÿcation of LU factorization
In 1990 Rojo [14] proposed a new method for solving symmetric circulant tridiagonal linear systems and in recent years it has been modiÿed to dial with matrices M having a special structure. For instance, in [5] it is adapted to the case when the coe cient matrix M is pentadiagonal and strongly diagonally dominant. In [11] M is allowed to be not diagonally dominant. El-Sayed [4] extended Rojo's method to tridiagonal block matrices. His approach consists in introducing a nonlinear matrix equation to solving problem (1) . The algorithms we propose in this paper are based on [4] and investigate di erent approaches for solving the nonlinear matrix equation of El-Sayed. We discuss Woodbury's formula and its numerical implementation.
Firstly, let us describe an algorithm for solving parametric linear systems of the form.
where : : :
is a block tridiagonal matrix with block size n, X is a parameter block of size m × m, and the vectors y = {y i } i=1; :::; n , and f = {f i } i=1; :::; n are column vectors consisting of n blocks of size m × 1.
The matrix N admits the following LU factorization
:
where I is the m × m identity matrix. The above factorization exists when the parameter X satisÿes the nonlinear matrix equation
Thus, solving the linear system (15) is equivalent to solving two simpler systems
:::; n ; Uy = z; y = {y i } i=1; :::; n ;
whose solutions are
: : : ; n; y n = X −1 z n ;
respectively. Now, we can ÿnd the solution of (1). The matrices M and N are related by relation
Using Woodbury's formula we have
Therefore, the solution x of (1) is obtained from the vector y as follows:
El-Sayed proposes following decomposition N = LDV;
are square matrices of block size n, P = B * X −1 and Q = X −1 B. The matrix N −1 becomes
Therefore, the blocks (N −1 E 1 ) i of the vector N −1 E 1 satisfy the formulas
for i = 1; : : : ; n:
Hence
The coordinates x i of the vector x in (19) are given by
(A − X )y 1 for i = 1; : : : ; n:
Obviously, formulas (20) and (21) are not convenient to implement directly, because they require a great number of redundant multiplications. For this reason we propose two algorithms for computing the vector N −1 E 1 .
Algorithm F. Solve m linear systems of type (17) with right-hand sides the corresponding to di erent columns of E 1 . Note that this approach does not take into consideration the special structure of the right-hand sides vectors (having only a very sparse nonzero block). If the matrices A and B are real, the algorithm costs O(8nm 3 ) ops and requires the storage of nm 2 real numbers.
Algorithm R. The blocks (N −1 E 1 ) i are recursively computed by formula (20) using the following algorithm:
• Find the cells Y i = (−1) n−i X −1 P n−i for i = 1; : : : ; n by
Y i = Y i−1 (−P) for i = 2; : : : ; n:
Our theoretical investigation shows that the algorithm R:
1. Requires half as many ops as the algorithm F, at the expense of minimal increase of storage memory. If the matrices A and B are real the algorithm costs O(4nm 3 ) ops and needs to store (n + 2)m 2 real numbers, 2. Takes advantage of the special form of the matrix E 1 .
Algorithms for solving special block tridiagonal linear systems
In this section we compare the algorithms for solving special block tridiagonal linear systems described in Section 2 and there modiÿcations. (14) .
end. 
If the matrices
for k = 1; : : : ; 2 p−j−1 .
Retrieve the coordinates of the vector x by the scheme
for k = 1; : : : ; 2 p−j − 1 For the new algorithms based on the discussion in Section 2.4, we must address the problem of solving the nonlinear matrix equation (16). In [6] , Engwerda proves that, if A is a positive-deÿnite matrix, then solution of (16) is equivalent to the solution of following matrix equation
. Thus, the results proposed in [6, 10] can be readily adapted to produce following algorithms for (16). Let ¿ 0 be a ÿxed tolerance.
Algorithm EI (Engwerda; Ivanov) • Compute the Cholesky factorization of Z k ; Z k =LL * , • Solve the triangular matrix equationLZ =B, In case we wish to solve (16) by a direct solver, we can use the following adaptation of the algorithm presented in [12] .
2. For k = 1; 2; : : : compute 
end.
If the matrices A and B are real, this algorithm requires O((m 3 =3)+(8m 3 =3)+3 * 2m 3 )=O(27m 3 =3) ops, per iteration and the storage of (19m 2 + m)=2 real numbers. The algorithms EI M and MM require less operations per iteration at the expense of a minimal increase of the memory space. However, their MATLAB implementation shows that they are slower than EI and M, respectively. This is due because they call fewer built in MATLAB function.
The advantage of the algorithms M and MM is their quadratic convergence, which guarantees fewer iterations to reach the required accuracy.
Based on the discussion presented in this section, we propose the following new algorithm for (1). 
Numerical experiments
In this section we wish to corroborate the discussion of Section 3 by solving (1), with M given as in (2), and exact solution x = (1; 1; : : : ; 1)
T . In our numerical experiments, M is real, symmetric, with several block size n and several size and structure of the cells A and B. The above algorithms are compared by means of execution times and accuracy of the solution.
The codes are written in MATLAB language and computations are done on a PENTIUM computer. The results of the experiments are given in separate tables for each example. The following notation is used:
• LU stands for the LU algorithm.
• CHOL stands for the CHOL algorithm.
• CR stands for the CR algorithm.
• CRM stands for the CRM algorithm.
• EI 1(F) stands for the (ÿ) algorithm. The matrix equation (16) For all programs the value of is set to = 10 −14 .
• Iter is the smallest number k, for which
• Err: = x −x ∞ , wherex is the computed solution. Table 1 reports the ops and memory space required for each program.
From Table 1 we see that algorithm CRM requires less memory space than the others. Its number of operation depends of the relationship between the sizes m and n. If m ¡ 5n=6p then algorithm CRM requires O(10nm 2 ) ops and if m ¿ 5n=6p then-O(12m 3 log 2 n). The algorithms EI (R) and M(R) are more e ective than the classical LU and CHOL. Even under the assumption that the 
number of iterations Iter is considerably less than n, for m 6 3 and p ¿ 3 they require less ops than algorithm CRM. In the next examples the cells A and B of the matrix M are chosen in such way that they guarantee the existence of a positive deÿnite solution of Eq. (16) [9, 12] . Table 2 we present the execution time (in seconds) and the error, of each algorithm for di erent values of m and n. The matrix B is symmetric, nonnegative and such that Be = (1=2 − )e, where e is the vector having all its entries equal to 1. Thus B 2 = A −1=2 BA −1=2 2 = 1=2 − .
We consider the following two cases: In Tables 3 and 4 we give execution time (in seconds) and errors, for = 0 and = 0:4, respectively. In Table 5 we give the execution time (in seconds) and the error of each algorithms for di erent values of m and n.
Conclusions
From the discussion and the results obtained by numerical experiments, we can conclude that:
1. The proposed modiÿcations of formulas (20) and (21) (Algorithm R) lead to a considerable decrease in the number of operations, for computing the block vector N −1 E 1 . That explains why the execution time for Algorithms EI (R) and M(R) is less than for Algorithm EI (F). 2. The adapted algorithms CRM, EI (R) and M(R) essentially take advantage of the special structure of the matrix M , and this makes them more e ective than the classical algorithms LU, CHOL, CR as far as the number of operation, memory requirements and execution time are concerned. 3. The Algorithms CRM, EI (R) and M(R) are comparable for accuracy of the computed solution, execution time for required ops (for m 6 3 and p ¿ 3). For large values of the m, Algorithm CRM requires the least ops, which, together with the fact that it uses the least memory space, suggests that it is most suitable when the block size of M is a power of two. 4. If n is not a power of two and the cells of the matrix M satisfy the conditions for existence of the solution of Eq. (16), then the use of Algorithms M(R) is recommended instead.
