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Abstract
We introduce a theoretical framework for per-
forming statistical tasks—including, but not
limited to, averaging and principal component
analysis—on the space of (possibly asymmet-
ric) matrices with arbitrary entries and sizes.
This is carried out under the lens of the Gromov-
Wasserstein (GW) distance, and our methods
translate the Riemannian framework of GW dis-
tances developed by Sturm into practical, imple-
mentable tools for network data analysis. Our
methods are illustrated on datasets of asymmet-
ric stochastic blockmodel networks and planar
shapes viewed as metric spaces. On the theo-
retical front, we supplement the work of Sturm
by producing additional results on the tangent
structure of this “space of spaces”, as well as
on the gradient flow of the Fre´chet functional
on this space.
1 Introduction
In a variety of data analysis contexts, one often obtains
matrices which are square and asymmetric. Often these
matrices arise when studying networks [New10] where
the relationships between nodes cannot be measured di-
rectly, but have to be inferred from the activity of the
nodes themselves. This is the case for biological net-
works such as the brain, gene regulation pathways, and
protein interaction networks.
Inspired by this connectivity paradigm, we refer to arbi-
trary square matrices as networks. The row/column labels
are referred to as nodes, and the matrix entries are referred
to as edge weights. Such matrix datasets commonly arise
in many other use cases. For example, a practitioner is
typically confronted with an n× p data matrix X where
each row is an observation and each column is a variable,
from which the covariance matrix is formed. If the dataset
is Euclidean, then there is a well-understood duality be-
tween the covariance of the variables and the pairwise
distances between the observations. More generally, the
dataset could be sampled from a Riemannian manifold (or
from a distribution whose high density regions live near
such a manifold), and the distances between the points
could be given by the geodesic distances on the mani-
fold. Even more generally, it may be the case that the
data is sampled from a Finsler manifold, and one has ac-
cess to the quasimetric defined by the asymmetric length
structure of the manifold. This may be the case when
one is sampling data from a dynamical system driven by
some potential function: the asymmetry arises because
traveling up the potential function is more difficult than
traveling down [BCS12].
In the interest of performing statistics on such data, it
is natural to ask how one obtains a mean of such matri-
ces. Simply taking a coordinatewise mean does not work
in many cases, e.g. when the matrices are of different
sizes or are unlabeled. In such situations, one needs to
first perform an alignment/registration task that optimally
matches the nodes of one network to the nodes of the other.
If the matrices are the same size, then the most obvious
approach would be to search for an optimal permutation
to match nodes between the networks. However, this idea
is too restrictive as real-world datasets are frequently of
unequal size. Moreover, for large matrices, searching over
permutations is prohibitively computationally expensive.
For these reasons, one introduces the idea of “probabilistic
matchings”. Here, each node is assigned a weight, so that
the total weight of the network is one (i.e., a probability
measure is assigned to the nodes of the network). Instead
of searching over permutations to match nodes between a
pair of networks, we can then instead search over the con-
vex set of couplings of their probability measures (that is,
joint probability distributions whose marginals agree with
the original distributions on the input networks). This is
the essential idea of Gromov-Wasserstein distance, which
is defined below.
The goal of this paper is to introduce a theoretical frame-
work for statistical computations on the space of networks.
This is achieved by fusing theoretical results on Gromov-
Wasserstein distance [Stu12], algorithms for statistics on
Riemannian manifolds [Pen06] and recent algorithmic
advances for the computation of Gromov-Wasserstein dis-
tance [PCS16]. By using this framework, we are able to
perform not just averaging, but a plethora of statistical
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tasks such as principal component analysis and support
vector machine classification. Implementations of our
methods are available on GitHub1.
1.1 Previous Work
A metric measure space is a compact metric space
endowed with a Borel probability measure. Gromov-
Wasserstein (GW) distance was first introduced as a met-
ric on the space of all (isomorphism classes of) metric
measure spaces. Theoretical aspects of the GW distance
were explored in [Me´m07, Me´m11, Stu12]. The work in
[Me´m07, Me´m11] was already focused on applications to
object matching, while [Stu12] explored the Riemannian-
like structures induced by GW distance.
In recent years, GW distance has garnered interest in
data science communities as a way to compare unlabeled
datasets, or datasets containing samples from different
ambient spaces. For example, GW distance has been
used to explore a variety of network datasets [Hen16],
as a metric alignment layer in deep learning algorithms
for object classification [ESKBC17], to align word em-
bedding spaces for translation applications [AMJ18], for
several tasks in analysis of large graphs and networks
[XLZD19, XLC19] and has been incorporated into gen-
erative models across incomparable spaces [BAMKJ19].
Several specialized variants of GW distance have also
been recently introduced [MN18, VCF+18, VFT+19].
The problem of computing GW distance was studied from
the algorithmic viewpoint in [PCS16], where a projected
gradient descent algorithm was introduced. The main fo-
cus was on using GW distance to compute Fre´chet means
of distance (more generally, kernel) matrices. The main
idea of the present paper is to recast the work in [PCS16]
using the theoretical Riemannian framework of [Stu12]
together with statistical algorithms on Riemannian man-
ifolds [Pen06]. By using this viewpoint, we are able to
generalize the work of [PCS16] to asymmetric networks,
while providing a flexible general framework for machine
learning tasks on network-valued datasets.
Our specific contributions are as follows. We first provide
the gradient of GW functional on asymmetric networks.
This complements a similar result for symmetric matrices
in [PCS16]. On the metric geometry side, we provide a
concrete exposition of the tangent space structure on this
space of asymmetric networks. We explicitly formulate
the iterative Fre´chet mean algorithm of Pennec as gradi-
ent descent of the Fre´chet functional on this space. The
tangent structure provides a framework for vectorizing
collections of networks in order to apply standard ML
algorithms. We exemplify this by performing averaging
and principal component analysis on a database of pla-
nar shapes. Our methods can also be used for network
compression, and we illustrate this on a toy example of
an asymmetric stochastic blockmodel network.
1github.com/trneedham/gromov-wasserstein-statistics
2 Preliminaries on the GW distance and
Fre´chet means
2.1 Networks and the GW distance
A measure network is a triple (X,ωX , µX) where X is
a Polish space (i.e. separable, completely metrizable),
µX is a fully supported Borel probability measure, and
ωX : X ×X → R is a square integrable function. The
collection of all networks is denoted N . When no con-
fusion will arise, we abuse notation and denote the triple
(X,ωX , µX) by X . Observe that the notion of a mea-
sure network is a strict generalization of that of a metric
measure space, as defined above.
A coupling between two probability measures µX and
µY supported on Polish spaces X and Y is a probability
measure on X × Y with marginals µX and µY . Stated
differently, µ(A × Y ) = µX(A) for all A ∈ Borel(X)
and µ(X × B) = µY (B) for all B ∈ Borel(Y ). The
collection of all such couplings is denoted C (µX , µY ).
Given two networks (X,ωX , µX) and (Y, ωY , µY ) in N ,
one defines the distortion functional to be the map
dis2 : C (µX , µY )→ R
µ 7→ ‖ωX − ωY ‖L2(µ⊗µ).
More explicitly, dis2(µ) is the quantity∫
|ωX(x, x′)− ωY (y, y′)|2 dµ(x′, y′) dµ(x, y),
where the integral is taken over the spaceX×Y ×X×Y .
The (2-)Gromov-Wasserstein distance between networks
(X,ωX , µX) and (Y, ωY , µY ) is then defined by
dN,2(X,Y ) :=
1
2
inf
µ∈C (µX ,µY )
dis2(µ).
One may similarly define the p-GW distance by taking the
Lp norm, but the constructions in this paper rely on the
special structure of the L2 case. Since we will focus on
the L2 version of the distance, we condense our notation
to dN = dN,2 and dis = dis2.
The following lemma shows that the infimum in the def-
inition above is always achieved. Minimizers of dis are
referred to as optimal couplings. The proof follows di-
rectly from [Stu12, Lemma 1.2].
Lemma 1 (Optimality of couplings, [Stu12]). Let
(X,ωX , µX), (Y, ωY , µY ) ∈ N . Then there always ex-
ists a minimizer of dis in C (µX , µY ).
In the finite setting, the notation of [PCS16] admits
some useful insights into this minimization problem. We
present this notation now. Let L : R × R → R be a
loss function. In our case, this will always be defined as
L(a, b) := |a− b|2. Next we switch to matrix notation:
given a finite space X = {x1, x2, . . . , xn}, we write Xik
to denote ωX(xi, xk) for 1 ≤ i, k ≤ n. Suppose Y is
another finite space of sizem. The collection of couplings
C (µX , µY ) then consists of n×m matrices T = (Tij)ij
such that∑
i
Tij = µY (yj) and
∑
j
Tij = µX(xi).
Then one defines the 4-way tensor L(X,Y ) :=
(L(Xik, Yjl))ijkl. Given a 4-way tensor L and a matrix
(Tij)ij , one defines the tensor-matrix multiplication
L ⊗ T :=
(∑
kl
LijklTkl
)
ij
.
Next, given two real-valued matricesA andB of the same
dimensions, one writes 〈A,B〉 to denote the Frobenius
inner product
∑
ij AijBij . As observed in [PCS16], the
GW distance between two finite networks X and Y can
then be written as:
dN (X,Y ) =
1
2
min
T∈C (µX ,µY )
〈L(X,Y )⊗ T, T 〉1/2.
For the reader’s convenience, we verify that the dimen-
sions are consistent. If X is an n-point space and Y is
an m-point space. Then T is an n × m coupling ma-
trix, L(X,Y ) is an n2 × m2 tensor, and the product
L(X,Y )⊗ T is an n×m matrix.
2.2 Weak isomorphism: From transport plans to
transport maps via blow-ups
The space (N , dN ) is a pseudometric space. Networks
(X,ωX , µX) and (Y, ωY , µY ) satisfy dN (X,Y ) = 0
if and only if there exists a Borel probability space
(Z, µZ) with maps piX : Z → X and piY : Z → Y
such that the pushforward measures satisfy (piX)#µZ =
µX , (piY )#µZ = µY , and the pullbacks (piX)∗ωX ,
(piY )
∗ωY satisfy ‖(piX)∗ωX − (piY )∗ωY ‖∞ = 0, where
(piX)
∗ωX(z, z′) := ωX(piX(z), piX(z′)). In this case,
X and Y are said to be weakly isomorphic and write
X ∼=w Y . The space Z is referred to as a common expan-
sion of X and Y . We write [X] = [X,ωX , µX ] to denote
the weak isomorphism class of X = (X,ωX , µX) in N .
The collection of equivalence of classes of networks will
be denoted [N ]. See also [CM18] for more details on
weak isomorphism.
In the case of finite networks, weak isomorphism is espe-
cially useful as it allows one to convert transport plans to
transport maps. This observation plays a key role in both
our theory and algorithms. We present this construction
next.
Definition 1 (Blowups). Let X,Y be finite networks,
and let µ ∈ C (µX , µY ). Let u := (ux)x∈X be a vector
where ux := |{y ∈ Y : µ(x, y) > 0}|. Also define
v := (vy)y∈Y by setting vy := |{x ∈ X : µ(x, y) > 0}|.
Next define X[u] to be the node set
⋃
x∈X{(x, i) : 1 ≤
i ≤ ux}. Fix x ∈ X and let y1, y2, . . . , yux denote the
y ∈ Y such that µ(x, y) > 0. Define µX[u]((x, i)) :=
µ(x, yi). Finally, for x, x′ ∈ X and 1 ≤ i ≤ ux, 1 ≤ j ≤
x
1 y1
y2
0
0
1
1
x1
x2
1
1
1
1
Figure 1: Top row: Networks X and Y . Bottom row:
Blown-up form Xˆ of X . Downward arrow shows blow-
up; upward arrow shows alignment.
ux′ , define ωX[u]((x, i), (x′, j)) = ωX(x, x′). Similarly
define (Y [v], ωY [v], µY [v]). The crux of this construction
is that while X[u], Y [v] are weakly isomorphic to X
and Y , respectively, the initial transport plan µ naturally
expands to a transport map from X[u] to Y [v]. We refer
to the process of constructing X[u] from X as a blow-up.
Definition 2 (Alignment). Let X,Y be finite networks
on n and m nodes, respectively, and let µ be an optimal
coupling. We refer to the n×m binary matrix 1µ>0 as the
binarization of µ: this matrix has the same dimensions as
µ, has a 1 where µ > 0, and 0 elsewhere. By taking appro-
priate blow-ups, we obtain (possibly enlarged) networks
Xˆ , Yˆ and an optimal coupling µˆ such that the binariza-
tion 1µˆ>0 of µˆ is a permutation matrix. Then we may
align Yˆ to Xˆ by defining Yˆ ← 1µˆ>0Yˆ 1Tµˆ>0. The corre-
sponding realignment of the optimal coupling is given by
µˆ ← 1µˆ>0µˆ. Note that we then have µˆ = diag(µ(ˆX)).
We refer to this process of blowing up and realigning as
aligning Y to X . After aligning, dN (X,Y ) is given by
n∑
i,j=1
|ωXˆ(xi, xj)− ωYˆ (yi, yj)|2µX(xi)µX(xj).
Example 2 (Blowing up and aligning simple networks).
Let X = {x}, ωX = (1), and µX(x) = 1. Also let
Y = {y1, y2}, ωY = ( 0 11 0 ), and µY (y1) = µY (y2) =
1/2. Since X is a one-node network, the unique coupling
µ ∈ C (µX , µY ) is given by µ(x, y1) = µ(x, y2) = 0.5.
To convert µ to a transport map, X is blown-up to
Xˆ = {x1, x2}. Now we obtain µˆ = ( 0.5 00 0.5 ) and
ωXˆ = (
1 1
1 1 ) . These networks are illustrated in Figure
1. Note that by averaging these equal-sized matrices,
one intuitively expects the average of Xˆ and Y to be the
network given by Z = {z1, z2}, ωZ = ( 0.5 11 0.5 ), and
µZ(z1) = µZ(z2) = 0.5. This intuition will be formal-
ized throughout this paper.
2.3 Computing GW distance
It was implicitly observed in Section 2.1 that for finite
measure networksX of size n an Y of sizem, the squared
distortion of a coupling matrix T ∈ C (µX , µY ) ⊂ Rn×m
is given by
dis(T )2 = 〈L(X,Y )⊗ T, T 〉 .
For fixed X and Y , let AXY denote the linear map from
Rn×m to itself given by AXY T := L(X,Y ) ⊗ T . The
GW optimization problem seeks a minimizer of the map
T 7→ 〈AXY T, T 〉
over the convex polytope C (µX , µY ) and is therefore an
instance of a quadratic programming problem.
Following [PCS16], we approximate GW distance by find-
ing local minimizers for the GW optimization problem via
projected gradient descent. Since we are allowing asym-
metric weight functions, the linear map AXY may be
asymmetric. This distinguishing feature from the setting
of [PCS16] must be accounted for when computing the
gradient. The following is obtained by a straightforward
computation.
Proposition 3. The gradient of T 7→ 〈AXY T, T 〉 is given
by
(AXY +A
∗
XY )T,
with A∗XY denoting the adjoint of AXY .
Proof. Let A = AXY . Writing As = 12 (A+A
∗) for
the symmetrization of A, we observe that
2〈AsT, T 〉 = 〈AT +A∗T, T 〉 = 〈AT, T 〉+ 〈T,AT 〉
= 〈AT, T 〉+ 〈AT, T 〉 = 2〈AT, T 〉.
The computation then agrees with the computation in the
symmetric setting of [PCS16] after replacing A with its
symmetrization.
2.4 Fre´chet means
Given a collection of networks S = {X1, X2, . . . , Xn},
a Fre´chet mean of S is a minimizer of the functional
FS(Z) :=
1
n
n∑
i=1
dN (Xi, Z)2.
In [PCS16], the approach for calculating a Fre´chet mean
was as follows: (1) fix a cardinality N for the target space
Z, (2) minimize over choices of ωZ , and (3) optimize
over couplings Ti ∈ C (µXi , µZ). The last two steps are
repeated until convergence.
In contrast, the scheme we present in this paper follows
ideas of Pennec on averaging in (finite-dimensional) Rie-
mannian manifolds [Pen06] coupled with the work of
Sturm on developing the Riemannian structure of general-
izations of metric measure spaces. Informally, the idea is
as follows: start with a “seed” network X , use log maps
to lift geodesics X → Xi to vectors in the tangent space
at X , average the vectors, use an exponential map to map
down to N , and iterate this procedure until convergence.
Theoretically, we justify this procedure by showing that
it agrees with the downward gradient flow of the Fre´chet
functional.
3 Metric geometry of [N ]
Given a network (X,ωX , µX), the only requirement on
ωX is that it needs to be square integrable; i.e., we need
ωX ∈ L2(X2, µ⊗2X ). We will show that this flexibility
allows us to define structures on [N ] analogous to those
of a Riemannian manifold, such as geodesics, tangent
spaces and exponential maps. These structures are defined
using language from the theory of analysis on metric
spaces. In our setting, they can be defined in a surprisingly
concrete way, allowing us to sidestep the need to invoke
any deep concepts or results—see [BBI01, AGS08] for
general introductions to the theory.
3.1 Geodesics
In the metric geometry sense, a geodesic from [X] to [Y ]
in [N ] is a continuous map γ from a closed interval [S, T ]
into [N ] satisfying the property
dN (γ(s), γ(t)) =
|t− s|
T − S · dN ([X], [Y ]) (1)
for all s, t ∈ [S, T ]. The geodesic is unit speed if T−S =
dN ([X], [Y ]). We can of course assume without loss of
generality that our domain interval is always of the form
[0, T ]. We say that a geodesic γ : [0, T ]→ [N ] emanates
from [X] if γ(0) = [X].
It follows from work in [Stu12] that geodesics can always
be constructed in [N ] (although they need not be unique).
Let X,Y ∈ N , and let µ be an optimal coupling (cf.
Lemma 1). For each t ∈ [0, 1], define
γ(t) := [X × Y,Ωt, µ], (2)
where
Ωt((x, y), (x
′, y′)) := (1− t)ωX(x, x′) + t ωY (y, y′).
It is easy to see that γ(0) = [X] and γ(1) = [Y ]. A
relatively straightforward computation then shows that
γ satisfies (1) (cf. [Stu12, Theorem 3.1]). Note that the
underlying set of this geodesic is always X × Y . In
particular, γ(0) is the triple [X × Y, ωX , µ] where ωX is
defined (by abuse of notation) on X × Y × X × Y as
ωX ((x, y), (x
′, y′)) := ωX(x, x′). Here the ωX on the
right hand side is the original function defined on X ×X .
3.2 Tangent space
For a point [X] ∈ [N ], we define the tangent space to be
the set
T[X] :=
⋃
Z∈[X]
L2
(
Z2, µ⊗2Z
)
/ ∼,
where ∼ is defined as follows. For (Y, ωY , µY ) and
(Z, ωZ , µZ) in [X] and functions f ∈ L2
(
Y 2, µ⊗2Y
)
and
g ∈ L2 (Z2, µ⊗ZZ ), we declare f ∼ g if and only if there
exists a coupling µ of µY and µZ such that
ωY (y, y
′) = ωZ(z, z′) and f(y, y′) = g(z, z′)
for µ⊗2-a.e. ((y, z), (y′, z′)) ∈ (Y × Z)2. Elements
of T[X] are called tangent vectors to [X] and will be
denoted [f ], where f is an L2 function defined on some
representative of [X].
Proposition 4. The tangent space T[X] is a vector space.
Proof. Let [f1], [f2] ∈ T[X], with fj ∈ L2(Y 2j , µ⊗2Y )
such that Yj ∈ [X] for j = 1, 2. Then Y1 and Y2 are
weakly isomorphic and we choose a common expansion
Z with maps piYj : Z → Yj . Then pi∗Yjfj ∈ L2(Z2, µ⊗2Z ).
We define vector addition by
[f1] + [f2] := [pi
∗
Y1f1 + pi
∗
Y2f2].
It remains to check that this operation is well-defined.
Let g1 ∈ [f1], g2 ∈ [f2]. Following the definitions, sup-
pose g1 ∈ L2(V 21 , µ⊗2V1 ), g2 ∈ L2(V 22 , µ⊗2V2 ), and that
we also have µ1 ∈ C (µV1 , µY1), µ2 ∈ C (µV2 , µY2)
such that ‖pi∗Y1f1 − pi∗V1g1‖L∞(µ⊗21 ) = 0 = ‖pi
∗
Y2
f2 −
pi∗V2g2‖L∞(µ⊗22 ).
Next define S := V1× Y1× V2× Y2 and µS := µ1⊗ µ2.
Then (S, µS) is a Borel probability space with projection
maps piSVj and piSYj that factor through Vj × Yj for j =
1, 2. Then we have:
‖pi∗SY1f1 + pi∗SY2f2 − pi∗SV1g1 − pi∗SV2g2‖L∞(µ⊗2S )
≤ ‖pi∗SY1f1 − pi∗SV1g1‖L∞(µ⊗2S )
+ ‖pi∗SY2f2 − pi∗SV2g2‖L∞(µ⊗2S )
= ‖pi∗Y1f1 − pi∗V1g1‖L∞(µ⊗21 )
+ ‖pi∗Y2f2 − pi∗V2g2‖L∞(µ⊗22 ) = 0.
Thus S is a common expansion on which pi∗SY1f1 +
pi∗SY2f2 and pi
∗
SV1
g1+pi
∗
SV2
g2 agree µS-a.e. Hence vector
addition is well-defined. Scalar multiplication is clear.
This concludes the proof.
We define an inner product 〈·, ·〉[X] on each tangent
space T[X] as follows: for f ∈ L2(Y 2, µ⊗2Y ) and g ∈
L2((Y ′)2, µ⊗2Y ) with Y, Y
′ ∈ [X],
〈[f ], [g]〉[X] := 〈(piY )∗f, (piY ′)∗g〉L2(Z2,µ⊗2Z ) ,
where Z is any measure network realizing the ‘tripod’ in
the definition of weak isomorphism between Y and Y ′.
One can check that this value does not depend on any
of the choices made and therefore gives a well-defined
inner product. The norm induced by this inner product
is denoted ‖ · ‖[X]. One can check that it reduces to the
formula
‖[f ]‖[X] := ‖f‖L2(Y 2,µ⊗2Y ),
where f ∈ L2(Y 2, µ⊗2Y ) and Y ∈ [X].
3.3 Exponential map
We define the exponential map at [X],
exp[X] : T[X] → [N ],
as follows. For f ∈ L2 (Z, µ⊗2Z ), with Z ∈ [X], let
exp[X]([f ]) := [Z, ωZ + f, µZ ].
After unwrapping the various notions of equivalence in-
volved, one is able to show that this map is well-defined.
This map is analogous to the exponential map in a Rie-
mannian manifold. We demonstrate this concretely in the
finite setting with the next proposition.
Lemma 5. Let (Z, ωZ , µZ) be a finite measure network.
Let f ∈ L2(Z2, µ⊗2Z ). For t ∈ [0, 1], define ωt : (Z ×
Z)2 → R as
ωt ((z1, z2), (z3, z4)) = (1− t)ωZ(z1, z3)
+ tωZ(z2, z4) + tf(z2, z4).
Also let ∆ denote the diagonal coupling between µZ and
itself, i.e. the pushforward of µZ under the diagonal map
z 7→ (z, z). Then we have:
(Z × Z, ωt,∆) ∼=w (Z, ωZ , µZ).
Proof. Consider the projection map pi : Z × Z → Z
defined by (z1, z2) 7→ z1. It suffices to show that
pi#∆ = µZ and ‖pi∗(ωZ + tf)− ωt‖∞ = 0. For the
first assertion, let A ∈ Borel(Z). Then we have:
pi#∆(A) = ∆(A× Z) = µZ(A).
For the second assertion, let ((z1, z2), (z3, z4)) ∈ (Z ×
Z)2. Suppose also z1 = z2, z3 = z4. Then we have:
pi∗(ωZ + tf) ((z1, z2), (z3, z4))
= ωZ(z1, z3) + tf(z1, z3)
= ωt((z1, z1), (z3, z3))
= ωt((z1, z2), (z3, z4)).
The conclusion follows because ∆ assigns zero measure
to all pairs (z, z′) where z 6= z′.
Proposition 6. Let X be an finite measure network.
There exists [X] > 0 such that for any tangent vector
represented by f ∈ L2(Z2, µ⊗2Z ) with Z ∈ [X] satisfying|f(z, z′)| < [X] for all (z, z′) ∈ Z × Z, exp[X]([f ]) is
the endpoint of a geodesic emanating from [X].
Proof. Let X = (X,ωX , µX) be a finite measure net-
work and let f ∈ L2(Z2, µ⊗2Z ) for some Z ∈ [X]. We
wish to derive a condition which guarantees that
γ(t) := [Z, ωZ + f, µZ ]
is a geodesic defined on [0, 1]. For any t, (Z, ωZ+tf, µZ)
lies in the same weak isomorphism class as
(Z × Z, (1− t)ωZ + t(ωZ + f),∆) ,
where ∆ denotes the diagonal coupling of Z with itself,
as in Lemma 5. This is the general form of a geodesic
given above (2). Moreover, γ(0) = [X], by the definition
of Z. It therefore suffices to find a condition on f which
guarantees that ∆ is an optimal coupling between Z and
the measure network
Z1 := (Z, ωZ + f, µZ) (3)
Consider an arbitrary coupling µ of Z with Z1. The
squared distortion dis(µ)2 is given by∫
(Z×Z)2
(ωZ(z1, z2) + f(z1, z2)− ωZ(z3, z4))2 µ⊗ µ,
where µ ⊗ µ is short for µ ⊗ µ((dz1, dz2), (dz3, dz4)).
We rewrite this as∫
(Z×Z)2
{
(ωZ(z1, z2)− ωZ(z3, z4))2 (4)
+ 2 (ωZ(z1, z2)− ωZ(z3, z4)) f(z1, z2)
}
µ⊗ µ
+
∫
(Z×Z)2
f(z1, z2)
2µ⊗ µ. (5)
By the fact that µ is a coupling of µZ with itself, the term
in line (5) simplifies to∫
Z2
f(z1, z2)
2µZ(z1)µZ(z2).
On the other hand, this quantity is equal to the squared
distortion dis(∆)2.
To guarantee that dis(∆) ≤ dis(µ), it suffices that the
bracketed term in (4) can be made non-negative. If each
|ωZ(z1, z2)− ωZ(z3, z4)| is zero, then ωX is constant, in
which case we immediately see that the bracketed term
is nonnegative without restriction on f . Otherwise, let
[X] be one half of the infimal strictly positive value of
|ωZ(z1, z2)− ωZ(z3, z4)|, ranging over all quadruples of
points in Z. Since Z is weakly isomorphic to X , the
images of ωX and ωZ are equal, and since X is finite
these images are finite. It follows that the infimum [X]
is actually a minimum and is strictly positive. Under the
assumption that |f(z, z′)| < [X] for each z, z′ ∈ Z, it is
straightforward to check that the bracketed term in (4) is
nonnegative, and this completes the proof.
3.4 Log map
We wish to show that exp[X] has a local inverse, called
the log map at [X]. Let Y be a finite measure network
and let µ be an optimal coupling of X and Y . Define the
log map with respect to µ as follows. Use µ to expand
and align the measure networks to
Xˆ =
(
Xˆ, ωXˆ , µXˆ
)
and Yˆ =
(
Xˆ, ωYˆ , µXˆ
)
(6)
so that the identity map on the set Xˆ induces an optimal
coupling of Xˆ with Yˆ . We then define
logµ[X]([Y ]) := [ωYˆ − ωXˆ ]. (7)
It immediately follows that
exp[X]
(
logµ[X]([Y ])
)
= [Y ].
This provides a surjectivity result for the exponential map.
On the other hand, the following lemma provides an in-
jectivity result. Its proof is similar to that of Proposition
6.
Lemma 7. Let X be a finite measure network. The ex-
ponential map exp[X] is injective on the set of [f ] with
f ∈ L2(Z2, µ⊗2Z ) such that Z is finite and satisfying|f(z, z′)| < [X]/2 for all z, z′ ∈ Z.
We now define the log map at [X], log[X], to be the local
inverse of exp[X] on finite measure networks near [X].
For a finite measure network Y , we define log[X]([Y ]) =
logµ[X]([Y ]) as in (7), where µ is any optimal coupling of
X with Y . The lemma then provides a certificate to check
that the image of the log map did not depend on a choice
of optimal coupling.
3.5 Gradients
Let F : [N ] → R be a functional, let [X] ∈ [N ] and let
[f ] ∈ T[X]. Define the directional derivative of F at [X]
in the direction [f ] to be the limit
D[f ]F ([X]) := lim
t→0+
1
t
(
F
(
exp[X]([t · f ])
)
− F ([X])
)
,
provided it exists. We say that F is differentiable at [X]
if all directional derivatives exist.
For a differentiable functional F , a gradient of F at [X]
is a tangent vector ∇F ([X]) satisfying
D[f ]F ([X]) = 〈[f ],∇F ([X])〉[X]
for all [f ] ∈ T[X].
The next lemma follows from [Stu12, Lemma 6.24].
Lemma 8. Let F be a differentiable functional. If the
gradient of F at [X] exists, then it is unique and satisfies
‖∇F ([X])‖[X] = sup
{
D[f ]F ([X]) | ‖[f ]‖[X] = 1
}
.
3.6 Gradient of the Fre´chet functional
Proposition 9. Let S = {Y1, Y2, . . . , Yn} be a collection
of finite networks, and let X be another finite network.
Suppose each Yi has been aligned to X , so that each of
{X,Y1, . . . , Yn} has m nodes. Then the gradient of the
Fre´chet functional FS at [X] is represented by the m×m
matrix ∇FS(X) defined by
(∇FS(X))ij = 2
(
ωX(xi, xj)− 1
n
n∑
k=1
ωYk(yi, yj)
)
.
Proof. For simplicity, suppose that S = {Y } contains a
single finite network and write F = FS . The general case
follows by similar arguments. After alignment, we can
assume that X = (X,ωX , µX), Y = (X,ωY , µX) and
that the diagonal coupling ∆ is optimal.
Let [f ] ∈ T[X]. Once again, we assume for simplicity that
f is defined on a finite measure network, which we may
as well take to be X after realigning as necessary. The
general case can be shown by adapting this specialized
argument.
The first task is to compute the directional derivative
D[f ]F ([X]). For t ≥ 0, let Xt = (X,ωX + tf, µX)
and let µt denote an optimal coupling of Xt with Y such
that that limt→0+ µt is the diagonal coupling µX ⊗ µX .
Note that for each t, the quantity
1
t
(
F (exp[X](t[f ]))− F ([X])
)
(8)
is upper bounded by
1
t
(
dis(µt)
2 − dis(µX ⊗ µX)2
)
.
It is a straightforward computation to show that this upper
bound can be rewritten as
t
∑
i,j
f(i, j)2µX(i)µX(j) (9)
+ 2
∑
i,j
(ωX(i, j)− ωY (i, j))f(i, j)µX(i)µX(j).
On the other hand, (8) is lower bounded by
1
t
(
dis(µt)
2 − disX,Y (µt)2
)
,
where disX,Y (µt) is the distortion of µt treated as a cou-
pling of X and Y . This simplifies to
t
∑
i,j,k,`
f(i, j)2µt(i, k)µt(j, `) (10)
+ 2
∑
i,j,k,`
(ωX(i, j)− ωY (k, `))f(i, j)µt(i, k)µt(j, `).
As t→ 0+, quantities (9) and (10) both limit to
2
∑
i,j
(ωX(i, j)− ωY (i, j))f(i, j)µX(i)µX(j),
and this therefore provides a formula for the directional
derivative D[f ]F ([X]).
Finally, we note that
2
∑
i,j
(ωX(i, j)− ωY (i, j))f(i, j)µX(i)µX(j)
= 〈[f ],∇F ([X])〉[X]
if we take∇F ([X]) to be represented by the matrix
(∇F (X))ij = 2 (ωX(xi, xj)− ωY (yi, yj)) ,
which is the claimed form for this specific example. The
general formula (for S of larger cardinality) is derived by
linearity.
Figure 2: Apple dataset. Each image contains 100 points.
The color simply reflects the linear ordering from 0 (blue)
to 100 (yellow).
Remark 10. The preceding proposition gives us a mean-
ingful description of a Fre´chet mean. Specifically, let
S = {Y1, . . . , Yn} be a collection of finite networks, and
let X be such that ∇FS(X) = 0. Suppose also that
X is aligned to each Yi. Then X has the property that
ωX(xi, xj) =
1
n
∑n
k=1 ωYk(yi, yj) for each xi, xj ∈ X .
In other words, ωX comprises arithmetic means of entries
in the ωYk .
4 Experiments
We now proceed to provide details of our computational
experiments. Additional computational remarks for asym-
metric networks are provided in the appendix. All imple-
mentations were written in Python 3, and our code is avail-
able under an open-source license. Our code makes heavy
use of the Python Optimal Transport Library [FC17].
4.1 Experiment: Tangent PCA on planar shapes
The Riemannian framework allows us to do much more
with networks than just compute Fre´chet means: because
we can always pull networks up to their vector representa-
tives in a tangent space, we are able to perform standard
machine learning tasks on networks, e.g. classification us-
ing a support vector machine. In this section, we present
results from an experiment where we perform tangent
PCA on a database of planar shapes. We remark that
(the binarizations of) the optimal couplings between these
networks were always permutation matrices, and so we
did not need to perform any network compression.
Figure 2 illustrates the apple dataset that we used for our
experiment. To perform tangent PCA, we first computed
a Fre´chet mean for these 20 shapes. Next we used log
maps based at the chosen Fre´chet mean to pull back the 20
shapes to vectors in the tangent space. Here we performed
PCA as usual.
The first three principal directions explained 85% of the
variance in the data, and they are visualized in Figure
3. The first direction captures variance in the size of the
apple; the second captures surface irregularities and the
size and shape of the leaves, and the third captures the
presence of a “bite” on the apple.
Figure 3: First three principal directions of variance for
tangent PCA on the apple dataset.
Figure 4: Samples from five shape classes in the classifi-
cation experiment.
4.2 Experiment: Shape Classification
As a proof-of-concept for incorporating this framework
into machine learning pipelines, we present a simple
shape classification experiment. The data consists of
20 object classes with 20 samples from each class from
the well known MPEG-7 computer vision database (see
Figure 4). Each shape consists of 100 planar points. The
input data for the experiment consists of pairwise dis-
tance matrices for each shape, yielding 400 matrices of
size 100× 100. To make the experiment more interesting,
each matrix is then randomly permuted. Weights on the
nodes are uniform.
We consider three methodologies for classifying the
shapes. In each experiment the same 80% of the shapes
were used as a training set. In a completely naive ap-
proach, a support vector machine was trained on the per-
muted distance matrices. In the second approach, one
of the permuted distance training matrices X was fixed
and all other training matrices were aligned to X . The
matrices were then “centered” on X , which can be un-
derstood as pulling them back to tangent vectors in T[X]
via the log map. An SVM was then trained on these tan-
gent vectors 2. Classification was tested by aligning and
centering the test matrices with X . In the final method,
the Fre´chet mean X of all samples in the training set was
computed. Then all training matrices were aligned to X
and pulled back to tangent vectors, where an SVM was
trained. Classification was once again performed by align-
ing and centering test matrices with X . Results of the
classification experiment are shown in the table below.
2Technically, we are really using the coupling-dependent log
map logµ[X]([Y ]) here.
Figure 5: Left: 100 × 100 SBM Y with entries drawn
from N(µ, σ2), where σ2 := 5. The five colors corre-
spond to µ = 0(blue), 25, 50, 75, 100(yellow). Middle:
5 × 5 compressed average of Y and the 5 × 5 all-zeros
matrixX . Both µX , µY were taken to be uniform. Colors
range in {0, 12.5, 25, 37.5, 50} ± 0.1. Right: Permuted
form of middle figure.
Alignment Class. Rate
None 0.19
Fixed Sample 0.84
Fre´chet Mean 0.94
4.3 Experiment: compressing an asymmetric SBM
network
To illustrate our constructions on asymmetric networks,
we generated a 100 × 100 asymmetric stochastic block
model (SBM) network Y following the model provided
in [CM18]. Here Y consisted of five blocks B1, . . . , B5
of 20 nodes each. For y ∈ Bi and y′ ∈ Bj , we sampled
ωY (y, y
′) ∼ N(µij , 5), where µij ∈ {0, 25, 50, 75, 100}.
Negative values were allowed. See Figure 5 for an illus-
tration of Y . Note that Y is intuitively represented by a
5× 5 “ground-truth” matrix.
We averaged Y with a 5× 5 all-zeros matrix X using the
network compression approach given in Section A.1 to
see if our method would recover the ground truth matrix.
The output of our method is shown in the middle panel of
Figure 5—up to a permutation (shown in the right panel),
this accurately recovered the matrix of µij values.
5 Discussion
Gromov-Wasserstein distance is becoming an increas-
ingly popular tool in machine learning applications. In
this paper, we followed the seminal work of Sturm [Stu12]
on Riemannian structures induced by GW distances and
produced a Riemannian framework for performing data
analysis on collections of arbitrary matrices. There are
many applications in data science which can be reframed
using this formalism, such as network clustering and
sketching and future work will focus on making these
formulations precise.
There are several open challenges left to be explored, from
both theoretical and practical perspectives. On the theoret-
ical side, one would like to obtain estimates on injectivity
radii for measure networks with special properties (this
amounts to replacing the L∞ bounds in Proposition 6
with L2 bounds). It would also be interesting to determine
conditions where the Fre´chet gradient flow is guaranteed
to converge. In our applications, this either happened
naturally or was enforced by the network compression
step. On the practical side, one would like to improve the
scalability of our algorithms by incorporating entropic
regularization [Cut13] and the more sophisticated GW
algorithm of [XLC19]. Several steps in our framework
relied on the empirical observation of sparsity in optimal
couplings, so incorporating entropic regularization will
bring its own collection of theoretical challenges.
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A Computational aspects for asymmetric
networks
Practical computation of Fre´chet means as described
above comes with the standard challenges of noncon-
vex optimization: the gradient descent for finding optimal
couplings may get stuck in bad local minima, and this
in turn may propagate into poor computation of Fre´chet
means. Empirically we found that using a schedule for ad-
justing the gradient step size, i.e. using full gradient steps
at the beginning and then using backtracking line search
with Armijo conditions [NW06] often worked well.
Another issue we observed is that when it is “hard” to
get an optimal coupling (e.g. for strictly asymmetric net-
works), the couplings returned by gradient descent have
binarizations that are quite far from being permutation
matrices. This poses a major problem for the alignment
procedure, as it causes the matrices to expand by large
factors at each iteration of the procedure for finding a
Fre´chet mean. We adopted a simple—albeit Procrustean—
method for restricting this expansion, and we describe
this below. While this method has its own interesting ap-
plication for network compression, it is important to know
if this expansion problem is coupled with the problem of
obtaining optimal couplings. We pose the following as
open lines of research:
1. Which optimizations are best for getting optimal
couplings between strictly asymmetric networks?
2. Are optimal couplings between generic, strictly
asymmetric networks permutation-like? If not, what
are good ways for controlling the expansion of the
matrices in the alignment step?
A.1 Network compression
Let X, Y be finite networks, and let Xˆ , Yˆ denote their
alignments. The aligned networks could, a priori, be
larger in size than X and Y . Thus if the alignment is
iterated, as would be the case in computing Fre´chet means,
we could have unbounded blowups in the sizes of these
matrices. To prevent this situation, we pose the following
question. Suppose |X| < |Y |. What is the projection of
the vector ωYˆ −ωXˆ onto the space of |X| × |X| vectors?
Let v denote this projection. Geometrically, we expect
that (X,ωX + v, µX) is a good |X|-node representative
of Y . Practically, we can take the average of (X,ωX , µX)
and (X,ωX + v, µX) without any expansion and expect
this object to be an approximate average of X and Y .
We adopt the following simple method to obtain a low-
dimensional representation of the tangent vector ν :=
ωYˆ − ωXˆ . Following the notation used in Definition 1,
write Xˆ = X[u]. Recall that ωX[u]((x, i), (x′, j)) =
ωX(x, x
′). Define the |X| × |X|-dimensional vector v as
follows: for any x, x′ ∈ X ,
v(x, x′) :=
∑ux
i=1
∑ux′
j=1(ωYˆ − ωXˆ)((x, i), (x′, j))
ux · ux′
=
∑ux
i=1
∑ux′
j=1 ωYˆ ((x, i), (x
′, j))
ux · ux′ − ωX(x, x
′).
Here we overload notation slightly to write
ωYˆ ((x, i), (x
′, j)), but this is well-defined because
Yˆ is aligned to Xˆ and (x, i) is just an index.
To understand this construction, note that the elements of
the tangent vector ν admit the following interpretation:
νpq is just the difference −ωXˆ(xp, xq) + ωYˆ (yp, yq), i.e.
it measures the change in the network weight from xp
to xq when transferring from ωXˆ to ωYˆ . Here xp, xq are
just indices of elements in Xˆ . In the metric space setting,
this quantity is exactly the change in distance between xp
and xq that one would observe by following the optimal
transport map µˆ between Xˆ and Yˆ . Intuitively in the
metric setting, points which start nearby and end nearby
under the map µˆ correspond to similar tangent vector
entries.
Under this interpretation, the vector v simply averages out
the changes that occur within and between blocks ofX[u]
when passing from ωXˆ to ωYˆ . Note in particular that
(X,ωX + v, µX) gives us a compressed representation of
Y . This is illustrated in Section 4.3.
Remark 11. The averaging method of [PCS16] proceeds
by fixing a size for the requested Fre´chet mean and then
performing an alternating optimization. This suggests the
following open question: Is there a variant of the “com-
pressed log map” approach outlined above that agrees
with the method in [PCS16]?
