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A system formed by a crowded environment of catalytic obstacles and complex oscillatory chemical
reactions is inquired. The obstacles are static spheres of equal radius, which are placed in a random
way. The chemical reactions are carried out in a fluid following a multiparticle collision scheme
where the mass, energy and local momentum are conserved. Firstly, it is explored how the presence
of catalytic obstacles changes the oscillatory dynamics from a limit cycle to a fix point reached
after a damping. The damping is characterized by the decay constant, which grows linearly with
volume fraction for low values of the mesoscale collision time and the catalytic reaction constant.
Additionally, it is shown that, although the distribution of obstacles is random, there are regions
in the system where the catalytic chemical reactions are favored. This entails that in average the
radius of gyrations of catalytic chemical reaction does not match with the radius of gyration of
obstacles, that is, clusters of reactions emerge on the catalytic obstacles, even when the diffusion is
significant.
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I. INTRODUCTION
In chemical oscillations, as in other chemical and bi-
ological processes, reaction and diffusion are two of the
most basic transport mechanisms underlying their de-
scription. Several numerical and experimental studies
have been performed in order to understand these trans-
port mechanisms in homogeneous media. Additionally, it
is known that when the environment is crowded with ob-
stacles the transport processes can be significantly mod-
ified [1, 2]. An important system with a crowded en-
vironment is a biological cell, where the volume is oc-
cupied by structural elements such as microtubules and
filaments, various organelles and a variety of other macro-
molecular species [3]. For example, within bacterial cells
macromolecules account for more than 40% of their vol-
ume [4]. Under these conditions the fluid and the chemi-
cal reactions occurring in it may behave differently from
how they do in solute solutions [5–7]. Understanding
such changes and differences is of great importance in
processes as essential as protein folding [8–13], protein-
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protein binding [6, 14], gene regulation [15–19] and en-
zyme activity [20–24], among others.
In a catalytic crowded system, the reaction dynam-
ics of reactive particles introduces new features to the
reaction-diffusion kinetics. In particular, the rate con-
stants and the diffusion coefficient depend on the fraction
of volume that is occupied by reactive particles in non-
trivial ways. There are experiments where phenomena
like synchronization, quorum sensing [25, 26] and emer-
gence of chimeras [27, 28] are modulated by the fraction
of the volume occupied by reactive obstacles. The theo-
retical treatments of this problem requires that the long-
range nature of the diffusive coupling among the reactive
obstacles to be properly taken into account [2, 29–31].
In this paper we explore the behavior of complex os-
cillating chemical reactions in a catalytic crowded en-
vironment with hydrodynamic coupling. We consider a
simple model where hundreds of thousands of small par-
ticles undergo motion among a random distribution of
stationary catalytic spherical obstacles and compute the
dependence of the system’s attractor and the decay con-
stant of oscillations with respect to the volume fraction
of obstacles and the viscosity of the fluid. Moreover, by
means of the radius of gyration of the obstacles on which
the catalytic reactions take place, we study the clustering
of the chemical reactions, which could be a signature of
some emerging properties induced by the crowding.
Due to the intrinsic difficulties to track analytically the
2evolution of the system for arbitrary values of the volume
fraction and viscosity, our results are obtained from simu-
lations adapting the chemical reactions to the Multipar-
ticle Collision technique (MPC) [32–35]. Although our
model is simple, it captures some of the features of crowd-
ing effects on oscillatory chemical reactions and sets a
starting point for the construction of more detailed mod-
els in crowded environments. Also, an emergent cluster-
ing phenomenon is observed in which the mean distance
between reactions on catalytic obstacles is smaller than it
should be, that is, the reactions are closer than expected.
In Section II we give the details of the model, de-
scribing how the Selkov oscillatory chemical reaction is
immersed into hydrodynamic fluid with obstacles [36]
through a multiparticle collision approach [37]. The re-
sults are presented in Section III. The conclusions of the
study are given in Section IV.
II. THE MODEL
A. Reactive multiparticle collision dynamics
Unlike most studies in this area, which focus on the re-
active catalytic event on the obstacles when the particles
simply diffuse between them, here we study a situation in
which, in addition to the reactive events on the catalyst
surfaces, there are complex reactions in the fluid.
The simulations were carried out on a three-
dimensional cubic system with volume V that contains
a large number of particles, undergoing a reactive dy-
namics in a field of catalytic obstacles. More specifically,
the system contains N =
∑s
ℓ=1Nℓ point particles with
mass m, where the sub-index ℓ indicates to which of the
s species the Nℓ particles belong.
Additionally, the volume containsNO non-overlapping,
identical and immobile catalytic spheric obstacles of ra-
dio σ. The volume fraction occupied by the obstacles is
φ = NOVO/V , where VO = 4πσ
3/3 is the volume of
each sphere, being Vf = V (1 − φ) the remaining volume
free of obstacles. FIG. 1 shows a typical configuration
of the system, where it can be appreciated the catalytic
obstacles and the reactive particles of the fluid. Periodic
boundary conditions were employed in the N point parti-
cles displacement, while the NO obstacles are completely
inside the simulation box.
To adapt the chemical reactions to Multiparticle Col-
lision (MPC) [32–35], the simulation time unit is set as
the time between collisions where reactive events could
occur [38, 39]. In MPC the particles have continuous
positions and velocities with free stream between multi-
particle collision events that occur at discrete times τ .
To carry out collisions, the volume V is partitioned into
N cubic cells of volume V , where V = N × V . Each
cell is labeled with a index ξ. There are N ξℓ particles of
species ℓ in cell ξ, and the total number of particles in
that cell is Nξ =
∑
ℓN
ξ
ℓ . With a single species (ℓ = 1)
the multiparticles collisions are carried out as follows: at
FIG. 1. Snapshot of a typical configuration of the system.
The big gray spheres are the catalytic obstacles and the small
balls represent the reactive particles X (yellow) and Y (blue)
of the fluid.
every time step τ , a random rotational operator ωˆξ is as-
signed to each cell. The velocity of the center of mass in
the cell ξ is Vξ = N
−1
ξ
∑Nξ
i=1 vi, where vi is the velocity
of the particle i before the collision. After the collision
is performed, the velocity of particle i will be given by
v′i = Vξ + ωˆξ(vi +Vξ).
The step-collision rule can be generalized to multicom-
ponent species in the system [40]. If ℓi ∈ {1, 2, . . . , s}
denotes the species label of particle i, then we may write
collision rule as
v′i = Vξ + ωˆξ(V
ℓi
ξ −Vξ) + ωˆ
ℓi
ξ ωˆξ(vi −V
ℓi
ξ ) , (1)
whereVℓiξ is the velocity of the center of mass of particles
of species ℓi in cell ξ and ωˆ
ℓi
ξ is the rotational operator
that only acts on the corresponding subset of particles ℓi
in ξ. Both rotational operators, ωˆξ and ωˆ
ℓi
ξ , are randomly
chosen at each collision step. This collision rule conserves
mass, momentum and energy, and preserves phase space
volumes.
In the bulk solutions, we assume that molecules may
also undergo chemical reactions of the form
Rµ :
s∑
ℓ=1
νµℓ Xℓ
kµ
−→
s∑
ℓ=1
ν¯µℓ Xℓ , (2)
where νµℓ and ν¯
µ
ℓ are the stoichiometric coefficients for
reaction Rµ, Xℓ is the density of chemical species ℓ and
kµ is the velocity constant of the reaction.
In reactive multiparticle collision dynamics, reactive
collisions occur at discrete time intervals τR which is mul-
tiple of the time step τ . The probability that the reaction
3Rµ occurs before any other event in the cell ξ in the in-
terval τR is given by
P ξµ(N
ξ, τR) =
aξµ
aξ
(1− e−a
ξτR) , (3)
where Nξ is the vector of species populations in the cell
and aξ =
∑
µ a
ξ
µ.
When there are reactive collisions the probability that
a reaction Rµ will occur in a cell ξ with a free volume V
ξ
f
during the interval (t, t+ dt) is given by [38]
aξµ = kµ(V
ξ
f )h
ξ
µ , (4)
where the notation kµ(V
ξ
f ) indicates that the rate con-
stants have been scaled to take into account the free vol-
ume of the cell Vξf , and h
ξ
µ is a combinatorial factor that
accounts for the number of different ways the reaction
can occur in the cell, given by
hξµ =
s∏
ℓ=1
N ξℓ !
(N ξℓ − ν
µ
ℓ )!
. (5)
In the presence of catalytic obstacles, emerges a set of
chemical reactions of the form
Rµ : Xℓ + C
kµ
−→ Xℓ′ + C, (6)
that take place on the surface of the obstacles and con-
verts species ℓ into ℓ′. In such reactions the rate constant
is given by
kµ = PR
(
8πkBT
m
)1/2
φ
VO
, (7)
where PR is the reaction probability, and the other terms
are related to the cross section [40]. Note that when the
volume fraction occupied by catalytic obstacles is large,
effects that modify the mass-action chemical rate laws
and rate constants emerge.
B. Selkov reaction with catalytic obstacles
Specifically, we consider a system comprising a solu-
tion of reactive species ℓ = {A,B,X, Y } that follow the
reversible version of the Selkov reaction [41]
R1, R2 : A
k1
⇄
k−1
X ,
R3, R4 : X + 2 Y
k2
⇄
k−2
3X , (8)
R5, R6 : Y
k3
⇄
k−3
B ,
where A and B denote species with constant concentra-
tions that act as feeds which maintain the system out of
equilibrium. This is a very simplified model of the phos-
phofructokinase reaction scheme portion of the glycolytic
cycle that contributes to the oscillations seen in this sys-
tem [41]. Selkov reaction is a convenient test case for our
study because it is a complex chemical reaction that is
real. Also, it is very simple, non-linear, with limit cycles
and whose mean field reaction dynamics of the reversible
version shows oscillatory and steady-state behaviors and
with a well known phase diagram [42].
As particles in their free streaming movement can col-
lide with the obstacles and undergo a bounce-back col-
lisions, where particles of the species X change to the
species Y with probability PC , in the model, addition-
ally to the reactions in Eq. (8), we include the following
reaction
R7 : X + C
kC−→ C + Y . (9)
The chemical rate law corresponding to Eqs. (8-9) is given
by
dCX
dt
= k1 − k−1CX − k2CXC
2
Y + k−2C
3
Y
−kCCXCO, (10)
dCY
dt
= k2CXC
2
Y − k−2C
3
Y − k3CY + k−3
+kCCXCO, (11)
where the constant concentrations of the feed species A
and B have been incorporated in the k1 and k−3 rate
constants.
III. RESULTS
Simulations are performed using the multiparticle col-
lision (MPC) approach. We have set the volume of cells,
V = 1, the rotational operations ωˆξ are taken from the
set {±π/2} about randomly chosen axes, the mass of par-
ticles of the reactive species {A,B,X, Y } is m = 1, and
the radius of the catalytic spheres is σ = 2.5.
For different values of the fraction of volume occu-
pied by the obstacles φ, the system volume V is adjusted
to keep the particles density constant in the remaining
volume free of obstacles, n = N/Vf = 11, varying the
number of particles N in the system as little as possible.
The initial concentrations of X and Y are CX = 3.0 and
CY = 0.8 for all cases.
The temperature in reduced units (m,V ,τ) is set as
T = 5/12; hence, particles move a fraction of the length
of the cell on average, which introduces the impossibility
to maintain Galilean invariance [43]. This is corrected
applying a shifting to this invariance. The rate constants
in the Selkov reaction, which yield to oscillatory dynam-
ics, are k1 = 0.0009485, k−1 = 0.0001, k2 = 0.0004,
k−2 = 0.0004, k3 = 0.001, and k−3 = 0.0001265.
The rate constant kC that characterizes the reac-
tion on the catalytic sphere can be written as [44]
kC = pCkmkD/(km + kD), where km is an intrinsic
4rate constant and kD = 4πDσ is the Smoluchowski dif-
fusion rate constant where, D is the diffusion coefficient
that can be computed for multiparticle collision dynamics
[34, 45] as D = D0(1 − φ)/(1 + φ/2), in a first approx-
imation, where D0 ≈ 0.479 τ is the diffusion coefficient
in a system without obstacles. The intrinsic rate con-
stant, computed approximately from collision theory, is
km = σ
2
√
8πkBT/m. Table I shows these reaction rates
for two different values of τ . These values of the rates
mean that as the time elapses the reaction will be in-
creasingly controlled by the diffusion mechanism.
TABLE I. Approximate values of the intrinsic reaction rate
km, the Smoluchowski diffusion rate , kD, and the catalytic
reaction rate, kC , for two different values of the simulation
step, τ , for the simulation setup.
τ km kD kC
1.0 20.225 15.053 8.630
0.5 20.225 7.527 5.485
A. Reactions in bulk solution
The full reaction-diffusion dynamics in the presence of
an arbitrary number of catalytic obstacles can be simu-
lated using reactive multiparticle collision dynamics. As
described in [38], for long time scales in a well mixed sys-
tem, this mesoscopic dynamics reduces to the mean-field,
mass-action equations of chemical kinetics.
The simulation results for the globally averaged con-
centrations X and Y are compared with the mean-
field concentrations as trajectories in the phase-space
(CX(t), CY (t)), as shown in FIG. 2 for two different val-
ues of time step τ = 1.0 (top) and τ = 0.5 (bottom).
It is noticeable that as φ increases, the limit cycle in the
phase-space reduces until reaching a fixed point. This be-
havior appears for both values of τ ; however, being more
discernible for τ = 1.0. We observe that for φ = 0.1
and φ = 0.2 the steady state is a limit cycle, which size
depends on τ , being larger for smaller values of τ . Addi-
tionally, the limit cycle vanishes for φ = 0.3 and τ = 1.0,
indicating that the diffusion is determinant in the steady
state.
As φ increases, the mean-field approximation fails to
describe the behavior of the system, because the effects
of diffusion (in the cyclic limit) are small. To observe the
effects of diffusion in this regime we calculate the instan-
taneous difference of concentration X for two values of
τ , ∆CX = C
(τ=1.0)
X (t)− C
(τ=0.5)
X (t).
FIG. 3 shows the evolution of ∆CX for two values of φ.
For the mean field approximation (top) ∆CX increases
with time for both values of φ, taking larger values for
larger values of the density φ. On the other hand, the
behavior of ∆CX for the simulations (bottom) only in-
creases for small values of density, φ = 0.1, while for
larger values, φ = 0.3, the difference ∆CX falls into con-
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FIG. 2. Trajectories in the phase-space, (CX(t), CY (t)), for
PC = 4 × 10
−5 and various values of φ. τ = 1.0 (top) and
τ = 0.5 (bottom). The solid blue and black lines are the
simulation and mean-field results, respectively. Dashed line
represent the attractor of the mean-field model. Simulation
time is t = 105 iterations.
stant oscillations. We attribute this behavior to the pres-
ence of two different steady states in the system, a fixed
point and a limit cycle.
B. Behavior of transients
Another characteristic of the dynamics that could be
appreciated in FIG. 2 is that for a given value of φ, the
amplitude of oscillations start to converge either to a cy-
cle limit or a fixed point. This behavior resembles that
of a mass connected to a spring in the presence of a fric-
tional force, and can be described by
CX(t) ∼ cos(ωt+ d) exp(−γt) , (12)
where the frequency (ω), the phase shift (d), and the de-
cay constant γ are fitting parameters. In a mechanical
system, γ represents the friction; however, a more accu-
5✶
✵
 ✁
✂✷
✄✸
☎✆✝✞✟✠✽✡☛☞✌✻✍✎✏✑✹✒✓✔✕✖✗✘✙✚✛
✜✿✢
✣
✤✥✦✧
★✩✪✫
FIG. 3. Evolution of the difference between X concentrations
for two different values of the time step, τ = 1.0 and τ = 0.5.
The evolution of ∆CX is calculated for φ = 0.1 (black lines)
and φ = 0.3 (blue lines) with the same parameters used in
FIG. 2. Top: Results obtained using the mean field theory.
Bottom: Results obtained from the simulations of the MPC
model.
rate interpretation of γ for our system is that it’s related
with the transport properties of media and the value of
PC . To verify this relationship, FIG. 4 shows how γ de-
pends on the density of catalytic spheres φ, that is, on
the reaction surface. Note that in all cases the depen-
dency is linear but the slope changes for the different
values of PC and τ , meaning that γ effectively depends
on the probability PC and diffusion coefficient in a system
without obstacles D0, according to the linear expression
γ ∼ mτPCφ.
In this way, table II shows the ratios among the dif-
ferent values of mτPC and compare them with the ratios
between values of τ and PC .
TABLE II. Ratios between the values of τ , PC and m
τ
PC
. To
simplify the notation all values of PC are shown multiplied by
105.
τ Ratio PC Ratio m
τ
PC
Ratio
1.0/0.5 = 2.0 10/10 = 1.0
(
m1.010 /m
0.5
10
)
≈ 1.66
1.0/0.5 = 2.0 04/04 = 1.0
(
m1.004 /m
0.5
04
)
≈ 2.01
1.0/1.0 = 1.0 10/04 = 2.5
(
m1.010 /m
1.0
04
)
≈ 2.10
0.5/0.5 = 1.0 10/04 = 2.5
(
m0.510 /m
0.5
04
)
≈ 2.56
In the table we observe that the better correlations oc-
cur for PC = 4 × 10−5 when mτPC ratio is 2.01 and τ
ratio is equal to 2; and for τ = 0.5 when mτPC ratio is
2.56 and PC ratio is 2.5. In both cases, the values ofm
τ
PC
that are closer to τ and PC are smaller than these pa-
rameters. In other words, when the velocities of catalytic
reactions and diffusion are slow, there is a linear effect
on the damping, while for the opposite case, the effect is
smaller than linear. Although the relationship between
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FIG. 4. Decay constant, γ, as function of catalytic spheres
density, φ, for two values of reaction probability, PC = 4 ×
10−5 (circles blue points) and PC = 1× 10
−4 (squares black
points); and two values of time step, τ = 1.0 (top) and τ = 0.5
(bottom). Error bars are the standard deviations computed
over 8 realizations.
mτPC , τ and PC is not trivial, we can see that the change
in the slope of the damping is linear respect to variations
of τ and PC when the reaction is sufficiently slow, this is
PC = 4 × 10
5, or when the diffusion is sufficiently slow,
this is τ = 0.5.
We know that when the number of catalytic spheres
increases the surface of reaction grows, then the value
kC becomes greater. This effect could be suppressed
setting the reaction probability on catalytic obstacles
P˜C = P
0
CN
0
C/NO(φ), where P
0
C and N
0
O are the reac-
tion probability and the volume fraction occupied by the
catalytic spheres with which the system has the desired
reaction rate. FIG. 5 shows the decay constant γ as a
function of the obstacle volume fraction φ using P˜C as
reaction probability on catalytic obstacles. Note that
despite compensating the increase of the reaction surface
with the decrease of P˜C , the value of the damping factor
changes, increasing linearly with an approximate slope
equal to 0.85. This shows us that the effect of the spa-
tial distribution of the catalytic spheres is significant on
oscillatory chemical reaction.
C. Reactions on catalytic sphere
Reactions on the surface depend on the concentration
of the species X and on its transport properties. Conse-
quently, if CX(t) oscillates the number of reactions on the
catalytic spheres will oscillate as well. Despite this oscil-
lations, the cooperative effects of reactions over spheres
can be analyzed observing the radius of gyration of the
spheres where the reactions take place during each τR
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FIG. 5. Decay constant γ as function of the volume fraction
of obstacles φ for reaction probability P˜C = P
0
CN
0
O/NO(φ).
Points represent the mean values averaged over 8 realization
with P 0C = 6 × 10
−4, N0O = 10 and τ = 0.5. Error bars
show the standard deviations around the mean. The line is
the best fit of a linear function among of points with a slope
approximately of 0.85.
interval time given by
ρRg =
√√√√ 1
NR
NR∑
i=1
(ri − rP )
2 , (13)
where NR is the number of reaction events that occurred
on the catalytic spheres in an interval τR, ri is the posi-
tion of the sphere where the i-th event took place, and
rP is the center of mass of all catalytic spheres involved
in the reaction during the time interval. In a random
process, reactions can occur on the surface of any of the
catalytic obstacles with the same probability and in such
case the difference between the radius of gyration of all
obstacles (ρOg ) and the average value over all time inter-
vals of the radii of gyration of obstacles where chemical
reactions take place (ρRg ) should be equal to zero, that
is ∆ρg = ρ
O
g − ρ
R
g ≈ 0. However, if the distribution of
obstacles and the diffusion process favor the triggering of
reactions on the obstacles in some regions of the volume
V , there should exist a difference between these two radii
of gyration, that is, ∆ρg 6= 0.
FIG. 6 evidences that ∆ρg is greater than zero for all
values of φ and for both values of the time step, τ = 1.0
(black squares) and τ = 0.5 (blue circles); i.e. in all
studied cases ρRg is less than expected, that is, reactions
on the catalytic spheres are forming clusters. It can also
be appreciated that for low values of the volume frac-
tion of catalytic obstacles (φ ≤ 0.1) the values of ∆ρg
are independent of the values of τ considered, which im-
plies that ρRg does not depend significantly of the diffu-
sion constant in this range of values of φ. Nonetheless,
for greater values of φ the difference ∆ρg only increases
when the diffusion is low (τ = 0.5), while for higher dif-
fusion (τ = 1.0) its value reaches an apparent constant
behavior.
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FIG. 6. Effect of the volume fraction occupies by the catalytic
spheres, φ, on the difference between the radius of gyration of
the obstacles and the average values over all time intervals of
the radii of gyration of obstacles where chemical reactions take
place, ∆ρg. Simulations are done with pC = 10
−4, τ = 1.0
(black squares) and τ = 0.5 (blue circles). Error bars shows
the standard deviations over 8 realizations.
As an example of a system where these properties can
be determining, there is an experiment published by Tay-
lor et al. [25] where they studied large populations of
discrete chemical oscillators that presents synchronized
oscillatory behavior. The experiment was carried out
with φ ≈ 0.05 in an agitated medium, in other words,
a medium where the diffusion coefficient D0 is large. In
our model, these parameter values correspond to a sys-
tem with ρRg less than expected and where clustering of
the reactions does not depend significantly on the diffu-
sion coefficient. The clustering of the catalytic reactions
observed in the experiment [25] as well as in our model,
suggests that the system’s behavior reported by Taylor
et al. could be in part due to phenomena that is also
present in our model.
To understand the nature of the clustering, we calcu-
late the number of reactions that occur during the time
interval τR, and denote it by nR. FIG 7 shows the av-
erage distribution (H) of the first three values of nR as
a function of their respective ρRg . To create the distri-
butions, we counted, for each ρRg , how many times each
nR occurred during a simulation, averaging these results
over 8 realizations. Note that the results of the simula-
tions, which were carried out in systems with a volume
fraction of obstacles φ = 0.3 and a probability of reac-
tion PC = 10
−4, show that most groups of reactions take
place in obstacles which radii of gyration are less than
the radius of gyration of all obstacles, ρOg , indicated in
the FIG 7 with vertical lines. This behavior is observed
for both time steps, τ = 1.0 (left) and τ = 0.5 (right).
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FIG. 7. Average distribution of the the number of reactions that occur during an interval τR with the same radius of gyration
of the obstacles where the reactions take place, nR, as a function of their respective radii of gyration, ρ
R
g . Averages were made
over 8 simulations with φ = 0.3, PC = 10
−4 and τ = 1.0 (left), and τ = 0.5 (right). Solid, dashed and dotted lines represent
the distributions of nR = 2, 3 and 4 respectively. The vertical line indicates the mean value of the radius of gyration of all
obstacles, ρOg .
Notice that with greater diffusion, the maximum val-
ues of the distributions are closer to the value ρOg and the
number of reactions is considerably larger. Additionally,
it can be observed that the structures formed by the reac-
tions depend on the diffusion mechanism when the close-
ness among reactions is favored by a greater diffusion
rate. In both cases it is also appreciated, as expected,
that as nR increases, the corresponding average radius of
gyration approaches to ρOg . Finally, for sufficiently large
values of diffusion, once more we can see that the obsta-
cles, where small groups of catalytic reactions take place,
have an average radius of gyration (ρRg ) which is clearly
smaller than the radius of gyration of all the obstacles
present in the system (ρOg ), in other words, in the system
emerge clusters of catalytic reactions.
IV. CONCLUSION
We show that, as previously reported [46], the effect of
the introduction of catalytic obstacles in a system with a
complex oscillating chemical reaction is to reduce the os-
cillations in it, leading the system to a fixed point where
the limit cycles are shifted. Additionally, we fit these os-
cillations to a damped periodic function, finding that its
decay constant γ scales linearly with the volume fraction
occupied by the obstacles (φ) after a certain amount of
obstacles is introduced; meaning that there exists a crit-
ical damping value for φ. Our results show that when
the time step (τ) and the probability of reaction on the
catalytic spheres (PC) take low values, the slope of the
damping (mτPC ) is linear with respect to them. Nonethe-
less, when either the diffusion effects or the rate of cat-
alytic reactions begin to be significant, the crowding of
obstacles in the system becomes a crucial factor, even
when the reaction probability p0C is adjusted to keep con-
stant the quantity of reactions that occur on the catalytic
surface of the spheres per time unit.
Furthermore we find that, as a result of the presence
of catalytic obstacles in the system, on average the ra-
dius of gyration of obstacles where chemical reactions
take place is smaller than expected (ρRg < ρ
O
g ); that is,
a clustering effect of the catalytic reactions emerges in
the system. In addition, there is a range of values of
the volume fraction occupied by the obstacles (φ ≤ 0.1)
where the average radius of gyration ρRg does not seem
to depend significantly on the constant of diffusion D0.
In other words, the model of oscillatory chemical reac-
tions presented in this document is able to show and
measure how changes in diffusive transport properties
have an important role in the distribution of catalytic
reactions in a crowed environment, where hundreds of
thousands of particles are involved, which could explain
the emergence of phenomena such as the quorum sensing
and the chimeric patterns, observed in experiments with
this kind of systems [25, 47].
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