This paper, as a complement to the works by Hsu et al [SIAM. J. Appl. Math. 55 (1995)] and Huang et al [J. Differential Equations 257 (2014)], aims to examine the Hopf bifurcation and global dynamics of a predator-prey model of Leslie type with generalized Holling type III functional response for the two cases: (A) when it has a unique nondegenerate positive equilibrium; (B) when it has three distinct positive equilibria. For each case, the type and stability of each equilibrium, Hopf bifurcation at each weak focus, and the number and distribution of limit cycles in the first quadrant are studied. It is shown that every equilibrium is not a center. For the case (A), i limit cycle(s) can appear near the unique positive equilibrium, i = 1, · · · , 4. For i = 3 or 4, the model has two stable limit cycles, which gives a positive answer to the open problem proposed by Coleman [Differential equations model,1983]: finding at least two ecologically stable cycles in any natural (or laboratory) predator-prey system. For the case (B), one positive equilibrium is a saddle and the others are both anti-saddle. If one of the two anti-saddles is weak focus and the other is not, then the order of the weak focus is at most 3. If both anti-saddles are weak foci, then they are unstable weak foci of order one. Moreover, one limit cycle can bifurcate from each of them simultaneously. Numerical simulations demonstrate that there is also a big stable limit cycle enclosing these two limit cycles. Our results indicate that the maximum number of limit cycles in the model of this kind is at least 4, which improves the preceding results that this number is at least 2.
Introduction and statement of the main results
In this work we consider the predator-prey system of Leslie type with generalized Holling type III or sigmoidal functional response [11] , with (x, y) ∈ A = {(x, y) |x > 0, y ≥ 0 } and r, K, m, a, s, h > 0, b > −2 √ a. In system (1.1) x(t) and y(t) represent the population densities of the prey and predator at time t > 0, respectively; the effect of the predation is given by the function
and is called the generalized Holling type III or sigmoidal functional response [2] . The parameters r and s are the intrinsic growth rates or biotic potential of the prey and predator, respectively, K is the prey environment carrying capacity, and h is a measure of the food quality of the prey for conversion into predator births.
Here the predator growth equation is of Leslie form originated by Leslie [13] , but the conventional environmental carrying capacity hx is proportional to prey abundance x [19] .
The system (1.1) has been investigated by Hsu et al [10] and Huang et al [11] . It has been conjectured that for predator-prey systems with a unique positive equilibrium, local and global stability are equivalent [21] . When b > 0, Hsu et al [10] prove that it is true under certain conditions. When b > −2 √ a (so that ax 2 + bx + 1 > 0 and hence p(x) > 0 for all x > 0), Huang et al [11] show that it is not true by analysing the nonlinear dynamics of system (1.1) when it has at least one degenerate positive equilibrium.
The predator-prey systems have been widely studied, such as investigating the stability and bifurcations, proving the global stability of the unique positive equilibrium, and studying the uniqueness or nonexistence of limit cycles, see in [19, 2, 10] and the references therein. However, it's not an easy task to study the number and distribution of limit cycles in a given predation model. This problem is related to Hilbert's 16th Problem [6] , and it is a question that has remained unsolved for the predation model [5] .
For some two-dimensional predator-prey systems, many authors proved that there can exist at least two limit cycles, see [12, 21, 20, 23, 25] , etc. In [1] , Aguirre et al showed that there can exist three limit cycles including only one stable cycle. In [18, 16] the existence of some Kolmogorov type systems with at least two stable limit cycles surrounding the singularity in the positive quadrant is given. We note that the systems are not predator-prey systems. So far, whether there are more than 3 limit cycles in predator-prey systems is still unknown. The study of the number and distribution of limit cycles in a given predation model may be the most difficult part. This is principally because these systems are generally not polynomial differential equations, and the expressions of some positive equilibria of such systems are so complicated and even not formulated explicitly that one can not study them. In this paper, we will propose some available methods for studying the existence, stability, number and distribution of limit cycles in a given predator-prey systems. This paper aims to study the system (1.1) when it has no degenerate positive equilibrium. If E(x * , y * ) is a positive equilibrium of system (1.1), then y * = hx * and x * is a root of the equation
in the interval (0, K). We denote the determinant and trace of the Jacobian matrix of system (1.1) at E by det (J(E)) and tr (J(E)), respectively. If det (J(E)) 0, then E is called an elementary equilibrium, otherwise it is a degenerate equilibrium. Specially, E is called a hyperbolic saddle if det (J(E)) < 0 and called center or focus type if det (J(E)) > 0 and tr (J(E)) = 0, respectively. The number of positive equilibria of system (1.1) is determined by the number of roots of Eq. (1.2) in the interval (0, K). Note that Eq. (1.2) can have one, two or three positive roots in the interval (0, K). Correspondingly, system (1.1) can have one, two, or three positive equilibria. For system (1.1), it can be inferred from Hsu and Huang in [10] that if x * is a multiple root of Eq. (1.2) in the interval (0, K), then E(x * , y * ) must be a degenerate equilibrium of system (1.1). Let
where A = (Kmh/r + b − Ka) 2 + 3a(Kb − 1). Then the case ∆ = 0 corresponds to the case that system has a degenerate positive equilibrium, which has been studied by Huang et al [11] . Hence we only need to consider the case ∆ 0, i.e., system (1.1) has either a unique nondegenerate positive equilibrium or three distinct positive equilibria.
First, we give the main results about the system with a unique non-degenerate positive equilibrium, which are stated by the following two theorems. Theorem 1.1. Suppose ∆ > 0, then system (1.1) has a unique positive equilibrium, which is an elementary and anti-saddle equilibrium. If the unique positive equilibrium is unstable, then there exists at least one stable limit cycle in the first quadrant.
Theorem 1.2. If ∆ > 0 and the unique positive equilibrium is center or focus type, then (1) it is not a center; (2) it is a weak focus of order at most 4 and there exists a unique class of parameter values such that its order is 4;
(3) there exist some parameter values such that system (1.1) has i small limit cycles around it, for each i = 1, · · · , 4.
It's worth to point out that the unique class of parameter values in the statement (2) of Theorem 1.2 satisfies b > 0, see the proof of this theorem in Section 3. Therefore, for the case b ≤ 0, if the unique non-degenerate positive equilibrium of system (1.1) is center or focus type, then it is a weak focus of order at most 3, implying at most 3 limit cycles can bifurcate from it.
The phenomenon that one limit cycle can appear around the unique positive equilibrium was also proved by Hsu et al [10] and Huang et al [11] . The phenomenon that two limit cycles can appear near the unique positive equilibrium was also observed by Huang et al [11] through subcritical Hopf bifurcation and numerical simulations. However, the phenomena that three or four limit cycles can appear near the unique positive equilibrium, observed in the present paper, have not been found by other authors. Furthermore, the coexistence of four limit cycles including two stable cycles or three limit cycles including two stable cycles, which is not yet reported in the predation model, gives a positive answer to the open problem proposed by Coleman [3] , suggesting: "Find a predator-prey or other interacting system in nature, or construct one in the laboratory, with at least two ecologically stable cycles".
Second, we will consider the system with three different positive equilibria. The main results are given by the following two theorems. 
) has three different positive equilibria, of which one is a saddle and the others are anti-saddles. If one of the two positive anti-saddles is center or focus type and the other is not, then (1) the center or focus type equilibrium is not a center. It is a weak focus of order at most 3;
(2) two limit cycles can bifurcate from the weak focus. Remark 1.4. When system has three distinct positive equilibria, two of them are anti-saddles. The phenomenon that one limit cycle can bifurcate from one of the two positive anti-saddles was also observed by Huang et al [11] . However, the phenomenon that two limit cycles can bifurcate from one of the two positive anti-saddles, observed in the present paper, has not been found by other authors. Unfortunately, we can't prove whether there exist three limit cycles surrounding one of the two positive anti-saddles. When system has three distinct positive equilibria, of which two are anti-saddles, one limit cycle can bifurcate from each of the two positive anti-saddles simultaneously (see Fig. 1.1 ). This has not been observed by Hsu et al [10] and Huang et al. [11] . Numerical simulations show that there is also a big stable limit cycle enclosing these two limit cycles (see Fig. 1.1 ), which is a new phenomenon observed in the present paper. Unfortunately, we can't prove it.
The rest of this paper is organized as follows. Section 2 is devoted to some preliminary results including model reduction, analysis of equilibria of an equivalent polynomial differential system of (1.1) and computation of Lyapunov constants at positive equilibrium. In Section 3, we give the proof of our main results. The paper ends with a discussion.
Some preliminary results
The preliminary results provided in this section are helpful for the proof of our results.
Model reduction
In order to calculate the Liapunov constants at the nonhyperbolic focus and study the Hopf bifurcation in the parameter space in a simpler way, it is necessary to reduce system (1.1) to a polynomial differential system.
Without loss of generality, assume that E(x * , y * ) is an arbitrary positive equilibrium of system (1.1). Let us consider the change of variables 1) and the parameter transformation given by ζ :
with Jacobian detDζ(r, K, m, a, s, h, b) = x 4 * r 2 > 0, which implies that ζ is invertible. For simplicity, let us rename the new variables u → x, v → y, τ → t. Then in the new variables, system (1.1) is reduced to the following system
Noting that system (2.2) has an equilibrium at E * (1, 1), we have m = (a + b + 1)(1 − 1/K) and h = 1. Furthermore, K > x * becomes K > 1 and a > 0, b > −2 √ a, s > 0 remain the same, respectively, under the projection ζ. That is to say, system (2.2) can be written as
with (x, y) ∈ A and the new vector of parameters η = (s, K, a, b) ∈ D 0 is given by the natural projection, where
Since the transformation (2.1) is a linear sign-reserving transformation, system (2.3) and system (1.1) have the same qualitative property. By scaling
, (we will still use t to denote τ for ease of notation) system (2.3) can be transformed into the following quintic polynomial differential system
with (x, y) ∈Ā = {(x, y) |x, y ≥ 0} and η ∈ D 0 . Notice that system (2.4) has the same topological structure as system (2.3) in A because Kx(ax 2 +bx+1) > 0 for all x > 0. In other words, system (2.4) is equivalent to system (1.1) in A. Hence we only need to study the polynomial system (2.4) in the regionĀ with η ∈ D 0 .
Analysis of equilibria of system (2.4)
Obviously, the x-axis, y-axis and the interior ofĀ are all invariant under system (2.4). It's standard to show that all solutions of (2.4) with positive initial values are positive and bounded, and will eventually tend into the region Ω = {(x(t),
Therefore, Ω is a positive invariant set of system (2.4) and the limit cycle of (2.4), if it exists, must be inside Ω.
Notice that system (2.4) always has a boundary equilibrium E 0 = (K, 0) for all parameters, which is always a hyperbolic saddle and divides the positive x-axis into two parts which are two stable manifolds of E 0 . Furthermore, there exists a unique unstable manifold of E 0 in the interior ofĀ.
The origin O(0, 0) is an isolated critical point of higher order of system (2.4). By introducing the polar coordinates x = r cos θ, y = r sin θ, we get the characteristic equation of system (2.4) as follows.
Noting that G(θ * ) = 0 is a necessary condition for θ = θ * to be a characteristic direction [24] , there are at most 3 possible directions θ = 0, π/2, θ 3 , where θ 3 = arctan(1 − 1/s), along which an orbit of system (2.4) may approach the origin in the first quadrant. Let S + δ (O) = {(r, θ) : 0 < r < δ, 0 ≤ θ ≤ π/2}, where 0 < δ ≪ 1. By Theorems 3.4, 3.7 and 3.8 in [24] , we get the following results. The phase portrait of system (2.4) near O is shown in Fig. 2.1 for all cases. Now we are going to study the positive (i.e., interior) equilibria of system (2.4). Assume thatẼ(x,ỹ) is a positive equilibrium of system (2.4), thenỹ =x andx is a positive root of the equation
where
has a unique positive zero at s 1 , where s 1 = −µ 1 /µ 2 . Furthermore, ψ(s) ≥ 0 for s ∈ [s 1 , +∞) and ψ(s) < 0 for s ∈ (0, s 1 ), respectively. Notice that E * is locally asymptotically stable for this case. Hence, if s > s 1 , then E * is a locally asymptotically stable node. Otherwise, it is a locally asymptotically stable focus. Let Ka − K − 2a − b 0, then ψ(s) has two positive zeros at s 2 and s 3 with 0 < s 2 < s 3 , where
,
.
, +∞) and ψ(s) < 0 for s ∈ (s 2 , s 3 ), respectively. Thus E * is a node for s ∈ (0, s 2 ) ∪ (s 3 , +∞) and is a focus or center for s ∈ (s 2 , s 3 ). We note that, if
) as a function of s has a positive zero at s * , where The number of positive equilibria of system (2.4) is determined by the number of roots of Eq. (2.6) on the interval (0, K). Obviously, Eq. (2.6) can have one, two or three positive roots on the interval (0, K). Correspondingly, system (2.4) can have one, two, or three positive equilibria. For system (2.4), it can be inferred from [10] that ifx is a multiple positive root of Eq. (2.6), thenẼ(x,ỹ) must be a degenerate positive equilibrium of system (2.4). Applying the results of Lemma 2.2, after tedious analysis, we can get the following results which are equivalent to Lemma 2.1 of [11] . [11] . In the rest of this paper we only need to focus on the cases (a) and (c2) 
And it is a locally asymptotically stable focus, if Ka
+ 2Kb + 3K − b − 2 > 0 and s ∈ (s 2 , s 3 ). (c2) if Ka − K − 2a − b = 0, then E * is a locally asymptotically stable node (or focus), if s ∈ (s 1 , +∞) (or s ∈ (0, s 1 )). (c3) Let Ka − K − 2a − b > 0. (i) If s * < s < s 3 (or s > s 3 ), then E * (1,Lemma 2.3. Let∆ = (Kb + K − 1) 2 − 4aK. Then the following statements hold. (a) Suppose b > 1/K − 1 − 2 √ a/K, then(b) Suppose b = 1/K − 1 − 2 √ a/K. (b1) If a = K, i.e., b = 1/K − 3,(c2) If b (1 − a)/K − 2, then system (2.4) has three distinct positive equilibria E * (1, 1), E * 2 ((1 − Kb − K − √∆ )/(2a), (1 − Kb − K − √∆ )/(2a)) and E * 3 ((1 − Kb − K + √∆ )/(2a), (1 − Kb − K + √∆ )/(2a)),
Computation of Lyapunov constants
In this subsection, we are going to study Hopf bifurcation of system (2.4). Without loss of generality, assume that E * (1, 1) is center or focus type, which implies that the condition (iii) in Lemma 2.2 (c3) holds, i.e.,
To determine if E * (1, 1) is a center or a weak focus, one needs to calculate the focal values of system (2.4) at this equilibrium. In this paper, we will use the Lyapunov constants instead of the focal values to solve these problems. The equivalence between the Lyapunov constants and the focal values can be seen in [14] and Chapter 1 in [15] .
Denote the k-th Lyapunov constants of system (2.4) at E 1)) ). Under the hypothesis V 1 = 0, i.e., s = s * , we will compute higher Lyapunov constants of system (2.4) at E * (1, 1). To this end, we consider a conjugation ψ :
For brevity, we denote d Kb
Applying the algorithm in [22] and using the software Maple for symbolic calculas, we have 
is the unique positive equilibrium of system (2.4) and is unstable. Hence system (2.4) has at least one stable limit cycle in Ω from Theorem 1.1.
Proofs
Notice that system (2.3) is equivalent to system (1.1) in A. Next we only need to consider the polynomial system (2.4), instead of system (1.1).
Proof of Theorem 1.1
If ∆ > 0, then the equation (1.2) has a unique positive root in the interval (0, K). Correspondingly, system (1.1) has a unique positive equilibrium. Similar to the analysis of Lemma 2.1 in [11] , the first assertion is derived immediately.
Next we will prove the second assertion. From Lemma 2.1, every solution (x(t), y(t)) of system (2.4) with positive initial values will eventually be away from the origin (see Fig. 2.1) . Hence, the boundary of the region Ω can be used as the outer boundary of a Poincaré-Bendixson annular region. By applying the Poincaré-Bendixson Theorem, the conclusion of this theorem is clearly established.
Proof of Theorem 1.2
From the analysis in Section 2, the conditions of this theorem imply that E * (1, 1) is the unique positive equilibrium of system (2.4) and is center or focus type. 
To prove this theorem, we first prove that ϕ 1 , ϕ 2 , ϕ 3 have a unique common real root in Σ 1 . We consider these polynomials in the ring R[K, a, b].
Firstly, computing the mutual resultants of ϕ 1 , ϕ 2 , ϕ 3 with respect to b, we get
where Case (a): a = 1. Substituting it to ϕ 1 , we get
With this substitution, we have
where φ 1 and φ 2 are polynomials in K, b of degree 4 and 9, respectively. If
, which contradicts to (2.9). Thus, it follows from (3.2) that V(ϕ 1 , ϕ 2 ) = V(φ 1 , φ 2 ). By Sturm's Theorem, we conclude that the resultant Res(φ 1 , φ 2 , b) is a nonzero constant, implying that V(φ 1 , φ 2 ) = ∅. Therefore, for this case, we have V(ϕ 1 , ϕ 2 ) = ∅.
Case (c):
. Then we have
where φ 4 , φ 5 are polynomials in K, b of degree 7, 21, respectively. If 3Kb
. This follows Kb + 2K + a − 1 = 0, which contradicts to (2.9). Thus, it follows from (3.3) that V(ϕ 1 , ϕ 2 ) = V(φ 4 , φ 5 ). Similar to the case (b), we conclude that
Calculating the mutual resultants of g 31 , g 32 , g 33 with respect to a, we get 
. Next, we first find out the common real roots of {h 3 , g 31 , ϕ 1 } in Σ 1 , and then verify whether they are really the common real roots of {ϕ 2 , ϕ 3 }. Even though {h 3 , g 31 , ϕ 1 } is an irreducible ascending set, we can not use the RealRootIsolate command in Maple to obtain the isolated real roots in Σ 1 directly for their extremely complicated expressions. Here, we will use the real root isolation algorithm of multivariate polynomial systems, proposed by Lu et al [17] , to solve this problem. According to the sign of b, we have the following three subcases to discuss.
Subcase (d1): b > 0. Without specification, taking the accuracy of command realroot in Maple always being 1/10 20 . By command realroot, we get that h 3 (K) has two real roots in (1, +∞) as follows.
For the real root interval [
, we get the following two positive real root isolation intervals of
From Definition 2.4 of [17] , we denote the maximal and minimal polynomials of ϕ 1 on
, respectively. By command realroot, we know that both ϕ 1 (b) and ϕ 1 (b) have no positive real root. Hence ϕ 1 has no positive real root for the real root isolation interval G 1 . Similarly, ϕ 1 has no positive real root for the real root isolation interval
Similarly, for the real root interval [K 2 , K 2 ] of h 3 (K), we can get three positive real root isolation intervals of {h 3 (K), g 31 (K, a)} as below.
For the real root isolation interval
, a 3 ] of {h 3 , g 31 }, similar to the approach for G 1 , we get that ϕ 1 has a positive real root at b 1 , where
By Theorem 2.3 of [17], we have Ka
It's not difficult to verify that the real root (K 2 , a 4 , b 2 ) ∈ Σ 1 . Similarly, after tedious calculation, we can verify that (K 2 , a 4 , b 2 ) is a common real root of {h 3 , g 31 , ϕ 2 } and also a common real root of {h 3 , g 31 , ϕ 3 }. Thus, we conclude that
, where
Subcase (d2): b < 0. For this subcase, we will find the common real roots of
Since the variable b exactly appears in ϕ 1 (K, a, b) for the triangular set {h 3 , g 31 ,φ 1 }, we only need to find the common real roots of {h 3 , g 31 ,φ 1 } in the cone (1, +∞) × (0, +∞) × (0, +∞). Repeating the same arguments as the subcase (d1), we conclude that {h 3 , g 31 ,φ 1 } have fourteen classes of real roots in the cone (1, +∞) × (0, +∞) × (0, +∞): 4 and a 5 are the same as in the subcase (d1) and 
is a common real root of {h 3 , g 31 , ϕ 1 }. It's easy to verify that the following eight classes of real roots of {h 3 , g 31 , ϕ 1 } contradict with b > −2 √ a.
By Theorem 2.3 of [17] , we can verify that the real roots (
Therefore, for the subcase (d2), we have V(ϕ 1 , ϕ 2 , ϕ 3 ) = ∅. Subcase (d3): b = 0. With this substitution, we have ϕ 1 = −4aψ 1 and ϕ 2 = −4aψ 2 , where ψ 1 and ψ 2 are polynomials in K, a of degree 3 and 10, respectively. Thus, V(ϕ 1 , ϕ 2 ) = V(ψ 1 , ψ 2 ). The resultant of ψ 1 and ψ 2 with respect to a is
where H 1 is a polynomial in K of degree 5 and
With this substitution, we get that
which contradicts to (2.9). Therefore, for this case, we have V(ϕ 1 , ϕ 2 ) = ∅.
To summarize, {ϕ 1 , ϕ 2 , ϕ 3 } have a unique common real root p * = (K 2 , a 4 , b 2 ) ∈ Σ 1 for all the cases above.
Case (e): g 1b = 0. From above, if {ϕ 1 , ϕ 2 , ϕ 3 } have other common real roots in Σ 1 except the real root p * , then there must be g 1b = 0. Computing the mutual resultants of ϕ 1 , ϕ 2 , ϕ 3 with respect to a, we get
where 31 ,g 32 ,g 33 are three polynomials in K, b of degree 18, 37, 102, respectively. Similar to the proof of eliminating the variable b above, we can prove that there must be g 1a = 0, provided that {ϕ 1 , ϕ 2 , ϕ 3 } have other common real roots in Σ 1 except p * . In what follows, we will prove, by contradiction, that {ϕ 1 , ϕ 2 , ϕ 3 } have no common real roots in Σ 1 such that g 1b = g 1a = 0. Otherwise, assume that there exist parameter values in
Firstly, applying pseudo division and by command prem in Maple, we get
where q 1 and r 1 are polynomials in K, a, b of degree 7 and 11, respectively. It follows from 
where H 5 is a polynomial in K, a of degree 8. This contradicts to (2.9). So there must be H 3 = 0, then r 1 = H 4 = 0, which yields V(g 1a , r 1 ) = V(g 1a , H 3 , H 4 ). Applying pseudo division and by command prem in Maple, we
where H 6 and q 2 are polynomials in K, a of degree 8 and 6, respectively, and H 2 is given in Eq. (3.5). If K = 2, then g 1b = −2(4a − 5) and g 1a = −2(3b + 10)(b + 2). It follows from g 1b = g 1a = 0 that a = 5/4 and b = −10/3 or −2. These two cases can be excluded since b > −2 √ a and Ka − K − 2a − b > 0. Thus, we only need to consider the case K 2. From (3.7) and H 4 = g 1b = 0, we have H 2 H 6 = 0. This follows H 2 = 0 or H 6 = 0. The case H 2 = 0 can be excluded. In fact, if H 2 = 0, i.e., K = 3 + √ 6, then we have
From the subcase (3) above, the case b = 0 can be excluded. Then g 1b = g 1a = 0 implies a = (3+ 2 √ 6)/5 and b = −3− √ 6. This follows Kb+2K+a−1 = −(47+18 √ 6)/5 < 0, which contradicts to (2.9). Therefore, there must be H 6 = 0 and hence 
where H 9 is a polynomial in K of degree 9. The analysis above tells us that K 2, then from (3.8), there must be H 9 = 0 and hence V(g 1b , H 6 ) = V(H 6 , H 9 ).
To sum up, we have
Now we will show that V(g 1a , H 6 , H 9 ) = ∅. For convenience, denote by S a a semi-algebraic system whose polynomial equations, non-negative polynomial inequalities, positive polynomial inequalities and polynomial inequations are given by 20 , we find that the solution set of the semialgebraic system S a is null, implying that V(g 1a , H 6 ,
This leads to a contradiction and proves our assertion.
To sum up, we know that
By Theorem 2.3 of [17] , we have
which yields V 9 (K 2 , a 4 , b 2 ) < 0. This implies that the unique positive equilibrium E * (1, 1) of system (2.4) is not a center but a weak focus of order at most 4, provided that it is center or focus type. Furthermore, it is a weak focus of order 4 if and only if s = s * and (3.9) hold. By Theorem 2.3.2 of [9] , at most 4 limit cycles can bifurcate from E * (1, 1). This proves the assertions (1) and (2) .
Next we will prove the assertion (3). Similar to determining the sign of ϕ 4 (K 2 , a 4 , b 2 ), we can check by Maple that the Jacobian determinant of ϕ 1 , ϕ 2 , ϕ 3 with respect to K, a, b at (K 2 , a 4 , b 2 ) is negative, which means that the Jacobian matrix of V 1 , V 3 , V 5 , V 7 with respect to s, K, a, b has its full rank 4, i.e., rank
. By Theorem 2.3.2 of [9] , there exist some parameter values such that system (2.4) has 4 small limit cycles around E * (1, 1) and two of them are stable (see Fig. 3.1.  (a) ). Obviously, we can choose appropriate parameter perturbations such that system (2.4) has i small limit cycles around E * (1, 1) for each i = 1, 2, 3. This completes the proof.
Proof of Theorem 1.3
If ∆ < 0 and −2 √ a < b < Ka − Kmh/r, then the equation (1.2) has three different positive roots in the interval (0, K). Correspondingly, system (1.1) has three different positive equilibria, i.e., system (2.4) has three distinct positive equilibria. By Lemma 2.3, we know that one of the three positive equilibria is a saddle and the others are anti-saddles. And we have µ ∈ Σ 2 , where
Without loss of generality, assume that E * (1, 1) is one of the two positive anti-saddles. If E * (1, 1) is center or focus type, then s = s * and µ ∈ Λ. Moreover, further assume that the value 1 is the minimal root of Eq. (2.6) in (0, K), whereas the proof of the case that 1 is the maximum root of Eq. (2.6) is similar. That is, we have (1 − Kb − K − √∆ )/(2a) > 1, which implies µ ∈ Σ 3 , where
To prove the assertion (1), it suffices to prove the first three Lyapunov constants in (2.10) have no common real root, i.e., {ϕ 1 , ϕ 2 , ϕ 3 } have no common real root, such that µ ∈ Λ ∩ Σ 2 ∩ Σ 3 . Using the same arguments as the proof of Theorem 1.2, we only need to check whether the parameter values (
This implies that the center or focus type equilibrium E * (1, 1) is not a center but a weak focus of order at most 3. By Theorem 2.3.2 of [9] , at most 3 limit cycles can bifurcate from it.
To prove the assertion (2), we first find some parameter values such that E * (1, 1) is an order two weak focus. To this end, we set K = 100, a = 60 and hence ϕ 1 is a polynomial of b. We first perturb b small near b * such that V 3 V 5 < 0 and adjust s such that V 1 = 0 holds. A limit cycle bifurcates. For the second limit cycle, perturb s so that V 1 is of the opposite sign of V 3 . Therefore, two limit cycles can bifurcate from E * (1, 1) (see Fig.  3.2) . This completes the proof.
Proof of Theorem 1.5
By Theorem 1.3, the conditions in Theorem 1.5 imply that system (2.4) has three distinct positive equilibria, one of them is a saddle and the others are anti-saddles. To simplify the calculations, we introduce the new parameters as follows. Under the hypothesis that system (2.4) has three distinct positive equilibria, we assume that Eq. (2.6) has three positive zeros 1, α and β in the interval (0, K) with 1 < α < β < K. Then E * 2 (α, α) is a saddle, E * (1, 1) and E * 3 (β, β) are both anti-saddle, respectively. From Eq. (2.6) and Vieta's formulas for quadratic polynomial, we have
Then, from Lemma 2.3, the conditions that system (2.4) has three distinct positive equilibria are equivalent to
With a time scaling transformation dτ
, system (2.4) which has been replaced by Eq. (3.13) can be reduced to the following equivalent differential system (we will still use t to denote τ for ease of notation). 15) where the parameters K, α, β and s satisfy (3.14). Next we only need to consider system (3.15), instead of system (2.4). For convenience, we denote the n-th Lyapunov constant of system (3.15) at E * (1, 1) and
is the Jacobian matrix of system (3.15) at E * . From system (3.15), it's not difficult to obtain
If both E * (1, 1) and E * 3 (β, β) are center or focus type, then V
1 , which implies
2 > 0. Thus, the denominators of the right-hand side of Eq. (3.17) are both positive.
We first prove the assertion (1). It suffices to prove V
3 > 0 and V
3 > 0. Substituting (3.17) to the system (3.15) and using the software Maple for symbolic calculate, we get
where F 1 and G 1 are both polynomials in K and β of degree 11. From (3.14), it's easy to see that the denominators of V (1) 3 and V (3) 3 are both positive and the signs of V (1) 3 and V (3) 3 are the same as that of F 1 and G 1 , respectively. Hence we only need to prove F 1 > 0 and G 1 > 0.
6 F 1 /(ǫ + 1) 6 , where F 1 is collected by ǫ as follows.
It's easy to see that all the coefficients of the power of ǫ in F 1 are positive since K > 1. Noting that ǫ > 0, we have F 1 > 0, which yields F 1 > 0. Using the same arguments as the proof of F 1 > 0, we can prove G 1 > 0. This completes the proof of the assertion (1).
Next we will prove the assertion (2). For any given values of K and β, let (s, α) = (s 0 +ε, α 0 ), where s 0 , α 0 are given by Eq. (3.17), and ε is a perturbation parameter. From (3.16), we have
By continuity, we can choose ε small enough such that V 
Discussion
In this paper, we studied the Hopf bifurcation and global dynamics of system (1.1) with generalized Holling functional response of type III when it has no degenerate positive equilibrium. We not only rigorously proved the existence of some phenomena that have been observed in [10, 11] , but also observed some new and complicated dynamical behaviors, such as the coexistence of four limit cycles including two stable cycles, three limit cycles including two stable cycles, one big stable limit cycle enclosing two unstable limit cycles, or three hyperbolic positive equilibria and two limit cycles surrounding one of them. Therefore, our results can be a complement to the works by Hsu et al [10] and Huang et al [11] for this model, and show that the maximum number of limit cycles in the model of this kind is at least 4, which improves the preceding results that this number is at least 2. Our results also indicate that the nonlinear dynamics of such biological and epidemiological models not only depend on more bifurcation parameters but also are very sensitive to parameter perturbations, which are important for the control of biological species or infectious diseases. Furthermore, the coexistence of bistable states (one stable limit cycle and one stable equilibrium, or two stable limit cycles) and tristable states (two stable limit cycles and one stable equilibrium, or two stable equilibria and one stable limit cycle) show that the model of this kind is also highly sensitive to initial values.
In this work, the coexistence of two stable limit cycles gives a positive answer to one of the almost impossible projects proposed in [3] which is given in the first section. This shows the ecological relevance of the coexistence of multiple limit cycles in predator-prey systems and the importance of our results, which should serve for the outlined problem to be actually feasible in a biological lab with appropriate little creatures [3] . It will be interesting to see if two stable limit cycles occurs in realistic predator-prey systems. This paper provided some available methods for studying the existence, stability, number and distribution of limit cycles in a given predator-prey systems. It is worth mentioning that these methods can be applied to other models to study the Hopf bifurcation at positive equilibria with complicated expressions or no explicit expressions. However, there are two interesting problems that remain open. One is to prove the existence of the big stable limit cycle for some given parameter values, see Fig 1. 1. If we can rule out the possibility that there are two homoclinic loop connecting with the saddle E * 2 , called eight-loop in general, then Poincaré-Bendixson Theorem implies the existence of the big stable limit cycle. We conjecture that this problem may be solved by constructing an appropriate inner boundary of an annular region. The other is whether 3 limit cycles can bifurcate from an arbitrary anti-saddle positive equilibrium if system has three distinct positive equilibria, see Remark 1.4. This problem may be very challenging since both the conditions and the expressions of V 3 and V 5 are extremely complicated. Also, is there a natural (or laboratory) predator-prey system with at least three ecologically stable cycles?
Appendix A
Resultant elimination theory
Let K be an algebraically closed field. Given two polynomials A(
where both k and l are positive integers. Denote the Sylvester resultant of A and B with respect to x n , as defined in [7] , by Res(A, B, x n ). Then the following lemma holds (see Theorem 5 in [4] ).
is a common zero of A and B, then C(a 1 , a 2 , · · · , a n−1 ) = 0. Conversely, if C(a 1 , a 2 , · · · , a n−1 ) = 0, then at least one of the following holds:
is a common zero of A and B.
Clearly, C = 0 is a necessary condition of A = B = 0, but not sufficient. This fact not only gives a criterion for existence of common zeros, but also provides a method of finding the common zeros of multivariate polynomial systems. Let f 1 , f 2 , · · · , f m be (finitely many) elements of K[x 1 , · · · , x n ]. Denote the algebraic variety of f 1 , f 2 , · · · , f m , the set of common zeros of
m ). Then it follows from Lemma 4.1 that V(A, B) = V(A, B, C).
This can be generalized to the case of multiple polynomials. Taking m = n = 3 as an example, it's not difficult to get the following theorem.
Theorem 4.2. Denote r
Then the following equality holds for any k ∈ {1, 2, 3}.
Appendix B
The expressions of ϕ 1 , ϕ 2 , ϕ 3 , ϕ 4 in Eq. (2.10) are listed as follows. 
