This work describes the modeling, analysis, predictive design, and control of self-excited oscillators, and associated arrays, founded upon electromagnetically-actuated microbeams. The study specifically focuses on the characterization of nonlinear behaviors arising in isolated oscillators and small arrays of nearly-identical, mutually-coupled oscillators. The work provides a framework for the exploration of larger oscillator arrays with different forms of coupling and feedback, which can be exploited in practical applications ranging from signal processing to micromechanical neurocomputing.
Introduction
Although studies of simple oscillators, self-excited systems with a stable amplitude and neutrally stable phase, date back centuries, these systems remain a topic of great interest, due in part to their utility in micro-and nanoscale timing applications [1] [2] [3] [4] [5] . While engineering research interest has largely focused on isolated oscillator systems, coupled arrays of oscillators can have vastly different (and typically more complex) dynamics, as demonstrated in a number of interesting studies produced by the applied mathematics, physics, and biology communities [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . While efforts in these fields have addressed a wide variety of research questions, there remain a number of open questions related to the existence and stability of emergent behaviors, such as synchronization, along with the active exploitation of these dynamic behaviors in practical application. At the microscale, Hoppensteadt and Izhikevich have proposed the use of coupled oscillators in neurocomputing [17] . Likewise, Chang et al. have demonstrated that certain coupled oscillator topologies can be used in the development of reduced phase noise electronics [18] . The goal of the current study is to build upon these efforts through the modeling, analysis, predictive design, and control of self-excited oscillators and associated arrays, founded upon electromagnetically-actuated microbeams. With proper development, the authors believe these systems have distinct potential in mass sensing, signal processing, and computing applications.
This work begins in Sec. 2 with the development of a distributedparameter model for a representative electromagnetically-actuated microbeam resonator, and the subsequent reduction of this model to a lumped-parameter analog. Section 3 presents a nonlinear control law for self-excitation, and the analysis of related nonlinear behaviors. Section 4 considers the dynamics of two mutually-coupled, nearly-identical oscillators, and the work concludes with a brief discussion of potential applications and future work.
Isolated Electromagnetically-Actuated Microbeam Model
The device under consideration, shown in Fig. 1 , is a cantilevered microbeam with a wire loop deposited on its top surface. It will be assumed in the modeling of these devices that the mechanical effects of the wire loop are negligible because of the wire's small mass relative to the microbeam and the fact that the residual stress in the wire is minimal. In order to actuate the microbeam, the device is placed in a uniform magnetic fieldB, which is oriented at an angle a with respect to the vertical reference. When a current is supplied through the wire loop, the Lorentz force induces mechanical motion.
The variables used for the modeling of the microbeam are defined in Fig. 2 . Using the extended Hamilton's principle [19] , a single degree of freedom governing equation for the microbeam can be developed. The specific Lagrangian of the microbeam is defined as
where u, v, and w are defined as in Fig. 2 and ð _ Þ and ðÞ 0 denote the derivatives with respect to the time and the arc length variable s, respectively. The parameters of the microbeam are the beam density q, the cross-sectional area A, the undeformed length l, the modulus of elasticity E, and the cross-sectional moment of inertia I. Note that the rotational inertia of the microbeam is considered to be negligible because the thickness of the beam is much smaller than the length of the beam. Assuming that shear deformations can be neglected and that deformation is primarily due to bending [20, 21] , an inextensibility constraint and a kinematic constraint on the angle w can be developed
The variation of the Hamiltonian is given by
where k is the Lagrange multiplier introduced to enforce the inextensibility constraint and Q u and Q v are planar, nonconservative forces in the u and v directions, respectively. Assuming that the microbeam is viscously damped and that the Lorentz force is a point load acting at the beam's free end, the nonconservative forces are given by
where c is the specific viscous damping coefficient and F 1 and F 2 are the resulting Lorentz forces in the longitudinal and transverse directions, respectively. The equations governing the longitudinal and transverse displacement can be derived by first approximating u and w with a third-order Taylor series approximation by using the inextensibility constraint and the kinematic constraint on w, integrating Eq. (3) successively by parts, and finally applying ideal cantilever boundary conditions. By solving for the Lagrange multiplier in the equation governing the longitudinal displacement and making the proper substitutions in the equation governing the transverse displacement, a single equation governing the transverse vibration can be recovered. This equation is nondimensionalized such thatv
where v 0 is the beam's thickness, and
This yields a nondimensionalized, third-order, distributed-parameter model of the device given by
Using a Lorentz force model, the applied current and the force applied to the end of the microbeam are related by the following equationF ðtÞ ¼ iðtÞ
where iðtÞ is the applied current, and dl is the differential element of the wire loop. Defining the width of the wire loop to be g, the Lorentz force can be approximated as
Assuming that the dynamics of the microbeam can be approximated by the first mode shape of an ideal cantilever according tô vðŝ;tÞ ¼ zðtÞWðŝÞ (10) projecting the model onto the first mode shape and subsequently rescaling time results in a final lumped-parameter governing equation given by
The parameters used in Eq. (11) are given in Table 1 . Note that all of the parameters in Eq. (11), except for g 1 , are scaled by e. Here, e is a small positive number assumed to be much less than one, which is used to not only imply the magnitude of a given parameter but also to facilitate the application of various perturbation methods [22] . The specific order of e is based on the physical parameters of the system, which are introduced later. Since a changing magnetic flux induces an electromotive force (emf), the vibrations of electromagnetic devices are coupled to the voltage potential across the device. By incorporating a second wire loop, the component of the voltage potential that is only dependent on the vibrations of the device can be isolated; thus allowing for self-sensing. The relationship between the emf and the response of the system can be obtained through a direct application of Faraday's law [23, 24] . The magnetic flux UðtÞ through an arbitrary surface S is defined as wheren is the unit vector normal to the surface. Note that the magnetic fieldB is assumed to be constant. Using a third-order Taylor series expansion for the terms with the angle w, nondimensionalizing, and projecting the result onto the first mode, the flux through the device is approximated as
Using Faraday's law and rescaling time, the induced emf is defined as
Thus, the lumped-mass approximation for the induced emf is
where
Note that the angle of the magnetic field a controls the linearity of the governing equation [Eq. (11) ] and the induced emf [Eq. (15)]. When the magnetic field is parallel to the vertical reference, or a ¼ 0, the device is parametrically excited and the induced emf has a nonlinear relationship with the system's state. When the magnetic field is perpendicular to the vertical reference, or a ¼ p/2, the device is directly excited and the induced emf has a linear relationship with the system's velocity.
Isolated Electromagnetically-Actuated Microbeam Oscillators
A schematic diagram of the microbeam oscillators is shown in Fig. 3 . The current design of the oscillators requires two wire loops per oscillator: the outer loop is for actuation and the inner loop is for sensing. Since this design requires at least four electrical contact pads per oscillator, methods to reduce the number of pads are currently being investigated. Note that it is assumed that all of the microbeams are spaced such that they are mechanically isolated.
As a preliminary step to understanding the dynamics of electromagnetically-actuated oscillator arrays, the dynamics of an isolated oscillator are considered. While the dynamics of oscillator arrays are more complicated than in the isolated case, many effects found in the isolated oscillators can still be found in the array. Through the use of feedback, the beam's actuation is dependent on the sensed emf, and therefore, only the current state of the device. Thus, under the conditions that will be detailed later in this section, the device can be made self-sustaining. For the isolated oscillator case, the following positive feedback control law is employed
where V c is the controller voltage, e
À2
G is the gain applied to the induced emf, and e À2 K is an additional gain used to adjust the oscillator amplitude. The controller voltage is related to the input current i(s) by Ohm's law
where R is the resistance of the actuation wire loop. This, in conjunction with a physically-consistent scaling, results in a governing equation for the microbeam oscillator, truncated to third-order terms, given by
with the parameters defined as in Table 2 . Note that in these parameters, the es are collected to reflect the relative magnitude of the parameters. In order to facilitate predictive design, the method of averaging can be used to calculate approximate solutions of Eq. (19) [22, 25] . This equation is in the class of weakly-nonlinear oscillators; thus, employing the following constrained coordinate transformation zðsÞ ¼ aðsÞ cos½s þ /ðsÞ z 0 ðsÞ ¼ ÀaðsÞ sin½s þ /ðsÞ (20) renders the slow-flow equations given by Each microbeam has two current loops: one for actuation and one for sensing. Table 1 Definitions of the nondimensional parameters used in Eq. (11)
s ¼ x 0t ðÞ 0 ¼ @ðÞ @s
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Note that because of the scaling of the system, c 21 , c 22 , and c 3 do not appear in these equations. These terms are related to parametrically-excited feedback and the nonlinear effects in the emf, respectively. The nonlinear differential equations presented in Eq. (21) can be solved in closed form
where a 0 and / 0 are the initial amplitude and phase. Note that these solutions evolve on a time scale slower than s. Equation (22) shows that in order to have a stable limit cycle, c 1 > c and a 0 > 0. Under these conditions, the steady-state solutions are given bŷ
The steady-state amplitudeâ can be used to generate a bifurcation diagram of the system, which for the parameters in Table 3 , a ¼ p/4 and e
, is shown in Fig. 4 . Note that e À2 G, the gain applied to the emf, is negative such that c 1 is positive. For the case shown in Fig. 4 , the rest state, or zero solution, always exists, but is only stable for e À2 G greater than À234.4. When the magnitude of e À2 G is increased past this value, the oscillator has a stable limit cycle with a nonzero amplitude, provided that the system has nonzero initial conditions.
A bifurcation diagram for e À2 G ¼ À 1000 and e À2 K ¼ 5 Â 10
Two Nearly-Identical, Mutually-Coupled Oscillators
The model for multiple oscillators can be derived from a modification of the control law for the microbeams. In the case where the two microbeams are nearly-identical, the following control laws are used
Here, the subscript denotes the particular microbeam, G c denotes a coupling gain, and all other quantities are defined as in the isolated scenario. The one addition to the model is that the microbeams have nearly-identical natural frequencies, where the square of 
22
G less than this value, the system has a stable limit cycle. The rest state always exists, however it is only stable for jaj < 0:349. For a outside this domain, the system has a stable limit cycle. 
Note that equations similar to the ones in Eq. (26) have been extensively studied in prior literature, which can be utilized here [8] . As detailed in the following subsections, the solutions to Eq. (26) can be classified as the stable rest state, symmetric phase locked, symmetric phase drift, and asymmetric phase locked. In general, the conditions under which two oscillators are synchronized are of particular interest. A synchronized state is a phase locked state where
Stable Rest State Solutions.
To solve for the conditions when the rest state, or state when oscillators have a zero amplitude, is stable, it is useful to transform the system in Eq. (26) using the following coordinate transformation
where the dynamic variables u 1 , v 1 , u 2 , and v 2 are constrained to be real. Using these new coordinates, the slow-flow equations are given by
The eigenvalues k, of the Jacobian evaluated at the rest state, or
The rest state is asymptotically stable when the real part of the eigenvalues are negative. Thus, the rest state is stable when c > c 1 and jG c j <
Symmetric Phase Locked Solutions.
To determine the conditions when the oscillators are synchronized, the slow-flow equations in Eq. (26) can be reduced from four equations to three by introducing a relative phase,
Since Eq. (30) is symmetric with respect to the amplitude variables, assuming symmetric solutions of the form a 1 ¼ a 2 ¼ a reduces Eq. (30) to
Setting a 0 ¼ w 0 ¼ 0 reveals the solutions of interest. Note that the second equation of Eq. (31) is independent of the amplitude and is a phase model for the synchronization of two oscillators. This equation has also been called Adler's equation [26] and is a form of the Kuramoto model for two oscillators. The phase equation only has constant solutions when
Thus, this condition must be met to have symmetric phase locked solutions. As such, in order to have synchronization, the beams must be nearly-identical or the coupling must be large enough to overcome the frequency mistuning. Making the restriction that the only solutions of interest are À p w < p, the steady-state solutions to Eq. (31), given in (a, w) pairs with conditions on the damping and coupling, are ffiffiffiffiffiffiffiffiffiffiffiffiffiffi f
In order to determine when these solutions are stable, the eigenvalues of the Jacobian of Eq. (30), evaluated at the solutions given in Eqs. (33)- (38), are calculated. The eigenvalues, k i for i ¼ 1-3, in terms of a are
Since a solution is stable if all of its eigenvalues have negative real parts, it can be shown that the solutions found in Eqs. (33) and (34) are unstable and the solutions found in Eqs. (35)- (38) are stable.
Symmetric Phase Drift Solution.
Since the phase equation in Eq. (31) has no constant solutions when
there exists a symmetric phase drift solution only when this condition is satisfied. In order to facilitate a more direct analysis of this solution, the parameters used in Eq. (31) can be redefined so that they match a known problem [8] . Letting
Eq. (31) can be written as
Equation (43) asymptotically approaches a limit cycle, which can be explicitly defined as
The period of the limit cycle P can be explicitly defined as
and the average value of the square of the amplitude over one period is the square of the uncoupled amplitude
Since a periodic solution can be explicitly defined, the stability of the limit cycle can be determined from the Floquet multipliers of the first variation of the system evaluated on the limit cycle [27] . Specifically, if one of the Floquet multipliers is one and the others have a magnitude less than one, then the limit cycle is asymptotically stable. In order to more directly calculate the Floquet multipliers, another coordinate transformation and the parameters in Eq. (43) can be used to manipulate Eq. (30), such that
The first variation of this system is given by 
031012-6 / Vol. 7, JULY 2012 Transactions of the ASME from which a fundamental solution matrix Uðs 2 Þ can be easily found, because the equations for r and w are uncoupled. The Floquet multipliers, l i for i ¼ 1-3, of Eq. (50) can be found from the eigenvalues of E ¼ U À1 ð0ÞUðPÞ
Since the solution for w is periodic, the integral in l 1 equals zero and l 1 ¼ 1. Since a Floquet multiplier is equal to one, the limit cycle is stable if the following integral I is negative
The solution to this integral is given in [8] and
. For the limit cycle to exist, the radical term must be real and positive; thus the limit cycle is stable if a > 0 or, in terms of the parameters developed in the microbeam model, c 1 > c.
Asymmetric Phase Locked Solution.
To determine the existence and stability of the asymmetric phase locked solution, consider the fixed points of Eq. (30) normalized by the parameters defined in the previous section
By equating the equations for a 0 1 ðs 2 Þ and a 0 2 ðs 2 Þ in Eq. (54) to zero, solving for cos w, then taking the ratio of the resulting equations, the asymmetric phase locked solution can be found to have the property thatâ 2 ¼ a
. Using this property of the asymmetric solution and all of the equations in Eq. (54), the following relationships for the trigonometric functions can be developed as
Combining all of these results, the amplitude equation can be found
The amplitude equation for the asymmetric solution only has solutions in the domain of 0 < a To determine the stability of the asymmetric solution, consider the eigenvalues of the Jacobian evaluated at the asymmetric solution. Since the trace of the linearized system matrix is equal to zero, it is not possible for the system to be asymptotically stable.
In addition, when q ¼ 0, the determinant D of the linearized system matrix is
Since this value is always negative when the solution exists, one eigenvalue has a negative real part and two have positive real parts. For the more general case when q = 0, the determinant of the linearized system matrix can be positive, negative, and zero. In all of these cases, however, it is not possible for all of the eigenvalues to have negative real parts. Thus, the asymmetric solution is not stable.
Bifurcation Diagrams.
The following section details, in a graphical fashion, the different states the two oscillator system exhibits. For fixed values of e À2 G, e À2 K, a, and d, the amplitude of the oscillators are plotted against the coupling gain G c in Figs. 6-8 . The solutions are color coded: red identifies symmetric phase locked solutions, blue identifies symmetric phase drift solutions and black identifies asymmetric phase locked solutions. Note that the symmetric phase drift solutions are represented by the average value of the amplitude over one period. Stable solutions are represented by solid lines and unstable solutions are represented by dashed lines. Figure 6 details the system's bifurcation structure when the frequency mistuning is d ¼ 0.05 and the gain applied to the emf e À2 G, is below the threshold for an isolated oscillator to have a stable limit cycle. While the rest state solution always exists, it is only stable in the system highlighted in Fig. 6 when the magnitude of G c is below a critical value of 14.653. When the magnitude of G c exceeds this value, the symmetric phase locked solution is stabilized at a nontrivial value. Thus, the coupling between the oscillators can be used to stabilize a nontrivial synchronized solution, even when the isolated oscillators would have a stable rest state. Note that this behavior is the same as the case when there is no frequency mistuning present, with the exception of the fact that in that scenario the coupling gain threshold is changed.
In the scenario shown in Fig. 7 , there is no frequency mistuning (d ¼ 0) and the gain applied to the emf e À2 G, is above the threshold for an isolated oscillator to have a stable limit cycle. Here, three types of solutions can exist. The rest state solution exists, but is always unstable, since a stable rest state solution can exist only in systems where the isolated oscillators would not have a stable limit cycle. There are also both stable and unstable symmetric phase locked solutions. The stable solution exists for all values of the coupling gain G c . Thus, unless the system has initial conditions that place the system on an unstable solution, this system will synchronize with the larger symmetric phase locked amplitude. Note that the asymmetric phase locked solution exists for values where the magnitude of the coupling gain is below a critical value, but this solution is never stable.
In the scenario depicted in Fig. 8 , the frequency mistuning has a nontrival value of d ¼ 0.05 and the gain applied to the emf is above the threshold for an isolated oscillator to have a stable limit cycle. This case is similar to the previous one due to the fact that common solutions qualitatively have the same behavior, except an additional solution can exist: the symmetric phase drift solution. When the magnitude of the coupling gain G c is below 1.465, the only stable solution is the symmetric phase drift solution. How close G c is to this critical value controls how quickly the relative phase between the solutions drift. When the coupling is very weak, the behavior of the oscillators mimics the scenario in which the oscillators are isolated. When the coupling is close to the critical coupling gain, the frequencies of the oscillators attempt to lock, but when the oscillators almost lock, one of the oscillators increases its frequency relative to the other. As the coupling gain increases beyond this critical value, a stable symmetric phase locked solutions always exists. For a small subset of parameter values, two symmetric phase locked solutions can exist, however, the smaller amplitude solution is never stable. The asymmetric phase locked solutions exist for values where the magnitude of the coupling gain is below a critical value, but these solutions are also never stable.
4.6 Sample Application: Resonant Mass Sensing. A potential application of the mutually-coupled oscillators described herein is resonant mass sensing (see, for example, Ref. [28] ). In general, resonant mass sensors utilize frequency shifts attendant to the selective binding of target analytes onto a functionalized resonating surface to signal a detection event. As such, traditional sensor implementations require an electronic measurement system that is capable of quickly resolving small changes in natural frequency. If similar chemo-mechanical processes were exploited in coupled oscillator arrays, alternative sensing schemes could be developed. For example, mass-or stiffness-change induced frequency detuning between two mutually-coupled oscillators, could render amplitude and/or relative phase shifts that could be used to signal the presence of a target analyte. Figure 9 shows the amplitude of two mutually-coupled oscillators plotted as a function of the detuning parameter d when e À2 G, e À2 K, a, and G c are fixed. Note that the same dynamical states are present here, as in Fig. 8 . The symmetric phase locked solutions are stable when the magnitude of d is less than 0.034, thus amplitude shifts within this band of frequency detuning can be correlated to particular amounts of added target analyte mass. Alternatively, a more direct way of sensing shifts in the detuning parameter d could be realized by measuring the relative phase between the two oscillators, which is nearly linear within this range. This results in a change in d and causes the system to transition from a stable symmetric phase locked state to a symmetric phase drift state, as was predicted by the bifurcation diagram in Fig. 9 . This mass deposition event can be detected by monitoring either oscillator's amplitude or the relative phase between the oscillators. To demonstrate the ease of mass detection using mutuallycoupled oscillators, the response of the coupled system to a mass deposition event is shown in Fig. 10. Here , a ¼ p/4, G c ¼ 1, and the two oscillations are initially synchronized with identical natural frequencies. A 4 ng mass is added to the tip of oscillator 2 at 0.120 ls. This addition renders a new value of d. As predicted by the previously presented analysis, upon mass addition, the system transitions from a symmetric phase locked state to a symmetric phase drift state. Since the symmetric phase drift state is a limit cycle, the mass deposition event can be detected by monitoring when the amplitude of either oscillator, or the relative phase, transitions from being constant to time varying. Likewise, since the rate at which either amplitude, or the relative phase, changes within the symmetric phase drift solution is dependent on d, and this occurs on a much slower time scale than the actual vibration of either oscillator, two mutually-coupled oscillators can be used as a mass sensor even when they are not synchronized.
Conclusions and Future Directions
In this work, a model of self-excited oscillators and associated arrays, composed of electromagnetically-actuated microbeam resonators with self-sensing capabilities, is developed. This model is analyzed, which allows for predictive design methods based on the characterization of the nonlinear behaviors of the isolated and nearly-identical, mutually-coupled oscillators. The system, composed of two nearly-identical, mutually-coupled oscillators, is dynamically rich and can exhibit five distinct solutions: an unstable rest state, a stable rest state, a symmetric phase locked state, a symmetric phase drift state, and an asymmetric phase locked state. The symmetric phase locked solution can be exploited in sensing applications, since the amplitudes and relative phase of the oscillators in this state are dependent on the frequency detuning of the microbeams. Future work will not only consider the dynamics of larger oscillator arrays with different forms of coupling and feedback, but will also include experimental validation of the proposed model. Additional practical applications of these devices range from signal processing to micromechanical neurocomputing.
