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Abstract
Most existing interpretable methods explain a
black-box model in a post-hoc manner, which uses
simpler models or data analysis techniques to in-
terpret the predictions after the model is learned.
However, they (a) may derive contradictory ex-
planations on the same predictions given different
methods and data samples, and (b) focus on using
simpler models to provide higher descriptive ac-
curacy at the sacrifice of prediction accuracy. To
address these issues, we propose a hybrid inter-
pretable model that combines a piecewise linear
component and a nonlinear component. The first
component describes the explicit feature contribu-
tions by piecewise linear approximation to increase
the expressiveness of the model. The other compo-
nent uses a multi-layer perceptron to capture fea-
ture interactions and implicit nonlinearity, and in-
crease the prediction performance. Different from
the post-hoc approaches, the interpretability is ob-
tained once the model is learned in the form of fea-
ture shapes. We also provide a variant to explore
higher-order interactions among features to demon-
strate that the proposed model is flexible for adap-
tation. Experiments demonstrate that the proposed
model can achieve good interpretability by describ-
ing feature shapes while maintaining state-of-the-
art accuracy.
1 Introduction
Recent research on interpretability explained the predictions
in a post-hoc manner: given a trained predictive model with
predicted scores F (x), use extracted information to explain
how the model made predictions. Such extracted informa-
tion can be analyzed and displayed by data analysis tech-
niques, such as gradient-based methods [Tsang et al., 2018a;
Sundararajan et al., 2017; Shrikumar et al., 2017; Yosinski
et al., 2015], and sensitivity analysis [Ribeiro et al., 2016;
Lundberg and Lee, 2017], or by using a mimic model Fˆ to
minimize ‖Fˆ (x)−F (x) ‖, such as tree- and rule-based mod-
els [Li et al., 2019; Che et al., 2016; Letham et al., 2015;
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Wang and Lin, 2019]. Summing up, the post-hoc methods do
not change or improve the underlying predictive model and
use simpler forms, such as linear models, to explain the re-
lationships in a complex predictive model, thereby making it
easier for users to understand the interpretations.
Post-hoc methods, though effective in interpreting models
in an easy-to-understand way, have two limitations: (a) When
we use different post-hoc methods to explain the same predic-
tions, the explanations may be contradictory with each other
[Alvarez-Melis and Jaakkola, 2018]. The human cost for de-
termining these methods and the samples to train the post-hoc
models are prohibitive with larger datasets. Moreover, it is
unclear whether we can aggregate different post-hoc expla-
nations [Tan et al., 2018]; (b) The post-hoc methods focus on
using simpler models to provide a higher descriptive accu-
racy, which measures the degree to which a post-hoc method
properly describes the patterns learned by a predictive model.
Usually, the simplicity of post-hoc methods helps users un-
derstand the patterns, but provides imperfect representations
of nonlinear relationships among variables in complex black-
box models. Their interpretability is obtained at the expense
of prediction accuracy [Murdoch et al., 2019].
To overcome these limitations, there is a need for model-
based interpretations, which come from the construction of
the prediction model [Murdoch et al., 2019]. Such models (a)
have a predefined structure and can readily describe relation-
ships between input features and predictions once the models
are learned. It does not require the determination of the post-
hoc models and is estimated on all training data, therefore it
avoids the interpretations being changed dramatically when
different methods or subsets of the data are used. (b) Such
models should interpret the relationships between input fea-
tures and predictions in a simple and explicit way, such as
describing feature contributions via providing feature shapes
that can be easily understood by users. In the meanwhile,
it should be expressive enough to properly fit the data and
achieve good prediction performance.
In this work, we propose a hybrid Piecewise Linear and
Deep (PiLiD) model under a Wide & Deep (short for W&D)
scheme [Cheng et al., 2016] as shown in Figure 1. The pro-
posed model is comprised of a piecewise linear component
and a nonlinear component. The first component uses piece-
wise linear functions to approximate the complex relation-
ships between the input features and predictions. Such a form
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is explicit enough to describe the feature contributions by pro-
viding feature shapes, yet increases the expressiveness of the
model. The other component uses a multi-layer perceptron
(MLP) to capture the feature interactions and increase the pre-
diction performance. The two components are jointly trained
and the interpretability (in the form of piecewise linear func-
tions) is obtained once the model is learned. This work has
the following contributions:
• We propose the PiLiD model that enhances the inter-
pretability under a W&D scheme. Different from the
post-hoc methods, the interpretability is obtained once
the prediction model is learned.
• The proposed PiLiD model is flexible for adaptations.
We develop the PiLiB model, a variant to extract inter-
pretable higher-order interactions.
• We integrate a predefined interpretable structure into the
linear component to decipher the contribution of features
by piecewise linear approximation. Such a form pro-
vides explicit feature shapes while preserving high ex-
pressiveness.
• As a result of the joint-training scheme, we show that the
model can describe complex feature shapes while im-
proving model performance.
2 Related Work
2.1 Wide and Deep Scheme
The Wide & Deep (W&D) scheme jointly trains a linear
model and a deep neural network to benefit from memoriza-
tion and generalization [Cheng et al., 2016]. This framework
takes advantage of both the Wide (linear model) and Deep
(deep neural network) components by jointly training both
together, and thus outperforms the models with either Wide
or Deep component in a large-scale recommender system [Li
et al., 2019; Guo et al., 2018; Zheng et al., 2017]. The Wide
component of the W&D scheme also provides interpretations
of the features’ main effect. Hence W&D has been used to
develop interpretable models. Tsang et al. [2018a] devel-
oped a model that modified the Deep component to only ex-
tract pairwise interactions among features. Similarly, Kraus
and Feuerriegel [2019] changed the Deep component to a
recurrent neural network to capture the temporal informa-
tion. Wang and Lin [Wang and Lin, 2019] proposed a hy-
brid model, in which an interpretable model and a black-box
model function together to obtain a good trade-off between
model transparency and performance. Effective as they are,
these W&D-based interpretable models’ prediction perfor-
mance is worse than the complex black-box model (the Deep
part alone).
2.2 Interpretable Methods
There are mainly two categories of interpretable machine
learning methods. The first refers to post-hoc methods which
initially learn an original predictive model and then explain
how the model obtains the underlying predictions. This type
of models usually fall into two sub-categories, prediction-
level and dataset-level interpretations [Murdoch et al., 2019].
The prediction-level methods focus on locally explaining
why the model makes a particular prediction. They tell users
what individual features or feature interactions are the most
important by standard data analysis such as the gradient-
based methods [Tsang et al., 2018a; Sundararajan et al.,
2017; Shrikumar et al., 2017; Yosinski et al., 2015], the sen-
sitivity analysis [Ribeiro et al., 2016; Lundberg and Lee,
2017], the step-wise feature removal approaches [Schwab
and Karlen, 2019], and the mimic models [Li et al., 2019;
Che et al., 2016; Letham et al., 2015; Wang and Lin, 2019].
In contrast, the dataset-level methods are interested in global
explanations that explore more general relationships learned
by the models. Tan et al. [2018] described feature contri-
butions by providing a global additive value function. Both
prediction- and dataset-level methods suffer from the afore-
mentioned drawbacks of post-hoc scheme.
Another category of approaches predefines an interpretable
structure, and provides insight into relationships between in-
put features and predictions once the model is learned [Kraus
and Feuerriegel, 2019]. Generalized additive model (GAM)
can model extreme nonlinearity on individual features [Hastie
and Tibshirani, 1986; Lou et al., 2012], but it cannot model
feature interactions. In this regard, Lou et al. [2013] devel-
oped the GA2M model, which first learns a base GAM with-
out any interactions and then selects a number of pairwise
interactions that minimize residuals. Unfortunately, the ob-
tained individual and interacting feature contributions can be
extremely complex because there is no regularization on their
shapes, and this model is slow to converge. For this reason,
Tsang et al. [2018b] divided a neural network into several
same-sized blocks and used L0 regularization to model both
uni-variate and high-order interactions, however, only a sub-
set of individual features can be interpreted and the accuracy
decreases because the model does not capture the nonlinear-
ity other than the learned feature interactions. The main chal-
lenge, as the main purpose of this paper, is to come up with
a structure that is simple enough to help users understand the
rationale behind the predictions, while keeping the model so-
phisticated to take care of the non-interpretable nonlinearity
in the data.
3 The Proposed PiLiD Model
3.1 Problem Setting
Vectors are represented by boldface lower-case letters, for
example x. Note that the index for i-th vector is in brack-
ets, such as x(i) is the i-th data point, and the j-th element
of a vector w is wj ; matrices are denoted by boldface cap-
ital letters, for example W and the element (i, j) of W is
Wi,j . Let {x(i), yi}Ni=1 be a set of N data samples, where
x(i) = (xi,1, . . . , xi,j , . . . , xi,m)T ∈ Rm is the i-th data point
described by m features, and yi is a real value (class label) to
be predicted in regression (classification) problems.
We assume that there exists a mapping function describ-
ing the relationship between the prediction and the individ-
ual features (main effects) and interacting features (interac-
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Figure 1: The proposed PiLiD (left) and PiLiB (right) models. In PiLiB, the whole neural network in the nonlinear component of PiLiD is
replaced with B same-sized smaller neural networks (blocks).
tion effects). To predict yi, we define:
U (yi) = w0 +
m∑
j=1
uj (xi,j) + u (xi,1, . . . xi,m) (1)
where w0 is a constant term1, uj (·) is a marginal value func-
tion of j-th feature, and u (·) is a function of all features.
Eq.(1) describes (a) a regression model if U(·) is the identity,
and (b) a classification model if U(·) is the logistic function
of the identity.
Given the following definitions, we use piecewise linear
functions to approximate the marginal value functions.
Definition 1. The characteristic points are some predefined
values to partition the whole feature value scale into several
pieces.
For categorical features, the characteristic points Ψj =
{xi,j |i = 1, . . . , N} are all unique feature values. Let
ϕ1j , . . . , ϕ
k
j , . . . , ϕ
nj
j be the ordered values of Ψj , ϕ
k
j <
ϕk+1j , k = 1, . . . , nj − 1, where nj = |Ψj | and nj ≤ N . For
numerical features, let [αj , βj ], where αj = min{xi,j |i =
1, . . . , N} and βj = max{xi,j |i = 1, . . . , N}, be the
whole evaluation value scale. We partition the scale into
γj equal sub-intervals [ϕ0j , ϕ
1
j ], [ϕ
1
j , ϕ
2
j ], . . . , [ϕ
γj−1
j , ϕ
γj
j ],
where ϕkj = αj +
k
γj
(βj − αj) , k = 0, 1, . . . γj are char-
acteristic points.
Definition 2. The feature vector Φ(i) ∈ Rγ , γ =
∑m
j=1 γj of
data point x(i) is defined as follows:
Φ(i) =
φ1i,1, . . . φγ1i,1,︸ ︷︷ ︸
1st
. . . , . . . , φ
kj
i,j , . . . ,︸ ︷︷ ︸
j−th
. . . , . . . φγmi,m︸ ︷︷ ︸
m−th

T
(2)
where φkji,j =

1, xi,j > ϕ
kj
j ,
xi,j−ϕkj−1j
ϕ
kj
j −ϕ
kj−1
j
, ϕ
kj−1
j ≤ xi,j ≤ ϕkjj ,
0, otherwise.
j =
1Although it can be left out in some prediction problems, for
instance the binary classification problems where it does not affect
the relative preference between two data samples. In this study, it
can be decomposed intom smaller valuesw0,1, . . . , w0,m, and each
of them is set as a constant term in the corresponding marginal value
function.
1, . . . ,m, and kj = 1, . . . , γj .
Definition 3. The marginal value vector u is defined as:
u =
(
∆11, . . . ,∆
γ1
1 , . . . ,∆
kj
j , . . . ,∆
1
m, . . . ,∆
γm
m
)T
(3)
where ∆kjj = uj(ϕ
kj
j )−uj(ϕkj−1j ), j = 1, . . . ,m, and kj =
1, . . . , γj , is the difference of marginal values between two
consecutive characteristic points.
We use an MLP to approximate the interaction effects
u (xi,1, . . . xi,m). Here it is a feed-forward neural network
with L hidden layers. There are pl hidden units in the l-
the layer and p0 = m. The layer matrices are denoted
by Wl ∈ Rpl×pl−1 , and bias vectors are denoted by bl ∈
Rpl , l = 1, . . . , L. The non-linear activation function is de-
noted as φ(·). Let wy ∈ RpL and by ∈ R be the final weight
vector and bias for the output y. In this way, the MLP with L
layers can be represented by:
h0 = x, (4)
hl = φ
(
Wlhl−1 + bl
)
, l = 1, . . . , L, (5)
y = (wy)T hL + by. (6)
3.2 Model Description and Training Process
Given Definition 3 and Eq.(6), the Eq.(1) can be reformulated
as follows:
U (yi) = w0 + uTΦi + u (xi,1, . . . xi,m) (7)
According to Definition 2, the vectorized input layer in
piecewise linear component transforms the original data into
a ‘wider’ vector by piecewise linear partition. The input of
each unit in this layer corresponds to an element in vector Φ,
and every γj units are decomposed from one feature. The first
layer in the piecewise linear component has
∑m
j=1 γj units
and has a form y = wTΦ + b, where w = (w1, . . . , wγ)
T
and b = (b1, . . . , bγ)
T . There is no any activation func-
tion. The next layer groups every γj units (m groups in total),
and then sums the outputs of units in each group. Note that
when γj = 1, j = 1, . . . ,m, the piecewise linear component
PiLiD degenerates to a simple linear model providing a sin-
gle value describing feature contributions, i.e., feature attri-
butions. When γj →∞, all feature values become character-
istic points, PiLiD has to fit the curve point-by-point. Thus, it
can fit any curve given sufficient data. Without the constrain
in γj , it may use an extremely complex shape to fit the curve,
causing the over-fitting problem.
The outputs of two components are fed into a specific loss
function for joint training. The joint training process uses
the mini-batch stochastic optimization algorithm to back-
propagate the gradients from both components at the same
time. The general loss function is:
R (ω,w,b,θ) = 1
N
(
N∑
i=1
L (h (x(i);ω,w,b,θ) , yi)
)
+ λΩ (ω,w,b,θ) (8)
where h(·;ω,w,b,θ) is a neural network with ω,w,b,θ
parameters, ω,w,b are the vectors of parameters in the
piecewise linear component, θ are the parameters, includ-
ing weights matrices Wl, l = 1, . . . , L, bias vectors bl, l =
1, . . . , L, weight vector wy and bias term by for the output of
nonlinear component, L(·) is the loss function. Specifically,
L(·) is the cross-entropy loss for classification problems and
the mean square error for regression problems. λ is a prede-
fined coefficient for the regularization function Ω(·) that can
be L1 or L2 regularization.
The gradient-based algorithms can make the optimal solu-
tion robust and fast to converge by initializing the parameters
in a neural network [LeCun et al., 2015]. In this study, the pa-
rameters in the piecewise linear component are not randomly
initialized because their optimal values are supposed to indi-
cate the contributions of individual features to the predictions.
For this reason, we use the parameters obtained by a simple
linear regression to initialize the parameters in the piecewise
linear component. Such initialization forces the optimization
algorithm starts from a more promising and interpretable so-
lution region. As for the nonlinear component, we use a stan-
dard Gaussian initialization. The pseudo code for learning the
proposed model is presented in Algorithm 1 (for brevity, we
raise a regression problem as an example):
Algorithm 1 Training process for the proposed PiLiD.
Require: Training data {x(i), yi}Ni=1, structure of nonlinear
componentL, predefined number of sub-intervals γj , j =
1, . . . ,m, type of loss function L(·), regularization term
λ and regularization type Ω(·), initialization coefficient
σ for nonlinear component, number of epoch and Batch
size.
Ensure: Parameters ω∗,w∗,b∗,θ∗ =
arg min
ω,w,b,θ
{R(ω,w,b,θ)}.
1: Vectorize the feature values in x(i) into Φ(i) according
to Definition 2. Let Φ = (Φ(1), . . . ,Φ(N))T and y =
(y1, . . . , yN )
T .
2: Initialize ω ← (1, . . . , 1)T , w ←
(
ΦΦT
)−1
Φy, b ←
(0, . . . , 0)T , Wl ← N (0, σ), and bl ← (0, . . . , 0)T , l =
1, . . . , L.
3: Standard mini-batch stochastic gradient optimization al-
gorithm.
3.3 A Variant
To explore interacting effects in nonlinear component and
demonstrate the flexibility of the proposed model, we substi-
tute the nonlinear component with the state-of-the-art Neural
Interaction Transparency (NIT) model to decipher the high-
order feature interactions [Tsang et al., 2018b].
The original NIT model partitions a whole feed-forward
neural network into several ‘blocks’ with the same size. It
uses the L0 regularization to force some hidden units to have
zero weights in each ‘block’, and adds an extra term LK in
the loss function to encourage the model to learn smaller-
sized interactions. We refer interested readers to Tsang et
al.[2018b]. In this work, we propose a variant of PiLiD,
namely the Piecewise Linear and Blocks (PiLiB) to model
all individual features and important interacting features.
The piecewise linear component in PiLiB is same as that
in PiLiD. The nonlinear component is divided into B same-
sized block (shown on the right in Figure 1). The loss func-
tion of PiLiD is:
RPiLiB = LK′ + 1
N
× (
N∑
i=1
L(h(x(i);ω,w,b, W˜1
T (G(Φ))), {Wl}L+1l=2 , {bl}L+1l=2 , yi)) (9)
LK′ = max
{(
max
i
kˆi
)
−K, 0
}
+ λ0
B∑
i=1
(
kˆi − 2
)/∑B
i=1
1
(
kˆi 6= 0
)
(10)
Note that G ≈ 1 if a feature is active in a block, thus the esti-
mated interaction order is defined as kˆi =
m∑
j=1
Gij(Φij),∀i =
1, . . . , B. The first term in LK′ limits the maximum interac-
tion order to be equal to or less than K. Different with Tsang
et al. [2018b], the second term encourages the model to learn
pairwise interactions. In this way, we push the modelling of
the main effects to the piecewise linear component and the
pairwise interactions to the nonlinear component. The algo-
rithm for training parameters in PiLiB is in supplementary
materials.
4 Experiments
Our experiments are conducted on synthetic and real datasets.
The simulations aim to answer the following questions:
(a) Can the proposed PiLiD accurately describe the actual
marginal value functions while outperforming other predic-
tive models? (b) Does the initialization process help im-
prove interpretability and accuracy? The experiments on real
datasets aim to show the advantages of PiLiD and PiLiB over
several state-of-the-art interpretable methods.
4.1 Simulations
The synthetic data is generated as follows: (a) Randomly de-
termine the coefficients of m polynomial functions (in 10 de-
grees) as the actual marginal value functions. (b) Randomly
determine N objects and their feature values from interval
[0, 1]. (c) Use actual marginal value functions to calculate the
Table 1: Average MSE for regression problems when N = 20000 (The best results are marked in bold. The number following PiLiD is the
predefined number of intervals for piecewise linear functions.).
# features 10 20 30 40 50
PiLiD-1 0.2677 ± 0.0073 0.3041 ± 0.0147 0.2770 ± 0.0060 0.3406 ± 0.0139 0.3522 ± 0.0121
PiLiD-5 0.2666 ± 0.0070 0.3042 ± 0.0079 0.2752 ± 0.0067 0.3318 ± 0.0155 0.3553 ± 0.0152
PiLiD-10 0.2678 ± 0.0089 0.3060 ± 0.0158 0.2793 ± 0.0141 0.3383 ± 0.0184 0.3491 ± 0.0178
PiLiD-15 0.2662 ± 0.0070 0.3039 ± 0.0124 0.2760 ± 0.0087 0.3291 ± 0.0133 0.3473 ± 0.0134
PiLiD-20 0.2657 ± 0.0058 0.3023 ± 0.0077 0.2793 ± 0.0064 0.3296 ± 0.0129 0.3448 ± 0.0144
MLP 0.2705 ± 0.0133 0.3092 ± 0.0067 0.2816 ± 0.0035 0.3599 ± 0.0218 0.3681 ± 0.0236
SVM (rbf kernel) 0.2801 ± 0.0047 0.3262 ± 0.0079 0.2856 ± 0.0058 0.3935 ± 0.0083 0.3865 ± 0.0073
Random Forest 0.2703 ± 0.0052 0.3131 ± 0.0121 0.3160 ± 0.0069 0.4032 ± 0.0081 0.3998 ± 0.0083
Linear Regression 0.3518 ± 0.0053 0.3952 ± 0.0095 0.2873 ± 0.0058 0.3925 ± 0.0082 0.4176 ± 0.0098
GAM 0.2976 ± 0.0040 0.3250 ± 0.0060 0.2804 ± 0.0050 0.3808 ± 0.0052 0.3726 ± 0.0068
Table 2: Averaged MSE given proposed initialization and Gaussian initialization (∗,∗∗ are significantly different at 10% and 5% levels.).
γj = 1 γj = 5 γj = 10 γj = 15 γj = 20
# objects Initi. G. Ini. Initi. G. Ini. Initi. G. Ini. Initi. G. Ini. Initi. G. Ini.
5000 0.3755∗∗ 0.3860 0.3704 0.3625 0.3752 0.3909 0.3684 0.3603 0.3686 0.3666
10000 0.3427∗∗ 0.3612 0.3407 0.3305 0.3348∗∗ 0.3443 0.3359∗∗ 0.3477 0.3341∗∗ 0.3428
15000 0.3182 0.3105 0.3147∗∗ 0.3251 0.3101∗ 0.3155 0.3105∗ 0.3176 0.3087∗∗ 0.3275
20000 0.3083∗∗ 0.3273 0.3066 0.3091 0.3081∗∗ 0.3209 0.3045 0.3091 0.3044 0.3055
marginal values of N objects and randomly add some feature
interactions. (d) For regression problem, y is the summation
of m marginal values and selected interactions; For binary
classification problem, we use a logistic function to assign 0
and 1 labels. In this section, we present the results of regres-
sion problems due to length limit. The classification problem
has similar results, which are presented in the supplementary
materials.
The MLP used in PiLiD has a 100-200-400-400-200-100-1
structure. We use ADAM with 0.005 learning rate as the stan-
dard optimizer in Algorithm 1. For each problem setting, we
run 20 trials. 80% is selected as the training set and 20% as
the testing set. We present experimental results of regression
problems with N = 20000 in Table 1. The full simulation
results can refer to supplementary materials.
When the synthetic data size is small, both MLP and PiLiD
perform worse than classic statistical learning models (see
results in supplementary materials when N = 5000), such
as SVM and Random Forest. When the data size is larger,
more data are fed into the neural network, as a result, both
MLP and PiLiD perform better than statistical learning mod-
els (Table 1). Encouragingly, we find that PiLiD outperforms
MLP in most tasks given the same neural network setting and
the number of iterations. At last, as the increase in the num-
ber of predefined intervals γj , the piecewise linear component
becomes more complex, and in turn increases the model ac-
curacy. This indicates that the piecewise linear component
could actually improve the performance if the learned inter-
pretability is close to the actual one. Nevertheless, we suggest
setting γj = 5, 10, 15 to avoid the overfitting problem and ad-
ditional computational cost.
Summing up, the proposed PiLiD performs better because
(a) The proposed initialization. (b) The Gaussian initialization.
Figure 2: An example of the learned marginal value functions given
different initializations when m = 20, N = 15000, γj = 5. All
curves are averaged over 20 trials. The solid blue curves are the
actual functions and the dashed black curves are learned functions.
(a) the piecewise linear form increases model expressiveness;
and (b) the proposed initialization in Algorithm 1 and the
joint training process help obtain optimal solutions (see re-
sults in Table 2). To demonstrate that the proposed initial-
ization helps obtain rational interpretations, we provide an
example of learned marginal value functions by two initial-
izations in Figure 2. Obviously, although Gaussian initializa-
tion can sometimes obtain results as accurate as the proposed
initialization, it fails to properly describe the actual marginal
value functions.
4.2 Real Data
We conduct experiments using four real datasets to compare
the prediction performance of the proposed PiLiD and PiLiB,
and a set of baseline models including global additive ex-
planation model (GA) [Tan et al., 2018], GAM [Lou et al.,
Table 3: Predictive performance of the proposed PiLiD and PiLiB. In both models, γj = 5. In NIT and PiLiB, K = 3, B = 20.
bike sharing (MSE) bank marketing (AUC) spambase (AUC) skill (AUC)
PiLiD 0.068±0.0087 0.938±0.0031 0.978±0.0021 0.877±0.0058
PiLiB 0.107±0.0109 0.924±0.0028 0.965±0.0047 0.862±0.0047
MLP 0.071±0.0091 0.929±0.0027 0.966±0.0031 0.864±0.0049
NIT 0.090±0.0088 0.894±0.0367 0.961±0.0039 0.858±0.0051
GA 0.137±0.0023 0.882±0.0098 0.935±0.0023 0.851±0.0037
GAM 0.215±0.0015 0.856±0.0032 0.923±0.0009 0.811±0.0023
GA2M 0.101±0.0021 0.902±0.0055 0.959±0.0013 0.856±0.0038
Table 4: Description on datasets.
Bike share Bank market Spambase Skill
# objects 17,379 40,787 4,601 3,302
# features 15 48 57 18
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Figure 3: The visualization of learned feature shapes (Age) in
dataset Skill by PiLiD.
2012], GA2M [Lou et al., 2013], and NIT [Tsang et al.,
2018b] models. The datasets are described in Table 42.
Table 3 presents the performance of different models.
Comparing with NIT and MLP, the proposed PiLiD performs
better because it benefits from the extra piecewise linear com-
ponent that considers more complex feature shapes and the
jointly training process. Comparing with the GAM fam-
ily, although GAMs can model extremely complex feature
shapes, they cannot account for possible higher-order interac-
tions (except for GA2M, which only deals with the pairwise
interactions). Therefore, both PiLiD and PiLiB outperform
all GAMs.
To demonstrate the interpretability of PiLiD and PiLiB, we
present feature shapes of Age in dataset Skill given differ-
ent γj . First, from Figure 3(a) and other plots, we stress the
importance of providing feature shapes rather than only fea-
ture attributions that uses a single value to describe the fea-
ture contribution. All other plots (γj ≥ 1) can capture the
changing tendency of the relationship between Age and play-
ers’ skill estimation (prediction). Such tendency indicates
2The datasets can be downloaded from supplementary materials.
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Figure 4: The visualization of interacting features in dataset Spam-
base by PiLiB.
that, at first, the aging process positively affects players’ skill
because they can gain experience over time, but it changes
when players are older because their response speed is af-
fected. Second, as stated in Schwab and Karlen [2019], the
explanations should be robust. From plots (b) to (e) in Figure
3, the obtained feature shapes have a similar tendency given
predefined number of intervals. That is because the proposed
initialization enforces the optimization to start from a more
promising region, and thus makes the interpretability more
robust and stable.
In Figure 4, we present an example of the learned inter-
acting effects by PiLiB. These relationships help to under-
stand why an email is classified as spam. For example, an
email is more likely to be a spam if we observe the overuse
of continuous capital letters and less use of the term receive.
Interpreting and applying these extracted interactions needs
further examinations, and will be our future work.
5 Conclusion
We propose a hybrid interpretable model that uses piecewise
linear functions to approximate the individual feature contri-
butions. It is flexible to adapt for other model structures. The
experiments demonstrate that the model is explicit enough for
users to understand and also has state-of-the-art prediction
performance. This research shed new light on the joint learn-
ing for interpretability and predictability, and the feasibility
of using the learned interpretability to enhance the prediction
performance.
6 Supplementary Material
6.1 Algorithm for Training PiLiB
Given loss function RPiLiB , the training process of PiLiB
is in two phases. At the first stage, we jointly train the lin-
ear component with parameter regularization Ω(·) and deep
component with only L0 regularization. After the maximum
interaction order in the deep component is smaller or equal to
the allowable K, we go to next phase. In the second phase,
the trained ‘masks’ for the first layer are fixed and on this
basis, we optimize all parameters in the model with standard
regularization. The training process can be summarized by
Algorithm 2.
6.2 Extend Simulation Results
Here we present full simulation results of regression and clas-
sification problems. Tables 5 to 10 present the simulation re-
sults given different numbers of objects and features for two
problems. We emphasize three interesting patterns:
• As stated in main paper, when the dataset is smaller, for
exampleN = 5000, since the proposed PiLiD is under a
deep learning scheme, it requires sufficient data to train
parameters. Therefore, PiLiD and MLP’s performance
on simulation data are worse than some traditional pre-
dictive models. However, when the datasets are larger
(N = 10000, 15000, 20000), the PiLiD perform better.
• In classification problems, the performance of the pro-
posed PiLiD is on a par with or comparable to MLP. The
proposed PiLiD performs better than MLP given same
regression problem settings. That is because the pre-
triaing process in Algorithm 1 helps PiLiD find better
solutions. Moreover, the piecewise linear form also in-
creases the expressiveness of the entire model, thereby
being more powerful than a pure MLP.
• There is a tendency that the predictive performance in-
creases along with the increase of predefined number
of intervals. It makes sense because the larger number
of intervals, the more complex the linear component.
As stated in main paper, an extreme simulation is let
γj → ∞, then the linear component becomes a GAM,
which is more powerful than linear models. However,
larger number of intervals will require more computa-
tional cost and data samples, as a trade-off, we suggest
using γj = 5, 10, 15.
6.3 Real-world Datasets
The datasets used in main paper can be downloaded from the
following websites:
• Bike sharing: https://archive.ics.uci.edu/ml/datasets/
Bike+Sharing+Dataset
• Bank marketing: https://archive.ics.uci.edu/ml/datasets/
Bank+Marketing
• Spambase: https://archive.ics.uci.edu/ml/datasets/
Spambase
• Skill: http://archive.ics.uci.edu/ml/datasets/SkillCraft1+
Master+Table+Dataset
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Table 5: Average MSE for regression problems when N = 5000 (The best results are marked in bold. The number following PiLiD is the
predefined number of intervals for piecewise linear functions.).
# features 10 20 30 40 50
PiLiD-1 0.3002 ± 0.0258 0.2894 ± 0.0155 0.4217 ± 0.0377 0.4264 ± 0.0230 0.4397 ± 0.0417
PiLiD-5 0.2976 ± 0.0162 0.2920 ± 0.0147 0.4158 ± 0.0387 0.4252 ± 0.0260 0.4214 ± 0.0237
PiLiD-10 0.2993 ± 0.0256 0.2906 ± 0.0152 0.4206 ± 0.0458 0.4238 ± 0.0328 0.4415 ± 0.0440
PiLiD-15 0.2955 ± 0.0341 0.2896 ± 0.0150 0.4056 ± 0.0349 0.4196 ± 0.0246 0.4316 ± 0.0434
PiLiD-20 0.2954 ± 0.0262 0.2917 ± 0.0180 0.4133 ± 0.0539 0.4163 ± 0.0250 0.4262 ± 0.0314
MLP 0.3108 ± 0.0402 0.3122 ± 0.0223 0.4623 ± 0.0418 0.4782 ± 0.0643 0.4832 ± 0.0563
SVM (rbf kernel) 0.6951 ± 0.0675 0.2803 ± 0.0139 0.4649 ± 0.0309 0.3759 ± 0.0168 0.3935 ± 0.0202
Random Forest 0.2742 ± 0.0119 0.3330 ± 0.0152 0.4217 ± 0.0251 0.5448 ± 0.0212 0.6183 ± 0.0264
Linear Regression 0.7195 ± 0.0545 0.4768 ± 0.0150 0.6327 ± 0.0371 0.6167 ± 0.0392 0.6370 ± 0.0216
GAM 0.3302 ± 0.0301 0.3821 ± 0.0150 0.4767 ± 0.0309 0.4866 ± 0.0249 0.4984 ± 0.0320
Table 6: Average MSE for regression problems when N = 10000.
# features 10 20 30 40 50
PiLiD-1 0.2839 ± 0.0179 0.2940 ± 0.0142 0.3376 ± 0.0134 0.3420 ± 0.0245 0.4561 ± 0.0344
PiLiD-5 0.2795 ± 0.0098 0.3035 ± 0.0267 0.3366 ± 0.0253 0.3361 ± 0.0110 0.4478 ± 0.0434
PiLiD-10 0.2818 ± 0.0145 0.2904 ± 0.0106 0.3310 ± 0.0148 0.3393 ± 0.0197 0.4314 ± 0.0185
PiLiD-15 0.2771 ± 0.0066 0.2942 ± 0.0146 0.3386 ± 0.0275 0.3340 ± 0.0167 0.4357 ± 0.0321
PiLiD-20 0.2770 ± 0.0087 0.2952 ± 0.0137 0.3279 ± 0.0121 0.3384 ± 0.0219 0.4321 ± 0.0598
MLP 0.2846 ± 0.0171 0.3036 ± 0.0175 0.3419 ± 0.0213 0.3627 ± 0.0141 0.4799 ± 0.0441
SVM (rbf kernel) 0.2973 ± 0.0066 0.4005 ± 0.0144 0.3140 ± 0.0069 0.3815 ± 0.0111 0.4877 ± 0.0126
Random Forest 0.2710 ± 0.0060 0.3129 ± 0.0059 0.3891 ± 0.0104 0.3923 ± 0.0092 0.5996 ± 0.0168
Linear Rregression 0.3458 ± 0.0066 0.5705 ± 0.0201 0.3718 ± 0.0092 0.3834 ± 0.0111 0.4894 ± 0.0121
GAM 0.3240 ± 0.0043 0.4106 ± 0.0233 0.3570 ± 0.0064 0.3679 ± 0.0129 0.4755 ± 0.0203
Table 7: Average MSE for regression problems when N = 15000.
# features 10 20 30 40 50
PiLiD-1 0.2593 ± 0.0115 0.2972 ± 0.0087 0.3496 ± 0.0539 0.3380 ± 0.0170 0.3470 ± 0.0295
PiLiD-5 0.2570 ± 0.0069 0.2999 ± 0.0115 0.3312 ± 0.0141 0.3412 ± 0.0274 0.3439 ± 0.0203
PiLiD-10 0.2567 ± 0.0071 0.3017 ± 0.0108 0.3214 ± 0.0111 0.3309 ± 0.0127 0.3398 ± 0.0122
PiLiD-15 0.2569 ± 0.0076 0.2974 ± 0.0100 0.3226 ± 0.0124 0.3386 ± 0.0270 0.3370 ± 0.0259
PiLiD-20 0.2592 ± 0.0084 0.2963 ± 0.0116 0.3215 ± 0.0116 0.3296 ± 0.0199 0.3367 ± 0.0156
MLP 0.2592 ± 0.0064 0.3065 ± 0.0092 0.3463 ± 0.0172 0.3411 ± 0.0164 0.3500 ± 0.0194
SVM (rbf kernel) 0.2598 ± 0.0071 0.3034 ± 0.0065 0.3325 ± 0.0076 0.3426 ± 0.0077 0.3520 ± 0.0077
Random Forest 0.2619 ± 0.0096 0.3079 ± 0.0068 0.3357 ± 0.0072 0.4424 ± 0.0116 0.4146 ± 0.0114
Linear Regression 0.3006 ± 0.0080 0.3605 ± 0.0077 0.4165 ± 0.0097 0.4664 ± 0.0095 0.4574 ± 0.0088
GAM 0.2790 ± 0.0072 0.3301 ± 0.0070 0.3715 ± 0.0088 0.4069 ± 0.0096 0.3984 ± 0.0088
Table 8: Average AUC for classification problems when N = 5000.
# features 10 20 30 40 50
PiWiLiD-1 0.8405 ± 0.0018 0.9079 ± 0.0041 0.9241 ± 0.0020 0.8870 ± 0.0018 0.9137 ± 0.0068
PiWiLiD-5 0.8439 ± 0.0019 0.9093 ± 0.0039 0.9241 ± 0.0022 0.8854 ± 0.0017 0.9128 ± 0.0073
PiWiLiD-10 0.8441 ± 0.0018 0.9076 ± 0.0040 0.9226 ± 0.0024 0.8870 ± 0.0023 0.9132 ± 0.0070
PiWiLiD-15 0.8432 ± 0.0017 0.9075 ± 0.0043 0.9244 ± 0.0025 0.8857 ± 0.0019 0.9136 ± 0.0077
PiWiLiD-20 0.8455 ± 0.0019 0.9085 ± 0.0040 0.9221 ± 0.0024 0.8872 ± 0.0018 0.9142 ± 0.0071
MLP 0.8428 ± 0.0043 0.9071 ± 0.0036 0.9225 ± 0.0056 0.8867 ± 0.0029 0.9146 ± 0.0065
SVM (rbf kernel) 0.8029 ± 0.0223 0.8357 ± 0.0078 0.8943 ± 0.0014 0.8468 ± 0.0016 0.8637 ± 0.0013
Random Forest 0.8503 ± 0.0036 0.8997 ± 0.0094 0.9264 ± 0.0064 0.8929 ± 0.0056 0.9088 ± 0.0054
Logistic Regression 0.7921 ± 0.0013 0.8074 ± 0.0055 0.8633 ± 0.0021 0.7989 ± 0.0019 0.8215 ± 0.0015
GAM 0.8398 ± 0.0014 0.8867 ± 0.0028 0.9119 ± 0.0036 0.8386 ± 0.0025 0.8953 ± 0.0034
Algorithm 2 Training process for PiLiB.
Require: Training data {x(i), yi}Ni=1, structure of deep component L, predefined number of sub-intervals γj , j = 1, . . . ,m,
type of loss function L(·), regularization term λ, λ0 and regularization type Ω(·), maximum interaction order K, number
of blocks B, initialization coefficient σ for deep component, number of epoch and Batch size.
Ensure: Parameters ω∗,w∗,b∗,θ∗,G∗.
1: Steps 1 and 2 in Algorithm 1 in main paper.
2: while max
i∈{1,...,B}
kˆi ≥ K do
3: Optimize loss function: R1 = RPiLiB + λΩ (ω,w,b).
4: ω∗,w∗,b∗,G∗,θ∗ = arg min
ω,w,b,G,θ
{R1(ω,w,b,G,θ)}.
5: end while
6: Fix G∗, and initialize the parameters {ω,w,b,θ} ← {ω∗,w∗,b∗,θ∗}.
7: Optimize R2 = 1N
(
N∑
i=1
L
(
h
(
x(i);ω,w,b, W˜
1  T (G∗)
)
, {Wl}L+1l=2 , {bl}L+1l=2 , yi
))
+ λΩ (ω,w,b,θ) by standard
mini-batch stochastic gradient.
8: ω∗,w∗,b∗,θ∗ = arg min
ω,w,b,θ
{R2(ω,w,b,θ)}.
Table 9: Average AUC for classification problems when N = 10000.
# features 10 20 30 40 50
PiWiLiD-1 0.8401 ± 0.0077 0.9458 ± 0.0044 0.9271 ± 0.0056 0.9116 ± 0.0713 0.9404 ± 0.0073
PiWiLiD-5 0.8402 ± 0.0079 0.9454 ± 0.0043 0.9272 ± 0.0052 0.9085 ± 0.0649 0.9403 ± 0.0073
PiWiLiD-10 0.8401 ± 0.0079 0.9456 ± 0.0042 0.9271 ± 0.0054 0.9136 ± 0.0473 0.9408 ± 0.0072
PiWiLiD-15 0.8399 ± 0.0078 0.9479 ± 0.0040 0.9275 ± 0.0055 0.9071 ± 0.0594 0.9409 ± 0.0074
PiWiLiD-20 0.8412 ± 0.0082 0.9481 ± 0.0040 0.9276 ± 0.0054 0.9128 ± 0.0458 0.9410 ± 0.0071
MLP 0.8428 ± 0.0080 0.9463 ± 0.0041 0.9265 ± 0.0055 0.9107 ± 0.0679 0.9418 ± 0.0079
SVM (rbf kernel) 0.7229 ± 0.0112 0.8526 ± 0.0078 0.8094 ± 0.0101 0.7940 ± 0.0646 0.8874 ± 0.0023
Random Forest 0.7403 ± 0.0099 0.8297 ± 0.0067 0.8738 ± 0.0071 0.8653 ± 0.0462 0.8588 ± 0.0094
Logistic Regression 0.7866 ± 0.0113 0.8044 ± 0.0065 0.6263 ± 0.0162 0.6953 ± 0.0570 0.8195 ± 0.0035
GAM 0.7689 ± 0.0074 0.8750 ± 0.0058 0.9175 ± 0.0046 0.8756 ± 0.0652 0.9212 ± 0.0074
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