I. INTRODUCTION
Recent years, universities in China apply many informational applications or systems to digitalize education, research and administration, such as paperless OA.
In such process, much digital information was generated like information exploration and was collected together by a database system, often called public data platform. Such kind of process keeps data update in its central database. Engineers in information office often try their best to make full use of the data via Big Data technologies. Such data analysis always focuses on role-based data, such as student learning data analysis, teacher data analysis et al. However, such role-based data relies in not only the center database, but also the data of application systems of departments, which are not included in the synchronization process of the public data platform. For instance, to analyze teaching process data of a course, it is necessary to study course plan, attendance data, courseware data, course resource data, and interactive data with students, etc. These data belong to many application systems besides the center database, such as the educational administration system, course center et al.
Therefore, the data discussed above are not only structured but also unstructured. The method put forward in this paper can apply to the scenario containing the both kinds of data, but mainly focus on the latter one, because the classification results of the latter one is structured data, which can be processed by structured data analysis.
Also, take educational resources for example, the data of educational resources are unstructured raw data. Due to none such data transfer between universities, they become Information Islands which can only be used within a single university, sometimes only one course.
To resolve this issue, researchers tried to establish educational standards to formalize the educational resources for retrieving and sharing educational resources data among universities. However, it is not accomplishable enough to categorize them automatically according to the educational resources standards.
Therefore, currently, in order to share educational resources in an efficient way, it is necessary to develop a technical method to automatically classify the unstructured educational raw data, such as educational resources.
In this paper, a Support Vector Machine (SVM) [1] based education resources automatic classifier is described to address this issue in education resources classifying for example. This method can be applied to other raw educational data, which contains sematic context expressing the main content or purpose of the data.
II. PARTICULARITY OF EDUCATIONAL RESOURCES
To study educational resource data classification problem, it is better to research on the Particularity of it.
A. Educational Resource Is Specialty-Sensitive
Teachers always focus on the topics of their own teaching and research and publish related educational resources on their websites or course center. So for this reason, the context of Educational Resource often contains many specialty domain terms, which are hard to be correctly Chinese segmented and, as a consequent, difficult to assign a proper weight for such terms.
B. Educational Resource Is Leveled
Educational Resource is always only suitable to certain level of students, who has similar specialty and grade. Therefore, it is better to classify the Educational Resource into categories according to not only specialties but also grades.
C. Educational Standards Vary
There are not very common official educational standards. Therefore, the method must be flexible so that it can adapt the frequent changes of educational standards.
D. Educational Resources Often Contain Hypertext and

Hypermedia
The SVM method cannot process any other kinds of data except plain text. Therefore, it is necessary to pre-process the data to make it suitable to be processed by the method in this paper.
E. The expression of Educational Resources Is Always Normative
Normative expression is suitable for the method in this paper to classify educational resources.
III. SUPPORT VECTOR MACHINE
Support vector machines (SVM) are based on the principle of Structural Risk Minimization from statistical learning theory. It is a well-known learning algorithm that has been widely used in many applications including classification, estimation and tracking as in [1] - [3] and [4] . SVM finds the closest data vectors called support vectors (SV), to the decision boundary in the training set and it classifies a given new test vector by using only these closest data vectors [5] , [6] . The idea of structural risk minimization is to find a hypothesis h for which we can guarantee the lowest true error.
In the presence of noise, the idea of using a soft margin was introduced by Vapnik [5] .
In this paper, we considers the typical web classification problem with a document collection D which is extracted from webpages of course center, in the form of 
where ξ i for i = 1,2,...,l are slack variables introduced to handle the non-separable case. The constant C>0 is the penalty parameter that controls the trade-off between the separation margin and the number of training errors, with higher value of C focusing more on minimizing error. Using the Lagrange multiplier method, one can easily obtain the following Wolfe dual form of the primal quadratic programming problem:
SVM works in the feature space via some nonlinear mapping function Φ : X → H , which can be defined implicitly by a kernel function k(
. At the optimal point for (2), either α i = 0 , 0 ≤ α i ≤ C or α i = C . The input vectors for which α i > 0, are termed as support vectors. These are the only important information from the perspective of classification, as they define the decision boundary, while the rest of the inputs may be ignored. For a binary classification problem, the decision function of SVM takes the form [5] :
where α i is corresponding weight of support vector x i , x is the input pattern to be classified, N S is the number of support vectors and b is the bias.
IV. SUPPORT VECTOR MACHINE BASED EDUCATION RESOURCES AUTOMATIC CLASSIFIER
The Support Vector Machine based Education Resources Automatic Classifier consists of trainer and classifier.
Trainer analyses the training corpus, which contains extracted text of webpages classified by categories. The classifier analyses the test document, calculate its results of the decision function of SVM and announce the most similar one is the result category.
The common process for trainer and classifier is to formulize the text. Steps are listed below.
A. Pre-process
At the very beginning, text of webpages of course center is extracted by to generate documents in the training corpus and for the test document.
Also, to build document representation, for Chinese, it is necessary to first perform Chinese segmentation, word tagging, etc. Then, documents are segmented to word sequences with part of speech attached.
B. Feature Weighting
Each word in each document will be assigned a weight value to present its sematic importance in the document during this step. Therefore, the word sequences are broken and represented by document vectors, which indicate each words importance in the document.
To get accurate weight value, term weight algorithms play an important role in such process. Many term weight algorithms are put forward. But, TF-IDF [7] is he most widely used one.
TF weight formula is:
where i tf denotes the frequency of term i in document j .
IDF weight formula is: (5) where N is the total number of documents in the collection and n j is the number of documents that contain at least one occurrence of the term i.
C. Domain Terms
To emphasize the domain terms, we evaluate their importance concerning specialty and categorize them into 3 levels and assign a domain term coefficient D i to the TF-IDF algorithm.
D. Feature Selection
Features for the text documents are words or phrases appearing in the documents. Feature selection is the process of selecting a subset of much relevant features for use in document vector representation.
The central assumption in feature selection technique is that the data contains many redundant or irrelevant features. Redundant features are those providing no more information than selected features, and irrelevant features provide no useful information in any context and may interfere with accurance of classification.
For text representation, each word is considered as a feature. However, this will result in system resources consumption. Also, as it contains redundant information, it also decrease the classification accuracy as well. A careful selection of words is desired instead of all words [8] . A simple unordered list of selected words based on its semantic importance and associated proper weights are usually sufficient to represent a document.
Another reason of feature selection is that a collection of documents is involved rather than individual documents. The main purpose is to make it easy to classify documents. The size of an feature index can be reduced when the stems of words are used instead of all word.
Currently, many methods, such as Mutual information [9] , the weight of evidence for text, Information Gain [10] , Expected cross entropy [11] et al., have been applied to feature extraction in text classification systems.
Based on our experiment, Information Gain and CHI Square method usually show their better performance and results. In this paper, Information Gain is used and the formula is:
where c represents categories and w is the weight of terms.
E. Stop Words
Although much redundant information can be removed by the feature selection process, however, noises, generally defined in IR as the insignificant, irrelevant words or stop words, are normally present in any plain text.
Stop words have an average distribution in any standard language corpus and do not normally contribute any information to classification tasks. But, since these stop words have high frequencies of occurrences and the average distribution in documents, they may get higher IDF value than expected.
F. Kernel Function
We build SVM simulation model to classify educational resources. Pretreated data of training documents is to train SVM model. Classification accuracy is achieved through SVM model. SVM classifier will be trained by the normalized training sample data. The training function is performed by using svmtrain statement which comes from LIBSVM toolbox and sets Kernel function type t . The classification accuracy can be adjusted based on experience through changing the punish parameter c and kernel function parameters g . In this paper, c=2.5 and g=1 are taken. The following common kernel functions are tested:
Linear Kernel Function (LKF)
Multinomial Kernel Function (MKF)
Radial Basis Function (RBF)
We obtain the simulation results of the classification from the same sample data via different kernel functions and found RBF is the best one for education resources classification issue.
V. EXPERIMENTS
The Support Vector Machine based Education Resources Automatic Classifier has been applied for the classification of education resources in Course Center System of Shanghai Second Polytechnic University.
The training documents are selected from the corpus in our previous research [12] to compare with the experiment The experiment results are the Precise, Recall and F1 value that are common used in evaluation for text classification systems. The equations are:
where D retrieved&relevant is the number of retrieved and relevant documents, D relevant is the number of all relevant documents and D retrieved the number of all retrieved documents.
After tests in LIBSVM, the results turns out to be the following:
VI. CONCLUSION
In this paper, a Support Vector Machine based Education Resources Automatic Classifier is put forward.
The method and related algorithms consider the particularity of Education Resources, such as specialty domain terms, leveled knowledge, varying much, containing hypertext et al.
In the experiment, the results turn out to be acceptable and applicable in educational resources classification. Furthermore, the result is better than VSM based classification method in our previous research.
And, the method can also be applied to deal with other educational raw data with minor changes or optimization.
