Abstract. Recent papers have studied the existence of phase transition solutions for Allen-Cahn type equations. These solutions are either single or multi-transition spatial heteroclinics or homoclinics between simpler equilibrium states. A sufficient condition for the construction of the multitransition solutions is that there are gaps in the ordered set of single transition solutions. In this paper we explore the necessity of these gap conditions.
Introduction
Recent papers have established the existence of phase transition states for model equations of Allen-Cahn type [1] - [2] , [6] - [7] . Mathematically these states are single or multitransition spatially homoclinic or heteroclinic solutions of the equation
The function G satisfies
× R, R) and is 1-periodic in x and y; (G 1 )
G(x, y, 0) = 0 = G(x, y, 1), G(x, y, z) > 0 for (x, y) ∈ R 2 and z ∈ (0, 1); (G 2 )
G(x, y, z) ≥ 0 for all x, y, z. (G 3 ) Hypothesis (G 2 ) implies (PDE) possesses constant solutions u ≡ 0 and u ≡ 1.
We will only consider solutions of (PDE) with 0 ≤ u ≤ 1. Indeed, the solutions u ≡ 0 and u ≡ 1 of (PDE) behave like geodesics for the minimization arguments of [6] - [7] and these arguments yield a variety of solutions of (PDE) with 0 ≤ u ≤ 1.
The single transition states of (PDE) are solutions which are heteroclinic from 0 to 1 or from 1 to 0 in one of the variables x and y, and are 1-periodic in the other variable. Multitransition solutions undergo multiple transitions between the constant states. Generally they shadow the single transition solutions, i.e. they are near them on large regions. Each of the sets of one transition solutions is ordered.
The existence proofs for the multi-transition solutions are carried out assuming there are gaps in the ordered sets of simpler 1-transition solutions. A goal of this paper is to show that these gap conditions for the simpler states are necessary as well as sufficient for the existence of the more complex states.
In §2, some results from [6] - [7] will be recalled briefly and a theorem showing the necessity of these gaps for the existence of multi-transition solutions will be proved.
Another result obtained in [1] - [2] and [6] - [7] is the existence of solutions of (PDE) that e.g. as functions of y are heteroclinic between a distinct pair of the basic 1-transition heteroclinics in x mentioned above. A gap condition is again required to obtain these solutions. In §3, it will be shown that this gap condition is also necessary for such doubly heteroclinic states to exist.
See also Bangert [3] for some related results. For i ∈ Z, let S i = [i, i + 1] × T 1 where T 1 is the 1-torus. Thus I is defined on the class of functions
The first necessity result

Consider (PDE) under the hypotheses (G 1 )-(G 3
The elements of (0, 1) are 1-periodic in y and satisfy the desired asymptotic conditions in x in a weak form. Define
Then it was shown in [6] - [7] that I has minimizers in (0, 1) which are solutions of (PDE). The existence of such a gap pair is the gap condition referred to in §1. (iii) An equivalent form of the minimality property is that for all ϕ ∈ W 1,2 (R × T 1 , R) with compact support,
3) for some D is in fact a solution of (PDE) in D. This follows from standard elliptic regularity arguments [4] . Thus the minimality property for u for all D as above implies u is a solution of (PDE) on R × T 1 .
(v) Actually a stronger form of 6 • was proved in [6] - [7] . Namely viewing the domain of u to be
As a consequence of Theorem 2.2 and the companion result for M(1, 0), the existence of multi-transition solutions of (PDE) can be obtained. [7] ). Suppose G satisfies (G 1 )-(G 3 ) and M(0, 1) and M(1, 0) contain gaps. Then for each k ∈ N, k ≥ 2, there exist infinitely many solutions of (PDE) in W Theorem 2.6 is proved by minimizing I over a set of functions in 0 ≤ u ≤ 1 satisfying several integral constraints. The precise nature of these constraints is not of importance here except the fact that the constraints involve a compact subset of R × T 1 . Therefore the arguments of [6] - [7] show that a solution of (PDE) given by Theorem 2.6 does not satisfy (2.3) or (2.5), i.e. is not minimal in the sense of 6 • of Theorem 2.2. However it does have a partial minimality property.
Theorem 2.6 ([6]-
Definition.
We say u satisfies the asymptotic minimality property if there is an
Now the main result of this section can be stated:
is a solution of (PDE) and the asymptotic minimality condition holds. Then
and M(1, 0) have gaps. Proof. For i ∈ N, set ψ i (x, y) = u(x + i, y). Let α ∈ (0, 1). Since 0 ≤ u ≤ 1 and G is a C 2 function of its arguments, by standard estimates from elliptic regularity theory [4] , the functions ψ i are bounded in C 2,α (S 0 ). Therefore as i → ∞, ψ i → ψ in C 2 (S 0 ) along a subsequence, where ψ is a solution of (PDE). Moreover
Hence there is an i 0 ∈ N, i 0 ≥ x 0 , such that for i ≥ i 0 and i in the subsequence, then
On the other hand, define
Then by (2.3) and (2.10),
Setting θ(x, y) = xψ(x, y), we get, as j → ∞,
Consequently, the right hand side of (2.12) is bounded as j → ∞ while the left hand side tends to ∞, a contradiction. Thus ψ ≡ 0 or ψ ≡ 1. Since any subsequence of ψ i has a further subsequence converging in C 2 (S 0 ) to 0 or 1, Proposition 2.9 follows.
Remark 2.13. 1 • of Theorem 2.8 is proved by the same argument.
Corollary 2.14. Let u be as in Theorem 2.8. Then I (u) < ∞.
To verify (2.15), let u * be as in (2.11) with i , j replaced by i, j . By (2.12) for
Letting j → ∞, by Proposition 2.9 and Remark 2.13,
The next result extends the asymptotic minimality property to allow O to be unbounded.
Proposition 2.17.
Suppose that u satisfies the asymptotic minimality property with associated x 0 . Then
the result is trivially true via Corollary 2.14. So suppose the integral in (2.18) is finite. If Proposition 2.17 is false, there is a ϕ as above and γ > 0 such that
there is an n 0 ∈ N, n 0 ≥ x 0 , such that
Then the above observations show
for n 0 sufficiently large. Consequently One final preliminary is needed to prove Theorem 2.8.
Proof. We have max(u, v) ∈ (0, 1). Therefore by (2.1),
Suppose there is a point (x * , y * ) ∈ R × T 1 such that v(x * , y * ) = u(x * , y * ). Set w = v − u. Since each of v and u are solutions of (PDE), w satisfies the linear elliptic partial differential equation
where
Thus H is continuous, w ≥ 0 and w(x * , y * ) = 0. Consequently, the maximum principle
Lastly, to prove the second assertion of Proposition 2.24, the different asymptotic behaviors of v and u imply there is a β > 0 such that v(x, y) > u(x, y) + 1/2 for x ≥ β. 
The difference in the asymptotic behavior of u and v as x → ∞ shows = ∅. Define
We claim that V ∈ . Certainly V (x, y) ≥ u(x, y) for x ≥ −x 0 . Since any v ∈ M(0, 1) is a solution of (PDE) lying between 0 and 1, standard elliptic estimates [4] give C 2,α loc (R × T , R) estimates for v which are independent of v. Choose a sequence (v j ) ⊂ such that v j (−x 0 , y 0 ) → V (−x 0 , y 0 ) as j → ∞ for some y 0 ∈ T 1 . Passing to a subsequence if necessary, it can be assumed that v j converges in C 2 loc (R × T 1 , R) to W ∈ C 2 (R × T 1 , R). The C 2 loc convergence and 4 • and 6 • of Theorem 2.2 imply W is a solution of (PDE) which is minimal and monotone. Since W (−x 0 , y 0 ) = V (−x 0 , y 0 ) ≥ u(−x 0 , y 0 ) > 0, the monotonicity of W and 2 • of Theorem 2.
Letting → ∞ shows I (W ) ≤ c(0, 1). But W ∈ so I (W ) = c(0, 1) and W ∈ M(0, 1). The C 2 loc convergence of (v j ) also implies W ∈ . Thus V ≤ W . If V (x * , y * ) < W (x * , y * ) for some (x * , y * ) ∈ R × T 1 , there is a v ∈ such that
Since M(0, 1) is ordered,
a contradiction. Consequently, V ≡ W ∈ . By Proposition 2.24, there is a δ > 0 such that V ≥ u + δ for x ≥ −x 0 . Suppose that M(0, 1) does not possess a gap. Consider the ordered connected set
There is an R > 0 such that V (x − 1, y) ≥ u(x, y) + δ for x ≥ R. Therefore any w ∈ C near V satisfies V ≥ w ≥ u + 
As in the proof above of 3 • , V * ∈ M(0, 1). By the argument associated with (2.29), V * > u for (x, y) ∈ (−x 0 , x 0 )×T 1 . If M(0, 1) has no gaps, V * > u for [−x 0 , x 0 ]×T 1 is not possible as in the proof of 3 • . Thus V * (x * , y * ) = u(x * , y * ) for some x * ∈ {−x 0 , x 0 } and y * ∈ T 1 . Let
The argument of Proposition 2.24 shows A + = ∅ = A − . Therefore V * ≥ u with equality at (x * , y * ). But the maximum principle argument of (2.29) again shows this is not possible. Hence M(0, 1) must contain gaps.
Lastly to prove 6 • of Theorem 2. The remaining case of 6 • is treated in the same way.
A second necessity result
In addition to the multi-transition solutions of (PDE) that are periodic in y, it was further shown in [6] - [7] that there are solutions, U , that are heteroclinic from 0 to 1 in x and from v to w in y where v < w belong to M(0, 1). This existence result assumes that M(0, 1) contains gaps and v, w is an associated gap pair. Our main result in this section is that this sufficient condition is also necessary. Some notation is needed before a theorem can be formulated.
Thus (v, w) contains candidates for the doubly heteroclinic solutions of (PDE) mentioned above. Such solutions cannot be obtained directly by minimizing R 2 L(u) dx dy over (v, w) since this functional will be infinite on all members of (v, w). Consequently, the functional has to be renormalized in some fashion to subtract this infinity from it. For p ≤ q ∈ Z and u ∈ (v, w), set
and define
It was shown in [6] - [7] that if J (u) < ∞, then
Moreover
Theorem 3.1 ([6]-[7]). Suppose that G satisfies (G 1 )-(G 3 ) and v, w is a gap pair in
Now the main theorem of this section can be stated:
Then v, w is a gap pair.
Remark 3.5. Once we know v < w is a gap pair, Theorem 3.1 applies so U is a minimal solution of (PDE) which is monotone in y in the sense of 4 • .
Proof of Theorem 3.3.
Suppose that v, w is not a gap pair in M(0, 1). Then there is a ϕ ∈ M(0, 1) with v < ϕ < w. We claim this implies (A) min(U, ϕ) ∈ (v, ϕ) and max(U, ϕ) ∈ (ϕ, w), (B) J (min(U, ϕ)) = c(v, ϕ), J (max(U, ϕ)) = c(ϕ, w), (C) min(U, ϕ) and max(U, ϕ) are solutions of (PDE) in R 2 .
Assume (A)-(C) for now. Then since
for x ∈ [0, 1] and y 1, min(U, ϕ)(x, y) = ϕ(x, y). But ϕ and min(U, ϕ) are solutions of (PDE) in R 2 with ϕ ≥ min(U, ϕ) with equality for x ∈ [0, 1] and y 1. Therefore by the maximum principle argument centered at (2.29), ϕ ≡ min(U, ϕ) so U ≥ ϕ. On the other hand,
so for x ∈ [0, 1] and y −1 we have min(U, ϕ)(x, y) = U (x, y) < ϕ(x, y) ≡ min(U, ϕ)(x, y), a contradiction. Thus such a ϕ cannot exist and v, w is a gap pair.
It remains to prove (A)-(C).
Proof of (A).
It will be shown that min(U, ϕ) ∈ (v, ϕ). That max(U, ϕ) ∈ (ϕ, w) follows similarly. Certainly v ≤ min(U, ϕ) ≤ ϕ and min(U, ϕ) ∈ W 1,2 loc (R 2 , R) so all that need be proved is min(V , ϕ) has the desired asymptotic behavior:
To verify (3.7), note that
Now for any p ∈ N, v(x, y) < ϕ(x, y) < v(x + j, y).
v(x, y) dx dy. 
Since is arbitrary, (3.7) and likewise (3.8) follows.
Proof of (B). First observe that
substituting (3.14) in (3.13) and letting p → −∞, q → ∞ yields
By (A), min(U, ϕ) ∈ (v, ϕ) and max(U, ϕ) ∈ (ϕ, w). Therefore (3.15) implies 
Choose f ∈ (v, ϕ) and g ∈ (ϕ, w) such that
Since u ∈ (ψ, χ) implies u(·, · + j ) ∈ (ψ, χ ) for any j ∈ Z, it can be assumed that
where σ is free for the moment. Define
via (3.19) . Hence by (3.18)-(3.21), 
Proof of (C).
It suffices to prove the more general result:
Then u is a solution of (PDE) in R 2 .
Proof. It suffices to show that there is an r > 0 such that for any (x * , y * ) ∈ R 2 ,
for all ζ ∈ C 1 (R 2 , R) with support in B r (x * , y * ) (the open ball of radius r about (x * , y * )) and for all t ∈ [0, t 0 (ζ )] where t 0 (ϕ) > 0. Indeed, if this is the case, suppose B r (x * , y * ) ⊂ R × [p, q + 1]. Then by (3.25),
which in turn implies
Now (3.27) and standard elliptic regularity arguments imply u ∈ C 2 (B r (x * , y * )) and satisfies (PDE) in B r (x * , y * ).
To verify (3.25), let a = max(u + tζ, g) and b = min(u + tζ, g). Set
Then, as was shown in [7] , J (ψ) ≥ 0. Since a ∈ (g) (via the argument of (A)),
the latter equality following as in (3.15). Set = max(b, f ) and = min(b, f ). Then as above ∈ (f, g) and ∈ (f ) where
Again via [7] , J ( ) ≥ 0 so . See [7] . Our earlier arguments can be used again to show that such gap conditions are necessary.
It is natural to ask whether there is a version of Theorem 2.8 in the current setting. As was shown in [3] , there are minimal solutions of (PDE) that are (a) heteroclinic from 0 to 1 in any direction θ in the x, y plane with tan θ ∈ Q and (b) periodic in the orthogonal direction. Thus a complete classification of solutions here based on asymptotic minimality or even minimality will be complicated. However, there is an interesting special case that is in part an application of Theorem 3.3. It will be studied next.
Suppose G satisfies (G 1 )-(G 3 ) and u ∈ C 2 (R 2 , [0, 1]) is a solution of (PDE) which is minimal and for all (x, y) ∈ R 2 , u(x + 1, y) ≥ u(x, y) (3.32)
As in Proposition 2.9, the functions (u k ) k∈Z are bounded in C In case (B), for k ∈ Z, set U k (x, y) = u(x + k, y). Then as above U k → V , W as k → −∞, ∞ and V ≤ W . Thus reversing the roles of x and y puts us either in case (A) when V = W at some point, or case (E) when V < W . Cases (C) and (D) are also essentially the same with 0 and 1 interchanged. Thus, there are really only two different cases to analyze. We begin with case (E) which involves modifying arguments from [8] .
is a minimal solution of (PDE) with the asymptotics of case (E). Then v, w is a gap pair and
Proof. It suffices to prove (i) u ∈ (v, w) and (ii) J (u) = c(v, w). Then u ∈ M(v, w) and by Theorem 3.3, v, w is a gap pair.
Proof of (i).
It will be shown that with u k as in (3.34),
The remaining asymptotic condition follows similarly. To verify (3.37), let p ∈ N. Then
Noting that for some j ∈ N,
the I 1 and I 3 terms can be bounded as in (3.12) and (i) follows.
Proof of (ii).
Since u ∈ (v, w),
Thus we must show inequality in (3.38) is not possible. This involves comparison arguments for which a strengthening of (3.37) is needed. We claim
To verify (3.39) for v, note that u and v are solutions of (PDE). Therefore U = v − u satisfies (2.29):
. Let η be a cut-off function with η = 1 on 1 j =−1 T i+j , η = 0 outside of 2 j =−2 T i+j , and |∇η| ≤ 3. Multiplying (3.40) by η 2 U and integrating by parts yields
Hence by simple estimates,
By (3.37), the right hand side of (3.42) tends to 0 as i → −∞. Hence (3.42) yields (3.39) for v and similarly for w. Now suppose J (u) > c(v, w). Since u is minimal, the first term on the right in (3.48) is ≤ 0 so by (3.46) the right hand side of (3.48) is ≤ by (3.47). Now if J (u) = ∞, by (3.49), the left hand side of (3.48) tends to ∞ as q → ∞ while if J (u) < ∞, by (3.44), for large w the left hand side exceeds 2 3 σ . In either event we have a contradiction. Thus (ii) and Theorem 3.36 are proved.
We conclude this section with some remarks about cases (C) and (D) which are roughly equivalent. We do not know if (C) or (D) can occur. However, suppose u further satisfies, for each (k 1 , k 2 ) ∈ Z 2 and for all (x, y) ∈ R 2 , either (α) u(x + k 1 , y + k 2 ) ≡ u(x, y), (β) u(x + k 1 , y + k 2 ) > u(x, y) or (γ ) u(x + k 1 , y + k 2 ) < u(x, y). This property is what Moser in [5] calls the "without self-intersection" property. Then (C) and (D) are impossible unless we are in case (A). E.g. to exclude (D), take k 2 = 1 = −k 1 and p ∈ N. If (α) occurs, then by (3.32), for k ∈ N, u(x, y) = u(x − k, y + k) ≥ u(x − k − p, y + k). Hence letting p → ∞ gives u(x, y) ≥ v(x + k, y), and letting k → ∞ shows that u(x, y) ≥ 1 so u ≡ 1 as for (α). A similar argument applies for (γ ).
