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Abstract
We briefly describe several techniques that have been developed to solve the problem of characterizing
commutativity preserving maps. We prove a new result describing the general form of injective continuous
commutativity preserving maps on full matrix algebras.
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1. Introduction
LetA andBbe two algebras over the same fieldF. A mapφ :A→ Bpreserves commutativity
if φ(a)φ(b) = φ(b)φ(a) for every pair of commuting elements a, b ∈A. We further say that φ
preserves commutativity in both directions if for every pair a, b ∈A we have
ab = ba ⇐⇒ φ(a)φ(b) = φ(b)φ(a).
There are several motivations to study this kind of maps. Problems concerning commutativity
preserving maps are closely related to the study of Lie homomorphisms. Every algebraA becomes
a Lie algebra if we introduce the Lie product [a, b] by [a, b] = ab − ba, a, b ∈A. A linear map
φ :A→ B is called a Lie homomorphism if φ([a, b]) = [φ(a), φ(b)] for every pair a, b ∈A.
It is clear that every Lie homomorphism preserves commutativity. The assumption of preserving
commutativity can be reformulated as the assumption of preserving zero Lie products.
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Let H be a complex Hilbert space. We denote by B(H) the algebra of all bounded linear
operators on H and by Bs(H) ⊂ B(H) the real subspace of all hermitian operators. In quantum
mechanics these operators describe bounded observable physical quantities. So, they are called
bounded observables. Probably the most important relation among observables is compatibility.
Two bounded observables are compatible if they can be measured jointly. Transformations on
quantum structures which preserve a certain physically relevant relation or operation are usually
called symmetries of the underlying quantum system. For results in this direction we refer to [6].
Two bounded observables are compatible if and only if the corresponding hermitian operators
commute. Thus, the problem of describing the general form of symmetries with respect to compat-
ibility can be reformulated in the mathematical language as the problem of characterizing bijective
maps on Bs(H) preserving commutativity in both directions. Note that in the finite-dimensional
case we can identify hermitian operators with hermitian matrices.
Let A be a complex algebra with involution. Recall that an involution a → a∗, a ∈A, is a
map onA satisfying
(a + b)∗ = a∗ + b∗, (λa)∗ = λ¯a∗, (ab)∗ = b∗a∗, and (a∗)∗ = a
for all a, b ∈A and all λ ∈ C. An example is the algebra Mn(C) of all n × n complex matrices,
with A∗ being defined as the conjugate transpose of A. An element a ∈A is called normal
if aa∗ = a∗a and hermitian if a∗ = a. Like in the matrix case, every a ∈A can be written as
a = h + ik, where h and k are uniquely determined hermitian elements. And it is trivial to see that
a is normal if and only if h and k commute. One of the classical problems in the theory of linear
preservers asks what is the general form of linear maps preserving normal elements. It is now
clear that this question is closely related to the problem of characterizing real linear commutativity
preserving maps defined on the real subspace of all hermitian elements. Let us remark here that
when studying Lie homomorphisms or linear maps preserving normal elements we come across
linear preservers of commutativity, while the above problem from quantum mechanics leads to
general, not necessarily linear commutativity preservers.
LetA andB be algebras over F. A simple example of a linear commutativity preserving map
φ :A→ B is a map of the form
φ(a) = αψ(a) + μ(a), a ∈A, (1)
where ψ :A→ B is a homomorphism or an anti-homomorphism, α ∈ F \ {0}, and μ is a linear
map fromA into the center ofB. Here, a linear map ψ :A→ B is called an anti-homomorphism
if it is anti-multiplicative, that is, ψ(ab) = ψ(b)ψ(a), a, b ∈A. The transposition map A → At
on the algebra Mn(F) is an example of an anti-automorphism. Maps of the form (1) are called
standard commutativity preserving maps.
If we restrict our attention to linear commutativity preserving maps on Mn(F), then we first
recall that every algebra endomorphism of Mn(F) is either the zero map, or an inner automorphism
(see, for example [16]). It follows that every nonzero anti-endomorphism of Mn(F) is an inner
automorphism composed with the transposition. The center of the algebra Mn(F) is the set of all
scalar matrices, that is, matrices of the form λI , where λ is any scalar. Thus, in this special case
every standard map is either of the form
φ(A) = αTAT −1 + f (A)I, A ∈ Mn(F),
or of the form
φ(A) = αTAtT −1 + f (A)I, A ∈ Mn(F).
Here, α is a scalar, T ∈ Mn an invertible matrix, and f a linear functional acting on Mn(F).
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Another simple example of a linear commutativity preserving map φ : Mn(F) → Mn(F) can
be obtained in the following way. LetV ⊂ Mn(F) be any commutative linear subspace, that is,
a subspace with the property that AB = BA for every pair of matrices A,B ∈V (note that we
have not assumed thatV is a subalgebra, and thus, the products AB and BA may not belong to
V). Clearly, every linear map φ : Mn(F) → Mn(F), whose image is contained in V, preserves
commutativity. However, such a map is not bijective and it does not preserve commutativity in
both directions.
It turns out that every linear map φ on Mn(F), n  3, preserving commutativity is of one of the
above described forms. Of course, the non-standard example cannot occur if we have the additional
assumption of bijectivity or a stronger assumption of preserving commutativity in both directions.
Later on we will see that this is a special case of a more general result [5]. The assumption that
n > 2 is essential in this statement. Namely, using the Jordan canonical form one can easily verify
that if A ∈ M2(C) is a non-scalar matrix and B ∈ M2(C) any matrix, then A and B commute
if and only if B = λA + μI for some λ,μ ∈ C. It is an easy consequence of this observation
that every linear map φ : M2(C) → M2(C) with φ(I) ∈ CI preserves commutativity. Moreover,
every commutativity preserving linear map φ on M2(C) either sends the identity into a scalar
matrix, or its image is contained in a two-dimensional commutative subspace spanned by the
identity and the non-scalar matrix φ(I).
If we treat the problem of characterizing linear commutativity preserving maps on more general
algebras, then there is no hope to get such a nice result in the absence of the bijectivity (or at
least surjectivity) assumption. To illustrate this we consider the algebra B(H) of all bounded
linear operators on an infinite-dimensional Hilbert space. Then the space H is isomorphic to the
direct sum of two copies of H . Thus, every linear map φ : B(H) → B(H) can be considered
as a linear map from B(H) into B(H ⊕ H). The operators in B(H ⊕ H) can be represented as
2 × 2 matrices[
A B
C D
]
,
where A,B,C,D ∈ B(H). Let V ⊂ B(H) be any commutative linear subspace. Then every
linear map of the form
A →
[
A 0
0 ϕ(A)
]
,
where ϕ : B(H) →V is an arbitrary linear map, is a non-standard map preserving commuta-
tivity in both directions. Hence, when treating our problem on not necessarily finite-dimensional
algebras, then the question that makes sense is under what conditions every bijective linear map
preserving commutativity (in one or in both directions) must be standard.
When we consider real linear commutativity preserving mappings on the real space Hn of all
n × n complex hermitian matrices we have to modify the notion of a standard map. A standard
commutativity preserving map φ : Hn → Hn is any map of the form
φ(A) = cUAU∗ + f (A)I, A ∈ Hn,
or of the form
φ(A) = cUAtU∗ + f (A)I, A ∈ Hn.
Here, c is a real number, U a unitary n × n matrix and f : Hn → R a real linear functional. One
can easily extend this notion to maps defined on Bs(H) or more generally, to maps acting on
the real subspace of all hermitian elements of a given complex algebra with involution (note that
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the maps A → UAU∗ and A → UAtU∗ are ∗-automorphisms and ∗-anti-automorphisms of the
full matrix algebra, respectively, and the notions of ∗-automorphisms and ∗-anti-automorphisms
make sense on any ∗-algebra).
Because of applications in quantum mechanics it is of interest to study also a more difficult
problem of characterizing non-linear commutativity preserving maps. What are examples of (not
necessarily linear) commutativity preserving maps acting on Mn(C)? We start our list of exam-
ples with the aforementioned standard examples. Every similarity transformation A → TAT −1,
A ∈ Mn(C), where T is an invertible n × n complex matrix, is a bijective (even linear) map
preserving commutativity in both directions. The same holds for the transposition map. To find
non-linear examples observe that ifA andB commute andp andq are arbitrary complex polynomi-
als then p(A) and q(B) commute as well. So, if we associate to each A ∈ Mn(C) a polynomial pA,
then the map A → pA(A) preserves commutativity. Every such map will be called a locally poly-
nomial map. And finally, let τ : C → C be an automorphism of the complex field. For example, τ
may be the identity map or the complex conjugation. However, there exist many non-continuous
automorphisms of C [10]. If τ is an automorphism of C and A = [aij ] any complex matrix, then
we denote by Aτ the matrix obtained from A by applying τ entrywise, Aτ = [τ(aij )]. It is then
clear that A → Aτ is a semilinear bijective map preserving commutativity in both directions. The
natural question is whether every bijective map φ : Mn(C) → Mn(C) preserving commutativity
in both directions is a composition of the above described maps. We can formulate an analogous
question for maps acting on the space of hermitian matrices. And, because of applications in
physics, an analogous question for bijective maps preserving commutativity in both directions
acting on Bs(H) is of particular interest. Here we have to replace locally polynomial maps by
the maps of the form A → fA(A), A ∈ Bs(H), where for each A ∈ Bs(H), fA is a real valued
bounded Borel function on the spectrum of A.
The next section will be devoted to a brief survey of what is known about commutativity
preserving maps. We will explain some important ideas and techniques which were devel-
oped to study such maps instead of giving the lengthly description of all known results in
the full generality. An interested reader can then easily find the precise statements of the best
results known so far using a rather complete list of references. The last section will be de-
voted to a new result characterizing injective continuous commutativity preserving maps on
Mn(C).
2. Some known results and techniques
The study of commutativity preservers started in 1976 when Watkins published his paper [18]
dealing with bijective linear commutativity preserving maps on matrix algebras. When dealing
with linear preservers on matrix and operator algebras the most frequently used approach is to show
that a linear map having a certain preserving property preserves rank one matrices (operators).
Then one can apply known results on the structure of linear rank one preserving maps. This
kind of approach can be used also for bijective linear preservers of commutativity. To explain
the idea we have to recall the definition of the commutant A′ of a given matrix A ∈ Mn(C). The
commutant A′ is the set of all matrices B that commute with A, A′ = {B ∈ Mn(C) : AB = BA}.
It is an easy exercise to show that A′ ⊂ Mn(C) is a subalgebra for every A ∈ Mn(C) and if
φ : Mn(C) → Mn(C), n  3, is a bijective linear map preserving commutativity, then φ(A′) ⊂
φ(A)′. It is also trivial to see that A′ = Mn(C) if and only if A is a scalar matrix. It follows that φ
maps scalar matrices into scalar matrices. Observe further that (λA + μI)′ = A′ whenever λ /= 0.
Let Eij be the matrix with all entries equal to zero except the (i, j)-entry that is equal to one. A
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straightforward computation shows that the commutant of E11 is the subalgebra of all matrices
of the form⎡
⎢⎢⎢⎢⎢⎣
∗ 0 0 · · · 0
0 ∗ ∗ · · · ∗
0 ∗ ∗ · · · ∗
...
...
...
.
.
.
...
0 ∗ ∗ · · · ∗
⎤
⎥⎥⎥⎥⎥⎦
,
while the commutant of E12 is the subalgebra of all matrices of the form⎡
⎢⎢⎢⎢⎢⎣
λ ∗ ∗ · · · ∗
0 λ 0 · · · 0
0 ∗ ∗ · · · ∗
...
...
...
.
.
.
...
0 ∗ ∗ · · · ∗
⎤
⎥⎥⎥⎥⎥⎦
.
Every rank one matrix is similar either to a nonzero multiple of E11, or to E12. Thus, the
commutant of every rank one matrix has dimension n2 − 2(n − 1). It is not too difficult to see
that the dimension of A′ is n2 − 2(n − 1) if and only if A is a scalar plus rank one matrix. This
together with φ(A′) ⊂ φ(A)′, A ∈ Mn(C), yields that φ maps scalar plus rank one matrices into
matrices of the same type. One can now replace map φ by a new map A → φ(A) − f (A)I , where
a linear functional f : Mn(C) → C is chosen in such a way that the new map preserves rank one
matrices. And then, knowing the structure of rank one preservers, it is not difficult to come to the
conclusion that bijective linear commutativity preservers on matrix algebras are standard maps.
It is an easy consequence that linear maps on Mn(C) preserving commutativity in both directions
are standard. Namely, such maps are easily seen to be bijective or almost bijective in the sense
that the kernel consists of scalar matrices only.
Omladicˇ [12] extended these results to the infinite-dimensional case. He considered bijective
linear maps φ : B(X) → B(X) preserving commutativity in both directions. Here, X is an infi-
nite-dimensional Banach space and B(X) is the algebra of all bounded linear operators on X.
One cannot apply the same trick as in the finite-dimensional case. Namely, for every A ∈ B(X),
the commutant A′ is infinite-dimensional. Indeed, it contains operators A,A2, A3, . . . . If the
powers of A are linearly dependent, then A is an algebraic operator. Algebraic operators acting
on infinite-dimensional spaces are known to have infinite-dimensional commutants. If A is not a
scalar operator, then also the codimension of A′ is infinite. Hence, as observed by Omladicˇ, in
the infinite-dimensional case it is more convenient to study the second commutant of A ∈ B(X)
defined by
A′′ = {B ∈ B(X) : BC = CB for every C ∈ A′}.
Clearly, the second commutant of A contains all the polynomials in A. Thus, if the sec-
ond commutant is two-dimensional, then I , A, and A2 are linearly dependent. In other words,
A = λI + μP for some scalars λ,μ and some idempotent P , or A = λI + N for some scalar
λ and some square-zero operator N . One can see that every non-trivial idempotent has a two-
dimensional second commutant. Thus, the set of idempotents is mapped into the set of operators
of the form a scalar plus idempotent or a scalar plus square-zero. Note further that if P and Q,
P /= Q, are commuting idempotents of rank one, then the sum of P ′ and Q′ is of codimension
two in B(X). To understand the idea of the proof of this statement one may observe that in the
matrix algebra Mn(F) the sum E′11 + E′22 is equal to the space of all matrices of the form
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⎡
⎢⎢⎢⎢⎢⎣
∗ 0 ∗ · · · ∗
0 ∗ ∗ · · · ∗
∗ ∗ ∗ · · · ∗
...
...
...
.
.
.
...
∗ ∗ ∗ · · · ∗
⎤
⎥⎥⎥⎥⎥⎦
.
Now, using these two ideas together with a few more statements concerning the first and the
second commutants one can characterize operators of the form a scalar plus rank one. Then it
follows from φ(A′) = φ(A)′ and φ(A′′) = φ(A)′′, A ∈ B(X), that φ maps the set of a scalar
plus rank one operators onto itself. It is then easy to conclude that φ is a standard commutativity
preserving map using the well-known structural result for bijective linear rank one preservers.
The above results were unified and substantially generalized by Brešar in 1993 [2] using a ring
theoretic approach. In ring theory a lot of attention has been paid to the so called commuting map-
pings [4]. A map ϕ : R → R defined on a ring R is called a commuting map if xϕ(x) = ϕ(x)x for
every x ∈ R. Let B : R × R → R be a biadditive map, that is, B(x + y, z) = B(x, z) + B(y, z)
and B(x, y + z) = B(x, y) + B(x, z), x, y, z ∈ R. The trace of B is then defined as the map
x → B(x, x), x ∈ R. We will call such maps also quadratic maps. Developing some new ideas
that later on evolved in the theory of functional identities [3], Brešar succeeded to characterize
commuting traces of biadditive maps on prime rings. Recall that a ring R is prime if for every
pair of elements a, b ∈ R we have aRb = 0 ⇒ a = 0 or b = 0. Obviously, both rings Mn(F) and
B(X) are prime. Now, letA andB be algebras and φ :A→ B a bijective linear map preserving
commutativity. Then we have
[φ(a2), φ(a)] = 0
for every a ∈A. Because of the bijectivity assumption we can find for every b ∈ B the unique
a ∈A with φ(a) = b. Thus,
[φ((φ−1(b))2), b] = 0
for every b ∈ B, and consequently, the map b → φ((φ−1(b))2) is a commuting quadratic map.
Applying his characterization of commuting quadratic maps, Brešar was able to describe the
behaviour of φ onA2 = span{a2 : a ∈A}. And from here he was able to deduce the following
very general result on bijective linear preservers of commutativity.
Theorem 2.1 [2]. LetA andB be centrally closed unital prime algebras over a field F /= GF(3)
and suppose that charB /= 2. Let φ :A→ B be a bijective linear mapping satisfying
[φ(a2), φ(a)] = 0
for all a ∈A. If neitherA nor B satisfies the standard polynomial identity of degree 4, then
φ(a) = αψ(a) + μ(a), a ∈A,
where α is a nonzero scalar, ψ is an isomorphism or an anti-isomorphism ofA onto B, and μ
is a linear mapping fromA into the center of B.
Note that in the above result the assumption of preserving commutativity has been replaced
by a weaker assumption that φ(a2) commutes with φ(a) for every a ∈A. The idea of dealing
with this weaker assumption instead of with the commutativity preserving assumption turned out
to be very important for further development of this research area.
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A prime unital algebra A is said to be centrally closed if the so called extended centroid of
A coincides with the center of A. For all the details see [1]. It turns out that a prime algebra
A satisfies the standard polynomial identity of degree 4 if and only if it can be embedded into
M2(F) for some field F. Having in mind the remark on commutativity preserving linear maps on
M2(F) from the first section we see that the assumption thatA andB do not satisfy the standard
polynomial identity of degree 4 is indispensable in the above result.
After having such a general result the next natural question is what can be said about commu-
tativity preserving linear maps on matrix spaces in the absence of the bijectivity assumption. The
first result in this direction is due to Choi et al. [7]. They proved that every real linear commutativity
preserving map φ : Hn → Hn is either standard, or its image is a commutative subspace of Hn.
The main idea was to introduce a subset C ⊂ Hn by
C = {A ∈ Hn : φ(A)φ(B) = φ(B)φ(A) for every B ∈ Hn}.
Obviously, C is a real linear subspace of Hn containing the kernel of φ. They showed that either
C = Hn, or C = RI . In the first case the image of φ is commutative, while in the second case the
kernel of φ is either trivial, or it contains only scalar matrices. Once we prove this we can easily
get the characterization of commutativity preserving linear maps on Hn. Namely, if the kernel of
φ is trivial, then φ is bijective and then one can prove using similar ideas as in the case of the
full matrix algebra that φ is standard. If the kernel of φ consists of scalar matrices, then the map
A → φ(A) + (trA)I is a bijective commutativity preserving linear map. Thus, in this case the
map A → φ(A) + (trA)I is standard, and hence φ must be standard.
To prove that either C = Hn, or C = RI , they first observed that C is a Jordan subalgebra of
Hn, that is, for every A ∈ C we have A2 ∈ C. Indeed, if A ∈ C and B ∈ Hn, then obviously
0 = [φ((B + tA)2), φ(B + tA)]
= [φ(B2) + tφ(BA + AB) + t2φ(A2), φ(B) + tφ(A)]
= t[φ(BA + AB), φ(B)] + t2[φ(A2), φ(B)]
for every real number t . It follows that [φ(A2), φ(B)] = 0 for every B ∈ Hn, as desired.
Now, if C /= RI , then C contains a non-scalar matrix A. Let B,C ∈ C. As C is a Jordan
algebra, it contains (B + C)2 = BC + CB + B2 + C2, and consequently, BC + CB ∈ C. It is
now easy to see thatC contains all powers of A, or in other words,C contains p(A) for every real
polynomial p. As A is non-scalar we conclude that C contains a projection P , P /= 0, P /= I .
With no loss of generality we may assume that
P =
[
I 0
0 0
]
∈ C.
Let A be any hermitian matrix of the form
A =
[
B C
C∗ 0
]
.
From [φ(P + A), φ((P + A)2)] = 0 and P ∈ C we conclude that φ(A) commutes with
φ(PA + AP) = φ(A) + φ
([
B 0
0 0
])
,
and thus, φ(A) = φ
([
B 0
0 0
])
+ φ
([
0 C
C∗ 0
])
commutes with φ
([
B 0
0 0
])
, which finally yields
that matrices
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φ
([
B 0
0 0
])
and φ
([
0 C
C∗ 0
])
commute no matter how we choose matrices B = B∗ and C. Using arguments of this kind (but
even more involved), Choi, Jafarian, and Radjavi proved that matrices
φ
([
B 0
0 0
])
and φ
([
D C
C∗ E
])
commute no matter how we choose matrices B = B∗, D = D∗, E = E∗, and C. In other words,
every matrix[
B 0
0 0
]
belongs to C. To summarize, if C is not the set of scalar matrices, then it contains a non-trivial
projection P and also all hermitian matrices PAP , A ∈ Hn. From here one can first deduce that
C contains a lot of non-trivial projections. This is then used to show that C = Hn, as desired.
The analogous problem for the full matrix algebra over an algebraically closed field F, char F =
0, was solved by Omladicˇ et al. [13]. A new idea in their proof was to use an induction. Let us
briefly explain the basic idea. Assume that there is an idempotent of rank one that is mapped into
a matrix with at least two eigenvalues. With no loss of generality assume that this idempotent is
E11. So, up to a similarity transformation we have
E11 →
[
A1 0
0 A2
]
= A,
where A1 and A2 are k × k matrix and (n − k) × (n − k) matrix, respectively, with disjoint
spectra. Then every matrix that commutes with A has the same block diagonal form as A. Observe
that every matrix with the zero first row and the zero first column commutes with E11. It follows
that
φ
([
0 0
0 B
])
=
[
ϕ1(B) 0
0 ϕ2(B)
]
,
where ϕ1 : Hn−1 → Hk and ϕ2 : Hn−1 → Hn−k are real linear commutativity preserving maps.
The embedding
D →
[
D 0
0 0
]
from Hk into Hn−1 is a linear commutativity preserving map. Thus, we can apply the induction
hypothesis on maps ϕ1 and ϕ2. It is somewhat surprising that after having this starting sim-
ple idea we are still far from having the complete proof. The most difficult part of the proof
turned out to be the case where all idempotents of rank one are mapped into matrices with
exactly one eigenvalue. It is rather easy to reduce this case to the special case when the image
of φ is contained in the set of nilpotent matrices. One has to prove then that the image of φ
is commutative. Note that in the hermitian case there are no nilpotents and one can obtain a
simpler proof of the result of Choi Jafarian, and Radjavi using the above inductive approach.
It should also be mentioned that Omladicˇ, Radjavi, and Šemrl proved their result first only for
complex matrices (they used also some analytical tools). Professor Sá informed them that their
result can be extended to the general case by using the transfer principle in Model Theoretic
Algebra.
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To date, the best result on linear commutativity preservers in the absence of the surjectivity
assumption can be found in [5].
Theorem 2.2 [5]. LetA be a finite-dimensional central simple algebra over a field F such that
dimFA /= 4. If a linear map φ :A→A satisfies
[φ(a2), φ(a)] = 0 (2)
for all a ∈A (in particular, if φ preserves commutativity), then φ is either a standard commu-
tativity preserving map or its range is commutative.
A finite-dimensional central simple algebra is isomorphic to a matrix algebra over a division
ring that is finite-dimensional over its center. In particular, this result covers the case of matrices
over any field as well as the case of quaternionic matrices.
Once again it turned out that sometimes it is more convenient to study the weaker condition
(2) than the assumption of preserving commutativity. One reason is that with this condition we
can use the scalar extension argument. Another reason is that it is possible to show using only
computational arguments that the assumption (2) is equivalent to the assumption that for every
positive integer m and any set of elements a1, . . . , am, b1, . . . , bm ∈A we have
m∑
k=1
[ak, bk] = 0 ⇒
m∑
k=1
[φ(ak), φ(bk)] = 0.
So, we start with a weaker assumption (2) and we arrive at the above condition that is much
stronger than the commutativity preserving assumption. Still, this is just the starting point of the
proof of Theorem 2.2 that is rather long and combines linear algebra methods with ring theoretical
techniques.
Let us now turn to non-linear preservers of commutativity. The first result in this direction was
obtained by Watkins [19] who considered polynomial maps preserving commutativity. General
bijective maps on Mn(C) preserving commutativity in both directions were described by the
author [15]. Define S ⊂ Mn(C) to be the subset of all matrices A ∈ Mn(C) with the property
that all Jordan cells in the Jordan canonical form of A are of the size 1 × 1 or 2 × 2. In other
words, all zeroes of the minimal polynomial of A are either simple, or of multiplicity two. The
subsetS is rather large. In particular, it contains the set of all matrices with n distinct eigenvalues
which is an open dense subset of Mn(C). It turns out that S is invariant under every bijective
map φ on Mn(C) preserving commutativity in both directions. The main result in [15] states that
the restriction of φ to this subset is of the expected nice form.
Theorem 2.3 [15]. Let n  3 and let φ : Mn(C) → Mn(C) be a bijective map preserving com-
mutativity in both directions. Then there exist an invertible matrix T ∈ Mn(C), an automorphism
τ of the complex field, and a locally polynomial map A → pA(A) such that either φ(A) =
TpA(Aτ )T
−1 for all A ∈S, or φ(A) = TpA(Atτ )T −1 for all A ∈S.
It turns out that outsideS bijective maps preserving commutativity in both directions can have
a wild behaviour. However, under the additional continuity assumption one can get a nice result
for the whole matrix algebra.
Theorem 2.4 [15]. Let n  3 and let φ : Mn(C) → Mn(C) be a continuous bijective map pre-
serving commutativity in both directions. Then there exist an invertible matrix T ∈ Mn(C) and a
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locally polynomial map A → pA(A) such that either φ(A) = TpA(A)T −1 for all A ∈ Mn(C),
or φ(A) = TpA(At)T −1 for all A ∈ Mn(C), or φ(A) = TpA(A)T −1 for all A ∈ Mn(C), or
φ(A) = TpA(A∗)T −1 for all A ∈ Mn(C). Here, A denotes the matrix obtained from A by apply-
ing the complex conjugation entrywise, A = [aij ] = [aij ].
In the proof we cannot use the dimension arguments as in the linear case. However, we have
φ(A′) = φ(A)′ and φ(A′′) = φ(A)′′ for every A ∈ Mn(C) also in the case when φ is not assumed
to be linear. So, in this non-linear setting we cannot start our proof by assuming that the dimensions
of the first and the second commutant are preserved. However, we have
A′ ⊂ B ′ ⇐⇒ φ(A)′ ⊂ φ(B)′, A, B ∈ Mn(C),
and an analogous statement for the second commutant. A rather long proof of Theorem 2.3 is
based on this observation and a result from the projective geometry. A brief description of the
main ideas can be found in [16]. A slight modification of the idea also works in the real case [8].
Let us conclude these brief historical remarks with the two results motivated by problems in
mathematical foundations in quantum mechanics.
Theorem 2.5 [11]. Let H be an infinite-dimensional complex separable Hilbert space and let
φ : Bs(H) → Bs(H) be a bijective transformation which preserves commutativity in both direc-
tions. Then there exists an either unitary or antiunitary operator U on H and for every operator
A ∈ Bs(H) there is a real valued bounded Borel function fA on σ(A) such that
φ(A) = UfA(A)U∗. (3)
Theorem 2.6 [11]. Let n  3 and let φ : Hn → Hn be a bijective map. Then φ preserves com-
mutativity in both directions if and only if there exists a unitary n × n matrix U and for every
A ∈ Hn there is a polynomial pA that is injective on σ(A) such that either
φ(A) = UpA(A)U∗ (4)
for every A ∈ Hn, or
φ(A) = UpA(At)U∗ (5)
for every A ∈ Hn.
The above two theorems were proved simultaneously. One can ask whether this result can
be improved in the finite-dimensional case. The first guess would be that one can get the same
conclusion without the bijectivity assumption or under the weaker assumption that commutativity
is preserved in one direction only. And indeed, it was proved in [17] that if we drop the bijectivity
assumption in Theorem 2.6 we still get the same conclusion. But surprisingly, there exist bijective
maps on Hn preserving commutativity in one direction only that are not of the nice form described
in Theorem 2.6. However, under the continuity assumption we can get a nice description of
commutativity preserving maps even without assuming that the maps under consideration are
surjective and under the weaker assumption of preserving commutativity in one direction only.
Namely, in [17] the following result was proved.
Theorem 2.7 [17]. Let n  3. Assume that φ : Hn → Hn is an injective continuous map such
that φ(A)φ(B) = φ(B)φ(A) for every pair of commuting matrices A,B ∈ Hn. Then there exists
a unitary n × n matrix U and for every A ∈ Hn there is a real polynomial pA such that either
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φ(A) = UpA(A)U∗
for every A ∈ Hn, or
φ(A) = UpA(At)U∗
for every A ∈ Hn.
It turns out that this kind of improvements are possible only in the finite-dimensional case
(for the counterexamples in the infinite-dimensional case see [17]). The main idea of the proof of
Theorem 2.7 is that under the continuity assumption we can again apply the dimension arguments
as in the linear case. This follows from the invariance of domain theorem [9, p. 344] stating that
if U is an open subset of Rk and F : U → Rk a continuous injective map, then F(U) is open.
In particular, there is no injective continuous map from Rk into Rm whenever m < k. Now, if
φ : Hn → Hn is an injective continuous commutativity preserving map and if A has a commutant
of a large dimension, then because of φ(A′) ⊂ φ(A)′, the commutant of φ(A) must be of a
large dimension as well. We can characterize hermitian matrices of the form scalar plus rank at
most one as those matrices with a commutant of a large dimension. So, after certain reductions
we can assume that φ maps projections of rank one into projections of rank one. As usual we
identify projections of rank one with one-dimensional subspaces of Cn. It is rather easy to see that
two different projections of rank one commute if and only if the corresponding one-dimensional
subspaces are orthogonal. Thus we get in a natural way a map on the projective space over Cn
preserving orthogonality and we can apply theorems from projective geometry to describe the
general form of such maps. In this way we describe the behaviour of φ on the set of all rank one
projections. It is then easy to see how φ behaves on the whole space Hn.
It is easier to study commutativity preserving maps onHn than onMn(C). Namely, two matrices
A,B ∈ Hn commute if and only if they are simultaneously unitarily diagonalizable and moreover,
ifV ⊂ Hn is a commutative subspace, then it is simultaneously unitarily diagonalizable. We do
not have such nice results in the case of the full matrix algebra. So, having in mind Theorem 2.7
one can ask a more difficult question whether also Theorem 2.4 can be improved in a similar way.
More precisely, do we get the same conclusion without the surjectivity assumption and under the
weaker assumption of preserving commutativity in one direction only? In the next section we will
show that the answer is in the affirmative.
3. Injective continuous preservers of commutativity
Theorem 3.1. Let n  4 and let φ : Mn(C) → Mn(C) be an injective commutativity preserving
continuous map. Then there exist an invertible matrix T ∈ Mn(C) and a locally polynomial map
A → pA(A) such that either
φ(A) = TpA(A)T −1
for all A ∈ Mn(C), or
φ(A) = TpA(At)T −1
for all A ∈ Mn(C), or
φ(A) = TpA(A)T −1
for all A ∈ Mn(C), or
φ(A) = TpA(A∗)T −1
for all A ∈ Mn(C).
1062 P. Šemrl / Linear Algebra and its Applications 429 (2008) 1051–1070
Proof. The first few steps are similar as in [17]. We already know that for every A ∈ Mn(C) we
have φ(A′) ⊂ φ(A)′. In particular, for every scalar λ we have
φ(Mn(C)) = φ((λI)′) ⊂ φ(λI)′.
By the invariance of domain theorem the subspace φ(λI)′ ⊂ Mn(C) cannot be a proper sub-
space of the full matrix algebra. Thus,φ(λI)′ = Mn(C), and consequently,φ maps scalar matrices
into scalar matrices.
For every A ∈ Mn(C) we have dim A′  n2 − 2(n − 1) if and only if A is a linear combination
of a scalar matrix and a rank one matrix. As a consequence, every A ∈ Mn(C) which is a linear
combination of a scalar matrix and a rank one matrix is mapped into a matrix of the same type.
Otherwise, φ would map A′, which is of dimension at least n2 − 2(n − 1), continuously and in-
jectively into φ(A)′, whose dimension would be strictly smaller than n2 − 2(n − 1), contradicting
the invariance of domain theorem.
Let A ∈ Mn(C) be of rank one. We will show that there exists a nonzero scalar λ such that
φ(λA) is not a scalar matrix. Assume on the contrary that φ(λA) = g(λ)I , λ ∈ C, for some
continuous injective function g : C → C. We know that φ(λI) = k(λ)I , λ ∈ C, for some con-
tinuous injective function k : C → C. The range of k is an open subset of C. By continuity,
limλ→0 g(λ) = g(0) = k(0). As the range of k is open there exists δ > 0 such that the range of
k contains the disc centered at k(0) with radius δ. Thus, there exist nonzero scalars μ and ν such
that g(μ) = k(ν), contradicting the injectivity of φ.
So, for every rank one matrix A ∈ Mn(C) there exist a nonzero scalar λ, a rank one matrix B,
and scalarsλ1, μ1, such thatλ1 /= 0, andφ(λA) = λ1B + μ1I . We will show thatφ(CA + CI ) ⊂
CB + CI . Indeed, if there were scalarsλ2, μ2 withλ2 /= 0, such thatφ(λ2A + μ2I ) /∈ CB + CI ,
then φ would map A′ = (λ2A + μ2I )′ injectively and continuously into B ′ ∩ φ(λ2A + μ2I )′,
which would be a proper subspace of B ′. This is impossible by the invariance of domain theorem.
Note that if φ(CA + CI ) ⊂ CB + CI and φ(CA + CI ) ⊂ CC + CI for some rank one matrices
B,C, then CB + CI = CC + CI , which further yields that B and C are linearly dependent. In
other words, the rank one matrix B with the property that φ(CA + CI ) ⊂ CB + CI is uniquely
determined up to a linear dependence.
Denote by M1n(C) ⊂ Mn(C) the set of all rank one matrices. Note that this is not a vector
space. But anyway, we can define the corresponding projective space as the set
PM1n(C) = {[A] : A ∈ M1n(C)},
where [A] is defined as [A] = {λA : λ ∈ C \ {0}}. For an arbitrary subsetS ⊂ M1n(C) we define
PS = {[A] : A ∈S}. By what we have proved, the map φ induces a map ψ : PM1n(C) →
PM1n(C) defined by ψ([A]) = [B], where A and B are rank one matrices as in the previous
paragraph.
In the next step we will show that if A1 and A2 are linearly independent rank one matrices and
φ(CAk + CI ) ⊂ CBk + CI , k = 1, 2, for some rank one matrices B1, B2, then B1 and B2 are
linearly independent as well. Assume on the contrary that φ(CAk + CI ) ⊂ CB + CI , k = 1, 2,
for some rank one matrix B. Then, by the invariance of domain theorem, φ(A′1) is an open subset
of B ′ containing φ(0) = λ0I . Take a matrix R ∈ A′2 such that R /∈ A′1. As φ(λR) tends to λ0I as λ
tends to zero we can find a nonzero scalar λ small enough such that φ(λR) ∈ φ(A′1), contradicting
the injectivity of φ.
We will identify n × n complex matrices with linear operators acting on Cn. Then we will
represent vectors x ∈ Cn as n × 1 matrices. Thus, the standard basis e1, . . . , en of Cn is the set
of all n × 1 matrices having all entries equal to zero but one that is equal to one. If x, y ∈ Cn
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are nonzero vectors, then xy∗ is a rank one matrix and every rank one matrix can be written in
this form. In particular, Eij = eie∗j , 1  i, j  n. If xy∗ and uv∗ are two rank one operators, then
we will write xy∗ ∼ uv∗ if and only if x and u are linearly dependent or y and v are linearly
dependent. For nonzero vectors x, y ∈ Cn we define
Lx = {xw∗ : w ∈ Cn \ {0}}
and
Ry = {uy∗ : u ∈ Cn \ {0}}.
Clearly, if A,B ∈ Mn(C) are rank one matrices, then A ∼ B if and only if A,B ∈ Lx for
some nonzero vector x, or A,B ∈ Ry for some nonzero vector y.
Next we will prove that if A,B ∈ M1n(C) are linearly independent rank one matrices satis-
fying A ∼ B and ψ([A]) = [A1] and ψ([B]) = [B1], then A1 ∼ B1. To prove this we have to
verify that for linearly independent rank one matrices A and B, the following statements are
equivalent:
• A ∼ B,
• dim(A′ ∩ B ′) = n2 − 3n + 3,
• dim(A′ ∩ B ′)  n2 − 3n + 3.
Assume for a moment that we have already proved this equivalence and that A,B ∈ M1n(C) are
linearly independent rank one matrices satisfying A ∼ B and ψ([A]) = [A1] and ψ([B]) = [B1].
Then from φ(A′ ∩ B ′) ⊂ A′1 ∩ B ′1 and the invariance of domain theorem we get
dim(A′1 ∩ B ′1)  dim(A′ ∩ B ′) = n2 − 3n + 3.
Consequently, A1 ∼ B1, as desired. It follows that for every nonzero x ∈ Cn we have either
ψ(PLx) ⊂ PLz for some nonzero z ∈ Cn, or ψ(PLx) ⊂ PRy for some nonzero y ∈ Cn.
To prove the above equivalence we have to calculate dim(A′ ∩ B ′) for every pair of linearly
independent rank one matrices A and B. When calculating this dimension we will all the time use
the obvious fact that dim(A′ ∩ B ′) = dim(C′ ∩ D′) if C = λSAS−1 and D = μSBS−1, where
λ and μ are nonzero complex numbers and S is any invertible n × n complex matrix. Also,
dim(A′ ∩ B ′) = dim((At)′ ∩ (B t)′) for every pair A,B ∈ Mn(C).
Assume first that one of the rank one matrices A and B, say A, is a scalar multiple of an
idempotent of rank one. Then we may assume with no loss of generality that A = E11. Assume
also that A ∼ B. Then after going to transposes, if necessary, we have B = e1y∗ for some nonzero
y ∈ Cn. If y∗e1 /= 0, then we may assume after multiplying B by a nonzero constant and going
to a simultaneously similar pair of matrices that A = E11 and B = E11 + E12, while in the case
when y∗e1 = 0 we may assume that A = E11 and B = E12. In both cases the set A′ ∩ B ′ is equal
to the set of all matrices of the form⎡
⎢⎢⎢⎢⎢⎢⎢⎣
λ 0 0 0 · · · 0
0 λ 0 0 · · · 0
0 ∗ ∗ ∗ · · · ∗
0 ∗ ∗ ∗ · · · ∗
...
...
...
...
.
.
.
...
0 ∗ ∗ ∗ · · · ∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,
and consequently, dim(A′ ∩ B ′) = n2 − 3n + 3, as desired.
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Next, we are going to consider the case when A = E11 and AB. So, we have B = xy∗,
where both x and y are linearly independent of e1. If they are both orthogonal to e1, that is,
e∗1x = e∗1y = 0, then AB = BA = 0. It follows that B is of the form
B =
[
0 0
0 B1
]
where B1 is a rank one (n − 1) × (n − 1) matrix. Then clearly, C ∈ A′ ∩ B ′ if and only if
C =
[
d1 0
0 C1
]
,
whereC1 ∈ B ′1 ⊂ Mn−1(C). The commutant ofB1 inMn−1(C) is of dimension (n − 1)2 − 2(n −
2). Hence, dim(A′ ∩ B ′) = 1 + (n − 1)2 − 2(n − 2) = n2 − 4n + 6, as desired. Thus, we may
assume from now on that at least one of x and y is not orthogonal to e1. Going to transposes,
if necessary, we may assume that x is not orthogonal to e1. After multiplying B by a nonzero
constant and replacing A and B by simultaneously similar matrices we may assume that A = E11
and B = (e1 + e2)u∗, where u is a vector linearly independent of e1. Let C be any matrix from
A′ ∩ B ′. From CE11 = E11C and C(e1 + e2)u∗ = (e1 + e2)u∗C we get that Ce1 = λe1 and
C(e1 + e2) = μ(e1 + e2) for some scalars λ and μ. Applying CE11 = E11C once more, we see
that Ce2 ∈ span{e2, . . . , en}. It follows that every C ∈ A′ ∩ B ′ is of the form⎡
⎢⎢⎢⎢⎢⎢⎢⎣
λ 0 0 0 · · · 0
0 λ ∗ ∗ · · · ∗
0 0 ∗ ∗ · · · ∗
0 0 ∗ ∗ · · · ∗
...
...
...
...
.
.
.
...
0 0 ∗ ∗ · · · ∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,
and consequently, dim(A′ ∩ B ′)  n2 − 3n + 3. The equality case appears only when A′ ∩ B ′ is
the set of all matrices of the above form. But then B = (e1 + e2)u∗ has to commute with every
C of the above form which yields that u and e1 are linearly dependent, a contradiction. Thus,
dim(A′ ∩ B ′) < n2 − 3n + 3, as desired.
So, it remains to consider the case when both A and B are square-zero rank one matrices.
Assume first that A ∼ B. Then we may assume with no loss of generality that A = E12 and
B = E13. In this case the set A′ ∩ B ′ consists of all matrices of the form⎡
⎢⎢⎢⎢⎢⎢⎢⎣
λ ∗ ∗ ∗ · · · ∗
0 λ 0 0 · · · 0
0 0 λ 0 · · · 0
0 ∗ ∗ ∗ · · · ∗
...
...
...
...
.
.
.
...
0 ∗ ∗ ∗ · · · ∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
Thus, we have the required equality dim(A′ ∩ B ′) = n2 − 3n + 3.
In the final case we have square-zero matrices A = xy∗ and B = uv∗ with x and u linearly
independent and y and v linearly independent. We may, and we will assume that x = e1 and
u = e2. So, we have
A =
⎡
⎣0 λ z
∗
0 0 0
0 0 0
⎤
⎦ and B =
⎡
⎣0 0 0μ 0 w∗
0 0 0
⎤
⎦ ,
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where λ,μ ∈ C and z,w ∈ Cn−2. If λ /= 0 then we may assume with no loss of generality that
z = 0, and similarly, if μ /= 0 then there is no loss of generality in assuming that w = 0. Indeed,
these two reductions can be obtained by replacing A and B by SAS−1 and SBS−1, respectively,
where
S =
⎡
⎣1 0 p
∗
0 1 q∗
0 0 I
⎤
⎦ and S−1 =
⎡
⎣1 0 −p
∗
0 1 −q∗
0 0 I
⎤
⎦
for an appropriate pair of vectors p, q ∈ Cn−2. Thus, if both λ and μ are nonzero, we may assume,
after multiplying A and B by λ−1 and μ−1, respectively, that A = E12 and B = E21. In this case
A′ ∩ B ′ consists of all matrices of the form⎡
⎢⎢⎢⎢⎢⎣
λ 0 0 · · · 0
0 λ 0 · · · 0
0 0 ∗ · · · ∗
...
...
...
.
.
.
...
0 0 ∗ · · · ∗
⎤
⎥⎥⎥⎥⎥⎦
,
and consequently, dim(A′ ∩ B ′) = n2 − 4n + 5 < n2 − 3n + 3.
If λ = 0 and μ = 0 then because AB, the vectors z and w are linearly independent. Hence,
we can find an invertible Q ∈ Mn−2(C) such that z∗Q−1 and w∗Q−1 are the first two vectors of
the standard basis of Cn−2. Replacing A and B by SAS−1 and SBS−1, where
S =
[
I 0
0 Q
]
,
we may assume that A = E13 and B = E24. It follows that dim(A′ ∩ B ′) = n2 − 4n + 6 < n2 −
3n + 3 in this case as well.
In the remaining case that exactly one of the scalars λ and μ, say λ is nonzero, we may assume
that A = E12 and after replacing A and B by SAS−1 and SBS−1, where
S =
[
I 0
0 Q
]
with Q being an appropriate invertible matrix, we arrive at the case A = E12 and B = E23. It is
easy to check that dim(A′ ∩ B ′) < n2 − 3n + 3 in this last case as well.
We already know that for every nonzero x ∈ Cn we have either ψ(PLx) ⊂ PLz for some
nonzero z ∈ Cn, or ψ(PLx) ⊂ PRy for some nonzero y ∈ Cn. After composing φ with the
transposition map, if necessary, we may assume that there exists a nonzero x ∈ Cn such that
ψ(PLx) ⊂ PLz for some nonzero z ∈ Cn. We will prove that ψ(PLx) = PLz. We know that φ
maps the (n + 1)-dimensional space
{λI + xp∗ : λ ∈ C and p ∈ Cn}
injectively and continuously into the (n + 1)-dimensional space
{λI + zp∗ : λ ∈ C and p ∈ Cn}.
The φ-image of the first space is an open subset of the second one containing at least one scalar
matrix, and consequently, ψ(PLx) = PLz, as desired.
Let y ∈ Cn be any nonzero vector. The subspaces
W1 = {λI + xp∗ : λ ∈ C and p ∈ Cn}
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and
W2 = {λI + qy∗ : λ ∈ C and q ∈ Cn}
have a two-dimensional intersection
{λI + μxy∗ : λ,μ ∈ C}.
We have either ψ(PRy) = PLu for some nonzero u ∈ Cn, or ψ(PRy) = PRw for some
nonzero w ∈ Cn. We will prove that the first possibility cannot occur.
Assume on the contrary thatψ(PRy) = PLu. Clearly, either PLz ∩ PLu = ∅, or PLz = PLu.
In the first case the two-dimensional subspace W1 ∩ W2 is mapped injectively and continuously
into the one-dimensional space of scalar matrices, a contradiction. In the second case W1 is
mapped onto some open subset O1 of the subspace
{λI + zp∗ : λ ∈ C and p ∈ Cn}
while W2 is mapped onto some open subset O2 of the same subspace. If φ(W1 ∩ W2) is a proper
subset of O1 ∩ O2, then we can find matrices Aj ∈ Wj \ (W1 ∩ W2), j = 1, 2, such that φ(A1) =
φ(A2) ∈ O1 ∩ O2, contradicting the injectivity of φ. Thus, φ(W1 ∩ W2) = O1 ∩ O2, which is
impossible as W1 ∩ W2 is a two-dimensional subspace, while O1 ∩ O2 is a nonempty open subset
of an (n + 1)-dimensional subspace.
Hence, we have proved that for every nonzero y ∈ Cn there exists a nonzero w ∈ Cn such that
ψ(PRy) = PRw. Now we can prove using exactly the same arguments that for every nonzero
x ∈ Cn there exists a nonzero z ∈ Cn such that ψ(PLx) = PLz.
Next, we will prove that the map ψ is bijective. We already know that it is injective. For
surjectivity choose nonzero vectors x and y and let ψ(PLx) = PLz and ψ(PRy) = PRw. Let
A = pq∗ be any rank one matrix. If p and z are linearly dependent then [A] is contained in
the range of ψ and the same is true if q and w are linearly dependent. So, assume that p and
z are linearly independent and that q and w are linearly independent. Since pw∗ ∈ Rw it fol-
lows from ψ(PRy) = PRw that ψ([p1y∗]) = [pw∗] for some nonzero vector p1, and similarly,
ψ([xq∗1 ]) = [zq∗] for some nonzero vector q1. Set φ([p1q∗1 ]) = [ab∗]. Then ab∗ ∼ pw∗ and
ab∗ ∼ zq∗. If a and p are linearly dependent, then a and z are linearly independent, and then
it follows from ab∗ ∼ zq∗ that b and q are linearly dependent. Thus, [ab∗] = [pq∗] = [A] is
contained in the range of ψ and we are done. It remains to show that the assumption that a and
p are linearly independent leads to a contradiction. Indeed, then ab∗ ∼ pw∗ yields that b and w
are linearly dependent. Then we get from ab∗ ∼ zq∗ that a and z are linearly dependent. From
here we further conclude that
ψ([p1q∗1 ]) = [ab∗] = [zw∗] = ψ([xy∗]),
and by injectivity of ψ , the vectors p1 and x are linearly dependent. Hence, from ψ([p1y∗]) =
[pw∗] we conclude that ψ(PLx) = PLp which together with ψ(PLx) = PLz yield that p and
z are linearly dependent, a contradiction.
Our next goal is to prove that if A,B ∈ M1n(C) satisfy AB = 0 and ψ([A]) = [A1] and
ψ([B]) = [B1], then A1B1 = 0. First observe that if two rank one matrices C and D are linearly
independent and commute then CD = DC = 0. Indeed, identifying matrices with operators we
observe that the linear independence implies that C and D have different images or different
kernels. We will consider only the first case. If CD /= 0 then CD = DC are rank one matrices
with different images, a contradiction. Now, let A = xy∗ and B = uv∗ be rank one matrices
with y∗u = 0. We know that ψ(PLu) = PLw for some nonzero w ∈ Cn and ψ(PRy) = PRz
for some nonzero z ∈ Cn. Then A1 ∈ Rz and B1 ∈ Lw. We can find C ∈ Lu such that A and C
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are linearly independent commutative matrices. By what we have just proved we have z∗w = 0,
and consequently, A1B1 = 0, as desired.
Thus, we can apply [14, Lemma 2.2] to conclude that there exist an invertible T ∈ Mn(C) and
an automorphism τ : C → C such that
ψ([A]) = [TAτT −1]
for every rank one matrix A. After composing φ with the similarity transformation, A → T −1AT ,
we may, and we will assume that T is the identity. There exists a nonzero scalar λ0 such
that φ(λ0E11) is not a scalar matrix. After pre-multiplying φ by an appropriate constant we
may assume that λ0 = 1. We have φ(E11 + λE12) = α(λ)(E11 + τ(λ)E12) + β(λ)I for some
functions α, β : C → C. If λ → 0, then by the continuity assumption φ(E11 + λE12) tends to
φ(E11) = ηE11 + ξI , η /= 0, and consequently, limλ→0 β(λ) = ξ and limλ→0 α(λ) = η /= 0. It
follows that limλ→0 α(λ)τ(λ) = η limλ→0 τ(λ) = 0. Thus, τ is an automorphism of the complex
field that is continuous at zero. Therefore, we have either τ(λ) = λ, λ ∈ C, or τ(λ) = λ, λ ∈ C.
Composing φ with the map A → A, if necessary, we may and we do assume that for every rank
one matrix A there exist scalars λ,μ such that φ(A) = λA + μI .
LetA ∈ Mn(C) be a diagonalizable matrix,A=S diag(λ1, . . . , λn)S−1. For every j =1, . . . , n
there exists μj such that SμjEjjS−1 is not a scalar matrix. Hence, φ(SμjEjjS−1) = ηjSEjj
S−1 + ξj I withηj /=0. SinceA commutes with everySμjEjjS−1 we haveφ(A)=S diag(ν1, . . . ,
νn)S
−1 for some scalars ν1, . . . , νn. In particular, φ(A)A = Aφ(A) for every diagonalizable
matrix. The set of diagonalizable matrices is dense in Mn(C), and thus, φ(A) commutes with A
for every A ∈ Mn(C).
Recall that a matrix A is called nonderogatory if it has only one Jordan cell for each eigenvalue.
If A is nonderogatory and B commutes with A, then B is a polynomial of A. Hence, for every
nonderogatory matrix A there exists a polynomial pA such that φ(A) = pA(A).
Let P ∈ Mn(C) be any non-trivial idempotent matrix,
P = S
[
I 0
0 0
]
S−1.
Then P commutes with every scalar multiple of a rank one idempotent Q of the form
Q = S
[
R 0
0 0
]
S−1,
where R is a rank one idempotent matrix of the appropriate size, as well as with every scalar
multiple of a rank one idempotent Q of the form
Q = S
[
0 0
0 R
]
S−1,
where R is a rank one idempotent matrix of the appropriate size. From the fact that φ(μP ), μ ∈ C,
commutes with every φ(λQ), where λ is any scalar and Q is as above, we get that φ(μP ) is a
linear combination of P and I for every μ ∈ C. As in the case of rank one matrices we can apply
the continuity assumption to conclude that there is at least one nonzero μ such that φ(μP ) is not
a scalar matrix. It follows that if a matrix A ∈ Mn(C) commutes with an idempotent matrix P ,
then φ(A) commutes with P as well.
In order to complete the proof we have to show that for every A ∈ Mn(C) there exists a
polynomial pA such that φ(A) = pA(A). We will only show that this is true for matrices with
two Jordan cells in the Jordan canonical form, since the same simple idea works in the general
case as well. So, let
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A = S
[
Jk(λ) 0
0 Jn−k(μ)
]
S−1,
where Jk(λ) is the k × k Jordan cell with the eigenvalue λ and k  n − k. If λ /= μ, then A is
nonderogatory and we are done. In the case that λ = μ we have
A = lim
n→∞An,
where
An = S
[
Jk(λ) 0
0 Jn−k(λ + (1/n))
]
S−1.
Each An is mapped into a matrix of the form
S
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a1 a2 a3 · · · ak
0 a1 a2 · · · ak−1
0 0 a1 · · · ak−2
...
...
...
.
.
.
...
0 0 0 · · · a1
0
0
b1 b2 b3 · · · bn−k
0 b1 b2 · · · bn−k−1
0 0 b1 · · · bn−k−2
...
...
...
.
.
.
...
0 0 0 · · · b1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
S−1.
Hence, φ(A) = limn→∞ φ(An) is also of the above form. We have to show that a1 = b1, a2 =
b2, . . . , an−k = bn−k . Clearly, the matrix A commutes with the idempotent matrix
P = S
[
I V
0 0
]
S−1,
where V =
[
I
0
]
. In both cases, I denotes the identity matrix of the appropriate size. Thus, φ(A)
commutes with P which directly yields the desired equalities a1 = b1, a2 = b2, . . . , an−k =
bn−k . This completes the proof of the theorem. 
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