This paper considers the problem of multi-sample nonparametric comparison of counting processes with panel count data, which arise naturally when recurrent events are considered. Such data frequently occur in medical follow-up studies and reliability experiments, for example. For the problem considered, we construct two new classes of nonparametric test statistics based on the accumulated weighted differences between the rates of increase of the estimated mean functions of the counting processes over observation times, wherein the nonparametric maximum likelihood approach is used to estimate the mean function instead of the nonparametric maximum pseudolikelihood. The asymptotic distributions of the proposed statistics are derived and their finite-sample properties are examined through Monte Carlo simulations. The simulation results show that the proposed methods work quite well and are more powerful than the existing test procedures. Two real data sets are analyzed and presented as illustrative examples.
1. Introduction. Consider a study that concerns some recurrent event, and suppose that each subject in the study gives rise to a counting process N (t), denoting the total number of occurrences of the event of interest up to time t. Also suppose that for each subject, observations include only the values of N (t) at discrete observation times or the numbers of occurrences of the event between the observation times. Such data are usually referred to as panel count data [Sun and Kalbfleisch (1995) , Wellner and Zhang (2000) ].
Our focus here will be on the situation when such a study involves k (≥ 2) groups. Let Λ l (t) denote the mean function of N (t) corresponding to the lth group for l = 1, . . . , k. The problem of interest is then to test the hypothesis H 0 : Λ 1 (t) = · · · = Λ k (t). This is an electronic reprint of the original article published by the Institute of Mathematical Statistics in The Annals of Statistics, 2009 , Vol. 37, No. 3, 1112 -1149 . This reprint differs from the original in pagination and typographic detail. 1 2
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A number of authors have discussed the analysis of recurrent event data when each subject in the study is observed continuously over an interval or when the exact times of occurrences of the recurrent event are known. For example, the book by Andersen et al. (1993) presents many of the commonly used statistical methods for the analysis of recurrent event data. In contrast, there exists limited research on the analysis of panel count data. Sun and Kalbfleisch (1995) and Wellner and Zhang (2000) studied estimation of the mean function of N (t). Sun and Wei (2000) and Zhang (2002) discussed regression analysis for such data. To test the hypothesis H 0 , Thall and Lachin (1988) suggested transforming the problem to a multivariate comparison problem and then applying a multivariate Wilcoxon-type rank test. Sun and Fang (2003) proposed a nonparametric procedure for this problem, but their procedure depends on the assumption that treatment indicators can be regarded as independent and identically distributed random variables, which may not be the case in practice. Park, Sun and Zhao (2007) proposed a class of nonparametric tests for the two-sample comparison based on the istonic regression estimator of the mean function of counting process. Zhang (2006) also presented nonparametric tests for the problem based on the nonparametric maximum pseudo-likelihood estimator, which is equivalent to the istonic regression estimator [Wellner and Zhang (2000) ]. Also, Wellner and Zhang (2000) showed through Monte Carlo simulations that the nonparametric maximum likelihood estimator (NPMLE) of the mean function is more efficient than the nonparametric maximum pseudo-likelihood estimator (NPMPLE). However, no nonparametric tests have been discussed in the literature for panel count data based on the NPMLE, since the NPMLE is more complicated both theoretically and computationally. It is, therefore, particularly important to develop nonparametric tests based on the NPMLE for panel count data. One would naturally expect the tests based on the NPMLE to be more powerful than the tests based on the NPMPLE. However, unlike the isotonic regression estimate, the maximum likelihood estimate has no closed-form expression and its computation requires an iterative convex minorant algorithm. In this paper, we propose some nonparametric tests based on the maximum likelihood estimator and then compare them with the existing tests for the problem of multi-sample nonparametric comparison of counting processes with panel count data.
The rest of the paper is organized as follows. Section 2 discusses estimation of the mean function and the existing nonparametric tests for the hypothesis H 0 when only panel count data are available. The asymptotic normality of the functional of the NPMLE is established, while its proof is presented in Section 6. Section 3 presents two classes of nonparametric test statistics. The statistics, motivated by the property of the NPMLE and the idea used in survival analysis, are formulated as the integrated weighted difference between the rates of increase of the estimated mean functions corresponding to TESTS FOR PANEL COUNT DATA 3 the pooled data and each group or two groups. The asymptotic normality of these test statistics is also established, while proofs are given in Section 6. In Section 4, finite-sample properties of the proposed test statistics are examined through Monte Carlo simulations. In Section 5, we apply the proposed methods to two data from a floating gallstones study and a bladder tumor study, respectively.
2. Nonparametric maximum likelihood estimation of mean function. Wellner and Zhang (2000) studied two estimators of the mean of a counting process with panel count data: the nonparametric maximum pseudo-likelihood estimator and the nonparametric maximum likelihood estimator. To describe the test statistics, we introduce first the NPMLE. Suppose that N = {N (t) : t ≥ 0} is a nonhomogeneous Poisson process with the mean function E(N (t)) = Λ 0 (t). Suppose that K is an integer-valued random variable and T = {T k,j , j = 1, . . . , k, k = 1, 2, . . .} is a random triangular array, where T k,j−1 < T k,j and T k,0 = 0, for j = 1, . . . , k and k = 1, 2, . . . . We assume that
where T k is the kth row of the triangular array T and
. . , n is a random sample of size n from the distribution of X. Let X = (X 1 , . . . , X n ). Then, the log-likelihood function for the mean function Λ is
after omitting the parts independent of Λ.
Let t 1 < · · · < t m denote the ordered distinct observation time points in the set of all observation time points {T K i ,j , j = 1, . . . , K i , i = 1, . . . , n}. Then the NPMLE of Λ 0 ,Λ n , is defined to be the nondecreasing, nonnegative step function with possible jumps only occurring at t ℓ , ℓ = 1, . . . , m that maximizes l n (Λ|X). Wellner and Zhang (2000) gave the characteristic and the algorithm for computing this estimator, and studied its asymptotic properties.
Next, we need some more notation, some of which was introduced by Schick and Yu (2000) and Wellner and Zhang (2000) . Let B denote the collection of Borel sets in R, and let B [0,τ ] 
The existing nonparametric tests [Park, Sun and Zhao (2007) , Zhang (2006) ] are based on the asymptotic normality of a smooth functional of the nonparametric maximum pseudo-likelihood estimator (the istonic regression estimator)Λ n ,
where W (t) is a weight function and P is the probability measure of X, P f = f dP . However, it is unknown if the asymptotic normality of the functional of the nonparametric maximum likelihood estimator τ 0 W (t){Λ n (t) − Λ 0 (t)} dµ 1 (t) still holds. We observe a key to the proof of such asymptotic normality is to use an important characteristic of theΛ n given by
for any real function ϕ. However, from (2.13) of Wellner and Zhang (2000) , the corresponding characteristic of the NPMLE can be written as
where
and
Equation (2.2) can be extended to the form
which will be shown in Lemma 1. Clearly, the structure of (2.3) is different from that of (2.1) and is much more complicated. This is why the derivation of the asymptotic property of
has not been done yet. So, we need to develop a new form of the test statistic when the NPMLE is used to estimate the mean function of counting process with panel count data. Motivated by such characteristic of the NPMLE, we define
It is easy to see that P f Λ (X) can be expressed as
For establishing asymptotic results on P fΛ n (X), we need the following regularity conditions:
A. There exists a constant K 0 such that P {K ≤ K 0 } = 1 and that the random variables T k,j 's take values in a bounded set [τ 0 , τ ], where τ 0 , τ ∈ (0, ∞).
B. The mean function Λ 0 is strictly increasing such that Λ 0 (τ 0 ) > 0 and
C. There exists a constant L 0 such that
D. E{e cN (t) } is uniformly bounded for t ∈ [0, τ ] and some constant c. E. µ 1 ({τ 0 }) > 0 and for all τ 0 < τ 1 < τ 2 < τ , µ 1 ((τ 1 , τ 2 )) > 0.
Condition C holds if Λ 0 is differentiable, Λ ′ 0 has a positive lower bound in [τ 0 , τ ] and P {min 1≤j≤K (T K,j − T K,j−1 ) ≥ s 0 } = 1 for some fixed time s 0 , 
0 is not only bounded Lipschitz but also monotone. However, the assumption that
is monotone is not required for the tests with interval-censored data as a special case of panel count data [see Huang and Wellner (1995) and Zhang, Liu and Zhan (2001) 
in distribution, where U w has a normal distribution with mean zero and variance σ 2 w with
which can be consistently estimated bŷ
3. Nonparametric tests. Consider a longitudinal study that is concerned with some recurrent event and involves n independent subjects, n l in the lth group with n 1 + · · · + n k = n and k ≥ 2. Let N i (t) denote the counting process arising from subject i and Λ l (t) (l = 1, . . . , k) be as defined before, for i = 1, . . . , n. Suppose that each subject is observed only at discrete time points 0 < T K i ,1 < · · · < T K i ,K i and that no information is available about N i (t) between observation times; that is, only panel count data are available. For simplicity, assume that H 0 is true and let Λ 0 (t) denote the common mean function of the N i (t)'s.
LetΛ n l denote the nonparametric maximum likelihood estimate of Λ l based on samples from all the subjects in the lth group, andΛ n based on the pooled data. To test the hypothesis H 0 , motivated by our asymptotic results in Section 2 and an idea commonly used in survival analysis [e.g., Andersen et al. (1993) , Pepe and Fleming (1989) , Petroni and Wolfe (1994) , Cook, Lawless and Nadeau (1996) , Zhang, Liu and Zhan (2001) , Park, Sun and Zhao (2007) , Zhang (2002 Zhang ( , 2006 ], we propose the statistics
n is the integrated weighted difference between the rates of increase of Λ n andΛ n l over the observation times and the statistic V (l) n has a similar meaning. For the selection of the weight process W (l) n (t), a simple and natural choice is W
. . , k, in which case weights are proportional to the number of subjects under observation. Based on groups, one may choose the weight process W where Y n l (t) (l = 1, . . . , k) are defined as Y n (t), with the summation being only over subjects in the lth group. Some weight processes similar to W (3) n have been used when recurrent event data are observed [see Andersen et al. (1993) ]. In addition,
/n is also chosen as another weight process by Zhang (2006) . Some other possible choices are
Now, we state the asymptotic distribution of 
Also, suppose that n l /n → p l as n → ∞, where 0 < p l < 1, l = 1, . . . , k and
(i) U n has an asymptotic normal distribution with mean vector 0 and covariance matrix
(ii) V n has an asymptotic normal distribution with mean vector 0 and covariance matrix
for l = 1, . . . , k, then Σ Uw and Σ Vw can be consistently estimated bŷ
Let U 0 denote the first (k − 1) components of U n andΣ 0 the matrix obtained by deleting the last row and column ofΣ Un . Then, using Theorem 3.1, two tests can be carried out for testing H 0 by means of the statistic
Vn V n , which have asymptotically a central χ 2 -distribution with (k − 1) degrees of freedom. This can be seen readily from the proof of the theorem.
Remark 1. If the weight process W (l)
n is symmetric about X 1 , . . . , X n , then (3.6) is equivalent to
Remark 2. For selection of weight processes, Zhang (2006) required that W n (t), W (t) and W • Λ −1 0 are monotone. These monotonicity assumptions restrict availability of weight processes. For example, the weight process
Yn 1 (t)+Yn 2 (t) is often used in survival analysis, but it is not monotone. In addition, the monotonicity assumption on the weight process is not appropriate for deriving optimal tests under alternatives. In the above theorem, we have removed these assumptions. Therefore, compared to those stated in Zhang (2006) , more weight processes are available here. It can be easily shown that the weight processes mentioned earlier all satisfy the conditions required by the theorem.
4. Simulation study. To examine the finite-sample properties of the proposed test statistics and compare them with those of the tests presented by Sun and Fang (2003) , Park, Sun and Zhao (2007) and Zhang (2006) , we carry out a simulation study for the two-sample comparison problem. When k = 2, the null hypothesis can be tested by
n /σ V , which have asymptotic standard normal distribution, wherê
, and U
(1)
n andσ l are as given in (3.1), (3.2) and (3.9), respectively. Let T SF , T PSZ and T Z denote the tests presented by Sun and Fang (2003) , Park, Sun and Zhao (2007) and Zhang (2006) , respectively. Here, we focus on evaluating the performance of T 1 and T 2 and comparing them to those of T PSZ , T Z and T SF . Note that T Z = T PSZ for k = 2. To generate panel count data {k i , t ij , n ij , j = 1, . . . , k i , i = 1, . . . , n}, we mimic medical follow-up studies such as the examples discussed in the next section. We first generate the number of observation times k i from the uniform distribution U {1, . . . , 10}, and then, given k i , we generate observation times t ij 's from U {1, . . . , 10}, for simplicity. To generate n ij 's, we assume that N i 's are nonhomogeneous Poisson or mixed Poisson processes. In particular, let {ν i , i = 1, . . . , n} be independent and identically distributed random variables, and given ν i , let N i (t) be a Poisson process with mean function Λ i (t|ν i ) = E(N i (t)|ν i ). Let S l denote the set of indices for subjects in group l, l = 1, 2. For the objective of the study, we consider two cases as follows:
Figures 1 and 2 display the graphs of the true mean functions for two cases with ν = 1 and different values of β. It can be seen that the two mean functions do not overlap in Case 1 and they cross over in Case 2. For each case, we consider ν i = 1 and ν i ∼ Gamma(2, 1/2), corresponding to Poisson and mixed Poisson processes, respectively. For each setting, we consider two sample sizes, n 1 = n 2 = 50 and 100, respectively. As mentioned earlier in Section 3, we choose the four weight processes
The NPMLEsΛ n andΛ n l are computed by using the modified iterative convex minorant algorithm (MICM) [see Wellner and Zhang (2000) ]. All the results reported here are based on 1000 Monte Carlo replications using R software. Tables 1-4 present the estimated sizes and powers of the proposed test statistics T 1 and T 2 and those of the test statistics T PSZ , T Z and T SF [Park, Sun and Zhao (2007) , Zhang (2006) , Sun and Fang (2003) ] at significance level α = 0.05 for different values of β and the four weight processes based on the simulated data for the two cases with ν i = 1 and ν i ∼ Gamma(2, 1/2), respectively. When ν i = 1, the N i (t)'s are Poisson processes; when ν i ∼ Gamma(2, 1/2), the N i (t)'s are mixed Poisson processes. The first part of the table is for the situation with the total sample size of 100, and the second part is for the situation with the total sample size of 200. For Case 1 considered here, the proposed tests display good power properties and the powers are close for the four weight processes. As expected, the power increases when the sample size increases, and the power decreases in the presence of more variability. As seen in Tables 1 and 2 , the proposed tests with W
(1) n (t) have the best power performance, and the proposed tests based on the NPMLE are more powerful than the tests based on NPMPLE when more variability exists, as one would expect. For Case 2 considered here, the proposed tests also display good power properties, but the powers rely on choices of weight processes. As seen in Tables 3 and 4 , the proposed tests with W (4) n have the best power performance, and the proposed tests with appropriate weights based on NPMLE are much more powerful and more robust than those based on NPMPLE in this case. For example, when β = 5, 8 for mixed Poisson processes, the new tests with W (4) n have good powers, but the tests T PSZ and T Z [Park, Sun and Zhao (2007) , Zhang (2006) ] with four weights and T SF [Sun and Fang (2003) ] have very poor powers. For all situations considered here, the performance of T 1 and T 2 are the same.
Note that the tests with different weights have different powers for Case 2. Let's explain why these results are reasonable. In this case, two true mean functions cross over at time t = β, the differences before this time point 
Table 3 Estimated power of the proposed test for Poisson processes in Case 2

T2
TPSZ and TZ and after this time point have different signs; the difference after this point seems to dominate the difference before this point for the cases of β = 3, 5 and seems to be dominated by the difference before this point for the case 
TPSZ and TZ n , and the test with W (4) n has the largest power since it weights the difference at later times more than those with W n are very poor. This is because the small difference with large weights before this point and the large difference with small weights after this point seem to cancel each other. When β = 8, the tests with W (1) n = 1 has a poor power though the difference at earlier times seems to dominate the difference at later times. This can be understood from the expressions of the test statistics U n and V n , where the differences with different signs multiplied by the value of the mean function may cancel each other, since the mean function takes small values at earlier times and large values at later times. When β = 8, the test with W (4) n still perform well. This is because it puts zero weight at earlier times and heavier weight at later times. Similar situations happened in real examples considered in the next section.
To evaluate the asymptotic result given in Theorem 3.1, the quantile plots of the test statistic T 2 against the standard normal distribution are constructed. Figures 3 and 4 present the plots for the cases with W n (t) = W (1) n (t) and n = 100 and n = 200, respectively, and they clearly reveal that the asymptotic approximation is very good. Similar plots were obtained for test statistic T 1 and other situations as well.
In the above simulation study, we did examine all four weight processes suggested earlier in Section 3; in Case 1, the weight process W
(1) n yielded slightly higher power than the other three weight processes, and in Case 2, the weight process W (4) n yielded the largest power. These simulation results suggest that, when the mean functions do not cross over, the test with the equal weight has a good power; otherwise, the test with the unequal and appropriate weight will also have a good power. In general, one can choose the weight process based on the behavior of the NPMLEs of the mean functions to improve power, since the true mean functions are unknown. When the difference of mean functions at earlier times dominate the difference at later times, the tests with W (2) n and W (3) n tend to have good powers; when the difference of mean functions at later times dominate the difference at earlier times, the test with W (4) n tends to have a good power. In addition to the four processes considered here, some other weight processes can be found in Andersen et al. (1993) , which discusses nonparametric treatment comparison based on recurrent event data. It would, therefore, be of great interest to investigate the problem of the selection of a weight process based on data. The new tests based on the NPMLE are more powerful and more robust than the existing tests based on the NPMPLE. One possible reason is that the NPMLE is more efficient than the NPMPLE. The main drawback of the NPMPLE is that the dependence of events within a subject is ignored. Another reason is that the structure of new test statistic is more reasonable, since it is based on the characteristic of the NPMLE.
Illustrative examples.
To illustrate the proposed method, we consider here two examples: a floating gallstones study and a bladder tumor study.
5.1.
A floating gallstones study. Thall and Lachin (1988) described a follow-up study on patients with floating gallstones. The data consist of the first year follow-up of the patients in two study groups, placebo (48) and high-dose chenodiol (65), from the National Cooperative Gallstone Study. The observed data include the successive visit times in study weeks and the associated counts of episodes of nausea for patients in different treatment groups [see Table 1 of Thall and Lachin (1988) ]. The whole study consists of 916 patients who were randomized to placebo, low dose or high dose group and followed for up to two years. During the study, patients were scheduled to return for clinical visits at 1, 2, 3, 6, 9 and 12 months. In reality, most of the patients visited about six times within the first year, but actual visit times differ from patient to patient. Some patients had only one visit and some had 9 visits. As pointed out by Thall and Lachin (1988) , there is no evidence that the number of observations and actual observation times are related to the incidence of nausea, and so it seems reasonable to assume that conditions required for the asymptotic results hold in this case. The problem of interest here is to compare the two treatment groups in terms of the incidence rates of nausea.
To test the difference between the two groups, we treated the placebo group as Group 1 (Λ 1 (t)) and the high-dose chenodiol group as Group 2 (Λ 2 (t)) and applied the proposed method to the data from 113 gallstone patients in the two groups to test the null hypothesis H 0 : Λ 1 (t) = Λ 2 (t). The nonparametric maximum likelihood estimators of the incidence rates of nausea and the increments of the estimators are shown in Figures 5 and 6. We obtained T 1 = 0.175 and T 2 = 0.206 with W n (t) = W n (t), which correspond to p-values ≪ 0.0001. The proposed tests with appropriate weights suggest that the incidence rates of nausea were significantly different for the patients in the two groups, and this agrees with the results given in Thall and Lachin (1988) ; the proposed unweighted test fails to reject H 0 . This can be easily understood by looking at the behavior of increments of the estimators. From Figure 6, we can see clearly that the increment of the mean event rate in the placebo group is higher than that in the high dose group at earlier times and in contrast, the increment of the mean event rate in the high dose group is higher than that in the placebo group at later times in the year. So, the test with equal weights could not detect the difference between two groups. In comparison, the use of the approach in Sun and Fang (2003) gave a p-value of 0.1428; Park, Sun and Zhao (2007) gave p-values 0.454, 0.417 and 0.413 with three weights, respectively; and the tests presented by Zhang (2006) would give the same result as above. Thus, none of the existing tests based on NPMPLE can detect the difference of two treatments, and the proposed tests with suitable weights have detected successfully that, as we expected. One possible reason for this is that the nonparametric maximum likelihood estimator is more efficient than the nonparametric pseudo-likelihood estimator.
5.2.
A bladder tumor study. We consider a bladder tumor study conducted by the Veterans Administration Co-operative Urological Research Group (VACURG), and the data are presented in Andrews and Herzberg (1985) . For some earlier analyses of these data, one may refer to Byar, Blackard and The VACURG (1977) , Byar (1980) , Wellner and Zhang (2000) , Sun and Wei (2000) , and Zhang (2002 Zhang ( , 2006 . The data were obtained from a randomized clinical trial. All patients had superficial bladder tumors when they entered the trial, and they were assigned randomly to one of three treatments: placebo, thiotepa a pyridoxine. At subsequent follow-up visits, any tumors noticed were removed and treatment was continued. The study included 116 patients, of which there were 47 in placebo group, 38 in thiotepa group and 31 in pyridoxine. We can get a set of panel count data {k i , t ij , n ij , j = 1, . . . , k i , i = 1, . . . , n} where for the ith patient, k i is the number of visits, t ij 's are all visit times and n ij is total number of tumors until t ij (j = 1, . . . , k i ). The objective of the study is to determine the effect of treatment on the frequency of tumor recurrence.
Let Λ 1 (t), Λ 2 (t) and Λ 3 (t) be the mean functions corresponding to the three treatment groups: placebo, thiotepa and pyridoxine, respectively. The nonparametric maximum likelihood estimators of mean functions and their increments from the three groups are presented in Figures 7 and 8 , respectively. We observe from Figure 7 that the difference of the three groups becomes larger when the time increases. To test the null hypothesis H 0 : Λ 1 (t) = Λ 2 (t) = Λ 3 (t), we applied the proposed method to this panel count data. We obtained χ 2 0 = 3.617, 3.269 and p-value = 0.164, 0.195 with W n (t) = 1, χ 2 0 = 1196123, 300179.2 and p-values < 10 −8 with W n (t) = Y n (t), and χ 2 0 = 489000.4, 121908.1 and p-values < 10 −8 with W n (t) = 1 − Y n (t), based on the asymptotic distributions for test statistics U n and V n given in Theorem 3.1, respectively. The proposed tests having weights suggest that the frequency of tumor recurrence are significantly different for the patients in the three groups at 0.01 level of significance, while the proposed unweighted test fails to detect the difference. This can also be understood from the behavior of the increments of the estimated mean functions shown in Figure 8 . Incidentally, through a regression analysis of the data from two treatments, placebo and thiotepa, Sun and Wei (2000) and Zhang (2002) concluded that thiotepa effectively reduces the recurrence of tumors. However, the existing test procedures [Sun and Fang (2003) , Zhang (2006) ] based on NPMPLE fail to reject the null hypothesis at level 0.05.
These examples illustrate that different weights may result in different conclusions, and the tests with appropriate weight process could lead to better power of the test. Therefore, the selection of a suitable weight process would be important for detecting difference between groups.
6. Proofs. In this section we present the proofs of Theorems 2.1 and 3.1.
6.1. Proof of Theorem 2.1. We begin with some preliminary results. For convenience, let us first recall some notation given in Wellner and Zhang (2000) . Set 
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N. BALAKRISHNAN AND X. ZHAO Let t 1 < t 2 < · · · < t m denote the ordered distinct observation time points in the set of all observation time points {T K i ,j , j = 1, . . . , K i , i = 1, . . . , n}. Also, let Ω = {u = (u 1 , u 2 , . . . , u m ) : 0 ≤ u 1 ≤ · · · ≤ u m < ∞} and the map A : F → Ω be defined by
for all Λ ∈ F.
We also define a rank function R:
Then, the log-likelihood function can be rewritten as
and the NPMLEΛ n of Λ 0 is then given by
Lemma 1. Let ϕ be any real function. Then,
Proof. Let α j =Λ n (t j ) −Λ n (t j−1 ), j = 1, . . . , m. Using arguments similar to Proposition 2.1 of Groenebom (1996) , we have
and so
Thus,
Hence, the lemma follows. Now, let µ i be as defined in Section 2, and let d i be the L 2 (µ i ) metric on
24 N. BALAKRISHNAN AND X. ZHAO If P (K ≤ K 0 ) = 1 for some constant K 0 , then we have Wellner and Zhang (2000) showed that (6.5) and hence that the uniform consistency ofΛ n can be shown by using arguments similar to Proposition 5 of Schick and Yu (2000) under Conditions A, B, D and E; that is, (6.6) Note that the uniform consistency ofΛ n implies that for every 0 < δ 0 < min{L 0 /2, Λ 0 (τ 0 )} and any ε > 0, there exists a positive integer N ε such that
Here, we fix δ 0 . Let
where Ω is the class of nondecreasing step functions with possible jumps only at the observation time points {T K i ,j , j = 1, . . . , K i , i = 1, . . . , n}. Clearly, we have
Proof. To establish the rate of convergence forΛ * n , we shall apply Theorem 3.2.5 of Van der Vaart and Wellner (1996) . Define 
for some constant c 1 , and hence the separation condition of the theorem is satisfied. Also, let (6.13) Note that F δ is a class of monotone nondecreasing functions. Then, it follows from Theorem 2.7.5 of Van der Vaart and Wellner (1996) that for any η > 0, there exists a set of brackets {[Λ L i , Λ R i ] : i = 1, . . . , J}, where J ≤ e c 2 /η for some constant c 2 and
. . , J ) may not belong to F δ , and so they may not have a uniform positive lower bound and a uniform finite upper bound in [τ 0 , τ ]. Also note that for any Λ ∈ F 0 , we have from Conditions A, B and C that
for j = 1, . . . , K with probability 1. Hence, for M δ , we can construct a set of brackets {[M L i (X), M R i (X)] : i = 1, . . . , J} as follows:
Set · P,B be the Bernstein norm as defined in Van der Vaart and Wellner (1996) and N [·] the braking number for the class M δ . Then, it follows from Condition D that
for some constant c 3 and for any Λ ∈ F δ , and
for some constant c 5 . Hence, by applying Lemma 3.4.3 of Van der Vaart and Wellner (1996) , we have
for some constant c 6 , where E * denotes the outer expectation, P n is the empirical measure corresponding to X, P n f = n i=1 f (X i )/n and φ n (δ) = δ 1/2 + δ −1 n −1/2 . Now, upon using Theorem 3.2.5 of Van der Vaart and Wellner (1996) , d 1 (Λ * n , Λ 0 ) converges in probability to zero of order at least n −1/3 . This completes the proof of the lemma. Now we turn to the proof of Theorem 2.1. First, note that √ nPfΛ n (X) = −I 1n + I 2n + I 3n , (6.14)
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Note that
It is easy to see that I 5n is a U -statistic and has an asymptotic normal distribution with mean zero and variance σ 2 w that can be consistently estimated byσ 2 w as given in the statement of the theorem. Hence, it is sufficient to show that I 1n , I 2n and I 4n all converge in probability to zero. We will show the convergence of I 1n first. Let I * 1n denote the version of I 1n obtained by replacingΛ n withΛ * n . Then, to prove that I 1n converges to zero in probability, it is sufficient to show that I * 1n = o p (1), since P {Λ n =Λ * n } < ε. Let
. . , J} be a set of η-brackets for covering F 0 with J ≤ e c/η for some constant c by Theorem 2.7.5 of Van der Vaart and Wellner (1996) . Then, for F 1 , we can construct a set of brackets {[f L i (X), f R i (X)] : i = 1, . . . , J} as follows:
.
It can be shown that
for some constant c 1 and for any Λ ∈ F 0 , P f 2 Λ (X) ≤ c 2 d 2 1 (Λ, Λ 0 ) for some constant c 2 . Hence, F 1 is a P-Donsker class, and it follows from Lemma 2 and Corollary 2.3.12 of Van der Vaart and Wellner (1996) that I * 1n = o p (1).
Next, we show the convergence of I 2n . Set W 0 = W • Λ −1 0 . Then, from Lemma 1, we can rewrite I 2n as
where ∆ 1n = √ n(P n − P )
Let ∆ * 1n and ∆ * 2n denote the versions of ∆ 1n and ∆ 2n obtained by replacingΛ n withΛ * n , respectively. Set
and F 2 = {h Λ (X) : Λ ∈ F 0 }.
Note that the uniform covering entropy for F 0 is bounded by c/η for some constant c from Theorem 2.7.5 of Van der Vaart and Wellner (1996) . Since W 0 is a bounded Lipschitz function, it can be shown that for Λ 1 , Λ 2 ∈ F 0 , P {(h Λ 1 (X) − h Λ 2 (X)) 2 } ≤ c 3 d 2 1 (Λ 1 , Λ 2 ) for some constant c 3 and for any Λ ∈ F 0 , P (h 2 Λ (X)) ≤ c 4 d 2 1 (Λ, Λ 0 ) for some constant c 4 . Hence, the uniform entropy for F 2 is bounded by c/η, and then F 2 is a P-Donsker class from Theorem 2.5.2 of Van der Vaart and Wellner (1996) . Since d 1 (Λ * n , Λ 0 ) → p 0, it follows from the uniform asymptotic equicontinuity of the empirical process [Van der Vaart and Wellner (1996) , pages 168-171] that ∆ * 1n = o p (1). Then, we have ∆ 1n = o p (1), since P {∆ 1n = ∆ * 1n } < ε. For ∆ * 2n , since W 0 is a bounded Lipschitz function, it follows that |∆ * 2n | ≤ c 5 √ nd 2 1 (Λ * n , Λ 0 ), where c 5 is a constant. This shows, from Lemma 2 and P (Λ n =Λ * n ) < ε, that ∆ 2n = o p (1).
For I 4n , we let I * 4n denote the version of I 4n obtained by replacingΛ n withΛ * n , and let F 3 = {g Λ (X) − g Λ 0 (X) : Λ ∈ F 0 }.
We can use the same techniques as those used for proving the convergence of I 1n to show that F 3 is P-Donsker and P {g Λ (X) − g Λ 0 (X)} 2 ≤ c 6 d 2 1 (Λ, Λ 0 ) for some constant c 6 , and hence I * 4n = o p (1), which completes the proof of the theorem.
6.2. Proof of Theorem 3.1. (i) To obtain the asymptotic distribution of U n , we first note that U 
6n , (6.15)
