Abstract-The highly cross-disciplinary emerging field of neuromorphic computing architectures for cognitive information processing applications requires knowledge within many research fields: computer architecture, neuroscience, cognitive psychology, cognitive modeling, dynamical systems, belief systems, software, computer engineering, etc. In our effort to develop cognitive systems atop a neuromorphic computing architecture, we explored the issues associated with mapping computing strategies such as the Brain State-in-a-Box and Confabulation within a Cell-BE powered 54 TeraFlops high performance computer Linux cluster. In this work, we seek to understand the underlying mechanisms for emulating neuromorphic-based cognitive process and their computational scaling properties towards human-like cognition and perception.
I. INTRODUCTION
The goal of engineering information systems with cognitive human-like skills has challenged scientist and engineers for many years. Brain anatomical networks are sparse, complex, and have economical small-world properties [1] . In other words, brain networks have characteristically small-world properties of dense or clustered local connectivity with relatively few long-range connections mediating a short path length between any pair of neurons or regions in the network [1] - [4] . Neurons and their synapses are well accepted as the basic functional components of a brain, just as switches are the basic component of a digital computer. Neurons have inputs, called dendrites, and outputs called axons. In many regions of the cortex, neuronal response properties remain relatively constant as one moves perpendicular to the surface of the cortex, while they vary in a direction parallel to the cortex [5] . Such columnar organization is particularly evident in the visual system, in the form of ocular dominance and orientation columns [5] . According to the hypothesis [6] , the cortex is modularized into regions of varying size wherein the internal structure, function and external connectivity are similar, and that these regions of similarity are assemblies of cortical columns which represent another level of modularity because of how they connect. In this way a cortical column may be an architectural building block useful for understanding cognitive functions. Connectivity complexity reduction is supportive of the argument that cortical column hypothesis provides good middle ground for exploring brain computational architecture. However, the computational architecture is expected to be diverse. Our research efforts focuses on two main objectives: First, investigate alternative cortical column models. Specifically, investigate models proposed by Hawkins (a Bayesian model [7] ), and Anderson (a network of point attractors [8] ). Second, evaluate the performance of large scale cortex models by simulation and emulation within a Cell-BE powered 54 TeraFlops high performance computer Linux cluster.
II. EXPERIMENTAL DETAILS

A. High Performance Computing
For neuromorphic modeling and emulation, we presently have at our disposal a 288 node Cell-BE cluster organized as 12 subnets, each with 24 nodes. Each subnet has a dual quad 3GHz Xeon processor head node. Each node has six available SPE vector processors and a dual core 78 MHz PPE (Power PC). There are 1728 SPEs in total. Each SPE is capable of slightly more than 25 GFLOPS for a total Cell-BE cluster capability of 43.2 TFLOPS, not accounting for head node and PPE contributions. GNU C++ development tools were used to develop the emulator, and a Publication/Subscription message passing system was used for communication within the emulation. Network interconnectivity is 10 Gigabit Ethernet. This 2400 core (Xeons + Power PCs + SPEs) facility's processors are somewhat specialized. The head nodes are conventional general purpose platforms with 32 GB of memory (each). The CELL-BE PPEs, also general purpose, each have 228 megabytes of RAM. The SPEs are specialized to be vector processors; they each have about 128Kbytes of useable RAM. Very fast DMA channels within a CELL-BE move data between main memory (PPE) and SPE memory. The Xeons, and PPEs, run Linux; the SPEs are essentially naked (no operating system), but interact with each other and the PPEs using DMA channels, interrupts and semaphores.
B. Model Description
The Brain State-in-a-Box (BSB) algorithm was selected as the attractor function to incorporate into the network study because of its association with the Ersatz Brain project [8] . Ersatz Brain is an effort to model aspects of mind with nested networks of fixed point attractors. BSB uses state vectors with "N" real numbers in the range of (-1.0...+1.0). Its name is a metaphor for describing the algorithm as an N dimensional shape. Its fixed basin points of attraction lie in its corners. An N dimensional BSB function can separate M basin points, where M is ~15% of N. The model has many applications including machine reading, author ID, and scene interpretation. Applying the model efficiently involves exploring architecture design space, implementations, and evaluations of neuromorphic computing models. Preliminary assessment of the attractors suggested these attractors were useful for recognizing features using feed forward (afferent) data as well as feedback (expectation) data.
Details of implementing a 128-dimensional BSB model on the Cell processor can be found in [9] [10]. Referring to Figure  1 , in the large-scale BSB model implementation, 128-dimentional BSB models are run on each of the six Synergistic Processing Elements (SPEs) on the Cell processor. The data communication functions are implemented on the PowerPC Processing Element (PPE), and the word and sentence level confabulation models are implemented on cluster head nodes associated with groups of 24 Cell-BE nodes. The BSB model was also implemented in an FPGA hardware version that achieved ~150 speedup over software [10] [11] . Table I shows a comparison of the computing performance, communication performance, power consumption, and modeling capabilities between a single Cell-BE with 6 SPEs and the entire cluster (288 nodes). Theoretically, we can implement two V1 layers of the human visual cortex on this cluster.
C. Confabulation Model
An investigation of confabulation surfaced reports by Robert Hecht-Nielson of a cognitive mechanism which explains all of cognition [12] . The center piece of his reports both published and in presentations, was a demonstration of software which completed sentences with no context, and another which completed a sentence in the context of two other sentences. The hypothesis is that the reported algorithm models the fundamental cognitive mechanism, and that the mechanism must be somehow layered on a large scale (many interconnected confabulators) to produce a level of coherence. The algorithm is computationally similar to Bayesian Belief, but it does not use a Belief tree network. It was decided to explore Confabulation first in its reported context (textual data) and to consider it later on as a candidate for extra striate (above V1) modelling, fulfilling an expectation role.
The reported sentence completion algorithm trained by reading text; lots of text. It then "recalled" by using a context (for example, the start of a sentence) to retrieve a sequence of words and phrases which its training statistically connected to the context. The training consisted of reading one sentence at a time and breaking it into sequences of words and phrases -all possible combinations of these. Sentence by sentence the training keeps track of all words and phrases encountered, and all sequences formed, through statistical links.
III. RESULTS AND DISCUSSION
The use of IBM Cell-BE technology (Sony PlayStation® 3 platform or PS3 for short) to accelerate BSB performance was investigated. Runtime measurements show that we have been able to achieve about 70% of the theoretical peak performance of the processor when implementing a 128 element vector using a matrix shuffle strategy to improve Cell-BE SPE instruction utilization [9] .
The 128 element BSB recall algorithm was implemented on a single SPE element of the Cell-BE architecture. The complexity is 33,280 FLOPs/ recursive cycle. Ten cycles are needed for convergence yielding 332,800 FLOPs/ recall. Peak efficiency corresponds to all floating operations being We researched, implemented, and evaluated the performance of the confabulation model, focusing specifically for two example application problems that we call here sentence completion and intelligent on-line character recognition (OCR). In both of these applications the basic problem is to complete a partial natural language sentence in a plausible, sensible way, given that only a fragment of the input sentence is available, and given that the system has been trained by exposure to a large training corpus of textual electronic media (e.g. books and news feeds). Good solutions to the sentence completion problem could very well translate to other input modalities (i.e. audio and imagery), and map to solutions in several higher level application scenarios.
Three strategies were explored for optimization of the sentence completion algorithm: software optimization, software analysis and hardware architecture augmentation. Our analysis shows there is potential to improve the three structure techniques using hashing strategies. The hashing strategies may improve data locality as well. A hash version of training was demonstrated in about 4 seconds, compared to the 45 seconds the tree structures used.
The cogent confabulation algorithm is an ideal candidate for parallel processing. It also shows that although increasing the number of processors or the size of memories can increase the performance of training and recall, the relations between resource cost and performance associated with these variations are not always linear. The details of hardware configuration must be carefully considered to achieve good cost performance tradeoffs. We suggest that this work can be extended to more complex implementations of confabulation systems.
We performed experiments to test the confabulation recall algorithm by using it to complete a number of short arbitrary 'starter' sentences. The results are show in Table II , were the "best" completed sentences, which typically appeared on the first or second attempt (successive completions using the same starter sentence can be different because the algorithm has a stochastic element). The results were typically not text strings appearing in the training text. However, sometimes they were exactly the same as sentences in the training text (e.g.: "That it is …" and "Even the …").
In general sentences completed by the confabulator were similar in style to those in the training material. This effect was magnified by training networks on material from only one style or author. For example, when trained only on material from Shakespeare, using a short, general starter sentence produced the following completion that was not in the training test, but reflects the style of Shakespeare.
Original: "Go to the forge with it then shape it I would not have things cool." Starter: "Go to" Completion: "Go to me at your convenient leisure and you shall know how I speed and the conclusion shall be " Similar effects were seen with training limited to JFK's speech, the Dr. Seuss material, and religious material. This model uses totally unsupervised training methods to store probabilistic representations of token sequential patterns in sentences, with no semantic extraction or analysis methods, yet its ability to complete sentences based on partial data with nearly correct grammar is arguably a 'cognitive like' feature.
One idea developed as a result of the investigation of the confabulation model was to regard it as a means to model prediction effects of "higher neocortex." For example, confabulation might be useful for modeling V2 while improving the V1 Model; V1 needs V2 because V2 provides predictive influences on perception. Likewise confabulation might later model medial-temporal lobes and later yet, frontal. An experiment was designed to investigate how that might be implemented. In this experiment, BSBs were used to recognize individual characters in text strings. To make this challenging, many characters were deleted or smudged out. The confabulator was used as a mechanism to provide guidance to the BSBs in order to fill in missing information. 256 element BSBs were trained to recognize multiple character fonts using a 16X16 pixel array. The results of the For this purpose he said that the object of child and difficulties which difficulties were increased by the
Think of the people
Think of the people and ask yourself whether the world is more likely to be a believer in the unity "BSB initial pass" interpreting the text are passed on to a two layer confabulator: a word level and a phrase level. Characters which could not be recognized by the BSB in a limited number of iterations were passed to the word level as "unknown." Sentence length limited to was 20 words. The confabulation model (Figure 2 ) was trained using a list of 58,000 most common English words, and a set of 72 novels from classic literature, with an estimated total of 37 million words.
Recall performance using starter sentences drawn from trained sentences with 20% missing characters was almost perfect (~99% correct). Sentence recall using starter sentences not previously trained was in the range of 90% correct word selection and 60% correct sentence completion when 10% of the letters were missing; 24% and 86 % respectively when at 20% of letters were missing. Here by 'correct word selection' we mean that all unknown characters in a word were chosen correctly, and by 'correct sentence completion' we mean that all unknown words in the sentence were completed correctly. The actual system is more sophisticated than the simplified example shown in Figure 2 . Besides lexicons for single letters and single words, it also has lexicons for each adjacent letter pair and adjacent word pairs in layer 3 and layer 4 respectively. The intelligent text recognition system could potentially process scanned text images at very high speed, continuously learning from what has been read (excepting cases when uncertainty is detected), and can anticipate or predict not only the missing portion of words based character context within words, but also based on word context in other parts of the sentence.
IV. CONCLUSION Neuromorphic computational architecture development is a new and accelerating field with significant promise. Individual qualifications to contribute in this domain include familiarity in multiple disciplines such as: computer architecture/technology, parallel software development, dynamical systems, neuroscience, neurology, neuropsychology, and agent based expert systems.
The results suggest topographically organized cortex, like "early" vision, audition and tactile sensing, can be emulated using minicolumn models similar to the hybrid model we created, and that the emulation is computationally tractable on, for example, a small number (hundreds) of Cell Broadband Engine® (Cell-BE) class chips. "Higher" cortical regions, because of plasticity needs, may require more computationally intense models, which deal with spiking dynamics and liquid state machine effects V. FUTURE WORK We are in the process of procuring additional Cell-BE powered Play systems to increase the total number of nodes from 288 to 2,016. The configuration will consist of 84 subclusters of 24 nodes per sub-cluster. Each of the 84 head nodes will also have 2 GPGPU's; one NVIDIA Tesla C1060 and one NVIDIA Tesla C2050 for a total of 168 GPGPU's. Head node candidates are still being evaluated, but by combining computational power of all other processing components the cluster will have theoretical throughput of ~500 TFLOPS or ~.5 PFLOPS. We estimate that this system will allow for the emulation of ~80% of the neocortex. 
