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Abstract
Regression problems are pervasive in real-world applications. Generally a substantial
amount of labeled samples are needed to build a regression model with good general-
ization ability. However, many times it is relatively easy to collect a large number of
unlabeled samples, but time-consuming or expensive to label them. Active learning for
regression (ALR) is a methodology to reduce the number of labeled samples, by select-
ing the most beneficial ones to label, instead of random selection. This paper proposes
two new ALR approaches based on greedy sampling (GS). The first approach (GSy)
selects new samples to increase the diversity in the output space, and the second (iGS)
selects new samples to increase the diversity in both input and output spaces. Extensive
experiments on 12 UCI and CMU StatLib datasets from various domains, and on 15
subjects on EEG-based driver drowsiness estimation, verified their effectiveness and
robustness.
Keywords: Active learning, regression, greedy sampling, driver drowsiness
estimation
1. Introduction
Regression, which estimates the value of a dependent variable (output) from one or
more independent variables (predictors, features, inputs), is a common problem in ma-
chine learning. To build an accurate regression model, one needs to have some labeled
training samples, i.e., samples whose dependent and independent variable values are
both known. Generally the more the labeled training samples are, the better the regres-
sion performance is. However, in real-world many times it is relatively easy to obtain
the values of the inputs, but time-consuming or expensive to label them. For example,
in speech emotion estimation [1, 2] in the 3-dimensional space of valance, arousal and
dominance [3], it is easy to record a large number of voice pieces, but time-consuming
to evaluate their emotions [4, 5]. Another example is driver drowsiness estimation from
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physiological signals such as the electroencephalogram (EEG) [6, 7, 8]. It is relatively
easy to collect a large number of EEG trials, but not easy to obtain their groundtruth
drowsiness.
There are at least three different directions for performing regression based on a
small number of labeled training samples:
1. Regularization [9, 10], which introduces additional information to improve the
generalization performance. For example, ridge regression (RR) [11] and LASSO
[12] penalize large regression coefficients.
2. Transfer learning [13], which uses data or information from related domains/tasks
to improve the regression performance. For example, labeled EEG data from
other subjects could be used to improve the drowsiness estimation performance
for a new subject [6, 14].
3. Active learning [15], which selects the most beneficial unlabeled samples to la-
bel, instead of random selection. For example, batch-mode active learning has
been employed for EEG-based driver drowsiness estimation [7].
This paper focuses on the third direction, i.e., active learning for regression (ALR).
Particularly, we consider sequential pool-based ALR [16], in which a pool of unlabeled
samples is given, and the goal is to sequentially choose some to label, so that a regres-
sion model trained from them can give the most accurate estimates for the remaining
unlabeled samples.
Compared with the large literature on active learning for classification, there are
only a few approaches for sequential pool-based ALR [17, 18, 19]. This paper pro-
poses two new ALR approaches, inspired by the greedy sampling (GS) approach in
[19]. Extensive experiments on 12 UCI and CMU StatLib datasets from various do-
mains, and on 15 subjects on EEG-based driver drowsiness estimation, verified their
effectiveness and robustness.
The remainder of this paper is organized as follows: Section 2 introduces the orig-
inal GS ALR approach, and proposes two new ALR algorithms. Section 3 describes
the 12 UCI and CMU StatLib datasets for evaluating the effectiveness of different ALR
approaches, and the corresponding experimental results. Section 4 describes the offline
EEG-based driver drowsiness estimation experiment for evaluating the effectiveness of
different ALR approaches, and the corresponding experimental results. Finally, Sec-
tion 5 draws conclusions and points out some future research directions.
2. Greedy Sampling ALR Approaches
In this section we introduce an existing GS ALR approach in the literature, and
propose two new ALR approaches.
2.1. Greedy Sampling on the Inputs (GSx)
Yu and Kim [19] proposed four passive sampling approaches for regression. Differ-
ent frommost ALR approaches, which generally require updating the regression model
in each iteration and computing the predictions for the unlabeled samples, passive sam-
pling selects the sample based entirely on its location in the feature space. Thus, it is
independent of the regression model, and has low computational cost.
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Among the several passive sampling approaches in [19], GS achieved the best over-
all performance. However, the original GS approach did not explain how the first sam-
ple was selected. This subsection introduces GSx, which is essentially the same as GS,
except that it also includes a strategy to select the first sample for labeling.
Assume the pool consists ofN samples {xn}
N
n=1, initially none of which is labeled.
Our goal is to selectK of them to label, and then construct an accurate regressionmodel
from them to estimate the outputs for the remaining N −K samples. GSx selects the
first sample as the one closest to the centroid of all N samples (i.e., the one with the
shortest distance to the remaining N − 1 samples), and the remainingK − 1 samples
incrementally. The idea is to make the first selection most representative.
Without loss of generality, assume the first k samples have already been selected.
For each of the remaining N − k unlabeled samples {xn}Nn=k+1, GSx computes first
its distance to each of the k labeled samples:
dxnm = ||xn − xm||, m = 1, ..., k;n = k + 1, ..., N (1)
then dxn, the shortest distance from xn to all k labeled samples:
dxn = min
m
dxnm, n = k + 1, ..., N (2)
and finally selects the sample with the maximum dxn to label.
In summary, GSx selects the first sample as the one closest to the centroid of the
pool, and in each subsequent iteration a new sample located furthest away from all pre-
viously selected samples in the input space to achieve the diversity among the selected
samples. Its pseudo-code is given in Algorithm 1.
2.2. Greedy Sampling on the Output (GSy)
GSx achieves diversity in the input space. Our proposed GSy aims to achieve
diversity in the output space.
Like GSx, in GSy initially the pool consists of N unlabeled samples and zero la-
beled sample. To evaluate the diversity in the output space, we need to know the outputs
(labels) of all samples, either true or estimated. In other words, GSy cannot be applied
beforeK0 labeled samples are obtained, whereK0 is the minimum number of labeled
samples required to build a regression model. In this paper we setK0 as the number of
features in the input space, and use GSx to select the firstK0 samples to label.
Assume the first k (k ≥ K0) samples have already been labeled with outputs
{ym}km=1, and a regression model f(x) has been constructed. For each of the re-
mainingN − k unlabeled sample {xn}Nn=k+1, GSy computes first its distance to each
of the k outputs:
dynm = ||f(xn)− ym||, m = 1, ..., k;n = k + 1, ..., N (3)
and dyn, the shortest distance from f(xn) to {ym}
k
m=1:
dyn = min
m
dynm, n = k + 1, ..., N (4)
and then selects the sample with the maximum dyn to label.
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Algorithm 1: The GSx ALR approach, slightly modified from GS in [19] on the
initialization.
Input: N unlabeled samples, {xn}Nn=1;
K , the maximum number of labels to query.
Output: The regression model f(x).
// Initialize the first selection
Set Z = {xn}
N
n=1, and S = ∅;
Identify x′, the sample closest to the centroid of Z;
Move x′ from Z to S;
Re-index the sample in S as x1, and the samples in Z as {xn}Nn=2;
// Select K − 1 more samples incrementally
for k = 1, ...,K − 1 do
for n = k + 1, ..., N do
Compute dxn in (2);
end
Identify the x′ that has the largest dxn;
Move x′ from Z to S;
Re-index the samples in S as {xm}
k+1
m=1, and the samples in Z as
{xn}Nn=k+2;
end
Query to label allK samples in S;
Construct the regression model f(x) from S.
In summary, GSy selects the first a few samples using GSx to build an initial regres-
sion model, and then in each subsequent iteration a new sample located furthest away
from all previously selected samples in the output space to achieve diversity among the
selected samples. Its pseudo-code is given in Algorithm 2. Note that GSy is no longer
a passive sampling approach, because it needs to update f(x) in each iteration.
The rationale for GSy can be illustrated by the following simple example shown
in Figure 1. Assume the input space has only two dimensions, and we have only four
samples:
x1 = (x11, x12)
T (5)
x2 = (x21, x22)
T (6)
x3 = (x31, x32)
T = (x11 + δ, x12)
T (7)
x4 = (x41, x42)
T = (x11, x12 + δ)
T (8)
where the first two have labels y1 and y2, respectively, the last two are unlabeled, and δ
is a small number. A regression function f(x) is built from (x1, y1) and (x2, y2). We
want to select x3 or x4 to label so that the estimation error of f(x) on the four samples
can be maximally reduced.
For simplicity, assume both f(x3) and f(x4) are closer to y1 than to y2, so we
only need to consider their distances to y1 in GSy. The sensitivity of f(x) to the first
4
Algorithm 2: The GSy ALR approach.
Input: N unlabeled samples, {xn}Nn=1;
K , the maximum number of labels to query.
Output: The regression model f(x).
// Initialize the first selection
Set Z = {xn}Nn=1, and S = ∅;
Identify x′, the sample closest to the centroid of Z;
Move x′ from Z to S;
Re-index the sample in S as x1, and the samples in Z as {xn}Nn=2;
// Select K0 − 1 more samples incrementally using GSx
IdentifyK0, the minimum number of labeled samples required to construct
f(x);
for k = 1, ...,K0 − 1 do
for n = k, ..., N do
Compute dxn in (2);
end
Identify the x′ that has the largest dxn;
Move x′ from Z to S;
Re-index the samples in S as {xm}
k+1
m=1, and the samples in Z as
{xn}
N
n=k+2;
end
Query to label theK0 samples in S;
Construct the regression model f(x) from S;
// Select K −K0 more samples incrementally
for k = K0, ...,K − 1 do
for n = k, ..., N do
Compute dyn in (4);
end
Identify the x′ that has the largest dyn;
Move x′ from Z to S;
Query to label x′ in S;
Re-index the samples in S as {xm}
k+1
m=1, and the samples in Z as
{xn}Nn=k+2;
Update the regression model f(x) using S.
end
predictor, evaluated around x1, can be approximated as
s1 =
|f(x3)− y1|
|x31 − x11|
=
|f(x3)− y1|
|δ|
(9)
Similarly, the sensitivity of f(x) to the second predictor, evaluated also around x1, can
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Figure 1: Illustration of GSy. GSy will select x3 to label if the 1st predictor is more sensitive (important)
than the 2nd, and x4 otherwise.
be approximated as
s2 =
|f(x4)− y1|
|x42 − x12|
=
|f(x4)− y1|
|δ|
(10)
When |s1| > |s2|, which means f(x) is more sensitive to the first predictor than to the
second, we should select a sample that can help refine the first regression coefficient
for labeling. Generally the more diverse the values of the first predictor are, the more
accurate its regression coefficient can be determined. So, in this case we should select
x3 for labeling. Note that |s1| > |s2| implies |f(x3)− y1| > |f(x4)− y1|. According
to the procedure of GSy, indeed x3 will be selected. Similarly, when |s1| < |s2|, GSy
will correctly select x4 for labeling.
2.3. Improved Greedy Sampling (iGS) on both Inputs and Output
GSx considers only the diversity in the input (feature) space, by computing the
minimumdistance between an unlabeled sample and all existing labeled samples, using
all features. However, maybe not all features are useful; even if all features are useful,
they may have different importance. GSx does not take feature selection/weighting
into consideration.
GSy considers only the diversity in the output (label) space, by computing the min-
imum distance between the estimated output for a sample and all existing outputs. Our
example in the previous subsection shows that GSy tries to select a new sample that can
significantly increase the diversity of the most sensitive predictor. Thus, it implicitly
considers feature selection/weighting. However, the predictor sensitivities are evalu-
ated using f(x) constructed from a very small number of labeled samples, so they may
not be very accurate. In other words, feature selection/weighting in GSy may not be
reliable.
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In this subsection we propose an improved greedy sampling (iGS) approach, which
combines GSx and GSy, to ensure that we take feature selection/weighting into con-
sideration, but can also avoid catastrophic failure if feature selection/weighting is mis-
leading.
Like GSx and GSy, initially the pool consists of N unlabeled samples and zero
labeled sample. In iGS we again setK0 to be the number of features in the input space,
and use GSx to select the first K0 samples to label. Assume the first k samples have
already been labeled with labels {yn}kn=1. For each of the remainingN − k unlabeled
sample {xn}Nn=k+1, iGS computes first d
x
nm in (1) and d
y
nm in (3), and d
xy
n :
dxyn = min
m
dxnmd
y
nm, n = k + 1, ..., N (11)
and then selects the sample with the maximum dxyn to label.
In summary, iGS selects the first a few samples using GSx to build an initial regres-
sion model, and then in each subsequent iteration a new sample located furthest away
from all previously selected samples in both input and output spaces to achieve bal-
anced diversity among the selected samples. Its pseudo-code is given in Algorithm 3.
Note that iGS is no longer a passive sampling approach, because it needs to update
f(x) in each iteration.
3. Experiments on UCI and CMU StatLib Datasets
Extensive experiments on 12 UCI and CMU StatLib datasets are performed in this
section to demonstrate the performances of GSy and iGS.
3.1. Datasets
We used 12 datasets from the UCI Machine Learning Repository1 and the CMU
StatLib Datasets Archive2 that have been used in previous ALR experiments [18, 20,
19, 21]. Their summary is given in Table 1. We used one-hot coding to convert cate-
gorical features into numerical features. Then, we normalized each dimension of the
feature space to have mean zero and standard deviation one.
3.2. Algorithms
We compared the performances of six different sample selection algorithms:
1. Baseline (BL), which randomly selects allK samples.
2. Query-by-Committee (QBC) [22]. It first bootstraps the k labeled samples into
P copies, each containing k samples but with duplicates, and builds a regres-
sion model from each copy, i.e., the committee consists of P regression models.
Then, for each of theN−k unlabeled samples, it computes the variance of the P
individual predictions, and selects the one with the maximum variance to label.
1http://archive.ics.uci.edu/ml/index.php
2http://lib.stat.cmu.edu/datasets/
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3. Expected model change maximization (EMCM) [18]. It first uses all k labeled
samples to build a linear regression model. Then, it also uses bootstrap to con-
struct P linear regression models. For each of the N − k unlabeled samples,
it computes the expected model change when that sample is labeled and added
to the training dataset. EMCM selects the sample with the maximum expected
model change to label.
4. GSx, which has been introduced in Section 2.1.
5. GSy, which has been introduced in Section 2.2.
6. iGS, which has been introduced in Section 2.3.
All six algorithms built an RR model from the labeled samples, which minimizes
the following regularized loss function:
l(λ,β) =
K∑
m=1
(ym − β
T
xm)
2 + λ|β|2 (12)
where β contains the regression coefficients, and λ = 0.01 was used in our study.
We used RR instead of ordinary least squares linear regression because the number
of labeled samples is very small, so RR, with regularization on the regression coeffi-
cients, generally results in better generalization performance than the ordinary linear
regression.
3.3. Evaluation Process
The evaluation process was similar to those used in our previous research on pool-
based ALR [7, 21]. For each dataset, we first randomly selected 80% of the total
samples as the pool3, initialized the firstK0 labeled samples (K0 is the dimensionality
of the input space) either randomly (for BL, QBC and EMCM) or by GSx (for GSx, GSy
and iGS), identified one sample to label in each iteration by different algorithms, and
built an RR model. The maximum number of samples to be labeled, K , was 20% of
the dataset size. For datasets too small or too large, we constrainedK ∈ [20, 60].
To obtain statistically meaningful results, we ran this evaluation process 100 times
for each dataset and each algorithm, each time with a randomly chosen 80% population
pool.
3.4. Performance Measures
After each iteration of each algorithm, we computed the root mean squared error
(RMSE) and correlation coefficient (CC) as the performance measures.
Because different algorithms selected different samples to label, the remaining un-
labeled samples in the pool were different for each algorithm, so we cannot compare
their performances based on the remaining unlabeled samples. Because in pool-based
3For a fixed pool, GSx gives a deterministic selection sequence because it does not involve randomness.
So, we need to vary the pool in order to study its statistical property.
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ALR the goal is to build a regression model to label all samples in the pool as ac-
curately as possible, we computed the RMSE and CC using all samples in the pool,
where the labels for the K selected samples were their true labels, and the labels for
the remainingN−K unlabeled samples were the estimates from the regression model.
Note that although both RMSE and CC were used as our performance measures,
we should consider the RMSE as the primary one, because it was directly optimized
in the objective function of the regression model [see (12)]. Generally as the RMSE
decreases, the CC should increase, but not always. In other words, we expect that an
ALR approach that gives a small RMSE should also have a large CC, but this is not
always true. So, the CC can only be viewed as a secondary performance measure.
3.5. Experimental Results
The RMSEs and CCs for the six algorithms on the 12 datasets, averaged over 100
runs, are shown in Figure 2. Generally as K increased, all six algorithms achieved
better performance (smaller RMSE and larger CC), which is intuitive, because more
labeled training samples generally result in a more reliable RR model. iGS achieved
the smallest RMSE and largest CC on most datasets.
To see the forest for the trees, we also define an aggregated performance measure
called the area under the curve (AUC) for the average RMSE and the average CC on
each of the 12 datasets in Figure 2. The AUCs for the RMSEs are shown in Figure 3(a),
where for each dataset, we used the AUC of BL to normalize the AUCs of the other five
algorithms, so the AUC of BL was always 1. For the RMSE, a smaller AUC indicates
a better performance. Similarly, we also show the normalized AUCs of the CCs in
Figure 3(b), where a larger AUC indicates a better performance. Figure 3 shows that:
1. Each of QBC, EMCM, GSx, GSy and iGS achieved smaller RMSEs than BL on all
12 datasets, and larger CCs than BL on at least 10 of the 12 datasets, suggesting
that these five ALR approaches were all effective.
2. On average the performances of the six algorithms, from the best to the worst,
was iGS > GSy > GSx > EMCM ≈ QBC > BL. iGS combines the advantages
of GSx and GSy, and outperformed both of them.
These observations were also confirmed by Table 2, which shows the detailed ranks of
the six approaches on the 12 datasets, according to the AUCs.
3.6. Statistical Analysis
To determine if the differences between different pairs of algorithms were statisti-
cally significant, we also performed non-parametric multiple comparison tests on the
AUCs using Dunn’s procedure [23, 24], with a p-value correction using the False Dis-
covery Rate method [25]. The p-values for the AUCs of RMSEs and CCs are shown in
Table 3, where the statistically significant ones are marked in bold. Table 3 shows that:
1. All five ALR approaches had statistically significantly better RMSEs and CCs
than BL, suggesting again that they were effective.
2. Among the three existing ALR approaches, GSx had statistically significantly
better RMSE and CC than both QBC and EMCM.
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Figure 2: Performances of the six algorithms on the 12 datasets, averaged over 100 runs. (a) Concrete-CS;
(b) Concrete-Flow; (c) Concrete-Slump; (d) Yacht; (e) autoMPG; (f) NO2; (g) PM10; (h) Housing; (i) CPS;
(j) Concrete; (k) Wine-red; (l) Wine-white.
3. GSy had statistically significantly better RMSE and CC than both QBC and
EMCM, and also statistically significantly better RMSE than GSx.
4. iGS had statistically significantly better RMSE than all other approaches ex-
cept GSy, and also statistically significantly better CC than all other approaches
except GSx.
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Figure 3: Normalized AUCs of the six algorithms on the 12 datasets. (a) RMSE; (b) CC.
These observations verified the effectiveness of the two proposed approaches, particu-
larly iGS.
4. Experiments on EEG-Based Driver Drowsiness Estimation
Experiments on offline EEG-based driver drowsiness estimation are performed in
this section to further demonstrate the performances of GSy and iGS.
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4.1. Experiment Setup
The experiment and data used in [7] was again used in this paper. Sixteen healthy
subjects with normal/corrected-to-normal vision participated in a sustained-attention
driving experiment [26, 27], consisting of a real vehicle mounted on a motion plat-
form with 6 degrees of freedom immersed in a 360◦ virtual-reality scene, simulating
monotonous driving at 100 km/h on a straight and empty highway. Each experiment
was conducted for about 60-90 minutes in the afternoon when the circadian rhythm of
sleepiness reached its peak. Random lane-departure disturbances were applied every
5-10 seconds, and participants needed to steer the vehicle to compensate for them as
quickly as possible. The response time was recorded and later converted to a drowsi-
ness index. Participants’ scalp EEG signals were also recorded using a 500Hz 32-
channel Neuroscan system (30-channel EEGs plus 2-channel earlobes).
The Institutional Review Board of the Taipei Veterans General Hospital approved
the experimental protocol.
4.2. Preprocessing and Feature Extraction
The preprocessing and feature extraction procedures were almost identical to those
in our recent research [7].
The 16 subjects had different lengths of experiment, because the disturbances were
presented randomly every 5-10 seconds. To ensure fair comparison, we used only the
first 3,600 seconds data for each subject. Data from one subject was not recorded
correctly, so we used only 15 subjects.
We defined a function [14] to map the response time τ to a drowsiness index y ∈
[0, 1]:
y = max
{
0,
1− e−(τ−τ0)
1 + e−(τ−τ0)
}
(13)
τ0 = 1 was used in this paper. The drowsiness indices were then smoothed using a
90-second square moving-average window to reduce variations.
EEGLAB [28] was used for EEG signal preprocessing. After 1-50 Hz band-pass
filtering, the EEG data were downsampled from 500 Hz to 250 Hz and re-referenced
to averaged earlobes.
Our goal was to predict the drowsiness index for each subject every 10 seconds
(called a sample point in this paper). All 30 EEG channels were used in feature extrac-
tion. We epoched 30-secondEEG signals right before each sample point, and computed
the average power spectral density (PSD) in the theta band (4-7.5 Hz) for each channel
using Welch’s method [29]. Next, we converted the 30 theta band powers to dBs. To
remove noises or bad channel readings, we removed channels whose maximum dBs
were larger than 20. We then normalized the dBs of each remaining channel to mean
zero and standard deviation one, and extracted 10 leading principal components. The
projections of the dBs onto these principal components were then normalized to [0, 1]
and used as our features.
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4.3. Experimental Results
The six algorithms introduced in Section 3.2 were again compared in this experi-
ment. The evaluation process was the same as that in Section 3.3.
The RMSEs and CCs for the six algorithms on the 15 subjects, averaged over 100
runs, are shown in Figure 4. The average performances over the 15 subjects are shown
in Figure 5. Generally as K increased, all six algorithms achieved better performance
(smaller RMSE and larger CC), which is intuitive, because more labeled training sam-
ples generally result in a more reliable RR model. iGS achieved the smallest RMSE
and largest CC for most subjects.
The AUCs for the RMSEs are shown in Figure 6(a). Again, for each subject, we
used the AUC of BL to normalize the AUCs of the other five algorithms, so the AUC of
BL was always 1. As before, a smaller AUC for RMSE indicates a better performance,
and a larger AUC for CC indicates a better performance. Figure 6 shows that:
1. Each of the five ALR approaches achieved smaller RMSEs than BL on all 15
subjects, and larger CCs than BL on at least 14 subjects, suggesting that they
were all effective.
2. On average the performances of the six algorithms, from the best to the worst,
was iGS > GSy ≈ GSx > EMCM > QBC > BL. iGS combines the advantages
of GSx and GSy, and outperformed both of them.
These observations were also confirmed by Table 4, which shows the detailed ranks of
the six approaches on the 15 subjects, according to the AUCs.
4.4. Statistical Analysis
To determine if the differences between different pairs of algorithms were statisti-
cally significant, we also performed non-parametric multiple comparison tests on the
AUCs using the procedure in Section 3.6. The p-values for the AUCs of RMSEs and
CCs are shown in Table 5, where the statistically significant ones are marked in bold.
Table 5 shows that:
1. All five ALR approaches had statistically significantly better RMSEs and CCs
than BL, suggesting that they were effective.
2. Among the three existing ALR approaches, GSx had statistically significantly
better RMSEs and CCs than QBC and EMCM.
3. GSy had statistically significantly better RMSE than QBC and EMCM, and statis-
tically significantly better RMSE than QBC and GSx.
4. iGS had statistically significantly better RMSE than all other approaches, and
also statistically significantly better CC than all other approaches except GSx.
All these observations were generally consistent with our observations on the 12 UCI
and CMU StatLib datasets, demonstrating the effectiveness and robustness of our pro-
posed approaches. Particularly, on average iGS achieved the best performance among
the six.
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Figure 4: Performances of the six algorithms on the 15 subjects, averaged over 100 runs.
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Figure 5: Average performances of the six algorithms over the 15 subjects.
5. Conclusions and Future Research
Usually a substantial amount of labeled training samples are needed to build an
accurate regression model with good generalization ability. However, many times in
real-world applications we can collect a large number of unlabeled samples, but label-
ing them is time-consuming or expensive. ALR is a methodology to select the most
beneficial unlabeled samples to label, so that a better regression model can be built
from a small number of labeled samples. This paper has proposed two new ALR ap-
proaches, inspired by a GS approach in the literature. Extensive experiments on 12 UCI
and CMU StatLib datasets, and on 15 subjects on EEG-based driver drowsiness estima-
tion, verified their effectiveness and robustness. Particularly, our proposed iGS, which
considers diversity in both input and output spaces, outperformed several existing ALR
approaches.
Our future research will extend GSx, GSy and iGS from regression to classifica-
tion. Additionally, as described in the Introduction, regularization, transfer learning,
and active learning can all be used to handle regression problems that do not have
enough labeled training data. In this paper we have used regularization and active
learning together. In the future we will also study how to integrate transfer learn-
ing and active learning for regression problems. Our previous research has integrated
transfer learning and active learning for classification problems and achieved promising
performance [30, 31, 32].
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Algorithm 3: The iGS ALR approach.
Input: N unlabeled samples, {xn}Nn=1;
K , the maximum number of labels to query.
Output: The regression model f(x).
// Initialize the first selection
Set Z = {xn}
N
n=1, and S = ∅;
Identify x′, the sample closest to the centroid of Z;
Move x′ from Z to S;
Re-index the sample in S as x1, and the samples in Z as {xn}Nn=2;
// Select K0 − 1 more samples incrementally using GSx
IdentifyK0, the minimum number of labeled samples required to construct
f(x);
for k = 1, ...,K0 − 1 do
for n = k, ..., N do
Identify the x′ that has the largest dxn;
end
Move x′ from Z to S;
Re-index the samples in S as {xm}
k+1
m=1, and the samples in Z as
{xn}Nn=k+2;
end
Query to label theK0 samples in S;
Construct the regression model f(x) from S;
// Select K −K0 more samples incrementally
for k = K0, ...,K − 1 do
for n = k, ..., N do
Compute dxyn in (11);
end
Identify the x′ that has the largest dxyn ;
Move x′ from Z to S;
Query to label x′ in S;
Re-index the samples in S as {xm}
k+1
m=1, and the samples in Z as
{xn}Nn=k+2;
Update the regression model f(x) using S.
end
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Table 1: Summary of the 12 UCI and CMU StatLib datasets.
No. of No. of No. of No. of No. of
Dataset Source samples raw numerical categorical total
features features features features
Concrete-CS1 UCI 103 7 7 0 7
Concrete-Flow1 UCI 103 7 7 0 7
Concrete-Slump1 UCI 103 7 7 0 7
Yacht2 UCI 308 6 6 0 6
autoMPG3 UCI 392 7 6 1 9
NO24 StatLib 500 7 7 0 7
PM104 StatLib 500 7 7 0 7
Housing5 UCI 506 13 13 0 13
CPS6 StatLib 534 11 8 3 19
Concrete7 UCI 1030 8 8 0 8
Wine-red8 UCI 1599 11 11 0 11
Wine-white8 UCI 4898 11 11 0 11
1
https://archive.ics.uci.edu/ml/datasets/Concrete+Slump+Test
2
https://archive.ics.uci.edu/ml/datasets/Yacht+Hydrodynamics
3
https://archive.ics.uci.edu/ml/datasets/auto+mpg
4
http://lib.stat.cmu.edu/datasets/
5
https://archive.ics.uci.edu/ml/machine-learning-databases/housing/
6
http://lib.stat.cmu.edu/datasets/CPS_85_Wages
7 https://archive.ics.uci.edu/ml/datasets/Concrete+Compressive+Strength
8 https://archive.ics.uci.edu/ml/datasets/Wine+Quality
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Table 2: Ranks of the six approaches on the 12 datasets.
Dataset BL QBC EMCM GSx GSy iGS
Concrete-CS 6 5 4 1 3 2
Concrete-Flow 6 5 4 3 2 1
Concrete-Slump 6 5 4 3 2 1
Yacht 6 4 3 5 2 1
autoMPG 6 4 5 1 3 2
NO2 6 4 5 2 3 1
RMSE PM10 6 4 3 5 2 1
Housing 6 4 3 5 1 2
CPS 6 5 4 3 2 1
Concrete 6 5 4 3 2 1
Wine-red 6 4 5 3 2 1
Wine-white 6 4 5 3 1 2
Average 6 5 4 3 2 1
Concrete-CS 6 5 3 1 4 2
Concrete-Flow 6 4 5 1 3 2
Concrete-Slump 6 4 5 3 2 1
Yacht 6 5 4 3 2 1
autoMPG 6 4 5 2 3 1
NO2 6 2 3 1 5 4
CC PM10 6 4 5 2 3 1
Housing 6 4 5 3 2 1
CPS 6 5 4 3 2 1
Concrete 6 5 4 3 2 1
Wine-red 1 4 6 5 3 2
Wine-white 4 3 5 6 1 2
Average 6 4 5 3 2 1
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Table 3: p-values of non-parametric multiple comparisons on the AUCs of RMSEs and CCs on the 12 UCI
and CMU StatLib datasets.
BL QBC EMCM GSx GSy
QBC .0000
EMCM .0000 .1096
RMSE GSx .0000 .0000 .0000
GSy .0000 .0000 .0000 .0000
iGS .0000 .0000 .0000 .0002 .0715
QBC .0000
EMCM .0000 .0805
CC GSx .0000 .0000 .0000
GSy .0000 .0015 .0000 .1504
iGS .0000 .0000 .0000 .0290 .0017
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Table 4: Ranks of the six approaches on the 15 subjects.
Subject BL QBC EMCM GSx GSy iGS
1 6 5 4 1 3 2
2 6 5 4 2 3 1
3 6 5 4 3 2 1
4 6 5 4 3 2 1
5 6 5 4 1 3 2
6 6 5 4 1 3 2
7 6 4 2 5 3 1
RMSE 8 6 5 4 3 2 1
9 6 5 4 2 3 1
10 6 3 4 5 1 2
11 6 5 4 2 3 1
12 6 5 4 3 2 1
13 6 5 4 3 2 1
14 6 5 4 1 3 2
15 6 5 4 3 2 1
Average 6 5 4 3 2 1
1 6 4 2 1 5 3
2 6 5 4 2 3 1
3 6 5 4 3 2 1
4 6 4 3 1 5 2
5 6 4 3 1 5 2
6 6 4 3 1 5 2
7 6 3 4 5 2 1
CC 8 6 5 4 1 3 2
9 6 5 4 2 3 1
10 5 1 3 6 2 4
11 6 5 4 1 3 2
12 6 4 5 3 2 1
13 6 4 5 3 2 1
14 4 3 5 1 6 2
15 6 5 4 2 3 1
Average 6 5 4 2 3 1
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Table 5: p-values of non-parametric multiple comparisons on the AUCs of RMSEs and CCs on EEG-based
driver drowsiness estimation.
BL QBC EMCM GSx GSy
QBC .0000
EMCM .0000 .0000
RMSE GSx .0000 .0000 .0000
GSy .0000 .0000 .0000 .0955
iGS .0000 .0000 .0000 .0002 .0001
QBC .0000
EMCM .0000 .2491
CC GSx .0000 .0000 .0000
GSy .0000 .0080 .0376 .0065
iGS .0000 .0000 .0000 .0394 .0000
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