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Faster Quantum Walk Search on a Weighted Graph
Thomas G. Wong∗
Faculty of Computing, University of Latvia, Rain¸a bulv. 19, Rı¯ga, LV-1586, Latvia
A randomly walking quantum particle evolving by Schro¨dinger’s equation searches for a unique
marked vertex on the “simplex of complete graphs” in time Θ(N3/4). In this paper, we give a
weighted version of this graph that preserves vertex-transitivity, and we show that the time to
search on it can be reduced to nearly Θ(
√
N). To prove this, we introduce two novel extensions to
degenerate perturbation theory: an adjustment that distinguishes the weights of the edges, and a
method to determine how precisely the jumping rate of the quantum walk must be chosen.
PACS numbers: 03.67.Ac, 02.10.Ox
I. INTRODUCTION
Grover’s algorithm [1] famously searches a “database”
of size N for a “marked” item by querying an oracle
O(
√
N) times. This unstructured search assumes that
there is no structure to the database, so one can move
from querying any item to querying any other, and infor-
mation about the location of the marked vertex can only
come from querying the oracle. As such, it is natural to
formulate Grover’s algorithm as a quantum walk [2] on
the complete graph of N vertices [3–5], since every ver-
tex is connected to every other, and the goal is to find a
marked vertex by querying an oracle.
Physically, however, structure may exist that prevents
one from arbitrarily traversing the database. Such spa-
tial search problems can also be modeled as searches on
graphs [4, 6, 7]. Although spatial search algorithms using
quantum walks have been around for roughly a decade,
there is still no complete theory as to what structures
support fast quantum search [8].
One graph that has recently provided several new in-
sights into the role of structure in spatial search is the
“simplex of complete graphs,” an example of which is
shown in Fig. 1. This graph is an arrangement of M + 1
complete graphs of M vertices such that each vertex in a
complete graph is connected to a different cluster. For-
mally, it is a first-order truncated M -simplex lattice [9],
and it contains N = M(M+1) vertices and M2(M+1)/2
edges.
This graph has enough structure to yield interesting
results, but enough symmetry to lend itself to analysis.
It was first introduced for quantum search in [8] as a
structure with high connectivity, but on which search is
unexpectedly slow. It has also been studied with vari-
ous spatial distributions of multiple marked vertices [10].
Finally, search for a completely marked cluster causes
the standard continuous-time quantum walk search algo-
rithm to beat the typical discrete-time one [11]. In each
of these, the graph was unweighted (i.e., each edge had
weight 1).
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FIG. 1. A 5-simplex with each vertex replaced by the com-
plete graph of 5 vertices. Solid edges have weight 1, and
dotted edges have weight w. A vertex is marked, indicated
by a double circle. Identically evolving vertices are identically
colored and labeled.
In this paper, we also focus on search on the simplex
of complete graphs, except now we consider a weighted
version where the edges within clusters still have weight
1, but edges between clusters have weight w ∈ R+. This
is denoted by the solid and dotted edges in Fig. 1, re-
spectively. Although quantum walks on weighted graphs
have been investigated for universal mixing [12] and uti-
lized for quantum state transfer [13] and quantum trans-
port [14], they have not been explored for search (apart
from the context of time-reversal symmetry breaking [15],
which yielded no speedup).
With this choice of weights, the graph remains vertex-
transitive, so regardless of which vertex is marked, the
system will evolve the same. As we explain later, weights
defined this way on the simplex of complete graphs pre-
serves some key properties of quantum search, and im-
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2portantly, we show that search can be faster on the
the weighted graph. In particular, search for a unique
marked vertex on the unweighted (w = 1) graph takes
time Θ(N3/4) [8]. We show that as w increases, the run-
time decreases to Θ(N3/4/w). We can choose w to nearly
scale as N1/4, reducing the runtime to nearly Θ(
√
N).
Next, we define the quantum walk search algorithm
on the graph, and we show that the system evolves in a
constant 7-dimensional subspace. Then we explain the
general evolution of the algorithm, which occurs in two
stages. Afterwards we analytically prove the runtime of
the algorithm, which involves novelly adjusting degener-
ate perturbation theory [16] to capture the weights of the
graph. Subsequently, we give a new method of using de-
generate perturbation theory to determine how precisely
the jumping rate of the quantum walk must be chosen.
Since degenerate perturbation theory is a useful tool in
a variety of quantum search problems [8, 10, 11, 16, 17],
these two extensions to the method are important apart
from the graph at hand. Finally, we end with some re-
marks about the energy usage of the search algorithm
and the connectivity of the weighted graph.
II. QUANTUM WALK SEARCH
The vertices of the graph label computational basis
states of an N -dimensional Hilbert space. A randomly
walking quantum particle searches for a “marked” vertex
of a regular graph by evolving by Schro¨dinger’s equation
with Hamiltonian
H = −γA− |a〉〈a|,
where γ is the jumping rate (i.e., amplitude per time),
A is the adjacency matrix of the graph (Aij equals the
weight of the edge between vertices i and j, and is zero if
they are not connected), and |a〉 is a vertex that we are
searching for [4]. Together, −γA effects a quantum walk,
and −|a〉〈a| is a Hamiltonian oracle [18].
The system |ψ(t)〉 begins in an equal superposition |s〉
over all the vertices:
|ψ(0)〉 = |s〉 = 1√
N
N∑
i=1
|i〉.
Not only is this a convenient initial state, but it expresses
our initial lack of knowledge of where the marked vertex
might be by guessing each vertex with equal probability.
It is also an eigenstate of the adjacency matrix A (with
eigenvalue M +w− 1) that effects the quantum walk, so
if we evolve by −γA alone, we have no new information,
and the state stays the same. It is only when we include
the oracle term −|a〉〈a| that information changes, and
the state changes with it.
Figure 1 shows that there are only seven kinds of ver-
tices. For example, all the blue b vertices will evolve the
same way. Thus we can group identically-evolving ver-
tices together into a 7D subspace:
|a〉 = |red〉
|b〉 = 1√
M − 1
∑
i∈blue
|i〉
|c〉 = |yellow〉
|d〉 = 1√
M − 1
∑
i∈magenta
|i〉
|e〉 = 1√
M − 1
∑
i∈green
|i〉
|f〉 = 1√
M − 1
∑
i∈brown
|i〉
|g〉 = 1√
(M − 1)(M − 2)
∑
i∈white
|i〉.
In this subspace, the initial equal superposition state is
|s〉 = 1√
N
(
|a〉+√M − 1|b〉+ |c〉+√M − 1|d〉
+
√
M − 1|e〉+√M − 1|f〉
+
√
(M − 1)(M − 2)|g〉
)
,
and the search Hamiltonian is
H = −γ

1
γ
√
M1 w 0 0 0 0√
M1 M2 0 0 w 0 0
w 0 0
√
M1 0 0 0
0 0
√
M1 M2 0 w 0
0 w 0 0 0 1
√
M2
0 0 0 w 1 0
√
M2
0 0 0 0
√
M2
√
M2M3 + w

,
where Mk = M − k. Thus we have reduced an N -
dimensional problem to a 7-dimensional one.
III. TWO-STAGE ALGORITHM
To understand the behavior of the algorithm, let us
start with the unweighted (w = 1) graph, which was
first solved in [8], and whose solution we now summarize.
In Fig. 2a, we plot the probability overlaps of |s〉, |a〉,
and |b〉 with the eigenvectors of H. When γ is away
from the critical value γc1 = 2/M = 0.002, the initial
state |s〉 asymptotically equals the ground or first excited
state, and the system fails to evolve. So for the system
to evolve at all, we must pick γ to equal γc1, where the
initial state takes the form |s〉 ∝ |ψ0〉 + |ψ1〉. Thus it
is half in the ground state and half in the first excited
state. At γc1, note that |b〉 is also half in each of those
energy eigenstates, taking the form |b〉 ∝ |ψ0〉 − |ψ1〉. As
proved in [8], the energy gap at γc1 is ∆E = E1 − E0 =
4/M3/2, and so the system evolves from |s〉 to |b〉 in time
t1 = pi/∆E = piM
3/2/4.
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FIG. 2. Probability overlaps of |s〉, |a〉, and |b〉 with eigenstates of H for search on the weighted simplex of complete graphs
with M = 1000 and (a) w = 1 (unweighted), and (b) w = 3.
In this first stage of the algorithm, we have moved
probability from being uniformly distributed throughout
the graph to the correct cluster (see Fig. 1). Now we want
the probability to move within this cluster to the marked
vertex. To do this, note from Fig. 2a that when γ equals
γc2 = 1/M = 0.001, |b〉 is now half in the ground and
third excited states, taking the form |b〉 ∝ |ψ0〉 + |ψ3〉.
At γc2, we also have the marked vertex |a〉 ∝ |ψ0〉 − |ψ3〉
with an energy gap of ∆E = E3 − E0 = 2/
√
M . So
for the second stage of the algorithm, the system evolves
from |b〉 to |a〉 in time t2 = pi/∆E = pi
√
M/2.
We can see each distinctive stage in Figs. 3 and 4,
where we plot the probability at |b〉 and |a〉, respectively,
as the system evolves. The unweighted (w = 1) case is
the solid black curves. For the first stage of the algorithm,
from t = 0 to t1 = pi 1000
3/2/4 ≈ 24836.471, probability
accumulates at |b〉. Then we switch to the second stage of
the algorithm, which only lasts for time t2 = pi
√
1000/2 ≈
49.673, where the probability quickly moves from |b〉 to
|a〉, achieving the search.
The total runtime of the algorithm is the sum of the
time for each stage: t1 + t2 = pi/∆E = piM
3/2/4 +
pi
√
M/2 = Θ(M3/2) = Θ(N3/4). Clearly, the slow part
of the algorithm is the first stage, where the probabil-
ity is moving between clusters. The second stage is fast,
where probability moves within the cluster containing the
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FIG. 3. Probability at |b〉 as a function of time for search
on a simplex of complete graphs with M = 1000. The solid
black curve is w = 1 (unweighted), and the dashed red curve
is w = 3. Probability accumulates during the first stage of the
algorithm and then it quickly leaves during the second stage
(the sudden drop).
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FIG. 4. Probability at |a〉 (i.e., the success probability) as
a function of time for search on a simplex of complete graphs
with M = 1000. The solid black curve is w = 1 (unweighted),
and the dashed red curve is w = 3. During the second stage
of the algorithm, the probability quickly accumulates (the
sudden spike).
marked vertex. It is reasonable, then, that increasing the
weights of the edges between clusters (the dotted edges
in Fig. 1) can speed up this slow first stage. This is the
idea of this paper.
Let us see how increasing the weights affects the algo-
rithm. Fig. 2b shows the probability overlap plots with
w = 3. From this, we see that the algorithm is still a
two-stage evolution, except γc1 has shifted to the left.
What is more striking, however, are the evolution plots
in Figs. 3 and 4. Running each stage for the appropriate
amount of time so that the probability moves from |s〉 to
|b〉 to |a〉, we see that the runtime has been cut in half
(actually, the first stage’s runtime has been cut in half,
and the second stage is the same).
So we indeed get a speedup by increasing the weights
TABLE I. The number of edges of weight w based on what
kinds of vertices they connect.
Connection Number of Edges
a ∼ c 1
b ∼ e M − 1
d ∼ f M − 1
g ∼ g (M−1)(M−2)
2
of the edges between the complete graph clusters. To
prove this, and to show just how much of a speedup is
possible, we use degenerate perturbation theory [16].
IV. ADJUSTED DEGENERATE
PERTURBATION THEORY
To begin, we interpret the search Hamiltonian (in the
7-dimensional subspace) as an adjacency matrix, which
we express diagrammatically [19] in Fig. 5a. Finding the
eigenvalues and eigenvectors of this Hamiltonian is too
complicated given all the connections between the ba-
sis states. To simplify it, we treat the Hamiltonian as a
leading-order term H(0) plus a perturbation H(1). As-
suming that w scales less than
√
M throughout this pa-
per, we can drop it with all other terms that scale less
than
√
M , yielding the leading-order Hamiltonian shown
in Fig. 5b. This is precisely the leading-order Hamilto-
nian for the unweighted (w = 1) graph, and its eigen-
values and eigenvectors are given in [8]. While we have
made the leading-order Hamiltonian tractable, we have
lost all dependence on the weight w.
We need to introduce some dependence on w back, but
not so much that the problem becomes intractable. To
do this, consider the original simplex of complete graphs
in Fig. 1. There are M(M + 1)/2 edges with weight w.
Some of them connect a with c, some b with e, some d
with f , and some g with g. Just how many is shown in
Table I. Thus the edges of weight w are dominated by
those connecting g vertices with other g vertices. So we
add this back into the leading-order Hamiltonian.
For consistency, we should also do this for the edges
with weight 1. There is a total of M(M + 1)(M − 1)/2
such edges, and their connections are as shown in Ta-
ble II. These are dominated by g ∼ g, followed by b ∼ b,
d ∼ d, e ∼ g, and f ∼ g. Note that e ∼ g and f ∼ g are
already included in Fig. 5b, but we should add the other
terms in.
Including these additional contributions, we get the
adjusted leading-order Hamiltonian in Fig. 5c. This now
has dependence on w, but is still simple enough to solve
analytically. In particular, there are two eigenstates of it
that we are interested in:
u =
1 + 2γ −Mγ +√Ru
2
√
Mγ
|a〉+ |b〉
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FIG. 5. Apart from a factor of −γ, the (a) Hamiltonian
for search on the weighted simplex of complete graphs, (b)
typical first-stage leading-order terms, (c) adjusted first-stage
leading-order terms, (d) first-stage leading-order terms plus a
perturbation, and (e) second-stage leading-order terms. Note
(b) is also the second-stage leading-order terms plus a pertur-
bation.
TABLE II. The number of edges of weight 1 based on what
kinds of vertices they connect
Connection Number of Edges
a ∼ b M − 1
b ∼ b (M−1)(M−2)
2
c ∼ d M − 1
d ∼ d (M−1)(M−2)
2
e ∼ f M − 1
e ∼ g (M − 1)(M − 2)
f ∼ g (M − 1)(M − 2)
g ∼ g (M−1)(M−2)(M−3)
2
v =
2
√
M
−3 +M + w +√Rv
(|e〉+ |f〉) + |g〉,
with respective eigenvalues
Eu =
1− 2γ +Mγ +√Ru
2γ
Ev =
1
2
(
−3 +M + w +
√
Rv
)
,
where
Ru = 1 + 4γ − 2Mγ + 4γ2 +M2γ2
Rv = 9 + 2M +M
2 − 6w + 2Mw + w2
are the radicands in the expressions. These two eigen-
states are of interest because |u〉 ≈ |b〉 and |v〉 ≈ |g〉 ≈ |s〉
to leading order, and recall from Fig. 2 that we want to
choose γ so that the ground and first excited states are
each half |b〉 and half |s〉. If the eigenvalues Eu and Ev
are nondegenerate, then even with the perturbation, |u〉
and |v〉 will remain approximate eigenstates. But when
they are degenerate, then linear combinations of them
|ψ〉 = αu|u〉+ αv|v〉,
will be eigenstates of the perturbed system, which is what
we want. Setting their unperturbed eigenvalues Eu and
Ev equal, solving for γ, and taking the leading-order term
for large M , we get the critical γ for the first stage of the
algorithm:
γc1 =
(
1 +
1
w
)
1
M
.
When w = 1, this yields the unweighted value of 2/M ,
as expected from [8] and Fig. 2a. When w = 3, we get
with M = 1000 that γc1 = (1 + 1/3)/1000 = 0.0013, in
agreement with Fig. 2b.
Now lets calculate the perturbed eigenstates. The per-
turbation H(1) restores terms of constant weight so that
the we get Fig. 5d. This lifts the degeneracy so that, as
described above, the eigenstates become αu|u〉 + αv|v〉,
6and the coefficients can be found by solving(
Huu Huv
Hvu Hvv
)(
αu
αv
)
= E
(
αu
αv
)
,
where Huv = 〈u|H(0) + H(1)|v〉, etc. Calculating these
matrix elements with γ = γc1, the terms O(1/M
3/2) are(
− 1+ww + 1−w
2
w
1
M − 1+wM3/2
− 1+w
M3/2
− 1+ww + 1−w
2
w
1
M
)(
αu
αv
)
= E
(
αu
αv
)
.
Solving this yields perturbed eigenstates
|ψ±〉 = 1√
2
(
±1
1
)
=
1√
2
(±|u〉+ |v〉) ≈ 1√
2
(±|b〉+ |g〉)
with corresponding eigenvalues
E± = −1 + w
w
+
1− w2
wM
∓ 1 + w
M3/2
.
Thus to leading order, the system evolves from |s〉 ≈ |g〉
to |b〉 in time
t1 =
pi
∆E
=
pi
2(1 + w)
M3/2.
When w = 1, we get the unweighted graph’s expected
runtime of piM3/2/4 for the first stage of the algorithm.
Clearly, as we increase w, the runtime is decreased. For
example, when w = 3, the runtime is piM3/2/8, which is
half the time of the unweighted graph; this agrees with
Figs. 3 and 4, where the dashed red curve shows the prob-
ability at |b〉 and |a〉, respectively, as the system evolves
with w = 3.
When w scales larger than a constant, then the runtime
scaling of t1 is reduced. For example, if w = Θ(M
1/4),
then t1 = Θ(M
5/4) = Θ(N5/8). Recall we are assum-
ing that w scales less than
√
M in order to employ our
perturbative method, so t1 can almost be lowered to
Θ(M) = Θ(
√
N). As we will see later, there is another
consideration to account for that yields this same limita-
tion on w. But before focusing too much on t1, we must
determine how the weights affect the second stage of the
algorithm.
V. STAGE 2
Let us now analyze how the weights affect the second
stage of the algorithm, where probability moves from |b〉
to |a〉. From Fig. 2, the critical γ for the second stage
of the algorithm is unchanged from its unweighted value
of γc2 = 1/M . To prove this, we again use degenerate
perturbation theory. This time, there is no adjustment
needed as was in the first stage to reintroduce dependence
on w, so the results from [8] and [19] carry over directly,
and which we summarize here.
For the leading-order Hamiltonina H(0), we drop the
terms that scale less than M , yielding Fig. 5e. From this,
we see that |a〉 and |b〉 are eigenstates of H(0) with respec-
tive eigenvalues −1 and −γM . If these eigenvalues are
nondegenerate, then even with the perturbation, |b〉 will
be an approximate eigenstate of the Hamiltonian, so the
system will not evolve from |b〉 apart from a global, un-
observable phase. To make the system evolve, we equate
the eigenvalues to create a degeneracy, yielding the crit-
ical γ for the second stage of the algorithm:
γc2 =
1
M
.
Then the perturbation H(1), which restores edges of
weight Θ(
√
M) so that we have Fig. 5b, cause the eigen-
states to become
αa|a〉+ αb|b〉,
where the coefficients can be found by solving(
Haa Hab
Hba Hbb
)(
αa
αb
)
= E
(
αa
αb
)
,
where Hab = 〈a|H(0) + H(1)|b〉, etc. With γ = γc2, this
is (
−1 −1√
M
−1√
M
−1
)(
αa
αb
)
= E
(
αa
αb
)
.
Solving this yields perturbed eigenstates and eigenvalues
1√
2
(±|a〉+ |b〉) , −1∓ 1√
M
.
Thus during the second stage of the algorithm, the sys-
tem evolves from |b〉 to |a〉 in time
t2 =
pi
∆E
=
pi
√
M
2
.
So adding weights to the graph does not change the run-
time of the second stage of the algorithm. Thus we can
speed up the first stage of the algorithm by making the
graph weighted without harming the second stage of the
algorithm, and the total runtime is
t1 + t2 =
piM3/2
2(1 + w)
+
pi
√
M
2
.
This agrees with Figs. 3 and 4, where for w = 3 and M =
1000, the system evolves for time t1 = pi1000
3/2/2(1 +
3) ≈ 12418.235, and then for an additional time of t2 =
pi
√
1000/2 ≈ 49.673.
Thus to reduce the overall runtime, we want to increase
w to be as large as possible. Recall that these results
assume that w scales less than
√
M , so we can almost
decrease the overall runtime to Θ(M) = Θ(
√
N). But for
this to be possible, there is one more matter to consider
regarding the critical γ’s.
7VI. CONVERGENCE OF CRITICAL GAMMAS
Recall the critical γ’s for the first and second stages of
the algorithm:
γc1 =
(
1 +
1
w
)
1
M
, γc2 =
1
M
.
Then as w increases, γc1 converges to γc2. This can also
be seen in Fig. 2; as w increases, the overlap crossing at
γc1 moves to the left until it collides with the stationary
crossing at γc2. This causes the distinct evolution of the
two stages to meld together in a way that is unpredictable
by our current method of degenerate perturbation theory.
So how big can w be such that the two-stage algo-
rithm holds? This equates to finding the “width” around
each critical γ in which the algorithm evolves correctly.
For example, for the complete graph of N vertices, an
explicit calculation in [20] shows that when γ is within
O(1/N3/2) of its critical value of 1/N , then the system
searches in Grover’s Θ(
√
N) time. When γ is outside of
this region, the system asymptotically starts in an eigen-
state and fails to evolve apart from a global, unobservable
phase. So there is a region around the critical γ in which
the algorithm is relevant, and outside of which it is not.
For our weighted graph, we want the γc’s to be outside
of each other’s region of influence.
To find the relevant region around each γc, an explicit
calculation as in [20] is prohibitive. Instead, we introduce
a new approach to finding such precision bounds on how
close γ must be to its critical value using degenerate per-
turbation theory. To demonstrate it, let us start with the
second stage, which is easier and will yield the relevant
region. Recall from the last section that |a〉 and |b〉 are
eigenstates of the leading-order Hamiltonian in Fig. 5e
with respective eigenvalues −1 and −γM . Then if γ is 
away from its critical value, i.e., γ = γc2 +  = 1/M + ,
then |b〉’s unperturbed eigenvalue becomes −1− M . If 
is small so that |a〉 and |b〉 are near-degenerate, then with
the perturbation, the eigenstates become linear combina-
tions αa|a〉 + αb|b〉, and we solve an eigenvalue problem
for the coefficients. The eigenvalue problem contains a
term Hbb = 〈b|H(0) + H(1)|b〉, which contains a term
scaling as M that is the leading-order term in . For
the system to evolve with the correct scaling, M must
scale no greater than the energy gap Θ(1/
√
M). Thus
 = O(1/M3/2). This gives the precision with which γ
must equal its second critical value.
Since the first stage’s energy gap Θ(w/M3/2) is smaller
than the second stage’s Θ(1/
√
M), the first stage has a
smaller range of γ’s that will work for it. This can also
be seen in Fig. 2b, where γc1 = 0.0013 has a thinner
crossing than γc2 = 0.001’s crossing. Thus when the
γc’s “collide,” it is when they are within O(1/M
3/2) of
each other, having entered the second stage’s region of
influence.
Back to our original question of how big w can be be-
fore the first stage “collides” with the second stage. We
want
γc1 =
1
M
+
1
wM
= γc2 +
1
wM
to stay outside of the range of the second stage. Taking
1/wM to be  in the previous calculation, we want it to
scale bigger than 1/M3/2, which yields
w = o(
√
M).
That is, the weight must scale less than
√
M for the two
stages of the algorithm to be distinct. Since this is the
assumption throughout our paper for the perturbative
calculations to work, our algorithm works in all values of
w considered in this work, and it allows the runtime to
be reduced to nearly Θ(
√
N).
VII. ENERGY AND CONNECTIVITY
We end with some remarks about the energy usage of
the algorithm, as well as the connectivity of the weighted
graph. First regarding energy, the operator norm of the
Hamiltonian gives some sense of the energy being used.
By making the graph weighted, we have only changed γ
and the adjacency matrix while leaving the oracle term
|a〉〈a| alone. The operator norm of the adjacency matrix
is M + w − 1 = Θ(M), and both the critical γ’s scale as
Θ(1/M). Thus the operator norm of γA is Θ(1), and so
to leading order, the search algorithm on the weighted
graph does not use more energy than on the unweighted
graph.
Now for connectivity. Since the (unweighted) simplex
of complete graphs was first introduced for quantum com-
puting as a graph with high connectivity, but on which
search is slow [8], we comment on the connectivity of
our weighted version. The vertex connectivity is un-
changed, since M vertices must be removed to discon-
nect the graph. Thus it does not capture the weights and
is a poor indicator of connectivity for weighted graphs.
The edge connectivity is also unsatisfactory. While M
edges must be removed, should the weights of the edges
be accounted for? For example, a cluster can be discon-
nected from the rest of the graph by removing the M
edges of weight w connecting to the cluster. Or a single
vertex can be disconnected by removing its M edges, of
which M − 1 have weight 1 and one has weight w. As
such, it is better to consider algebraic connectivity [21]
for weighted graphs, which is the second smallest eigen-
value of the graph Laplacian L = D − A, where D is a
diagonal matrix with the degree of each vertex. For the
weighted simplex of complete graphs, it is
λ1 =
1
2
(
M + 2w −
√
M2 − 4w + 4w2
)
≈ w.
Clearly, making the weight w larger increases the alge-
braic connectivity, as expected. We can further improve
this with a normalized algebraic connectivity [22], which
8for a regular graph is simply its algebraic connectivity
divided by its degree, in this case yielding roughly w/M .
As expected, this connectivity is higher when the weight
w increases. When w almost scales as
√
M so that the
runtime is nearly reduced to Θ(
√
N), the algebraic con-
nectivity is almost that of an eight-dimensional cubic lat-
tice, on which search is fast [4].
This does not contradict the conclusion of [8], of
course. That the weighted simplex of complete graphs
has high connectivity and yields fast search does not
take away from the counterexample of the unweighted
graph searching slower than its connectivity would sug-
gest. Furthermore, by changing the weights, we have
changed the graph.
VIII. CONCLUSION
We have modified the simplex of complete graphs to
have different weights on the edges between clusters
from the edges within clusters. This defines a reason-
able search structure that is vertex-transitive, and whose
equal superposition over the vertices is an eigenstate of
its adjacency matrix. By adjusting degenerate perturba-
tion theory, we proved that the runtime on this weighted
graph can be reduced from the unweighted Θ(N3/4) to
nearly Θ(
√
N). Thus we have novelly demonstrated that
faster quantum search is possible on a weighted graph.
It is very possible that our work can be extended to
fully reduce the runtime to Grover’s Θ(
√
N). For ex-
ample, we have left open the case when w scales greater
than or equal to
√
M . One could also consider chang-
ing the weights differently, moving away from our model
where edges between clusters have one weight while edges
within clusters have another. Finally, different graphs
could be considered altogether.
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