Abstract. In this paper, we present accurate and economic integration quadratures for hypersingular functions over three simple geometric shapes in R 3 (spheres, cubes, and cylinders). 
Introduction
The computation of hypersingular integrals associated with Cauchy principal values (CPVs) is the most time consuming and challenging task in solving integral equations for many mathematical physics equations, for example, Maxwell equations, elasticity equations, etc. The CPV is defined by the integration of the singular function by first excluding a small volume around the singularity, then letting the size of the exclusion volume shrink to zero to produce the CPV. Namely, the CPV is defined as p.v. where Ω is a bounded domain in R 3 assumed to be a cube, rectangular prism, cylinder, or sphere in this paper and V δ (r ′ ) is an exclusion volume centered at r ′ of spherical shape of radius δ. The objective of this paper is to develop an accurate and efficient quadrature formula to compute the integral over Ω\V δ (r ′ ) in (1.1). For any fixed δ > 0, the integral over domain Ω\V δ (r ′ ) can be calculated by a naive brute-force approach to a given accuracy if a large number of sample points are used. Fortunately, the function f (r) in the numerator, which can take a general form in the integral equation method, is often smooth; therefore, f (r) can be well represented through an interpolation of its values on the three-dimensional tensor product of 1-D Gauss quadrature or midpoint nodes. Using this simple fact, any brute-force integration quadrature involving a large number of values of f (r) can be converted into an equivalent quadrature formula using only values at the small number of nodes of a tensor-product form in Ω. Moreover, the new weights on the tensor-product nodes can be pre-computed and tabulated to be used for a general function f (r). This will be the approach in this paper, and the resulting weights have been used to calculate the matrix entries for a discretized Nyström volume integral equation for Maxwell equations in [1] where the issue of CPV limit is also addressed. There are other approaches in computing the CPV in (1.1), including direct evaluations of hypersingular integrals [2] .
The rest of this paper will be organized as follows. In Section 2, we will describe the interpolation approach for constructing a quadrature formula for singular integrations over the domain Ω\V δ (r ′ ) on tensor-product nodes. In Sections 3 through 5, we present specific implementations of interpolated quadrature when Ω is a cube, cylinder, and sphere, respectively. In Section 6, we provide an outline of the resulting algorithm that is implemented in computer code. In Section 7, numerical tests are included for each domain. In the appendix, quadrature weights over some tensor-product nodes are given for singular integrals over each domain.
Quadrature formula over tensor-product nodes
Consider a hypersingular integrand formed by the product of some smooth function f (r) with a singular kernel 1/|r−r ′ | k over a domain Ω, where the singularity is at r ′ ∈ Ω and k can be 1, 2, or 3, i.e., First, assume we have an N point quadrature rule that uses pointsr i and weightsŵ i ,
As the function f (r) is generally smooth, it can be well approximated through an interpolation of its values over a small number of tensor-product nodes {r i }| M i=1 . Letting φ j (r) denote a set of M basis functions that satisfy the Kronecker delta property φ j (r i ) = δ i,j , we have the following approximation:
f (r j )φ j (r). (2. 3)
Then, we can manipulate (2.1) as follows:
Therefore, we obtain an M-point quadrature formula over the tensor-product nodes as follows:
where the quadrature weights are given by
(2.6)
It can be easily seen that the weight is a quadrature approximation for the following integral
φ j (r) |r−r ′ | k dr. (2.7)
It should be noted that w j,k can be precalculated. Moreover, in our implementation of the quadrature rule in (2.2), we use spherical coordinates in a region around r ′ ;ŵ i then contains the Jacobian |r i −r ′ | 2 whenr i is near r ′ , which reduces the order of the singularity. When k is less than 3, the limit in (1.1) can be evaluated once this Jacobian is applied and the size δ of the exclusion volume V δ (r ′ ) can be taken to be zero. As M is usually small (M << N) in the interpolation formula (2.3) for f (r), the new quadrature formula (2.5) will be fast, using only a small number of samples. The error committed in (2.5) is twofold: error occurs when we use the initial brute-force quadrature rule to approximate the integral in (2.2), which can be controlled by increasing the number N, and when we approximate f (r) by using basis functions φ j (r) and the samples f (r j ). However, if the basis φ j (r) is the same one used to approximate the solution of, for example, a volume integral equation by a Nyström collocation method, then the error due to interpolating f (r) will be of the same order as expected in the underlying Nyström VIE method.
Finally, it is desirable to make a reference domain Ω\V δ (r ′ ) for calculating the integral over some different sized domainΩ where the mapping from Ω\V δ (r ′ ) toΩ is given by γ(r) = ar for some a. Then the Jacobian is given by J γ = a 3 This is because the sum over i in (2.4) is calculated on the reference element. If an exclusion V δ (r ′ ) is present, care should be taken to be aware of any deformation caused by the mapping, if any.
3 M-point tensor-product quadratures for a cube or rectangular prism
Quadrature rule when the singularity r ′ is at the center of the cube
In the derivation of (2.5) for a cube, we take Ω = [−1,1] 3 . We proceed by subdividing Ω so that we have six pyramids P i , i = 1,2,··· ,6, each using a different side of the cube as its base and r ′ = (0,0,0) for its pinnacle. Since we wish to use spherical coordinates (ρ, ϕ,θ) to reduce the singularity of the kernel, we rewrite (2.7) as For the pyramid with a base at x = 1, the limits of integration are
We now define several mappings from [0,1], where we have n one-dimensional Gauss points and weights (t ℓ ,w t ℓ ), to the variables of integration in (3.2). Working with the pyramid whose base satisfies x = 1, we map a Gauss point-weight pair (t k ,w t k ) to its corresponding azimuthal angle and weight (ϕ k ,w
Next, for a fixed angle ϕ k , we map a Gauss point-weight pair (t j ,w t j ) to its corresponding angle of inclination and weight (θ j ,w θ j ) by
(3.4) For fixed angles ϕ k and θ j , we map a Gauss point-weight pair (t i ,w t i ) to its corresponding radius and weight (ρ i ,w
where ρ min =δ if a sphere around the singularity is excluded. Otherwise, ρ min =0. Matching indices, we now have a set of n 3 points and weights on the pyramid given by
Finally, the points are converted to Cartesian coordinates. The quadrature points on the remaining five pyramids can either be handled by the same method or can be calculated from these points and weights by a rotation. We take the latter approach. For n = 8, the resulting quadrature points are plotted in Fig. 1 . In total, there are N = 6n sample points in the cube on the right of Fig. 1 . While the points are mostly symmetrical, the y-coordinates differ from the z-coordinates slightly in the pyramid on the left. If desired, a more symmetrical quadrature rule could be found without difficulty.
Quadrature rule when the singularity r ′ is not at the center of the cube or
Ω is a rectangular prism
There are two straightforward approaches for the case when r ′ is not at the center of the cube. One way is to modify the formulas for finding the quadrature points on the pyramids so that the pyramids are deformed; in this case, each pyramid should be calculated independently instead of using a rotation as before. However, this will result in some pyramids that are too flat to be integrated accurately if the singularity is located near the edge of the cube. As our primary goal is to compute the integral near the singularity accurately, we implement a second way where a subcube is made with the singularity at its center; the remaining regions of the parent cube [−1,1] 3 are subdivided and integrated using the cross-product of n reg Gauss points and weights (t ℓ ,w t ℓ ) defined on a reference
We take the subcube with the singularity at its center to be the largest contained in the parent cube [−1,1] 3 . In our implementation, this means that if the singularity is at the center of the parent cube, the subcube is identical to the parent cube. If the singularity is equidistant from three adjacent faces of the parent cube, it is in a corner and we calculate 7 additional nonsingular integrals. If the singularity is equidistant from two adjacent faces, it is near an edge and we calculate 11 additional integrals. Otherwise, we calculate 17 additional integrals so N ≤ 6n 3 +17n
Illustrations of these cases are shown in Fig. 2 . The integral in (2.7) can be rewritten to include I nonsingular subregions R i , i = 1,2,··· , I, as 
where the union of the regions P i make up the singular subcube, requiring ρ i,max to be scaled appropriately. These additional subregions allow Ω to be a rectangular prism, if desired. None of the subregions should have a dimension that is significantly larger than one of its other dimensions; otherwise this could lead to an inaccurate approximation over the subregion. Our code provides the option to allow further subdivision in case this is an issue.
M-point tensor-product quadratures for a cube
To construct the quadrature weights defined in (2.6) for a set of tensor-product nodes corresponding to 1-D Gauss points on [−1,1], we will first define the interpolation functions. We use the cross-product of Lagrange polynomials defined on [−1,1] for interpolation. Thus, we use Figure 2 : From left to right, the illustrations correspond to subdivisions when the singularity is in a corner, near an edge, and at the center of a face. The subcube with a singularity is red. for our M = m 3 interpolation points r j in R 3 , where t ℓ are the m Gauss points defined on [0,1]. For the x-axis, the i th Lagrange polynomial is given by
The polynomials for y and z are similar. The resulting three-dimensional Lagrange polynomials are given by
Renaming and reindexing L i,j,k (r) as φ j (r), we get a set of basis functions that satisfies (2.3). Then, we use our N-point quadrature rule over the cube to integrate the basis functions against the singular kernel as in (2.6). This produces the weights w j,k . Finally, the integral over the cube [−1,1] 3 is given by (2.5). The degree of the one-dimensional basis functions can be set independently in case one dimension is much larger than another one, as is sometimes the case for a rectangular prism.
4 M-point tensor-product quadratures for a cylinder 4.1 Quadrature rule for a subcylinder centered at the singularity r ′
We begin with a cylinder of radius 1 whose bases satisfy z = −1 and z = 1. For now, let the singularity r ′ =(0,0,0) be at the center of the cylinder. The cylinder can be subdivided into two cones C 1 and C 2 with the same bases as the cylinder and a third subregion C 3 that contains the sides of the cylinder. Using spherical coordinates (ρ, ϕ,θ) to reduce the singularity of the kernel, (2.7) becomes
Let the n one-dimensional Gauss points and weights over [0,1] be denoted by (t ℓ ,w t ℓ ). For the azimuthal angle,
The angle of inclination is divided into three regions. For the cone with an apex at the singularity and the base at z = 1,
For the cone with an apex at the singularity and the base at z = −1,
For the remaining region along the sides of the cylinder,
Combining the n points for θ in each region, we use 3n points to integrate in the θ direction. Since ρ depends on θ, its formula changes depending on the region. where ρ min = δ if a sphere around the singularity is excluded. Otherwise, ρ min = 0. Thus, this cylinder with the singularity at its center uses a total of 3n 3 points, given by 
Quadrature rule for all subcylinders not containing the singularity r ′
We subdivide the cylinder into a total of three cylindrical regions and three washershaped regions, even if the singularity is at the center of the parent cylinder. Before subdividing, the distances from the three boundaries of the parent cylinder to the exclusion V δ (r ′ ) are measured. Let d be half of the minimum of the three distances. First, the radial direction ρ cyl , measured from the singularity, is divided into two intervals with boundaries 0, d+δ, and ρ cyl max , where
This results in a cylindrical core containing the singularity with a washer, whose hole may be off center, wrapped around it. Second, the height of the parent cylinder is divided into the three intervals with boundaries at −1, r ′ z −d−δ, r ′ z +d+δ, and 1. The resulting six regions, with quadrature points, can be seen on the right of Fig. 4 . Let S 1 and S 2 be the nonsingular subcylinders, given in cylinderical coordinates (ρ, ϕ,z) as
, and let W 1 ,W 2 ,W 3 be the washers, given in cylindrical coordinates as
Only the middle subcylinder contains a singularity; the quadrature rule for it is described in the previous subsection and is mapped to this region. The remaining regions can be integrated in cylindrical coordinates (ρ cyl , ϕ,z), with Gaussian quadrature used in ρ cyl and z, and the midpoint rule in ϕ. Specifically, with Gauss point-weights (t ℓ ,w t ℓ ) defined on [0,1], each cylinder with no singularity uses n 3 cyl points and weights in cylindrical coordinates given by
Using n ρ w , n ϕ w , and n z w to denote the number of points on the washer regions in each direction, the quadrature points and weights are given in cylindrical coordinates by
(4.12)
Since it is best to use twice as many points in the ϕ direction, let n w = n ρ w so that a total of 2n 3 w points and weights are on each washer. Counting all six subregions, the cylinder uses a total of N = 3n 3 +2n 3 cyl +6n 3 w points; the points and weights are converted to Cartesian coordinates. Our code provides the option to allow further subdivisions in case a cylinder or washer has a dimension that is significantly larger than one of its other dimensions.
M-point tensor-product quadratures for a cylinder
To construct the quadrature weights defined in (2.6) for a set of tensor-product nodes corresponding to 1-D Gauss points on [−1,1] or uniform points over [0,2π], we will first define the interpolation functions. We will use Lagrange interpolation in ρ and z and Fourier interpolation for ϕ. Let m ρ , m ϕ , and m z be the number of sample points in ρ cyl , ϕ, and z, respectively. Since twice as many points are needed in the ϕ direction, let m = m ρ so that M = 2m 3 sample points are used. Shown in Fig. 5 , the interpolation points are 
14)
The k th Lagrange polynomial for z is similar. The Fourier interpolation polynomial for the ϕ direction can be shown to have the form
Multiplying the basis functions together yields 
Then, renaming and reindexing L i,j,k (r) as φ j (r), we get a set of basis functions that satisfies (2.3). Next, we use our N-point quadrature rule over the cylinder to integrate the basis functions against the singular kernal, as in (2.6). This produces the weights w j,k . Finally, the integral over the cylinder with radius 1 and bases satisfying z = −1 and z = 1 is given by (2.5).
M-point tensor-product quadratures for a sphere or ellipsoid

Quadrature rule over a sphere for singular kernal
We consider the unit sphere for Ω. In terms of (2.7), we want to calculate
where r ′ does not have to be at the sphere's center and ρ max will be given later. Using spherical coordinates (ρ, ϕ,θ) to reduce the singularity, we use a midpoint rule for the azimuthal angle ϕ and Gauss quadrature for ρ and θ.
The n ϕ points and weights for the azimuthal angle are given by
Let n θ one-dimensional Gauss points and weights over [0,1] be denoted by (t j ,w t j ). Then, the points and weights (θ j ,w θ j ) for the angle of inclination are given by
For a fixed singularity r ′ , let
Then, in terms of ϕ and θ, the maximum value of ρ is given by
Let n ρ one-dimensional Gauss points and weights over [0,1] be denoted by (t i ,w t i ). Thus, for fixed angles ϕ k and θ j , we map a Gauss point-weight pair (t i ,w t i ) to its corresponding radius and weight (ρ i ,w r i ) by
where ρ min =δ if a sphere around the singularity is excluded. Otherwise, ρ min =0. Matching indices, we now have a set of N = n ρ n ϕ n θ points and weights on the sphere given by Letting n = n ϕ = n θ , we take n ρ = 2n for a total of N = 2n 3 points to get the best results. The points are converted to Cartesian coordinates. A set of quadrature points on the unit sphere is depicted in Fig. 6 . A similar method can be used to find a set of quadrature points on an ellipse by scaling the axis of the ellipse to a sphere. Letting n = n ρ , we take n ϕ = n θ = 2n for a total of N = 4n 3 points to get the best results. The distribution of quadrature points is similar to the distribution for the sphere, shown in Fig. 6 .
M-point tensor-product quadratures for a sphere
Similarly, to construct the quadrature weights defined in (2.6) for a tensor product nodes of 1-D Gauss points on [−1,1] or uniform points over [0,π] or [0,2π], we will first define the interpolation functions. We will use Lagrange polynomials in ρ and the double Fourier basis described in [3] and [4] for ϕ and θ. Let m ρ , m ϕ , and m θ be the number of sample points in ρ, ϕ, and θ, respectively. If m is specified for the sphere then m = m ρ = m ϕ = m θ . Tests have shown that m ϕ = m θ gives the best results. Shown in Fig. 6 , a brief, initial description of the interpolation points is given by
where t ℓ are the m ρ Gauss points defined on [0,1]. For the basis functions, let ℓ ρ i (ρ) be the i th Lagrange polynomial for ρ, given by
where c q = 2 if q = 0 or m θ and c q = 1 otherwise, the basis function for ϕ and θ is given by 
Letting r be the Cartesian coordinates for
we get a set of basis functions that satisfies (2.3). Then, the interpolation formula for f (r) is
This formula is valid unless the Kronecker delta property is needed; there are many terms in the summation that share the same sample point if we consider Cartesian coordinates. Specifically, taking k = 0 or m θ and fixing i in (ρ i , ϕ j ,θ k ) determines the sample point regardless of the value j takes. Thus, the basis functions fail to satisfy the Kronecker delta property in Cartesian coordinates. After calculating the weights according to (2.6) for the 2m ρ m ϕ (m θ +1) points given in (5.8), we determine which ones are not unique and add them together; the integral is then calculated with M = m ρ (2m ϕ (m θ −1)+2) distinct points in Cartesian coordinates according to (2.5) . This is equivalent to consolidating all basis functions with k = 0 or m θ and defining a new one for each i bŷ
With an implied change of coordinates, the basis functions in the new interpolation formula
satisfy the Kronecker delta property in Cartesian coordinates. In practice, we have obtained the same results regardless of whether we consolidate the points or use them with a pseudo-Kronecker delta property. For interpolation over an ellipsoid, the interpolation points and basis functions defined on the sphere are used with mappings between the sphere and ellipsoid.
Algorithm outline
The algorithm for calculating the weights in (2.6) does not heavily depend on the shape of the domain Ω. Here, we will provide an outline of the algorithm with some notes about what considerations each domain requires. While similar, considerations for the rectangular prism and ellipsoid are not given here.
The input to the algorithm consists in the dimensions of Ω, the location of the singularity r ′ , the radius δ of the spherical exclusion V δ , the number m of interpolation points in each direction, the number n of one dimensional brute-force quadrature points in spherical coordinates for the subregion containing the singularity, and the number n reg , n cyl , or n w of one dimensional brute-force quadrature points for any subregions not containing the singularity. The dimensions and directions are defined in Cartesian, cylindrical, and spherical coordinates for the cuboid, cylindrical, and spherical regions, respectively. Spherical domains do not have any subregions.
If the domain is not spherical, the first step is to determine if subdivisions are necessary given the location of the singularity r ′ . If they are, the dimensions of each subregion must be calculated. If desired, these subregions can be further subdivided until no region has a single dimension that is significantly larger than any other dimension.
After all required subregions are specified, the brute-force quadrature rule is made. Points and weights are calculated for subregions not containing the singularity according to formula (3.7) for the cube and formulas (4.11) and (4.12) for the cylinder. For all domains, there is a subregion, perhaps identical to Ω, that contains the singularity. Using spherical coordinates, points and weights are calculated for this subregion according to the formulas (3.6), (4.7), and (5.7) for the cuboid, cylindrical, and spherical regions, respectively. Note that the formula for the cuboid gives the points and weights for only one of the six pyramids that make up the cuboid.
Next, the sample points for interpolation are calculated according to (3.10), (4.13), and (5.8) for the cuboid, cylindrical, and spherical regions, respectively. The basis functions are defined by these interpolation points so there is no need to construct them.
Finally, the desired tensor-product quadrature rule is made by calculating the brute force integrals of the basis functions against the singular kernel, according to (2.6). The points for the tensor-product quadrature rule are the interpolation points and the weights are the w j,k in (2.6). For the sphere, the number of sample points and weights can be reduced by combining the weights that correspond to the same points in Cartesian coordinates.
The output from the algorithm is the set of sample points r j and corresponding weights w j,k . When implemented in computer code, these points and weights can be saved to a file for use in the future. Thus, the algorithm needs to only be used once for each set of inputs even if there are many integrals to calculate. If the domain of integration has different dimensions from the one used to calculate the weights w j,k , the Jacobian given by (2.8) can be used to calculate the correct integral at runtime.
Numerical results
We use our method to approximate several integrals, subdividing the domain when necessary as in Fig. 2 and Fig. 4 . For convenience, let R = |r−r ′ | in this section. In each test we increase the value of M and place the singularity at the interpolation point closest to the boundary to show the most difficult case; as M increases, the singularity will get closer to the boundary. When the denominator contains R 3 , even if we reduce the order of the singularity in some way, δ is taken as half of the distance from the singularity to the boundary; otherwise δ = 0. All reference solutions are calculated with our method by performing the brute-force integral with twice as many quadrature points in each direction. While not reported here, we also check our results against Mathematica's NIntegrate function to make sure our method converges to the same value Mathematica's does [5] .
There are three tests we perform for when the domain is a cube, cylinder, or sphere; we have obtained good results for when the domain is a rectangular prism or an ellipsoid, but they are not provided here. First, we take f (r) = cos(R) in (2.1) and consider the kernels 1/R, 1/R 2 , and 1/R 3 . Second, we repeat the test for sin(R). Since sin(R) has a cusp at R = 0, we take f (r) = sin(R)/R and consider the kernels 1, 1/R, 1/R 2 . While not necessary to get good convergence for sin(R)/R 3 , we will take δ to be nonzero to illustrate good convergence for when an exponential function is split into sine and cosine by Euler's formula.
Third, we show a convergence result from a more realistic scenario. Consider a Green's function defined by the matrix
where I is the identity matrix. This is the Green's function in [1] . Let u be the unit vector in the direction of r−r ′ . Then the hypersingular part of G(r,r ′ ) has the same behavior as
H(r,r ′ ) is a symmetric matrix whose entries are defined by
3) where δ u,v is the Kronecker delta and u,v take the values x,y,z. As the second term in the parenthesis depends on the variable of integration, we build on (2.6) by defining
The difference in the weights w u,v j removes the singularity from the diagonal entries of H(r,r ′ ) so the integral over any sphere centered at r ′ is zero. Since, in a realistic scenario, H(r,r ′ ) is multiplied by a basis function that destroys any symmetry, we takeĤ(r,r ′ ) = b(r)H(r,r ′ ), where b(r) = (r x +1/2) 2 (r y +1/4) 2 (r z +1/8) 2 +1. Thus, we use an exclusion V δ (r ′ ) to get good convergence. Then, we can integrate the entries ofĤ(r,r ′ ) by the interpolation formula
Numerical results for when Ω is a cube
We take
or f (r) = sin(R)/R, for which machine error was quickly reached. Convergence results are given in Fig. 7 for the first two tests and in Fig. 8 for the third test. Our approximations are calculated using n =n reg =32 for all tests except cos(R)/R 3 andĤ u,v (r,r ′ ); in Each point corresponds to an entry ofĤ for a given m; the line is a linear fit for all points. M = m 3 sample points are used in (2.5).
these cases, n = 64. N is 53,248 and 1,601,536, respectively. The code is given permission to subdivide the nonsingular regions further, which will increase N.
Numerical results for when Ω is a cylinder
Ω is a cylinder of radius 1/4 and height 1/2. Convergence results are given in Fig. 9 for the first two tests and in Fig. 10 for the third test. Our approximations are calculated using n = n cyl = 16 and n w = 64 for all tests except cos(R)/R 3 andĤ u,v (r,r ′ ); in these cases, n = 64. N is 3,166,208 and 3,940,352, respectively. The code is given permission to subdivide the nonsingular regions further, which will increase N. 
Numerical results for when Ω is a sphere
Ω is a sphere of radius 1 when f (r) = cos(R) or f (r) = sin(R)/R, but Ω is a sphere of radius 1/4 when integratingĤ u,v (r,r ′ ). Convergence results are given in Fig. 11 for the first two tests and in Fig. 12 for the third test. Our approximations are calculated using n=64 for all tests. N =524,288. It is not possible to give the code permission to subdivide the sphere.
Conclusion
In this paper we have proposed algorithms to generate accurate and efficient tensorproduct quadrature formula for hypersingular functions over cubes, rectangles, spheres, and cylinders with a spherical exclusion volume. The quadrature rule is derived from direct brute-force quadratures through an interpolation technique for the smooth part of the integrand. The resulting tensor-product quadrature, which can be pre-computed and tabulated, and can reproduce the brute-force quadrature results with only a small number of samples of the integrand. Relevant work includes applying the tensor-product quadrature to construct Nyström collocation methods for hypersingular volume integral equations (VIEs) as in the electromagnetic scattering of a random array of multiple simple objects in the design of metamaterials [1] , where the contribution of the integral over the exclusion volume V δ is also addressed for the VIEs of the Maxwell equations.
Finally, the codes which produce the quadrature weights for the three domains are available from the authors.
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Appendices
A Rotation matrices
The cube, cylinder, and sphere have rotational symmetry. We take advantage of this by providing the weights w j,k for when the singularity is located at certain interpolation points. When the singularity is located at an interpolation point for which there is no table, we provide a rotation map R that rotates the domain so that the singularity coincides with an interpolation point that has a table of weights. Let the rotation matrix R be defined by R = R x (α)R y (β)R z (γ) so the space is first rotated around the z-axis; second, it is rotated around the y-axis; last, it is rotated around the x-axis. The multipliers R x (α), R y (β), and R z (γ) are respectively given by: Note that 3×3 rotation matrices do not form a commutative group, i.e.,
For each location of the singularity, corresponding rotation matrices are given in the appendices. For example, the quadrature formula recorded in the tables for a singularity at node r ′ i is
and a symmetric node r ′′ i is related by a rotation matrix
Then, the integral with a singularity located at r ′′ i can be done with the same quadrature nodes and weights as in (A.2) with the help of the rotation matrix R:
B Integration quadrature nodes and weights for singular kernels over a cube
We provide the quadrature nodes (also the interpolation nodes) and weights for integrating over [−1,1] 3 according to Eq. (2.4) when M = 27 and the singularity corresponds to a quadrature node. The four cases for the weights correspond to when the singularity is at the origin, the center of a face, the center of an edge, and a corner. When the singularity is at a quadrature node that we do not list, the corresponding weights can be obtained by rotating the cube in Fig. 3 around the x, y, and z axes by α, β, and γ, respectively. The listed quadrature weights over the tensor product nodes are converted from the brute-force integration using n = 32 except when δ > 0. For δ > 0, n = 64 is chosen to handle integrating 1/R 3 accurately. n reg = 32 and the code is allowed to subdivide the cube further in all cases. Refer to Section 3 for the meanings of brute-force quadrature parameters n and n reg . Table 2 : Weights for when the singularity is at (0,0,0). This table can only be used when the singularity is at this location, which corresponds to index 14 and the red point in Fig. 3 . δ 0 = 0 and Fig. 3 . δ 0 = 0 and Finally, the size δ of the exclusion volume V δ is specified in the tables as either δ 0 = 0 or δ 1 =(1− √ 3/5)/2, which is the half of the smallest distance from the quadrature nodes to the boundary of the cube.
C Integration quadrature nodes and weights for singular kernels over a cylinder
We provide the quadrature nodes (also the interpolation nodes) and weights for integrating over a cylinder with radius 1 that goes from z = −1 to z = 1 according to Eq. (2.4) when M = 54 and the singularity corresponds to an quadrature node. The six cases for the weights correspond to when z = 0 or at its maximum and all values for ρ cyl . When the singularity is at a quadrature node that we do not list, the corresponding weights can be obtained by rotating the cylinder in Fig. 5 around the x, y, and z axes by α, β, and γ, respectively. The listed quadrature weights over the tensor product nodes are converted from the brute-force integration using n = n cyl = 16 and n w = 64 except when δ > 0. Then n = 64 to handle integrating 1/R 3 accurately. Refer to Section 4 for the meanings of brute- Table 6 : Quadrature nodes (ρ cyl , ϕ,z) on the cylinder with radius 1 that goes from z = −1 to z = 1 with the required rotation angles (α,β,γ) to rotate a node to its representative symmetric node (identified with (0,0,0) angles), for which quadrature weight table is given. Convert the nodes from cylindrical to Cartesian coordinates before using them with the weights. Table 9 : Weights for when the singularity is at ((5+ √ 15)/10,π/6,0). After a rotation, this table can be used when the singularity is at index 38, 41, 44, 47, 50, or 53: on the outer red (z = 0) circle in Fig. 5 . δ 0 = 0 and force quadrature parameters n, n cyl , and n w .The code is allowed to subdivide the cylinder further in all cases. Finally, the size δ of the exclusion volume V δ is specified in the tables as either δ 0 = 0 or δ 1 = (5− √ 15)/20, which is the half of the smallest distance for the quadrature nodes to the cylindrical boundary of the cylinder.
Note that the weights are given for points in Cartesian coordinates. Since the weights contain the Jacobian for the transformation from cylindrical to Cartesian coordinates, convert the nodes to Cartesian coordinates according to the mapping
before using them with the tables of weights.
D Integration quadrature nodes and weights for singular kernels over a sphere
We provide the quadrature nodes (also the interpolation nodes) and weights for integrating over a sphere with radius 1 according to Eq. (2.4) when M = 42 and the singularity corresponds to a quadrature node. The six cases for the weights correspond to when θ=0 or π/3 and all values for ρ. When the singularity is at a quadrature node that we do not list, the corresponding weights can be obtained by rotating the sphere in Fig. 6 around the x, y, and z axes by α, β, and γ, respectively. Table 13 : Quadrature nodes (ρ, ϕ,θ) on the sphere with radius 1 with the required rotation angles (α,β,γ) to rotate a node to its representative symmetric node (identified with (0,0,0) angles), for which quadrature weight table is given. Convert the points from spherical to Cartesian coordinates before using them with the weights. 
The listed quadrature weights over the tensor product nodes are converted from the brute-force integration using n =64 so N =524,288. Refer to Section 5 for the meanings of brute-force quadrature parameters n and N.
Finally, the size δ of the exclusion volume V δ is specified in the tables as either δ 0 = 0 or δ 1 = (5− √ 15)/20, which is the half of the smallest distance for the quadrature nodes to the boundary of the sphere. Table 17 : Weights for when the singularity is at ((5− √ 15)/10,0,π/3). After a rotation, this table can be used when the singularity is at index 2 through 14: on either inner circle in Note that the weights are given for nodes in Cartesian coordinates. Since the weights contain the Jacobian for the transformation from spherical to Cartesian coordinates, convert the nodes to Cartesian coordinates according to the mapping (ρ,φ,θ) → (ρcos(φ)sin(θ),ρsin(φ)sin(θ),ρcos(θ)) (D.1) before using them with the tables of weights. 
