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ABSTRACT 
EQUATING TESTS 
UNDER 
THE GENERALIZED PARTIAL CREDIT MODEL 
SEPTEMBER 1997 
NONNY SWEDIATI, B.A., GADJAH MADA UNIVERSITY, INDONESIA 
M.A., MICHIGAN STATE UNIVERSITY 
Ed.D., UNIVERSITY OF MASSACHUSETTS AMHERST 
Directed by: Professor Hariharan Swaminathan 
The efficacy of several procedures for equating tests when the scoring is based 
on the Partial Credit item response theory was investigated. A simulation study was 
conducted to investigate the effect of several factors on the accuracy of equating for 
tests calibrated using the Partial Credit Model. The factors manipulated were the 
number of anchor items, the difference in the ability distributions of the examinee groups 
that take alternate forms of a test, the sample size of the groups taking the tests, and the 
equating method. 
The data for this study were generated according to the Generalized Partial 
Credit model. Test lengths of 5 and 20 items were studied. The number of items in the 
anchor test ranged from two to four for the five item test while the number of anchor 
items ranged from two to eight items in the twenty item test. Two levels of sample size 
(500 and 1000) and two levels of ability distribution (equal and unequal) were studied. 
vi 
The equating methods studied were four variations of the Mean and Sigma method and 
the characteristic curve method. 
The results showed that the characteristic curve method was the most accurate 
equating method under all conditions studied. The second most effective method of 
equating was the Mean and Sigma method which used the all the step difficulty 
parameter estimates in the computation of the equating constants. In general, all 
equating methods produced reasonably accurate equating with long tests and with a 
large number of anchor items, when there was no mean difference in ability of the two 
groups. When there was a large ability difference between the two groups of examinees 
taking the test, item parameters were estimated poorly, particularly in short tests, and 
this in turn affected the equating methods adversely. The conclusion is that poor 
parameter estimation makes it difficult to equate tests which are administered to 
examinee groups that differ greatly in ability, especially when the tests are relatively short 
and when the number of anchor items is small. 
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CHAPTER 1 
INTRODUCTION 
1.1 Background 
In many testing situations, it is necessary to construct multiple and equivalent 
forms of the same test. Some degree of equivalence can be obtained through careful test 
development. Despite this, variations from one form to another in level and range of 
difficulty will exist. Moreover, the examinee populations to which the tests are 
administered are often different. It therefore becomes necessary to adjust the scores on 
one form so that they can be compared with the scores on another form, and the scores 
on the different forms can be used interchangeably. The statistical process used to adjust 
these scores is called equating. 
There are several advantages to being able to equate test forms. Equating allows 
comparisons of test results from year to year even though the examinee population and 
tests may change, assures that examinees’ scores can be compared regardless of which 
year's test they take, and allows the charting of trends. Charting trends makes it possible 
to determine whether or not there has been progress in student achievement over time, 
and provides useful information for making decisions concerning educational policy. 
In equating tests, two situations may be distinguished. Tests may be constructed 
to be as similar in difficulty and content as possible, and administered to groups of 
examinees with similar ability distributions. Equating of tests under these conditions is 
called horizontal equating. Horizontal equating is appropriate when multiple forms of a 
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test are required in order to guarantee security. The Scholastic Assessment Test (SAT) 
administered by Educational Testing Service for the College Board is an example of a 
testing program where horizontal equating is necessary. Multiple forms of the SAT are 
constructed to ensure test security and are administered at different times of the year. 
Since the examinee groups taking the SAT at different times do not systematically differ, 
this is a situation where items comparable in difficulty are administered to examinee 
populations with comparable ability distributions. 
In direct contrast to horizontal equating is vertical equating, which is appropriate 
in situations where the test forms are at different levels of difficulty and the ability 
distributions of the examinee groups taking each form are different. In this situation an 
important goal is to construct a single scale that allows the comparison of examinees at 
various levels of an ability continuum. Typical examples are the many commercially 
available test batteries that contain tests developed for several grade levels. Because 
aggregate scores are often compared across levels (for example, for program evaluation 
purposes) it is necessary that the scores obtained on the various levels of the test be 
equated, i.e., placed on a common underlying scale. Thus, the purpose of vertical 
equating is to place scores obtained from multiple editions of a test designed to measure 
different levels of the same attribute on a single scale. 
Whether horizontal or vertical test equating is appropriate in a given testing 
situation, any equating requires that certain theoretical conditions be met if the equating 
is to be both fair and "accurate". The theoretical conditions necessary for test equating 
are stringent, and in many cases difficult to meet (Kolen & Brennan, 1995). In practice, 
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these conditions can have a profound effect on the quality of the equating. Hence, to 
minimize the inequities and inaccuracies, careful attention must be focused on equating 
designs and equating methods. 
Many measurement specialists have drawn attention to the theoretical and 
practical advantages of item response theory in equating (Angoff, 1963, 1971; 
Hambleton & Swaminathan, 1985; Kolen & Brennan, 1995; Lord, 1955, 1980; 
Peterson, Kolen, & Hoover, 1989; Slinde & Linn, 1977, 1978; Skaggs & Lissitz, 1986). 
While item response theory models and procedures have been firmly established for 
dichotomously scored items, these procedures are not appropriate when examinee 
responses are scored in multiple categories or on a graded scale. Scoring examinees on 
essay items or awarding credit for partial knowledge are instances of polytomous 
scoring. Item response theory methods for calibrating polytomously scored items and 
estimating examinee proficiency have only recently been developed. The increasing use 
of performance assessments has further motivated research studies on polytomous item 
response theory models and procedures. 
One area that needs considerable research with polytomous item response models 
is that of equating. There are still many unsolved problems in the equating of 
polytomous response data. It is important to solve the equating problems associated 
with polytomously scored data since a large number of testing programs are currently 
using tests or tasks that require polytomous scoring of responses. 
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1.2 Polvtomous Item Response Theory Models 
Polytomous models were designed for item responses which are scored using 
more than two categories. Polytomous scoring of item responses often provides more 
information about examinee proficiency than simply scoring the item right or wrong 
(Bock, 1972; Samejima, 1969; Sympson, 1993; Thissen, 1976; Thissen& Steinberg, 
1984). Polytomous models can use information from all item responses, as opposed to 
dichotomous models, which can only model responses scored correct or incorrect. 
Moreover, Drasgow, Levine, and McLaughlin (1991) state that the use of polytomous 
models improves the detection of aberrant response patterns. In addition, polytomous 
item response models yield information which can be used to provide specific feedback 
to item writers about which response options are effective and whether the scoring rubric 
is well-defined and efficient. 
A variety of models for use with polytomous items have been developed. The 
best known of these are the Graded Response Model (Samejima, 1969), the Nominal 
Response Model (Bock, 1972), the Rating Scale Model (Andrich, 1978), the Partial 
Credit Model (Master, 1982), the Successive Intervals Model (Rost, 1988), the Rating 
Scale Model (Muraki, 1990), and the Generalized Partial Credit Model (Muraki, 1992). 
All of these polytomous models are based on the assumption that an examinee’s response 
to an item depends on the examinee’s proficiency measured on a unidimensional latent 
scale. 
Polytomous item response models are of two basic types: nominal and ordinal 
response models. The nominal response model is applicable to items that have 
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alternatives or possible answers which cannot be ordered to represent varying degrees of 
the trait measured by the item (Bock, 1972). This model is typically used with multiple 
choice items in which it is difficult to order distracters according to their relative degree 
of correctness or to the relative amount of knowledge required. 
In contrast to the nominal response model are ordinal response models. Ordinal 
response models are used when the examinee’s response to an item can be scored in a 
certain limited number of categories arranged in order of attainment or intensity. For 
example, items in mathematics, physics, or chemistry tests can be scored using a partial 
credit system, where points are awarded for the completion of steps leading to the 
correct answer. Essay items which are typically scored with integers (ordered 
categories) to represent the quality of various aspects of the written response are also 
examples of ordinal scoring. In addition. Likert-type attitude scale items are scored 
using an ordered set of response categories. 
Item response models for polytomous response data were introduced as long ago 
as the 1960s (Rasch, 1961; Samejima,1969.) but received little attention at the time. In 
the following years, more polytomous models were introduced, and computer software 
for the estimation of parameters became available. With changes in educational policies 
and practice, resulting in greater use of performance assessments and novel testing 
formats, polytomous response models have been receiving wider attention and are now 
being applied in educational settings. Polytomous models have been used in 
performance-based assessments (Lane, Stone, Ankenmann, & Lie, 1995), computerized 
adaptive testing (CAT) (Dodd, De Ayala, & Koch, 1995), and achievement tests (the 
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National Assessment of Educational Progress). Masters (1982) used the partial credit 
model to analyze performance on a screening test, while Dodd (1984) investigated the 
application of the graded response model and partial credit model to attitude 
measurement. The generalized partial credit model has been applied to the mathematics 
and reading tests of the National Assessment of Educational Progress (Johnson & Allen, 
1992). 
Among the polytomous models mentioned above, the graded response model 
(GRM), the partial credit model (PCM) and the generalized partial credit model (GPCM) 
are the most widely used models for responses which are scored in more than two 
ordered categories. These models are described in detail in the next chapter. 
One important issue that arises in testing is that of equating forms when 
polytomous scoring is used. Issues in equating tests with the graded response model 
have been addressed by Baker (1992), Cohen and Kim (1993), Green (1995), Harris, 
Mead, and Drasgow (1993), and Welch and Wang (1994). Despite their research 
efforts, the issue of equating with polytomous models has not been studied extensively, 
and in particular, no guidelines for equating are available to practitioners. Moreover, 
little is known about equating with the generalized partial credit model. 
1.3 Statement of the Problem 
In recent years, interest in assessing proficiency through polytomously scored test 
items rather than items scored simply correct or incorrect has increased dramatically. 
Performance-based assessment is an important example of such assessment. Methods 
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and procedures for addressing the comparability of alternate forms of a performance- 
based test are needed. 
In general, equating requires careful planning in developing tests, choosing an 
appropriate equating design, carrying out the data collection, and implementing the 
equating procedure. The most feasible equating design is the anchor test design (Angoff, 
1971; Hambleton & Swammathan, 1985). In this design, two groups of examinees each 
take a separate form of the test. A set of common items is embedded in the two forms, 
and these items are used to link the two forms and place the item parameters for each 
form on a common scale. In planning data collection for equating purposes, the 
following issues should be considered: 
1. Characteristics of common item sets. Some research (e.g.. Cook & Petersen, 1987) 
has shown that the content of the anchor test can affect the quality of equating. In 
constructing common item sections, the sections should represent test content. 
2. The number of common items. Several studies (e.g., Johanson, 1987; Petersen, 
Marco, & Steward, 1982, pi 34) have shown that the length of the anchor test 
relative to the total test length influences the quality of the equating. A rule of thumb 
in the dichotomous case is to employ an anchor test whose length is at least 20% of 
the total test length (Skaggs & Lissitz, 1986). However, such a requirement could 
cause problems in situations such as performance assessment, where the number of 
performance tasks is usually small (Green, 1995). In addition, the choice and 
number of common items should be considered on both content and statistical 
grounds (Cook & Petersen, 1987). 
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3. Position of the common items. A result of study by Kingston and Dorans (1984) 
showed that the position of the anchor test items affected their psychometric 
characteristics and hence affected the quality of the equating. One way to prevent 
the common items from functioning differently in the two groups is to administer the 
common items in approximately the same position in the old and the new form. 
4. Examinee groups used in equating. While item response theory procedures are, in 
theory, unaffected by the characteristics of the examinee group, accurate item 
parameter estimation requires a sufficiently heterogeneous sample of examinees at 
appropriate proficiency levels. The accuracy of item parameter estimation, in turn, 
affects the quality of equating. Hence, it can be expected that more accurate 
equating will be achieved when the examinees used in the equating study are as 
similar as possible to the population for whom the test is intended (Harris, 1995). 
5. Sample size requirement. Sample size has a direct effect on the accuracy of item 
parameter estimates and hence on the equating error (Kolen & Brennan, 1995). 
Larger and representative samples can be expected to provide more accurate 
equating. 
1.4 Purpose of the Study 
The purpose of this study is to investigate the effects of various factors on 
equating using the generalized partial credit model. In particular, the study will focus on 
the following factors: 
a. the number of items in the test; 
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b. the number of common items; 
c. the ability distribution differences in the two groups of examinees who 
respond to the items; 
d. the sample size, and 
e. the equating methods. 
1.5 Significance of the Study 
There is considerable evidence to show that using polytomous item response 
models can substantially improve testing practice. Equating is an important step in the 
test development process and is necessary for purposes of equity and security. Before 
equating can be carried out in any testing situation, it is necessary to determine which 
equating method is appropriate for the testing conditions. 
There are several advantages to using polytomous scoring procedures and 
models rather than dichotomous scoring procedures and models: (1) more information is 
available in the examinee item responses, (2) fewer test items are required, and (3) 
measurement is “authentic” in the sense that “performance” can be assessed. These 
advantages, together with the availability of computer programs for estimating 
parameters in polytomous IRT models, make polytomous scoring feasible and viable in 
educational testing and measurement. Consequently, polytomous item response models 
are being used more widely. What is needed are procedures for equating tests and 
scores when polytomous models are used. This dissertation addresses this important 
problem, that of equating tests and scores in the context of polytomous IRT models. 
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CHAPTER 2 
REVIEW OF THE LITERATURE 
In this chapter, the concept of test score equating is reviewed and equating 
designs are discussed. The focus is on (1) item response theory equating models, and 
(2) polytomous IRT models and studies on equating tests under the Graded Response 
Model and Partial Credit Model. 
2.1 The Concept of Test Score Equating 
The purpose of equating is to determine an effective equivalence between scores 
on two test forms in order to express the scores on one form in terms of the scores on 
the other form. In defining equating, Lord (1980) introduced the concept of "equity". 
According to Lord (1980), 
If an equating of test X and Y is to be equitable to each applicant, it must be a 
matter of indifference to applicants at every given ability level 0 whether they 
have taken test X or test Y (1980, p. 195). 
Lord (1980) showed that in order for scores from two test forms to be equated, 
the equity condition leads to the following requirements: 
a. The tests to be equated must measure the same characteristics (ability, latent trait or 
skill). 
b. Raw scores from unequally reliable tests cannot be equated. 
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c. For every group of examinees of identical ability, the conditional frequency 
distribution of a score on test Y, after transformation, is the same as the conditional 
frequency distribution of a score on test X (Equity). 
d. The equating relationship must be the same regardless of the group of examinees used 
to carry out the equating (Invariance). 
e. The equating must be the same regardless of which test is labeled X and which is 
labeled Y (Symmetry). 
The requirements listed above lead to certain results. For example, to have an 
effective equivalence between scores, the group invariance and symmetry requirements 
must be satisfied. It is necessary for the conversion to be unique and the transformation 
to be the same regardless of the groups. As a consequence, the symmetry condition 
rules out regression as an equating method, because the regression of Y on X is, in 
general, different from the regression of X on Y. Moreover, if the two tests are 
measures of different abilities, then the conversion has to be different for different 
groups. Hence, two tests measuring different traits cannot be equated. However, the 
critical requirement that stems from the concept of equity, requirement (c), leads to the 
inevitable result that tests cannot be equated unless they are parallel, in which case 
equating is unnecessary. 
The fact that the equity requirements cannot be fully met causes difficulty in 
equating tests. The need for equating, however, is obviated in an item response theory 
framework (Hambleton, Swaminathan & Rogers, 1991). The issue is that of determining 
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an appropriate metric for the ability continuum and this is accomplished by choosing a 
proper design for equating and an appropriate method for scaling the item parameters. 
2.2 Equating Designs 
There are three basic designs which are widely used for carrying out equating 
studies: the Single group design, the Random (equivalent) group design, and the Anchor 
(common items) test design (Angoff, 1971; Cook & Eignor, 1983; Hambleton & 
Swaminathan, 1985; Kolen & Brennan, 1995). 
2.2.1 Single Group Design 
Ideally, to equate two tests, the tests should be administered to the same 
examinees. By comparing the performance of the examinees on the two tests, equating of 
the two tests can be accomplished. However, in practice, the single group design is not 
feasible since such factors such as learning, fatigue, and practice affect the scores on the 
second form of the test. Moreover, it is difficult to arrange for enough testing time for 
every examinee to take more than one test form. 
2.2.2 Random or Equivalent Group Design 
An alternative to the single group design is a design where the two tests are 
administered to two equivalent groups of examinees. Under the assumption that the two 
groups of examinees are similar in ability, equating of test scores on the two tests can be 
carried out. Since it is difficult to ensure that different groups of examinees are of 
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identical ability, the groups are chosen randomly. The disadvantage of this method is 
that because of chance differences between the groups in distributions of ability, there 
may be an unknown degree of bias in the equating procedure (Hambleton & 
Swaminathan, 1985). Large sample sizes will reduce the degree of bias in the equating. 
2.2.3 Anchor (Common) Test Design 
This design is the most feasible of the equating designs. In this design, two tests 
are administered to two different groups of examinees. A set of common items is 
administered along with the items in the two tests. The common items may be a subset 
of the test (internal anchor test) or may be external to the test which are administered in 
a separately-timed section of the test. The performance of the two groups on the 
common items links the two forms and places the test scores on a common scale. 
According to Cook and Petersen (1987) when an anchor test design is used, one 
must be concerned with the properties and the characteristics of the anchor test items in 
relation to the total test. They suggest that the common items should be selected such 
that they represent a miniature form of the test to be equated and these items should 
remain in the same relative position when administered to the new and old form groups. 
Of the three equating designs mentioned above, the anchor test design is the most 
feasible because the two groups of examinees need not be equivalent. Thus the problems 
encountered in the previous two designs are eliminated. In addition, scores on the 
anchor test may be used to reduced equating bias resulting from differences in ability 
between the two groups (Cook & Petersen, 1987; Peterson, Kolen, & Hoover, 1993). 
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2 3 Equating under Dichotomous Item Response Theory Models 
Item response theory (IRT) has emerged as a viable approach for solving various 
measurement problems that cannot be solved using classical test theory (CTT) 
procedures. The advantages of item response theory over classical test theory are that 
when the model fits the test data, the item parameters are group independent, and the 
ability, 0, of an examinee is independent of the subtest of items to which the examinee 
responds. Because item response theory parameters are invariant, the ability parameter 
of an examinee does not depend on which form of the test was taken. Therefore, no 
equating is necessary. However, in item response models, there is an indeterminacy in 
the metric for item and ability parameters, i.e., a linear transformation of the ability 
parameter and a corresponding transformation of the item parameters leave the 
probability of a correct response invariant. Hence, in order to obtain unique parameter 
estimates, the metric of the estimates must be fixed during the estimation process. This 
is usually accomplished by defining a metric for the ability parameter estimates such that 
the mean ability is 0 and the standard deviation is 1. Since the metric of the item 
parameter estimates is anchored to the metric of the ability parameters, the item 
parameter estimates for a set of items obtained in two different groups are invariant only 
up to a linear transformation. Hence, the main problem in IRT is find the linear 
transformation necessary to place the item parameter estimates derived from independent 
calibrations of the tests on the same scale (Hambleton & Swaminathan, 1985). Once the 
item parameter estimates from the two tests are placed on the same scale, examinee 
ability estimates obtained using any subset of these items will be on a common scale. 
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To ensure that the item parameter estimates for two tests that have been 
calibrated separately are on the same scale, it is necessary to find the linear 
transformation that relates the item parameter estimates in the two tests (Lord, 1980). 
In the anchor test design, the difficulty parameters of the common items in tests A and B 
are related according to the equation 
*,1=06,2+/? (2.1) 
where a is the slope, P is the intercept, bj2 is the difficulty parameter of common item j 
in test 2, and bj\ is the difficulty parameter of the same item in test 1. The discrimination 
parameter estimates are related as follows: 
a /2 
a 
(2.2) 
Two general classes of methods for determining the equating constants a and P 
have been developed. These are known as Mean and Sigma Methods and Characteristic 
Curve Methods. 
2.3.1 Mean and Sigma Method 
In the Mean and Sigma method, the equating constants are determined by 
exploiting the relationship that exists between the means and standard deviations of 
transformed variables. Since the item difficulty parameters for the two tests are linearly 
related according to the relation 
bn = aba + p, 
it follows that 
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bn=ab2+p 
and 
Sn = aSi2, 
where bn and Sn are the mean and standard deviation, respectively, of the difficulty 
parameter estimates for the common items in test 1, and bi2 and Si2 are the mean and 
standard deviation of the difficulty parameter estimates for the common items in test 2. 
Hence 
and 
P = K ~ <^, 2 
Once a and (3 are determined, the difficulty parameters for items on test 2 are 
transformed using the linear equation 
K=abi2+P, 
and the item discrimination parameters for items on test 2 are transformed using 
* _ an 
~ > 
a 
where b*n and a* are the difficulty and discrimination value of items in test 2 placed on 
the scale of test 1. The equations for transforming the item parameter estimates are 
symmetric in that if the parameters of test 1 were to be placed on the scale of test 2, the 
equating coefficients would be the same as those obtained by inverting the above 
relationships. Thus, the symmetry requirement is fulfilled by the Mean and Sigma 
Method (Hambleton, Swaminathan, Rogers, 1985; Linn etal., 1980, 1981). 
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2.3.2 Robust Mean and Sigma Method 
A problem with the mean and sigma method is that poorly estimated item 
difficulties may have a serious impact on the value of a and (3 (Linn et al., 1980, 1981). 
To overcome the effect of poorly estimated item parameters, Linn et al. (1981) 
suggested weighting the estimates inversely by their standard errors before computing 
the equating coefficients. Each pair of values (ftn, &l2) for common item i in test 1 and 
test 2 is weighted by the inverse of the larger of the variances of the two estimates. Pairs 
with large variances receive low weights, and pairs with small variances receive high 
weights. The variance of the difficulty parameter estimate is obtained by the first 
inverting the information matrix and taking the appropriate diagonal element 
(Hambleton, Swaminathan, & Rogers, 1991). 
2.3.3 Characteristic Curve Methods 
The problem with the mean and sigma methods described above is that they do 
not use information available from the estimated item discrimination parameters in 
determining a (Hambleton & Swaminathan, 1985). In order to take into account all 
available information from both the item discrimination and item difficulty parameter 
estimates, Haebara (1980) introduced the characteristic curve method. 
In Haebara’s method, the equating coefficients are obtained by finding the values 
of a and P which minimize the sum of the squared differences of the item characteristic 
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curves (ICC) for each item for each examinee taking either form of the test. These 
quantities are then summed over all examinees. The function to be minimized under the 
Haebara method is given by 
where N is the number of examinees, T^ is the true score on the anchor items, and 7J*is 
the transformed true score of examinee / on the anchor items. Under the three parameter 
item response function model and an anchor item, the true score, Ty, for the test 1 and 
T* for the transformed test 2, can be expressed as follows 
7,=i>.(0) = c,+(l-c,) 
{l + exp[-ar (<? - ft,,)]} 
and 
T = P'(0) = c! + (l - c* 7-?-r 
* ‘ {l + exp[-aj(#-djj)]} 
(2.4) 
(2.5) 
where Pi} (9) is the probability of a correct response to anchor item j on test 1, and 
P*(0) is the probability of a correct response to anchor item j on test 2. 
Since the item characteristic curves are functions of discrimination as well as 
difficulty parameters, this method takes into account all the information available for 
determining the equating constants. 
Stocking and Lord (1983) proposed a modification of Haebara’s procedure, in 
which the function to be minimized is the sum of the squared differences between the test 
characteristic curves for the common items, rather than the item characteristic curves. 
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The summation is over examinees taking the form whose parameter estimates are to be 
placed on the scale of the other form. 
The Stocking and Lord procedure for obtaining the equating coefficients is based 
upon the notion that if the item parameters for, say, a three-parameter response model 
(aj, &j, Cj) are known, the true score for examinee i will, with the correct linear 
transformation of scales, be the same for two different calibrations of the same test. Let 
T\ be the true score for examinee / on test 1 and let T* be the true score for the examinee 
based upon on test 2 that has been transformed into the test 1 metric. The approach of 
Stocking and Lord is to minimize the function 
F = \/N ~ T*)2 (2.6) 
i=1 
where N is the number of examinees, 7], the true score, is the sum of the probabilities of 
correct responses to the anchor items, and T* is the transformed true score of examinee i 
on the anchor items. Under the three parameter item response model, the true score, 71, 
for the first test and T* for the transformed second test, are expressed as 
n n 
_1_ 
{1 + exp[-a,(# - &/)]} 
(2.7) 
and 
n n 
Ztf(0y)=2>;+a-<O _1_ {1 + exp [-<**(&-$)]} (2.8) 
where n is the number of anchor items in the two tests, au b\, and c, are the parameters 
of the anchor items from test 1, and a], b* and c. are the transformed item parameters 
from test 2. 
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Since F is a function of a and p, it is minimized when — = 0 and — = 0 
da dp 
These equations are solved using numerical procedures. Stocking and Lord (1983) used 
a procedure developed by Davidon (1959) and modified by Fletcher & Powell (1963). 
Hambleton and Swaminathan (1985) suggested the Newton-Raphson procedure as an 
alternative. 
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2.3.4 Comparison of Equating Procedures 
Some research has been conducted that compares the Mean and Sigma methods 
and the Characteristic Curve method (Baker & Al-Karni, 1991; Johanson, 1987; 
Stocking & Lord, 1983). The general conclusion is that the Characteristic Curve Method 
produces better results, especially for transforming the item discriminations. Specifically, 
Johanson (1987) found that the item Characteristic Curve Method was the only method 
studied which gave acceptable results with as few as four anchor test items. With longer 
anchor tests and smaller mean differences in ability between groups, most equating 
methods gave an acceptable accurate equating. This better result can be explained by the 
fact that by nature the takes into account all available information (Hambleton & 
Swaminathan, 1985). 
Within the Characteristics Curve methods, studies on comparison between the 
Haebara and Stocking and Lord method are few. One of the studies was conducted by 
Way and Tang (1991) who showed that the two methods produced similar results. 
Theoretically, Haebara’s method, which sums over examinees taking either form of the 
test, seems preferable because it will produce a symmetric function. In the Stocking and 
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Lord method the summation is only over examinees in one group, and hence will 
produce an equating relationship that is not symmetric. On the other hand, the Stocking 
and Lord method may have some advantages because it focuses on the differences 
between test characteristic curves which represent true scores for dichotomously scored 
items. Equating tests using true scores has an intuitive appeal over equating tests with 
item scores. 
2.4 Polvtomous Item Response Theory Models 
A variety of models for use with polytomously scored items have been 
developed. The most well known of these are the Graded Response Model (Samejima, 
1968), the Nominal Response Model (Bock, 1972), the Rating Scale Model (Andrich, 
1978), the Partial Credit Model (Masters, 1982), the Successive Intervals Model (Rost, 
1988), the Rating Scale Model (Muraki, 1990) and the Generalized Partial Credit Model 
(Muraki, 1992). All these polytomous models are based on the assumption that 
response to an item depends on a unidimensional latent variable. The graded response 
model, the partial credit model and the generalized partial credit model are discussed 
below. 
2.4.1 The Graded Response Model 
Samejima (1969) extended Thurstone’s method of successive intervals for 
dichotomously scored items to more than two ordered categories. Samejima assumed 
that responses to an item i are classified into (m + 1) ordered categories, so that higher 
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category scores indicate greater ability than do lower category scores. The category 
scores for item / are successive integers, denoted Jt, where x = 0, 1, ..m. 
The probability that an examinee with ability level 0 will receive a category score 
of x or higher on item / is given by the equation 
puB\= exp [DajO-bu)] 
] 1 + exp [Da(6-b*j\ (2.9) 
where D is the scaling constant 1.7 which maximizes the similarity of the cumulative 
logistic function to the normal ogive function, aY is the discrimination parameter of item 
i, b& is the category boundary associated with category x of item i, and 0 is the trait 
level. For each item, one a parameter and a set of m category boundaries are estimated. 
In the case that x = (0, 1), i.e. m = 1, the GRM reduces to the ordinary two-parameter 
model. 
The probability of responding in a specific category, called the operating 
response function Pix(0), is obtained by subtracting the cumulative probabilities for 
adjacent categories, i.e., 
pM = p‘M-pIJo) (2.io) 
The probability of responding in the lowest category or higher, P’o{0), is 1, while the 
probability of responding in category (m + 1) or higher, 1)(^) > i§ 0- 
22 
2.4.2 The Partial Credit Model 
The partial credit model (PCM) as an extension of the Rasch model was 
proposed by Masters (1982). This model assumes that all items are equally effective in 
discriminating among examinees with varying 0. Similar to the GRM, the PCM is 
appropriate for items that are scored in graded categories. 
In formulating the partial credit model. Masters postulated that when the 
examinees' responses are categorized into (mx + 1) scores (i.e., x = 0, 1,m) to 
represent varying degrees of the trait measures by item /', the conditional probability that 
an examinee chooses category /' + 1 over category i is given by the Rasch model 
p.W exp (0 - bt) 
l + exp(0-6J' (2.11) 
Since an examinee will obtain one of the possible scores, 
fX = p,M + pM+-+p,M (212) 
Combining equation (2.11) and (2.12), Masters obtained the following general 
expression for the probability that an examinee with a given 0will obtain a category 
score of x on item i: 
exp 
/>ix(0) = 
m 
Z(0-v> 
,*=o 
mi 
ZexP E (0-M 
(2.13) 
x=o L*=o 
where b± is the item step difficulty parameter associated with the transition from 
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category k-1 to category k. For notational convenience, Master defined T.(0- bil() as 
being equal to 0 when k or £i0 is 0. 
The PCM requires that the steps within an item be completed in order, although 
the steps need not be ordered in term of difficulty (e.g., step 2 can be easier than step 1). 
When the steps are not ordered in terms of difficulty, a “reversal” (Dodd & Koch, 1987) 
is said to exist. In the PCM, a category score indicates the number of successfully 
completed steps. Hence, a higher category score shows greater ability than does a lower 
category score. 
2.4.3 The Generalized Partial Credit Model 
Muraki (1992) extended the PCM by permitting the items to vary in 
discrimination. The Generalized Partial Credit Model (GPCM) is given as 
(2.14) 
where Ptx(0) is the probability of an examinee with a given 0 responding in 
category x of item i with m, + 1 categories, a, is the item discrimination, and is an 
item category parameter x (x=0,..., mt) for item /'. 
The parameter a, is a slope parameter or item discrimination for item /' and 
indicates the degree to which category responses vary among items as the 0 level 
changes. The concept of item discriminating power is closely related to the item 
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reliability index in classical test theory (Muraki, 1992). In the dichotomous model, the 
range of or, is assumed to be from 0 to oo. When a, equals 1.0, the GPCM simplifies to the 
PCM. 
The item category parameters, b«, are the points on the 0 scale at which the 
curve Pix(0) and Pi,x+i(6) intersect. These two curves intersect only once, and the 
intersection can appear anywhere along the 0 scale. Thus, under the assumption that 
tf/> 0, 
if 0=bix,Pi,x(0)=Pi,x+l(0)t 
if 6>bix, Pitx(6) > PuX+I(6), and 
if 0 < bix, Pi,x(0) < Pi, x+i(0). 
The particular polytomous response model used in this study is the Generalized 
Partial Credit Model (GPCM). The GPCM was selected instead of the Graded Response 
Model for the following reason. Both the GPCM and GRM have the same character in 
the sense that they incorporate item difficulty parameters and item discrimination 
parameters. The difference between these two models is in their ordering of the 
difficulty of the response categories. In the GRM, the categories are ordered based upon 
their difficulty, while in the GPCM categories are not necessarily ordered by their 
difficulty. The major advantage of the GPCM over the GRM is that the GPCM may 
more accurately model the mental process used by an examinee in choosing the response 
(Masters, 1982) 
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2.5 Equating under Polvtomous IRT Models 
While the polytomous models are more complex than their dichotomous 
counterpart, the equating procedures used in dichotomous models can be readily 
extended to the polytomous case (Baker, 1992, 1993; Cohen & Kim, 1993; Huynh & 
Ferara, 1994). Details of the equating methods for polytomous models are given below. 
2.5.1 Mean and Sigma (MS') Method for the Graded Response Model 
In the case of dichotomous data, Marco (1977) describes the Mean and Sigma 
method using the mean and standard deviation of the parameter estimates from the 
common items. In the polytomous model, the item difficulty for each item, b, consists of 
many b’s which reflect item location parameters. For the MS method, it is assumed that 
the item category parameters from the first group, i, (/ = 1, ...,«; x = 0, ..m, + 1), 
and from the second group, b^a, are linearly related as 
Kx = aba2+P (2.15) 
and 
(2.16) a 
The Mean and Sigma equating coefficients a and (3 for polytomous models are 
obtained from the relationships 
b\ = ab2 +p (2.17) 
where bx and b2 are the means of the b^s and b^s, respectively, and 
(2.18) 
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where Sbl and Sb2 are the standard deviations of b^is and bt^s, respectively. It follows 
then that 
(2.19) 
and 
P = bx- ab2. (2.20) 
Moreover, since 
=ab2 + p, 
the transformation from Test 1 to Test 2 may be obtained as 
Hence the symmetry requirement is satisfied by the Mean and Sigma method. Once a 
and p are obtained, the item parameter estimates for test 2 are placed on the same scale 
as test 1 using relationship 
and 
a 
where , and are the transformed category boundaries and discrimination values of 
the item. 
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2.5.2 Test Characteristics Curve Method 
Baker (1992) extended the Test Characteristic Curve method of Stocking and 
Lord for dichotomous responses to the graded response model. In the polytomous case, 
an examinee’s true score is defined as 
n m 
r=Z2>Ji.(«). (2-21) 
i=l x=l 
where x denotes the item response category of item j, m is the number of response 
categories, and Pu is the probability of examinee to obtain a score x on the anchor items. 
The probability that an examinee with ability 0 obtains a score x on the anchor 
items in Test 1 is 
exp 
. V=1 
m 
ZexP 
c=1 
Hz,Jo) 
V=1 
(2.22) 
where 
Zixt(0) = Dan(O-btxl). (2.23) 
Similarly, the probability that an examinee with ability 0 obtains a score x on an anchor 
item in Test 2 is 
exp 2X(*) 
V=1 
m 
2>p C=\ Hz, Jo) v=l 
(2.24) 
whew 
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(2.25) ZlxM = Dall(0-blx2). 
For the set of common items, 
hi =<xb*\+P (2.26) 
and 
a 
an = 
i\ 
a 
(2.27) 
The true score for an examinee with ability 0 taking the anchor items in Test 1 is 
i=1 x=l 
(2.28) 
Similarly, the true score for an examinee with ability 0 who takes the anchor Test 2 is 
t'i = (2.29) 
i=l x=l 
The equating constants a and P are obtained as those values that minimize the 
“difference” between the true scores, i.e. a and P are taken as those values that minimize 
the function 
(2.30) 
wherej denotes examineej (j =1, ..., N). 
Baker (1992) used the Davidon-Fletcher-Powell minimization technique to find 
the values of a and /? that minimize F in the case of GRM. The Newton-Rhapson 
procedure, recommended by Hambleton & Swaminathan (1985) is used instead on this 
study. More details of this method are provided in Chapter 3. 
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2.6 Studies on Test Equating under GRM and PCM 
Baker (1992) conducted a study on test equating using the graded response 
model and the characteristic curve method to determine the equating constants. Two 
approaches were used to evaluate the function F (Equation 2.25). In the first method, F 
was evaluated for the N examinees; in the second method, F was evaluated over 
arbitrarily chosen values on the 0 scale. 
Baker (1992) simulated two data sets based on 30 anchor items with four 
response categories and a common group of 300 examinees. The discrimination 
parameters were generated from a uniform distribution ranging from 1.34 to 2.65. The 
three difficulty parameters for the boundary curves of an item were generated from a 
normal distribution (0,1). The 6 levels were sampled from a unit normal distribution. 
The two approaches for computing the equating coefficients produced similar values of 
the equating coefficient in the horizontal equating situation. 
Cohen and Kim (1993) compared equating methods under Samejima’s graded 
response model. Three general classes of equating methods for dichotomous IRT 
models were extended to polytomous models. The study compared three Mean and 
Sigma methods: (1) the Mean and Sigma method proposed by Macro (1980) as 
described in Chapter 3, (2) the Mean and Sigma method by Loyd and Hoover (1980) 
which used the ratio of item discrimination parameter estimates from the two calibrations 
to obtain the a coefficient, and (3) the Robust Mean and Sigma by Linn et.al. (1980, 
1981) which included a weighting of item difficulty estimates by the inverse of the larger 
of the squared standard errors. The study also investigated the Minimum Chi-Squared 
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method which minimizes the x2 difference with respect to a and [3, and the 
Characteristic Curve method as described in Chapter 3. 
The data were generated for two test lengths, 10 and 30 items, and two sample 
sizes, 300 and 1000 examinees. All items were used as anchor items. All items were 
scored in five categories. Each condition was replicated five times. Ability and item 
difficulty distributions were generated from a normal (0,1) distribution. Item 
discrimination parameters were generated uniformly in the range from 1.0 to 2.0. Root 
mean squared differences (RMSD) were used to evaluate the recovery of the true 
parameters. 
The results showed that across all data sets, differences in a coefficients were 
quite small. Similarly, the differences in P coefficients were very small. All of the P 
coefficients were essentially zero. In the small sample size with a 30-item test it was 
found that the a and P coefficients were close to the theoretically expected value. 
However, there was a tendency for P values to be closer to zero for the large sample and 
longer test. 
Results under the conditions simulated indicated that recovery was good for all 
conditions. However, recovery was better for the longer test and the larger sample sizes. 
In short, Cohen and Kim (1993) found that if the ability and item location distributions 
are well matched, all the procedures produce similar results. 
Baker (1993) carried out an equating study with the nominal response model. 
Data were simulated for 16 anchor items, each with four response categories, and 1000 
examinees. Baker examined the effect on equating of the ability distribution of 
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examinees. When the ability distributions were similar, it was found that the equating 
constants were recovered well. However, when the ability distribution means differed by 
one standard deviation, the slope coefficient was estimated well but the intercept 
coefficient showed considerable bias. In addition, Baker found that large sample sizes 
(at least 1000) were needed for estimating parameters of the nominal response model. 
From the literature, it is apparent that very few equating studies using ordered 
polytomous IRT models have been carried out. The major problems of the studies that 
have been performed are that (a) the effect of anchor length has not been systematically 
studied; (b) the studies used either no replications or very few in examining the 
properties of the equating coefficients; (c) the studies did not examine the effect on 
equating of differences in the means of the ability distributions; and (d) sample size, test 
length, and anchor length were not completely crossed, and hence the main and 
interaction effects of these factors could not be studied. 
2.7 Issues Related to Test Equating with Polvtomous IRT Models 
Accuracy of equating depends on many factors such as accuracy of parameter 
estimation, the equating method, the number of anchor items, the characteristics of the 
anchor items, the number of categories, and the ability distribution of the examinee 
groups. Each of these factors is discussed in subsequent sections. The discussion is 
based on the results obtained with dichotomous IRT models. 
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2.7.1 Parameter Estimation and Sample Size 
One source of error in equating arises from error in the estimation of item 
parameters, which is partly affected by the sample size. Indeed, an adequate sample size 
for a particular IRT equating design is critical for stable estimates of the parameters of 
the particular IRT model used to model the data. Reckase (1979) investigated parameter 
estimation along with sample size and the length of the anchor test with data from the 
Iowa Tests of Educational Development (ITED). The result showed that better linking 
was obtained as sample size was increased. Stable linking was found with a sample of 
300 for the Rasch model, but a sample of at least 1,000 was necessary for the three- 
parameter model. Reckase also examined the effect of anchor test length. He showed 
that relatively few anchor items were needed (5 to 15) when sample size was ample, at 
least 300. 
Cook and Eignor (1991) suggested that larger sample sizes should be used for 
estimating parameters in the two-and three-parameter models. For example, to calibrate 
data when the three parameter logistic model was used to equate SAT form, typically 
2500 to 3000 examinees were used. Cook and Eignor (1991) found that a larger sample 
was needed for linear equating than for curvilinear equating. Kolen and Brennan (1995) 
have shown that increases in sample size will produce smaller standard errors of 
equating. 
The studies mentioned above pertain to dichotomous models only. Reise and Yu 
(1990) examined the effect of sample size on estimation accuracy for polytomous 
models. They recommended that a minimum of 500 examinees be used for ‘accurate 
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and stable estimates of the unidimensional graded respond model. De Ayala (1994) 
suggested the ratio of 5 examinees per item parameter be estimated. However, De Ayala 
warned that regardless of the sample size with polytomous models it is the distribution of 
responses across the categories that will result in accurate and stable item category 
parameter estimation. 
2.7.2 The Number of Categories in Each Item 
In the polytomous response model, the number of response categories can be 
expected to affect parameter estimation first by affecting the number of parameters 
estimated and secondly through the number of responses in each category. 
2.7.3 The Number of Common Items 
In order to give the best equating results, the anchor test set should be a “mini 
version” of the total test (Peterson, Marco, & Steward, 1982), and the set of anchor 
items should be proportionally representative of the total test in content and statistical 
characteristics. In the case of dichotomous models, a rule of thumb for the number of 
common items (e.g., Angoff, 1971) is to employ at least 20 items or 20% of the items in 
the operational form. The length of the anchor test poses a problem in polytomous 
models since tests consisting of polytomous items are generally short (20 items or less). 
The 20% rule of thumb is clearly not applicable. The studies on equating with 
polytomous models (Baker, 1992, 1993; Cohen & Kim, 1993, 1995) used anchor items 
ranging from 10 to 30. Clearly, with polytomous models, the number of items in the 
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anchor test should be based on the total number of items and not merely on the percent 
of items. It is the purpose of this study to investigate the effect of the number of anchor 
items on the accuracy of the equating. 
2.7.4 Summary 
Investigations of equating procedures under dichotomous item response models 
have shown that with the anchor test design, the factors that affect equating accuracy are 
test length, the number of the anchor items, and the differences in the ability distribution 
of the examinee groups who take alternate forms of a test, the sample size of the groups 
taking the tests, and the equating method. These factors are manipulated in the present 
study. 
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CHAPTER 3 
METHODOLOGY 
The purpose of this study was to investigate the relative accuracy of five different 
equating procedures using the Generalized Partial Credit Model with an anchor test 
design. A simulation study was carried out to investigate the effects of sample size, test 
length, number of anchor items, and ability distribution on the accuracy of equating for 
each procedure. The equating methods, the factors manipulated, and the levels chosen 
for each factor are described below. 
3.1 Equating Methods 
The first four equating methods are variations of the Mean and Sigma method as 
described in Chapter 2. The fifth is the Test Characteristic Curve method. The four 
variations of the Mean and Sigma method are described first. 
3.1.1 Mean and Sigma Method 1 
In the first method (Ml), means and standard deviations over the n anchor items 
are obtained for each of the m category parameters in each of the two groups. The 
means and standard deviations are then averaged over the m category parameters, and 
used to compute a and p. 
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Let bjkg represent the A* category parameter (k= 1, m) for anchor item j 
(j — 1, in group g (g — 1,2). The mean and standard deviation for each of the m 
category parameters across the anchor items for group g are 
- 1 " 
K=~L bjtg (3.1) 
" J=1 
and 
S(bkg) = z 
i=\ n-1 
1/2 
(3.2) 
The mean and standard deviation of these values over the m categories for each group is 
— 1 m _ 
**=-2X > 8 
(g=l,2) (3.3) 
and 
— 1 m 
5(**) = -Z^)- (8=1.2) (3.4) 
m k=l 
The equating constants, a and P, are then obtained as 
« = £(/>,)/%) (3.5) 
and 
fi = bt-ab2 . (3.6) 
3.1.2 Mean and Sigma Method 2 
In method 2 (M2), the values of a and p are obtained by calculating the mean 
and standard deviation of all category parameters across all anchor items. The mean and 
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standard deviation of the category parameters over all categories and all anchor items for 
group g is 
(g = 1, 2) 
and 
%) = K-k)1 mn -1 n m ZZ /=1 k=\ 
1/2 
(g-1.2). 
As before, a is obtained as 
a = S(bl)IS(b2) 
and P is obtained as 
p~bx- ab2 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
3.1.3 Mean and Sigma Method 3 
In method 3 (M3), a and P are calculated for each anchor item. These values are 
then averaged across items to obtain the equating constants. First, the mean and 
standard deviation for each anchor item for group g are computed: 
(g= 2) (3.1D 
171 kr^\ 
and 
(g=l,2) 
The constants a and P for anchor item j are then computed as follows: 
(3.12) 
38 
aj=S(bn)/S(bJ2) (3.13) 
and 
Pj ~bfl ~abJ2 (3.14) 
Finally, the a, and P; from the n anchor items are averaged to obtain the equating 
constants a and P: 
(3.15) 
and 
P=P=z±P, n~ (3.16) 
3.1.4 Mean and Sigma Method 4 
In method 4 (M4), the mean and standard deviation of the category parameters 
for each anchor item are computed and then averaged over the anchor items to obtain an 
overall mean and standard deviation. The mean and standard deviation for each of the n 
anchor items for group g are 
1 m 
**=-S** (g=1.2) <3-17) 
m Jk=l 
and 
(g=l,2) (3.18) 
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The overall mean and standard deviation for group g are calculated using the equation 
below: 
— i " _ 
bs=~Ilb/s (g=l,2) (3.19) 
and 
!>(*,*) (8-1,2). (3.20) 
n J=1 
The equating constants, a and (3, are obtained as follows: 
a = S(bl)/S(b2) (3.21) 
and 
p = bx-ab2. (3.22) 
3.1.5 Test Characteristic Curve Method 
The fifth equating method (M5) is an extension of the test characteristic curve 
method as expressed in equations 2.26 through 2.30. In the generalized partial credit 
model, an examinee’s response to an item can take values 1 to m. The expected score of 
an examinee, i.e., the examinee’s true score, Ti is 
t, =±±*PM 
j=1 k=\ 
where 
(3.23) 
(3.24) 
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The item parameters of the anchor items in the second group are linearly related to the 
item parameters of the anchor items in the first group. Hence, the true score, T*, of an 
examinee i in the second group on the anchor test is given by 
n m 
j=1 k=l 
(3.25) 
where 
P‘,M = 
exp 
I"
 
1
 
1
 
R-
 
 
 
i
 
m 
i>p 
h—0 L*-o 
(3.26) 
b' =abj +0, (3.27) 
and 
* a 
aj =~ 
a 
(3.28) 
Under the Test Characteristic Curve method, the value of a and P are those 
values which minimize the square of the differences [7J - 7J*] over a range of 0 values. 
The function to be minimized can be expressed as 
(3.29) 
where the summation is over N arbitrary points on the 0 scale. This function is 
minimized by setting the first derivatives of F with respect to a and P equal to zero and 
solving for a and p. A Newton-Raphson procedure is used to solve these equations. 
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3.2 Factors Investigated 
3.2.1 Sample Size 
Hams (1993) reviewed the research on the effect of sample size on equating for 
dichotomous IRT models and suggested that larger samples lead to less random equating 
error. In the case of the dichotomous response model, Harris recommended a sample 
size of approximately 1,500 in each group when the three-parameter IRT model was 
used, and 400 in each group when the one-parameter model was used. These sample 
sizes are needed to ensure accurate parameter estimates prior to conducting an equating 
study. However, there has been little research on the effect of sample size on equating 
with polytomous item response models. Since sample size has an obvious effect on 
parameter estimation, it can be expected that larger sample sizes will lead to better 
equating results with polytomous response data. Muraki (1993) suggested that in fitting 
polytomous models, sample sizes of 250 are acceptable in research applications, but 
samples of 500 to 1000 are needed in operational use. Given this, two sample sizes were 
investigated in this study: a medium sample size of 500 examinees per group and a large 
sample size with 1000 examinees per group. 
3.2.2 Test Length 
In testing situations, test lengths can vary widely. Performance tests tend to be 
short. For example, both the writing section of TOEFL and Test Section II of the 
Indonesian National Assessment in 1996 have five items. On the other hand, the 
National Assessment of Educational Progress (NAEP) has 50 items. In order to reflect 
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this wide range in test length, and to study the effect of test length on equating, the study 
employed test lengths of 5 and 20 items. 
3.2.3 Anchor Test Length 
In typical equating with an anchor test design, the two groups are each 
administered a unique set of items along with a set of common or anchor items. For the 
purposes of the simulation study, the two groups were administered the same test. That 
is, the unique items were actually the same in the two groups. This design makes it 
possible to choose any subset of items as the anchor test, since all items are common. 
A commonly cited rule of thumb for the number of anchor items is that they 
make up 20% or more of the total number of items on a test. However, Bodescu (1985, 
p.15) stressed the desirability of using as short an anchor test as possible, for security 
reasons. These conflicting needs pose a problem in equating tests which are very short, 
such as those described above. Clearly, more than one anchor item is needed in order to 
obtain equating constants; however, in a test of five items, using too many as anchor 
items would make equating unnecessary and compromise test security. To study the 
effect of anchor test length in the test length of 5, the number of anchor items was set at 
2, 3, and 4. While an anchor test length of 4 is unrealistic, this anchor length was used to 
determine how accurate the equating becomes as the anchor test length approaches the 
total test length. In the longer test of 20 items, the 20% to 25% rule of thumb was more 
closely observed. The number of anchor items was varied from 2 to 8 (i.e., items 2, 3, 5, 
6, 7, 8, 9,and 15 were used as anchor items). 
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The characteristics of the anchor items may also affect the accuracy of equating. 
However, a detailed study of the effect of anchor item characteristics is not possible with 
the test lengths chosen in this study. Hence, this factor was not manipulated. In the 5- 
item test, anchor test items were chosen arbitrarily (see Figure A. 1 in Appendix A), and 
in the 20-item test, the anchor items were chosen to have medium difficulty and medium 
to high item discrimination (see Figure A.2 in Appendix A). 
3.2.4 Ability Distribution 
The distribution of ability in the two groups of examinees may affect the accuracy 
of equating through its effect on parameter estimation. When the two groups differ 
widely with respect to their mean abilities, the anchor item parameters may be less 
accurately estimated in one group than the other, resulting in poorly estimated equating 
constants. To study the effect of differences in the ability distributions of the two 
groups, two conditions were studied. In one condition, both groups had standard normal 
ability distributions; in the second condition, both groups had normal distributions of 
ability with standard deviations of 1, but one group had a mean of 0 and the other group 
had a mean of 1. 
3.3 Design of the Study 
Data were generated for sample sizes of 500 and 1000 per group, mean ability 
differences of 0 and 1 standard deviations, and test lengths of 5 and 20 items. Completely 
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crossing all factors resulted in 8 conditions. One hundred replications of each condition 
were carried out. The procedure used for generating the data is described below. 
For each condition and each replication, parameter estimates were obtained using 
PARSCALE (Muraki & Bock, 1993). For each anchor test length in each condition, the 
equating for all five methods was performed using the FORTRAN program EQT 
(Rogers & Swaminathan, 1997). 
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3.4 Data Generation 
Data were generated using the FORTRAN program PGEN3 (Rogers, 1996). To 
generate the data, it was necessary to specify item parameters for all items. One problem 
in generating data according to the generalized partial credit model is that the item 
category parameters are not necessarily ordered and therefore it is difficult to choose 
realistic category parameters by drawing randomly from a specified distribution. Hence, 
to obtain parameters for the GPCM, data were first generated according to a graded 
response model, and then the GPCM was fitted to this simulated data using 
PARSCALE. The parameter estimates obtained from this analysis were then used as the 
true values for generating data according to the GPCM. Specifically, the steps in 
generating the data were as follows: 
Step 1: Data were generated according to the GRM for 50 items and 5000 examinees. 
The highest bk value for each item was chosen randomly from a uniform 
distribution in the interval (1.5, 2.0). Lower bk parameters were chosen such 
that the distance between adjacent bk values was uniformly distributed in the 
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interval (0.50, 0.90). Discrimination parameters were randomly drawn from a 
uniform distribution in the interval (0.60, 1.70). Trait parameters were 
distributed N(0,1). 
Step 2: The GPCM was fitted to the generated data using PARSCALE. The item 
parameter estimates were treated as true values, resulting in an item bank with 
50 items. 
Step 3: From the 50-item bank, a 5-item test and a 20-item test were chosen. Items 
were chosen for the 5-item test such that the items were of medium difficulty. 
Medium difficulty items were chosen to ensure that the parameters could be 
estimated with reasonable accuracy in the two groups, especially in the case 
where there were ability distribution differences between the groups. For the 
20-item test, items were chosen to have a range of difficulty with moderate to 
high discriminations. The true values of the item parameters are given in Table 
1 of the Appendix. 
Step 4: Using item parameter values of the selected items from step (3), data were 
generated according to the GPCM to simulate the conditions chosen for the 
study. After trait parameters were drawn for each sample, the values were 
standardized within each group to ensure that the mean was 0 or 1, as required 
by the design, and the standard deviation was 1. Since the ability estimates 
from PARSCALE are standardized, the true values must also be standardized 
in order for the estimates and the true values to be on the same scale. 
Step 5: Each condition was replicated 100 times. 
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3.5 Criteria for Evaluating the Adequacy of Equating 
In the anchor test design, the anchor item parameters in the two groups are 
theoretically identical except for a linear transformation. This means that the 
standardized anchor item difficulties are the same for test 1 and test 2. When the ability 
distributions in the two groups are the same, the true equating constants have the values 
a = 1 and P = 0. However, when the ability distributions have a mean difference of 1 
standard deviation, a = 1 and P = 1 . 
Since the true values of the equating constants are known, the equating methods 
can be evaluated by comparing the estimates of a and P with the true values. A 
measure of the accuracy of equating is the mean squared difference between the true 
value and the estimates across replications, referred to as the Mean Squared Error 
(MSE). The MSE can be separated into two components, one reflecting the variance of 
the estimates and the other reflecting the bias in the estimates (Gifford & Swaminathan, 
1990). In terms of this decomposition, the MSE for a can be expressed as follows: 
i(ar-af ±(ar-af 
MSE of a =———— = — -+ (a - a)2 (3.30) 
R R 
where R is the number of replications, a is the mean of the estimated a values across 
the R replications, and a. is the true value. Similarly, for p, 
m-p)1 t(p-pj , x2 
MSE of P = —— -= —— -+ (P~P) (3 31) 
R K 
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where p, the true value of the constant, is 0 when the ability distributions of the two 
groups are the same, and 1 when the mean abilities of the two groups differ by 1. The 
indices from equation 3.30 and 3.31 provide evidence of the adequacy of the equating, 
with smaller values showing that the equating method is accurate and stable, while larger 
values serve as a warning that the equating method may not be accurate. 
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CHAPTER 4 
RESULTS 
In order to evaluate equating procedures with the partial credit model using an 
anchor test design, a simulation study was conducted. In the anchor test design, two 
groups of examinees are administered two different tests with common items. Data were 
/ 
generated to simulate item responses for two groups of examinees on one test equated to 
itself so that the accuracy of equating could be evaluated directly. The factors that were 
manipulated in this study were sample size, test length, the number of anchor items, and 
ability distribution differences. Five procedures for determining the equating constants a 
and P were evaluated by comparing the estimated equating constants with the true 
values. The discrepancy between the true values and the estimated values were 
quantified in terms of the mean squared difference between the true and estimated values 
over one hundred replications. The results are presented in the sections below. The 
results for equal ability distributions with respect to the factors manipulated are 
described first followed by the results for unequal ability distributions. 
4.1 Relative Accuracy of Equating: Ability Distributions with Equal Means 
In the first condition studied, the two ability distributions were identical normal 
distributions, with zero mean and unit standard deviation. Item parameters in the two 
groups were estimated separately using the PARSCALE program. The equating 
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constants were then determined using each of the five methods described in the previous 
chapter. 
411 Accuracy of the Estimates of the Equating Constants for a Test with Five Items 
and a Sample Size of 500 Examinees 
Table 4.1.1 shows the comparison of mean square error (MSE) across 5 equating 
methods in determining a and p, respectively for a five item test based on 500 
examinees. Across different anchor test lengths, the largest MSE values were produced 
by the Mean and Sigma Method, Ml, followed by M3. Of the Mean and Sigma 
Methods, M2 resulted in the smallest MSE for all anchor test lengths while M4 resulted 
in MSE that was comparable to M2 for the longest anchor test (length 4). The 
Characteristic Curve Method, M5, resulted in the smallest MSE at all anchor test 
lengths. With the longest anchor test, the Characteristic Curve Method resulted in MSE 
that was indistinguishable from that produced by Mean and Sigma Method, M2 
In comparing the accuracy with which the slope a and the intercept p were 
estimated. Table 4.1 shows that in general, with all the methods, the slope was estimated 
less accurately than the intercept. Table 4.1 also shows the comparison of the methods 
for determining the intercept p. Of the Mean and Sigma Methods, M2 and M4 resulted 
in the most accurate estimates of P with M2 being the superior of the two. The 
methods Ml and M3 were comparable but fared less well than methods M2 and M4. 
The Characteristic Curve Method resulted in the smallest MSE. The methods, Ml and 
M3 show similar behavior in determining the a value; increasing the number of anchor 
items from 3 to 4 reduced the MSE dramatically. Of the Mean and Sigma methods, M2 
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had the smallest MSE after the Characteristic Curve Method, M5. Figures 4.1 (a and b) 
graphically illustrate these findings. 
Overall, the Characteristic Curve Method resulted in the smallest MSE for 
determining the equating constants, with the Mean and Sigma method M2 resulting in 
similar accuracy. As the number of anchor items increased, the MSE in the estimates of 
the equating constants decreased for all methods. For more detail see Appendix B3. 
Table 4.1. Mean Squared Error in the determination of a and 3 for test length=5, 
n=500, and for groups with the equal ability distribution means 
Anchor 
test 
length* 
Mean and 
Sigma Method 
(Ml) 
Mean and 
Sigma Method 
(M2) 
Mean and 
Sigma Method 
(M3) 
Mean and 
Sigma Method 
(M4) 
Characteristic 
Curve Method 
(M5) 
a P a P a P a P a P 
2 0.053 0.018 0.010 0.007 0.027 0.010 0.014 0.009 0.006 0.002 
3 0.045 0.017 0.008 0.006 0.019 0.009 0.011 0.008 0.004 0.002 
4 0.017 0.002 0.004 0.002 0.012 0.005 0.007 0.003 0.004 0.001 
* 100 replications for each anchor length 
4.1.2 Accuracy of the^Bstimates of the Equating Constants for a Test with Five Items 
and a Sample Size of 1000 Examinees 
The Mean Squared Error in the estimates of the equating constants for a test 
length of five items and a sample size of 1000 examinees is shown in Table 4.2. Clearly, 
as the sample size increased from 500 to 1000, the MSE decreased for all methods, 
indicating that equating constants were better estimated when the sample size 
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(a) Mean Squared Error of a value 
(b) Mean Squared Error of P value 
Figure 4.1. Mean Squared Error of a (a) and P (b) value for test length=5, n=500 with 
0i(O,l) and 02(O,1). 
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increased. For example, the MSE of a based on the Mean and Sigma Method Ml with 
sample size 500 using two anchor items was 0.053. Increasing the sample size to 1000 
reduced the MSE value to 0.016. For the Characteristic Curve Method, M5, the MSE 
of the a value with two anchor items decreased from 0.006 to 0.002 as the number of 
examinees increased from 500 to 1000. 
In general, as the sample size increased, the MSE in the estimation of the 
equating constants decreased for all methods. Increasing the anchor test length also 
reduced the MSE in the equating constants. However, increasing the sample size from 
500 to 1000 had more effect on reducing the MSE than increasing the number of anchor 
items. For the Mean and Sigma Method M2 and the Characteristic Curve Method, M5, 
increasing the sample size from 500 to 1000 reduced the MSE by a factor of three, a 
reduction that exceeded that obtained by increasing the number of anchor items from 
two to four with a sample size of 500. Figures 4.2 (a and b) graphically illustrate these 
findings. 
Table 4.2. Mean Squared Error in the determination of a and p for test length=5, 
n=1000, and for groups with the equal ability distribution means 
Anchor 
test 
length* 
Mean and 
Sigma Method 
(Ml) 
Mean and 
Sigma Method 
(M2) 
Mean and 
Sigma Method 
(M3) 
Mean and 
Sigma Method 
(M4) 
Characteristic 
Curve Method 
(M5) 
a P a P a P a P a P 
2 0.016 0.008 0.005 0.002 0.014 0.004 0.008 0.003 0.002 0.001 
3 0.012 0.006 0.003 0.001 0.008 0.002 0.004 0.002 0.001 0.001 
4 0.003 0.001 0.002 0.001 0.005 0.001 0.003 0.001 0.001 0.000 
♦100 replications for each anchor length 
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0.020 
(a) Mean Squared Error of a value 
(b) Mean Squared Error of |3 value 
Figure 4.2. Mean Squared Error of a (a) and B (b) value for test length=5, n=1000 with 
0i(O,l) and 02(O,1). 
54 
413 Accuracy of the Estimates of the Equating Constants for a Test with Twenty 
Items and a Sample Size of 500 Examinees 
Table 4.1.3 contains the relative accuracy of the equating methods for a twenty 
item test with 500 examinees evaluated with anchor test lengths ranging from two items 
to eight items. As the test length increased from five items to twenty items, the MSE in 
the estimates of the equating constants decreased for all equating methods. This 
decrease in the MSE is the result of improved item parameter estimates obtained with the 
longer test (Park, 1997). Increasing the test length from 5 to 20 items produced better 
estimate of the item parameters, which in turn resulted in more accurate estimates of the 
equating constants. Lengthening the test to 20 items resulted in equally accurate 
estimates of the equating constants for all methods except Method Ml. The 
Characteristic Curve Method produced slightly more accurate values of the equating 
constants when compared to the Mean and Sigma methods. In examining the MSE of 
the equating constants for methods M2 and M5, it appears that increasing the test length 
from five items to twenty items and using a sample size of 500 had an effect comparable 
to that obtained by using a sample size 1000 with a five item test. The improvements 
were more dramatic for the other equating methods. For example, the MSE of a 
obtained using Method M3 with 2 anchor items, a sample size of 1000, and a test length 
of five items was 0.014 (see Table 4.1.2), while the corresponding MSE for a test length 
of 20 was 0.005 (see Table 4.1.3). This result is comparable to that obtained with four 
anchor items in a five item test with an examinee sample size of 1000. The 
Characteristic Curve Method M5 produced almost perfectly accurate equating, especially 
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with 6 or more anchor items, with the MSE for a equal to 0.001 and 0.000 for p. 
Figures 4.3 (a and b) graphically illustrate these findings. Detail result is displayed in 
Table B.5 in Appendix B. 
Table 4.3. Mean Squared Error in the determination of a and (3 for test length=20, 
n=500, and for groups with the equal ability distribution means 
Anchor 
test 
length* 
Mean and 
Sigma Method 
(Ml) 
Mean and 
Sigma Method 
(M2) 
Mean and 
Sigma Method 
(M3) 
Mean and 
Sigma Method 
(M4) 
Characteristic 
Curve Method 
(M5) 
a P a P a P a P a P 
2 0.032 0.009 0.005 0.002 0.005 0.002 0.005 0.002 0.003 0.001 
3 0.026 0.010 0.004 0.001 0.005 0.002 0.004 0.001 0.003 0.001 
4 0.019 0.006 0.003 0.001 0.003 0.001 0.003 0.001 0.002 0.001 
5 0.009 0.002 0.002 0.001 0.003 0.001 0.002 0.001 0.001 0.001 
6 0.009 0.002 0.002 0.001 0.002 0.001 0.002 0.001 0.001 0.000 
7 0.004 0.001 0.002 0.001 0.002 0.001 0.002 0.001 0.001 0.000 
8 0.004 0.001 0.002 0.001 0.002 0.001 0.002 0.001 0.001 0.000 
* 100 replications for each anchor length 
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(a) Mean Squared Error of a value 
(b) Mean Squared Error of p value 
Figure 4.3. Mean Squared Error of a (a) and P (b) value for test length=20, n=500 with 
0i(O,l) and 02(0,1). 
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4.1.4 Accuracy of the Estimates of the Equating Constants for a Test with Twenty 
Items and a Sample Size of 1000 Examinees 
Table 4.1.4 contains the MSEs of a and P under the test length 20 from the 
groups of 1000 with the same ability distribution. The table shows that for a test length 
of 20, increasing the sample size from 500 to 1000 resulted in more accurate a and P 
values for all equating methods. Among the equating methods, Ml was the least 
accurate at all anchor test lengths. The Characteristic Curve Method produced slightly 
more accurate equating constants than Mean and Sigma method M2 through M4, which 
were indistinguishable with respect to the MSE. With six or more anchor items, the 
Characteristic Curve Method produced perfectly determined equating constants while 
with five anchor items, Mean and Sigma methods, M2 and M4 produced results that 
were identical to the Characteristic Curve Method. These results are graphically 
illustrated in Figures 4.1.4.a and 4.1.4.b., and for more detail result, see Table B.6 in 
Appendix A. 
It should be noted, however, that increasing the sample size from 500 to 1000 
produced only modest improvements with the Characteristic Curve Method. Hence, 
with a twenty item test, accurate equating can be obtained with five or six anchor items 
with a sample size of 500 examinees. 
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Table 4.4. Mean Squared Error in the determination of a and p for test length=20, 
n=1000, and for groups with the equal ability distribution means 
Anchor 
test 
length* 
Mean and 
Sigma Method 
(Ml) 
Mean and 
Sigma Method 
(M2) 
Mean and 
Sigma Method 
(M3) 
Mean and 
Sigma Method 
(M4) 
Characteristic 
Curve Method 
(M5) 
a P a P a P a P a p 
2 0.017 0.005 0.002 0.001 0.002 0.001 0.002 0.001 0.001 0.001 
3 0.015 0.005 0.002 0.001 0.002 0.001 0.002 0.001 0.001 0.001 
4 0.014 0.004 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.000 
5 0.005 0.001 0.001 0.000 0.001 0.001 0.001 0.000 0.001 0.000 
6 0.005 0.001 0.001 0.000 0.001 0.001 0.001 0.000 0.000 0.000 
7 0.003 0.001 0.001 0.000 0.001 0.000 0.001 0.000 0.000 0.000 
8 0.003 0.001 0.001 0.000 0.001 0.000 0.001 0.000 0.000 0.000 
* 100 replications for each anchor length 
4.2 Relative Accuracy of Equating: Examinee Ability Distributions with Unequal Means 
In order to evaluate the relative accuracy of the equating methods when there is a 
difference in the means of the ability distributions for the two groups, the standard 
deviation of the ability distribution was set to one in the two groups and the mean 
difference was set to one unit. The mean of the first group was set to zero while the 
mean of the second group was set to one. The item parameters were estimated in the 
two groups using the program PARSCALE. The equating constants were then 
determined using the item parameter estimates of the anchor items. 
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(a) Mean Squared Error of a value 
(b) Mean Squared Error of P value 
Figure 4.4. Mean Squared Error of a (a) and P (b) value for test length=20, n=1000 
with 0i(O,l) and 02(0,1). 
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Accuracy of the Estimates of the Equating Constants for a Test with Five Items 
and a Sample Size of S00 Examine 
Table 4.5 shows the MSE in the determination a and 3 from two groups with 
different ability distribution means. In general, the same pattern of results obtained with 
equal ability distributions was obtained with respect to the equating methods. The 
Characteristic Curve Method produced the best equating constants followed by Mean 
and Sigma Method M2. Increasing the number of anchor items increased the accuracy 
with which the equating constants were obtained. However, in contrast to the case when 
the ability distributions had equal means, the equating constants were estimated less 
accurately. The intercept parameter, p, was estimated less accurately than the slope 
parameter, a. The result that is interesting is that the accuracy in the determination of 
the intercept parameter did not increase as the number of anchor items increased. All 
methods produced equally inaccurate values for p. More detailed results, are provided in 
Table B.7 in Appendix B, and Figures 4.5 (a and.b) below. 
Table 4.5. Mean Squared Error in the determination of a and p for test length=5, 
n=500, and for groups with unequal ability distribution means 
Anchor 
test 
length* 
Mean and 
Sigma Method 
(Ml) 
Mean and 
Sigma Method 
(M2) 
Mean and 
Sigma Method 
(M3) 
Mean and 
Sigma Method 
(M4) 
Characteristic 
Curve Method 
(M5) 
a P a P a P a P a P 
2 0.032 0.009 0.010 0.007 0.031 0.010 0.014 0.007 0.005 0.008 
3 0.033 0.007 0.008 0.006 0.018 0.007 0.010 0.006 0.04 0.007 
4 0.011 0.007 0.006 0.006 0.013 0.008 0.008 0.006 0.003 0.007 
* 100 replications for each anchor length 
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(a) Mean Squared Error of a value 
(b) Mean Squared Error of (3 value 
Figure 4.5. Mean Squared Error of a (a) and P (b) value for test length=5, n=500 with 
0i(O,l) and 02(1,1). 
/ 
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4.2.2 Accuracy of the Estimates of the Equating Constants for a Test with Five Items 
and a Sample Size of 1000 Examinees 
The results obtained by increasing the sample size to 1000 for a test length of 
five items is presented in Table 4.2.2. While the equating constants are determined 
more accurately with a sample of 1000 examinees, the same pattern of results observed 
with a sample of 500 examinees was obtained with 1000 examinees. The Characteristic 
Curve Method and Mean and Sigma Method M2 yielded the most accurate values for 
the equating constants. While the slope parameter, a, was determined accurately with an 
anchor test of four items, the intercept parameter, p, was estimated relatively poorly. 
As observed earlier, increasing the sample size produced smaller MSE of a and 
P for all methods (see Table 4.1.4). In the case of the MSE of the a value, there was a 
reduction of at least 50%, and a reduction of about 30% for the MSE of the P value as 
the sample size increased from 500 to 1000. For example, The MSE of the a value 
obtained using 2 anchor items for Method M2 was reduced from 0.010 to 0.004, and 
the MSE of the P value was reduced from 0.007 to 0.005. In contrast, the MSE of a 
produced by the Characteristic Curve Method, M5, decreased only slightly as the 
number of anchor items increased from 2 to 4. Graphical presentations of these trends 
are presented in Figures 4.2.2.a and 4.2.2.b. For more detail result is presented in 
Table B.8 in Appendix B. 
63 
Table 4.6. Mean Squared Error in the determination of a and P for test length=5, 
n=1000, and for groups with unequal ability distribution means 
Anchor 
test 
length* 
Mean and 
Sigma Method 
(Ml) 
Mean and 
Sigma Method 
(M2) 
Mean and 
Sigma Method 
(M3) 
Mean and 
Sigma Method 
(M4) 
Characteristic 
Curve Method 
(M5) 
a JL a P a P a 0 a 
2 0.015 0.005 0.004 0.005 0.017 0.007 0.007 0.005 0.002 0.005 
3 0.014 0.005 0.003 0.004 0.009 0.005 0.005 0.004 0.001 0.005 
4 0.004 0.005 0.002 0.004 0.006 0.006 0.003 0.005 0.001 0.005 
*100 replications for each anchor length 
4.2.3 Accuracy of the Estimates of the Equating Constants for a Test with Twenty 
Items and a Sample Size of 500 Examinees 
Table 4.7 contains the results obtained from a test with twenty items for varying 
anchor test lengths. In general, increasing the test length resulted in more accurate 
determination of the slope parameter, a. The MSEs in a for anchor test lengths of 2, 3, 
and 4 items were smaller than those obtained with a five item test. However, the MSE in 
P increased when the test length increased from five items to twenty items. In addition, 
the MSE in P remained constant as the number of anchor items changed, and remained 
the same across the equating methods. The constancy of the value of the MSE in p 
across varying anchor test lengths and across the equating methods suggest the presence 
of systematic bias in the estimation of the item parameters. 
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(a) Mean Squared Error of a value 
(b) Mean Squared Error of P value 
Figure 4.6. Mean Squared Error of a (a) and P (b) value for test length=5, n=1000 with 
0i(O,l) and 02(1,1). 
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Table 4.7. Mean Squared Error in the determination of a and p for test length=20, 
n=500, and for groups with unequal ability distribution means 
Anchor 
test 
length* 
Mean and 
Sigma Method 
(Ml) 
Mean and 
Sigma Method 
(M2) 
Mean and 
Sigma Method 
(M3) 
Mean and 
Sigma Method 
(M4) 
Characteristic 
Curve Method 
(M5) 
a P a P a P a P a P 
2 0.031 0.140 0.005 0.138 0.005 0.140 0.005 0.138 0.003 0.139 
3 0.021 0.135 0.004 0.137 0.004 0.140 0.004 0.137 0.003 0.139 
4 0.018 0.133 0.003 0.135 0.003 0.138 0.002 0.135 0.002 0.137 
5 0.010 0.135 0.002 0.136 0.002 0.137 0.002 0.136 0.001 0.137 
6 0.009 0.135 0.002 0.135 0.002 0.137 0.002 0.135 0.001 0.137 
7 0.007 0.135 0.002 0.135 0.002 0.137 0.002 0.135 0.001 0.136 
8 0.006 0.135 0.002 0.135 0.002 0.136 0.002 0.135 0.001 0.136 
* 100 replications for each anchor length 
4.2.4 Accuracy of the Estimates of the Equating Constants for a Test with Twenty 
Items and a Sample Size of 1000 Examinees 
The results obtained with a sample size of 1000 examinees mirror the results 
obtained with a sample of 500 examinees (see Table 4.8). The equating coefficient, a, 
was estimated slightly more accurately by all equating methods when the sample size 
increased. Again, the Characteristic Curve Method produced the most accurate estimate 
of a with Mean and Sigma Method M2 a close second. With three or more anchor 
items, all the equating methods, with the exception of Mean and Sigma Method Ml 
produced equally accurate estimates of a. On the other hand, increasing the sample size 
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(a) Mean Squared Error of a value 
(b) Mean Squared Error of (3 value 
Figure 4.7. Mean Squared Error of a (a) and (3 (b) value for test length=20, n=500 with 
0i(O,l) and 02(1,1). 
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had no effect on the determination of (3. The MSE for P remained stable at a value of 
0.137 for all the equating methods. Figures 4.8 (a and b) graphically illustrate these 
findings. 
Table 4.8. Mean Squared Error in the determination of a and p for test length=20, 
n=1000, and for groups with unequal ability distribution means 
Anchor 
length* 
Mean and 
Sigma Method 
(Ml) 
Mean and 
Sigma Method 
(M2) 
Mean and 
Sigma Method 
(M3) 
Mean and 
Sigma Method 
(M4) 
Characteristic 
Curve Method 
(M5) 
a P a P a P a P a p 
2 0.020 0.137 0.002 0.138 0.002 0.139 0.002 0.138 0.001 0.138 
3 0.012 0.137 0.002 0.137 0.002 0.138 0.002 0.137 0.001 0.139 
4 0.012 0.135 0.001 0.137 0.002 0.137 0.001 0.137 0.001 0.138 
5 0.005 0.135 0.001 0.137 0.001 0.138 0.001 0.137 0.001 0.138 
6 0.005 0.135 0.001 0.136 0.001 0.137 0.001 0.136 0.001 0.137 
7 0.003 0.136 0.001 0.137 0.001 0.137 0.001 0.137 0.000 0.137 
8 0.003 0.136 0.001 0.137 0.001 0.137 0.001 0.137 0.000 0.137 
*100 replications for each anchor length 
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(a) Mean Squared Error of a value 
2 anc 
3 anc 
4 anc 
5 anc 
6 anc 
7 anc 
8 anc 
(b) Mean Squared Error of (3 value 
Figure 4.8. Mean Squared Error of a (a) and (3 (b) value for test length=20, n=1000 
with 0i(O,l) and 02(1,1). 
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4.3 Summary 
The accuracy with which the equating constants are determined in the 
generalized partial credit model was investigated through a simulation study. The factors 
manipulated were sample size (500 and 1000), test length (5 items and 20 items), the 
number of anchor items (ranging from 2 items to 4 items in the 5-item test and ranging 
from 2 items to 8 items in the 20-item test), differences in the ability distribution means 
between the two groups of examinees (no difference and a difference of one standard 
deviation unit). The Mean Squared Difference between the true equating constants and 
the estimated constants computed over one-hundred replications was used as the 
criterion to evaluate the accuracy of the equating methods. Five equating methods were 
examined. 
The results indicate that under all conditions, the Characteristic Curve Method 
produced the most accurate equating constants with Mean and Sigma Method M2 
yielding almost equally accurate estimates. The Mean and Sigma Method Ml yielded the 
least accurate values of the equating constants. Sample size and the number of anchor 
items had clear effects on the accuracy with which the equating constants were 
determined. The test length had the most noticeable effect on the accuracy with which 
the equating constants were estimated. When there were no difference in the means of 
the ability distributions for the two groups, increasing the test length had a bigger effect 
than sample size on the accuracy with which the equating constants were estimated. 
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When there was a difference in the ability distribution means between the two 
groups, the slope coefficient a was determined most accurately by the Characteristic 
Curve Method and Mean and Sigma Method M2. The pattern in the results for 
determining a was identical to the pattern observed for the case of no ability difference. 
The determination of p, on the other hand, proved to be problematic when there was a 
mean ability difference between the two groups. With the longer test (20 items), a 
systematic bias in the estimate of P was observed. The reason for this appears to be that 
the bias in the maximum likelihood estimates of the item parameters of the generalized 
partial credit model increases with test length, especially when one of the groups of 
examinees has an ability distribution that does not match the difficulty level of the items 
in the test. 
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CHAPTER 5 
CONCLUSIONS AND RECOMMENDATIONS 
5.1 Introduction 
The purpose of this study was to investigate the relative accuracy of several 
procedures for equating tests when the items in the test are scored on an ordinal scale. 
Such scoring of items can provide more information than dichotomous scoring. In 
addition, scoring of an item on an ordinal scale is commonly used in assessing partial 
knowledge, in scoring essay items, and in assessing the proficiency level of examinees on 
performance assessment instruments. 
The focus of this study was on the accuracy of equating when the generalized 
partial credit model (Muraki, 1997) is employed to calibrate the items and to estimate 
the proficiency or ability level of an examinee. The generalized partial credit model is 
currently being used to score items on the National Assessment of Educational Progress 
(NAEP). Little is known, however, about equating tests using this model. In this study 
the effects on equating of test length, the number of anchor items, the sample size, and 
the mean ability levels of the groups of examinees taking two forms of a test were 
investigated. 
In order to carry out this investigation, a simulation study was conducted in 
which the responses of examinees were generated using the partial credit model. The 
item parameters were estimated using the program PARSCALE (Muraki & Bock, 1993). 
The factors, test length, number of anchor items, sample size, and the mean of the 
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examinee ability distribution, were manipulated. The equating was carried using the 
anchor test design and the equating constants were determined using five procedures. 
The first four procedures were variations of the Mean and Sigma method, and the last 
procedure was a characteristic curve method. The accuracy of equating was evaluated 
by computing the mean squared error (MSE) between the true equating constants and 
the estimated equating constants over 100 replications. 
5.2 Conclusions and Discussion 
The results reported in Chapter 4 indicate that: 
1. The accuracy of equating increased as the number of anchor items increased. 
2. The accuracy of equating increased as the test length increased. 
3. The accuracy of equating increased as the sample size increased. 
4. The accuracy of equating was adversely affected by differences in the mean 
ability of the groups of examinees taking the test. 
The accuracy of equating, as measured by the MSE in the equating constants, 
showed an increase as the number of anchor items increased from two to four in a test 
with five items. The accuracy of equating also increased as the sample size increased 
from 500 to 1000. However, increasing the test length from five items to twenty items 
had more of an effect in improving the accuracy of equating than increasing the sample 
size from 500 to 1000 in the five item test. With the twenty item test, an anchor test 
with five or six items produced very accurate equating constants. The increase from 500 
to 1000 examinees for a twenty item test was modest. 
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Of the equating methods, the characteristic curve method produced the most 
accurate equating constants. The Mean and Sigma method where all the category 
parameters were used to calculate the mean and standard deviation of the anchor items 
yielded results that were almost as accurate as the characteristic curve method. 
However, with a twenty item test, 1000 examinees, and five to six anchor items, all 
equating procedures with the exception of the first Mean and Sigma method Ml yielded 
equally accurate equating constants. 
The accuracy with which the equating constants were determined was affected by 
the mean level of the examinee ability distribution. When one group had a mean of zero 
and the other group had a mean of one, the equating constants were estimated less 
accurately than when the two groups had mean ability levels of zero. The reason for this 
is that the item difficulty values matched the ability level of one group and not the other. 
Consequently, the item parameters, particularly the category parameters, were estimated 
less well in one group. In fact, it appears that the category parameters were estimated 
with some bias in one group and this resulted in under estimation of the intercept 
coefficient. The slope coefficient was estimated accurately. Again, when the mean 
ability levels of the two groups differed, the Characteristic Curve method and the Mean 
and Sigma method M2 produced the most accurate estimates of the slope coefficient 
with short tests and sample size of 500. With 20 items and 1000 examinees, the equating 
procedures with the exception of Mean and Sigma method Ml produced equally 
accurate estimates of the slope coefficient. The intercept coefficient was estimated 
equally poorly by all the equating methods. 
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The findings obtained in this study with respect to test length and sample size are 
consistent with previous findings. Cohen and Kim (1993) obtained similar results with 
the graded response model. As the test length increased, accurate parameter estimates 
were obtained as demonstrated by Park (1997). This resulted in accurate determination 
of the equating constants by the characteristic curve method and Mean and Sigma 
Method M2. As the ability level changed from a mean of zero to a mean of one, the 
accuracy with which the category parameters were estimated decreased, with the 
estimates showing a sizable bias. This result was also observed by Park (1997) who 
found that the category parameters were estimated with bias with skewed ability 
distributions. 
The fact that a mean difference in the ability distribution of one standard 
deviation unit results in biased and inaccurate determination of the intercept coefficient 
is disturbing. Preliminary investigation shows that a mean difference of one-half of a 
standard deviation unit results in less biased and more accurate estimate of the intercept 
coefficient. This indicates that equating should be carried out if possible with examinee 
ability distributions that do not differ by more than half a standard deviation unit. 
Clearly, more research is needed to identify the cause of the bias and to devise more 
accurate procedures for the estimation of the item parameters in the Generalized Partial 
Credit Model. 
Of the equating procedures, the Characteristic Curve method is the procedure of 
choice. Nevertheless, the simpler Mean and Sigma method, M2, yielded almost identical 
equating constants to those obtained by the Characteristic Curve method. In particular, 
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with a test length of twenty items and a sample size of 500, the two procedures were 
almost indistinguishable. The advantage of the Mean and Sigma method is that it is non¬ 
iterative, and computationally simple. More importantly, the Mean and Sigma method is 
a symmetric method in that it is a matter of indifference as to which test is equated to 
which test. The Characteristic Curve Method, appealing as it may be because it uses the 
information contained in the category as well as discrimination parameters, is not a 
symmetric procedure. Equating Test 1 to Test 2 will produce different equating 
constants than those obtained by equating Test 2 to Test 1. The obvious conclusion is 
that in the Generalized Partial Credit Model, the simple Mean and Sigma method 
produces results identical to that obtained by the Characteristic Curve method. Hence, 
equating can be successfully carried out with the mean and sigma method M2 for longer 
tests. Further research is needed to determine the test length, sample size, and anchor 
test length combination which will differentiate the two procedures. 
5.3 Delimitations of the Study 
The study carried out here focused on two test lengths, two sample sizes, and 
normal ability distributions that were either identical or differed by one standard 
deviation unit. The parameters for the types of items chosen for study were artificially 
generated. The procedures investigated are based on the results obtained using the 
computer program, PARSCALE. The parameters of this study in terms of sample size, 
ability distribution differences, test length, and the particular computer program may 
limit the generalizability of the results. In particular, the values chosen for the item 
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parameters may not be realistic and may not correspond to item parameters obtained in 
constructed tests. Despite these drawbacks, this study provides general guidelines for 
equating tests using the partial credit model. Further research is clearly needed with 
respect to the types of items used as anchor items, the computer program used to 
estimate the parameters, and ability distribution differences. 
5.4 Suggestions for Further Research 
The results of this study suggest further research along the following 
directions: 
1. The criterion used to evaluate the accuracy of equating needs to be examined. 
While the criterion used in this study deals with the accuracy with which the equating 
constants are determined, other criteria should be examined for evaluating the accuracy 
of equating. In this study, the true values of the item parameters are known. Hence, the 
equated item parameter estimates could be compared with the true values of the 
parameters to determine the extent to which the bias in the equating constants affect the 
item parameter values. Since the item parameters estimates are the values used in an 
item bank, the effect of equating on the accuracy of the equated item parameter values 
may provide more meaningful information regarding the equating procedures. 
Preliminary investigations have indicated that the equated item parameter estimates 
show less bias than the equating constants. 
2. The ultimate purpose of item parameter estimation, the purpose of equating, 
and the purpose of developing an item bank is to obtain accurate estimates of an 
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examinee’s proficiency or ability level. Hence an important criterion is the accuracy with 
which the ability level of an examinee is estimated. After determining the equating 
constants and scaling the item parameter values, the abilities of examinees can be 
estimated. The discrepancy between this estimate and the true ability of the examinee 
can be used as an index of the accuracy with which equating is carried out. The mean 
squared error over replications and the correlation between the estimate and the true 
values are indices that can be used to evaluate the accuracy of equating. Research is 
currently being extended in this direction using the data obtained in this study. 
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APPENDIX A 
FIGURES OF ANCHOR ITEMS ON TEST LENGTH FIVE 
AND TEST LENGTH TWENTY 
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APPENDIX B 
TABLE OF a AND p FOR EACH EQUATING METHOD 
Table B. 1 True values of 5 items 
No a bi b2 b3 b4 
1 0.946 -0.548 0.271 0.793 1.542 
2* 0.979 -0.225 0.586 1.416 2.052 
3* 0.611 0.399 0.213 0.411 1.078 
4* 0.836 0.123 0.825 0.859 1.667 
5* 0.757 -0.943 -0.391 0.276 0.831 
♦anchor item 
Table B.2 True values of 20 items 
No a bi b2 b3 b4 
1 0.565 0.726 0.124 0.669 1.512 
2* 0.958 -0.533 0.267 0.834 1.533 
3* 0.981 -0.227 0.618 1.421 2.113 
4 0.586 0.464 0.257 0.468 1.125 
5* 0.859 0.174 0.805 0.921 1.737 
6* 0.895 -0.38 0.353 0.96 1.558 
7 0.99 0.805 0.87 0.968 0.95 
8 1.055 0.417 0.718 0.568 0.887 
9* 0.687 -0.896 -0.367 0.309 0.811 
10 0.91 0.044 0.699 1.254 1.944 
11 0.985 -0.055 0.682 1.411 2.18 
12* 1.05 -0.136 0.356 0.958 1.635 
13 1.182 0.059 0.779 1.361 1.76 
14 0.933 -0.043 0.828 1.442 2.194 
15* 1.091 -0.163 0.406 1.047 1.914 
16 0.531 0.327 0.54 1.371 1.217 
17* 0.939 -0.248 -0.164 0.413 1.265 
18 0.769 -0.487 ■0.572 0.253 0.874 
19 0.894 -0.274 -0.022 1.056 0.939 
20 0.713 -0.142 -0.124 0.854 1.101 
♦anchor item 
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Table B.3 Mean and SD of a and P with test length=5, n=500, 0i(O,l) and 02(0,1) 
Anchor 
Test 
Length 
(*) 
Mean and 
Sigma method 
(Ml) 
Mean and 
Sigma method 
(M2) 
Mean and Sigma 
method 
(M3) 
Mean and 
Sigma method 
(M4) 
Characteristic 
Curve Method 
(M5) 
a P a P a P a P a P 
2 Mean 1.037 -0.011 1.001 0.010 1.007 0.006 0.997 0.012 1.013 0.003 
SD 0.226 0.135 0.101 0.080 0.163 0.099 0.116 0.093 0.075 0.049 
MSE 0.053 0.018 0.010 0.007 0.027 0.010 0.014 0.009 0.006 0.002 
3 Mean 1.038 -0.011 1.006 0.009 1.016 0.002 1.005 0.010 1.015 0.003 
SD 0.210 0.129 0.092 0.077 0.137 0.096 0.105 0.089 0.062 0.043 
MSE 0.045 0.017 0.008 0.006 0.019 0.009 0.011 0.008 0.004 0.002 
4 Mean 1.027 -0.003 1.008 0.005 1.014 0.001 1.003 0.007 1.012 0.002 
SD 0.126 0.049 0.066 0.046 0.109 0.073 0.086 0.058 0.060 0.032 
MSE 0.017 0.002 0.004 0.002 0.012 0.005 0.007 0.003 0.004 0.001 
* 100 replications 
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Table B.4 Mean and SD of a and P with test length=5, n=1000, 0i(O,l) and 02(0,1) 
Anchor 
Test 
Length 
(*) 
Mean and 
Sigma method 
(Ml) 
Mean and 
Sigma method 
(M2) 
Mean and 
Sigma method 
(M3) 
Mean and 
Sigma method 
(M4) 
Characteristic 
Curve Method 
(M5) 
a P a P a P a P a P 
2 Mean 1.011 -0.004 1.007 0.000 1.012 -0.003 1.007 -0.001 1.007 -0.001 
SD 0.127 0.087 0.072 0.045 0.119 0.060 0.087 0.054 0.042 0.030 
MSE 0.016 0.008 0.005 0.002 0.014 0.004 0.008 0.003 0.002 0.001 
3 Mean 1.005 0.001 1.006 0.000 1.013 -0.003 1.006 0.000 1.006 -0.001 
SD 0.111 0.079 0.058 0.038 0.086 0.049 0.066 0.045 0.035 0.024 
MSE 0.012 0.006 0.003 0.001 0.008 0.002 0.004 0.002 0.001 0.001 
4 Mean 1.003 0.001 1.003 0.001 1.009 -0.003 1.003 0.002 1.005 -0.001 
SD 0.056 0.032 0.042 0.024 0.068 0.038 0.053 0.028 0.029 0.019 
MSE 0.003 0.001 0.002 0.001 0.005 0.001 0.003 0.001 0.001 0.000 
*100 replications 
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Table B.5 Mean and SD of a and p with test length=20, n=500, 0i(O,l) and 02(0,1) 
Anchor 
Test 
Length 
(*) 
Mean and 
Sigma Method 
(Ml) 
Mean and 
Sigma Method 
(M2) 
Mean and 
Sigma Method 
(M3) 
Mean and 
Sigma Method 
(M4) 
Characteristic 
Curve Method 
(M5) 
a P a P a P a P a p 
2 Mean 1.042 -0.025 1.006 -0.006 1.004 -0.007 1.003 -0.005 1.008 -0.008 
SD 0.174 0.090 0.071 0.043 0.068 0.044 0.069 0.043 0.053 0.037 
MSE 0.032 0.009 0.005 0.002 0.005 0.002 0.005 0.002 0.003 0.001 
3 Mean 1.043 -0.028 1.005 -0.006 1.008 -0.009 1.003 -0.005 1.008 -0.008 
SD 0.157 0.094 0.064 0.036 0.068 0.040 0.064 0.036 0.050 0.032 
MSE 0.026 0.010 0.004 0.001 0.005 0.002 0.004 0.001 0.003 0.001 
4 Mean 1.028 -0.018 1.003 -0.005 1.007 -0.007 1.002 -0.004 1.005 -0.006 
SD 0.134 0.074 0.054 0.032 0.056 0.033 0.054 0.032 0.040 0.027 
MSE 0.019 0.006 0.003 0.001 0.003 0.001 0.003 0.001 0.002 0.001 
5 Mean 1.008 -0.007 1.006 -0.006 1.012 -0.007 1.006 -0.006 1.006 -0.006 
SD 0.096 0.046 0.048 0.027 0.050 0.030 0.047 0.027 0.035 0.023 
MSE 0.009 0.002 0.002 0.001 0.003 0.001 0.002 0.001 0.001 0.001 
6 Mean 1.009 -0.006 1.005 -0.004 1.011 -0.005 1.005 -0.004 1.004 -0.004 
SD 0.095 0.046 0.044 0.025 0.045 0.028 0.043 0.025 0.031 0.021 
MSE 0.009 0.002 0.002 0.001 0.002 0.001 0.002 0.001 0.001 0.000 
7 Mean 1.001 -0.001 1.002 -0.002 1.009 -0.004 1.003 -0.002 1.003 -0.002 
SD 0.066 0.033 0.041 0.025 0.044 0.026 0.043 0.025 0.029 0.020 
MSE 0.004 0.001 0.002 0.001 0.002 0.001 0.002 0.001 0.001 0.000 
8 Mean 1.001 -0.002 1.002 -0.002 1.008 -0.004 1.003 -0.002 1.003 -0.002 
SD 0.065 0.032 0.041 0.023 0.043 0.024 0.042 0.022 0.029 0.018 
MSE 0.004 0.001 0.002 0.001 0.002 0.001 0.002 0.001 0.001 0.000 
*100 replications 
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Table B.6 Mean and SD of a and 3 with test length=20, n=1000, 0i(O,l) and 02(0,1) 
Anchor 
Test Mean and Mean and Mean and Mean and Characteristic 
Length Sigma Method Sigma Method Sigma Method Sigma Method Curve Method 
(*) (Ml) (M2) (M3) (M4) (M5) 
a p a P a p a p a p 
2 Mean 1.022 -0.011 1.007 •0.003 1.006 -0.004 1.005 -0.002 1.006 -0.003 
SD 0.130 0.069 0.049 0.030 0.048 0.030 0.048 0.030 0.035 0.027 
MSE 0.017 0.005 0.002 0.001 0.002 0.001 0.002 0.001 0.001 0.001 
3 Mean 1.021 -0.012 1.005 -0.002 1.004 -0.002 1.003 -0.001 1.005 -0.003 
SD 0.122 0.068 0.043 0.028 0.045 0.032 0.044 0.029 0.030 0.023 
MSE 0.015 0.005 0.002 0.001 0.002 0.001 0.002 0.001 0.001 0.001 
4 Mean 1.021 -0.012 1.003 -0.002 1.003 -0.002 1.002 -0.001 1.004 -0.003 
SD 0.116 0.060 0.035 0.025 0.037 0.028 0.035 0.025 0.027 0.022 
MSE 0.014 0.004 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.000 
5 Mean 1.011 -0.006 1.003 -0.003 1.003 -0.003 1.001 -0.002 1.003 -0.003 
SD 0.073 0.036 0.031 0.022 0.032 0.025 0.032 0.022 0.024 0.020 
MSE 0.005 0.001 0.001 0.000 0.001 0.001 0.001 0.000 0.001 0.000 
6 Mean 1.012 -0.006 1.003 -0.002 1.004 -0.002 1.002 -0.001 1.002 -0.001 
SD 0.072 0.036 0.028 0.020 0.030 0.023 0.029 0.021 0.021 0.018 
MSE 0.005 0.001 0.001 0.000 0.001 0.001 0.001 0.000 0.000 0.000 
7 Mean 1.007 -0.003 1.003 -0.001 1.003 -0.002 1.001 -0.001 1.003 -0.002 
SD 0.050 0.025 0.025 0.020 0.027 0.022 0.026 0.020 0.019 0.018 
MSE 0.003 0.001 0.001 0.000 0.001 0.000 0.001 0.000 0.000 0.000 
8 Mean 1.007 -0.003 1.003 -0.002 1.003 -0.002 1.001 -0.001 1.003 -0.002 
SD 0.050 0.025 0.024 0.019 0.025 0.020 0.024 0.019 0.018 0.017 
MSE 0.003 0.001 0.001 0.000 0.001 0.000 0.001 0.000 0.000 0.000 
*100 replications 
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Table B.7 Mean and SD of a and p for test length=5, n=500, 0i(O,l) and 02(1,1) 
Anchor 
Test 
Length 
(*) 
Mean and 
Sigma Method 
(Ml) 
Mean and 
Sigma Method 
(M2) 
Mean and 
Sigma Method 
(M3) 
Mean and 
Sigma Method 
(M4) 
Characteristic 
Curve Method 
(M5) 
a P a P a P a P a P 
2 Mean 1.010 0.940 1.014 0.941 1.030 0.948 1.013 0.941 1.006 0.936 
SD 0.179 0.074 0.098 0.061 0.172 0.088 0.120 0.063 0.071 0.059 
MSE 0.032 0.009 0.010 0.007 0.031 0.010 0.014 0.007 0.005 0.008 
3 Mean 1.021 0.943 1.021 0.943 1.036 0.946 1.021 0.943 1.011 0.936 
SD 0.181 0.063 0.085 0.052 0.131 0.065 0.100 0.053 0.061 0.051 
MSE 0.033 0.007 0.008 0.006 0.018 0.007 0.010 0.006 0.004 0.007 
4 Mean 1.008 0.941 1.009 0.942 1.026 0.942 1.011 0.942 1.007 0.935 
SD 0.105 0.060 0.078 0.051 0.109 0.065 0.091 0.055 0.058 0.049 
MSE 0.011 0.007 0.006 0.006 0.013 0.008 0.008 0.006 0.003 0.007 
*100 replications 
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Table B.8 Mean and SD of a and P for test length=5, n=1000, 0i(O,l) and 02(1,1) 
Anchor 
Test 
Length 
(*) 
Mean and 
Sigma Method 
(Ml) 
Mean and 
Sigma Method 
(M2) 
Mean and 
Sigma Method 
(M3) 
Mean and 
Sigma Method 
(M4) 
Characteristic 
Curve Method 
(M5) 
a P a P a P a P a P 
2 Mean 1.010 0.945 1.010 0.945 1.022 0.951 1.011 0.945 1.005 0.941 
SD 0.123 0.049 0.061 0.041 0.129 0.069 0.083 0.044 0.045 0.037 
MSE 0.015 0.005 0.004 0.005 0.017 0.007 0.007 0.005 0.002 0.005 
3 Mean 1.014 0.944 1.011 0.944 1.021 0.948 1.012 0.944 1.007 0.940 
SD 0.119 0.039 0.053 0.033 0.093 0.050 0.067 0.035 0.038 0.030 
MSE 0.014 0.005 0.003 0.004 0.009 0.005 0.005 0.004 0.001 0.005 
4 Mean 0.996 0.942 0.999 0.943 1.011 0.943 1.001 0.944 1.001 0.939 
SD 0.062 0.036 0.046 0.033 0.076 0.047 0.058 0.038 0.033 0.029 
MSE 0.004 0.005 0.002 0.004 0.006 0.006 0.003 0.005 0.001 0.005 
*100 replications 
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Table B.9 Mean and SD of a and p for test length=20, n=500, 0i(O,l) and 02(1,1) 
Anchor 
Test 
Length 
(*) 
Mean and 
Sigma Method 
(Ml) 
Mean and 
Sigma Method ! 
(M2) 
Mean and 
Sigma Method ! 
(M3) 
Mean and ' 
Sigma Method < 
(M4) 
Characteristic 
Curve Method 
(M5) 
a P a P a P a P a P 
2 Mean 1.029 0.756 1.009 0.751 1.008 0.748 1.007 0.751 1.010 0.748 
SD 0.175 0.284 0.070 0.276 0.072 0.276 0.070 0.275 0.053 0.275 
MSE 0.031 0.140 0.005 0.138 0.005 0.140 0.005 0.138 0.003 0.139 
3 Mean 1.053 0.762 1.013 0.754 1.016 0.751 1.012 0.753 1.014 0.750 
SD 0.136 0.279 0.060 0.276 0.063 0.279 0.060 0.276 0.049 0.276 
MSE 0.021 0.135 0.004 0.137 0.004 0.140 0.004 0.137 0.003 0.139 
4 Mean 1.038 0.761 1.011 0.753 1.014 0.751 1.010 0.753 1.009 0.750 
SD 0.129 0.276 0.049 0.273 0.050 0.275 0.048 0.273 0.042 0.272 
MSE 0.018 0.133 0.003 0.135 0.003 0.138 0.002 0.135 0.002 0.137 
5 Mean 1.013 0.755 1.008 0.753 1.012 0.751 1.008 0.753 1.007 0.750 
SD 0.100 0.275 0.042 0.273 0.043 0.275 0.041 0.274 0.035 0.272 
MSE 0.010 0.135 0.002 0.136 0.002 0.137 0.002 0.136 0.001 0.137 
6 Mean 1.013 0.755 1.008 0.754 1.012 0.752 1.008 0.753 1.006 0.750 
SD 0.096 0.274 0.040 0.273 0.041 0.274 0.039 0.273 0.031 0.272 
MSE 0.009 0.135 0.002 0.135 0.002 0.137 0.002 0.135 0.001 0.137 
7 Mean 1.001 0.752 1.003 0.753 1.009 0.751 1.003 0.753 1.004 0.750 
SD 0.082 0.271 0.043 0.271 0.043 0.274 0.043 0.272 0.029 0.271 
MSE 0.007 0.135 0.002 0.135 0.002 0.137 0.002 0.135 0.001 0.136 
8 Mean 1.002 0.752 1.004 0.753 1.010 0.751 1.004 0.753 1.005 0.750 
SD 0.077 0.271 0.040 0.271 0.041 0.273 0.040 0.272 0.029 0.271 
MSE 0.006 0.135 0.002 0.135 0.002 0.136 0.002 0.135 0.001 0.136 
*100 replications 
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Table B.10 Mean and SD of a and p for test length=20, n=1000, 01(0,1) and 02(1,1) 
Anchor 
Test 
Length 
(*) 
Mean and 
Sigma Method 
(Ml) 
Mean and 
Sigma Method 
(M2) 
Mean and 
Sigma Method 
(M3) 
Mean and 
Sigma Method 
(M4) 
Characteristic 
Curve Method 
(M5) 
a P a P a P a P a P 
2 Mean 1.018 0.757 0.996 0.751 0.994 0.749 0.994 0.751 1.000 0.750 
SD 0.139 0.280 0.046 0.276 0.047 0.276 0.046 0.276 0.036 0.275 
MSE 0.020 0.137 0.002 0.138 0.002 0.139 0.002 0.138 0.001 0.138 
3 Mean 1.021 0.758 0.998 0.753 0.999 0.752 0.997 0.753 1.002 0.750 
SD 0.109 0.280 0.042 0.276 0.047 0.276 0.043 0.276 0.034 0.277 
MSE 0.012 0.137 0.002 0.137 0.002 0.138 0.002 0.137 0.001 0.139 
4 Mean 1.016 0.757 0.999 0.752 1.000 0.751 0.997 0.752 1.000 0.750 
SD 0.107 0.276 0.036 0.274 0.039 0.274 0.036 0.274 0.029 0.275 
MSE 0.012 0.135 0.001 0.137 0.002 0.137 0.001 0.137 0.001 0.138 
5 Mean 1.003 0.755 0.996 0.752 0.996 0.750 0.995 0.752 0.997 0.750 
SD 0.072 0.274 0.032 0.275 0.033 0.275 0.031 0.275 0.026 0.275 
MSE 0.005 0.135 0.001 0.137 0.001 0.138 0.001 0.137 0.001 0.138 
6 Mean 1.003 0.756 0.995 0.752 0.996 0.751 0.994 0.752 0.996 0.750 
SD 0.071 0.274 0.029 0.274 0.030 0.273 0.028 0.274 0.023 0.273 
MSE 0.005 0.135 0.001 0.136 0.001 0.137 0.001 0.136 0.001 0.137 
7 Mean 0.995 0.753 0.993 0.751 0.995 0.750 0.992 0.751 0.995 0.750 
SD 0.056 0.274 0.030 0.274 0.032 0.273 0.030 0.274 0.021 0.273 
MSE 0.003 0.136 0.001 0.137 0.001 0.137 0.001 0.137 0.000 0.137 
8 Mean 0.994 0.752 0.993 0.751 0.995 0.750 0.993 0.751 0.995 0.750 
SD 0.053 0.274 0.027 0.274 0.029 0.273 0.027 0.274 0.020 0.273 
MSE 0.003 0.136 0.001 0.137 0.001 0.137 0.001 0.137 0.000 0.137 
*100 replications 
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