In this paper, we introduce and study a new class of variational inequalities, which are called multivalued variational inequalities. These variational inequalities include as special cases, the previously known classes of variational inequalities. Using projection techniques, we show that multivalued variational inequalities are equivalent to fixed point problems and Wiener-Hopf equations. These alternate formulations are used to suggest a number of iterative algorithms for solving multivalued variational inequalities. We also consider the auxiliary principle technique to study the existence of a solution of multivalued variational inequalities and suggest a novel iterative algorithm. In addition, we have shown that the auxiliary principle technique can be used to find the equivalent differentiable optimization problems for multivalued variational inequalities. Convergence analysis is also discussed.
Introduction
It is well known that the general theory of the calculus of variations was developed by Euler and Lagrange. It essentially started soon after the introduction of calculus by Newton and Leibniz, although some individual optimization problems had been investigated before that, notably the determination of the paths of light by Fermat. Variational principles have played a significant and important role in the development of: the general theory of relativity; gauge field theory in elementary particle physics; soliton theory; and optimization theory. One of the most important developments in the calculus of variations over the last few decades has been the emergence of the theory of variational inequalities. This theory provides us with a simple, natural, general and unified framework for studying a wide class of unrelated linear and nonlinear problems arising in: elasticity; fluid flow through porous media; econo-mics; transportation; oceanography; optimization; operations research; regional and applied sciences . In recent years, considerable interest has been shown in developing various classes of variational inequalities, both for its own sake and for its applications. There are significant recent developments of variational inequalities related to multivalued operators, nonconvex optimization, iterative methods, WienerHopf equations, and structural analysis.
Inspired and motivated by the research work going on in this field, we introduce and study a new class of variational inequalities, which are called the multivalued variational inequalities. This class is the most general and includes as special cases many classes of variational inequalities studied previously. In particular, this class ineludes a class of multivalued variational inequalities considered by Panagiotopoulos and Stavroulakis [29] . They have shown that if the nonsmooth and nonconvex superpotential of the structure is quasidifferentiable, then these problems can be studied in the general frame of variational inequalities. In this formulation, ascending and descending branches of non-monotone multivalued law and boundary conditions are considered separately. Solution of this system of multivalued variational inequalities gives the position of the state equilibrium of the structure. Many researchers had already studied the existence of a solution of multivalued variational inequalities from an analytical point of view. For example, Parida and Sen [32] and Yao [39] used the fixed point and minimax inequality technique to study the existence of a solution of a problem (2.12).
One of the most difficult, interesting and important problems in variational inequality theory is development of an efficient and implementable algorithm. Projection method represents an important computational tool for finding approximate solution of variational inequalities, which was developed in 1970 and 1980. This method has been extended and modified in various ways to other class of variational inequalities, see, for example, Noor [18, 19] , for an account of the iterative methods. Using essentially the projection technique, Shi [34, 35] established the equivalence between the variational inequality problems and system of equations, known as Wiener-Hopf equations. This equivalence was used to suggest an iterative algorithm. This technique was refined and developed by Noor [18, 19, 22, 27] to suggest some iterative algorithms for different classes of variational inequalities. It is worth mentioning that the scope of the projection type algorithms is quite limited due to the fact that it is very difficult to find the projection of the space onto the convex set except in very simple cases. Secondly, the projection technique and its variant forms cannot be applied for some classes of variational inequalities involving nondifferentiable forms, see [22] . These [18, 19, 22] to study the existence results for variational inequalities as well as to suggest iterative algorithms. Zhu and Marcotte [40] used this approach to suggest a general descent framework for solving variational inequalities, whereas Noor [18, 19] [29] . For simplicity, it is assumed that a general hyperelastic material law holds for the elastic behavior of the elastoplastic material under consideration. Moreover, a nonconvex yield function r---F(r) is introduced for the plasticity. For the basic definitions and concepts, see [29] . Let [31, 32] . It is noted that the Kuhn-Tucker stationary point problem for a number of nondifferentiable mathematical programming problems can be studied in the framework of problem (2.11). Parida and Sen [32] used the fixed point approach to study the existence of a solution of problem (2.11), which is not a constructive one. II. If T,V:H--,II are single-valued operators and M(w,y)= T(u)+ V(u), then problem (2.1) is equivalent to finding u G K such that:
which is known as a strongly nonlinear variational inequality problem. Problem (2.12) is mainly due to Noor [17, 20] We now study the convergence criteria of Algorithm 3.3. In a similar way, one may study the convergence of the approximate solution obtained from Algorithms 3.1, 3.2 and 3.4. Similarly, from equation (3.14), it follows that {un) is also a Cauchy sequence in H;
i.e, t n + 1--ot as
Using the continuity of the operators M,T,V, PK, and Theorem 3.1, we have [:]
We also consider another technique to study the existence of a solution of the multivalued variational inequality problem (2.1), which does not depend on the projection technique and its variant forms. This technique is known as the auxiliary principle technique, which is mainly due to Glowinski, Lions, and Tremolieres [10] . Noor [18, 19, 22] has modified and extended this technique to study the existence of a solution of various classes of variational inequalities, including using it to formulate the equivalent differentiable optimization problems for variational inequalities. This technique has been used by Zhu and Marcotte [40] to develop a general descent framework for solving variational inequalities. Proof: We use the auxiliary principle technique, as developed by Noor [18, 19, 22] to prove the existence f a solution of problem (2.1). For a given u G K, we consider the problem of finding q G Ix" such that w T(u), y G V(u) satisfying the auxiliary variational inequality (q, v q) >_ (u, v q) p (M(w, y), v q) Since 0 < 1, the mapping u-q defined by equation (3.16) has a fixed point, which is the solution of the multivalued inequality problem (2.1). [40] . Itowever, we follow the ideas and techniques of Noor [18, 19] [40] and Noor [18, 19] . In brief, the auxiliary principle technique can be used to study the existence of a solution of variational inequalities as well as to find a number of equivalent optimization problems. These facts show that the auxiliary principle technique is quite general and flexible, and provides a unified framework for developing various efficient numerical techniques.
An extension of the auxiliary principle technique for quasi-variational inequalities is still an open problem and provides another direction for further research.
Extensions
We would like to mention that our results can be extended to the multivalued mixed variational inequalities (4.1). The main change is that the projection operator PK must be replaced by the resolvent operator Jo related with the maximal monotone operator 0y), where 09 is the subdifferential of a proper, convex and lower semicontin- The inequality of the type (4.1) is called a multivalued mixed variational inequality which has many applications in pure and applied sciences, see [1, 9, 18, 19, 29] . It can be shown [18] [18] [19] . Using the technique of Noor [18] , one can establish the equivalence between problems (4.1) and (4.3).
We remark that if 9)-6K, the indicator function of a nonempty closed convex subset of tt, then problems (4.1) and (4.a) collapse to the problems (2.1)and (2.13) respectively. Furthermore, the resolvent operator J is equal to the projection operator PK and J is nonexpansive. Consequently our main results remain unchanged if we replace PK by Jo" It is worth mentioning that no numerical technique is known for computing the resolvent operator d, for arbitrary convex functions. The development and implementable of an efficient algorithm for solving multivalued mixed variational inequalities need further efforts and this is another direction for research.
