Surface Electromyography (EMG) is a standard method used in clinical practice and research to assess motor function in order to help with the diagnosis of neuromuscular pathology in human and animal models. EMG recorded from trunk muscles involved in the activity of breathing can be used as a direct measure of respiratory motor function in patients with spinal cord injury (SCI) or other disorders associated with motor control deficits. However, EMG potentials recorded from these muscles are often contaminated with heart-induced electrocardiographic (ECG) signals. Elimination of these artifacts plays a critical role in the precise measure of the respiratory muscle electrical activity. This study was undertaken to find an optimal approach to eliminate the ECG artifacts from EMG recordings. Conventional global filtering can be used to decrease the ECG-induced artifact. However, this method can alter the EMG signal and changes physiologically relevant information. We hypothesize that, unlike global filtering, localized removal of ECG artifacts will not change the original EMG signals. We develop an approach to remove the ECG artifacts without altering the amplitude and frequency components of the EMG signal by using an externally recorded ECG signal as a mask to locate areas of the ECG spikes within EMG data. These segments containing ECG spikes were decomposed into 128 sub-wavelets by a custom-scaled Morlet Wavelet Transform. The ECG-related subwavelets at the ECG spike location were removed and a de-noised EMG signal was reconstructed. Validity of the proposed method was proven using mathematical simulated synthetic signals and EMG obtained from SCI patients. We compare the Rootmean Square Error and the Relative Change in Variance between this method, global, notch and adaptive filters. The results show that the localized wavelet-based filtering has the benefit of not introducing error in the native EMG signal and accurately removing ECG artifacts from EMG signals.
INTRODUCTION
Approximately 12,000 new cases of Spinal Cord Injury (SCI) are reported each year in the United States [1] . SCI is a severe condition, in which the neural elements of a spinal cord are injured, resulting in a muscular dysfunction and/or paralysis below the injury site [2] . Currently, the primary method for evaluation of the motor function and post-injury assessment for SCI recovery of voluntary capability is the American Spinal Injury Association Impairment Scale (AIS) [3] . However, this approach is subjective and insensitive to detect small muscular activities. Muscle activity can be detected and analyzed using electromyography (EMG) which records the electrical potentials from muscles. Quantification of the amount of EMG activity [4, 5] , presumes a high de-gree of accuracy in recorded EMG signals. However, EMG recorded from trunk muscles, or muscles in close proximity to the heart, may be contaminated with spikes caused by electrical signals from the heart known as an Electrocardiographic (ECG) activity. This noise can significantly affects the EMG signals and makes their analysis and quantification non-reliable.
In spite of numerous attempts to eliminate or reduce ECG artifacts, the problem of accurate and effective denoising of EMG still remains a challenge. Gating [6] , or a brute-force removal of areas within an EMG signal where ECG spikes are visually found is a commonly used de-noising technique. Drake and Callagan [7] used it, together with a high-pass Butterworth filter, to subtract the raw ECG from the EMG. However, the partial removal of critical portions of the EMG signal within the gate along with ECG spikes. This results in additional noise being added to the signal and tends to remove the low-frequency components of EMG. This is especially problematic in areas where active muscular contraction is being recorded and ECG interference is present within the recorded EMG [8] [9] [10] [11] .
Alternatively, the ECG can be simultaneously recorded with the EMG by using a separate lead configuration. The separate raw ECG is then either directly subtracted from the corrupted EMG [12] , or used indirectly as a reference for advanced filtering and subtraction [5, [13] [14] [15] [16] . Unfortunately, in most cases, ECG-caused noise, differs in shape and amplitude from the raw EMG because the ECG-EMG interference depends on the location of the muscles and their position with respect to the heart. Also, the baseline of the recorded ECG serves as an additional source of noise.
An advanced statistical vectorial decomposition, namely, the Independent Component Analysis (ICA) [17] , has been applied by Costa et al. [18] to extract the ECG components from the EMG signal at different orientations. However, due to complex overlaps with the surrounding EMG, a precise extraction is not feasible and the EMG signal changes considerably its envelope after this global filtering. Carre and Leman [19] proposed to separate a noise-corrupted signal into a set of components obtained with undecimated wavelet transforms. An EMG Electrohystogram (EHG) was decomposed, using the Discrete Wavelet Transform (DWT) by Daubechies [20] , into individual rough and detailed components. Then the latter were filtered by assuming that the ECGinduced corruption can be accurately modeled by Gaussian noise. However, in typical clinical applications this assumption is invalid, especially so in locations where the ECG baseline is not flat and the ECG spikes do not have distinct characteristics of Gaussian noise. Similar to other techniques, this approach either over-filters the EMG signal, or fails to completely remove the ECG noise. Multi-resolution analysis (MRA) by Mallat and Zhou [21, 22] uses similar Daubechies wavelets for separating a noisy signal into components to de-noise the high-frequency ones by independent filtering.
Taelman et al. [23] and von Tscharner et al. [24] applied the ICA to wavelets produced by the standard DWT in order to find and remove first the wavelets responsible for the ECG noise and reconstruct then the de-noised EMG. While signal degradation is small due to targeting specific wavelets, the noiseless sections of the signal are still impacted, just as in other purely global techniques of wavelet removal. Due to the fact that true EMG data is often mixed with the ECG noise when a small number of wavelets are used in a standard DWT, it is difficult to remove wavelets that contain only noise.
Overall, in many cases the known techniques apply a form of global filtering to the noisy EMG, thus affecting parts of the signal envelope that do not actually contain ECG noise. Alternative template removal techniques assume that the ECG noise is of the same shape and structure as the separately recorded raw ECG. Unfortunately, in many clinical applications of ECG noise removal, this general assumption is not valid. We propose a technique to remove ECG noise spikes from an EMG by the use of local wavelet filtering. Simultaneously recorded raw EMG and raw ECG signals are combined to determine exact sample locations of ECG noise within an EMG signal. Then the corrupted EMG signal is filtered locally by using a 128-component Morlet Wavelet Transform to remove wavelets that correlate with the ECG noise. This wavelet filtering is localized around the ECG noise to avoid removal of critical signals and to reduce the introduction of additional noise from filtering.
BASIC PROCESSING STEPS
Our local filtering removes the ECG noise from the recorded EMG signals in four steps: 1) automated detection of the ECG noise in the EMG; 2) alignment and synchronization of the raw ECG data with the ECG noise, being present in the EMG; 3) analysis and removal of the wavelets, which are present in the EMG and make up the ECG noise; and 4) local filtering and removal of the ECG noise from the EMG signal. Figure 1 illustrates the complete proposed framework. Figures in the methodology are illustrated using a sampling rate to 2000 Hz.
ECG Noise Detection
To automatically determine whether substantial ECG spikes are present in the EMG signal, and if filtering is required, the initial EMG signal is smoothed and rectified. Then its baseline is analyzed to calculate the baseline threshold, and the EMG signal is converted to binary form using this threshold. Finally, the presence of the ECG is determined by comparing the rate of occurrence of ECG spikes to a physiologically viable rate. When within a physiologically viable rate, ECG corruption is present. The individual ECG noise detection stages in Figures 2(a) and (d) are described below.
Smoothing and rectification of the initial EMG improves the reliability of the ECG noise detection by minimizing the effect of low magnitude spikes that occur in the baseline of the recorded signal. The movingwindow-average filter (with the window width of 10) smoothes the absolute data values and eliminates the stray baseline noise spikes (see Figures 2(a) and (b) ).
Following this transformation, the baseline signal is analyzed in order to isolate the ECG spikes from it. Then the EMG signal is divided into intervals, each containing 100 samples, and the local maximum in calculated within each interval. The median value of the set of all the local maxima is used as a discriminatory threshold: values above and below the threshold are associated with the ECG spikes and the data baseline or erroneous noise spikes, respectively. anticipated heart rate to be compared to a physiological one. This interval can be adjusted according to activity, but generally the recordings are for patients in a supine condition. The resting heart rate, given by the American Heart Association is 60 -90 bpm [25] . In our experiments this range was expanded to 40 -110 in order to account for possible fluctuations in the case of spinal cord injured patients. The rates above the chosen range indicate that nearly all the EMG is a baseline signal, the spikes being simply the baseline noise. Similarly, the rates below this range indicate only rare noise pops in the signal with no actual ECG contamination. The full algorithm is detailed in Algorithm II-A (Scheme 1).
The obtained binary representation of the ECG noise allows for calculating the number of the ECG noise spikes. Since the signal sampling rate is known from the data collection, the number of the ECG spikes within a certain time interval can be directly converted into an-Scheme 1. Algorithm II-A: ECG noise detection.
Step 1: Determine the local baseline threshold:
• Rectify and smooth the EMG using a moving-window-average filter.
• Divide the EMG signal into N = 100 sample intervals.
• Find the local maximum signal in each interval.
• Select the median of the N local maxima as a threshold θ.
Step 2: Detect the ECG spikes with the selected threshold
• if the EMG magnitude > θ then detect a spike and represent it with 1; else it is not a spike (represent with 0).
• Find the number ν of spikes.
• if ν is within a physiological range then the ECG noise is present; else it is absent.
Signal Alignment
To accurately locate and remove spikes of the interfering ECG noise by local filtering, the raw ECG and EMG recorded individually by two separate systems are synchronized, i.e. mutually aligned, by using electrical pulses, recorded in each system at distinct time intervals. Before the alignment the edges of the synchronizing pulses in the EMG and ECG signals have mutual offsets. For aligning the signals, the ECG is always transformed to match the critically important EMG by determining locations EMG and ECG of front edges of the same synchronizing pulse. Depending on the signed difference, diff EMG ECG , the ECG signal is shifted to the left or right in order to correctly align these front edges. After the synchronization, the raw ECG signal is converted to binary where the signal is equal to 1 during the QRS complex of the ECG signal and 0 otherwise.
Typically, multiple EMG recordings are simultaneously acquired using sensors at different distances from the heart. While the global pulse synchronization is generally acceptable, the ECG alignment generally must be refined for each of the individually recorded signals. Such a local alignment of the binary ECG signal is applied separately to each recorded signal as follows. An area of noise is selected in the EMG and the corresponding data points are extracted from the binary ECG. The extracted EMG signal is the converted to a binary representation where the ECG spikes are represented by a value of 1. Then the above pulse-based alignment is performed to determine the signals offset and globally shift the binary ECG representation so that it overlays the ECG spikes exactly. Figure 3 illustrates the result of this process, showing a precision alignment ECG windows on top of ECG corruption in an EMG signal. The full algorithm is detailed in Algorithm II-B (Scheme 2). Scheme 2. Algorithm II-B: signal alignment.
Step 1: Initial alignment
• Determine initial pulse locations L EMG and L ECG .
• Determine the signed offset
• Shift the ECG using L diff to align it with the EMG.
Step 2: Binarize the raw ECG • if QRS is present then replace with 1else replace with 0
Step 3: Local alignment
• Extract the ECG noise locations from the EMG and the binary ECG.
• Binarize the extracted EMG.
• Determine the EMG, L EMG:ref , and ECG, L ECG:ref , pulse locations.
• Align the ECG with the EMG using L ref .
Wavelet Filtering
The ECG noise is filtered from the EMG by using the classic Morlet wavelet decomposition [21, 26] . For an equispaced time series, , with time spacing
  , is a zero-mean Gaussian-modulated planar wave [27] , localized in both the time and frequency spaces and depending on a dimensionless parameter n s    where s is the wavelet scale:
Typically, the number of normalized, scaled, and translated base wavelets for transforming : N X  depends on its length, , time spacing, N  , and frequency resolution. The wavelet scales are defined as
where 0 s defines the smallest resolvable scale. In our case, correlations of the same-scale components of the EMG and ECG decompositions are compared by building always the same their number . To ensure this requirement, the parameter
s is set to 128 regardless of the signal length, so that J is calculated
The decomposition results are clearly visible on wavelet scalograms, showing relative magnitudes of the wavelet coefficients with color-coded rectangles, which x -and -sides represent, respectively, the time interval and the frequency range of each coefficient. Figure 4 shows signals with and without the ECG noise corruy ption and the resulting scalograms. It can be clearly seen that all the wavelets contain some data from a standard EMG signal, being very random by itself. But under the corrupting ECG noise. the ECG data tends to dominate certain bands within the signal.
To remove the ECG noise from the EMG, the wavelet decompositions of both the signals are compared. Two windows from the EMG are extracted, the first window containing only the known ECG noise in line with the binary ECG representation in Section 2.2, while the second window being taken from a larger portion of the EMG with both the noisy EMG signals and the ECG noise spikes. The above Morlet decomposition into the 128 wavelets is applied to each window, followed by the cross-correlation between the same levels of the two 128-wavelet sets. The EMG wavelets highly correlated with the ECG ones are removed sequentially in order to minimize the spikiness score, which averages the RootMean-Squared (RMS) and maximal signals within a window:
Comparing to the RMS by itself, this score emphasizes impacts of the large noise spikes. When the ECG noise is absent, the maximum signal in the window is close to the RMS of the same signal and does not significantly alter the spikiness score. Once the spikiness of the remaining signal reaches its minimum, the removed wavelets are assumed containing the ECG noise and removed during the local filtering illustrated in Figure 5 . The whole process is detailed in Algorithm II-C (Scheme 3). Scheme 3. Algorithm II-C: wavelet filtering.
Initialization
• Calculate the scales of Eq.2 for N = 128 wavelets.
For i = 1 step 1 until 128
• Decompose the ECG and EMG with the wavelets of Eq.1.
• Correlate the same-scale components of these decompositions.
End
Rank the components in the descending order of the correlation
Repeat
• Remove the highest-rank component.
• Reconstruct the signal using the remaining components.
• Calculate the signal spikiness E using Eq.3.
End when E has reached its minimum. Local alignment of the binary ECG to an EMG: an area around a single spike before (top) and after (bottom) the complete alignment (the smoothed ECG is in black, while the overlaid binary ECG is in red). Before the final alignment, and after the initial manual pulse alignment, the offset between the signals is small, but noticeable. After the combination of global and local alignment, the resulting binary ECG closely matches the ECGrelated spikes in the EMG. 
Local Signal Filtering
Finally, the ECG noise is filtered locally and removed optimally from the EMG by combining the binary ECG representation from Section 2.2 with the selective wavelet filtering from Section 2.3. This local filtering involves the following four steps: 1) extracting a local window containing the ECG noise from the EMG; 2) identifying the center and the width of the ECG noise spike within the local window in order to refine the window around this spike; 3) removing noise-related components of the wavelet decomposition from the refined window on the basis of the wavelet correlation; and 4) reconstructing the window signal using the remaining (filtered) wavelet components. Algorithm II-D (Scheme 4) details the use of the aforementioned algorithms for the local signal filtering. The binary ECG representation is used to extract from the noisy EMG the individual ECG-corrupted windows. illustrates the process of extracting an initial local window. Each initial window is refined then to ensure filtering only the ECG-related spike. Within each of the initial Figure 6 windows the absolute signal values are smoothed to determine the window signal profile. Its global maximum value indicates the position of the center of the ECG spike. The left and right neighboring local minima to this maximum represent the left and right base of the individual spike, respectively. The refined local window includes finally only the EMG signals from the interval between the left and right minima (see Figures 7  and 8 showing the local window before and after the refinement).
After the wavelet decomposition of the EMG signal within the refined window (see Section 2.3), the components, being highly correlated with those for the ECG noise, are removed. Figure 9 The remaining ones allow us to reconstruct the de-noised EMG and replace the original signal in the window, effectively eliminating the presence of the ECG noise from the EMG at this location. The operation repeated until all the ECG-corrupted windows in the EMG are de-noised. • (Algorithm II-B) If the ECG noise is present, align the EMG and the ECG.
For each ECG event in the EMG
• Extract the EMG window containing the ECG noise using the aligned ECG mask.
• Smooth the ECG noise and refine the size of the window.
• (Algorithm II-C) Remove the ECG noise from the window.
• Replace the original data in the window with the filtered data. 
End

Validation Metrics
To validate the effectiveness of the proposed approach, we test the approach on synthetic phantom signals and in-vivo signals by using two metrics: 1) the RMS Error Measurement (RMSE and RMSE-I) and 2) the Relative Change in Variance from the original signal (VARE and VARE-I).
RMS Error Measurement
One of the most common ways of measuring the energy in a signal is the Root Mean Square calculation, or RMS. Let be a signal, and let a portion of a signal be dez fined as , which encompasses the por-
tion of the signal in the interval from to . The RMS of a signal portion is then defined as , where ECG interference is present. Conversely, let m represent the number of bins in the signal where ECG interference is not present. We then define the RMSE and RMSE-I as:
The RMSE is the error between the RMS of the original (clean signal without ECG noise) and an observed signal (ECG corrupted, or a filtered signal) for all of the bins in the signal where ECG noise is present. The RMSE-I is the error between the RMS of the original and an observed signal for all of the bins in the signal where ECG noise is not present. Therefore, the RMSE measures how effectively a filter remove the actual ECG from the signal, and the RMSE-I measure if the filter is impacted areas of the signal that do not contain ECG noise. An effective filter should have a low RMSE and RMSE-I, indicating that it effectively removes the ECG, and does not impact any areas of the signal that do not contain ECG. In results the mean and standard deviation of the RMSE and RMSE-I are given for signals.
Relative Change in Variance
Another useful measurement is the change in variance in a signal. Variance is an important indicator of recovering local properties in a signal, and a low change indicates that the filter did not randomly remove points from the signal, but accurately recovered the original signal. Similarly to the RMS, let be a signal, and let a portion of a signal be defined as 1 2 , which encompasses the portion of the signal in the interval from 1 to 2 n . Again, using the ECG signal we are able to determine a number of bins, , in the signal, , where ECG interference is present. Conversely, let of the interval of 1 to 2 is then computed. We then define the VARE and VARE-I as:
Similarly to the RMSE and RMSE-I, the VARE is the error between the variance of the original (clean signal without ECG noise) and an observed signal (ECG corrupted, or a filtered signal) for all of the bins in the signal where ECG noise is present. The VARE-I is the error between the variance of the original and an observed signal for all of the bins in the signal where ECG noise is not present. An effective filter should again have low VARE and VARE-I values, indicating that it effectively recovers the local properties of the signal, and does not impact the local properties of the signal outside of locations containing ECG. In results the mean and standard deviation of the VARE and VARE-I are given for signals.
VALIDATION ON SYNTHETIC SIGNALS
To validate the effectiveness of the proposed approach, we test the approach on synthetic phantom signals and in-vivo signals. For reference, an EMG signal containing ECG corruption is illustrated in Figure 10 .
To construct the synthetic phantom signals an EMG baseline is generated using the EMG LAB software [28] to generate random, but physiologically accurate EMGs signals. Often EMG recordings are centered around specific events or actions that are observed, so to simulate events in our EMG recordings we alter portions of the signal using a random sinusoidally-based profile. This simulates bursts of patient activity in the EMG recording. This profile can be varied to create low (1 V) to high (5 V) bursts above the baseline EMG signal. In our synthetic phantoms we construct low and high test EMGs containing three events each (a standard number of events in a patient recording of an activity).
Karthik et al. [29] observed that combining a specific Fourier Series [29] allows for the accurate simulation of ECG signals. The noise introduced in EMG signals from ECG interference is an echo of the actual ECG. To realistically simulate this the ECG waveforms constructed using the Karthik technique are reduced in length and magnitude so that they accurately resemble the ECG noise found in actual recordings. The creation of a noisy synthetic phantom is then completed by adding the simulated ECG echo to the simulated ECG signal. A resulting phantom can be seen in Figure 11 . Due to the random nature of ECG and EMG generation using these methods, it is possible to create a number of signals with the same parameters that are distinctly different from one another. Testing on additional signals allows for a more detailed analysis of filter performance.
Validation on Synthetic In-Vivo Signals
We tested the approach on synthetic data constructed using in-vivo EMG data from spinal cord injury patients. To do this we acquired EMG data from a muscle in the leg which was confirmed by an expert that no ECG interference was present. We also recorded ECG activity directly from the heart. Figure 12 shows an example of the clean and noise corrupted in-vivo signals. We then added the ECG echo to the EMG data found in the leg. This allowed us to have both a known ground truth EMG and an in-vivo noise corrupted EMG. Figure 12 . Showing an in-vivo EMG signal that is recorded of the leg muscle before (left) and after the recorded ECG has been added to the signal (right).
Validation on In-Vivo Signals
We have also tested the proposed approach on in-vivo signals. Signals are recorded from spinal cord injury patients using a 16-Channel PowerLab Systems surface EMG recording system at 2000 Hz, along with synchronized ECG recordings. Due to the fact that a ground truth is not present, the results have been validated by Dr.
RESULTS AND DISCUSSION
We validate the effectiveness of the proposed approach against 4 other filtering techniques on synthetic phantom signals and in-vivo signals. The proposed technique was compared to a comparative global wavelet-based filter (based on [24] ), a 50 Hz notch filter (47 -53 Hz bandstop), a 60 Hz notch filter (57 -63 Hz band-stop), and a 60 Hz adaptive filter [30].
Synthetic Results
To validate the technique, we tested the proposed filtering method on synthetic signals. Four separate tests were done with the synthetic with a combination of high (5 V) and low (1 V) EMG activity and high (10 V) and low (5 V) ECG noise. Table 1 shows the RMS and RMS-I results for the four tests.
We also compare the variance of the signals in the same four tests. Table 2 shows the VARE and VARE-I results for the four tests. Again, each test is performed on five synthetic signals and the average and standard deviation is given.
Synthetic In-Vivo Results
We tested the approach on synthetic data constructed using in-vivo EMG data from spinal cord injury patients. As done in the purely synthetic data, we compare the RMS error and variance of the in-vivo signal. Table 3 shows results of this test. Figure 13 shows a visual result for an example processed signal.
In-Vivo Results
We finally examine the effects of the filtering on in-vivo EMG signals acquired from spinal cord injury patients. The in-vivo results were visually examined by a clinician for accuracy as described in the methods. Figure 14 shows the results of the filtering for two representative signals taken from two different patients. The muscles are from the patient torso and the original signals contain considerable ECG corruption.
Discussion
Synthetic Data
The proposed method consistently performs the best in all of the RMSE tests. It is also notable from the results that the proposed filtering method provides the greatest beneficial impact on signals containing higher amounts of EMG and ECG. In tests with very low ecg contamination and EMG activity, the adaptive filter performs well, however, in most in-vivo cases the ECG is more accurately represented by the high ECG noise tests. Table 1 . RMSE and RMSE-I results for test with high (5 μV) and low (1 μV) EMG activity and high (10 μV) and low (5 μV) ECG noise. Each test was done on 5 synthetic signals and the mean and standard deviation near reported for the four different tests. The proposed method consistently performs the best in the tests; however, it is obvious that the filter has a greater beneficial impact on signals with higher EMG and ECG. Figure 13 . The processed version of the in-vivo signal shown in Figure 13 .
While the adaptive and global filters do provide filtering for the ECG contamination, the proposed method consistently shows lower mean and standard deviations, and has a lower impact on portions of the signal that do not contain contamination, indicating it is more effective and more reliable. The notch filters, predictably, do not provide an adequate amount of filtering. This is due to the fact that ECG noise interference is often dynamic and does not easily fit into a standard frequency for removal.
The VARE results also indicate that the proposed method shows the best performance on filtering the signals. The global filtering shows adequate VARE results inside the bins containing ECG, but introduces problems outside of the ECG bins. The proposed technique showed good results for removing ECG interference in the presence of a wide range of EMG signals and ECG interference forms.
Synthetic In-Vivo Data
The proposed method shows the greatest reduction in ECG interference with the lowest impact on the signal outside of the ECG locations. A visual representation of the final filtered signal can be found in Figure 13 clearly showing the lack of ECG presence. The results of this filtering are consistent with the synthetic data results.
In-Vivo Data
The signals were visually examined by a clinician and confirmed to have a significant to total removal of ECG contamination in all tests. While there is no ground truth for comparison, the proposed method was visually observed to have the best overall performance.
Limitations
The proposed method does have several limitations however, most notably that it requires the presence of an ECG recording along with an EMG recording to perform filtering. As seen in the in-vivo signal images, it is also possible that very small artifacts resembling ECG interference may also be removed by the proposed technique, however this is also the case with other filtering methods. Due to the complexity of the filtering, it is slightly slower than other methods and requires examining the entire signal to remove the ECG. This makes real-time application of this filter computationally difficult if not impossible. Fortunately, most EMG processing and analysis is done after recording data and therefore this technique is applicable to a wide range of clinical applications and analysis, including spinal cord injury
CONCLUSION
Heart-induced artifacts in an EMG from the trunk muscles of SCI patients hinders the accurate assessment of the valuable clinical information provided by the EMG. Current filtering techniques, which use global filtering or adaptive filtering principles, are not able to effectively de-noise the EMG, i.e. remove the ECG-related corruption. As shown by our analysis, localized filtering using the Morlet Wavelet Transformation is significantly more effective than traditional filters for preserving the native EMG signal. Therefore, the proposed framework is capable of effectively eliminating the ECG artifacts from an EMG signal. This method can be used clinically in order to precisely quantify the respiratory motor function in patients with SCI or other disorders who tend to produce low EMG activity.
