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Abstract
We analyze some solvable models of a quantum mechanical system in interac-
tion with a reservoir when the initial state is not factorized. We apply Nakajima–
Zwanzig’s projection method by choosing a reference state of the reservoir endowed
with the mixing property. In van Hove’s limit, the dynamics is described in terms of
a master equation. We observe that Markovianity becomes a valid approximation
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1 Introduction
The dissipative dynamics of a small quantum system weakly coupled to a large
reservoir is described in terms of a master equation [1,2,3,4]. In the standard
approach to this problem, one usually takes for granted that there are no initial
correlations between the system and the reservoir. In the preceding article [5],
hereafter referred to as Article I, we reconsidered this hypothesis in the frame-
work of Nakajima–Zwanzig’s projection method [2,4,6,7] and proved that, in
order to get a consistent description, the reference state of the reservoir should
be endowed with the mixing property. In such a case, the initial correlations
disappear in the Markovian (van Hove) limit and the system behaves as if
it started from a factorized initial condition. Interestingly, one arrives at the
same conclusions also for uncorrelated initial conditions. The mixing property
is therefore crucial, and a “wrong” choice of the reservoir state provokes the
appearance of secular terms.
In this article, we shall focus on the hypotheses that are necessary for the
derivation of the theorem proved in Article I [5]. These will be scrutinized in
terms of two exactly solvable models, in which an oscillator is coupled to a
bosonic reservoir. This will enable us to describe the onset to Markovianity
and the timescales at which Markovianity becomes a valid approximation.
This article is organized as follows. We introduce notation and summarize
previous results in Sec. 2. The first exactly solvable model is introduced in
Sec. 3 and solved in Secs. 4–6. The second model is briefly discussed in Sec.
7. Section 8 is devoted to a discussion and some concluding remarks. Two
Appendices contain the details of the derivations.
2 Summary of Previous Results
2.1 Notation
We start by briefly summarizing the main ideas of Article I [5] and introduce
notation. Let the total system consist of a “large” reservoir B and a “small”
(sub)system S, so that the total Hilbert space can be expressed as the tensor
product of the Hilbert spaces of the reservoir HB and of the system HS,
Htot = HS ⊗HB. (2.1)
The Hamiltonian and the corresponding Liouvillian of the total system read
H = H0 + λHSB = HS +HB + λHSB, (2.2)
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L = L0 + λLSB = LS + LB + λLSB, (2.3)
respectively, where λ is the coupling constant. Clearly,
[HS, HB] = 0, [LS,LB] = 0. (2.4)
We assume that the system Hamiltonian HS admits a pure point spectrum,
and the system Liouvillian LS is resolved in terms of its eigenprojections Q˜m,
LS = −i
∑
m
ωmQ˜m,
∑
m
Q˜m = 1, Q˜mQ˜n = δmnQ˜m. (2.5)
2.2 Nakajima–Zwanzig’s Projection Method
Let ρ(t) be the density operator of the total system at time t, which has
evolved from the initial state ρ0
ρ(t) = eLtρ0 (2.6)
and is the solution of the von Neumann equation
d
dt
ρ(t) = Lρ(t), ρ(0) = ρ0. (2.7)
We are interested in the reduced dynamics of system S, which is described by
the density operator of S,
ρS(t) = trB ρ(t). (2.8)
In order to derive a master equation for ρS(t), Nakajima–Zwanzig’s procedure
makes use of the projection operators [2,4,6,7]
Pρ = trB{ρ} ⊗ ΩB = σ ⊗ ΩB, Q = 1−P, (2.9)
where ΩB is a certain reference state of the reservoir. Due to normalization
trBΩB = 1, it follows that P2 = P and Q2 = Q. In particular,
Pρ(t) = ρS(t)⊗ ΩB, Qρ(t) = ρ(t)− ρS(t)⊗ ΩB, (2.10)
where we used the definition (2.8).
In the standard derivation of a master equation, the initial state of the total
system, ρ0, is taken to be the tensor product of a system initial state ρS and
a reservoir state ρB,
ρ0 = ρS ⊗ ρB. (2.11)
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This is an uncorrelated initial state. The reservoir is assumed to be at equi-
librium (with respect to the reservoir free evolution LB)
LBρB = 0, (2.12)
and in most applications ρB = Z
−1
β e
−βHB is a thermal state at the inverse
temperature β = (kBT )
−1 with the normalization constant Zβ. Then, the
reservoir state ρB in the uncorrelated initial state (2.11) is usually taken as
the reference state ΩB.
When the assumption of a factorized initial state is not justified, however, an
ambiguity arises regarding the choice of the reference state ΩB. Indeed, if
ρ0 = ρS ⊗ ρB + δρ0, (2.13)
where
ρS = trB ρ0, ρB = trS ρ0, (2.14)
and the term δρ0 represents the correlation between system S and reservoir
B, the relation between ρB and ΩB is by no means obvious. We discussed this
point in Article I [5] and proved the following theorem.
2.3 Theorem
Given a correlated initial state ρ0, if
(i) 0 is the unique simple eigenvalue of the reservoir Liouvillian LB corre-
sponding to the eigenvector ΩB and the remaining part of the spectrum of
LB is absolutely continuous (strictly speaking, the spectrum of LB can be
defined only once the sector has been specified: in our case, the relevant
sector is that containing the state ΩB);
(ii) the initial (correlated) state of the total system is given in the form
ρ0 = Λ(1S ⊗ ΩB) =
∑
i
Li(1S ⊗ ΩB)L†i , (2.15)
where Λ is a bounded superoperator (i.e., Li’s are bounded operators)
satisfying the normalization condition tr ρ0 = 1, namely, the initial state
ρ0 belongs to the sector specified by 1S ⊗ ΩB,
then van Hove’s “λ2t” limit [1,8,9] of the P-projected density operator in the
interaction picture,
ρI(τ) = lim
λ→0
ρ
(λ)
I (τ) = lim
λ→0
e−LSτ/λ
2Pρ(τ/λ2), (2.16)
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is the solution of
ρI(τ) = Pρ0 +
τ∫
0
dτ ′KρI(τ ′) (2.17)
with
K = −∑
m
PQ˜mLSB QL0 + iωm − 0+LSBQ˜mP, (2.18)
or equivalently,
d
dτ
ρI(τ) = KρI(τ), ρI(0) = Pρ0 = trB{ρ0} ⊗ ΩB. (2.19)
That is, even if the initial state ρ0 is not in a factorized form, all correlations
disappear in van Hove’s limit and system S behaves as if the total system
started from the factorized initial state in (2.19) with the reservoir state ΩB.
In addition, we showed that
lim
λ→0
Qρ(τ/λ2) = 0, (2.20)
which makes the dynamics consistent, for no spurious term will develop in the
master equation and no correlations can appear at later times: not only the
initial state, but also the state at any moment t is factorized in van Hove’s
limit. This supports the validity of the assumption of the factorized state, that
is frequently applied in literature in order to derive a master equation [2,3,4].
The state of system S evolves according to the master equation (2.19), while
the reservoir B remains in the state ΩB.
It is important to note that, in van Hove’s limit, the reservoir state imme-
diately relaxes into ΩB, which is the eigenstate of the reservoir Liouvillian
LB belonging to its unique simple eigenvalue 0, and the spectral properties
required in hypothesis (i) imply that it is a mixing state. The right choice for
the reference state of the projection (2.10) is this mixing state ΩB, and such
a projection is nothing but the eigenprojection of the reservoir Liouvillian LB
belonging to the simple eigenvalue 0. This is the criterion for the reference
state, that covers both equilibrium states and nonequilibrium steady states.
Furthermore, as clarified in Article I [5], the interaction between system S and
reservoir B is not essential to the factorization or the mixing; the total system
is factorized and the reservoir relaxes into the mixing state through its own
free evolution.
The purpose of the present article is to scrutinize these issues in some explicit
examples. In particular, we shall focus on: (a) the disappearance of the initial
correlation, (b) the factorization of the total system, and (c) the relaxation of
the reservoir into the mixing state, in van Hove’s limit. This will also enable
us to discuss the relevant timescales for the factorization and the mixing.
5
3 An Exactly Solvable Model
Let us corroborate the above general arguments by scrutinizing an exactly
solvable model. We consider an oscillator a coupled to a reservoir bω, whose
Hamiltonian is given by (2.2) with
HS = ωSa
†a, HB =
∞∫
0
dω ωb†ωbω, HSB = i
∞∫
0
dω (g∗ωa
†bω − gωab†ω), (3.1)
where a (a†) and bω (b
†
ω) are annihilation (creation) operators satisfying the
canonical commutation relations
[a, a†] = 1, [bω, b
†
ω′ ] = δ(ω − ω′), (3.2)
and gω is the form factor of the interaction. Even though system S has an
infinite number of levels, and does not fulfill the conditions of the main theorem
proved in Article I [5], the following explicit calculation will show that all the
conclusions are still valid and therefore the theorem has a wider applicability.
The above model is exactly solvable [10,11,12]. Indeed, the Heisenberg equa-
tions of motion for a(t) = eiHtae−iHt and bω(t) = e
iHtbωe
−iHt read
a˙(t) = −iωSa(t) + λ
∞∫
0
dω g∗ωbω(t), (3.3a)
b˙ω(t) = −iωbω(t)− λgωa(t), (3.3b)
and by integrating the second equation and inserting it into the first, one
obtains an integro-differential equation for a(t),
a˙(t) = −iωSa(t)− λ2
t∫
0
dt′K(t− t′)a(t′) + λB(t), (3.4)
with
K(t) =
∞∫
0
dω |gω|2e−iωt, B(t) =
∞∫
0
dω g∗ωe
−iωtbω, (3.5)
which is solved via Laplace transform to yield
a(t) = G(t)a+ λ
t∫
0
dt′G(t− t′)B(t′), (3.6a)
bω(t) = e
−iωtbω − λ
t∫
0
dt′ e−iω(t−t
′)gωa(t
′), (3.6b)
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where
G(t) =
∫
CB
ds
2pii
est
s+ iωS + λ2Kˆ(s)
, Kˆ(s) =
∞∫
0
dω
|gω|2
s+ iω
, (3.7)
CB being the Bromwich path on the complex s-plane. Note that G(0
+) = 1
and G˙(0+) = −iωS.
4 A Correlated Initial State
Any physical preparation of a quantum state is based on concrete physical
procedures that cannot be controlled with complete accuracy. The real initial
state is therefore unknown to some extent and in general has certainly some
correlations built in. As an example of a correlated initial state, that has the
advantage of being solvable, we take
ρ0 =
1
Z0
ea
†ξ†b(σS ⊗ ρW)eb†ξa, (4.1)
with any positive operator σS of system S and a reservoir state
ρW =
1
ZW
e−b
†Wb, (4.2)
where the summations over the reservoir modes ω are implicit (and so hence-
forth as long as no confusion can arise):
ξ†b =
∞∫
0
dω ξ∗ωbω, b
†Wb =
∞∫
0
dω
∞∫
0
dω′ b†ωWωω′bω′ . (4.3)
Wωω′ is Hermitian (Wωω′ = W∗ω′ω) and consists of W(0)ωω′ , that is proportional
to δ(ω − ω′), and the remaining square integrable part W˜ωω′ ,
Wωω′ =W(0)ωω′ + W˜ωω′ , W(0)ωω′ = W (ω)δ(ω − ω′). (4.4)
The states ρ0 and ρW are normalized with the normalization constants Z0 and
ZW , and ξω is the relevant parameter to the initial correlation between system
S and reservoir B.
For ξω = 0, the state (4.1) is obviously factorized, while it becomes a tightly
correlated state for any ξω 6= 0, with correlations proportional to ξω, as will
be shown later in (5.7). Actually, the operator ea
†ξ†b appearing in the ini-
tial state (4.1) generates a correlation between S and B: it changes the n-
particle states b†η1 · · · b†ηn|vac〉 of the reservoir into ea†ξ†bb†η1 · · · b†ηn|vac〉 =
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(b†η1 + a
†ξ†η1) · · · (b†ηn + a†ξ†ηn)|vac〉, so that S and B are entangled for any
nonvanishing value of ξω. It is also possible to explicitly compute the correla-
tion functions in the initial state (4.1): see the generating functional (5.4) and
the correlation function (5.7) below. The choice of this particular form for the
initial state ρ0 is mainly due to the fact that it allows us to solve the dynamics
of the total system exactly and to discuss the correlation between system S
and reservoir B. One can think of the correlations in (4.1) as engendered by
a linear interaction of the form Hprep ∝ a†ξ†b + h.c. in a rotating-wave-like
approximation.
As shown in Appendix A of Article I [5], the (normalized) reservoir state
ΩB =
1
ZW0
e−b
†W(0)b (4.5)
is mixing with respect to the reservoir dynamics driven by the Hamiltonian
HB in (3.1), and the initial state ρ0 in (4.1) belongs to the sector specified by
1S⊗ΩB in the sense of (2.15). Indeed, ρ0 is the state perturbed from 1S ⊗ΩB
by a local operator L,
ρ0 = L(1S ⊗ ΩB)L†, L = 1√
Z0
ea
†ξ†b(
√
σS ⊗ LB), (4.6)
where
LB = ρ
1/2
W Ω
−1/2
B =
√
ZW0
ZW
T¯ exp

−
1/2∫
0
dβ b†e−βW
(0)W˜eβW(0)b

 (4.7)
is a local perturbation such that
ρW = LBΩBL
†
B, (4.8)
T¯ denoting the anti-chronologically ordered product and
b†e−βW
(0)W˜eβW(0)b =
∞∫
0
dω
∞∫
0
dω′ b†ωe
−βW (ω)W˜ωω′eβW (ω′)bω′ . (4.9)
Even though the initial state ρ0 does not satisfy the hypotheses of the theorem
proved in Article I [5], the following analysis extends the general results valid
for a bounded perturbation.
Note that the reservoir Gaussian state ρW in (4.2) is fully characterized by
the two-point function
Nωω′ = 〈b†ω′bω〉ρW = trB{b†ω′bωρW} (4.10)
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and, as shown in Appendix A in Article I [5], it is also composed of two parts
like Wωω′ in (4.4),
Nωω′ = N (0)ωω′ + N˜ωω′ . (4.11)
The first term is the two-point function in the mixing state ΩB,
N (0)ωω′ = 〈b†ω′bω〉ΩB = N(ω)δ(ω − ω′), N(ω) =
1
eW (ω) − 1 , (4.12)
which is the Bose distribution function when W (ω) = βω, while the second
one is a local function representing the effect of the local perturbation LB in
(4.8).
5 Dynamics of the Total System
Since we are interested in the correlation between system S and reservoir B,
we need to look at the state of the total system, ρ(t). In order to treat the
reservoir degrees of freedom rigorously, we should restrict ourselves to reservoir
observables whose expectation values are finite and discuss the state of the
total system through a set of such expectation values. The relevant quantity
for our discussion is therefore a characteristic functional of the state ρ(t), e.g.
G[Ja, J∗a , Jb, J†b ; t] = tr{eJ
∗
aaeJ
†
b
be−b
†Jbe−a
†Jaρ(t)}, (5.1)
where J†b b =
∫∞
0 dω J
∗
b,ωbω, which is the generating functional of the expec-
tation values of any anti-normally ordered products of a, a†, bω, and b
†
ω and
characterizes the state of the total system, ρ(t). It is important to note that
we are not interested in infinitely extended objects, such as the Hamiltonian
of the reservoir HB, since their expectation values are infinite: our targets are
locally distributed objects. Such a formalization of the problem is reasonable,
since we cannot observe infinitely extended objects in practice, and this is
nothing but the starting point of the C∗-algebraic approach to quantum sta-
tistical mechanics [13]. In the characteristic functional (5.1), the bandwidth
of Jb,ω represents the locality of the observables.
Let us begin with the characteristic functional of the initial state ρ0 in (4.1),
G0[Ja, J∗a , Jb, J†b ] = G[Ja, J∗a , Jb, J†b ; 0] = tr{eJ
∗
aaeJ
†
b
be−b
†Jbe−a
†Jaρ0}, (5.2)
which, in the coherent-state representation (Q-representation [4])
a|α〉 = α|α〉, 〈α|α′〉 = e−|α|2/2−|α′|2/2+α∗α′,
∫
d2α
pi
|α〉〈α| = 1S, (5.3)
is evaluated as
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G0[Ja, J∗a , Jb, J†b ]
=
1
Z0
e−J
†
b
Jb
∫
d2α
pi
〈α|σS|α〉eJ∗aα−α∗Ja〈eb†(ξα−Jb)e(α∗ξ†+J
†
b
)b〉W
=
1
Z0
e−J
†
b
(1+N )Jb
∫ d2α
pi
〈α|σS|α〉eα∗ξ†N ξαe(J∗a+J
†
b
N ξ)αe−α
∗(Ja+ξ†NJb)
= e−J
†
b
(1+N )JbGS(Ja + ξ†NJb, J∗a + J†bN ξ), (5.4)
where
GS(Ja, J∗a ) = G0[Ja, J∗a , 0, 0] = trS{eJ
∗
aae−a
†JaρS} (5.5)
is the characteristic function of the initial state of system S and
ρS = trB ρ0. (5.6)
One can see from this characteristic functional how the parameter ξω embodies
the initial correlation. For example,
〈ab†ω〉ρ0 = −
∂
∂J∗a
δ
δJb,ω
G0[Ja, J∗a , Jb, J†b ]
∣∣∣∣∣
Ja,J∗a ,Jb,J
†
b
=0
=−
∞∫
0
dω′ ξ∗ω′Nω′ω
∂2GS(Ja, J∗a )
∂Ja ∂J∗a
∣∣∣∣∣
Ja,J∗a=0
=
∞∫
0
dω′ ξ∗ω′Nω′ω〈aa†〉ρS .
(5.7)
Let us discuss the evolution of the state of the total system
ρ(t) = e−iHtρ0e
iHt. (5.8)
The characteristic functional (5.1) of the state ρ(t) is easily computed in the
Heisenberg picture
G[Ja, J∗a , Jb, J†b ; t] = tr{eJ
∗
aa(t)eJ
†
b
b(t)e−b
†(t)Jbe−a
†(t)Jaρ0}
= tr{eJ∗a(t)aeJ†b (t)be−b†Jb(t)e−a†Ja(t)ρ0}
=G0[Ja(t), J∗a(t), Jb(t), J†b (t)], (5.9)
where Ja(t) and Jb(t) are functionals of Ja and Jb, defined via a
†(t)Ja +
b†(t)Jb = a
†Ja(t) + b
†Jb(t). Note that the solutions (3.6) for a(t) and bω(t)
are linear in a and bω, but do not contain a
† or b†ω. The characteristic func-
tional of the initial state ρ0 is given in (5.4) and Eq. (5.9) is further reduced
to
G[Ja, J∗a , Jb, J†b ; t] = e−J
†
b
(t)(1+N )Jb(t)GS(Ja(t) + ξ†NJb(t), J∗a (t) + J†b (t)N ξ).
(5.10)
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We thus obtain the exact characteristic functional of the state of the total
system, ρ(t),
G[Ja, J∗a , Jb, J†b ; t] = e−J
†A(t)J GS(h†(t)J ,J †h(t)), (5.11)
where
J †A(t)J =
(
J∗a J
†
b
)Aaa(t) Aab(t)
Aba(t) Abb(t)



Ja
Jb

 , h†(t)J =
(
h∗a(t) h
†
b(t)
)Ja
Jb


(5.12)
with
Aaa(t) = λ2
t∫
0
dt′
t∫
0
dt′′G(t− t′)Φgg(t′, t′′)G∗(t− t′′), (5.13a)
J†bAbb(t)Jb = ΦJbJb(t, t)− 2λ2Re
t∫
0
dt′ (KJbg ∗G)(t− t′)ΦgJb(t′, t)
+ λ4
t∫
0
dt′
t∫
0
dt′′ (KJbg ∗G)(t− t′)Φgg(t′, t′′)(G∗ ∗K∗Jbg)(t− t′′), (5.13b)
J†bAba(t) =λ
t∫
0
dt′ΦJbg(t, t
′)G∗(t− t′)
− λ3
t∫
0
dt′
t∫
0
dt′′ (KJbg ∗G)(t− t′)Φgg(t′, t′′)G∗(t− t′′) (5.13c)
and
ha(t) = G(t) + λ(G ∗Kg(N ξ))(t), (5.13d)
J†bhb(t) = KJb(N ξ)(t)− λ(KJbg ∗G)(t)− λ2(KJbg ∗G ∗Kg(N ξ))(t). (5.13e)
We have introduced
Kfg(t) =
∞∫
0
dω f ∗ωe
−iωtgω, Φfg(t, t
′) =
∞∫
0
dω
∞∫
0
dω′ f ∗ωe
−iωt(1 +N )ωω′eiω′t′gω′ ,
(5.14)
where 1ωω′ = δ(ω − ω′), and the convolution
(F ∗G)(t) =
t∫
0
dt′ F (t− t′)G(t′). (5.15)
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The characteristic functional of the total system (5.11) is exact and valid for
any time t.
The functions λ(G ∗ Kg(N ξ))(t) in ha(t) and KJb(N ξ)(t) in hb(t) describe how
the initial correlation propagates, while Aba(t) and λ(KJbg ∗ G)(t) in hb(t)
describe the correlation established through the interaction between system S
and reservoir B. System S forgets its initial state through the decay of G(t)
and approaches an equilibrium state via the action of Aaa(t), while Abb(t)
governs the relaxation of reservoir B into its equilibrium, i.e. the mixing state
ΩB, as explained in the following.
6 The van Hove Limit of the Characteristic Functional and Dis-
cussion
We are now in a position to discuss the van Hove limit of the evolution of the
total system and demonstrate the validity of the general theorem proved in
Article I [5]: (a) the disappearance of the initial correlation, (b) the factoriza-
tion of the total system, and (c) the relaxation into the mixing state, in van
Hove’s limit.
In order to discuss van Hove’s limit, let us remove the (rapid) oscillation of
system S. That is, let us look at the characteristic functional of the density
operator eiHStρ(t)e−iHSt in the scaled time τ = λ2t,
G(λ)I [Ja, J∗a , Jb, J†b ; τ ] = G[Jae−iωSτ/λ
2
, J∗ae
iωSτ/λ
2
, Jb, J
†
b ; τ/λ
2]. (6.1)
Then, the van Hove limits of the constituent functions (5.13) (Appendix A),
lim
λ→0
Aaa(τ/λ2) = [1 +N(ωS)](1− e−Γ(ωS)τ ), (6.2a)
lim
λ→0
J†bAbb(τ/λ2)Jb =
∞∫
0
dω J∗b,ω[1 +N(ω)]Jb,ω, (6.2b)
lim
λ→0
eiωSτ/λ
2Aab(τ/λ2)Jb = lim
λ→0
J†bAba(τ/λ2)e−iωSτ/λ
2
= 0, (6.2c)
lim
λ→0
ha(τ/λ
2)eiωSτ/λ
2
= e−Γ(ωS)τ/2e−i∆(ωS)τ , lim
λ→0
J†bhb(τ/λ
2) = 0, (6.2d)
lead us to the van Hove limit of the characteristic functional (5.11),
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GI[Ja, J∗a , Jb, J†b ; τ ] = lim
λ→0
G(λ)I [Ja, J∗a , Jb, J†b ; τ ]
= e−J
∗
aJa[1+N(ωS)](1−e
−Γ(ωS)τ )e−
∫∞
0
dω J∗
b,ω
[1+N(ω)]Jb,ω
× GS(Jae−Γ(ωS)τ/2ei∆(ωS)τ , J∗ae−Γ(ωS)τ/2e−i∆(ωS)τ ),
(6.3)
where
Γ(ω) = 2pi|gω|2, ∆(ω) = P
∞∫
0
dω′
2pi
Γ(ω′)
ω − ω′ . (6.4)
It is clear from (6.3) that (a) the initial correlation (or, equivalently, ξω) dis-
appears and (b) the state of the total system is factorized at all times in van
Hove’s limit. Furthermore, (c) the local perturbation in the initial state ρ0,
i.e. L in (4.6) (especially, the contribution of W˜ωω′ , which appears in the char-
acteristic functional through N˜ωω′), decays out and the reservoir relaxes into
the mixing state ΩB given in (4.5). The dynamics of the system in van Hove’s
limit is exactly the same as that derived from the uncorrelated initial state
tr{ρ0} ⊗ΩB with the mixing state ΩB and it is actually possible to show that
the density operator ρI(τ) characterized by the characteristic functional (6.3)
obeys the master equation
d
dτ
ρI(τ) =−i[∆(ωS)a†a, ρI(τ)]
− 1
2
[1 +N(ωS)]Γ(ωS)[a
†aρI(τ) + ρI(τ)a
†a− 2aρI(τ)a†]
− 1
2
N(ωS)Γ(ωS)[aa
†ρI(τ) + ρI(τ)aa
† − 2a†ρI(τ)a]. (6.5)
This is nothing but the familiar master equation derived from the factorized
initial condition with the reservoir in the thermal equilibrium state at a finite
temperature, ρ0 ∼ ρS ⊗ e−βHB [3,4].
These points corroborate the theorem in Article I, suggesting that the mixing
state ΩB, which is contained in the initial state ρ0, should be selected as the
reference state of Nakajima–Zwanzig’s projection P. Note that the character-
istic functional in van Hove’s limit, Eq. (6.3), approaches
GI[Ja, J∗a , Jb, J†b ; τ ] τ→∞−−−→ e−J
∗
aJa[1+N(ωS)]e−
∫∞
0
dω J∗
b,ω
[1+N(ω)]Jb,ω , (6.6)
which means that the equilibrium state (in van Hove’s limit) is
ρeq =
1
Zeq
e−W (ωS)a
†a ⊗ ΩB, Z−1eq = 1− e−W (ωS), (6.7)
i.e., system S relaxes into the equilibrium state with the same structure as
that of the mixing state ΩB.
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As discussed in Article I [5], the state of the total system is factorized through
its free evolution and the interaction between system S and reservoir B is not
essential, which is also confirmed by the present exact solution. In the absence
of the interaction, the exact characteristic functional (5.11) reads
G[Ja, J∗a , Jb, J†b ; t] = e−ΦJbJb (t,t)GS(JaeiωSt +K∗Jb(N ξ)(t), J∗ae−iωSt +KJb(N ξ)(t))
(6.8)
and approaches
G[Ja, J∗a , Jb, J†b ; t] t→∞−−−→ e−
∫∞
0
dω J∗
b,ω
[1+N(ω)]Jb,ωGS(JaeiωSt, J∗ae−iωSt) (6.9)
by Riemann–Lebesgue’s lemma [see the discussion below and Eq. (A.1b)]. The
state is thus factorized into
ρ(t)
t→∞−−−→ ρS(t)⊗ ΩB, ρS(t) = eLSt trB ρ0 (6.10)
through the free evolution, which confirms the second part of the theorem in
Article I [5].
The timescales of the factorization and the relaxation into the mixing state
are clear from (6.8): the former is governed by the function
KJb(N ξ)(t) =
∞∫
0
dω
( ∞∫
0
dω′ J∗b,ωNωω′ξω′
)
e−iωt (6.11)
contained in J†bhb(t) in (5.13e), and the latter by the leading term of Abb(t) in
(5.13b),
ΦJbJb(t, t)=Φ
(0)
JbJb
(0)
+ 2Re
∞∫
0
dω
( ∞∫
ω/2
dω¯ J∗b,ω¯+ω/2N˜(ω¯+ω/2)(ω¯−ω/2)Jb,ω¯−ω/2
)
e−iωt,
(6.12)
where
Φ
(0)
fg (t) =
∞∫
0
dω f ∗ω[1 +N(ω)]gωe
−iωt. (6.13)
The timescales of the decay of these functions are determined by the band-
widths of their Fourier transforms,
K˜Jb(N ξ)(ω) = 2pi
∞∫
0
dω′ J∗b,ωNωω′ξω′ (6.14)
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for the former, and
Φ˜JbJb(ω) = 2pi
∞∫
ω/2
dω¯ J∗b,ω¯+ω/2N˜(ω¯+ω/2)(ω¯−ω/2)Jb,ω¯−ω/2 (6.15)
for the latter. Therefore, besides the spread of the initial correlation (ξω) and
of the perturbation from the mixing state (N˜ωω′), the size of the relevant
reservoir observables (Jb,ω) influences the timescales of the factorization and
the mixing. In the weak-coupling regime they are very short compared with
the timescale of the dissipative dynamics of system S, which is of order 1/λ2
in the original time t.
It is interesting to discuss what happens from a physical point of view. The
initial correlations and the local perturbations propagate outwards from the
region of interest (defined by the “size” of the relevant local observables) and
never come back. What remains is the “unperturbed” state, that is the mixing
state ΩB and is the stable “ground state” within the sector it specifies. The
relaxation time of such a process is the time necessary for the disturbance
to pass through the range of the interaction, that of the initial correlation,
and the extension of the observable. It should be noted that, when we work
in the interaction picture eiH0tρ(t)e−iH0t, instead of eiHStρ(t)e−iHSt considered
above in (6.1), we should duly take into account the time dependence of the
observables in such a picture, X(t) = eiH0tXe−iH0t, otherwise mixing is not
observed.
7 A Solvable Model with Counter-Rotating Interaction
Let us look at another solvable example: the same model as the previous one
(3.1) but with a different interaction Hamiltonian
HSB = i(a+ a
†)
∞∫
0
dω (g∗ωbω − gωb†ω), (7.1)
containing counter-rotating terms. This model is also exactly solvable [10,12,14,15,16].
Let us only briefly sketch the main results. More details are given in Appendix
B. The exact characteristic functional of the state of the total system, ρ(t),
reads
G[Ja, J∗a , Jb, J†b ; t] = e−J
†A(t)J e−J
†A¯(t)J ∗e−J
TA¯†(t)J
× GS(h†(t)J + J †h¯(t),J †h(t) + h¯†(t)J ) (7.2)
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for the same correlated initial state as before, ρ0 in (4.1), where T denotes the
transpose matrix, and
J †A¯(t)J ∗ =
(
J∗a J
†
b
)A¯aa(t) A¯ab(t)
A¯ba(t) A¯bb(t)



J∗a
J∗b

 , h¯†(t)J =
(
h¯∗a(t) h¯
†
b(t)
)Ja
Jb

 .
(7.3)
The details of these functions are given in Appendix B.
This characteristic functional contains different types of terms from those in
the previous example (5.11): the counter-rotating interaction provokes “squeez-
ing.” In van Hove’s limit, however, these contributions disappear. Indeed, the
van Hove limits of the constituent functions (B.4)–(B.6) of the characteristic
functional (7.2) are
lim
λ→0
Aaa(τ/λ2) = [1 +N(ωS)](1− e−Γ(ωS)τ ), (7.4a)
lim
λ→0
J†bAbb(τ/λ2)Jb =
∞∫
0
dω J∗b,ω[1 +N(ω)]Jb,ω, (7.4b)
lim
λ→0
ha(τ/λ
2)eiωSτ/λ
2
= e−Γ(ωS)τ/2e−i[∆(ωS)−∆¯(ωS)]τ , (7.4c)
while all other limits vanish (see Appendix B.3), and one ends up with the
same dynamics as the previous one (6.3) except for the frequency shift; ∆(ωS)
must be substituted with ∆(ωS)−∆¯(ωS), where ∆¯(ω) is defined in (B.10). The
present example again supports the validity of the theorem proved in Article
I [5]: (a) the initial correlation disappears, (b) the state of the total system is
factorized at all times, and (c) the reservoir remains in the mixing state, in
van Hove’s limit. The effect of the counter-rotating interaction manifests itself
only in the frequency shift; no other differences in the resultant dynamics from
the previous example with the rotating-wave interaction [9].
Furthermore, the timescales of the factorization and of the mixing are gov-
erned by the functions KJb(N ξ)(t) and ΦJbJb(t, t), respectively (see Appendix
B.2); they are the same as those in the previous example [Eqs. (6.11) and
(6.12)]. This also supports the general conclusion that the free evolution of
the reservoir plays an essential role for the factorization and the mixing, but
the interaction does not. The counter-rotating interaction gives rise to no sig-
nificant effect on the factorization or the mixing.
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8 Concluding Remarks
We have investigated two solvable models in the light of the general theorem
proved in Article I [5]. In both cases, we confirmed that when the initial state of
the quantum system and the reservoir is not factorized, a correct application
of Nakajima–Zwanzig’s projection method requires that the reference state
of the latter be mixing. In addition, close scrutiny of the solvable models
enabled us to focus on the relevant timescales. It turns out that an effective
factorization of the state of the total system depends on the free dynamics of
the reservoir (responsible for mixing) as well as on the interaction. Indeed, the
free dynamics itself is sufficient to drive a complete factorization. Moreover,
the timescales for mixing (that in turn govern the very applicability of the
projection method in terms of the “reference” state of the reservoir) depend
on the “size” of local observables of the reservoir: clearly, if one has access
to information that is distributed over larger portion of the reservoir, one
can in general detect finer deviations from mixing. The timescales at which
Markovianity can be considered a good approximation depend on the structure
of the local observables that one can measure, that is on the dimension of the
(sub)system whose evolution one wants to describe. This conclusion, physically
sound, is in some sense a strict consequence of the philosophy at the basis of the
C∗-algebraic approach to infinite systems (in the case at hand, the reservoir,
whose observables one can measure).
There are other very interesting problems that we have not analyzed and that
are related to the general features of the evolutions when it is not permissible
to consider a factorized initial state [12,14,16,17,18,19,20]. Among others, the
problems related to the (complete) positivity of the evolution requires addi-
tional investigations [21,22,23,24,25,26,27,28]. Another interesting issue would
be to discuss the applicability of this method to more articulated (and in-
triguing) thermodynamical situations, such as those of nonequilibrium steady
states [29], shortly discussed in Article I [5] (see Fig. 1 in Article I). It is indeed
possible to apply the method we propose to discuss the relaxation of a system
driven by a reservoir at a nonequilibrium steady state and this aspect will be
discussed elsewhere [30].
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A Prototypes of the van Hove Limits
The characteristic functional G[Ja, J∗a , Jb, J†b ; t] in (5.11) is expressed in terms
of the functions given in (5.13). The van Hove limits of these functions fall into
the following types: by taking the weak-coupling limit λ→ 0 keeping τ = λ2t
finite, one obtains
(i) G(t)eiωSt → e−Γ(ωS)τ/2e−i∆(ωS)τ , (A.1a)
(ii) Kfg(t)→ 0, Φfg(t, t)→
∞∫
0
dω f ∗ω[1 +N(ω)]gω, (A.1b)
(iii) (Kfg ∗G ∗Kgf ′)(t)eiωSt
→ Kˆfg(−iωS + 0+)Kˆgf ′(−iωS + 0+)e−Γ(ωS)τ/2e−i∆(ωS)τ , (A.1c)
(iv) λ2
t∫
0
dt′
t∫
0
dt′′ (Kfg ∗G)(t− t′)Φgg(t′, t′′)(G∗ ∗K∗f ′g)(t− t′′)
→ Kˆfg(−iωS + 0+)[Kˆf ′g(−iωS + 0+)]∗[1 +N(ωS)](1− e−Γ(ωS)τ ),
(A.1d)
(v)
t∫
0
dt′ΦJbg(t, t
′)(G∗ ∗K∗fg)(t− t′)
→
∞∫
0
dω J∗b,ω[1 +N(ω)]gω
[Kˆfg(−iω + 0+)]∗
i(ω − ωS) + 0+ , (A.1e)
where Γ(ω) and ∆(ω) are defined in (6.4), and Kˆfg(s) is the Laplace transform
of Kfg(t) in (5.14). Let us prove these results.
(i) The van Hove limit of G(t), which is defined in (3.7), is the ordinary one
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[9]:
G(t)eiωSt =
∫
CB
ds˜
2pii
es˜τ
s˜+ Kˆ(λ2s˜− iωS)
λ→0−−→
∫
CB
ds˜
2pii
es˜τ
s˜+ Kˆ(−iωS + 0+)
, (A.2)
which results in (A.1a), by noting the formula for Kˆ(s) in (3.7),
Kˆ(−iωS + 0+) = 1
2
Γ(ωS) + i∆(ωS), (A.3)
with Γ(ω) and ∆(ω) defined in (6.4).
(ii) The van Hove limits in (A.1b) are just the long-time limits and are due to
Riemann–Lebesgue’s lemma. The timescales of the decays are determined by
the band widths of their Fourier transforms. See Eqs. (5.14) and (6.12).
(iii) In terms of the inverse Laplace transform, the convolution in (A.1c) is
written as
(Kfg ∗G ∗Kgf ′)(t)eiωSt =
∫
CB
ds
2pii
Kˆfg(s)Kˆgf ′(s)
s+ iωS + λ2Kˆ(s)
e(s+iωS)t, (A.4)
whose van Hove limit proceeds like in (A.2).
(iv) Notice first that the contribution of N˜ωω′ to Eq. (A.1d) through the func-
tion Φfg(t, t
′), which represents the effect of the local perturbation LB for
ρW in (4.8), decays out in van Hove’s limit, since the van Hove limit of this
contribution is a generalization of (iii) but with a vanishing prefactor λ2 in
(A.1d). Therefore, the main contribution comes from the mixing state through
Φ
(0)
fg (t− t′) defined in (6.13): by noting that
1
λ2
Φ
(0)
fg (t− t′)eiωS(t−t
′)
=
1
λ2
∞∫
0
dω f ∗ωgω[1 +N(ω)]e
−i(ω−ωS)(t−t′)
=
∞∫
−ωS/λ2
dω˜ f ∗λ2ω˜+ωSgλ2ω˜+ωS[1 +N(λ
2ω˜ + ωS)]e
−iω˜(τ−τ ′)
λ→0−−→
∞∫
−∞
dω˜ f ∗ωSgωS[1 +N(ωS)]e
−iω˜(τ−τ ′)
= 2pif ∗ωSgωS[1 +N(ωS)]δ(τ − τ ′), (A.5)
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Eq. (A.1d) is deduced via
1
λ2
τ∫
0
dτ ′
τ∫
0
dτ ′′ (Kfg∗G)((τ−τ ′)/λ2)eiωS(τ−τ ′)/λ2Φ(0)gg ((τ ′−τ ′′)/λ2)eiωS(τ
′−τ ′′)/λ2
× (G∗ ∗K∗f ′g)((τ − τ ′′)/λ2)e−iωS(τ−τ
′′)/λ2
λ→0−−→ Kˆfg(−iωS + 0+)[Kˆf ′g(−iωS + 0+)]∗Γ(ωS)[1 +N(ωS)]
τ∫
0
dτ ′ e−Γ(ωS)τ
′
.
(A.6)
(v) While the contribution of N˜ωω′ decays out in van Hove’s limit, which is
shown by generalizing (ii) and (iii), that of N (0)ωω′ ,
∞∫
0
dω J∗b,ω[1 +N(ω)]gω
( ∫
CB
ds
2pii
Kˆfg(s)
s+ iωS + λ2Kˆ(s)
e(s+iω)τ/λ
2
s+ iω
)∗
=
∞∫
0
dω J∗b,ω[1 +N(ω)]gω
( ∫
CB
ds˜
2pii
Kˆfg(λ
2s˜− iω)
λ2s˜− i(ω − ωS) + λ2Kˆ(λ2s˜− iω)
es˜τ
s˜
)∗
,
(A.7)
yields (A.1e).
The prototypes (i)–(v) lead to the van Hove limits of the components (6.2).
B Solution to the Model with the Counter-Rotating Interaction
We summarize the exact solution to the model with the counter-rotating in-
teraction (7.2).
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B.1 Heisenberg Operators
The exact solution to the Heisenberg equations of motion for a(t) = eiHtae−iHt
and bω(t) = e
iHtbωe
−iHt reads
a(t) = [F (t) + λ2F¯ (t)]a + λ2F¯ (t)a† + λ
t∫
0
dt′ F (t− t′)[B(t′)− B†(t′)],
(B.1a)
bω(t) = e
−iωtbω − λ
t∫
0
dt′ e−iω(t−t
′)gω[a(t
′) + a†(t′)], (B.1b)
where B(t) is defined in (3.5) and
F (t) =
∫
CB
ds
2pii
s− iωS
s2 + ω2S + 2λ
2ωSLˆ(s)
est, (B.2a)
F¯ (t) = −
∫
CB
ds
2pii
iLˆ(s)
s2 + ω2S + 2λ
2ωSLˆ(s)
est (B.2b)
with
Lˆ(s) = −
∞∫
0
dω |gω|2 2ω
s2 + ω2
. (B.3)
Note that F (0+) = 1, F˙ (0+) = −iωS and F¯ (0+) = 0, ˙¯F (0+) = 0.
B.2 Characteristic Functional
The characteristic functional of the state of the total system, ρ(t), is given by
(7.2), which is composed of the functions
Aaa(t) = 1
2
[1− |F (t) + λ2F¯ (t)|2 − λ4|F¯ (t)|2]
+ λ2
t∫
0
dt′
t∫
0
dt′′ F (t− t′) ReΦβgg(t′, t′′)F ∗(t− t′′), (B.4a)
21
J†bAbb(t)Jb=ΦJbJb(t, t)−
1
2
λ2[|(KJbg ∗ F )(t)|2 + |(K∗Jbg ∗ F )(t)|2]
+ 2λ2 Im
t∫
0
dt′ (KJbg ∗ ImF )(t− t′)ΦβgJb(t′, t)
+ 4λ4
t∫
0
dt′
t∫
0
dt′′ (KJbg ∗ ImF )(t− t′)
× ReΦβgg(t′, t′′)(ImF ∗K∗Jbg)(t− t′′),
(B.4b)
J†bAba(t) =
1
2
λ(KJbg ∗ F )(t)F ∗(t) + iλ3(KJbg ∗ ImF )(t)F¯ ∗(t)
+
1
2
λ
t∫
0
dt′ΦβJbg(t, t
′)F ∗(t− t′)
+ 2λ3
t∫
0
dt′
t∫
0
dt′′ (KJbg ∗ ImF )(t− t′) ImΦβgg(t′, t′′)F ∗(t− t′′),
(B.4c)
A¯aa(t) = 1
2
λ2[F (t) + λ2F¯ (t)]F¯ ∗(t)
− 1
2
λ2
t∫
0
dt′
t∫
0
dt′′ F ∗(t− t′) ReΦβgg(t′, t′′)F ∗(t− t′′), (B.5a)
J†b A¯bb(t)J∗b =−
1
2
λ2(KJbg ∗ F )(t)(KJbg ∗ F ∗)(t)
+ iλ2
t∫
0
dt′ΦβJbg(t, t
′)(ImF ∗KJbg)(t− t′)
+ 2λ4
t∫
0
dt′
t∫
0
dt′′ (KJbg ∗ ImF )(t− t′)
× ReΦβgg(t′, t′′)(ImF ∗KJbg)(t− t′′), (B.5b)
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J†b A¯ba(t) =−
1
2
λ3(KJbg ∗ F )(t)F¯ ∗(t)−
1
2
λ
t∫
0
dt′ΦβJbg(t, t
′)F (t− t′)
+ iλ3
t∫
0
dt′
t∫
0
dt′′ (KJbg ∗ ImF )(t− t′)Φβgg(t′, t′′)F (t− t′′),
(B.5c)
A¯ab(t)J∗b =
1
2
λ[F (t) + λ2F¯ (t)](KJbg ∗ F ∗)(t)
+ iλ3
t∫
0
dt′
t∫
0
dt′′ F (t− t′)Φβgg(t′, t′′)(KJbg ∗ ImF )(t− t′′),
(B.5d)
and
ha(t) = F (t) + λ(F ∗Kg(N ξ))(t) + λ2F¯ (t), (B.6a)
J†bhb(t) = KJb(N ξ)(t)−λ(KJbg ∗F )(t)− 2iλ2(KJbg ∗ ImF ∗Kg(N ξ))(t), (B.6b)
h¯a(t) = −λ(F ∗K∗g(N ξ))(t)− λ2F¯ ∗(t), (B.6c)
J†b h¯b(t) = −λ(KJbg ∗ F ∗)(t) + 2iλ2(KJbg ∗ ImF ∗K∗g(N ξ))(t), (B.6d)
where
Φβfg(t, t
′) =
∞∫
0
dω
∞∫
0
dω′ f ∗ωe
−iωt(1 + 2N )ωω′eiω′t′gω′ . (B.7)
B.3 Van Hove’s Limit
In addition to the prototypes (A.1), the following limits are necessary for
the van Hove limit of the characteristic functional (7.2): by taking the weak-
coupling limit λ→ 0 keeping τ = λ2t finite, we have
F (t)eiωSt =
∫
CB
ds˜
2pii
λ2s˜− 2iωS
λ2s˜2 − 2iωSs˜+ 2ωSLˆ(λ2s˜− iωS)
es˜τ
λ→0−−→
∫
CB
ds˜
2pii
1
s˜+ iLˆ(−iωS + 0+)
es˜τ = e−Γ(ωS)τ/2e−i[∆(ωS)−∆¯(ωS)]τ ,
(B.8a)
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F (t)e−iωSt =
∫
CB
ds˜
2pii
λ2s˜
λ2s˜2 + 2iωSs˜+ 2ωSLˆ(λ2s˜+ iωS)
es˜τ
λ→0−−→ 0, (B.8b)
λ2F¯ (t)e±iωSt = −λ2
∫
CB
ds˜
2pii
iLˆ(λ2s˜∓ iωS)
λ2s˜2 ∓ 2iωSs˜+ 2ωSLˆ(λ2s˜∓ iωS)
es˜τ
λ→0−−→ 0,
(B.8c)
where
±iLˆ(∓iωS + 0+) = 1
2
Γ(ωS)± i[∆(ωS)− ∆¯(ωS)] (B.9)
with Γ(ω) and ∆(ω) in (6.4), and
∆¯(ω) =
∞∫
0
dω′
2pi
Γ(ω′)
ω + ω′
. (B.10)
Then, the van Hove limits of the components (B.4)–(B.6) of the characteristic
functional (7.2) yield (7.4).
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