Abstract. Let ℓ 0 be an integer, and G be a graph without loops. An ℓ-link of G is a walk of length ℓ in which consecutive edges are different. We identify an ℓ-link with its reverse sequence. The ℓ-link graph L ℓ (G) of G is defined to have vertices the ℓ-links of G, such that two vertices of L ℓ (G) are adjacent if their corresponding ℓ-links are the initial and final subsequences of an (ℓ + 1)-
Introduction and main results
As a generalisation of line graphs [17] and path graphs [5] , the link graph of a graph G was introduced by Jia and Wood [11] who studied the connectedness, chromatic number and minors of the link graph based on the structure of G. This Bin Jia gratefully acknowledges scholarships provided by The University of Melbourne.
For example, Lemma 3.2 characterises all minimal ℓ-roots of a cycle, which implies that the number of minimal ℓ-roots of a cycle is one or two. However, |R ℓ (H)| is not always bounded by a constant number. For instance, Lemma 3.1 finds all minimal ℓ-roots of 2K 1 , which indicates that the number of minimal ℓ-roots of 2K 1 increases with ℓ. On the other hand, in Section 3 we exemplify that, for fixed ℓ 4 and any given number k, there exists a connected graph H with k or more minimal connected ℓ-roots. The last two examples show that in Theorem 1.1, it is necessary that the number of minimal ℓ-roots of H are bounded by functions of ℓ and |V (H)|.
Denote by X ⊆ Y , X ⊂ Y , X Y , and X < Y that X is isomorphic to a subgraph, proper subgraph, induced subgraph and proper induced subgraph of a graph Y respectively. A graph is ℓ-finite if its ℓ-link graph is finite. So all finite graphs are ℓ-finite, but not vice versa. For example, let T t be the tree obtained by pasting the middle vertex of a 4-path at the center of a star K 1,t . Then T ∞ is infinite, and is 4-finite since its 4-link graph is K 1 .
Two ℓ-finite graphs X and Y are ℓ-equivalent, write X ∼ ℓ Y , if there exists a graph Z ⊆ X, Y such that L ℓ (X) ∼ = L ℓ (Y ) ∼ = L ℓ (Z). For example, for every pair of integers i, j 0, we have
For instance, an ℓ-path is ℓ-minimal. By definitions, a graph is ℓ-minimal if and only if it is a minimal ℓ-root of a finite graph.
Let R ℓ [H] be the set of ℓ-roots of H. By the analysis above, R 4 [K 1 ] is an equivalence class with equivalence relation ∼ 4 . Moreover, R 1 [K 3 ] is the union of two equivalence classes with equivalence relation ∼ 1 . And the two classes contain K 3 and K 1,3 respectively. The lemma below is proved in Section 4. Together with Theorem 1.1, it says that ∼ ℓ divides R ℓ [H] into finitely many equivalence classes. Lemma 1.2. For each integer ℓ 0, ∼ ℓ is an equivalence relation on ℓ-finite graphs, such that each ℓ-equivalence class contains a unique (up to isomorphism) ℓ-minimal graph. And this graph is isomorphic to an induced subgraph of every graph in its class.
The distance dist G (u, v) between u, v ∈ V (G) is +∞ if u, v are in different components of G, and the minimum length of a path of G between u, v otherwise. The eccentricity of v ∈ V (G) is ecc G (v) := sup{dist G (u, v)|u ∈ V (G)}. The diameter of G is diam(G) := sup{ecc G (v)|v ∈ V (G)}. Lemma 1.3 answers the third general question of this paper, which is also proved in Section 4. It says that an ℓ-root of a finite graph is a certain combination of a minimal ℓ-root and trees of bounded diameter. This transfers the study of ℓ-roots into that of minimal ℓ-roots. In Section 3, we first obtain all minimal ℓ-roots of a cycle. Then we characterise all ℓ-roots of a cycle by applying the lemma below. Lemma 1.3. Let G be the minimal graph of an ℓ-equivalence class. Then a graph belongs to this class if and only if it can be obtained from G in two steps:
(1) For each acyclic component T of G of diameter within [ℓ, 2ℓ − 4], and every vertex u of eccentricity s in T such that ⌈ℓ/2⌉ s ℓ − 2, paste to u the root of a rooted tree of height at most ℓ − s − 1. (2) Add to G zero or more acyclic components of diameter at most ℓ − 1.
Introduced by Broersma and Hoede [5] , the ℓ-path graph P ℓ (G) is the simple graph with vertices the ℓ-paths of G, where two vertices are adjacent if the union of their corresponding paths forms a path of length ℓ + 1 or a cycle of length ℓ + 1 in G. Let ℓ 2. It follows from the definition that P ℓ (G) is a subgraph of L ℓ (G). And the two graphs are isomorphic if and only if girth(G) > ℓ. For each ℓ 0, we say G is an ℓ-path root of H if P ℓ (G) ∼ = H. Let Q ℓ (H) be the set of minimal (up to the subgraph relation) ℓ-path roots of H. Li [12] proved that H has at most one simple 2-path root of minimum degree at least 3. Prisner [15] showed that Q ℓ (H) contains at most one simple graph of minimum degree greater than ℓ. By Li and Liu [13] , if H is connected and nonnull, then Q 2 (H) contains at most two simple graphs. In fact, the finite graphs having exactly two minimal simple 2-path roots have been characterised by Aldred, Ellingham, Hemminger and Jipsen [2] . Some results about ℓ-roots can be proved, with slight variations, for ℓ-path roots: Theorem 1.4. Let ℓ 0 be an integer, and H be a finite graph. Then the order, size, and total number of minimal ℓ-path roots of H are finite and bounded by functions of ℓ and |V (H)|.
Terminology
This section presents some definitions and simple facts. The reader is referred to [8] for notation and terminology on finite and infinite graphs. A graph is said to be cyclic if it contains a cycle, and acyclic otherwise. Let G be a graph, and c(G) (respectively, o(G), a(G)) be the cardinality of the set of (respectively, cyclic, acyclic) connected components of G. A ray is an infinite graph with vertex set {v 0 , v 1 , . . .} and edges e i between v i−1 and v i , for i 1. The radius radi(G) of G is +∞ if G is disconnected, and min{ecc G (v)|v ∈ V (G)} otherwise. For each tree T , Wu and Chao [18] proved that radi(T ) = ⌈diam(T )/2⌉.
Denote by K t the complete graph on t 0 vertices. In particular, K 0 is the null graph. Let tG be the disjoint union of t 0 copies of G. For t 1, tK 1 is called the empty graph on t vertices. For s 1, the s-subdivision G s of G is the graph obtained by replacing every edge of G with an s-path. So G 1 = G. Let e be an edge of a tree T with end vertices u and v. Let T u e be the component of T − e containing u. Let T e u := T v e ∪ {e}. A unit is a vertex or an edge. The subgraph of G induced by U ⊆ V (G) is the maximal subgraph of G with vertex set U. For ∅ = F ⊆ E(G), the subgraph of G induced by F ∪ U is the minimal subgraph of G with edge set F , and vertex set including U.
An ℓ-arc (or * -arc if we ignore the length) is a sequence L := (v 0 , e 1 , . . . , e ℓ , v ℓ ), where e i is an edge with end vertices v i−1 and v i such that e j = e j+1 for i ∈ [ℓ] := {1, 2, . . . , ℓ} and j 
is a dipath. And in this case, L is an ℓ-cycle. For ℓ 2, we usually use C ℓ to denote an ℓ-dicycle, and use C ℓ to denote an ℓ-cycle. An ℓ-path is an ℓ-link without repeated vertices. We use L ℓ (G), L ℓ (G), and P ℓ (G) to denote the sets of ℓ-arcs, ℓ-links, and ℓ-paths of G respectively.
. . , L s } are the sets of images of L 0 and L 0 respectively during this shunting. More generally, for R, R ′ ∈ L ℓ (G), we say R can be shunted to R ′ if there are ℓ-links R = R 0 , R 1 , . . . , R s = R ′ , and * -arcs P 1 , . . . , P s of G such that R i−1 can be shunted to R i through P i for i ∈ [s].
Examples and basis
We begin with some examples and basic analysis that help to build some general impressions on ℓ-roots, and explain some of our motivations.
First of all, we characterise the minimal ℓ-roots of 2K 1 .
Lemma 3.1. Let P := [v 0 , . . . , v ℓ ] be an ℓ-path, and T i be obtained from P by pasting v i at an end vertex of another i-path, where
, which is impossible. Thus G is a forest containing exactly one ℓ-path Q other than P . If P and Q are vertex disjoint, then G = P ∪ Q ∼ = 2P because of the minimality. Otherwise, assign directions such that P = ( P 1 . R. P 2 ) and Q = ( Q 1 . R. Q 2 ), where R is the maximal common path of P and Q, P i ∈ P s i (G) and Q i ∈ P t i (G) for i ∈ {1, 2}. Since P = Q, without loss of generality, P 1 = Q 1 and s 1 t 1 . Then s 2 t 2 , and L := (
1, and L ∈ P ℓ (G). So L = P since otherwise, G contains three pairwise different ℓ-paths L, P and Q. Note that [ P 1 . − Q 1 ] ∈ P 2s 1 (G) \ {P, Q}. So 2s 1 < ℓ and the lemma follows.
(1) (2) (3) (4)
Whitney [17] proved that R 1 (K 3 ) = {K 3 , K 1,3 } (Figure 1 (1)). As a generalisation, Broersma and Hoede [5] pointed out that a 6-cycle is the 2-path (and hence 2-link) graph of K (3) is the minimal ℓ-root of C 5 , which is C 5 itself. More generally, we now characterise the minimal ℓ-roots of all cycles. Clearly, for a given ℓ 0, every cycle has a unique cyclic minimal ℓ-root which is isomorphic to itself. So we only need to consider acyclic minimal ℓ-roots. Lemma 3.2. Let T be a minimal acyclic ℓ-root of a t-cycle. Then ℓ 1, and either t = 3ℓ and T ∼ = K ℓ 1,3 , or there is s 1 such that t = 4s, ℓ 2s + 1, and T is obtained by joining the middle vertices of two 2s-paths by an (ℓ − s)-path.
Lemma 3.2 is proved in Section 6. Together with Lemma 1.3, it gives all ℓ-roots G of a t-cycle as follows: If G is cyclic, it is the disjoint union of a t-cycle and zero or more trees of diameter at most ℓ − 1. Otherwise, G is a forest and 
So G is obtained from T by first pasting to each v i , where i ∈ {2, 3, . . . , ℓ − s − 2}, the root of a rooted tree of height less than min{i, ℓ − s − i}, and then adding acyclic components of diameter less than ℓ.
In comparison with Lemma 3.2, a 4s-cycle has at least three minimal (2s+1)-path roots, two of which are cyclic. Let s 1 and ℓ s + 1 be integers. Let G be the graph formed by connecting two (s + 1)-cycles with an (ℓ − s)-path. One can easily check that G is a minimal ℓ-path root of a 4s-cycle.
Broersma and Hoede [5] asked that, for ℓ = 2, whether there exist three pairwise non-isomorphic simple connected graphs whose ℓ-path graphs are isomorphic to the same connected nonnull graph. A negative answer was given by Li and Liu [13] . We now give examples of graphs H for which |R 3 (H)| 3, and for each ℓ 4, there are graphs H such that |R 3 (H)| is unbounded. The following construction will be useful. Figure 2 is just a special case of the following lemma which says that every tree T is an ℓ-link graph for each ℓ > diam(T ).
Lemma 3.3. Let T be a tree, and
Proof. Let L be the ℓ-arc of head vertex v such that L is the extra path. Consider the shunting of
An orbit of a graph G is a maximal subset U ⊆ V (G) such that for every pair of vertices in U, one can be mapped to the other by an automorphism of G (see [3] for more about algebraic graph theory). For each ℓ 1, the number of non-isomorphic trees T (v, ℓ), over all v ∈ V (T ), equals the number of orbits of T . Two vertices in the same orbit have the same eccentricity. So the number of orbits of T is at least the radius plus one, which is ⌊diam(T )/2⌋+ 1, with equality holds if and only if the set of leaves is an orbit of T .
As explained below, Lemma 3.3 implies that there are infinitely many trees T of diameter 3 such that Q ℓ (T ) ∩ R ℓ (T ) contains at least four trees, where ℓ 3.
Let T be obtained by adding an edge between the centers of K 1,p and K 1,q , where p > q 1. Then diam(T ) = 3, and T has four orbits. So there are exactly four non-isomorphic T (v, ℓ)'s for each ℓ 3.
Let ℓ s 4 and k 1 be given integers. Lemma 3.3 also implies that there exists a tree T of diameter s, such that Q ℓ (T ) ∩ R ℓ (T ) contains at least k trees: Let T (k) be obtained by pasting a leaf of each star K 1,i+1 , where i ∈ [k], at the same end vertex of an (s − 2)-path. Then diam(T (s)) = s, and the number of orbits of T (k) is ⌊ 
Constructing ℓ-equivalence classes
In this section, we explain the process of constructing ℓ-roots from minimal ℓ-roots, which allows us to concentrate on the latter in our future study. 4.1. Incidence units. Two * -links of a graph G are incident if one is a subsequence of the other. A * -link is said to be ℓ-incident if it is incident to an ℓ-link. It follows from the definitions immediately that every ℓ-link is ℓ-incident, and every ℓ-incident * -link is s-incident, for s ℓ. Conversely, a t-link is not ℓ-incident if and only if it is not s-incident for each s ℓ. And if this is the case, then ℓ t + 1. Let T be a tree obtained by joining the centres of two stars such that each star contains at least two edges. Then all units of T are 3-incident. However, every 2-path of a star is not 3-incident in T . The fact below allows us to focus on incidence units of trees of finite diameter. Proof. (⇐) Suppose not. Then G is a tree of finite diameter s. Then no unit of G is (s+1)-incident. (⇒) Let X be a cycle or a ray in G. Clearly, every unit of X is ℓ-incident. So we only need to show that every e ∈ E(G) \ E(X) is ℓ-incident. Since G is connected, there exists a dipath P of minimum length with tail edge e and head vertex x ∈ V (X). Clearly, X contains an ℓ-arc R starting from x.
Let T be a tree. By definitions, if diam(T ) ℓ − 1, then none unit of T is ℓ-incident. The following statement says that, to study ℓ-incidence units of T , we only need to consider the case of ℓ diam(T ) 2ℓ − 4. Lemma 4.2. Let T be a tree of diameter at least max{ℓ, 2ℓ − 3}. Then all units of T are ℓ-incident.
Proof. Let s := diam(T ), and Q be an s-path of T . Since s ℓ, every unit of Q is ℓ-incident. So we only need to show that each e ∈ E(T ) \ E(Q) is ℓ-incident in T . Let P be a dipath of minimum length t with tail edge e and head vertex some u ∈ V (Q). Then t 1, and P and Q are edge disjoint. Clearly, Q has a dipath R of length at least ⌈s/2⌉ ℓ − 1 from u. So e is incident to the path [ P . R] of length at least t + ℓ − 1 ℓ.
Wu et al. [18] presented a linear time algorithm computing the eccentricity of a vertex of a finite tree. Based on this work, the following observation provides a linear time algorithm testing if a vertex is ℓ-incident in a finite tree. Proof. We only need to consider (⇐) with the length of P at least 1. The case of ℓ 3 follows from Lemma 4.2. Now let ℓ 4. For a contradiction, let P be a minimal counterexample such that its ends u, v are contained in two ℓ-paths Q u and Q v respectively. Clearly, Q u contains a sub-path L u starting from u and of length s u ⌈ℓ/2⌉. By the minimality of P , none inner vertex of P belongs to Q u or Q v . So the union of L u , P and L v forms a path of length at least s u + s v + 1 > ℓ in T , contradicting that P is not ℓ-incident. 
Hence there is a maximum t s + 1 such that t ℓ and R := P [s, t] belongs to X. Since ecc X (u) + ecc T u (u) ℓ − 1, we have t ℓ−1.
where s s 1 < t 1 t, and L 1 and L 2 are edge disjoint with P .
Since ecc
is a dipath of length less than ℓ. So L 2 is of length less than ℓ − t 1 . Since ecc X (v t ) + ecc T v t (v t ) < ℓ, we have ( L 1 . P (s 1 , ℓ) ) is a dipath of length less than ℓ. Thus L 1 is of length less than s 1 . But then L is of length less than s 1 + t 1 − s 1 + ℓ − t 1 = ℓ, a contradiction.
Equivalence classes.
In this subsection we build the relationships among ℓ-minimal graphs, ℓ-incidence subgraphs, and ℓ-equivalence classes. 
Proof. By Corollary 4.5, all ℓ-links and (ℓ + 1)-links of
Thus the lemma follows.
The following lemma links ℓ-incidence units with ℓ-minimal graphs. 
Below we connect ℓ-equivalence relation and ℓ-incidence graphs. We show in the following that ∼ ℓ is an equivalence relation. 
Proof. (⇐) Let
Z := X[ℓ] ⊆ X, Y . By Lemma 4.8, L ℓ (X) ∼ = L ℓ (Z) ∼ = L ℓ (Y ). So X ∼ ℓ Y . (⇒) By definitions, there exists an ℓ-minimal graph Z ⊆ X, Y such that L ℓ (X) ∼ = L ℓ (Y ) ∼ = L ℓ (Z). By Lemma 4.9, Z = Z[ℓ] ⊆ X[ℓ] since Z ⊆ X. But by Lemma 4.8, L ℓ (Z) = L ℓ (X) = L ℓ (X[ℓ]). So Z ∼ = X[ℓ] since,
Partitioned ℓ-link graphs
A sufficient and necessary condition for an ℓ-link graph to be connected was given by Jia and Wood [11] . In this section, we study the cyclic components of ℓ-roots. The investigation helps to further understand the structure of ℓ-link graphs, and bound the parameters of minimal ℓ-roots.
Definitions and basis.
Let H be a graph admitting a partition V of V (G) and a partition E of E(G). ThenH := (H, V, E) is called a partitioned graph. For each graph G, let V 0 (G) := {{v} ⊆ V (G)}, and E 0 (G) :
be the set of edges of G between u, v ∈ V (G), and An ℓ-link (respectively, ℓ-arc) ofH is an ℓ-link (respectively, ℓ-arc) of H whose consecutive edges are in different edge parts ofH. The lemma below indicates that every s-link of L ℓ (G) arises from an (ℓ + s)-link of G.
Proof. It is trivial for ℓ = 0 or s
, and P i be the 
As shown below, each closed s-link of L ℓ (G) stems from a closed s-link of G.
Lemma 5.3. Let ℓ 0 and s 2 be integers. Let G be a graph, and R be an 
Cycles in partitioned graphs.
A cycle ofH is a cycle of H whose the consecutive edges are in different edge parts.H and its partition are cyclic ifH contains a cycle, and acyclic otherwise. For example, for each t-cycle C, L ℓ (C) is cyclic. When t 3 is divisible by 3 or 4, by Lemma 3.2, there exists a tree T and an integer ℓ such that C ∼ = L ℓ (T ) can be organised into an acyclic partitioned graph L ℓ (T ). Each component X of H corresponds to a partitioned subgraphX ofH.X is called a component ofH. Let o(H) and a(H) be the cardinalities of the sets of cyclic and acyclic components ofH respectively. The following lemma says that the number of cyclic components is invariant (see, for example, [14] ) under the partitioned ℓ-link graph construction.
Lemma 5.4. Let G be a graph, and ℓ 0.
Proof. LetH := L ℓ (G), X be a component of G containing a cycle C,X ℓ be the component ofH containing L ℓ (C). We only need to show that ϕ : X →X ℓ is a bijection from the cyclic components of G to that ofH. For i ∈ {1, 2}, let
i , and that R i (0, s i ) is a closed s i -arc O i of G. First we show that ϕ is a well defined surjection. Assume that R 1 and R 2 are * -links of X. Note that R i [0, ℓ] can be shunted into O i of X. Thus by [11, Lemma 3.7] , R 1 [0, ℓ] can be shunted to R 2 [0, ℓ] in X, and the images of the shunting form a * -link from C 1 to C 2 inX ℓ .
We still need to show that ϕ is injective. Assume C 1 and C 2 are joined by a * -link Q of X ℓ between, say,
, where i ∈ {1, 2}, can be shunted to each other in G, with images corresponding to the vertices of Q in X ℓ .
Every graph is a disjoint union of its connected components. But the relationship between a partitioned graphH and its components is more complicated. For different componentsX andỸ ofH, it is possible that a vertex part U of X and a vertex part V ofỸ are two disjoint subsets of a vertex part W ofH. Lemma 5.4 leads to a rough process of building L ℓ (G) from its components. We can first fix all cyclic components such that no two units from different components are in the same part ofH. And then for each acyclic component, we either set it as an independent fixed component, or merge some of its vertex parts with that of a unique fixed graph to get a larger fixed graph.
By definition, o(H) o(H), a(H) a(H), and a(H) + o(H) = c(H) = c(H) = a(H) + o(H).
As a consequence of Lemma 5.4, we have:
5.3. Computing cyclic components. We explain how to decide whether a component ofH := (H, V, E) is cyclic, and compute o(H) and a(H) in quadratic time. Let E(u) be the edge parts in E incident to u ∈ V (H), and r(E) := max{|E(u)| |u ∈ V (H)}.
Definition 5.6. LetH := (H, V, E) be a partitioned graph, and H be the digraph with vertices (u, E), where E ∈ E(u), such that there is an arc from (u, E) to (v, F ) if E = F , and there is e ∈ E between u and v.
In the following, we transfer the problem of computing o(H) to that of detecting if a component of H contains a dicycle.
Lemma 5.7. In Definition 5.6, for each componentX ofH, we have that X is the disjoint union of some components of H. And H is the disjoint union of X over all componentsX ofH. Moreover,X is cyclic if and only if X contains a dicycle.
Proof. The first two statements follow from definitions. We now prove the last statement. Let Remark. Let n := n(H), m := m(H) and r := r(E). Then we have n( H) =
). An O(n+m)-time algorithm for dividing H into connected components was given by Hopcroft and Tarjan [10] . For each componentX ofH, Tarjan's algorithm [16] , with time complexity O(n( X) + m( X)) = O(rm(X)), can be used to detect the existence of dicycles in X, and hence that of cycles inX by Lemma 5. 
Bounding the number of minimal roots
We bound in this section the order, size, maximum degree and total number of minimal ℓ-roots of a finite graph. This lays a basis for solving the recognition and determination problems for ℓ-link graphs in our future work. Proof. Let
can be bounded as follows:
Corollary 6.2. Let ℓ s 0 be integers, and G be an ℓ-finite graph of girth g. Then Proof. Since G is ℓ-finite,H is finite. By Corollary 6.2, i G (ℓ, 1) ℓn(H) is finite. By Lemma 4.9, for each e ∈ E(G), i G (e, ℓ) 1. Summing this inequation over e ∈ E(G), we have m(G) i G (ℓ, 1) is finite. By Lemma 5.4, o(G) = o(H), and hence 
Below we display a connection between the degrees of an ℓ-minimal tree and the number of components of the ℓ-link graph of the tree.
Lemma 6.7. Let ℓ 1 be an integer, T be a finite ℓ-minimal tree, and v be a vertex of eccentricity less than ℓ in T . Then
Proof. Since T is ℓ-minimal, so diam(T ) ℓ 1. Thus s := ecc T (v) 1 and
, let e i := (v, e i , u i ) be the arcs of T starting from v. Then there exists R ∈ L s (T ) starting from, say,
Suppose for a contradiction that L i can be shunted to L j for some 1 i < j d − 1. Since e i separates v from v i , so v is an image of v i during the shunting. But then ecc T (v) ℓ, a contradiction. So L i and L j correspond to vertices in different components of H := L ℓ (T ). Hence d − 1 c(H).
As an application of Lemma 6.7, we characterise the minimal roots of a cycle.
Proof of Lemma 3.2 Since C := L ℓ (T ) is connected and T is minimal, so T is connected and hence is a tree.
ℓ, there exists some vertex w on the path of T from u to v such that dist T (u, w) = ℓ. Then deg T (w) 2. Thus D(u, w) = 5 > 4, a contradiction.
By the minimality of T , for each leaf w of T , there exists some v ∈ V (T ) such that dist T (v, w) = ℓ and deg T (v) = 3. By Lemma 6.7, for each v ∈ V (T ) with ecc T (v) < ℓ, we have deg T (v) c(C) + 1 = 2. So deg T (v) ∈ {1, 2, 3} for v ∈ V (T ). Let k be the number of degree-3 vertices in T . Then k 1 since T contains degree-1 vertices. If k = 1, then T contains exactly three leaves ( [7, Page 67] ). Since T is minimal, each leaf u of T is the end vertex of some ℓ-path P of T . Let v be the other end of P . Then deg(v) = 3 since dist T (u, v) = ℓ. So each leaf of T is at distance ℓ from the unique degree-3 vertex v of T . As a consequence, T ∼ = K We now bound the maximum degree of a finite tree in terms of L ℓ (T ). Lemma 7.4. Let ℓ 1 be an integer, and H be a finite graph such that n := n(H) 2. Let c := c(H), and G ∈ Q ℓ (H). Then n(G) ℓn + c and m(G) ℓn, with each equality holds if and only if G is a disjoint union of ℓ-paths. Moreover, Q ℓ (H) contains at most (ℓn + c) 2ℓn graphs, in which at most 3 2 (ℓn + 1) ℓn−1 are trees, and at most 3 4 c(c + 1)(ℓn + c) ℓn−1 are forests.
