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Abstracl-Ensuring lhe long term viability of reef envimn- 
ments requires essential monitoring of many aspects of these 
ecosystems. However, the sheer size of lhese unstructured envi- 
ronments (for example Australia’s Great Barrier ReeO pose a 
number of challenges for current monitoring platforms which 
are typically remote operated and required significant resources 
and infrastructure. Therefore, a primary objective of the CSIRO 
robotic reef monitoring project is to develop and deploy a large 
number of AUV teams to perform broadscale reef surveying. In 
order to achieve this, the platforms must he cheap, even possibly 
disposable. This paper presents lhe results of a preliminary 
investigation into the performance of a low-cost sensor suite 
and associated processing techniques Cor vision and inertial-based 
navigation within a highly unstructured reef envimnmenL 
I. INTRODUCTION 
Australia’s Great Barrier Reef is classified as one of the 
world’s seven natural wonders. The Great Bamer Reef Marine 
Park Authority manages a vast area which extends approx- 
imately 2000 km and covers 349,000 sq km. However, this 
enormous ecosystem is dynamic, it is changing, and monitor- 
ing is considered an essential task in understanding how long 
it will remain in its current “pristine” state. 
Due to the vast size of the reef, effective and efficient 
monitoring tools are required. Currently, divers perform the 
monitoring and survey tasks; typically video transects along 
pre-planned trajectories, biomass identification and water qual- 
ity monitoring. However, this is extremely time consuming 
and expensive with weather conditions often dictating when 
and how long surveys can be performed. Also divers have 
a safe working depth limiting them to no greater than 20m. 
Therefore, a reliable alternative is required which can extend 
the effectiveness of current survey methods and allow long- 
term autonomous monitoring. 
There are a number of remotely operated (ROV) and au- 
tonomous underwater vehicles (AUV‘s) performing monitor- 
ing tasks [ I ] .  However, these are generally large and expensive. 
They also generally avoid the highly unstructured reef envi- 
More recent research platforms are investigating au- 
tonomous navigation techniques. Typically the sensors used on 
AUV’s are sonar. inertial, pressure, and underwater telemetry 
to provide reference geometry. However, to achieve the de- 
sired accuracy these sensors are generally sophisticated and 
expensive pieces of hardware. 
Usion is becoming a popular sensor for underwater use 
allowing navigation, station keeping, and the provision of 
manipulator feedback information [24] .  These systems are 
generally quite large and require significant amounts of power. 
Visual information is often fused with other sensors to 
achieve increased sensor resolution and accuracy. However. 
the accuracy of underwater vision is dependent on visibility 
and lighting, as well optical distortion resulting from varying 
refractive indices, requiring either corrective lenses or careful 
calibration [ 5 ] .  
Figure I shows a section of surveyed reef which is to be 
used for A W  testing, illustrating the highly unstructured ter- 
rain that these vehicles must navigate. Therefore, the physical 
properties of the AUV must decrease in size and increase in 
manoeuvrability. Also the size and power requirements of the 
sensor suite must decrease whilst still providing a speedy and 
efficient monitorina ulatform. 
ronments with limited research performed on shallow water 
applications and reef traversing. Where surveying at greater 
depths is required, ROV’s have been used for video transects 
and biomass identification. These vehicles still require the 
human operator in the loop. 
Fig. 1. Test section of reef rcrrain That ALV must navigate. 
The CSIRO Robotic Reef Monitoring Team is extending 
the sensor platform developed for their autonomous airborne 
system [6], to that required for a low-cost AUV being devel- 
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11. SYFT1:LI ARCIIITE~: ' I ' I 'RE 
The small i l i s ~  o i  .4VV hcing cnitsirucied by the CSIRO is 
designed to conduct surveys according to the standards set out 
by the Australian Institute of Marine Science [7]. The tasks 
identified to be performed by the vehicle are: 
(a) CMOS camera (b) EiMU 
Fig. 2. Hardware for AUV Guidance System. . Video transects. . Water quality monitoring. . Plume monitoring. 
Line Intersecting Transect (LIT) surveying currently re- 
quires a diver to follow a series of paths 50m in length around 
the edge of a reef with markers laid out at 10m intervals. 
The diver videos and records data whilst travelling over the 
surface at a height of between O.Im and 0.5m. Therefore, 
for an AUV to perform this task, it must be started from a 
known position at the beginning of the transect with the ability 
to navigate to the next marker to within 10-20cm lo ensure 
repeatability. In order to meet the mission specifications and 
ensure that the technology can be widely employed in the field, 
the requirements for the AUV are: 
however they are cheap and sufficient for the task. Figure 2 
shows the CMOS camera and EiMU used in this investigation. 
The current configuration of cameras comprises two down- 
ward looking CMOS camera modules with a baseline of 
305mm as used in [6]. This baseline will be reduced when . installed into the AUV to allow closer surveying to the sea- 
floor. The two cameras are tightly synchronized and line 
multiplexed into PAL format composite video signal. 
A PCI104 stack running the Linux operating system pro- 
vides the software interface to record and process all sensor 
, information in real-time. Figure 3 illustrates the hardware and 
software integration of the developed navigation system. 
Ability to navigate over very unstructured surfaces at 
fixed heights. . Small I compact. . Manoeuvrable. . Must operate at very close range (down to IOOmm from 
the sea floor). . Operational depths to lOOm (inshore reefs only). . Low-cost (less than $IO,OOOAUS). 
It was decided to use vision to obtain the height and 
odometry information required for very close reef navigation. 
This is due to the highly unstructured sea-floor with caverns, 
steep slopes and drop-offs, which could render snnar less 
effective. Therefore, the sensor suite and associated hardware 
chosen for the low-cost navigation unit in this investigation is 
EiMU (custom miniature inertial measurement unit). . Cameras. . Pressure sensor. . Computer stack. 
The inenial measurement unit used (EiMU) was developed 
by the CSIRO team for the autonomous airborne platform. 
It is very light (EOgrams) and compact with vast measuring 
capabilities such as angular rates, accelerations, magnetome- 
ters, absolute attitude and even differential GPS. Additionally, 
it is a fraction of the cost of similar commercial units. The 
cameras used are a color CMOS sensor from Omnivision with 
12mm diameter screw fit lenses which have a nominal focal 
length of 8mm. The lenses used are made of plastic (although 
glass lenses are available) and have fairly poor optical quality 
with barrel distortion and poor modulation transfer function, 
. .. ... . ........... ................ ,.................. 
Fig. 3. System Hardware Integration 
The final integration of all hardware used for this inves- 
tigation is packaged in a compact "pod" like arrangement 
( L  = 300rnm. W = 150mm, H = 120mm) to allow easy 
installation and removal of the entire system from the AW. 
111. MOTfON ESTIMATION 
A critical aspect of the navigation system is that the vehicle 
must locally know were it is. It is assumed in this analysis that 
the vehicle is initially at the correct start of the survey transect. 
It is also assumed that the vehicle has reliable knowledge of its 
heading, provided by the magnetometers. Therefore, the A W  
is required to travel in a straight line to the first marker at a 
known heading angle. This requires fusion of the inertial data 
and the vision to locate the vehicle. The three components 
required to accurately determine the vehicle states are: . Sensor calibration. 
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. Height estimation. 
Odometry estimation. 
The following sections outline the procedure and results of 
fusing visual and inertial information to estimate the distance 
and height of the AUV from its starting location. 
A. Camera Calibration 
To estimate height above the sea-floor, a number of sensors 
can be used. Sonar is probably the most common, however, 
as the vehicle moves closer to the sea-floor, sonars can begin 
to suffer from interference due to reflections. Therefore, to 
overcome this deficiency we have chosen to use the low- 
cost CMOS cameras as described in Section 11. This has the 
advantage of not only being able to determine height, but also 
track features as the AUV moves above the sea floor. The 
goal therefore, is to achieve height and odometry estimation 
without artificial landmarks or visual targets. 
To accurately determine height using stereo vision, a pair 
of cameras must be appropriately calibrated. Provided the 
vehicle is moving over sufficiently irregular texture for stereo 
matching, then height estimation is achievable. 
These cameras are effective for close range measurement 
when lighting conditions are favourable. For close range work 
pulsed LEDs would also he effective at improving lighting 
conditions if required. It is assumed, and observed during 
testing, that sufficient lighting is available. 
From each of multiplexed cameras, each video field contains 
half-vertical resolution images, 384 pixels wide and 144 pixels 
high. Therefore, for parallel camera geometry, which this 
stereo head approximates, the horizontal disparity is given by 
where f is the focal length of the lens, 6 is the baseline and 
r is the range of the point of interest. 
An experiment was conducted to verify the disparity rela- 
tionship ( I ) .  An orange rod was moved away from the camera 
in 0.5m steps up to 3.5117 and the disparity in the images was 
measured. Figure 4 shows the measured disparity against the 
inverse distance in air. 
................... .~ ................................................... ~~. .~ 
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Fig. 4. Camera calibration curve for AUV guidance system. 
The results of Figure 4 show a linear relationship between 
the disparity and inverse distance. From this calibration CUNe 
the empirical relation for the stereo camera pair in air was 
determined to be 
156.7 
d =  -+ 7.49 
In the sensor’s current configuration with a baseline of 
305mm, the minimum effective distance from the target object 
(which gives a maximum disparity) is approximately 0.6m. 
Therefore, to achieve the required surveying height of 0.1 m 
the baseline in the final configuration needs to be reduced. 
However, for this preliminary study, it is assumed that the 
A W  will operate in the range 0.6 to 1.5m. For this target 
working height, the disparity would lie in the range 268 to 
I12 pixels, or a 156 pixel disparity search range. 
B. Refractive Correction 
Many techniques are employed to determine the actual 
position of an object underwater when viewed from an air 
cavity. A number of issues arise such as the need for red filters 
to recover true colours, as well as the need for corrective lens 
to remove distortion due to refraction. However, corrective 
lenses are expensive and not readily available for the low-cost 
cameras employed here. Therefore, the decision was made to 
use a software correction for refraction to estimate height. 
The proposed height correcting algorithm is derived using 




Fiz. 5. Scheinatic of earnera layou for stereo height estimation underwater. 
In Figure 5 points P and P’ are the actual and apparent 
locations of the object at depths T and D below the refractive 
barrier (glass) respectively (D is different for each camera). 
Although the refractive barrier is glass, it is assumed infinites- 
imally thin in this investigation and is ignored. The left and 
right cameras are separated by a baseline 6 with an offset 
distance from the refractive barrier a, and the object located 
a distance x from the left camera. The cameras have a focal 
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length J (measured in pixels) and the waterlair refractive index 
is denoted by n. 
Based on ( I ) ,  the spatial displacements of the object in  
pixels as measured by the left and right cameras are given as 
U L  and UR respectively. Therefore, the angles of the refracted 
image BL and BR as seen by the cameras are given by 
The angle of incidence change at the boundaq of two 
different substances is given by 
sin Or. = n sin 0; ( 5 )  
Therefore, substitution of (3) and (4) into (5) can be shown 
to give the following object image path angles in water. 
Based on the geometric layout of the stereo camera pair 
shown in Figure 5 ,  the actual range T can be derived as 
(8) 
( b  - Q (tan ( B L )  + t a n  (OR))) 
(tan (0:) + tan (e&))  T =  
C. Local Position Estiriratiori 
Knowing the position.and how far an AUV has moved is 
critical to ensure that correct and repeatable measurements 
are being taken for reef.surveying applications. Based on the 
specifications and applications outlined in Section II, the AUV 
is required io repeatably perform transects of 50m in length 
from a known starting point with a maximum deviation of no 
more than 0.5m from a straight line. It is important to have 
accurate odometry to ensure survey transect paths are correctly 
.followed. Typically, expensive sensors and telemetry can be 
used to achieved improved localisation, however, this defeats 
the purpose of this research in developing a small, low-cost 
and independent  vehicle. 
A number of authors have investigated different techniques 
for visual odometry. Amidi [SI provides a detailed inves- 
tigation into feature tracking for visual odometry for an 
autonomous helicopter. It is noted that other investigators look 
for changes in template position between consecutive frames to 
estimate the velocity. This has inherent problems in odometry 
due to accumulation of errors resulting from integration of 
position changes. 
Another technique to determine camera motion is shape- 
from-motion (SFM). In SFM, point features are extracted in 
a two-dimensional plane and tracked through a sequence of 
images. These tracked features are then processed to produce 
estimates of camera motion in three-dimensions. A d a m  [9] 
compares a number of SFM techniques in terms of accuracy 
and computational efficiency. 
The procedure developed for this investigation is based on 
the temporal tracking of a large number of features in the 
image plane to estimate velocity and determine odometry. A 
number of assumptions have been made in this preliminary 
investigation such as: . Vehicle is initialised at a known start position and head- 
ing. 
Motion limited to 2D translations and rotation about the 
vertical axis . Known or determinate height. Compensation for height 
variation can be performed using the method discussed 
in section 111-D. 
Sufficiently feature rich targets. This is the case for coral 
reef environments. 
These assumptions are adopted here to develop the odome- 
try estimation technique with the proposed sensor suite. They 
are currently being relaxed to allow 3D motion of the AUV. 
Features are extracted from the images using the Harris Cor- 
ner Detector [IO]. Roberts [ I  I]  compared the temporal stability 
for outdoor applications and found the Harris operator to be 
superior to other methods. Harris comer detection involves 
the steps of gradient by convolution. Gaussian smoothing, 
arithmetic and finally detection of non-local maxima. 
Feature tracking involves capturing a strong feature template 
from an image, then in the subsequent image finding the 
strongest comers and establishing correspondence between 
each image feature template. Correspondence matching is 
performed on small pixel neighbourhoods around rhe comer 
point using the normalized cross-correlation measure. While 
computationally complex it yields well bounded results, sim- 
plifying the decision process. The correlation stage typically 
takes less than 10% of the time required for comer extraction 
and the superior results justify the small additional expense 
over other techniques. The matching stage is essentially an 
N2 search problem so some techniques to reduce the search 
space are used, typically the epipolar constraint. 
In this analysis, we use a looser constraint, the epipolar 
box, a rectangular region of image in which the corresponding 
feature must lie. The horizontal extent of this region is a 
function of the expected disparity range. The expected range 
could come from the previous cycle, though in our case the 
range is fixed. 
The complete procedure for this odometry technique is 
outlined in the following steps. 
1) Collect an image. 
2) Find all features in the entire image. 
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3 )  Take the 100 most dominant features as template (typi- 
4) Match corners by calculating the normalized cross- 
5 )  Estimate image plane velocity and direction for each 
6) Cluster magnitude and direction of image plane veloci- 
7) Reject outlier velocities and calculate mean image plane 
8) Scale image plane velocity to a world velocity. 
9) Integrate world velocity to determine world displace- 










A preliminary investigation of this technique was performed 
in a moderately controlled underwater environment. The sen- 
sor and hardware pod was placed inside a glass bottom tank 
which was floated on the surface of a pool looking down 
through the water. The floor of the pool was lined with 
randomly placed pebbles to act as a representative textured 
feature surface. The platform was moved across the surface of 
the pool whilst capturing video sequences over a distance of 
approximately 6m. A laser range scanner was used to record 
the actual (world) displacement for comparison purposes. The 
distance (T) from the refractive barrier to the pool floor was 
1.02m and the refractive index assumed n = 1.33. 
Since the visual odometly technique requires a scaled image 
plane velocity, an analysis of the scaling factor is performed. 
Using the notation of Figure 5 we can write the relationship 
between feature displacement in world (x), and image coordi- 
nates ( U )  for a single camera as 
. . . . . .  . . . . . . . . . . .  :\: . . . . . . .  
. . . . . . . . .  . . . .  
. . . . . . . . .  . . . . .  
Simplifying and differentiating leads to the following rela- 
tionship between the world and visual velocities 
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rf2n + a(n2 f 2  + u2(n2 - 1))Z  
f(n2f2 + G(n2 - 1))Z - =  
where 
For the simplified case where the feature lies on the optical 
axis. U = 0, and assuming that T >> a we can show that 
which shows that the effective focal length is scaled by the 
refractive index. The general case given by (IO), varies as a 
function of U ,  and the ratio to the value at U = 0 given by 
(12), is shown in Figure 6. Here we can see that for values of 
U < 110 the ratio is greater than I ,  that.is the feature velocity 
~ 
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will be underestimated when using (12). In this investigation 
we use the simplified relationship (12) to scale image velocity. 
Fig. 6. Ratio of feature velocity scale factor ai image displacenieni U I O  the 
value at U = 0 
In Figure 7 we plot the true velocity against visual velocity 
estimate. The line of best fit has a slope of 0.00127 which 
is lower than the expected value of 0.00142 given by (12). 
however, this can be improved by forcing the line to go through 
the origin. The effect of this is evident in the comparison of 
actual and integrated visual velocity displacements which are 
shown in Figure 8. The underestimate of velocity from Figure 
8 is around 3.5%. which exceeds what would be expected due 
to refraction as shown in Figure 6. This indicates the presence 
of systematic error, perhaps incorrect camera calibration (f), 
variation in the refractive index due to wavelength, or ignoring 
the glass thickness in Figure 5.  Further investigation andor  
calibration is required. 
Fig. 1. 
The results from Figure 8 indicate that the navigation system 
and analysis method in its simplest form can estimate the 
position to within 3%. By extrapolating this performance to 
a distance of 10m (the distance between markers), the results 
indicate that the cumulative standard error would result in a 
position accuracy of approximately 0.3m. This is close to the 
design specifications listed in Section I1 for reef surveying. 
The accuracy of this method can he  improved by increasing the 
Scaner plot of me veloeiry YCI'SSUS visually estimated velocity. 
Fig. 8. 
Imlh. 
Comparison of integrated visual velocity and displacement ground 
time between processed images to increase feature disparity, 
and by using ( IO)  to scale feature image velocity. 
A limitation of this method is that it requires that the surface 
is stationary. This is valid when traversing over hard corals and 
rock, however, begins to accumulate errors when soft (swaying 
in the water) corals are tracked. 
D. Height Estbnarion 
In order to accurately determine the range (height) of the 
tracked features below the A W ,  the refractive correction 
algorithm of Section 111-B is used. Given an actual height (held 
constant) and varying.the horizontal location of a feature, an 
uncorrected stereo camera pair would generally underestimate 
the range. Figure 9 shows the results of a numerical investiga- 
tion into the height estimation performance of the refraction 
correction algorithm (8) with anticipated measurement noise, 
compared to an uncorrected height estimation at heights of O S  
and Im. The uncorrected estimated is divided by the refractive 
index based on small angle approximations. 
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Corrected and uncorrected (small angle approximation) height 
The results~ of Figure 9 show a very good agreement 
between the predicted and actual heights using the refraction 
correction algorithm. Overall, based on the quality of the low- 
cost cameras, and the depth of operation (greater than what is 
expected in a reef environment), the results indicate that the 
system is capable of accurately determining height from an 
appropriately calibrated stereo camera pair. 
Iv. CONCLUSIONS 
This paper presents the results from preliminary experimen- 
tal investigations of a low-cost vision and inertial sensor suite 
developed to determine position and height of a miniature 
A W  with the application to reef surveying. The results show 
that the system performs well in controlled environments 
at a level comparable to human reef surveyors, however, 
further investigation is required to improve accuracy. This 
technology is now being migrated into our miniature AUV for 
infield testing and evaluation. There are many other marine 
environment applications for this technology, such as the task 
of biomass identification and tracking which is not considered 
here, but is an active area of research by the CSIRO Robotics 
& Automation team. 
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