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1. Bevezetés
A számítógépek korában a véletlengenerálás fontos szerepet játszik éle-
tünkben. Azonban a véletlengenerálás kapcsán felmerül néhány nehéz kérdés:
Mi is az a véletlen generálás? Az általunk használt módszerek valóban vélet-
len objektumokat állítanak-e elő? Manapság nagyon sokféle véletlen struk-
túrákat vizsgálnak, de az alkalmazásokban a legtöbbször a pszeudovéletlen
[0, 1) sorozatok (ld. pl. Niederreiter [60]) és a pszeudovéletlen bitsorozatok
szerepelnek. Jelen dolgozatban pszeudovéletlen sorozatokat és azok többdi-
menziós kiterjesztéseit tanulmányozzuk.
Valódi véletlen sorozatokat többnyire ﬁzikai módszerekkel generálnak, de
vajon ezek a ﬁzikai módszerek tényleg megfelelőek-e? E kérdések és problé-
mák kapcsán idéznék Lovász László [53] ismeretterjesztő cikkéből:
„Ugyanakkor a véletlen igen nehéz fogalom is. Véletlen-e az, hogy egy
földobott pénz fejre vagy írásra esik? A pénzfeldobás eredménye a véletlen
esemény iskolapéldája, de ha jól meggondoljuk, miért is ne tudná egy igazán
éles szemű és gyors eszű ember az alatt, amíg a pénz fölfelé száll, megﬁgyel-
ni a pályáját, perdületét és amit csak még kell, és ebből kiszámítani, hogy
melyik oldalára fog esni? Hogyan lehet megkülönböztetni az "igazi" vélet-
len jelenségeket az olyan jelenségektől, melyeknek a kimenetelét csak azért
nem tudjuk megjósolni, mert nem áll rendelkezésünkre elegendő adat, vagy
elegendő idő ahhoz, hogy kiszámítsuk?”
A valódi véletlengenerálásnak a gyakorlatban sok hátránya van: Valódi
véletlengenerálással nyert sorozatok között elő kell fordulnia - mégha nagyon
ritkán is - nagyon speciális szerkezetű sorozatoknak is, melyek speciális szer-
kezete az alkalmazás(ok)ban hibás eredményekre vezethet. Éppen ezért, ha
valóban véletlen (pl. ﬁzikai módszerre épülő) generátort használunk, akkor a
kapott sorozatot utólag tesztelnünk kell, hogy valóban rendelkezik-e bizonyos
véletlen szerkezettel. Továbbá, ha a kapott sorozatot például a kriptográﬁ-
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ában akarjuk felhasználni, akkor a teljes sorozatot el kell juttatnunk leve-
lezőpartnerünknek. Általában tehát az ilyen típusú sorozatok alkalmazása
hosszadalmas és nehézkes. Ezért a gyakorlatban ma már csak nem kizárólag
valamilyen matematikai algoritmussal előállított, a véletlent csupán imitáló
un. pszeudovéletlen sorozatokat használunk.
2. Előzmények
Az elmúlt 70 évben rengeteg cikk született a pszeudovéletlenség témakö-
réből. Ezekben a cikkekben különböző célok, megközelítések, matematikai
módszerek széles skálája szerepel. Magát a pszeudovéletlenség fogalmát is
többféleképpen deﬁniálják. Menezes, Oorschot és Vanstone [57] egy kitűnő
kriptográﬁai könyvet írt 2001-ben, melyben - többek között - a pszeudové-
letlenség fogalmát is analizálják. Korábban a pszeudovéletlenség fogalmát
általában bonyolultságelméleti úton deﬁniálták. Goldwasser [17] egy kitűnő
áttekintő cikket írt erről a nézőpontról. Azonban mostanában a bonyolultság-
elméleti megközelítést egyre szélesebb körben kritizálják. Fontos probléma
például az, hogy ez a megközelítés csak generátorokat minősít, de az egyes
sorozatok aposzteriori tesztelését nem teszi elkerülhetővé. A bonyolultság-
elméleti megközelítés egyik standard deﬁníciója az úgynevezett „következő
bit teszt”, amely azonban csak bizonyítatlan hipotéziseken alapuló teszte-
lést tesz lehetővé. Továbbá a bonyolultságelméleti megközelítés általában
végtelen hosszú számsorozatok esetén használatos csak, míg a gyakorlati al-
kalmazások során mindig csak véges hosszú sorozatot használunk.
A pszeudovéletlen bináris sorozatoknak rengeteg alkalmazása van. Ezek
közül a legfontosabbak a híres Vernam féle titkosító eljáráshoz kapcsolódnak
(mely abból áll, hogy a bitsorozat formájában adott továbbítandó információt
úgy titkosítja, hogy ahhoz modulo 2 hozzáad egy véletlen vagy pszeudovélet-
len bitsorozatként megadott kulcsot).
Több mint 15 évvel ezelőtt Mauduit és Sárközy [55] bevezetett egy új,
konstruktív megközelítést. Azóta ez a terület folyamatosan fejlődik, rengeteg
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cikk született a témában. Sárközy [62]-ben egy kitűnő összefoglalást ad a
legfontosabb eredményekről.
Egy adott sorozat pszeudovéletlen tulajdonságainak jellemzésére Mauduit
és Sárközy [55] a következő kvantitatív mértékeket vezették be (bitsorozat
helyett nyilván vizsgálhatunk +1-ekből és -1-ekből álló sorozatokat):
2.1. Deﬁníció. Legyen EN = (e1, e2, . . . , eN) ∈ {−1,+1}N egy N hosszú
±1 sorozat. Jelölje U(EN , t, a, b) az
U(EN , t, a, b)
def
=
t−1∑
j=0
ea+jb.
összeget. Ekkor EN -nek az eloszlás mértékét
W (EN)
def
= max
a,b,t
|U(EN (t, a, b)| = max
a,b,t
∣∣∣∣∣
t−1∑
j=0
ea+jb
∣∣∣∣∣ ,
képlettel deﬁniáljuk, ahol a maximumot az összes olyan a, b, t-n vesszük, ahol
a, b, t ∈ N és 1 ≤ a ≤ a+ (t− 1)b ≤ N .
Az eloszlás mérték számtani sorozatokban tanulmányozza azt, hogy a +1-
ek és −1-ek száma mennyire közel van. Gyakran azonban szükség van arra is,
hogy a sorozatban több elem egymáshoz való viszonyát is vizsgáljuk. Ehhez:
2.2. Deﬁníció. Legyen EN = (e1, e2, . . . , eN) ∈ {−1,+1}N egy N hosszú
±1 sorozat. Legyen továbbá D = (d1, . . . , dℓ) természetes számokból álló
sorozat, ahol d1 < · · · < dℓ, jelölje V (EN ,M,D) az
V (EN ,M,D)
def
=
M∑
n=1
en+d1en+d2 . . . en+dℓ .
összeget. Ekkor EN -nek az ℓ-edrendű korreláció mértékét
Cℓ(EN )
def
= max
M,D
|V (EN ,M,D)| = max
M,D
∣∣∣∣∣
M∑
n=1
en+d1en+d2 , . . . en+dℓ
∣∣∣∣∣ ,
képlettel deﬁniáljuk, ahol a maximumot az összes olyan D = (d1, d2, . . . , dℓ)
sorozaton és M egész számon vesszük, ahol 0 ≤ d1 < d2 < · · · < dℓ <
M + dℓ ≤ N .
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Cassaigne, Mauduit és Sárközy [9] bebizonyította, hogy majdnem minden
EN ∈ {−1,+1}N sorozatra W (EN) és Cℓ(EN ) ≪
√
N(logN)c. Így egy EN
sorozatot „ jó” pszeudovéletlen sorozatnak tekintünk, ha mind W (EN) mind
Cℓ(EN ) (legalább kicsi ℓ-re) kicsi (legfeljebb o(N)) N függvényében.
[61]-ben Mauduit és Rivat a legalapvetőbb statisztikus tesztek eredmé-
nyét jól becsülte W és Cℓ segítségével. (Ezeknek a statisztikus teszteknek a
pontos deﬁnícióját például [57]-ben találhatjuk meg.) Brandstätter, Winter-
hof [7] és Andics [3] a lineáris komplexitást becsülte a korreláció segítségével.
Ezek az eredmények azt mutatják, hogy W és Cℓ alapvető mértékek, segít-
ségükkel több pszeudovéletlen tulajdonság jól kontrollálható. Természetesen
számtalan továbbiW -hez és Cℓ-hez hasonló pszeudovéletlen mérték lenne be-
vezethető, azonban valahol határt kell szabnunk az újabb és újabb mértékek
bevezetésének. Ezt a problémát Knuth [50] könyvében részletesen tárgyal-
ja a Kolmogorov komplexitás nézőpontjából. A fent említett - statisztikus
tesztekre és a lineáris komplexitásra vonatkozó - eredmények miatt a legtöbb
cikk a W és Cℓ mértékekre szorítkozik, melyek tekinthetők a pszeudovélet-
lenség legalapvetőbb mértékeinek. Jelen dolgozatban az eloszlás és korreláció
mérték mellett, időnként még a következő mértékeket fogjuk használni:
2.3. Deﬁníció. Legyen EN = (e1, e2, . . . , eN) ∈ {−1,+1}N egy N hosszú
±1 sorozat. ℓ ∈ N, M ∈ N, X = (x1, . . . , xℓ) ∈ {−1,+1}ℓ esetén legyen
T (EN ,M,X)
def
= |{n : 0 ≤ n < M, (en+1, en+2, . . . , en+ℓ) = X}| .
Ekkor az ℓ-ed rendű normalitás mértéke EN -nek
Nℓ(EN )
def
= max
X∈{−1,+1}ℓ
max
0<M≤N+1−ℓ
∣∣T (EN ,M,X)−M/2ℓ∣∣ .
Megjegyzem, hogy Mauduit és Sárközy [55] eredménye szerint
2.1. Tétel.
Nℓ(EN) ≤ max
1≤t≤ℓ
Ct(EN ).
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Vagyis a korreláció segítségével a normalitás mérték jól becsülhető. (Ezért a
legtöbb cikkben nem kezelik külön a normalitás mértéket.)
A kombinált mérték a korreláció és az eloszlás mérték közös általánosítá-
sa:
2.4. Deﬁníció. Legyen EN = (e1, e2, . . . , eN) ∈ {−1,+1}N egy N hosszú
±1 sorozat. Ekkor EN -nek az ℓ-ed rendű kombinált (eloszlás-
korreláció) mértékét a következőképpen deﬁniáljuk:
Qℓ(EN)
def
= max
a,b,t,D
|Z(a, b, t, D)| = max
a,b,t,D
∣∣∣∣∣
t−1∑
j=0
ea+jb+d1ea+jb+d2 . . . ea+jb+dℓ
∣∣∣∣∣ ,
ahol a maximumot az összes olyan a, b, t egész számokon és D =
(d1, d2, . . . , dℓ) különböző egész számokból álló sorozaton vesszük, ahol az
összes előforduló a + jb+ di index eleme az {1, . . . , N} halmaznak.
Mauduit és Sárközy [55] először a Legendre szimbólum segítségével konst-
ruált erős pszeudovéletlen tulajdonságokkal rendelkező sorozatot.
2.2. Tétel. Létezik egy p0 szám, hogy ha p > p0 prím, akkor ha az Ep−1 =
(e1, ..., ep−1) sorozat n-edik elemét
en =
(
n
p
)
(n = 1, 2, ..., p− 1 esetén)
képlettel deﬁniáljuk, akkor
W (Ep−1) ≤ 9p1/2 log p
és
Cℓ(Ep−1) ≤ 9ℓp1/2 log p.
A bizonyítás Weil tételének [68] egy következményén alapul, melyet Sár-
közy és Mauduit [55] Vinogradov egy egyenlőtlenségét [66] használva bizo-
nyított:
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2.3. Tétel. Ha p prím és χ egy d-ed rendű karakter, amely azonban nem
főkarakter modulo p, f(x) ∈ Fp[x] k-adfokú polinom, melynek faktorizációja
f (x) = b (x− x1)d1 ... (x− xs)ds (xi 6= xj ha i 6= j) Fp (= Fp algebrai lezártja)
felett és ahol
(d, d1, d2, ..., ds) = 1,
akkor az olyan X, Y valós számokra, ahol 0 < Y ≤ p, tudjuk, hogy∣∣∣∣∣
∑
X<n≤Y
χ (f (n))
∣∣∣∣∣ < 9kp1/2 log p.
Az utóbbi tíz évben számtalan pszeudovéletlen bináris sorozatot konst-
ruáltak és teszteltek, a legjobb konstrukciókra W (EN) ≪ N1/2(logN)c és
Cℓ(EN ) ≪ N1/2(logN)cℓ becslések is fennállnak, ahol c, c2, c3, . . . pozitív
konstansok. Eleinte ezek a konstrukciók rögzített N -re csak „kevés” N
hosszúságú sorozatot adtak. Néhány kriptográﬁai alkalmazásban azonban
nagyon „sok” sorozatra van egyszerre szükség. (Gyakran szükséges példá-
ul, hogy az alkalmazott sorozat minél több azonos hosszúságú sorozatból
legyen kiválasztva, abból a célból, hogy ésszerű időn belül ne lehessen - pél-
dául az összes lehetséges sorozatot végigpróbálva - megtalálni az alkalmazott
sorozatot.) Először Goubin, Mauduit és Sárközy [18] igazolta, hogy pszeudo-
véletlen sorozatoknak - egy általuk bevezetett nagy családjában - a sorozatok
erős pszeudovéletlen tulajdonságokkal rendelkeznek.
2.1. Konstrukció. Legyen K > 0 rögzített egész. Tekintsük az összes
olyan f(x) ∈ Fp[x] k-adfokú polinomot, ahol k ≤ K, és amelynek nincs
többszörös gyöke Fp-ben. Minden ilyen polinomhoz hozzárendelünk egy
Ep = (e1, e2, . . . , ep) ∈ {−1,+1}p p hosszú bináris sorozatot úgy, hogy a
sorozat n-edik eleme
en =


(
f(n)
p
)
ha (f(n), p) = 1,
+1 ha p | f(n).
(2.1)
Hoﬀstein és Lieman [47] olyan f(x) polinom használatát javasolták (2.1)-
ben, melyeknek nincs többszörös gyöke, se nem páros, se nem páratlan.
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Azonban a kapcsolódó Ep = (e1, e2, . . . , ep) sorozat pszeudovéletlen tulaj-
donságairól semmit sem bizonyítottak. Később Goubin, Mauduit és Sárközy
[18] igazolta, hogy ha néhány nem túlságosan megszorító feltevést kikötünk
a konstrukcióban szereplő f(x) polinomról, úgy az EN sorozatnak erős psze-
udovéletlen tulajdonságai vannak:
2.4. Tétel. Ha p prím és f(x) polinomra teljesülnek a 2.1. Konstrukció
kikötései, akkor a (2.1)-gyel deﬁniált Ep sorozatra
W (Ep) < 10kp
1/2 log p.
Tegyük fel továbbá, hogy ℓ ∈ N és legalább egy teljesül a következő 3 feltétel
közül:
(i) ℓ = 2;
(ii) ℓ < p és 2 primitív gyök modulo p;
(iii) (4k)ℓ < p.
Ekkor
Cℓ(Ep) < 10kℓp
1/2 log p.
Később Mauduit és Sárközy [56] az élesebb
4k+ℓ < p
feltétellel helyettesítette az (iii) feltételt a 2.4. Tételben.
Valószínűleg az (i)-(iii) feltételek mindegyike élesíthető (dolgozatom 6.
fejezetében kísérletet is teszek erre), de példák mutatják, hogy ilyen vagy
hasonló típusú feltételekre szükség van.
A 2.1. Konstrukcióban szereplő sorozatokat aposzteriori tesztelte Rivat,
Sárközy [61]-ben. Az Amerikai Szabványhivatal (National Institute of Stan-
dards and Technology) sts-1.4. csomagjában megjelölt néhány olyan statiszti-
kus tesztet, amelyek alapvető fontosságúak, és amelyeknek egy erős pszeudo-
véletlen tulajdonságokkal rendelkező sorozatoknak feltétlen eleget kell tennie.
Rivat és Sárközy számítógép segítségével tesztelt néhány 2.1. Konstrukció-
ban előállított sorozatot. Minden esetben azt találták, hogy ezek a sorozatok
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messze eleget tesznek a NIST által megjelölt statisztikus tesztek mindegyik
kritériumának. Ezentúl is vannak számítógépes evidenciák a 2.1. Konstruk-
ció erős pszeudovéletlen tulajdonságainak az igazolására. Pl. Andics [3] a
lineáris komplexitást vizsgálta számitógép segítségével, s azt találta, hogy
annak értéke is - minden vizsgált esetben - optimális.
Bizonyos alkalmazásokban a pszeudovéletlenség többdimenziós analogon-
jára van szükségünk. Ahhoz például, hogy egy képet a Vernam-féle titkosító
eljárással titkosítsunk pszeudovéletlen bináris sorozatok helyett „pszeudové-
letlen bináris rácsokra” van szükségünk. Ezért a közelmúltban Hubert, Mau-
duit és Sárközy [48] bevezette a pszeudovéletlenség többdimenziós elméletét.
Egy dimenzióban tehát sok erős pszeudovéletlen sorozatot konstruáltak.
A legerősebb konstrukciókat tipikusan Fp-ben generálták, additív vagy mul-
tiplikatív karaktereket és polinomokat használva. A pszeudovéletlen mérté-
kek becslése során használt legkomolyabb eszköz Weil tétele [68] volt. Sajnos,
a legtöbb egydimenziós konstrukció több dimenzióra való kiterjesztése során
gondok merülnek fel. Ugyanis a Weil tétel többdimenziós kiterjesztését, a
Deligne tételt kellene alkalmaznunk. Bár mostanában Fouvry és Katz [14]
egyszerűsítette a Delinge tétel alkalmazhatóságához szükséges feltételeket,
de azért bizonyos nem szingularitási feltételre még mindig szükség van, és ez
gondokat okoz a tétel alkalmazása során. A nehézségek ellenére, [36], [44],
[45] [48], [52], [54], [56] [58], [59]-ben erős n-dimenziós konstrukciókat adtak
meg.
A következő 8 fejezetben részben egyedül, részben társszerzőkkel írt [21],
[22], [27] [29], [31] [32], [44], [45] cikkeimből ismertetek eredményeket. Végül
az utolsó fejezetben röviden említem a [20], [23], [33], [34], [35], [36], [37],
[38], [39],[40], [41], [42], [43] cikkekben szereplő kutatási témáimat.
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3. A hatványgenerátorral konstruált pszeudové-
letlen sorozatok
Ebben a fejezetben a hatványgenerátor pszeudovéletlen tulajdonságait
tanulmányozzuk. (A hatványgenerátor speciális esetként tartalmazza az RSA
generátort és a Blum-Blum-Shub generátort.)
A hatványgenerátort a következőképpen deﬁniáljuk:
Legyenek k ≥ 2, m ≥ 1 és ϑ egészek, amelyre 1 ≤ ϑ ≤ m− 1, (ϑ,m) = 1.
Az {un} sorozatot a következő rekurzióval deﬁniáljuk
u0 = ϑ
un ≡ ukn−1 (mod m), 0 ≤ un ≤ m− 1, n = 1, 2, . . . .
(3.1)
A hatványgenerátornak számos alkalmazása van a kriptográﬁában, ld.
[5], [11], [51], [63]. A hatványgenerátort a (k, ϕ(m)) = 1 (ahol ϕ(m) az Euler
függvény) speciális esetben RSA generátornak, a k = 2 speciális esetben
Blum-Blum-Shub generátornak hívjuk.
Habár a hatványgenerátornak számtalan különböző tulajdonságát tanul-
mányozták (pl. [5], [8], [10], [11], [13], [16] [19], [46], [51], [57], [63]), de
nagyon kevés feltétel nélküli eredmény ismert; a legtöbb eredmény azon a
feltételezésen alapul, hogy nem lehet polinomiális időben faktorizálni. A
[32]-ben közölt eredményeim feltétel nélküliek. Ezekről adnék itt egy rövid
összefoglalót:
3.1. Jelölés. Legyen p prím, ϑ ∈ F∗p. Deﬁniáljuk az un sorozatot (3.1)-gyel,
ahol p prím modulust vesszük m helyén (ekkor un a [0, p− 1] intervallumban
van). Nyilvánvalóan un ≡ ϑkn (mod p) multiplikatív rendje monoton csök-
kenő (nem szigorúan!), ahogy n→∞. Jelölje n0 a legkisebb pozitív egészet,
amelyre n ≥ n0 esetén
un ≡ ϑkn (mod p)
multiplikatív rendje ugyanaz a t szám. Ekkor
(k, t) = 1.
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Jelölje T k multiplikatív rendjét modulo t.
Ebben a fejezetben p, ϑ, t, k, T, n0 számokat és {un} sorozatot végig a fent
deﬁniált módon értelmezzük. Világos, hogy az
un0, un0+1, un0+2, . . .
sorozat tisztán periodikus T periódussal.
Ezután az {un} sorozatot un utolsó bitje szerint bináris sorozattá konver-
táljuk:
3.1. Konstrukció. Deﬁniáljuk az ET = (e1, . . . , eT ) sorozatot a következő
képlettel
en =
{
+1 ha un páros,
−1 ha un páratlan.
Ebben a fejezetben az ET sorozat pszeudovéletlen tulajdonságait becsül-
jük. Először az eloszlás mértéket és a normalitás mértéket becsüljük.
3.1. Tétel.
W (ET ) ≪ p7/8(log p)2.
A normalitás mértékre a következő becslésünk van:
3.2. Tétel. Minden ε > 1/4 esetén
Nℓ(ET ) ≪ kε(ℓ−1)p7/8(log p)ℓ+1,
ahol az alkalmazott konstans szorzó csak ε-tól függ.
A 3.1. és 3.2. Tétel bizonyítása Friedlander, Hansen és Shparlinski [15]
tételeinek általánosításait használja.
Egészen mostanáig csak a „rövidtávolságú” (shortrange) korrelációt
(
∑
n en+d1en+d2 . . . en+dℓ kis di-kre) tudtuk becsülni. Bourgain új, gyönyö-
rű tételét [6] használva azonban a „hosszútávolságú” (longrange) korreláció
is jól becsülhető. Így [32]-ben mindhárom (eloszlás, normalitás, korreláció)
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mértékre nem triviális felső becslést adtam, ezzel bebizonyítva, hogy a hat-
ványgenerátor a Mauduit és Sárközy által bevezetett értelemben is erős psze-
udovéletlen tulajdonságokkal rendelkezik.
4. A Legendre szimbólumot használó család f-
bonyolultsága
Néhány alkalmazásban nem elég tudni, hogy a család sok pszeudovéletlen
sorozatot tartalmaz, az is fontos, hogy a családban sok „független” sorozat
van. Ennek vizsgálatára vezette be Ahlswede, Khachatrian, Mauduit és Sár-
közy [1] az f -bonyolultság fogalmát.
4.1. Deﬁníció. Legyen F N hosszú EN ∈ {−1,+1}N pszeudovéletlen soro-
zatoknak egy nagy családja. Jelöljük C(F)-fel az F család f -bonyolultságát,
amelyet azzal a legnagyobb j egész számmal deﬁniálunk, amelyre a követ-
kező teljesül: minden 1 ≤ i1 < i2 < · · · < ij ≤ N j-esre és ε1, ε2, . . . , εj ∈
{−1,+1}-re, legalább egy EN = (e1, . . . , eN) ∈ F sorozat létezik, amelyre
ei1 = ε1, ei2 = ε2, . . . , eij = εj.
Ahlswede, Khachatrian, Mauduit és Sárközy [1] bebizonyította, hogy ha
kicsit módosítjuk a 2.1. Konstrukciót, akkor olyan pszeudovéletlen generátort
kapunk, amelynek nagy az f -bonyolultsága.
4.1. Tétel. Legyen p prím. Tekintsük az összes olyan f(x) polinomot,
amelyre
0 ≤ deg f(x) ≤ K
(itt deg f(x) jelöli f(x) fokát) és f(x)-nek nincs többszörös gyöke Fp-ben.
Minden ilyen f(x) polinomra, tekintsük azt a bináris Ep = Ep(f) =
(e1, e2, . . . , ep) ∈ {−1,+1}p sorozatot, amelyet (2.1)-gyel deﬁniálunk, és je-
lölje F1 az ily módon kapott bináris sorozatok családját. Ekkor
C(F1) ≥ K.
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Ahlswede, Mauduit és Sárközy [1] a következő általános felső becslést adta
bináris sorozatok tetszőleges F nagy családjára:
4.1. Propozíció.
C(F) ≤ log |F|
log 2
.
A 3.1. Propozícióból azonnal következik, hogy
|C(F1)| ≤ log |F1|
log 2
≤ K + 1
log 2
log p.
Így alsó becslésként K-t, felső becslésként K+1
log 2
log p-t tudunk mondani
C(F1)-re. Érdekes kérdés, hogy vajon melyik becslés áll közelebb az igazság-
hoz? [29]-ben megjavítottam az alsó becslést, és a következőt kaptam:
4.2. Tétel.
C(F1) ≥ K
2 log 2
log p−O(K log(K log p)).
Vagyis az alsó és a felső becslés most már csak egy konstans szorzóval tér
el egymástól. Az alsó becslés bizonyítása során karakterösszegeket és Weil
tételt [68] alkalmaztam.
5. Pszeudovéletlen bináris sorozatok konkatená-
ciója
A pszeudovéletlen sorozatok használata közben előfordulhat, hogy az al-
kalmazott pszeudovéletlen sorozat nem elég hosszú. Ezen úgy próbálunk segí-
teni, hogy a családból több sorozatot rakunk egymás mögé. Persze kérdéses,
hogy ekkor a kapott hosszabb sorozatnak mikor lesznek erős pszeudovélet-
len tulajdonságai? Tulajdonképpen azt szeretnénk, hogy bárhogy veszünk a
családból sorozatokat, azokat egymás mögé írva („konkatenálva”), még min-
dig erős pszeudovéletlen tulajdonságokkal rendelkezzen a kapott, hosszabb
sorozat. Anantharam [2] deﬁnícióját általánosítva [22]-ben bevezettem az
f -korreláció fogalmát.
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5.1. Deﬁníció. Legyen F ⊆ {−1,+1}N pszeudovéletlen sorozatoknak egy
nagy családja. F -nek ℓ-edrendű f -korrelációját a következőképpen deﬁniál-
juk:
Cℓ(F) def= max
1≤k≤ℓ, E
(1)
N
,E
(2)
N
,...,E
(k)
N
∈F
Cℓ((E
(1)
N , E
(2)
N , . . . , E
(k)
N )),
ahol a maximumot az összes 1 ≤ k ≤ ℓ egészen és különböző
E
(1)
N , E
(2)
N , . . . , E
(k)
N ∈ F sorozatokon vesszük, és ahol (E(1)N , E(2)N , . . . , E(k)N ) ∈
{−1,+1}kN kN hosszú bináris sorozat, amelyet úgy kapunk, hogy rend-
re az E
(1)
N , E
(2)
N , . . . , E
(k)
N sorozatok elemeit egymás után írjuk (azaz az
(E
(1)
N , E
(2)
N , . . . , E
(k)
N ) sorozat az E
(1)
N , E
(2)
N , . . . , E
(k)
N sorozatok konkatenáció-
ja).
Korábban a 4.1. Deﬁnícióban bevezettük az f -bonyolultság fogalmát.
Felmerül a kérdés, hogy valóban szükség van-e az f -korreláció bevezetésére?
[22]-ben példákkal igazoltam az f -korreláció szükségességét.
Ezek után olyan nagy családot konstruáltam, amelynek a f -korrelációja
kicsi. Kiindulási alapul a 2.1. Konstrukcióban ismertetett nagy családot
vettem. Ebben az esetben f(x)-et írva (2.1)-ben egy (e1, e2, . . . , ep) soro-
zatot kapunk, f(x + 1)-et írva pedig ennek a sorozatnak egy „eltoltját”, az
(e2, e3, . . . , ep, e1) sorozatot kapjuk. Ezen két sorozat nyilvánvalóan nem füg-
getlen, s valóban egymás mögé írva a két sorozatot egy olyan 2p hosszú
sorozatot kapunk, amelynek a másodrendű korrelációja nagy. Szerencsére, a
2.1. Konstrukcióban szereplő családnak egy elég nagy részcsaládját véve ez
a probléma elkerülhető:
5.1. Tétel. Legyen p prím és K ∈ N, K < p. Tekintsük az összes f(x) ∈
Fp[x] polinomot, amely irreducibilis és
0 < k = deg f(x) ≤ K,
továbbá f(x) felírható
f(x) = xk + ak−2x
k−2 + ak−3x
k−3 + · · ·+ a1x+ a0
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alakban, ahol 1 ≤ i ≤ k − 2 esetén ai ∈ Fp és xdeg f−1 = xk−1 együttha-
tója ak−1 = 0. Minden ilyen f(x) polinomra, vegyük az Ep = Ep(f) =
(e1, e2, . . . , ep) ∈ {−1,+1}p (2.1)-gyel deﬁniált bináris sorozatot, és legyen
F2 az így kapott bináris sorozatok nagy családja. Ekkor ℓ ≥ 2 esetén
Cℓ(F2) ≤ 10Kℓ22ℓ−1p1/2 log p.
E konstrukció némi szépséghibája, hogy irreducibilis polinomokból in-
dul ki, de megjegyzem, hogy viszonylag egyszerű és gyors konstrukciók és
algoritmusok ismeretesek irreducibilis polinomok készítésére. Az 5.1. Té-
telt [22]-ben igazoltam. [22]-ben bevezettem a gyenge korreláció fogalmát is,
melyben csak bizonyos konkatenációkon vesszük a maximumot.
6. Legendre szimbólumon alapuló sorozatok
konkatenációja
Az előző fejezetben láttuk, hogy az irreducibilis polinomokból való kiin-
dulás miatt az 5.1. Tételben bevezetett F2 család alkalmazása nem ideális.
Ebben a fejezetben egy másik családot adunk meg, úgy, hogy a családban
szereplő sorozatok sokkal gyorsabban generálhatóak. Sajnos, ennek a család-
nak az f -korrelációja nagy lesz, de ez a probléma megkerülhető. Egyszerűen
megmondjuk, hogy a családból milyen sorozatok írhatóak egymás után úgy,
hogy a kapott hosszabb sorozatnak biztosan (és bizonyítottan) erős pszeudo-
véletlen tulajdonságai legyenek. A fejezetben szereplő eredményeket [21]-ben
igazoltam.
A kiindulási alapunk továbbra is a 2.1. Konstrukcióban szereplő nagy
család. Ennek vesszük egy részcsaládját, amely még mindig elegendően sok
sorozatot tartalmaz. Ezt úgy tesszük meg, hogy a konstrukcióban szerep-
lő f(x) polinomok halmazát szűkítjük. A 2.4. Tételben láttuk, hogy ha
f(x) polinom foka és a korreláció rendje nem túl nagy, akkor a sorozatnak
a korrelációja kicsi. A következőkben egy olyan f(x)-re vonatkozó feltételt
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ismertetek, amely szintén biztosítja a kicsi korrelációt, ráadásul az ilyen po-
linomok nagyon egyszerűen és gyorsan konstruálhatóak.
6.1. Tétel. Legyen p egy páratlan prím, R ∈ N, f(x) ∈ Fp[x] egy polinom,
amely felírható
f(x) =
(
x2 − a1
) (
x2 − a2
) · · · (x2 − ak) (x− 1)
alakban, ahol 0 ≤ deg f(x) = 2k + 1 ≤ K, az ai-k különböző kvadratikus
nem maradékok modulo p, azaz
(
ai
p
)
= −1 ha 1 ≤ i ≤ k. Minden ilyen f
polinomra, tekintsük a (2.1)-gyel deﬁniált Ep = Ep(f) pszeudovéletlen bináris
sorozatot. Legyen F3 az ily módon deﬁniált bináris sorozatok családja. Ekkor
minden Ep(f) ∈ F3 esetén
Cℓ(Ep(f)) ≪ Kℓp1/2 log p.
A 6.1. Tételben nem becsültük az eloszlás mértéket. De a 2.4. Tételt
alkalmazva azonnal éles becslést kapunk az eloszlás mértékre:
W (Ep(f)) ≪ Kp1/2 log p.
Természetesen adódik a kérdés, hogy a 6.1. Tételben miért nem a kicsit
egyszerűbb f(x) = (x2 − a1) (x2 − a2) · · · (x2 − ak) alakú polinomokat hasz-
náljuk? Ekkor ugyan az Ep(f) sorozat korrelációja kicsi, de ez a sorozat
szimmetrikus (en = ep−n ha 1 ≤ n ≤ p), ami problémákat okoz az alkalma-
zásokban (ld. pl. [26]).
Habár az F3 család sok erős pszeudovéletlen tulajdonságokkal ren-
delkező sorozatot tartalmaz, előfordulhat, hogy a család bizonyos soro-
zatai nem függetlenek egymástól. Legyenek E(1)p , E
(2)
p , E
(3)
p , . . . , E
(t)
p ∈
{−1,+1}p p hosszú bináris sorozatok. Jelölje (E(1)p , E(2)p , E(3)p , . . . , E(t)p ) ∈
{−1,+1}tp azt a tp hosszú sorozatot, amelyet úgy kapunk, hogy rendre
az E(1)p , E
(2)
p , E
(3)
p , . . . , E
(t)
p ∈ {−1,+1}p sorozat elemeit egymás után írjuk.
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Kérdésünk a következő: adott egy ﬁx E(1)p ∈ F3 sorozat, ekkor hogyan vá-
laszthatunk további E(2)p , E
(3)
p , . . . , E
(t)
p ∈ F3 sorozatokat úgy, hogy a soro-
zatok „konkatenációjának”, azaz (E(1)p , E
(2)
p , E
(3)
p , . . . , E
(t)
p ) ∈ {−1,+1}tp so-
rozatnak erős pszeudovéletlen tulajdonságai legyenek? Sajnos, az nem igaz,
hogy bárhogyan választjuk az E(1)p , E
(2)
p , . . . , E
(t)
p ∈ F3 sorozatokat, akkor az
(E
(1)
p , E
(2)
p , E
(3)
p , . . . , E
(t)
p ) ∈ {−1,+1}tp sorozatnak mindig erős pszeudovélet-
len tulajdonságai lesznek. Tekintsük a következő egyszerű ellenpéldát:
E(1)p = Ep ((x− 1)) ∈ F3,
E(2)p = Ep
(
(x2 − a1)(x− 1)
) ∈ F3,
E(3)p = Ep
(
(x2 − a2)(x− 1)
) ∈ F3,
E(4)p = Ep
(
(x2 − a1)(x2 − a2)(x− 1)
) ∈ F3,
Ekkor E4p = (E
(1)
p , E
(2)
p , E
(3)
p , E
(4)
p ) sorozatnak a 4-edrendű korrelációja nagy.
Valóban:
C4(E4p) ≥ |V (E4p, p, (0, p, 2p, 3p))|
= 1 +
p∑
n=2
(
n− 1
p
)(
(n2 − a1)(n− 1)
p
)
(
(n2 − a2)(n− 1)
p
)(
(n2 − a1)(n2 − a2)(n− 1)
p
)
= 1 +
p∑
n=2
(
(n2 − a1)2(n2 − a2)2(n− 1)4
p
)
= p.
A következőkben elégséges feltételt adunk arra, hogy az
(E
(1)
p , E
(2)
p , E
(3)
p , . . . , E
(t)
p ) ∈ {−1,+1}tp sorozatnak erős pszeudovéletlen
tulajdonságai legyenek.
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6.2. Tétel. Legyen
f1(x) = (x
2 − a11)(x2 − a12) . . . (x2 − a1r1)(x− 1),
f2(x) = (x
2 − a21)(x2 − a22) . . . (x2 − a2r2)(x− 1),
...
ft(x) = (x
2 − at1)(x2 − at2) . . . (x2 − atrt)(x− 1), (6.1)
ahol ai1, ai2, . . . , airi különböző kvadratikus nem maradékok modulo p ha 1 ≤
i ≤ t. Tegyük fel továbbá, hogy ai1 = avs akkor és csak akkor fordulhat elő
i = v és 1 = s. Legyen
K = 2 max
1≤i≤t
ri + 1 = max
1≤i≤t
deg fi(x).
Deﬁniáljuk E
(i)
p ∈ F3-t Ep(fi)-vel úgy, hogy (2.1)-ben fi-t írunk f helyébe
1 ≤ i ≤ t esetén. Ekkor Etp = (E(1)p , E(2)p , E(3)p , . . . , E(t)p ) ∈ {−1,+1}tp
sorozatnak erős pszeudovéletlen tulajdonságai vannak:
W (Etp) ≪ tKp1/2 log p,
Cℓ(Etp) ≪ Kℓt2ℓ−1p1/2 log p.
7. A Legendre szimbólum rács
A pszeudovéletlenség többdimenziós kiterjesztése Hubert, Mauduit és
Sárközy [48] nevéhez kötődik. Ők vezették be a következő deﬁníciókat:
Jelölje InN azon n-dimenziós vektorok halmazát, amelynek koordinátái 0
és N − 1 közötti egész számok:
InN = {x = (x1, . . . , xn) : x1, . . . , xn ∈ {0, 1, . . . , N − 1}}.
Ezt a halmazt n-dimenziós N-rácsnak vagy röviden N-rácsnak nevez-
zük. Ezt a deﬁníciót általánosabb rácsokra is kiterjeszthetjük. Le-
gyen u1,u2, . . . ,un n darab lineárisan független vektor, ahol ui-nek az i-
edik koordinátája pozitív egész, a többi koordináta viszont 0, azaz ui =
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(0, . . . , 0, zi, 0, . . . , 0) alakú, ahol zi ∈ Z+ . Legyen t1, t2, . . . , tn olyan egé-
szek, ahol 0 ≤ t1, t2, . . . , tn < N . Ekkor a
BnN = {x = x1u1 + · · ·+ xnun : 0 ≤ xi |ui| ≤ ti(< N) i = 1, . . . , n esetén}
halmazt n-dimenziós N-téglarácsnak vagy röviden N-téglarácsnak nevezzük.
Hubert, Mauduit és Sárközy [48]-ban kiterjesztette a bináris sorozatok
deﬁnícióját több dimenzióra: Legyen
ex = η(x) : I
n
N → {−1,+1}
egy függvény. Az egyszerűség kedvéért, ha x = (x1, . . . , xn) és így η(x) =
η((x1, . . . , xn)), akkor a jövőben azt írjuk, hogy η(x) = η(x1, . . . , xn).
Egy ilyen függvény úgy szemléltethető, mint egy N -rács, amelyben a
rácspontokat a + és − előjelek valamelyikével helyettesítjük. Az ilyen függ-
vényeket bináris N-rácsoknak vagy rövidebben bináris rácsoknak nevezzük.
A bináris 2 vagy 3 dimenziós pszeudovéletlen rácsok használatosak digitális
képek, térképek titkosításához.
[48]-ban Hubert, Mauduit és Sárközy a következő pszeudovéletlen mérté-
keket vezette be bináris rácsok pszeudovéletlen tulajdonságainak vizsgálatá-
ra:
7.1. Deﬁníció. Legyen
η : InN → {−1,+1}
egy bináris rács. Deﬁniáljuk az ℓ-edrendű pszeudovéletlen mértékét
η-nak a következő képlettel
Qℓ(η) = max
B,d1,...,dk
∣∣∣∣∣
∑
x∈B
η(x + d1) · · ·η(x + dℓ)
∣∣∣∣∣ ,
ahol a maximumot az összes olyan különböző d1, . . . ,dℓ ∈ InN vektoron és
N -téglarács B-n vesszük, ahol B + d1, . . . , B + dℓ ⊆ InN .
Ma már jónéhány többdimenziós konstrukció ismert erős pszeudovéletlen
tulajdonságokkal rendelkező rácsokra ld. pl. [36], [44], [45] [48], [52], [54],
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[56] [58], [59]. Ebben a fejezetben egy természetes - Legendre szimbólumon
alapuló - konstrukciót ismertetek, melyet [44]-ben és [45]-ben publikáltunk.
A korábbi cikkekben megadott konstrukciók kissé mesterkéltek. Ráadásul
ezeknek a mesterkélt konstrukcióknak az implementálása meglehetősen bo-
nyolult. Így [44]-ben - Sárközy Andrással és Cameron L. Stewarttal közösen
- olyan „természetes” konstrukciót deﬁnáltunk, ahol a pszeudovéletlen mérté-
kekre adott becslések gyengébbek ugyan, mint az előbb említett cikkekben,
de még mindig erős, nem triviális becslések. Ez a következő volt: Egy dimen-
zióban a legjobb és a legtöbbet vizsgált bináris sorozat a 2.1. Konstrukcióban
deﬁniált bináris sorozat. Ennek természetes két dimenziós kiterjesztése a kö-
vetkező:
7.1. Konstrukció. Legyen p egy páratlan prím, f(x1, x2) ∈ Fp[x1, x2] pedig
kétváltozós polinom. Deﬁniáljuk η : I2p → {−1,+1} rácsot
η(x1, x2) =


(
f(x1,x2)
p
)
ha (f(x1, x2), p) = 1,
+1 ha p | f(x1, x2)
(7.1)
képlettel.
Megjegyezzük, hogy több olyan kétváltozós f(x1, x2) polinom létezik,
amelyre az η rácsnak gyenge pszeudovéletlen tulajdonságai vannak. Néz-
zünk néhány ilyen példát:
7.1. Példa. Legyen
f(x1, x2) = c (g(x1, x2))
2 ,
ahol c ∈ Fp, g(x1, x2) ∈ Fp[x1, x2]. Ekkor a (7.1)-gyel deﬁniált rács majd-
nem minden eleme
(
c
p
)
kivéve f(x1, x2) nullhelyeit. Ebből következően, ha
f(x1, x2) foka nem túl nagy, akkor Q1(η) nagy.
7.2. Példa. Legyen f(x1, x2) = g(x1), ahol g(x) ∈ Fp[x] egyváltozós poli-
nom. Ekkor
η(x1, x2)η(x1, x2 + 1) =
(
g(x1)
p
)(
g(x1)
p
)
= +1
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kivéve g(x1) gyökeire, amiből következően Q2(η) nagy.
7.3. Példa. Legyen f(x1, x2) = g(x1)h(x2) ahol g(x), h(x) ∈ Fp[x] egyválto-
zós polinomok. Kis számolás után könnyen látható, hogy Q4(η) nagy.
Az összes fenti példa speciális esete a következőnek:
7.4. Példa. Legyen r nem negatív egész és legyen αj , βj ∈ Fp j = 1, . . . , r
esetén. Legyen
f(x1, x2) =
(
r∏
j=1
fj(αjx1 + βjx2)
)
g(x1, x2)
2 (7.2)
alakú polinom, ahol fj(x) ∈ Fp[x] és g(x1, x2) ∈ Fp[x1, x2].
Az olyan f ∈ Fp[x, y] polinomokat, amelyek felírhatóak (7.2) alakban
degenerált polinomnak hívjuk, és amelyek nem írhatóak fel ilyen alakban,
azok a nem-degenerált polinomok.
Abban az esetben, amikor az f polinom nem-degenerált [44]-ben a követ-
kezőt tudtuk bizonyítani:
7.1. Tétel. Legyen f(x1, x2) ∈ Fp[x1, x2] k-adfokú polinom. Tegyük fel,
hogy f(x1, x2) nem írható fel (7.2) alakban, és a következő 5 feltétel közül
egy fennáll:
a) f(x1, x2) irreducibilis Fp[x1, x2]-ben,
b) ℓ = 2,
c) 2 primitív gyök modulo p,
d) 4k+ℓ < p,
e) ℓ és az f(x1, x2) polinom foka x1-ben (esetleg x2-ben) páratlan.
Ekkor a (7.1)-gyel deﬁniált η bináris rács esetén
Qℓ(η) ≤ 11kℓp3/2 log p.
Az első három példa azt mutatja, hogy ha f degenerált, akkor az (7.1)-
gyel deﬁniált bináris rács akár gyenge pszeudovéletlen tulajdonságokkal is
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rendelkezhet. Ezt a szituációt [44] egy folytatásában [45]-ben analizáltuk.
Bebizonyítottuk, hogy az f degenerált polinomhoz rendelt η bináris rács
pszeudovéletlen mértékeinek érteke az f polinom (7.2) alakjában szereplő r
nagyságától függ. Továbbá [45]-ben azt is igazoltuk, hogy a 7.1. Konstruk-
ció bizonyos nagyon speciális esetekben megegyezik egy - Hubert, Mauduit
és Sárközy által - [48]-ban bevezetett konstrukcióval. Így ekkor egyszerre
vannak optimális becsléseink a pszeudovéletlen mértékekre, ugyanakkor a
konstrukció rendkívül gyorsan és egyszerűen implementálható.
8. Konvex és egyenes mérték
Bináris rácsok pszeudovéletlenségének vizsgálata során - talán csak a [39],
[40], [41] sorozatban bevezetett normalitás, korreláció és szimmetria mérté-
keken kívül - leginkább a 7.1. Deﬁnícióban megadott Qℓ(η) pszeudovéletlen
mérték használatos. Azonban csak ezeket a mértékeket alkalmazva, nem
kaphatunk teljes képet a bináris rács összes pszeudovéletlen tulajdonságáról.
A Qℓ(η) deﬁníciójában a maximumot nagyon speciális alakú B halmazokon
(téglarácsokon) vesszük. Világos, hogy itt a maximumot nem vehetjük az
összes B ⊆ InN halmazon, szükség van bizonyos megkötésekre. Ugyanakkor
fontos, hogy ezek a megkötések ne legyenek nagyon speciﬁkusak. [27]-ben
olyan új pszeudovéletlen mértéket vezettem be, melyben a maximumot kon-
vex politópokon vettük, és így egy természetesen adódó új mértéket nyertünk.
8.1. Deﬁníció. Legyen η : InN → {−1,+1} bináris rács. Az η bináris rács
ℓ-edrendű konvex mértékét az
Xℓ(η)
def
= max
K,d1,...,dℓ
∣∣∣∣∣∣
∑
x∈K∩In
N
η(x + d1) . . . η(x + dℓ)
∣∣∣∣∣∣ , (8.1)
képlettel deﬁniáljuk, ahol a maximumot az összes olyan d1,d2, . . . ,dℓ ∈ InN
különböző vektoron és K ⊆ [0, N − 1]n konvex politópon vesszük, ahol K +
d1, . . . , K + dℓ ⊆ [0, N − 1]n.
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Nagyon valószínű, hogy az Xℓ(η) konvex és Qℓ(η) pszeudovéletlen mér-
tékek egymástól függetlenek, de ennek bizonyítása reménytelenül nehéznek
tűnik. Azonban [27]-ben bevezettem egy harmadik mértéket, melynek segít-
ségével mind a konvex mind a pszeudovéletlen mérték jól kezelhető. Ehhez
szükség van a következő deﬁnícióra:
8.2. Deﬁníció. L ⊆ InN szegmens ha L a következő alakba írható
L = {x = (x1, . . . , xn) : x1 = a1t+b1, . . . , xn = ant+bn, t ∈ {0, 1, . . . ,M−1}},
ahol M ≤ N , ai, bi ∈ Z (i = 1, 2, . . . , n-re) és (a1, . . . , an) 6= (0, . . . , 0).
Ezután [27]-ben deﬁniáltam az un. egyenes mértéket:
8.3. Deﬁníció. Legyen InN → {−1,+1} egy bináris rács. Az η rács ℓ-
edrendű egyenes mértékét a következő képlettel deﬁniáljuk:
Lℓ(η)
def
= max
L,d1,d2,...,dℓ
|V (η, L,D)|
= max
L,d1,d2,...,dℓ
∣∣∣∣∣
∑
x∈L
η(x + d1) . . . η(x + dℓ)
∣∣∣∣∣ ,
ahol a maximumot az összes olyan különböző d1, . . . ,dℓ ∈ InN vektoron és L
szegmensen vesszük, ahol L+ d1, . . . , L+ dℓ ⊆ InN .
[27]-ben bebizonyítottam, hogy az Xℓ(η), Qℓ(η) mértékek felülről becsülhe-
tőek Lℓ(η)-val.
8.1. Tétel. Minden η : InN → {−1,+1} bináris rácsra
Xℓ(η) ≤ Nn−1Lℓ(η).
és
Qℓ(η) ≤ Nn−1Lℓ(η).
[27]-ben egyszerűen konstruáltam olyan bináris rácsokat, amelyekre Xℓ(η)
illetve Qℓ(η) optimálisan kicsi, ugyanakkor az egyenes mérték L(η) maximá-
lis. Ezek az eredmények azt mutatják, hogy az egyenes mérték segítségével
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jól tudunk kontrollálni további pszeudovéletlen mértékeket. Így a jelenleg
ismert mértékek közül ez a „legszigorúbb”.
[27]-ben igazoltam, hogy majdnem minden η : InN → {−1,+1} bináris
rácsra Lℓ(η) értéke c1N1/2 és cℓN1/2(logN)1/2 között van. Végül megadtam
egy konstrukciót, amelyre az egyenes mérték optimálisan kicsi. A 8.1. Tétel-
ből adódóan ennek a bináris rácsnak a konvex és pszeudovéletlen mértékeire
is nem triviális felső becslés adható.
9. Rövid részsorozatok korrelációja
Néhány kriptográﬁai alkalmazásban rendkívül fontos, hogy ne csak az
egész sorozat, hanem annak rövidebb részsorozatai is erős pszeudovéletlen
tulajdonságokkal rendelkezzenek. Nyilvánvalóan
max
EN∈{−1,+1}N
|U(EN , t, a, b)| = t,
max
EN∈{−1,+1}N
|V (EN ,M,D)| = M.
Amennyiben |U(EN , t, a, b)| nagy t-hez képest vagy |V (EN ,M,D)| nagy M-
hez képest, úgy az EN sorozatnak van egy „része”, amely gyenge pszeudovélet-
len tulajdonságokkal rendelkezik. A legjobb egydimenziós konstrukciókban
|U(EN , t, a, b)| ≪ N1/2(logN)c1, |V (EN ,M,D)| ≪ N1/2(logN)cℓ
bizonyított. Ha t vagy M < N1/2 ezek a becslések triviálisak. Az alkalma-
zásokban azonban előfordulhat, hogy olyan szöveget szeretnénk titkosítani,
amelynek hossza < N1/2. Ez esetben kulcsként nem az egész pszeudovéletlen
sorozat, hanem annak csak egy rövidebb része (mondjuk N1/2 hosszúságú)
kerül tényleges felhasználásra. Ezért fontos, hogy a rövid részsorozatok psze-
udovéletlen mértékeit is kontrolláljuk. [31]-ben |V (EN ,M,D)|-re adtam nem
triviális becslést. A cikk főeredménye a következő:
9.1. Tétel. Minden N egész számra létezik egy olyan EN ∈ {−1,+1}N so-
rozat, hogy ha D = (d1, d2, . . . , dℓ) és M ≤ N1/2-re 0 ≤ d1 < d2 < · · · < dℓ <
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M + dℓ ≤ N teljesül, akkor
|V (EN ,M,D)| ≪ ℓ2N1/4 logN. (9.1)
Továbbá
Cℓ(EN) ≪ ℓ2N1/2(logN)2
és
W (EN) ≪ N3/4 logN (9.2)
is fenn áll.
(9.1)-ból következően 1 ≤M ≤ N -re
|V (EN ,M,D)| ≪ ℓ2
⌈
M
N1/2
⌉
N1/4 logN.
teljesül.
A 9.1. Tétel bizonyítása konstruktív. A bizonyításban tekintjük a p2 ele-
mű test feletti kvadratikus karaktert használó - Mauduit és Sárközy [56] által
bevezetett - η : I2p → {−1,+1} bináris rácsot, amely erős pszeudovéletlen
tulajdonságokkal rendelkezik. Ehhez a rácshoz hozzárendelünk egy p2 hosszú
sorozatot az
Ep2 = {η(0, 0), η(1, 0), . . . , η(p− 1, 0), η(0, 1), η(1, 1), . . . , η(p− 1, 1),
. . . , η(0, p− 1), η(1, p− 1), . . . , η(p− 1, p− 1)} (9.3)
képlettel. Ep2 sorozatnak az első N eleme által alkotott EN részsorozata
(p2/4 < N ≤ p2 esetén) eleget tesz a tétel feltételeinek. Ekkor |V (EN ,M,D)|
becslése Fp2-beli karakterösszegek becslésére vezetődik vissza. Ez a becslés
önmagában is érdekes:
9.1. Lemma. Legyen p páratlan prím, és jelölje γ a kvadratikus karaktert
Fp2-ben. (Megjegyezzük, ekkor Fp ⊂ Fp2.) Legyen I = [a, a+1, a+2, . . . , b] ⊆
Fp és f(x) ∈ Fp2[x] egy olyan polinom, amely nem áll elő cg(x)h2(x) alakban,
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ahol c ∈ Fp2, g(x) ∈ Fp[x] és h(x) ∈ Fp2[x]. Tegyük fel, hogy f(x)-nek m
darab különböző gyöke van Fp algebrai lezártja felett. Ekkor
a)
∣∣∣∣∣∣
∑
x∈Fp
γ(f(x))
∣∣∣∣∣∣ ≤ 2mp1/2, (9.4)
b)
∣∣∣∣∣
∑
x∈I
γ(f(x))
∣∣∣∣∣ ≤ 2mp1/2(1 + log p). (9.5)
A lemma a) része speciális esete Wan [67] nagyon általános tételének. A b)
részt Weil tételét [68] és egy a γ kvadratikus karakter és a Legendre szimbó-
lum között fennálló összefüggést alkalmazva igazoltam.
10. További eredmények
10.1. Bináris sorozatok
[24], [25]-ben és PhD disszertációmban [28] kezdtem el vizsgálni egy az in-
dexen alapuló konstrukciót és annak „gyorsított” változatát. [20]-ban a PhD
disszertáció megírása után tovább élesítettem ezeket az eredményeket. Ké-
sőbb [23] ezt a konstrukciót tovább általánosítottam. Ez utóbbi konstrukció
érdekes vonása, hogy speciális esetekben elliptikus görbéken alapuló pszeudo-
véletlen sorozatokat ad. Ilyenkor a sorozat n-edik tagja, egy elliptikus görbe
adott pontjának y koordinátájától függ.
Szintén még a PhD-m alatt oldottam meg Mauduit egy híres sejtését
miszerint ha C2(EN) nagy, akkor C3(EN) kicsi (ezt az eredményt [30]-ban
publikáltam). Az állítást valójában magasabbrendű korrelációra is igazoltam
abban az esetben, amikor a páratlanrendű korreláció rendje nagyobb mint a
párosrendűjé: azaz ha 2k + 1 > 2ℓ és C2k+1(EN) nagy, akkor C2ℓ(EN ) kicsi.
Később, 2011-ben Mauduittal közösen [35]-ben vizsgáltuk a 2k + 1 < 2ℓ
esetet. A következő általános eredményt igazoltuk: Ha C2k+1(EN) ≪ N1/2,
akkor C2k+1(EN)2ℓC2ℓ(EN )2k+1 ≫ N2k+1, ahol az alkalmazott konstansok
csak k-tól és ℓ-től függenek.
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10.2. Bináris rácsok
[43]-ban Christian Mauduittal és Sárközy Andrással közösen a bináris
sorozatok illetve a bináris rácsok pszeudovéletlensége közötti kapcsolatot
vizsgáltuk. Ugyanis minden többdimenziós rácshoz egyértelműen hozzáren-
delhető egy sorozat. Dolgozatunkban megmutattuk, hogy a többdimenziós
rács pszeudovéletlen mértékei nem becsülhetők felülről a kapcsolódó sorozat
pszeudovéletlen mértékeivel, azaz természetes módon nem vezethető vissza a
többdimenziós eset az egydimenziósra.
[36]-ban társszerzőimmel közösen három - erős pszeudovéletlen tulajdon-
ságokkal rendelkező - egydimenziós konstrukciót terjesztettünk ki a többdi-
menziós esetre. Az ily módon kapott rácsoknak becsültük a pszeudovéletlen
tulajdonságait.
[39], [40], [41] sorozatban társszerzőimmel közösen kétdimenziós bináris
rácsok esetén vizsgáltuk a kétdimenziós pszeudovéletlen mértékek tulajdon-
ságait. Így [39]-ben összehasonlítottuk a különböző rendű mértékeket, vala-
mint a normalitás mértéket a Qℓ mértékek maximumával becsültük. [40]-ben
bináris rácsok szimmetria tulajdonságait vizsgáltuk. [41]-ben bevezettük a
Cℓ mértéket a többdimenziós esetben, majd a Cℓ, Qℓ értékek minimumát
vizsgáltuk.
[37] és [38]-ban Mauduittal és Sárközyvel folytattuk a közös kutatómun-
kát. Rácsok kriptográﬁai alkalmazása során nem elég, ha a bináris rácsnak
erős pszeudovéletlen tulajdonságai vannak, hanem fontos az is, hogy a rá-
csok egy megadott nagy családjában a sorozatok „lényegesen” különbözőek
legyenek. Ezt tanulmányozza az ütközés és lavina hatás. Az egydimenziós
esetben pl. [4], [12], [49], [57], [64] és [65] cikkekben tanulmányozták ezeket
a fogalmakat. [37]-ben általánosítottuk az ütközés és lavina hatást többdi-
menzióra. [38]-ban megadtunk egy olyan konstrukciót, amelyben mind az
ütközés és lavina hatás mind a család bonyolultság optimális.
[42]-ben társszerzőimmel közösen a lineáris komplexitást terjesztettük ki
a többdimenziós esetre.
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10.3. Egyéb pszeudovéletlen objektumok
[33], [34]-ben fákon deﬁniáltunk pszeudovéletlen függvényeket, és tanul-
mányoztuk az így kapott függvények pszeudovéletlen tulajdonságait.
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