A novel technique on shape coding of an object in a binary digital image, based on the tight isothetic polygonal covers of the object in a multiresolution background, is proposed. This technique would be useful in various analyses and applications related with digital images. To demonstrate the power and usefulness of such shape codes, we have also proposed an image retrieval scheme based on shape codes. The elegance of the scheme on shape codes lies in capturing the shape of the object(s) present in an image from its gross appearance to its finer details by a set of isothetic polygons, in a hierarchical manner. The inherent tolerance present in such a cast of isothetic polygonal shape enables the shape codes of two objects resemble closely as the grid resolution becomes finer and finer, provided the objects are of similar shapes. The method is very fast because it does not involve any complex computations, and requires only integer-based comparisons and additions. Experimental results demonstrate the strength and efficiency of the proposed scheme.
Introduction
Encoding the shape information of an image is very fundamental to visualization and retrieval of digital images. An efficient encoding, both in terms of construction and storage, is of utmost importance in implementing object-based systems, especially in multimedia research. Encoded shape information plays different roles depending upon the target application, vis-a-vis localization and retrieval of a specific shape. Several algorithms have been proposed in the literature that deal with the localization and retrieval problems.
The methods, namely, context-based arithmetic encoder (CAE) [10] , runlength encoding [16] , and polygonbased encoding [14] are some of the methods that deal with the problem of localization. In CAE-based technique, adapted in MPEG-4, the binary shape information is coded utilizing the macroblock-based structure in which binary alpha data are grouped within 16 × 16 binary alpha blocks. In the runlength encoding, the vertices of a polygonal approximation of the object's shape are encoded by adapting the representation to a dynamic range of the relative locations of the object's vertices. The polygon-based encoding deals with the lossy encoding of object boundaries that are given as eight-connected chain codes. However, the shape specification for localization, e.g., shape coding based on rate-distorion [10] , is not useful for the retrieval as it has to undergo complex decoding and contour extraction process. Similarly, shape descriptors for retrieval purpose using curvature scale space descriptors [12, 13] , geometric moments [8] , etc., are not amenable to localization because the computation of these descriptors involves nonreversible transformation. The shape encoding has typically evolved around two basic concepts, one of which being bitmap based [17, 18, 19] where an object is encoded by Correspondence to: barindam@gmail.com, abiswas@cs.becs.ac.in
Recommended for acceptance by João Manuel R. S. Tavares and Renato Natal Jorge A preliminary version of this paper appeared in [4] . its support map, and the other being contour based (where the object boundary is represented efficiently), e.g., chain code [6, 9] , polygonal approximation [11, 14, 16] , high-order curve fittings viz. splines [10] , combined polygon-spline approximation [7] , approximation of polytopes [1] , etc.
In this paper, a fast and efficient shape coding technique based on tight isothetic polygon(s) describing the binary object(s) on a multigrid background, is proposed. This method differs from other polygonal approximation methods [11, 14, 15, 16] in the fact that it does not require the contour to be extracted before constructing the isothetic (axis-parallel) polygons. It merges both the requirements of localization and retrieval with proper tuning. It stores the polygons for a given image imposed on coarse to finer background grids, with remarkably high storage efficiency. On finer grids, it serves as a good encoder for visualization, as illustrated in Fig. 1 . For retrieval, at each finer level, the effective search database size gets diminished, eventually to report encouraging matching results. The rest of the paper is organized as follows. Sec. 2 explains the proposed work, which includes the construction of the isothetic polygon, the formulation of the shape code from the extracted isothetic polygons, and its usage in image retrieval. Sec. 3 presents the experimental results, and Sec. 4 makes the conclusion and a discussion about the future works related to the proposed work.
Proposed Work
A tight isothetic polygon covering a 2D object of any shape can be obtained using an earlier algorithm called TIPS [3] . It may be noted that, since the algorithm TIPS cannot find out multiple polygons (for multiple objects), it has been modified in the proposed work to obtain the complete set of isothetic polygons for multiple objects present in a binary image. Each polygon is uniquely described, starting from a suitable vertex (start vertex), and the corresponding higher level description of the polygon is coded properly to generate a shape code for the corresponding polygon. The shape code, thus obtained, would be always different for different polygons, and more importantly, the proximity between shape codes would depend on the degree of similarity between the two corresponding polygons. The shape codes of the polygons being unique, and the set of polygons being different for different images, the combined shape codes in a multiresolution environment turn out to be powerful features for the subsequent image retrieval process.
Tight Isothetic Polygons
Given a binary image I containing one or more objects (connected components * ), and a set of uniformly spaced horizontal and vertical grid lines, G = (H, V) † , the corresponding set of tight isothetic polygonal cover, * We have considered 8-connectivity in this paper.
† In this paper, we have also used G to represent the set of grid points defined by H and V; that is, the set of points (with integer coordinates) of intersection of the horizontal lines in H and the vertical lines in V is also denoted by G, the meaning of the corresponding representation being evident from the context. Isothetic polygonal cover consisting of an outer polygon, P 1 , and two hole polygons, P 2 and P 3 .
, consists of n isothetic polygons, such that the following conditions are satisfied:
where V i and V j represent the ordered set of vertices of P i and P j respectively.
(c2) P i is either an outer polygon containing one connected component C of I or a hole polygon contained in a hole of C. If P i is an outer polygon, then each point p ∈ C lies inside P i ; if P i is a hole polygon, then each point p ∈ C lies outside P i .
(c3) Each vertex of P i , i = 1, 2, . . . , n, is an element of G.
(c4) The sum of the areas of the outer polygons minus the sum of the areas of the hole polygons is minimized.
It may be noted that, property (c1) ensures that no two polygons in P(I, G) will intersect each other, although one polygon may contain another polygon, such that the latter (hole polygon) will lie completely inside the former (outer polygon), and the latter may again contain some other polygon (outer polygon), and so on. For example, in Fig. 2 , the outer polygon P 1 contains the hole polygons P 2 and P 3 , such that P 1 − (P 2 + P 3 ) is the minimum isothetic region that contains the given object. Further, the (ordered) vertices of a polygon in P(I, G) may be such that the polygon may have its one horizontal edge intersecting with its one vertical edge, which implies that the concerned polygon may possess self-intersections. It may be also noted that, if an object in I is so small compared to the grid unit that the object does not intersect any horizontal or vertical grid line, which occurs when a tiny fragment occuring in an image is not perceivable in a coarse grid, then there would be no isothetic polygon in P(I, G) that would contain the object. 
Finding Tight Isothetic Polygons
Let R be the smallest two-dimensional image plane that contains the entire set of objects, denoted by I. Henceforth in this paper, we use I to denote the binary image as well as the set of objects (connected components) present in the image, depending on the context. Let g be the underlying grid size, which is equal to the length (i.e., height or width) of each unit grid square in G, defined over R. It may be noted that the height h and width w of the plane R are chosen appropriately to suit the requirement that g divides both h − 1 and w − 1. Let α(i, j) be the point of intersection of the horizontal grid line l H : x = i and the vertical grid line l V : y = j, where, l H ∈ H and l V ∈ V. It may be observed that, since α(i, j) is a point on the grid with grid size g, g always divides i and j, i.e., i (mod g) = 0 and j (mod g) = 0. Let S LT (i, j), S RT (i, j), S LB (i, j), and S RB (i, j) represent the four unit grid sqaures surrounding the common grid node α, and lying at the top-left, right-top, left-bottom, and right-bottom w.r.t. α respectively, as shown in Fig. 3 . We define a function ϕ to construct a binary matrix M e (unit edge matrix) that stores the information regarding the intersection of each of the unit grid edges (of length g) with the object I. It may be noted that the total number of unit horizontal edges is Similarly, the total number of vertical edges is 6 × 6 = 36. Let α ′ (i, j + g) be the grid point lying immediate right of α(i, j), and e(α, α ′ ) be the unit horizontal grid edge connecting α and α ′ (Fig. 3) . Similarly, let α ′′ (i + g, j) be the grid point lying immediate below α(i, j), and e(α, α ′′ ) be the unit vertical grid edge connecting α and α ′′ . Then the function ϕ, defined as follows, indicates the entry place, i e(α,β) , j e(α,β) , in M e where the binary information about the intersection of the unit edge e(α, β) with the object I is stored:
The above function ϕ is defined in such a way that ensures adjacent entries in M e corresponding to the four edges defining a grid square. Further, this helps the evaluation of the corresponding entry of the grid square in M e , as shown in Eqn. Depending on the intersection of the edge e(α, β) with the object I, the corresponding entry M e [i e(α,β) ][j e(α,β) ] is decided as follows:
Now from the unit edge matrix, M e , we construct another binary matrix, called the unit square matrix, M s , having (h − 1)/g rows and (w − 1)/g columns, as follows.
It may be observed that, if an entry in the unit square matrix, M s , is unity, then the corresponding unit square grid in R contains some part of the object I. 
Finding the Vertices of P(I, G)
In the proposed algorithm, the candidature of α as a vertex of P(I, G) is checked by looking at the combinatorial arrangements (w.r.t. object containments) of the four unit grid squares having common vertex α (Fig. 3) . It may be noted that, each of these four unit squares has a binary entry at the corresponding locations in the unit square matrix, M s , which, in turn, is derived from Eqns. 1-3, as discussed above. These four entries together form a 2 × 2 submatrix in M s . Now, there exist 2 4 = 16 different arrangements of these 4 unit grid squares, since each square have 2 possibilities ('0'/'1'). These 16 arrangements have been further reduced to 5 cases in this algorithm, where, a particular case C q , q = 0, 1, . . . , 4, includes all the arrangements in which exactly q out of these 4 squares have object containments (i.e., contain parts of the object I), and the remaining (i.e., 4 − q) ones have not. That is, the case in which the sum of the 4 bits in the corresponding entries in M s is equal to q is represented by C q . Further, out of these 5 cases, only two cases, namely C 1 and C 3 , always represent vertices of P(I, G), and one case, namely C 2 , may conditionally give rise to a vertex of P(I, G), as discussed below.
Case C 1 :
In this case, exactly one of the four unit grid squares contains some part of the object I. W.l.g., let S LT (i, j) be the unit grid square that contains some part of I, as shown in Fig. 5 . Hence the isothetic cover, P(I, G), will have its one horizontal edge ending at α and the next vertical edge starting from α, if we consider traversal along the edges of P(I, G) in a way such that the region/object I always lies to the left of each edge while being traversed (shown by the respective arrows in Fig. 5 ). This argument holds for each of the 4 arrangements where exactly one of the corresponding four binary entries in M s is unity and the remaining three is zero. This observation leads to the fact that α is a 90 0 vertex (i.e. a vertex with 90 0 internal angle) of P(I, G), if and only if q = 1.
Case C 2 :
Here, exactly two of the four unit grid squares contain parts of I. If the two unit grid squares, having object containments, do not have any unit grid edge in common, only then α will be vertex of P(I, G). It is easy to observe that, in case C 2 , only two different arrangements are possible for which α is a vertex; these are: (i) S RT (i, j) and S LB (i, j) contain object parts, and (ii) S LT (i, j) and S RB (i, j) contain object parts. An instance of arrangement (i) is shown in Fig. 6 . It can be shown that, in each of these two arrangements, α becomes a 270 0 vertex, since P(I, G) is considered to be non-self-intersecting, as stated in condition (c1) in Sec. 2.1. It should be carefully observed in Fig. 6 that two different styles of arrow heads indicate the two possibilities of formation of edges of P(I, G), since α may be visited along either of the two possible paths during construction of P(I, G), and only the traced one is included in the final solution of P(I, G).
For all other (four) arrangements with q = 2, α is just an ordinary point lying on some edge of P(I, G).
Case C 3 : If q = 3, then out of the four unit grid squares, only one square is free, which will have 4 different arrangements.
In each of these arrangements, one of which is shown in Fig. 7 , α would be a 270 0 vertex (i.e. a vertex with 270 0 internal angle). For the two other cases, namely case C 0 and case C 4 , it can be proved that α can never be a vertex of P(I, G). Case C 0 implies that α is just an ordinary grid point that lies in R \ I, and can be shown to by lying outside P(I, G). Case C 4 indicates that α is a grid point that either lies in I, or lies in a hole of I and is surrounded by parts of I in all four unit grid squares with common vertex α, whence α can be shown to be a grid point lying inside P(I, G).
Storing the vertices of P(I, G)
It is easy to see that there are two types of vertices of the isothetic polygon, P(I, G): 90 0 vertex (obtained from case C 1 ), and 270 0 vertex (obtained from case C 2 and case C 3 ), whose nature are discussed in Sec. 2.2.1. During the process of extraction of these vertices, each of them is dynamically inserted simultaneously in two temporary link lists, L x and L y , such that L x always remains lexicographically sorted in an increasing order w.r.t. x (primary key) and y (secondary key), and L y always lexicographically sorted in an increasing order w.r.t. y (primary key) and x (secondary key). In addition to the grid coordinates of these vertices, one bit (type-bit) is stored for each vertex v in L x and in L y to denote its type ('0' denotes a 90 0 vertex and '1' denotes a 270 0 vertex). Furthermore, when the first 90 0 vertex (v (0) 1 ) is detected, the way in which its two edges should be traversed, such that the object I lies left during traversal, is decided and stored accordingly. After extraction of all the vertices, the link lists L x and L y are processed, starting from any one of the 90 0 vertices, in order to construct the isothetic polygonal cover, P(I, G), as discussed in Sec. 2.2.3.
Construction of P(I, G)
The construction of the isothetic polygonal cover, P(I, G), starts from v (0) 1 , which is the start vertex, as discussed in Sec. 2.2.2. It may be noted that, considering any 270 0 vertex as a start vertex is risky, since that vertex may be derived as a result of case C 2 , which has a dubious nature, as discussed in Sec. 2.2.1 and illustrated in Fig. 6 . Further, if, for example, the isothetic cover is merely a rectangle, then there exist 90 0 vertices and there does not exist any 270 0 vertex. Hence a vertex with internal angle 90 0 should always be considered as a start vertex. Now, if the outgoing edge from v
1 is vertical and directed upwards top (as shown in Fig. 5 , then the preceding vertex in the list L x is the next vertex, v next , of P(I, G), since the points in L x are ordered w.r.t. x. Similarly, if the outgoing edge from v (0) 1 is vertical and directed downwards, then the succeeding vertex in the list L x becomes the next vertex, v next , of P(I, G). For the other two possible arrangements, the decisions are similarly taken, and v next is obtained using L y . Once v next is found, then depending on the type-bit ('0' or '1') of v next , the outgoing edge from v next is decisively selected using the rule that I always lies left during traversal, and the process continues until the start vertex v as the last edge of P(I, G)). In this manner, the isothetic polygonal covers for all the connected components of I can be constructed.
Shape Code
Let V ri be the ordered set of vertices for the ith polygon P ri in P(I r , G) = {P ri } nr i=1 corresponding to the rth digital image I r in a binary image database D = {I r } N r=1 containing N images. Now, in V ri = v ri . Further, in the set V ri , there will be always at least one 90 0 vertex that will have object containment in its bottom-right unit-gridquadrant and the other three quadrants free. One such vertex is selected as the "start vertex" to generate the shape code of P ri . W.l.o.g., let v (1) ri be the start vertex in V ri . It may observed that, any two consecutive vertices in V ri would form either a horizontal edge or a vertical edge of
ri ]) be the coordinates of the jth vertex in V ri , then the distance (edge length) between two consecutive vertices v
] , whichever is non-zero. Now, in the counter-clockwise enumeration of the vertices of P ri , starting from the start vertex v (1) ri , the length of each edge and the type of the destination vertex of the edge are stored in eight-bit (one byte) representation, where the two most significant bits are reserved for the two types of vertices (90 0 and 270 0 ) and a false vertex (180 0 ) which acts as a continuity flag for a long edge whose length has to be represented in more than 6 bits. In general, if e(v , and
)| > 2 6 − 1 = 63 grid units, then the problem of bit overflow is resolved by making the two most significant bits to be "10" (indicating 180 0 ) and the overflowing bits are put to the next byte until the entire length of the edge is stored in the corresponding bit representation.
As an example, if |e(v ) needs 16 bits; and the 16-bit code for this edge would be "11000010 10111000".
The shape code for the polygon P ri , having the ordered set of vertices
, therefore, can be obtained as follows:
ri denotes the two (most significant) bits representing the vertex type of the second vertex v
ri )| the length of the edge from the first vertex to the second vertex; and so on.
Multigrid Shape Code
The shape code of a tight isothetic polygon for an object (connected component) in a given uniform (square) grid G = (H, V) depends not only on the shape of the object but also on the spacing of the grid lines. Higher the separation between the grid lines, lower will be the complexity (number of vertices) of the tight isothetic polygon (and its shape code, there of) containing the object, and also lower will be the visual perception about the underlying object from its isothetic polygon. On the contrary, as the grid lines become denser, the corresponding isothetic polygon becomes more meaningful and expressive, thereby facilitating the process of recognizing the underlying object.
In order to achieve a fast preliminary result on resemblance of object shapes, therefore, sparsely separated grid lines with large unit grid squares are used to generate the shape codes of objects. Shape codes for denser (a) g = 16.
(
Figure 8: A sample logo image and its tight isothetic polygonal covers representing the corresponding MUSC. Each byte (8 bits) has been shown in parentheses for clarity, and the coordinates of start vertex of each polygon have been underlined. The +x-axis is considered from left to right, and the +y-axis from top to bottom.
grid lines with smaller unit grid squares, on the other hand, are required for finer and accurate checking between objects with similar shapes as certified from grid boxes with higher sizes. Hence shape codes of the tight isothetic polygons are generated for an image for different grid sizes. Isothetic polygons, as interpreted and realized from their shape codes, have been shown for a sample logo image in Fig. 8 for illustration. It may be observed in Fig. 8 how the underlying objects become more and more revealing as the grid size (separation of grid lines) goes on decreasing from 16 in Fig. 8 (a) to 4 in Fig. 8(c) . Now, The Multigrid Shape Code (MUSC) for the image I r is given by the concatenated ordered sequence of the shape codes (SC) of the objects (connected components) in the image, where a byte with zero value (i.e., each of its eight bits is 0) marks the end of the shape code of a single polygon, and two successive zero-valued bytes indicate the end of the shape codes of all the polygons for a particular grid configuration. Hence, MUSC for the image I r is given by:
where, α numbers of different grid separations, ranging from g 1 to g α , have been used to generate the above MUSC. The shape code SC(I r , g) of the image I r for a grid size g, g 1 ≤ g ≤ g α , which has been used in the above equation to obtain M uSC(I r ), is as follows:
It may be noted that, since images in a database D may have nonuniform sizes, all images in D are normalized to the size of µ × µ before finding their MUSCs. In our experiments, we have considered µ = 256 pixels.
Image Retrieval using MUSC
Let Q be the query image. At first the multigrid shape code M uSC(Q) of Q (for grid sizes g from g 1 to g α ) is obtained as shown in Eqn. 5. It may be noted that, for any image I, M uSC(I) represents the highest level description of all the tight isothetic polygons corresponding to the object(s) present in the image I for increasing grid resolution from g 1 to g α . Hence, we resort to the next (lower) level description of each isothetic polygon in the process of retrieval as follows.
For each database image I r , an ordered list, namely L(I r , g 1 ), containing (pointers to) the vertical edges of all its isothetic polygons corresponding to the grid size g 1 , is prepared using SC(P r , g 1 ) (whose form being in accordance with Eqn. 4). It may be noted that SC(P r , g 1 ), in turn, is extracted from its multigrid shape code, M uSC(I r ) (given in Eqn. 5). The list L(I r , g 1 ) contains H 1 = µ/g 1 pointers corresponding to h = 1 to h = H 1 , since µ is the height of the normalized image. The salient points about the structure of L(I r , g 1 ) are as follows:
-the pointer L(I r , g 1 )[h] points to a linked list containing those edges of SC(P r , g 1 ), each of whose upper vertex has y-coordinate = h. A similar list, L(Q, g 1 ), is also prepared for the query image Q to find out the similarity between the isothetic polygon(s) of Q and those of I r for grid size g 1 . In order to do this, we construct a binary matrix M (I r , g 1 ), having size H 1 × H 1 , considering g = g 1 and H = H 1 in Eqn. 7. A similar matrix, namely M (Q, g 1 ), is also being constructed for Q using Eqn. 7, and these two matrices, M (I r , g 1 ) and M (Q, g 1 ), are used to find the Hamming distance L (M (I r , g 1 ), M (Q, g 1 )) between the isothetic polygons of database image I r and those of the query image Q corresponding to grid size g 1 , considering g = g 1 and H = H 1 in Eqn. 8.
It is evident from Eqn. 7 and Eqn. 8, if the Hamming distance L (M (I r , g 1 ), M (Q, g 1 )) is small, then the image I r is a probable candidate for a successful retrieval corresponding to the query image Q. Hence the images with lower values of Hamming distance are considered one by one for next grid size g 2 .
It may be noted here that the construction of isothetic polygons and the derivation of the shape codes from them and their usage in image retrieval do not involve any floating point computation (only comparisons and additions), thereby making the process very fast.
Results and Discussions
We have used two sets of binary images for our experiments: (i) database D1 of 1034 logo images, received on request, from Prof. Anil K. Jain and Aditya Vailya of Michigan State Univ., USA, and (ii) database D2 of 110 logo images collected from the Internet.
The proposed method is implemented in C on a Sun Ultra 5 10, Sparc, 233 M Hz, the OS being the SunOS Release 5.7 Generic. The results of the experiments done on the above two sets of image database are shown in (a) g = 1.
Figure 10: Shape codes extracted at low grid sizes (i.e., 1 and 2) aid in object visualization.
as well as in percentage) required for the shape codes for different grid sizes. It also shows the average CPU time (per image) required to construct the shape code. The storage requirement is remarkably lower for coarse grids compared to finer grids, as in a finer grid the shape is captured in detail. The shape codes for grid sizes 16, 8, and 4 are sufficient to produce good retrieval results and the total storage required is approximately 15 percent. On the other hand, for better visualization, the shape codes of grid size 2 or 1, depending upon the quality requirement, will be sufficient, consuming only 8 or 16 percent of storage. It may also be noted that the CPU time requirement decreases appreciably with the increasing grid size, which demonstrates the speed and efficiency of the proposed technique. In Fig. 9 , the retrieved images on the basis of shape codes for different grid sizes are shown. It may be noticed that the ranking of the retrieved images gets refined with the denser grid. For object visualization, shape code of grid size 4 gives a fairly good idea about the object. However, for better quality visualization, the shape code of grid size 2 or 1 may be required, as shown in Fig. 10 .
Conclusion and Future works
This work introduces a novel technique for determining the multiresolution shape codes of a binary image using the classical properties of isothetic polygons. An efficient retrieval scheme is designed and implemented to demonstrate the power and versatility of such shape codes, irrespective of database size and diversity. The hierarchical definition of shape codes defined over grid configuration of increasing resolution has an inherent property of capturing the topological features of an image in near-optimal number of iterations, which shows the elegance and strength of the algorithm. The proposed method produces a very effective indexing scheme for binary logo image databases, as observed in our experiments on two different databases, and in particular, for object type of images. It may not however produce good results for other databases like human face, natural scenes, etc. For gray scale images, proper adaptation of this technique, such as Euler Vector [2] , may yield desired results, but this area needs further investigation. Experimentation on storing the shape codes for minimization of bits is another area which is presently under research and would be reported in some future publication. Other efficient algorithms for identifying isothetic polygonal covers are also being studied recently [5] .
