We study a propositional bimodal logic consisting of two S4 modalities and a , together with the interaction axiom scheme 3 a ϕ → 3 a ϕ. In the intended semantics, the plain is given the McKinsey-Tarski interpretation as the interior operator of a topology, while the labelled a is given the standard Kripke semantics with respect to a reflexive and transitive binary relation Ra. The interaction axiom expresses the property that the Ra relation is lower semi-continuous with respect to the topology. The class of topological Kripke frames axiomatised by the logic includes frames over Euclidean space where the relation Ra is the flow relation of a differential equation. The logic and its tableau calculus provides a basic propositional modal framework essential for reasoning about continuous and hybrid dynamical systems.
Introduction
This paper is a study of a propositional bimodal logic consisting of two S4 modalities and a , together with an elementary cross or mix axiom scheme 3 a lsc : 3 a ϕ → 3 a ϕ where 3 a ϕ def = ¬ a ¬ϕ. In the intended semantics, the plain S4 box is given the McKinsey-Tarski interpretation as the interior operator in an arbitrary topological space (S, T ) [16, 17, 18] , so ϕ denotes the largest open set in T contained in ϕ, and dually, 3 is the topological closure operator. The labelled S4 modalities a and 3 a are given the standard relational Kripke semantics, with the S4 axioms corresponding to reflexive and transitive relations, or preorders, R a ⊆ S × S; a PDL-like polymodal extension would add labelled modalities for each letter a ∈ Σ in an alphabet Σ of actions, perhaps subject to different axioms. In the basic bimodal setting, the semantics are over topological Kripke frames F = (S, T , R a ). The 3 a lsc axiom scheme is equivalent to the semantic assertion that 3 a applied to an open set is always an open set. From the general topology of relations/set-valued maps [1, 3, 15] , there are two quite distinct topological notions of continuity. An arbitrary relation R a ⊆ S × S is said to be lower semi-continuous (l.s.c. ) with respect to T exactly when it validates the 3 a lsc axiom scheme, and is called upper semi-continuous (u.s.c.) with respect to T exactly when it validates the scheme a usc : a ϕ → a ϕ which says the semantic operator a applied to an open set is an open set. In the special case where R a is a total single-valued map, both notions of semi-continuity reduce to the standard topological notion of continuity for functions. Consistent with that notion, an arbitrary relation R a ⊆ S × S is called continuous if it is both l.s.c. and u.s.c.
The focus of investigation in this paper is a logic we call LSC which is axiomatized by S4 + a S4 + 3 a lsc.
The Hilbert-style axiomatization is proved sound and complete with respect to the class LSC of topological Kripke frames F = (S, T , R a ) for R a a preorder that is l.s.c. with respect to T , an arbitrary topology. For completeness, the standard canonical Kripke model construction extends to this bimodal configuration, resulting in a canonical frame F LSC whose topology T is determined by a preorder ⊆ S × S; topologies of this class are variously known as Alexandroff, Kripke or cone topologies, and are in one-one correspondence with preorders. In this subclass of bi-relational frames (S, , R a ), the l.s.c. property translates as the diamond property 1 :
s 0 s 1 and s 0 R a s 2 ⇒ (∃s 3 ∈ S)[ s 1 R a s 3 and s 2 s 3 ]
We develop a tableau calculus for the logic, producing a tableau rule encoding the l.s.c. axiom which uses analytic cuts on a restricted class of analytic super-formulae. The tableau calculus is proved sound and complete with respect to LSC, and is translated into an equivalent Gentzen system. The constructive tableau completeness proof yields a decision procedure for LSC-validity, which can then be extended to handle global logical consequence, Γ LSC ϕ, for finite theories Γ. This proof-theoretic study builds on previous work by Goré [10, 11] : monomodal S4.2 is the special case where a is identical to , so the 3 a lsc axiom scheme reduces to the weak directedness scheme 2 : 3 ϕ → 3ϕ.
So why do we take the relational modality a as S4, rather than just K, and why only examine the l.s.c. continuity axiom? This particular bimodal combination is specifically motivated by the application domain of hybrid dynamical systems. Hybrid systems are dynamical systems characterized by interacting discrete and continuous dynamics, and are the subject of a rapidly growing research field at the interface of computer science, control engineering and applied mathematics; engineering applications include air-traffic control, robotics and automated manufacturing [19, 2] . Formal reasoning about discrete dynamics is well-studied in the analysis and verification of computer hardware and software using temporal and modal logics; the challenge in the hybrid setting is to also incorporate continuous dynamics into a common logical framework. As in [8] , the key and elementary move is to consider relations R a ⊆ S × S as a generic way of representing continuous as well as discrete dynamics.
Consider a state space S ⊆ R n equipped with the standard Euclidean metric topology T E , and consider a differential equation d dt x(t) = F (x(t)) on S. Assuming standard conditions on the vector field F : S → R n such as Lipschitz continuity, there is a unique solution γ x : T → S from each initial condition x = γ x (0) ∈ S, for some time interval T ⊆ R including 0. Assume further that the solutions can be extended to the non-negative time axis R + = [0, ∞), so they can be aggregated as the semi-flow φ : S × R + → S of F , which is a continuous function on S × R + satisfying the flow laws: φ(x, 0) = x and φ(x, t + s) = φ(φ(x, t), s) and , t) ). The positive orbit relation or flow relation f ⊆ S × S of F is then given simply by:
In words, x ′ is an f -successor of x iff there is a solution curve of the differential equation leading from x to x ′ . The resulting frame F = (S, T E , f ) can then be shown to lie in LSC. The reflexivity and transitivity of f is immediate from the flow laws 2 . To see that the positive orbit relation of a differential equation is always lower semi-continuous, one can use an alternative formulation of the l.s.c. property for relations on metric spaces: R ⊆ S × S is l.s.c. iff for all x ∈ dom(R), if (x n ) n∈ω is any sequence converging to x and x R y, then there exists a sequence (y n ) n∈ω converging to y with x n R y n for all n ∈ ω [3] . The proof uses the fact that, being a continuous single-valued function of two arguments, the semi-flow φ respects converging sequences. This stands in contrast with the upper semi-continuity property: it is relatively easy to come up with differential equations whose positive orbit relations are not u.s.c. As a concrete example, consider the piecewise-linear differential equation over S = R given by The Kripke models of hybrid systems typically have a state space of the form S = Q × X where Q is a finite set and X ⊆ R n . Such systems may either flow according to the differential equation associated with a discrete state q ∈ Q, or they may switch discrete states with an accompanying reset of the real-valued variables (possibly the identity map). Hybrid trajectories are then formed by the alternating composition of flow and reset relations, and a rich array of properties of hybrid trajectories can be encoded as formulae of PDL, the propositional µ-calculus Lµ, and topological extensions [8] .
While topological semantics for S4-like modalities have been used in a number of recent studies of bimodal logics, our work is the first to directly address continuity properties of relations in a bimodal framework. Earlier work by Davoren [5] , and independent work by Kremer and Mints [14] , uses the topological semantics for S4 together with the scheme a F : 3 a ϕ ↔ a ϕ, which characterizes R a = g as a total function g : S → S. The resulting bimodal logic is adequate to formalize the continuity of functions, via the equivalent schemes 3 a lsc or a usc, plus other topological properties such as being an open map or being a homeomorphism. The thesis [5] studies polymodal logics built on S4 + PDL, with the atomic actions a interpreted by continuous total functions. On top of S4 + a F, Kremer and Mints include an additional S4 box modality they denote by * which is relationally interpreted by the reflexive-transitive closure or Kleene-star g * = {(x, g k (x)) ∈ S × S | k ∈ N} of a function g. In general topology, this is the discrete positive orbit relation of the function g [1] , and using the sequence-convergence characterization of l.s.c. for metric spaces, it can also be shown that if g is continuous then g * is l.s.c. As noted in the unpublished manuscript following [14] , it is easy to find continuous functions whose discrete orbit relations violate the * usc scheme. Thus the two semi-continuity properties part company: while the l.s.c. property is inherited under each of the regular expression operations of relational composition, finite unions and Kleene-star (shown in [8] ), the same is not true for the u.s.c. property.
The recent work of Dabrowski, Moss and Parikh in [4] , and Heinemann [12, 13] , examines bimodal logics capable of expressing elementary reasoning about points and sets in general topology, motivated by applications to reasoning about knowledge in multi-agent systems. In that work, the semantics are given over subset frames (S, O) where O is an arbitrary family of non-empty subsets of S, so for a topology T on S, the family O = T − {∅} gives a special case. The logics in [4, 13] are built on the bimodal base S4 + KS5, where the two box modalities and K are interpreted by different aspects of the relationship between points s ∈ S and sets U ∈ O, and are further connected by a K usc axiom scheme. When O comes from a topology, the topological interior operator is recovered by their compound modality 3K. The papers [4, 13] also extend the canonical Kripke model construction to their bimodal setting, with the two modalities realized by a preorder and an equivalence relation respectively; [12] weakens the S4 box to that from a partial function, to give a "next-time" operator.
These other recent studies of bimodal logics do not develop their proof theory beyond a Hilbert-style axiomatization. In the present work, we develop tableau and Gentzen systems as a foundation for automated reasoning. In applications to hybrid systems, automated deduction in propositional polymodal logics can be used in conjunction with model-checking over first-order definable models in the process of designing and synthesizing controllers for a hybrid system; several prototype synthesis constructions are developed in [7, 8] .
The body of the paper is organized as follows. In Section 2, we set out the syntax and semantics for the logic, and establish the modal characterization of the semi-continuity properties. In Section 3, we give the Hilbert-style axiomatization for the logic LSC, and prove the soundness and completeness of the axiomatization. Section 4 introduces our tableau calculus for the logic, with a discussion of how the l.s.c. axiom scheme is coded up as a rule. Sections 5 and 6 cover the soundness and completeness, respectively, of the tableau calculus, while Section 7 gives an equivalent Gentzen system. The concluding Section 9 discusses further work.
Syntax and semantics
Definition 2.1 Let AP = {p 0 , p 1 , ..., q 0 , q 1 , ...} be a fixed countable set of atomic propositions. The set L( , a ) of bimodal formulae is recursively generated by the grammar:
The other Boolean connectives, logical constants, and dual modalities are definable in the standard way:
, the (finite) set Sf (ϕ) of subformulae of ϕ is defined in the usual way. Definition 2.2 A topological Kripke frame, or simply frame, for the language L( , a ), is a structure F = (S, T , R a ) where S = ∅ is the state space, T ⊆ P(S) is a topology on S (so S, ∅ ∈ T and T is closed under finite intersections and arbitrary unions), and R a ⊆ S × S is a binary relation on S.
A valuation in F is any function ξ : AP → P(S) assigning a set of states ξ(p) ⊆ S to each atomic p ∈ AP, and a model over F is a pair M = (F, ξ). For each model M over F, the denotation set JϕK M of a formula ϕ ∈ L( , a ) is defined by:
where for relations R ⊆ S × S, the universal pre-image operator (or ) Pre ∀ [R] : P(S) → P(S) is defined by:
For formulae ϕ ∈ L( , a ), we say:
The universal pre-image operator is the translation of the standard Kripke semantics into operator form, and is a special case of Jónsson and Tarski's operators on a Boolean algebra. The universal pre-image is Dijkstra's weakest liberal precondition operator, and in set-valued analysis, it is known as the core operator [3] . The semantical 3 a operator is the dual existential pre-image operator:
On notation, we use letters s, u, v, w, with or without subscripts or superscripts, for states/worlds in a frame, and we write s ϕ and JϕK without the M when the model is clear.
, and a class of frames K for L( , a ):
• ϕ is a K global logical consequence of Γ, written
• relationally preordered if the relation R a ⊆ S × S is reflexive and transitive (a preorder).
• lower semi-continuous if R a is l.s.c. in T ; i.e., for all sets
• upper semi-continuous if R a is u.s.c. in T ; i.e., for all sets
Let TK denote the universal class of all topological Kripke frames, and let LSC denote the class of all relationally preordered, lower semi-continuous frames.
We now give the simple modal characterization of the semi-continuity properties.
Proposition 2.5 For all frames F ∈ TK, the following are equivalent:
Proof. Conditions (i), (ii) and (iii) are respectively equivalent to the set inclusions and equalities:
so (iii) * holds. From int T (A) ⊆ A together with the inclusion-monotonicity of both operators,
There are four bi-dual versions of the "3-to-2" box-diamond modal equivalences for the l.s.c. property:
Note that, while the upper two equivalences only require a be K, the lower two pair of equivalences require a be S4, so semantically, Proposition 2.6 For frames F ∈ TK, the following are equivalent:
(iii) the relation R a is u.s.c. with respect to T .
In the remainder of this section, we briefly discuss how the relational Kripke semantics for S4 are a special case of the McKinsey-Tarski topological semantics; more details are given in [5, 6] . Given a preorder on S, the Alexandroff topology T on S determined by is defined by taking U ∈ T iff U is up-closed with respect to , in the sense that if x ∈ U and x y then y ∈ U . Taking duals under complement, the closed sets under the topology T are exactly the down-closed sets with respect to , in the sense that if y ∈ C and x y then x ∈ C (and -clusters are clopen). It is readily verified that the topology T is closed under arbitrary intersections as well as unions, and for all sets A ⊆ S,
More generally, a topology T on S is called Alexandroff if it has the property that for every point x ∈ S, there is a smallest open set containing x. In particular, every finite topology on a (arbitrary) set S is Alexandroff. For a preorder on S, the topology T is of course Alexandroff. Going the other way, any topology T on S determines a relation T on S, called the specialization preorder of T , given by:
Alexandroff topologies are those that can be completely recovered from their specialization preorder: for any preorder on S, T = , and if T is Alexandroff, then T T = T . Note that the closure under intersections entails that Alexandroff topologies are pathological from the viewpoint of general topology: the only Alexandroff topology that is Hausdorff is the discrete topology.
Axiomatization
As a Hilbert-style proof system for the logic LSC, we take the axiom schemes:
tautologies of classical propositional logic
ϕ → ϕ a 4 : a ϕ → a a ϕ 3 a lsc : 3 a ϕ → 3 a ϕ and the inference rules, in addition to modus ponens, are:
We write ⊢ H LSC ϕ, or say ϕ is LSC provable, if the formula ϕ ∈ L( , a ) has an LSC Hilbert-style derivation. The S4 axiom schemes and the -monotonicity rule are presented so as to correspond precisely to Kuratowski's axiomatization of the topological interior operator [15, 16, 17, 18] . Note that the usual box-necessitation rules can be derived from the monotonicity rules using the box-Ktt axioms. Likewise, the a S4 axiom schemes and the a -monotonicity rule capture the properties of the Pre ∀ [R a ] operator for preordered relations R a . The verification that F 3 a ϕ → 3 a ϕ for all frames F ∈ LSC is given in Proposition 2.5. We have thus established:
For completeness of the axiomatization, the standard canonical model construction is available. Proof. Define an Alexandroff frame F LSC = (S, T , R a ) where:
and define the canonical valuation ξ 0 : AP → P(S) as usual by ξ 0 (p) := {s ∈ S | p ∈ s}. Let M LSC = (F LSC , ξ 0 ) denote the canonical model. By the standard arguments, the axiom schemes for S4 and a S4 entail that the relations and R a are both preorders. To establish that F LSC is l.s.c. with respect to T , and so F LSC ∈ LSC, we need to verify the bi-relational l. 
If c is non-empty and LSC-consistent, then there exists a maximal LSC-consistent set s 3 ⊇ c, and by construction, s 1 R a s 3 and s 2 s 3 .
The non-emptiness of c is immediate, since a tt ∈ s and tt ∈ s for all s. To prove that c is LSC-consistent, suppose, for a contradiction, that it is not. Then there is a finite subset c 0 = {ϕ 1 , ..., ϕ n , ψ 1 , ..., ψ m } of c, such that ⊢
where each a ϕ i ∈ s 1 and each ψ j ∈ s 2 . Let ϕ = ϕ 1 ∧ · · · ∧ ϕ n and likewise ψ = ψ 1 ∧ · · · ∧ ψ m , so ⊢ H LSC ψ → ¬ϕ. Since maximal consistent sets s are closed under conjunction, and boxes distribute over conjunction, we have a ϕ ∈ s 1 and ψ ∈ s 2 . Now ψ ∈ s 2 and s 0 R a s 2 imply 3 a ψ ∈ s 0 , so by the 3 a lsc axiom 3 a ψ → 3 a ψ, we then have 3 a ψ ∈ s 0 . By the monotonicity of both diamonds and boxes, ⊢ H LSC 3 a ψ → 3 a ¬ϕ, hence 3 a ¬ϕ ∈ s 0 . Then since s 0 s 1 , we have 3 a ¬ϕ ∈ s 1 , and hence ¬ a ϕ ∈ s 1 . But this contradicts a ϕ ∈ s 1 , so c must be LSC-consistent.
The usual induction on formulae establishes the "Truth Lemma": s ∈ JϕK MLSC iff ϕ ∈ s for all maximal LSC-consistent sets s ⊆ L( , a ) and all formulae ϕ ∈ L( , a ). It follows that Canonical model and filtration arguments are, of course, non-constructive. In the remainder of the paper, we develop a tableau proof calculus for the logic, and give a constructive completeness proof.
Tableau Calculus for LSC
Our tableau calculus τ -LSC for LSC is based upon the tableau calculus for the logic S4.2 from [10] . The logic S4.2 is the monomodal logic obtained from LSC if R a = = R.
The rules for the tableau calculus are given in Figure 1 where X, Y ⊆ L( , a ) are finite sets of formulae and X; ϕ means X ∪ {ϕ}: see [11] for an introduction to modal tableau calculi. A τ -LSC-tableau for a finite set of formulae X is an upside down tree with root X, such that each node in the tree is obtained from its parent node by an application of a rule of τ -LSC. A tableau branch is closed if the final rule application on this branch is (⊥), otherwise the branch is open. A tableau is open if some branch is open, otherwise it is closed. If there is a closed τ -LSC-tableau for the finite set X ∪ {¬ϕ}, we write X ⊢ τ LSC ϕ. In particular, when X is empty we write ⊢ τ LSC ϕ.
In keeping with the terminology used in [11] , all rules are static except the (K4¬ ) and (K4¬ a ) rules; these two rules are transitional since they correspond to the creation of successor worlds. Note that the (LSC) rules actually create a new bigger formula from a smaller formula. To keep this process from repeating itself ad infinitum, the new formula is marked with a ⋆ and the (LSC) rules are not applicable to such starred formulae. All other rules must treat starred formulae as if they were unstarred. Also, if the formula to be added by an (LSC) rule is already present without a star, then that rule is not applied.
Soundness of τ -LSC
As usual, each tableau rule can be read downwards as: if the set of formulae above the horizontal line is LSCsatisfiable, then so is at least one of the sets below the horizontal line.
Proof. All the rules except for the (LSC) rules are standard rules for S4 connectives so we concentrate only on the (LSC) rules. The premiss of the rule (LSC¬ ) is that the set X; ¬ ϕ is satisfiable. Thus there is a model M containing a world w 0 such that w 0 X and w 0 ¬ ϕ. Hence there exists w 1 with w 0 w 1 and w 1 ¬ϕ.
If w 0 a ¬ ϕ then we are done since the right child of (LSC¬ ) is satisfiable at w 0 . So suppose that
Hence there a exists w 2 with w 0 R a w 2 with w 2 ϕ.
Consider any w 3 such that w 0 w 3 : there is at least one such world, since w 1 suffices. By the l.s.c. bi-relational diamond property, there exists some w 4 such that w 2 w 4 and w 3 R a w 4 . Transitivity of gives w 4 ϕ. Since w 3 R a w 4 , we have w 3 3 a ϕ. Since w 3 was arbitrary, we have w 0 3 a ϕ, which means that w 0 satisfies the left child of (LSC¬ ). The soundness of (LSC¬ a ) is proved analogously. Note that the two branches of (LSC¬ ) are mutually exclusive since the right child contains a ¬ ϕ, and an application of (KT ) to the left child immediately brings (¬ a ¬ ϕ) ⋆ into the left child. If this formula were not starred then the (LSC¬ a ) rule would be applicable to it, sending the system into an infinite loop. Thus (LSC¬ ) encodes a cut on the larger formula a ¬ ϕ, for some subformula ¬ ϕ. The fact that the left child contains (¬ a ¬ ϕ)
⋆ rather than just (¬ a ¬ ϕ)
⋆ encodes the axiom 3 a ϕ ↔ 3 a ϕ, but does not lead to an infinite loop since no rule creates bigger formulae from -formulae. The (LSC¬ a ) rule encodes an analogous cut rule and axiom. This "analytic super-formula property" is the key to termination of proof search [11] .
Completeness of τ -LSC
We assume familiarity with the standard method for proving the completeness of a tableau calculus [11] . Given a finite set of formulae X ⊆ L( , a ), define:
= N egBoxN egBoxN egSf X A set of formulae X is τ -LSC-consistent if no τ -LSC-tableau for X is closed. A set of formulae X is τ -LSCsaturated if X is closed with respect to the static rules of τ -LSC.
Lemma 6.1 Given a finite set of formulae X ⊆ L( , a ), there is an effective procedure to construct some finite τ -LSC-saturated and τ -LSC-consistent set X s such that X ⊆ X s ⊆ X s τ -LSC [11] .
A model graph for some finite set of formulae X 0 is a finite LSC-frame F 0 = (S 0 , , R a ) such that each w ∈ S 0 is a τ -LSC-saturated set with w ⊆ X s τ -LSC and for each w ∈ S 0 :
1. X ⊆ w 0 for some w 0 ∈ S 0 2. (a) If ¬ ϕ ∈ w then there exists some w 1 ∈ S 0 with w w 1 and ¬ϕ ∈ w 1 (b) If ¬ a ϕ ∈ w then there exists some w 1 ∈ S 0 with wR a w 1 and ¬ϕ ∈ w 1 3. (a) If w w 1 and ϕ ∈ w then ϕ ∈ w 1 (b) If wR a w 1 and a ϕ ∈ w then ϕ ∈ w 1 Lemma 6.2 If (S 0 , , R a ) is a model graph for X 0 then there exists an LSC-model for X 0 [11] .
A set of formulae X is subformula-complete if ϕ ∈ Sf X implies ϕ ∈ X or ¬ϕ ∈ X.
Lemma 6.3 Every τ -LSC-saturated set is subformula-complete (because of the analytic cut rules).
is finite and τ -LSC-consistent, then there is a finite LSC-model for X 0 .
Proof. Assume there is no closed τ -LSC-tableau for a given finite set of formulae X 0 . We now systematically construct a finite, rooted, LSC-model containing a world w 0 such that w 0 X 0 . We first extend X 0 to a finite τ -LSC-saturated set w 0 according to Lemma 6.1. Any formula of the form ¬ ϕ ∈ w 0 or ¬ a ϕ ∈ w 0 is called an eventuality since it entails that there must exist an -successor or an R a -successor for w 0 respectively.
The strategy is to first use the standard finite counter-model construction for S4 [11] , and then allow for the fact that we have a bimodal logic. This gives rise to a finite and cyclic structure which is reflexive and transitive in both relations, but which may not satisfy l.s.c. We then make a second pass of this structure, ensuring that l.s.c. holds.
The set w 0 contains four types of eventualities:
If no eventualities appear in w 0 then we are done since S 0 = {w 0 } satisfies all the formulae contained in it under the valuation ξ 0 (p) := {w ∈ S 0 | p ∈ w}.
Otherwise, the rule (LSC¬ ) can be applied to all eventualities in E ∪ E ⋆ giving a set of potentialsuccessors for w 0 . Similarly the rule (LSC¬ a ) can be applied to all eventualities in E a ∪ E a ⋆ giving a set of potential R a -successors for w 0 .
None of these rule applications could have given a closed LSC-tableau, so each potential successor must be τ -LSC-consistent. Extend these potential successors to τ -LSC-saturated sets of formulae and install these τ -LSCsaturated sets as the actual and R a -successors for w 0 as appropriate, and add them to S 0 .
Repeating this construction on each successor gives a rooted tree of successors for w 0 . Since each set in the construction is a finite subset of X s τ -LSC , every -chain beginning at w 0 must sooner or later contain a repeated node. When this happens, we stop the construction for the repeated node and simply put in a link from this node's parent node to the previous repetition in the construction. The (K4¬ ) rule preserves -formulae, so all of the nodes in the loop must share the same -formulae. Thus the -loop satisfies transitivity. Similarly, every R a -chain beginning at w 0 must sooner or later loop in a similar manner. The finiteness of X s τ −LSC also means that this construction cannot contain an infinite chain of alternating arcs w 0 w 1 R a w 2 w 3 · · · or w 0 R a w 1 w 2 R a w 3 · · · since adding the appropriate link back to the copy higher up the branch suffices. But such alternating chains are not transitive since the application of alternating (LSC) rules does not preserve and a formulae. That is, the relation ( ) • (R a ), where • is relational composition, is not necessarily a transitive relation.
We must now show that this tree satisfies l.s.c. So consider an arbitrary pair w 0 w 1 and w 0 R a w 2 somewhere in this potential model graph. We must show that there exists a w 3 such that w 1 R a w 3 and w 2 w 3 . This amounts to showing that there exists a w 3 such that
since it allows us to add (transitive) edges w 1 R a w 3 and w 2 w 3 .
Each of the arcs w 0 w 1 and w 0 R a w 2 can be categorized as due to E ⋆ , E a , E a ,or E a ⋆ . Pick one of the sixteen pairings: (we can actually get away with only checking eight, and arguing by symmetry). For each such pairing we can choose a fixed w ⋆ , depending upon the chosen pair. For every a α ∈ w 1 and every β ∈ w 2 we then analyse how that formula got there, and what its presence implies about the contents of the parent node w 0 . Using techniques from [10] we show a α ∈ w ⋆ and show β ∈ w ⋆ . (LSC3 a ⊢) Γ,3 a ϕ, 3 a ϕ ⊢ ∆ Γ,3 a ϕ ⊢ 3 a ( 3 a ϕ) ⋆ , ∆ Γ,3 a ϕ ⊢ ∆ 3 a ϕ not starred in conclusion 3 a q, a (q → p), 3(3 a p → r),3 a p → r ⊢ 3r (1) Cutting on 3 a p → r from (1) and (2) gives 3 a q, a (q → p), 3(3 a p → r) ⊢ 3r Proof. We change the tableau calculus to τ * by changing the (K4) transitional rules so that the children always contain all formulae in BoxΓ.
Gentzen Systems
Our tableau rules can be re-expressed as sequent rules to give a Gentzen calculus for LSC, as shown in Figure 2. A derivation of the sequent 3 a q, a (q → p), 3(3 a p → r) ⊢ 3r is shown in Figure 3 where the steps marked by (MP→⊢) are by a derived rule that mimics modus ponens (to save some horizontal space). The derivation implicitly uses the facts that 3 a q, a (q → p) implies 3 a p, that 3 a p implies 3 a p, and that 3 a p and 3(3 a p → r) together imply 3r. The example demonstrates that the sequent calculus requires analytic cut for completeness as the derivation is not possible without the final cut on the subformula 3 a p → r.
Further Work and Conclusions
We have developed a simple and elegant logical framework for reasoning about continuous dynamics, using the very familiar ingredients of two interacting S4 modalities. As demonstrated in the paper, the interaction is non-trivial, ad its origins lie in a natural mathematical phenomenon, giving solid motivation for the resulting logic LSC. Due to the presence of the analytic cut rules, and the "building-up" rules, the tableau calculus τ -LSC is not amenable to efficient implementation. Variants using labelled formulae may well be [11] , but decision procedures based on such calculi are harder to come by. There is a wide spectrum of interesting bimodal logics to be obtained by varying the underlying axioms; for example, weakening a S4 to a K to handle the reset relations in hybrid systems, or strengthening it to a S4.3 to cover the weak connectedness of flow relations. Alternatively, the natural twin of LSC is obviously the logic USC given by S4 + a S4 + a usc, which is the subject of ongoing investigation.
