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DYNAMICAL COMPLEXITY AND K-THEORY OF Lp
OPERATOR CROSSED PRODUCTS
YEONG CHYUAN CHUNG
Abstract. We apply quantitative (or controlled) K-theory to prove
that a certain Lp assembly map is an isomorphism for p ∈ [1,∞) when
an action of a countable discrete group Γ on a compact Hausdorff space
X has finite dynamical complexity. When p = 2, this is a model for the
Baum-Connes assembly map for Γ with coefficients in C(X), and was
shown to be an isomorphism by Guentner, Willett, and Yu.
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1. Introduction
Notions of dimension abound in mathematics, and they give us quantita-
tive measures of the sizes of various mathematical objects in a broad sense.
In some instances, one wishes to know the exact dimension while in other
instances, one just wishes to determine finiteness of the dimension. Finite-
ness of various dimensions has been considered in connection with central
problems in the theory of C∗-algebras and in noncommutative geometry.
For instance, finiteness of nuclear dimension (a noncommutative analog of
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covering dimension introduced in [40]) plays a crucial role in the classifica-
tion of C∗-algebras (e.g. [9, 10, 11, 37, 38] and references therein), while
finiteness of asymptotic dimension (a coarse geometric analog of covering
dimension introduced in [16]) has featured in work on the Baum-Connes
conjecture and the Novikov conjecture (e.g. [2, 3, 42]). In this paper, we
will consider the notion of dynamical complexity and the implication of its
finiteness on an Lp assembly map, which is a model for the Baum-Connes
assembly map with coefficients when p = 2.
Dynamical complexity is a property of topological dynamical systems (and
more generally, for étale groupoids) introduced by Guentner, Willett, and
Yu in [19]. Its definition was inspired by the notion of dynamic asymptotic
dimension introduced in [18] and by the notion of decomposition complexity
introduced in [17]. Given an action of a countable discrete group Γ on
a compact Hausdorff space X, the action is said to have finite dynamical
complexity if the transformation groupoid Γ⋉X is contained in the smallest
class of open subgroupoids of Γ⋉X that contains all relatively compact open
subgroupoids and is closed under decomposability. Here, decomposability
of an open subgroupoid G over a collection C of open subgroupoids roughly
means that at any given scale, there is a cover of the unit space of G by two
open sets such that the subgroupoids associated to the two open sets at that
scale are both in C. We refer the reader to Definition 3.12 for the precise
definition and to [19, Definition A.4] for a definition applicable to general
étale groupoids.
The authors of [19] considered a model for the Baum-Connes assembly
map for an action based on equivariant versions of Yu’s localization alge-
bras (introduced in [41]) and Roe algebras (introduced in [34, 35]). In the
appendix of [19], the authors showed that this model for the Baum-Connes
assembly map is equivalent to the more traditional one stated in terms of
Kasparov’s KK-theory [1]. Their main result is the following:
Theorem 1.1. [19] Suppose an action of a countable discrete group Γ on a
compact Hausdorff space X has finite dynamical complexity. Then Γ satisfies
the Baum-Connes conjecture with coefficients in C(X).
Although the aforementioned result follows from earlier work of Tu [39]
on the Baum-Connes conjecture for amenable groupoids, the proof given
in [19] is completely different, and in some sense more direct and more
elementary. In fact, their proof is inspired by Yu’s proof of the coarse Baum-
Connes conjecture for spaces with finite asymptotic dimension in [42]. The
main tool in both cases is a controlled Mayer-Vietoris sequence, which is
part of a framework of quantitative (or controlled) K-theory for C∗-algebras
developed by Yu together with Oyono-Oyono in [26, 27] (also see [43] for
an overview). Roughly speaking, finite dimension/complexity enables one
to apply the Mayer-Vietoris argument a finite number of times to arrive at
the quantitative K-theory of the algebra in question, and the (standard)
K-theory of the algebra is obtained as a limit of the quantitative K-theory.
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In an earlier paper [5], we have extended the framework of quantitative
K-theory to a larger class of Banach algebras, so that it can be applied
to algebras of bounded linear operators on Lp spaces in particular. Our
goal in this paper is to consider the Lp analog of the assembly map in [19],
and use our extended framework of quantitative K-theory to show that this
assembly map is an isomorphism under the assumption of finite dynamical
complexity. In fact, one sees that the techniques and proofs in [19] carry
over to our setting with minor adjustments, the main differences being the
exposition of the homotopy invariance argument in Section 5.1, and more
care in the use of quantitative K-theory (due to an additional norm control
parameter) in the Mayer-Vietoris argument used in the proof of the main
theorem in Section 5.2.
In order to explain our setup, let us briefly recall the Baum-Connes con-
jecture with coefficients. Given a (separable) C∗-algebra A and an action of
a countable discrete group Γ on A by ∗-automorphisms, one may form the
reduced crossed product C∗-algebra A⋊λ Γ. The Baum-Connes conjecture
with coefficients [1] posits that a certain homomorphism (or assembly map)
µ : KΓ∗ (EΓ;A)→ K∗(A⋊λ Γ)
is an isomorphism, where the left-hand side is the equivariant K-homology
with coefficients in A of the classifying space EΓ for proper Γ-actions, and
the right-hand side is the K-theory of the reduced crossed product C∗-
algebra. Consider a particular model for EΓ, namely
⋃
s≥0 Ps(Γ) equipped
with the ℓ1 metric (cf. [1, Section 2]), where Ps(Γ) is the Rips complex of Γ
at scale s, i.e., the simplicial complex with vertex set Γ, and where a finite
subset E ⊂ Γ spans a simplex if and only if d(g, h) ≤ s for all g, h ∈ E. Here
we assume that Γ is equipped with a proper length function and d is the
associated metric. One may then reformulate the Baum-Connes assembly
map as
lim
s→∞
K∗(C
∗
L(Ps(Γ);A))
ǫ0→ lim
s→∞
K∗(C
∗(Ps(Γ);A)) ∼= K∗(A⋊λ Γ),
where C∗(Ps(Γ);A) is the equivariant Roe algebra with coefficients in A,
C∗L(Ps(Γ);A) is Yu’s localization algebra with coefficients in A, and ǫ0 is
induced by the evaluation-at-zero map. The fact that K-homology can be
identified with the K-theory of the localization algebra was shown for finite-
dimensional simplicial complexes in [41], and for general locally compact
metric spaces in [33]. The fact that the equivariant Roe algebra with co-
efficients is stably isomorphic to the reduced crossed product underlies the
coarse-geometric approach to the Baum-Connes conjecture with coefficients.
We refer the reader to [19, Appendix B] for a detailed comparison of the
abovementioned assembly maps, and also [36] for a comparison of assembly
maps without coefficients.
Now let A be a norm-closed subalgebra of B(Lp(Z,µ)) for some measure
space (Z,µ) and p ∈ [1,∞). We refer to such algebras as Lp operator
algebras. Also suppose that a countable discrete group Γ acts on A by
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isometric automorphisms. By mimicking the C∗-algebraic definitions, we
can define Lp analogs BpL(Ps(Γ);A), B
p(Ps(Γ);A), A⋊λ,pΓ of the localization
algebra, the Roe algebra, and the reduced crossed product respectively. We
can then consider the following Lp assembly map for the Γ-action:
lim
s→∞
K∗(B
p
L(Ps(Γ);A))
ǫ0→ lim
s→∞
K∗(B
p(Ps(Γ);A)) ∼= K∗(A⋊λ,p Γ).
In this paper, A will be C(X), where X is a compact Hausdorff space, and
our main result may be stated as follows:
Theorem 1.2. (cf. Theorem 5.17) Suppose that an action of a countable
discrete group Γ on a compact Hausdorff space X has finite dynamical com-
plexity. Then the Lp assembly map for the action is an isomorphism for
p ∈ [1,∞).
A result like this can be seen as an indication of the computability of
the K-theory of the Lp reduced crossed product on the right-hand side of
the assembly map since the K-theory of localization-type algebras like the
one on the left-hand side of the assembly map has Mayer-Vietoris sequences
associated to decompositions of the simplicial complex and other properties
of a generalized homology theory (cf. [41, 4]). Moreover, it enables one to
transfer questions about whether theK-theory of certain Lp reduced crossed
products is independent of p (cf. [28, Problem 11.2] and [25]) over to the left-
hand side of the assembly map. In light of interest in Lp operator algebras
in recent years (e.g. [6, 7, 12, 13, 14, 15, 20, 25, 29, 30, 31, 32]), our result
is a little step towards our understanding of the K-theory of some of these
algebras.
On a different note, our method of proof indicates the relative ease with
which arguments involving quantitative (or controlled) K-theory in the C∗-
algebraic setting may be adapted to the Lp setting, while there is much
technical difficulty in adapting other approaches to the Baum-Connes con-
jecture, such as the Dirac-dual Dirac method, to deal with assembly maps
involving Lp operator algebras.
In Section 2, we define Lp Roe algebras and localization algebras asso-
ciated to an action of a countable discrete group on a compact Hausdorff
space, and we define the Lp assembly map in terms of the K-theory of these
algebras. In the case p = 2, these are exactly the algebras and map con-
sidered in [19]. In Section 3, we associate subalgebras of these algebras to
subgroupoids of the transformation groupoid given by the action, and recall
the notion of dynamical complexity. In Section 4, we recall some definitions
and facts from the framework of quantitative K-theory that we developed in
[5]. Finally, in Section 5, we prove our main result via a homotopy invariance
argument and a Mayer-Vietoris argument.
2. An Lp assembly map
Throughout this section, Γ will be a countable discrete group acting on
a compact Hausdorff space X by homeomorphisms. The action will be
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denoted by Γ y X. We also assume that Γ is equipped with a proper
length function l : Γ→ N and the associated right invariant metric. We will
define an assembly map in terms of Lp versions of localization algebras and
Roe algebras, where p ∈ [1,∞). When p = 2, we recover (a model for) the
Baum-Connes assembly map for Γ with coefficients in C(X) considered in
[19].
Definition 2.1. Let s ≥ 0. The Rips complex of Γ at scale s, denoted Ps(Γ),
is the simplicial complex with vertex set Γ, and where a finite subset E ⊂ Γ
spans a simplex if and only if d(g, h) ≤ s for all g, h ∈ E.
Points in Ps(Γ) can be written as formal linear combinations
∑
g∈Γ tgg,
where tg ∈ [0, 1] for each g and
∑
g∈Γ tg = 1. We equip Ps(Γ) with the ℓ
1
metric, i.e., d(
∑
g∈Γ tgg,
∑
g∈Γ sgg) =
∑
g∈Γ |tg − sg|.
The barycentric coordinates on Ps(Γ) are the continuous functions
tg : Ps(Γ)→ [0, 1]
uniquely determined by the condition z =
∑
g∈Γ tg(z)g for all z ∈ Ps(Γ).
Properness of the length function on Γ implies that Ps(Γ) is finite dimen-
sional and locally compact. Also, the right translation action of Γ on itself
extends to a right action of Γ on Ps(Γ) by isometric simplicial automor-
phisms.
In the usual setting of the Baum-Connes conjecture (e.g. in [19]), one
considers Hilbert spaces and C∗-algebras encoding the large scale geometry
of Γ and the topology of Ps(Γ). We will replace these Hilbert spaces by L
p
spaces, thereby obtaining Lp operator algebras instead of C∗-algebras.
First, we recall some facts about Lp tensor products. Details can be found
in [8, Chapter 7].
For p ∈ [1,∞), there is a tensor product of Lp spaces such that we have
a canonical isometric isomorphism Lp(X,µ)⊗ Lp(Y, ν) ∼= Lp(X × Y, µ× ν),
which identifies, for every ξ ∈ Lp(X,µ) and η ∈ Lp(Y, ν), the element ξ ⊗ η
with the function (x, y) 7→ ξ(x)η(y) on X×Y . Moreover, this tensor product
has the following properties:
(i) Under the identification above, the linear span of all ξ ⊗ η is dense
in Lp(X × Y, µ× ν).
(ii) ||ξ ⊗ η||p = ||ξ||p||η||p for all ξ ∈ L
p(X,µ) and η ∈ Lp(Y, ν).
(iii) The tensor product is commutative and associative.
(iv) If a ∈ B(Lp(X1, µ1), L
p(X2, µ2)) and b ∈ B(L
p(Y1, ν1), L
p(Y2, ν2)),
then there exists a unique
c ∈ B(Lp(X1 × Y1, µ1 × ν1), L
p(X2 × Y2, µ2 × ν2))
such that under the identification above, c(ξ ⊗ η) = a(ξ)⊗ b(η) for
all ξ ∈ Lp(X1, µ1) and η ∈ L
p(Y1, ν1). We will denote this operator
by a⊗ b. Moreover, ||a⊗ b|| = ||a||||b||.
(v) The tensor product of operators is associative, bilinear, and satisfies
(a1 ⊗ b1)(a2 ⊗ b2) = a1a2 ⊗ b1b2.
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If A ⊆ B(Lp(X,µ)) and B ⊆ B(Lp(Y, ν)) are norm-closed subalgebras, we
then define A⊗B ⊆ B(Lp(X × Y, µ× ν)) to be the closed linear span of all
elements of the form a⊗ b with a ∈ A and b ∈ B.
Definition 2.2. For s ≥ 0, define
Zs =
{∑
g∈Γ
tgg ∈ Ps(Γ) : tg ∈ Q for all g ∈ Γ
}
.
Note that Zs is a Γ-invariant, countable, dense subset of Ps(Γ).
Define
Es = ℓ
p(Zs)⊗ ℓ
p(X) ⊗ ℓp ⊗ ℓp(Γ) ∼= ℓp(Zs ×X, ℓ
p ⊗ ℓp(Γ)),
and equip Es with the isometric Γ-action given by
ug · (δz ⊗ δx ⊗ η ⊗ δh) = δzg−1 ⊗ δgx ⊗ η ⊗ δgh
for z ∈ Zs, x ∈ X, η ∈ ℓ
p, and g, h ∈ Γ.
Note that if s0 ≤ s, then Ps0(Γ) identifies equivariantly and isometrically
with a subcomplex of Ps(Γ), and Zs0 ⊂ Zs. Hence we have a canonical
equivariant isometric inclusion Es0 ⊂ Es.
We will write KΓ for the algebra of compact operators on ℓ
p ⊗ ℓp(Γ) ∼=
ℓp(N× Γ) equipped with the Γ-action induced by the tensor product of the
trivial action on ℓp and the left regular representation on ℓp(Γ). We also
equip the algebra C(X) ⊗ KΓ with the diagonal action of Γ. Note that
the natural faithful representation of C(X) ⊗ KΓ on ℓ
p(X) ⊗ ℓp ⊗ ℓp(Γ) is
covariant for the representation defined by tensoring the natural action on
ℓp(X), the trivial representation on ℓp, and the regular representation on
ℓp(Γ).
Now we can define the Lp operator algebras that will feature in our as-
sembly map.
Definition 2.3. Let T be a bounded linear operator on Es, which we may
regard as a (Zs × Zs)-indexed matrix T = (Ty,z) with
Ty,z ∈ B(ℓ
p(X)⊗ ℓp ⊗ ℓp(Γ))
for each y, z ∈ Zs.
(i) T is Γ-invariant if ugTu
−1
g = T for all g ∈ Γ, i.e., Ty,z = g · Tyg,zg
for all g ∈ Γ.
(ii) The Rips-propagation of T is sup{dPs(Γ)(y, z) : Ty,z 6= 0}.
(iii) The Γ-propagation of T , denoted by propΓ(T ), is
sup{dΓ(g, h) : Ty,z 6= 0 for some y, z ∈ Zs with tg(y) 6= 0 and th(z) 6= 0}.
(iv) T is X-locally compact if Ty,z ∈ C(X) ⊗ KΓ for all y, z ∈ Zs, and
if for any compact subset F ⊂ Ps(Γ), the set
{(y, z) ∈ (F × F ) ∩ (Zs × Zs) : Ty,z 6= 0}
is finite.
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Definition 2.4. Let C[Γ y X; s] denote the algebra of all Γ-invariant,
X-locally compact operators on Es with finite Γ-propagation.
Let Bp(Γ y X; s) denote the closure of C[Γ y X; s] with respect to the
operator norm on B(Es). We will call B
p(Γ y X; s) the (equivariant) Lp
Roe algebra of Γy X at scale s.
We will regard the algebras above as concretely represented on Es, and
we will often think of elements of Bp(Γ y X; s) as matrices (Ty,z)y,z∈Zs
with entries being continuous equivariant functions Ty,z : X → KΓ (with
additional properties).
Definition 2.5. Let CL[Γ y X; s] denote the algebra of all bounded, uni-
formly continuous functions a : [0,∞) → C[Γ y X; s] such that the Γ-
propagation of a(t) is uniformly finite as t varies, and such that the Rips-
propagation of a(t) tends to zero as t→∞.
Let BpL(Γy X; s) denote the completion of CL[Γy X; s] with respect to
the norm
||a|| := sup
t∈[0,∞)
||a(t)||Bp(ΓyX;s).
We will call BpL(Γy X; s) the L
p localization algebra of Γy X at scale s.
We will regard BpL(Γy X; s) as concretely represented on L
p[0,∞)⊗Es,
and elements of BpL(Γy X; s) can be regarded as bounded, uniformly con-
tinuous functions a : [0,∞)→ Bp(Γy X; s) (with additional properties).
Now consider the evaluation-at-zero homomorphism
ǫ0 : B
p
L(Γy X; s)→ B
p(Γy X; s),
which induces a homomorphism on K-theory
ǫ0 : K∗(B
p
L(Γy X; s))→ K∗(B
p(Γy X; s)).
If s0 ≤ s, then the equivariant isometric inclusion Es0 ⊂ Es allows us
to regard C[Γ y X; s0] as a subalgebra of C[Γ y X; s]. We then regard
Bp(Γ y X; s0) (resp. B
p
L(Γ y X; s0)) as a subalgebra of B
p(Γ y X; s)
(resp. BpL(Γ y X; s)). Thus there are directed systems of inclusions of
Lp operator algebras (Bp(Γ y X; s))s≥0 and (B
p
L(Γ y X; s))s≥0, and the
evaluation-at-zero maps above are compatible with these inclusions.
Definition 2.6. The Lp assembly map for the action Γ y X is the direct
limit
ǫ0 : lim
s→∞
K∗(B
p
L(Γy X; s))→ lims→∞
K∗(B
p(Γy X; s)).
When p = 2, this is the model for the Baum-Connes assembly map con-
sidered in [19].
Regarding A = C(X) as an Lp operator algebra (acting by multiplication
on Lp(X,µ) for some measure µ) with an isometric Γ-action, we can define
an Lp reduced crossed product as follows:
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Consider Cc(Γ, A), the set of finite sums of the form
∑
g∈Γ agg with ag ∈ A
and with the product given by(∑
g∈Γ
agg
)(∑
h∈Γ
bhh
)
=
∑
g,h∈Γ
agαg(bh)gh,
where α denotes the Γ-action on A. There is a natural faithful representation
of Cc(Γ, A) on ℓ
p(Γ, Lp(X,µ)) given by
(aξ)(h) = αh−1(a)ξ(h),
(gξ)(h) = ξ(g−1h)
for a ∈ A, g, h ∈ Γ, and ξ ∈ ℓp(Γ, Lp(X,µ)). We then define the Lp reduced
crossed product A ⋊λ,p Γ to be the operator norm closure of Cc(Γ, A) in
B(ℓp(Γ, Lp(X,µ))).
Remark 2.7. For a general Lp operator algebra A, it does not seem clear
that this way of defining A ⋊λ,p Γ is independent of the representation of
A, which is why Phillips defined the Lp reduced crossed product differently
[30, Definition 3.3]. But for a compact metrizable space X, one may be able
to show that C(X) ⋊λ,p Γ is independent of the representation of C(X) on
Lp spaces Lp(Y, ν), at least when the representation is unital and isometric,
and the measure ν is σ-finite. This is because such representations must
factor through the representation of L∞(Y, ν) on Lp(Y, ν) as multiplication
operators [32, Theorem 4.5], a consequence of which is that C(X) has unique
Lp operator matrix norms [32, Proposition 4.6].
One can show that the equivariant Lp Roe algebra Bp(Γ y X; s) is iso-
morphic to (C(X) ⋊λ,p Γ) ⊗ K(ℓ
p). Indeed, one obtains an isomorphism
between C[Γ y X; s] and Cc(Γ, C(X)) ⊙K(ℓ
p) (and between their respec-
tive completions) via conjugation by an appropriate invertible operator be-
tween ℓp spaces. In the special case where there is a bounded fundamen-
tal domain D ⊂ Zs for the Γ-action, the invertible operator U : Es =
ℓp(Zs)⊗ ℓ
p(X) ⊗ ℓp ⊗ ℓp(Γ)→ ℓp(Γ)⊗ ℓp(D)⊗ ℓp(X) ⊗ ℓp ⊗ ℓp(Γ) given by
ξ 7→
∑
g∈Γ δg ⊗ χDugξ implements such an isomorphism.
It can also be shown that the canonical homomorphism C(X) ⋊λ,p Γ →
(C(X)⋊λ,p Γ)⊗K(ℓ
p) given by taking the tensor product with a rank one
idempotent induces an isomorphism on K-theory at least when p ∈ (1,∞)
by using the same direct limit argument as in the p = 2 case [30, Lemma
6.6].
For most of the rest of this paper, we will work with the kernel of the Lp
assembly map, and we introduce the following notation.
Definition 2.8. Let BpL,0(Γ y X; s) be the subalgebra of B
p
L(Γ y X; s)
consisting of functions a such that a(0) = 0. We will call BpL,0(Γ y X; s)
the Lp obstruction algebra of Γy X at scale s.
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Lemma 2.9. The Lp assembly map for Γ y X is an isomorphism if and
only if
lim
s→∞
K∗(B
p
L,0(Γy X; s)) = 0.
Proof. Just as in the C∗-algebraic setting, we have a short exact sequence
0→ BpL,0(Γy X; s)→ B
p
L(Γy X; s)→ B
p(Γy X; s)→ 0,
which induces the usual six-term exact sequence in K-theory. The lemma
then follows from continuity of K-theory under direct limits, and the preser-
vation of exact sequences under direct limits of abelian groups. 
Our goal in this paper will be to show that if Γy X has finite dynamical
complexity, then lims→∞K∗(B
p
L,0(Γy X; s)) = 0, and thus the L
p assembly
map for Γy X in Definition 2.6 is an isomorphism.
3. Groupoids and dynamical complexity
In this section, we consider the transformation groupoid associated to a
group action, its subgroupoids, and Lp operator algebras associated with
them. We also recall the definition of dynamical complexity from [19].
Definition 3.1. The transformation groupoid Γ⋉X associated to Γy X is
{(gx, g, x) : g ∈ Γ, x ∈ X} topologized such that the projection Γ⋉X → Γ×X
onto the second and third factors is a homeomorphism, and equipped with
the following additional structure:
(i) A pair ((hy, h, y), (gx, g, x)) of elements in Γ⋉X is said to be com-
posable if y = gx. In this case, their product is defined by
(hgx, h, gx)(gx, g, x) = (hgx, hg, x).
(ii) The inverse of an element (gx, g, x) ∈ Γ⋉X is
(gx, g, x)−1 = (x, g−1, gx).
(iii) The units of Γ⋉X are the elements of the clopen subspace
G(0) = {(x, e, x) : x ∈ X},
where e is the identity in Γ. We call G(0) the unit space of Γ⋉X.
Definition 3.2. Let s ≥ 0, and let Ps(Γ) be the Rips complex of Γ at scale
s. The support of z =
∑
g∈Γ tg(z)g ∈ Ps(Γ) is the finite set
supp(z) = {g ∈ Γ : tg(z) 6= 0}.
The support of T = (Ty,z)y,z∈Zs ∈ B
p(Γy X; s) is
supp(T ) =

(gx, gh−1, hx) ∈ Γ⋉X :
there exist y, z ∈ Zs with Ty,z(x) 6= 0,
g ∈ supp(y), and h ∈ supp(z)

 .
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With this definition, one sees that
propΓ(T ) = sup{l(gh
−1) : (gx, gh−1, hx) ∈ supp(T ) for some x ∈ X}.
Given two subsets A,B ⊂ Γ⋉X, we write AB for
{ab : a ∈ A, b ∈ B, (a, b) is composable}.
With this notation, the following lemma says that supports of operators in
Bp(Γy X; s) behave as expected under composition of operators.
Lemma 3.3. Let S, T ∈ Bp(Γy X; s). Then supp(ST ) ⊆ supp(S)supp(T ).
Proof. Suppose that (gx, gh−1, hx) ∈ supp(ST ). Then there are y, z ∈ Zs
such that (ST )y,z(x) 6= 0, g ∈ supp(y), and h ∈ supp(z). Thus there is
w ∈ Zs such that Sy,w(x) 6= 0 and Tw,z(x) 6= 0. If k ∈ supp(w), then
(gx, gk−1, kx) ∈ supp(S) and (kx, kh−1, hx) ∈ supp(T ), so (gx, gh−1, hx) =
(gx, gk−1, kx)(kx, kh−1, hx) ∈ supp(S)supp(T ). 
Definition 3.4. Let Γ ⋉ X be the transformation groupoid associated to
Γy X. A subgroupoid of Γ⋉X is a subset G ⊂ Γ⋉X that is closed under
composition, taking inverses, and units, i.e.,
(i) If (hgx, h, gx) and (gx, g, x) are in G, then so is (hgx, hg, x).
(ii) If (gx, g, x) ∈ G, then (gx, g, x)−1 ∈ G.
(iii) If (gx, g, x) ∈ G, then (x, e, x) ∈ G and (gx, e, gx) ∈ G, where e is
the identity in Γ.
A subgroupoid is equipped with the subspace topology from Γ⋉X.
Subgroupoids of Γ ⋉ X give rise to subalgebras of the Roe algebra, lo-
calization algebra, and obstruction algebra that we defined in the previous
section.
Lemma 3.5. Let G be an open subgroupoid of Γ⋉X. Define C[G; s] to be the
subspace of C[Γy X; s] consisting of all operators T with support contained
in a compact subset of G. Then C[G; s] is a subalgebra of C[Γy X; s].
Proof. Given Lemma 3.3, it suffices to show that ifA andB are two relatively
compact subsets of G, then so is AB. To see this, first suppose that A and
B are compact. Then any net in AB has a convergent subnet since nets in
A and nets in B have this property, and so AB is compact. Now if A and B
are relatively compact, then since AB ⊂ A¯B¯ and A¯B¯ is compact, it follows
that AB is relatively compact. 
Definition 3.6. Let G be an open subgroupoid of Γ ⋉ X. Let CL[G; s]
denote the subalgebra of CL[Γ y X; s] consisting of functions a such that⋃
t∈[0,∞) supp(a(t)) has compact closure in G.
Let CL,0[G; s] denote the ideal of CL[G; s] consisting of functions a such
that a(0) = 0.
Let Bp(G; s), BpL(G; s), and B
p
L,0(G; s) denote the respective closures of
C[G; s], CL[G; s], and CL,0[G; s] in B
p(Γ y X; s), BpL(Γ y X; s), and
BpL,0(Γy X; s).
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Note that when G = Γ ⋉ X, we have Bp(G; s) = Bp(Γ y X; s), and
similarly for the localization algebra and obstruction algebra.
Since we will be working mostly with the obstruction algebras, we in-
troduce the following shorthand notation for these algebras. We also need
to construct filtrations on these algebras in order to apply quantitative K-
theory in the proof of the main theorem.
Definition 3.7. Let G be an open subgroupoid of Γ⋉X, and let s ≥ 0. Set
As(G) to be BpL,0(G; s). For r ≥ 0, define
As(G)r = {a ∈ CL,0[G; s] : propΓ(a(t)) ≤ r for all t},
which is a linear subspace of As(G).
When G = Γ⋉X, we will simply write As and Asr.
Lemma 3.8. Let G be an open subgroupoid of Γ⋉X, and let s ≥ 0. Then
the family (As(G))r≥0 of subspaces of A
s(G) satisfies:
(i) if r1 ≤ r2, then A
s(G)r1 ⊂ A
s(G)r2 ;
(ii) As(G)r1A
s(G)r2 ⊂ A
s(G)r1+r2 for all r1, r2 ≥ 0;
(iii)
⋃
r≥0A
s(G)r is dense in A
s(G).
Proof. Note that a ∈ As(G)r if and only if
• a ∈ CL,0[G; s], and
• l(g) ≤ r whenever (gx, g, x) ∈ supp(a(t)) for some t ≥ 0.
Properties (i) and (iii) follow immediately.
For (ii), if a ∈ As(G)r1 , b ∈ A
s(G)r2 , and (gx, g, x) ∈ supp(a(t)b(t))
for some t, then by Lemma 3.3, (gx, g, x) = (gx, gh−1, hx)(hx, h, x) for
some (gx, gh−1, hx) ∈ supp(a(t)) and (hx, h, x) ∈ supp(b(t)). Thus l(g) ≤
l(gh−1) + l(h) ≤ r1 + r2 so ab ∈ A
s(G)r1+r2. 
Note that if S is an open subset of Γ ⋉ X, then S generates an open
subgroupoid of Γ⋉X (cf. [18, Lemma 5.2]).
Definition 3.9. Let G be an open subgroupoid of Γ⋉X, let H be an open
subgroupoid of G, and let r ≥ 0. The expansion of H by r relative to G,
denoted by H+r, is the open subgroupoid of Γ⋉X generated by
H ∪ {(gx, g, x) ∈ G : x ∈ H(0), l(g) ≤ r}.
Note that H+r depends on G although we do not indicate this in the
notation.
Lemma 3.10. Let G be an open subgroupoid of Γ ⋉ X, let H be an open
subgroupoid of G, and let r, s ≥ 0. Then
As(H) ·Asr(G) ∪A
s
r(G) · A
s(H) ⊆ As(H+r).
Proof. Follows from Lemma 3.3. 
Lemma 3.11. Let G be an open subgroupoid of Γ ⋉ X, let H be an open
subgroupoid of G, and let r1, r2 ≥ 0. Then (H
+r1)+r2 ⊆ H+(r1+r2).
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Proof. It suffices to show that
{(gx, g, x) ∈ G : x ∈ (H+r1)(0), l(g) ≤ r2} ⊆ H
+(r1+r2).
Pick such an element (gx, g, x). There exists h ∈ Γ with l(h) ≤ r1 and
hx ∈ H(0). Thus (gx, gh−1, hx) and (hx, h, x) are inH+(r1+r2) so (gx, g, x) =
(gx, gh−1, hx)(hx, h, x) ∈ H+(r1+r2). 
Now we recall the definition of dynamical complexity for transformation
groupoids. We refer the reader to [19, Appendix A] for a definition applicable
to general étale groupoids.
Definition 3.12. [19] Let Γy X be an action, let G be an open subgroupoid
of Γ⋉X, and let C be a set of open subgroupoids of Γ⋉X. We say that G is
decomposable over C if for all r ≥ 0 there exists an open cover G(0) = U0∪U1
of the unit space of G such that for each i ∈ {0, 1} the subgroupoid of G
generated by
{(gx, g, x) ∈ G : x ∈ Ui, l(g) ≤ r}
is in C.
An open subgroupoid of Γ⋉X is said to have finite dynamical complexity
if it is contained in the smallest class D of open subgroupoids of Γ ⋉ X
that contains all relatively compact open subgroupoids and is closed under
decomposability (i.e., if G decomposes over D, then G is in D).
The action Γ y X is said to have finite dynamical complexity if Γ ⋉ X
has finite dynamical complexity.
The following is a slight variation of the definition.
Definition 3.13. [19] Let Γy X be an action, let G be an open subgroupoid
of Γ⋉X, and let C be a set of open subgroupoids of Γ⋉X. We say that G
is strongly decomposable over C if for all r ≥ 0 there exists an open cover
G(0) = U0 ∪ U1 of the unit space of G such that for each i ∈ {0, 1}, if Gi is
the subgroupoid of G generated by
{(gx, g, x) ∈ G : x ∈ Ui, l(g) ≤ r},
then G+ri (with expansion taken relative to G) is in C.
Denote by Ds the smallest class of open subgroupoids of Γ⋉X that con-
tains all relatively compact open subgroupoids and is closed under strong
decomposability (i.e., if G is strongly decomposable over Ds, then G is in
Ds).
The following lemma describes properties of finite dynamical complexity
that we will use later. We refer the reader to [19, Lemma 3.16] for the proof.
Lemma 3.14. Let Γy X be an action.
(i) If G is an open subgroupoid of Γ⋉X that is in D (resp. Ds), then
any open subgroupoid of G is also in D (resp. Ds).
(ii) D = Ds.
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4. Quantitative K-theory
In this section, we recall some definitions and facts from our framework
of quantitative (or controlled) K-theory in [5].
Definition 4.1. A filtered Banach algebra is a Banach algebra A with a
family (Ar)r≥0 of linear subspaces such that
(i) Ar1 ⊂ Ar2 if r1 ≤ r2;
(ii) Ar1Ar2 ⊂ Ar1+r2 for all r1, r2 ≥ 0;
(iii)
⋃
r≥0Ar is dense in A.
If A is unital with unit 1A, then we require 1A ∈ Ar for all r ≥ 0.
We showed in Lemma 3.8 that if G is an open subgroupoid of Γ⋉X and
s ≥ 0, then As(G) is a filtered Banach algebra with filtration
As(G)r = {a ∈ CL,0[G; s] : propΓ(a(t)) ≤ r for all t}.
We will write A˜ for the algebra obtained from A by adjoining a unit if A
is non-unital, and A itself if A is already unital.
Definition 4.2. Let A be a filtered Banach algebra. For 0 < ε < 120 , r ≥ 0,
and N ≥ 1,
(i) an element e ∈ A is called an (ε, r,N)-idempotent if ||e2 − e|| < ε,
e ∈ Ar, and max(||e||, ||1A˜ − e||) ≤ N .
(ii) if A is unital, an element u ∈ A is called an (ε, r,N)-invertible if
u ∈ Ar, ||u|| ≤ N , and there exists v ∈ Ar with ||v|| ≤ N such that
max(||uv − 1||, ||vu − 1||) < ε.
Definition 4.3. Let A be a filtered Banach algebra.
(i) Two (ε, r,N)-idempotents e0 and e1 in A are (ε
′, r′, N ′)-homotopic
for some ε′ ≥ ε, r′ ≥ r, and N ′ ≥ N if there exists a norm-
continuous path (et)t∈[0,1] of (ε
′, r′, N ′)-idempotents in A from e0 to
e1. Equivalently, there is an (ε
′, r′, N ′)-idempotent e ∈ C([0, 1], A)
such that e(0) = e0 and e(1) = e1.
(ii) If A is unital, two (ε, r,N)-invertibles u0 and u1 in A are (ε
′, r′, N ′)-
homotopic for some ε′ ≥ ε, r′ ≥ r, and N ′ ≥ N if there exists an
(ε′, r′, N ′)-invertible u in C([0, 1], A) with u(0) = u0 and u(1) = u1.
In this case, we get a norm-continuous path (ut)t∈[0,1] of (ε
′, r′, N ′)-
invertibles in A from u0 to u1 by setting ut = u(t).
Using these notions of homotopy, we may consider the following equiva-
lence relations on the (ε, r,N)-idempotents and (ε, r,N)-invertibles inM∞(A).
Definition 4.4. Let A be a filtered Banach algebra.
(i) Two (ε, r,N)-idempotents in M∞(A) are said to be equivalent if
they are (4ε, r, 4N)-homotopic.
(ii) If A is unital, two (ε, r,N)-invertibles in M∞(A) are said to be
equivalent if they are (4ε, 2r, 4N)-homotopic.
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For a unital Banach algebra A, the operation [e]+[f ] :=
[(
e 0
0 f
)]
makes
the set of equivalence classes of (ε, r,N)-idempotents in M∞(A) an abelian
semigroup. The Grothendieck group of this abelian semigroup is defined to
be Kε,r,N0 (A). Also, the operation [u] + [v] :=
[(
u 0
0 v
)]
makes the set of
equivalence classes of (ε, r,N)-invertibles in M∞(A) an abelian group, and
this is defined to be Kε,r,N1 (A).
For a non-unital Banach algebra A, consider the unitization A˜ of A, and
define Kε,r,N∗ (A) to be the kernel of the map K
ε,r,N
∗ (A˜) → K
ε,r,N
∗ (C) in-
duced by the canonical homomorphism A˜→ C, where C is given the trivial
filtration.
We refer the reader to [5, Section 3] for details.
There are canonical homomorphisms
ιε,ε
′,r,r′,N,N ′
∗ : K
ε,r,N
∗ (A)→ K
ε′,r′,N ′
∗ (A)
for 0 < ε ≤ ε′ < 120 , 0 ≤ r ≤ r
′, and 1 ≤ N ≤ N ′, which we may think of as
relaxation of control maps or inclusion maps.
If e is an (ε, r,N)-idempotent in a unital filtered Banach algebra A, then
we may apply the holomorphic functional calculus to get an idempotent
c0(e) ∈ A. This gives us a group homomorphism
c0 : K
ε,r,N
0 (A)→ K0(A).
Also, every (ε, r,N)-invertible is actually invertible so we have a group ho-
momorphism
c1 : K
ε,r,N
1 (A)→ K1(A)
given by [u]ε,r,N 7→ [u]. We sometimes refer to these homomorphisms as
comparison maps. These homomorphisms allow us to pass from quantita-
tive K-theory to standard K-theory. To pass from standard K-theory to
quantitative K-theory, we may use the following two propositions.
Proposition 4.5. [5, Proposition 3.20]
(i) Let A be a filtered Lp operator algebra. Let f be an idempotent in
Mn(A˜), and let 0 < ε <
1
20 . Then there exist r ≥ 0 and [e] ∈
K
ε,r,||f ||+1
0 (A) with e an (ε, r, ||f || + 1)-idempotent in Mn(A˜) such
that c0([e]) = [f ] in K0(A).
(ii) Let A be a filtered Lp operator algebra. Let u be an invertible element
in Mn(A˜), and let 0 < ε <
1
20 . Then there exist r ≥ 0 and [v] ∈
K
ε,r,||u||+||u−1||+1
1 (A) with v an (ε, r, ||u|| + ||u
−1|| + 1)-invertible in
Mn(A˜) such that c1([v]) = [u] in K1(A).
Proposition 4.6. [5, Proposition 3.21]
(i) There exists a non-decreasing function P : [1,∞) → [1,∞) such
that for any filtered Lp operator algebra A, if 0 < ε < 120P (N) , and
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[e]ε,r,N , [f ]ε,r,N ∈ K
ε,r,N
0 (A) are such that c0([e]) = c0([f ]) in K0(A),
then there exist r′ ≥ r and N ′ ≥ N such that in K
P (N)ε,r′,N ′
0 (A) we
have [e]P (N)ε,r′,N ′ = [f ]P (N)ε,r′,N ′.
(ii) Let A be a filtered Lp operator algebra. Suppose that 0 < ε < 120 ,
and [u]ε,r,N , [v]ε,r,N ∈ K
ε,r,N
1 (A) are such that c1([u]) = c1([v]) in
K1(A). Then there exist r
′ ≥ r and N ′ ≥ N such that in Kε,r
′,N ′
1 (A)
we have [u]ε,r′,N ′ = [v]ε,r′,N ′ .
Definition 4.7. A control pair is a pair (λ, h), where
(i) λ : [1,∞)→ [1,∞) is a non-decreasing function;
(ii) h : (0, 120 )× [1,∞) → [1,∞) is a function such that h(·, N) is non-
increasing for fixed N .
We will write λN for λ(N), and hε,N for h(ε,N).
Given two control pairs (λ, h) and (λ′, h′), we write (λ, h) ≤ (λ′, h′) if
λN ≤ λ
′
N and hε,N ≤ h
′
ε,N for all ε ∈ (0,
1
20 ) and N ≥ 1.
In [5, Section 5], we showed the existence of a controlled Mayer-Vietoris
sequence for a pair of subalgebras satisfying certain conditions that, roughly
speaking, control the decomposition of elements in the larger algebra into
sums of elements in the subalgebras and also controls approximation of el-
ements in the subalgebras by elements in the intersection. Here, in order
to slightly simplify the statement, we use less general hypotheses (by con-
sidering pairs of ideals and omitting certain parameters) that suffice for our
application. On the other hand, we also give ourselves a bit more flexi-
bility in terms of propagation control. One can check that the proofs in
[5] carry over with appropriate adjustments of the propagation parameter
r. In [19] there is a slightly different approach for obtaining a controlled
Mayer-Vietoris sequence in the C∗-algebra setting.
Definition 4.8. Let A be a filtered Lp operator algebra with filtration (Ar)r≥0.
A pair (I, J) of closed ideals of A is a controlled Mayer-Vietoris pair for A
if it satisfies the following conditions:
(i) There exists ρ : [0,∞) → [0,∞) with ρ(r) ≥ r such that for any
r ≥ 0, any positive integer n, and any x ∈ Mn(Ar), there exist
x1 ∈ Mn(I ∩Aρ(r)) and x2 ∈ Mn(J ∩ Aρ(r)) such that x = x1 + x2
and max(||x1||, ||x2||) ≤ ||x||;
(ii) I and J have filtrations (I ∩Ar)r≥0 and (J ∩Ar)r≥0 respectively;
(iii) For any r ≥ 0, any ε > 0, any positive integer n, any x ∈Mn(I∩Ar)
and y ∈Mn(J ∩Ar) with ||x− y|| < ε, there exists z ∈Mn(I ∩ J ∩
Aρ(r)) such that max(||z − x||, ||z − y||) < ε, where ρ is as above.
Theorem 4.9. [5, Definition 5.12 and Theorem 5.14] There exist control
pairs (λ, h) ≤ (λ′, h′) such that for any filtered Lp operator algebra A and
any controlled Mayer-Vietoris pair (I, J) for A, if x ∈ Kε,r,N1 (A), then there
exists
∂c(x) ∈ K
λNε,hε,Nr,λN
0 (I ∩ J)
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such that if ∂c(x) = 0, then there exist a ∈ K
λ′
N
ε,h′
ε,N
r,λ′
N
0 (I) and b ∈
K
λ′
N
ε,h′
ε,N
r,λ′
N
0 (J) such that x = a+ b in K
λ′
N
ε,h′
ε,N
r,λ′
N
0 (A).
Remark 4.10. Note that the theorem above only mentions a boundary map
from the quantitative K1 group of A to the quantitative K0 group of I ∩ J ,
and not the other bounday map from the quantitative K0 group of A to the
quantitative K1 group of I ∩ J . This is because a controlled version of Bott
periodicity was not proved in [5]. Nevertheless, in our application, we may
consider suspensions of the algebras involved and still apply the theorem.
5. Main theorem
In this section, we shall prove the main theorem that the Lp assembly map
for Γy X in Definition 2.6 is an isomorphism if Γy X has finite dynamical
complexity. The proof that we present is modeled after the proof in the C∗-
algebraic setting in [19], consisting of a homotopy invariance argument and
a Mayer-Vietoris argument.
5.1. Homotopy invariance. Recall that we use the shorthand As(G) for
BpL,0(G; s). The homotopy invariance argument involved in the proof of the
main theorem leads to the following statement.
Proposition 5.1. Let G be an open subgroupoid of Γ⋉X such that
G ⊆ {(gx, g, x) ∈ Γ⋉X : l(g) ≤ s}
for some s ≥ 0. Then K∗(A
s(G)) = 0.
Before getting into the proof of the proposition, we need to fix some
terminology that is standard in the C∗-algebraic setting but perhaps less so
when Hilbert spaces are replaced by other Banach spaces. Having done that,
the series of results in the rest of this section then yields the proposition.
Definition 5.2. Let E be a complex Banach space. We say that T ∈ B(E) is
a partial isometry if ||T || ≤ 1 and there exists S ∈ B(E) such that ||S|| ≤ 1,
TST = T , and STS = S. We call such an S a generalized inverse of T .
Remark 5.3.
(i) In [29, Section 6], Phillips considers spatial partial isometries on Lp
spaces. Such spatial partial isometries are partial isometries in the
sense of the preceding definition but the converse is not true.
(ii) If (Z,µ) is a σ-finite measure space, p ∈ [1,∞) \ {2}, and T ∈
B(Lp(Z,µ)) is an isometric (but not necessarily surjective) linear
map, then it follows from Lamperti’s theorem [24] (also see [29,
Theorem 6.9]) that T is a partial isometry in the sense above, and
one can find a generalized inverse S such that ST = I (cf. [29,
Section 6]). Hereafter, we will denote a fixed choice of such an S
by T †.
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Definition 5.4. If A ⊂ B(Lp(µ)) is an Lp operator algebra, then we say
that b ∈ B(Lp(µ)) is a multiplier of A if bA ⊂ A and Ab ⊂ A. We say that
b is an isometric multiplier of A if b is an isometry and both b and b† are
multipliers of A. Denote by M(A) the set of all multipliers of A.
Note that M(A) is also an Lp operator algebra.
For G an open subgroupoid of Γ⋉X and s ≥ 0, we introduce the following
notation:
• Ps(G) = {(z, x) ∈ Ps(Γ)×X : (gx, g, x) ∈ G for all g ∈ supp(z)}.
• ZG = (Zs ×X) ∩ Ps(G).
• EG = ℓ
p(ZG, ℓ
p ⊗ ℓp(Γ)) ∼= ℓp(ZG)⊗ ℓ
p ⊗ ℓp(Γ).
Note that EG is a subspace of Es. Moreover, the faithful representation
of Bp(G; s) on Es restricts to a faithful representation on EG. Thus we will
regard Bp(G; s) as faithfully represented on EG, and A
s(G) := BpL,0(G; s)
as faithfully represented on Lp([0,∞), EG).
If (z, x) ∈ Ps(G) and supp(z) = {g1, . . . , gn}, then {e, g1, . . . , gn} also
spans a simplex ∆ in Ps(Γ) such that ∆×{x} is contained in Ps(G). Hence
the family of functions
(1) Fr : Ps(G)→ Ps(G), (z, x) 7→ ((1 − r)z + re, x) (0 ≤ r ≤ 1)
defines a homotopy between the identity map on Ps(G) and the projection
onto the subset {(z, x) ∈ Ps(G) : z = e}, which we may identify with the
unit space G(0).
In the definition of C[Γy X; s], we may use K∞Γ , the algebra of compact
operators on (
⊕∞
n=0 ℓ
p ⊗ ℓp(Γ))p ∼= (
⊕∞
n=0 ℓ
p)p ⊗ ℓ
p(Γ), thereby obtaining
another Lp Roe algebra Bp(Γ y X;K∞Γ ; s). Moreover, fixing an isometric
isomorphism φ : ℓp
∼=
→ (
⊕∞
n=0 ℓ
p)p gives an isomorphism
Bp(Γy X; s) ∼= Bp(Γy X;K∞Γ ; s).
We also have the corresponding statements for the Lp localization algebras
and obstruction algebras defined earlier.
For each n, define an isometry un,0 : ℓ
p → (
⊕∞
n=0 ℓ
p)p by inclusion as
the nth summand, and define u†n,0 : (
⊕∞
n=0 ℓ
p)p → ℓ
p by projection onto
the nth summand. Then u†n,0un,0 = I for all n, and u
†
n,0um,0 = 0 when
n 6= m. Define un : L
p([0,∞), EG) → L
p([0,∞), E∞G ) to be the operator
induced by tensoring un,0 with the identity on the other factors, where E
∞
G =
(
⊕∞
n=0EG)p, and define u
†
n similarly using u
†
n,0. Then u
†
nun = I for all n,
and u†num = 0 when n 6= m.
Given a ∈ B(ℓp), consider a∞ = a ⊕ a ⊕ · · · ∈ B((
⊕∞
n=0 ℓ
p)p). Then
µ(a) = a∞ is an isometric homomorphism B(ℓp) → B((
⊕∞
n=0 ℓ
p)p). We
may also consider the isometry v ∈ B((
⊕∞
n=0 ℓ
p)p) given by the right shift
taking the nth summand onto the (n + 1)st summand. Denote by v† ∈
B((
⊕∞
n=0 ℓ
p)p) the left shift. Then vµ(a)v
† = 0⊕a⊕a⊕· · · for all a ∈ B(ℓp).
With u0,0 as above, u0,0au
†
0,0 is given by a ⊕ 0 ⊕ 0 ⊕ · · · for all a ∈ B(ℓ
p).
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Now a 7→ µ+1(a) := vµ(a)v† and a 7→ µ0(a) := u0,0au
†
0,0 are bounded
homomorphisms B(ℓp)→ B((
⊕∞
n=0 ℓ
p)p).
Now given a ∈ B(Lp([0,∞), EG)), consider the bounded linear opera-
tor µ(a) = a∞ on Lp([0,∞), E∞G ). Proceeding similarly as above, we get
bounded homomorphisms
µ, µ+1, µ0 : B(Lp([0,∞), EG))→ B(L
p([0,∞), E∞G )).
Moreover, each of them maps M(As(G)) into M(As(G;K∞Γ )).
The following lemma is an Lp version of a fairly standard result in the
K-theory of C∗-algebras and can be proved in the same way as it is done
for C∗-algebras (cf. [21, Lemma 4.6.2] or [22, Section 3, Lemma 2]).
Lemma 5.5. Let α : A → C be a bounded homomorphism of Lp operator
algebras with C ⊂ B(Lp(µ)), and let v ∈ B(Lp(µ)) be an isometric multiplier
of C. Then the map a 7→ vα(a)v† is a bounded homomorphism from A to
C, and induces the same map as α on K-theory.
More generally, if v ∈ B(Lp(µ)) is a partial isometry and a multiplier
of C, w is a generalized inverse of v that is also a multiplier of C, and
α(a)wv = α(a) = wvα(a) for all a ∈ A, then the map a 7→ vα(a)w is a
bounded homomorphism from A to C, and induces the same map as α on
K-theory.
Lemma 5.6. K∗(M(A
s(G))) = 0.
Proof. Note that µ, µ+1 : M(As(G)) → M(As(G;K∞Γ )) induce the same
map on K-theory by the previous lemma. Moreover, since µ0(a)µ+1(a) =
µ+1(a)µ0(a) = 0 for all a ∈M(As(G)) and µ = µ0+µ+1, the induced maps
on K-theory satisfy µ∗ = µ
0
∗+µ
+1
∗ = µ
0
∗+µ∗. Hence µ
0
∗ = 0. But µ
0 induces
an isomorphism on K-theory so K∗(M(A
s(G))) = 0. 
For each z ∈ Zs such that (z, x) ∈ Ps(G) for some x ∈ X and for each r ∈
Q∩ [0, 1], let Ez,r be a copy of ℓ
p so that we have an isometric isomorphism
ℓp ∼= (
⊕
z,r Ez,r)p, and let wz,r : ℓ
p⊗ ℓp(Γ)→ ℓp⊗ ℓp(Γ) be an isometry with
range Ez,r ⊗ ℓ
p(Γ), and let w†z,r : ℓ
p ⊗ ℓp(Γ) → ℓp ⊗ ℓp(Γ) be the projection
onto Ez,r ⊗ ℓ
p(Γ). For each r ∈ Q ∩ [0, 1], define an isometry
w(r) : ℓp(ZG)⊗ ℓ
p ⊗ ℓp(Γ)→ ℓp(ZG)⊗ ℓ
p ⊗ ℓp(Γ)
by δz,x ⊗ η 7→ δ(1−r)z+re,x ⊗ wz,rη.
For r ∈ Q ∩ [0, 1), let w(r)† be given by
δz,x ⊗ η 7→
{
δz′,x ⊗ w
†
z′,rη if z = (1− r)z
′ + re,
0 otherwise.
and let w(1)† be given by
δz,x ⊗ η 7→
{∑
z′ δz′,x ⊗ w
†
z′,1η if z = e,
0 otherwise.
Note that if r 6= s, then w(r)†w(s) = 0.
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For t ≥ 0 and n ∈ N ∪ {∞}, define an isometry
vn(t) : ℓ
p(ZG)⊗ ℓ
p ⊗ ℓp(Γ)→ ℓp(ZG)⊗ ℓ
p ⊗ ℓp(Γ)
in the following way. Set vn(t) to be w(0) if t ≤ n, and w(1) if t ≥ 2n. For
t = m+ s with m ∈ N ∩ (n, 2n) and s ∈ (0, 1), set
vn(t) = cos
(
sπ
2
) 2
p
w
(
m− n
n
)
+ sin
(
sπ
2
) 2
p
w
(
m+ 1− n
n
)
.
Note that if 1
p
+ 1
q
= 1, then
vn(t)
† = cos
(
sπ
2
) 2
q
w
(
m− n
n
)†
+ sin
(
sπ
2
) 2
q
w
(
m+ 1− n
n
)†
satisfies vn(t)
†vn(t) = I for t = m+ s with m ∈ N ∩ (n, 2n) and s ∈ (0, 1).
One can check that the map [0,∞)→ B(ℓp(ZG)⊗ ℓ
p ⊗ ℓp(Γ)), t 7→ vn(t),
is norm continuous for each n. Now define an isometry
vn : L
p([0,∞), EG)→ L
p([0,∞), EG)
for each n by (vnξ)(t) = vn(t)(ξ(t)) for ξ ∈ L
p([0,∞), EG). Also set
(v†nξ)(t) = vn(t)
†(ξ(t)) so that v†nvn = I.
Let a ∈ CL,0[G; s] and let T = a(t) for some fixed t ∈ [0,∞). The matrix
entries (vn(t)Tvn(t)
†)y,z(x) of vn(t)Tvn(t)
† will be linear combinations of
at most four terms of the form wy,r1TFr1 (y),Fr2 (z)(x)w
†
z,r2
, with Fr as in (1)
on page 17, r1, r2 ∈ Q ∩ [0, 1], and |r1 − r2| <
1
m
whenever t > 2m. It
follows that the Rips-propagation of vn(t)a(t)vn(t)
† is at most propRipsa(t)+
min(1, 2|t−1|), so vnav
†
n ∈ CL,0[G; s].
Also, the operators St := vn+1(t)vn(t)
† on ℓp(ZG)⊗ℓ
p⊗ℓp(Γ) have matrix
entries (St)y,z that act as constant functions X → B(ℓ
p⊗ ℓp(Γ)), their Rips-
propagation tends to zero as t→∞, and they have Γ-propagation at most
s for all t. Hence vn+1v
†
n is a multiplier of A
s(G) for all n.
Lemma 5.7. Let A be a unital Banach algebra, and let I be an ideal in A.
Define the double of A along I to be D = {(a, b) ∈ A ⊕ A : a − b ∈ I}.
Assume that A has trivial K-theory. Then the inclusion ι : I → D given by
a 7→ (a, 0) induces an isomorphism in K-theory, and the diagonal inclusion
δ : I → D given by a 7→ (a, a) induces the zero map on K-theory.
Proof. Note that ι(I) is an ideal in D, and D/ι(I) is isomorphic to A via the
second coordinate projection. Since K∗(A) = 0, it follows from the six-term
exact sequence that ι induces an isomorphism in K-theory.
On the other hand, δ factors through the diagonal inclusion A→ D,a 7→
(a, a), so δ induces the zero map on K-theory since K∗(A) = 0. 
We shall apply the lemma in the case where A = M(As(G)) and I =
As(G) to prove the next proposition.
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Proposition 5.8. Let vn : L
p([0,∞), EG) → L
p([0,∞), EG) be as defined
above. Then the maps a 7→ v0av
†
0 and a 7→ v∞av
†
∞ induce the same map
K∗(A
s(G))→ K∗(A
s(G)).
Proof. Given a ∈ As(G), define
α(a) = (
∞⊕
n=0
vnav
†
n,
∞⊕
n=0
v∞av
†
∞) ∈ A
s(G;K∞Γ )⊕A
s(G;K∞Γ ).
Also define
β(a) = (
∞⊕
n=0
vn+1av
†
n+1,
∞⊕
n=0
v∞av
†
∞) ∈ A
s(G;K∞Γ )⊕A
s(G;K∞Γ ).
Let D be the double of M(As(G;K∞Γ )) along A
s(G;K∞Γ ), and let
C = {(c, d) ∈ D : d =
∞⊕
n=0
v∞av
†
∞ for some a ∈ A
s(G)},
which is a closed subalgebra ofD. Moreover, α and β are bounded homomor-
phisms with image in C. Consider w = (w1, w2), where w1 =
⊕∞
n=0 vn+1v
†
n
and w2 =
⊕∞
n=0 v∞v
†
∞. Note that w1, w2 ∈ M(A
s(G;K∞Γ )). We claim that
w is a multiplier of C. Indeed, if (c, d) ∈ C, then w2d = dw2 = d so it suffices
to show that cw1 − d and w1c− d are in A
s(G;K∞Γ ). We will only consider
w1c−d since the other case is similar. Now w1c−d = w1(c−d)+(w1d−d) so
it suffices to show that w1d− d ∈ A
s(G;K∞Γ ). But w1d− d = (w1 −w2)d =⊕∞
n=0(vn+1v
†
n − v∞v
†
∞)v∞av
†
∞ ∈ A
s(G;K∞Γ ) since vn(t) = v∞(t) for each
fixed t and all n > t. Similarly, w† = (w†1, w
†
2) is a multiplier of C.
Now β(a) = wα(a)w† for all a ∈ A. Moreover, α(a)w†w = α(a) =
w†wα(a) for all a ∈ A so α and β induce the same map K∗(A
s(G)) →
K∗(C) by Lemma 5.5, and thus the same map K∗(A
s(G)) → K∗(D) upon
composing with the map induced by the inclusion of C into D.
Let u be the isometric multiplier of As(G;K∞Γ ) induced by the right shift.
Then (u, u) is a multiplier of D, and conjugating β(a) by (u, u) gives
γ(a) =
(
0⊕
∞⊕
n=1
vnav
†
n, 0 ⊕
∞⊕
n=1
v∞av
†
∞
)
.
Thus β and γ induce the same map K∗(A) → K∗(D). On the other hand,
the homomorphism δ : As(G)→ D given by
a 7→ (v∞av
†
∞ ⊕ 0⊕ 0⊕ · · · , v∞av
†
∞ ⊕ 0⊕ 0⊕ · · · )
induces the zero map on K-theory by the previous lemma. Also, γ(a)δ(a) =
δ(a)γ(a) = 0. Hence
α∗ = β∗ = γ∗ = γ∗ + δ∗ = (γ + δ)∗ : K∗(A
s(G))→ K∗(D).
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Let ψ0, ψ∞ : A
s(G)→ D be the homomorphisms defined by
ψ0(a) = (v0av
†
0 ⊕ 0⊕ 0⊕ · · · , 0),
ψ∞(a) = (v∞av
†
∞ ⊕ 0⊕ 0⊕ · · · , 0).
Also define ζ : As(G)→ D by
ζ(a) =
(
0⊕
∞⊕
n=1
vnav
†
n,
∞⊕
n=0
v∞av
†
∞
)
.
Note that ζ(a)ψ0(a) = ψ0(a)ζ(a) = ζ(a)ψ∞(a) = ψ∞(a)ζ(a) = 0 for all
a ∈ As(G). Also, ψ0 + ζ = α and ψ∞ + ζ = γ + δ. Hence
(ψ0)∗ + ζ∗ = α∗ = (γ + δ)∗ = (ψ∞)∗ + ζ∗,
so ψ0 and ψ∞ induce the same maps on K-theory.
Finally, if ι : As(G)→ D is the inclusion into the first factor (where D is
now regarded as the double of M(As(G)) along As(G)), then ψi(a) is given
by the composition
a 7→ viav
†
i
ι
7→ (viav
†
i , 0) 7→ (viav
†
i ⊕ 0⊕ 0⊕ · · · , 0),
and the last two maps induce isomorphisms on K-theory, so a 7→ v0av
†
0 and
a 7→ v∞av
†
∞ induce the same map on K-theory. 
Now it remains to be shown that a 7→ v∞av
†
∞ induces the identity map
on K∗(A
s(G)) while a 7→ v0av
†
0 induces the zero map on K∗(A
s(G)). This
will complete the proof of Proposition 5.1.
Lemma 5.9. The map φ∞ : K∗(A
s(G))→ K∗(A
s(G)) induced by conjuga-
tion by v∞ is the identity map.
Proof. Since v∞(t) = w(0) for all t, and w(0) is an isometric multiplier of
As(G), φ∞ induces the identity map on K-theory by Lemma 5.5. 
Lemma 5.10. The map φ0 : K∗(A
s(G))→ K∗(A
s(G)) induced by conjuga-
tion by v0 is the zero map.
Proof. Let G(0) be the unit space of G, which is an open subgroupoid
of Γ ⋉ X. We may then consider As(G(0)). In fact, φ0 factors through
K∗(A
s(G(0))), i.e., we have a commutative diagram
K∗(A
s(G)) K∗(A
s(G)).........................................................
φ0
K∗(A
s(G(0)))
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
...
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
...
so it suffices to show that K∗(A
s(G(0))) = 0.
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Note that a(t) has zero Rips-propagation for all a ∈ As(G(0)) and t ∈
[0,∞). For each n ∈ N and a ∈ As(G(0)), define
a(n)(t) =
{
a(t− n) for t ≥ n
0 for t < n
.
Note that a(n) ∈ As(G(0)). Now define α : As(G(0)) → As(G(0);K∞Γ ) by
a 7→
⊕∞
n=0 a
(n). We also have the “top corner inclusion” ι : As(G(0)) →
As(G(0);K∞Γ ) given by a 7→ a ⊕ 0 ⊕ 0 ⊕ · · · . Using uniform continuity of
elements in As(G(0)), we see that α∗ + ι∗ = α∗ so ι∗ = 0. But ι induces an
isomorphism on K-theory so it follows that K∗(A
s(G(0))) = 0. 
5.2. Mayer-Vietoris. Given two open subgroupoids of Γ⋉X, we will con-
sider associated subalgebras of As := BpL,0(Γy X; s), following [19, Section
7], and also controlled Mayer-Vietoris pairs of ideals for these algebras. Note
that the filtrations we equip these subalgebras with are not the induced fil-
trations from As.
Definition 5.11. Fix an open subgroupoid G of Γ⋉X, and fix s0 ≥ 1. Let
G0 and G1 be open subgroupoids of G such that G
(0) = G
(0)
0 ∪ G
(0)
1 . For
r ≥ 0, define
Ar(G) = A
s0(G+r0 )r +A
s0(G+r1 )r +A
s0(G+r0 ∩G
+r
1 )r,
where all expansions are taken relative to G, and define
A(G) =
⋃
r≥0
Ar(G),
taking closure in the norm of As0 .
Also define
Ir = A
s0(G+r0 )r +A
s0(G+r0 ∩G
+r
1 )r, I =
⋃
r≥0
Ir
Jr = A
s0(G+r1 )r +A
s0(G+r0 ∩G
+r
1 )r, J =
⋃
r≥0
Jr.
Let G,G0, G1 and s0 be as above. Define another filtration as follows.
For s ≥ s0 and r ≥ 0, define
A
s
r(G) = A
s0(G+r0 )r +A
s0(G+r1 )r +A
s(G+r0 ∩G
+r
1 )sr,
and
A
s(G) =
⋃
r≥0
Asr(G),
taking closure in the norm of As.
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Also define
Isr = A
s0(G+r0 )r +A
s(G+r0 ∩G
+r
1 )sr, I
s =
⋃
r≥0
Isr
Jsr = A
s0(G+r1 )r +A
s(G+r0 ∩G
+r
1 )sr, J
s =
⋃
r≥0
Jsr .
Lemma 5.12. With notation as above, (Ar(G))r≥0 and (A
s
r(G))r≥0 are
filtrations for A(G) and As(G) respectively. Moreover, I and J are ideals in
A(G), while Is and Js are ideals in As(G).
Proof. It is clear that Ar0(G) ⊂ Ar(G) if r0 ≤ r, that
⋃
r≥0 Ar(G) is dense
in A(G), and similarly for the s-version. By Lemmas 3.3 and 3.10, it follows
that for r1, r2 ≥ 0 and s0 ≥ 1,
As0(G+r1i )r1 · A
s0(G+r2i )r2 ⊂ A
s0(G
+(r1+r2)
i )r1+r2
for i = 0, 1, while
As0(G+r10 )r1 · A
s0(G+r21 )r2 ⊂ A
s0(G
+(r1+r2)
0 )r1+r2 ∩A
s0(G
+(r1+r2)
1 )r1+r2,
As0(G+r10 ∩G
+r1
1 )r1 ·A
s0(G+r20 ∩G
+r2
1 )r2 ⊂ A
s0(G
+(r1+r2)
0 ∩G
+(r1+r2)
1 )r1+r2.
Also, for s ≥ s0,
As(G+r10 ∩G
+r1
1 )sr1 ·A
s(G+r20 ∩G
+r2
1 )sr2 ⊂ A
s(G
+(r1+r2)
0 ∩G
+(r1+r2)
1 )s(r1+r2)
and
As0(G+r1i )r1 ·A
s(G+r20 ∩G
+r2
1 )sr2 ⊂ A
s((G+r20 ∩G
+r2
1 )
+r1)r1+sr2
⊂ As((G+r20 )
+r1 ∩ (G+r21 )
+r1)s(r1+r2)
⊂ As(G
+(r1+r2)
0 ∩G
+(r1+r2)
1 )s(r1+r2).
Hence (Ar(G))r≥0 and (A
s
r(G))r≥0 are filtrations for A(G) and A
s(G) respec-
tively, I and J are ideals in A(G), while Is and Js are ideals in As(G). 
Now we need to check that the ideals in Definition 5.11 satisfy the condi-
tions listed in Definition 4.8 for our controlled Mayer-Vietoris sequence. To
do so, we shall make use of partitions of unity and associated multiplication
operators.
Definition 5.13. Let K be a compact subset of X, let {U0, . . . , Ud} be a
finite open cover of K, and let {φ0, . . . , φd} be a subordinate partition of
unity. Let s ≥ 0. For i ∈ {0, . . . , d}, let Mi be the multiplication operator
on Es associated to the function
Zs ×X → [0, 1], (z, x) 7→
∑
g∈Γ
tg(z)φi(gx).
Lemma 5.14. With notation as above, the operators Mi have the following
properties:
(i) ||Mi|| ≤ 1.
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(ii) If T ∈ Bp(Γy X; s) satisfies
{x ∈ X : (gx, g, x) ∈ supp(T ) for some g ∈ Γ} ⊂ K,
then T = T (M0 + · · ·+Md).
(iii) For any T ∈ Bp(Γ y X; s) with Γ-propagation at most r, and
i ∈ {0, . . . , d}, we have
supp(TMi) ⊂
{
(gx, g, x) ∈ Γ⋉X : x ∈
⋃
l(h)≤s
h · Ui, l(g) ≤ r
}
∩ supp(T ).
Proof. Each Mi is a multiplication operator associated to a function taking
values in [0, 1] so it follows that ||Mi|| ≤ 1.
For i ∈ {0, . . . , d}, T ∈ Bp(Γy X; s), y, z ∈ Ps(Γ), and x ∈ X, we have
(TMi)y,z(x) = Ty,z(x) ·
∑
h∈Γ
th(z)φi(hx).
Hence
(T (M0 + · · ·+Md))y,z(x) = Ty,z(x) ·
∑
h∈Γ
th(z)(φ0(hx) + · · ·+ φd(hx)).
Suppose that {x ∈ X : (gx, g, x) ∈ supp(T ) for some g ∈ Γ} ⊂ K. If
Ty,z(x) 6= 0, then (gx, gh
−1, hx) ∈ supp(T ) for all g ∈ supp(y) and h ∈
supp(z). In particular, hx ∈ K for all h ∈ supp(z), so∑
h∈Γ
th(z)(φ0(hx) + · · ·+ φd(hx)) =
∑
h∈Γ
th(z) = 1,
and this proves (ii).
Suppose that (gx, gk−1, kx) ∈ supp(TMi), where T ∈ B
p(Γ y X; s)
has Γ-propagation at most r. Then there exist y, z ∈ Ps(Γ) with g ∈
supp(y), k ∈ supp(z), and (TMi)y,z(x) 6= 0. In particular, Ty,z(x) 6= 0, so
(gx, gk−1, kx) ∈ supp(T ) and l(gk−1) ≤ r. We also have
∑
h∈Γ th(z)φi(hx) 6=
0, so there exists h ∈ supp(z) with φi(hx) 6= 0, and thus hx ∈ Ui. Since
h, k ∈ supp(z), and z ∈ Ps(Γ), we have l(kh
−1) ≤ s. Now kx = (kh−1)hx ∈
kh−1 · Ui, and this proves (iii). 
Lemma 5.15. The pairs (I, J) and (Is, Js) in Definition 5.11 are controlled
Mayer-Vietoris pairs for A(G) and As(G) respectively.
Proof. By virtue of how I, J, Is, Js, and A(G),As(G) are defined, we only
need to check conditions (i) and (iii) in Definition 4.8, which we will do for
I, J,A(G) only since the s-version can be handled in a similar manner.
Let Ui be the unit space of G
+r0
i for i = 0, 1. If a ∈ Ar0(G), then
K := {x ∈ X : (gx, g, x) ∈ supp(a(t)) for some t ∈ [0,∞), g ∈ Γ}
is a compact subset of U0 ∪U1. Let M0,M1 be the multiplication operators
defined with respect to the compact set K, the open cover {U0, U1}, and
some choice of subordinate partition of unity {φ0, φ1}. By the previous
lemma, we have a(t)(M0+M1) = a(t) for all t. Moreover, ||a(t)Mi|| ≤ ||a(t)||
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for i = 0, 1. It remains to be shown that t 7→ a(t)M0 is in Ir and t 7→ a(t)M1
is in Jr for some r ≥ r0 (that may depend on s0 but not on s). We will
focus on the case of M0 since the other case is similar.
Write a = b0 + b1 + c with bi ∈ A
s0(G+r0i )r0 and c ∈ A
s(G+r00 ∩ G
+r0
1 ).
By the previous lemma, we have supp(b0(t)M0) ⊂ supp(b0(t)) and also
supp(c(t)M0) ⊂ supp(c(t)) so t 7→ b0(t)M0 is in A
s0(G+r00 )r0 ⊂ Ir0 and
t 7→ c(t)M0 is in A
s(G+r00 ∩G
+r0
1 ) ⊂ Ir0.
Now assume that (gx, gh−1, hx) ∈ supp(b1(t)M0) for some t. Then there
exist y, z ∈ Ps(Γ) such that g ∈ supp(y), h ∈ supp(z), and (b1(t)M0)y,z(x) 6=
0. In particular, (b1(t))y,z(x) 6= 0 so y, z ∈ Ps0(Γ) and l(gh
−1) ≤ r0. Also,∑
k∈Γ tk(z)φ0(kx) 6= 0 so there exists k ∈ supp(z) such that φ0(kx) 6= 0, and
thus kx is in U0, the unit space of G
+r0
0 . Hence
(gx, gh−1, hx) = (gx, gk−1, kx)(kx, kh−1, hx)
∈ (G+r00 )
+r0 · (G+r00 )
+s0 ⊂ G
+(2r0+s0)
0 .
Hence t 7→ b1(t)M0 is in A
s0(G
+(2r0+s0)
0 )2r0+s0 ⊂ I2r0+s0, and so t 7→ a(t)M0
is in I2r0+s0. Hence condition (i) is satisfied.
Next, suppose that a0 ∈ Ir0 and a1 ∈ Jr0 such that ||a0−a1|| < ε. Again,
let Ui be the unit space of G
+r0
i for i = 0, 1. Consider
Ki := {x ∈ X : (gx, g, x) ∈ supp(ai(t)) for some t ∈ [0,∞), g ∈ Γ}
for i = 0, 1, and let K = K1 ∪K2, a compact subset of U0 ∪U1. Let M0,M1
be the multiplication operators defined with respect to the compact set K,
the open cover {U0, U1}, and some choice of subordinate partition of unity
{φ0, φ1}. Define b(t) = a0(t)M1 + a1(t)M0. Then b ∈ I2r0+s0 ∩ J2r0+s0, and
since ai(t) = ai(t)(M0 +M1) by the choice of K, we have ||ai(t) − b(t)|| ≤
||a0(t)− a1(t)|| < ε for i = 0, 1. Hence condition (iii) is satisfied. 
The following lemma follows from a similar argument as the first part of
the proof above, and we omit the details.
Lemma 5.16. Fix an open subgroupoid G of Γ⋉X and s0 ≥ 0. Let r0 ≥ 0.
Let G(0) = U0 ∪ U1 be an open cover of G
(0), and let Gi be the subgroupoid
of G generated by
{(gx, g, x) ∈ G : x ∈ Ui, l(g) ≤ r0}
for i = 0, 1. Then As0(G)r0 ⊆ A
s0(G
+(2r0+s0)
0 )2r0+s0+A
s0(G
+(2r0+s0)
1 )2r0+s0 .
Now we can prove our main theorem.
Theorem 5.17. Suppose that Γy X has finite dynamical complexity, and
let p ∈ [1,∞). Then
lim
s→∞
K∗(B
p
L,0(Γy X; s)) = 0.
Thus the Lp assembly map for Γy X in Definition 2.6 is an isomorphism.
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Proof. As above, we use the shorthand As(G) for BpL,0(G; s). We need to
show that for any s0 ≥ 0 and any x ∈ K∗(A
s0(Γ⋉X)), there is s ≥ s0 such
that the map K∗(A
s0(Γ⋉X))→ K∗(A
s(Γ⋉X)) induced by inclusion sends
x to 0.
Let C be the class of open subgroupoids G of Γ⋉X such that for any open
subgroupoid H of G, for any s0 ≥ 0, and any x ∈ K∗(A
s0(H)), there exists
s ≥ s0 such that the map K∗(A
s0(H))→ K∗(A
s(H)) sends x to 0. It suffices
to show that D ⊆ C, where D is as in Definition 3.12. By Lemma 3.14, it
suffices to show that C contains all relatively compact open subgroupoids of
Γ⋉X, and that C is closed under strong decomposability. Note that if G is
in C, then so is any open subgroupoid of G.
Let G be a relatively compact open subgroupoid of Γ ⋉ X, let H be an
open subgroupoid of G, let s0 ≥ 0, and let x ∈ K∗(A
s0(H)). Set
N0 =
{
||e||+ 1 if x = [e] ∈ K0(A
s0(H))
||u||+ ||u−1||+ 1 if x = [u] ∈ K1(A
s0(H))
,
and let P be as in Proposition 4.6. By Proposition 4.5, there exists r0 ≥
0 such that x = c∗(y) for some y ∈ K
1
20P (N0)
,r0,N0
∗ (A
s0(H)). Note that
s1 = max{l(g) : (gx, g, x) ∈ H} < ∞ since G is relatively compact. Set
s = max(r0, s0, s1). By Proposition 5.1, K∗(A
s(H)) = 0. Also, As(H)s =
As(H). Thus by Proposition 4.6, for any z ∈ K
1
20P (N0)
,s,N0
∗ (A
s(H)), there
exists N ≥ N0 such that the image of z in K
1
20
,s,N
∗ (A
s(H)) is zero. In
particular, the image of y under the composition
K
1
20P (N0)
,r0,N0
∗ (A
s0(H))→ K
1
20P (N0)
,s,N0
∗ (A
s(H))→ K
1
20
,s,N
∗ (A
s(H))
is zero, so the image of x = c∗(y) in K∗(A
s(H)) is zero. Hence, all relatively
compact open subgroupoids of Γ⋉X are in the class C.
Next, we show that the class C is closed under strong decomposability.
Let (λ, h) ≤ (λ′, h′) be the control pairs in Theorem 4.9. Suppose that G is
an open subgroupoid of Γ⋉X that is strongly decomposable over C, let H
be an open subgroupoid of G, let s0 ≥ 0, and let x ∈ K1(A
s0(H)). Set N0 =
||u||+ ||u−1||+1 if x = [u], and fix ε0 ∈ (0,
1
20λ′
N0
P (λN0 )
). By Proposition 4.5,
there exists r0 ≥ 0 such that x = c1(y) for some y ∈ K
ε0,r0,N0
1 (A
s0(H)). Set
r1 = hε0,N0(2r0 + s0) and r2 = h
′
ε0,N0
r0. Since H is strongly decomposable
over C, and open subgroupoids of members of C are also in C, there is an
open cover H(0) = U0∪U1 such that if Hi is the subgroupoid of H generated
by {(gx, g, x) ∈ H : x ∈ Ui, l(g) ≤ r0}, then H
+r2
i and H
+r1
0 ∩H
+r1
1 are in
C.
By Lemma 5.16, we may regard y as an element in Kε0,2r0+s0,N01 (A(H)),
and we have ∂c(y) ∈ K
λN0ε0,r1,λN0
0 (I∩J) = K
λN0ε0,r1,λN0
0 (A
s0(H+r10 ∩H
+r1
1 )).
Since H+r10 ∩H
+r1
1 belongs to C, there exists s1 ≥ s0 such that the image of
c0(∂c(y)) in K0(A
s1(H+r10 ∩H
+r1
1 )) is zero, so by Proposition 4.6, there exist
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s2 ≥ s1 and N1 ≥ λN0 such that ∂c(y) = 0 in K
P (λN0 )λN0ε0,s2,N1
0 (A
s1(H+r10 ∩
H+r11 )), and thus also in K
P (λN0 )λN0ε0,s2r1,N1
0 (A
s2(H+r10 ∩H
+r1
1 )), which may
be identified with K
P (λN0 )λN0ε0,r1,N1
0 (I
s2 ∩ Js2).
Now regarding y as an element in K
P (λN0)ε0,r0,N0
1 (A
s2(H)), by Theorem
4.9, there exist a ∈ K
λ′
N0
P (λN0 )ε0,r2,λ
′
N0
1 (I
s2) and b ∈ K
λ′
N0
P (λN0 )ε0,r2,λ
′
N0
1 (J
s2)
such that y = a+ b in K
λ′
N0
P (λN0 )ε0,r2,λ
′
N0
1 (A
s2(H)).
Next, regard a as an element in K
λ′
N0
P (λN0 )ε0,s1r2,λ
′
N0
1 (A
s2(H+r20 )), and b
as an element in K
λ′
N0
P (λN0 )ε0,s1r2,λ
′
N0
1 (A
s2(H+r21 )). Since H
+r2
0 and H
+r2
1
belong to C, there exists s3 ≥ s2 such that the respective images of c1(a) and
c1(b) are zero in K1(A
s3(H+r20 )) and K1(A
s3(H+r21 )) respectively, so there
exist s4 ≥ s1r2 and N2 ≥ λ
′
N0
such that the respective images of a and b are
zero in K
λ′
N0
P (λN0 )ε0,s4,N2
1 (A
s3(H+r20 )) and K
λ′
N0
P (λN0 )ε0,s4,N2
1 (A
s3(H+r21 )).
Hence the image of y in K
λ′
N0
P (λN0 )ε0,s4,N2
1 (A
s3(H)) is zero, and the image
of x = c1(y) in K1(A
s3(H)) is zero, concluding the proof in the odd case.
In the even case, essentially the same argument works by considering
suspensions, and we omit the details. 
6. Remarks and Questions
In this final section, we make some remarks and pose a question about
the domain of our Lp assembly map. We also briefly discuss an alternative
Lp assembly map involving Lp Roe ∗-algebras.
6.1. The domain of the Lp assembly map. In this paper, we have formu-
lated an Lp assembly map based on a particular model of the Baum-Connes
assembly map in which the domain involves the K-theory of some localiza-
tion algebras. It can be shown that for each p the K-theory of these Lp
localization algebras has the same homological properties as their p = 2
counterpart. However, the relationship between the domain of the original
Baum-Connes assembly map and the domain of our Lp assembly map is
not clear. For instance, while we have a Mayer-Vietoris sequence for the
K-theory of the Lp localization algebra for each p, it does not seem clear
how we can connect the sequences for different p in order to use a five lemma
argument. Hence we pose the following question:
Question 6.1. Can the domain of our Lp assembly map be identified with
that of the original Baum-Connes assembly map?
An affirmative answer to this question will imply that the K-theory of
C(X)⋊λ,pΓ is independent of p for actions with finite dynamical complexity.
6.2. An alternative assembly map. Here, we outline an alternative ap-
proach to the study of Lp analogs of Baum-Connes type assembly maps in
which the domain can be identified with that of the original Baum-Connes
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assembly map, but which leads to a question regarding the codomain. In
this approach, we consider Lp Roe algebras equipped with an involution,
which are defined analogously to the Lp group algebras studied in [25].
For simplicity, we will consider a discrete metric space X with bounded
geometry. In our case of interest, the relevant metric space is the Rips
complex of a countable discrete group, and this metric space has a net with
bounded geometry, so we do not lose too much generality.
We first consider the uniform Roe algebra. If T = (Txy)x,y∈X ∈ B(ℓ
p(X))
has propagation r, then there exists cr ≥ 0 such that
sup
x,y∈X
|Txy| ≤ ||T ||B(ℓp(X)) ≤ cr sup
x,y∈X
|Txy|.
Since the entries of the matrix (Txy) are uniformly bounded and X has
bounded geometry, (Txy) also represents a bounded operator on ℓ
q(X),
where 1
p
+ 1
q
= 1. Define
||T || = max(||T ||B(ℓp(X)), ||T ||B(ℓq (X))),
and define Bp,∗u (X) to be the completion of the set of all finite propagation
X×X matrices with uniformly bounded entries under the norm || · ||. Then
Bp,∗u (X) is a Banach ∗-algebra, and there is a contractive homomorphism
Bp,∗u (X)→ B
p
u(X).
Using complex interpolation, there is also a contractive homomorphism
Bp,∗u (X)→ B
2,∗
u (X) = C
∗
u(X).
Now for the Roe algebra, if T ∈ B(ℓp(X, ℓp)) has propagation r, then
sup
x,y∈X
||Txy||B(ℓp) ≤ ||T ||B(ℓp(X,ℓp)) ≤ cr sup
x,y∈X
||Txy||B(ℓp).
But since Txy ∈ K(ℓ
p) is, a priori, not a bounded operator on ℓq, we can only
regard T = (Txy) ∈ B
p(X) as a bounded operator on ℓq(X, ℓp) rather than
ℓq(X, ℓq), so there is a problem defining a norm as above to get a Banach
∗-algebra. Thus, we propose the following alternative.
Consider the algebra of all finite propagation X ×X matrices T = (Txy)
with entries Txy ∈ M∞(C) that are uniformly bounded both in B(ℓ
p) and
in B(ℓq), where 1
p
+ 1
q
= 1. Then Txy ∈ K(ℓ
p) ∩K(ℓq) for all x, y ∈ X, and
T ∈ B(ℓp(X, ℓp)) ∩B(ℓq(X, ℓq)). Define
||T || = max(||T ||B(ℓp(X,ℓp)), ||T ||B(ℓq (X,ℓq))),
and define Bp,∗(X) to be the completion of this algebra under the norm || · ||.
ThenBp,∗(X) is a Banach ∗-algebra, there is a contractive homomorphism
Bp,∗(X)→ Bp(X)
for all p ∈ (1,∞), and there is also a contractive homomorphism
Bp,∗(X)→ B2,∗(X) = C∗(X).
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If there is a proper, cocompact action of a discrete group Γ on X, one
can define equivariant versions Bp,∗(X)Γ of these ∗-algebras by considering
Γ-invariant matrices. There are also homomorphisms analogous to those in
the non-equivariant case. In our case of interest, X is the Rips complex
Pd(Γ) of a discrete group Γ.
Using these Roe ∗-algebras, we get the corresponding localization algebras
Bp,∗L (X)
Γ. The interpolation homomorphisms between the Roe ∗-algebras
induce interpolation homomorphisms
Bp,∗L (X)
Γ → B2,∗L (X)
Γ = C∗L(X)
Γ
between the corresponding localization algebras.
We claim that Bp,∗L (Pd(Γ))
Γ → C∗L(Pd(Γ))
Γ induces an isomorphism on
K-theory. For each of these algebras, there is a Mayer-Vietoris sequence
associated with decompositions of the finite-dimensional simplicial complex
Pd(Γ), so verification of the claim boils down to verifying it for the case
of the 0-skeleton of Pd(Γ), which is identified with Γ. In other words, we
need to show that Bp,∗L (|Γ|)
Γ → C∗L(|Γ|)
Γ induces an isomorphism on K-
theory, where we write |Γ| to indicate that we are regarding Γ as a metric
space. In this case, note that C∗L(|Γ|)
Γ ∼= Cub([0,∞),K(ℓ
2)), and evaluation
at zero induces an isomorphism K∗(Cub([0,∞),K(ℓ
2))) ∼= K∗(K(ℓ
2)) since
an Eilenberg swindle argument can be used to show that the kernel of the
evaluation-at-zero map has trivial K-theory. Similarly, one can show that
evaluation at zero induces an isomorphism K∗(B
p,∗
L (|Γ|)
Γ) ∼= K∗(K(ℓ
p)).
Since K∗(K(ℓ
p)) ∼= K∗(K(ℓ
2)), we have an isomorphism K∗(B
p,∗
L (|Γ|)
Γ)
∼=
→
K∗(C
∗
L(|Γ|)
Γ). Hence we have the following commutative diagram relating
the ∗-algebraic version of the Lp assembly map µp,∗ in the top row with the
original Baum-Connes assembly map µ2,∗ in the bottom row:
limd→∞K∗(B
p,∗
L (Pd(Γ))
Γ) limd→∞K∗(B
p,∗(Pd(Γ))
Γ) K∗(B
p,∗(|Γ|)Γ)
limd→∞K∗(C
∗
L(Pd(Γ))
Γ) limd→∞K∗(C
∗(Pd(Γ))
Γ) K∗(C
∗(|Γ|)Γ)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
∼=
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
...........................
.
.
.
.
..........
.
.
.
.
...................................
.
.
.
.
..................
.
.
.
.
As a consequence, if µp,∗ is an isomorphism for all p ∈ (1,∞), then
K∗(B
p,∗(|Γ|)Γ) ∼= K∗(C
∗(|Γ|)Γ) ∼= K∗(C
∗
r (Γ))
for all p ∈ (1,∞). If the homomorphism Bp,∗(|Γ|)Γ → Bp(|Γ|)Γ also induces
an isomorphism on K-theory for all p ∈ (1,∞), then
K∗(B
p(|Γ|)Γ) ∼= K∗(C
∗
r (Γ))
for all p ∈ (1,∞). This leads to the following questions:
Question 6.2. For which groups Γ is the assembly map µp,∗ an isomor-
phism?
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Question 6.3. For which groups Γ is it true that the homomorphism
Bp,∗(|Γ|)Γ → Bp(|Γ|)Γ
induces an isomorphism on K-theory?
Note that Bp(|Γ|)Γ is isomorphic to Bpr (Γ)⊗K(ℓ
p), where Bpr (Γ) is the re-
duced Lp group algebra of Γ (also known as the algebra of p-pseudofunctions
on Γ) [7, Lemma 6]. The same proof shows that Bp,∗(|Γ|)Γ is isomorphic to
to Bp,∗r (Γ) ⊗K(ℓ
p), where Bp,∗r (Γ) is an involutive version of B
p
r (Γ). These
algebras were studied in [25]. In particular, it was shown that for p ∈ [1,∞],
1
p
+ 1
q
= 1, q ≤ q0 ≤ ∞, ifG is a locally compact group with property (RD)q0,
then the homomorphism Bp,∗r (G) → B
p
r (G) induces an isomorphism on K-
theory [25, Corollary 4.9]. It was also shown that for a locally compact
group G in Lafforgue’s class C′ (defined in [23]) having property (RD)q,
the K-theory of Bpr (G) does not depend on the parameter p ∈ [1,∞] [25,
Corollary 4.10].
We shall end with some brief remarks about the case with coefficients.
Defining Roe ∗-algebras with general Lp operator algebra coefficients using
norms like those above may be problematic as a given Lp operator algebra
may not be representable on the dual Lq space, but this is not a problem for
algebras of the form C0(Y ) for a locally compact space Y . One may consider
the algebra of all finite propagation X ×X matrices T = (Txy) with entries
Txy ∈ C0(Y )⊙M∞(C) that are uniformly bounded both inB(L
p(Y )⊗ℓp) and
in B(Lq(Y )⊗ℓq) so that T ∈ B(ℓp(X)⊗Lp(Y )⊗ℓp)∩B(ℓq(X)⊗Lq(Y )⊗ℓq).
Then define
||T || = max(||T ||B(ℓp(X)⊗Lp(Y )⊗ℓp), ||T ||B(ℓq(X)⊗Lq(Y )⊗ℓq)),
and define Bp,∗(X;C0(Y )) to be the completion of this algebra under the
norm || · ||. One can then consider similar homomorphisms and questions as
those discussed above.
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