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ABSTRACT. The paper deals with the Free Material Design (FMD) problem aimed at constructing the least
compliant structures from an elastic material the constitutive field of which play the role of the design vari-
able in the form of a tensor valued measure λ supported in the design domain. Point-wise the constitutive
tensor is referred to a given anisotropy class H while the integral of a cost c(λ) is bounded from above.
The convex p-homogeneous elastic potential j is parameterized by the constitutive tensor. The work puts
forward the existence result and shows that the original problem can be reduced to the Linear Constrained
Problem (LCP) known from the theory of optimal mass distribution by G. Bouchitte´ and G. Buttazzo. A
theorem linking solutions of (FMD) and (LCP) allows to effectively solve the original problem. The de-
veloped theory encompasses several optimal anisotropy design problems known in the literature as well
as it unlocks new optimization problems including design of structures made of a material whose elas-
tic response is dissymmetric in tension and compression. By employing the explicitly derived optimality
conditions we give several analytical examples of optimal designs.
1. INTRODUCTION
Under the term compliance of an elastic structure we understand the value of the elastic energy stored
in the structure subjected to a given static load F . In the present paper we consider optimum design of
the field of constitutive tensor of a prescribed class of anisotropy. The aim is to find within a domain
Ω ⊂ Rd a distribution of the constitutive tensor that minimizes the compliance. Our attention is focused
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on materials with elastic potential j = j(H, ξ) whose arguments are: the 4th-order constitutive positive
semi-definite tensor H of suitable symmetries, that henceforward will be shortly called a Hooke tensor,
and the 2nd-order strain tensor ξ, defined as the symmetric part of the gradient of the displacement vector
function u. The Hooke tensor field, point-wise restricted to a closed convex coneH of our choosing, will
be the design variable while imposing a bound C0 on its total cost being integral of a norm c = c(H).
This problem will be referred to as the Free Material Design problem (FMD) in general (also known
in the literature under the name Free Material Optimization), and as the Anisotropic Material Design
(AMD) if the anisotropy is not subject to any constraints, namely H is the whole set of Hooke tensors.
In the context of the linear theory of elasticity in which j(H, ξ) = 1
2
〈H ξ, ξ〉 and with the unit cost
function c(H) = TrH the above problem in the AMD setting has been for the first time put forward
in [Ri], where also a direct numerical method of solving this problem has been proposed. Soon then in
[BGHPT] the AMD was formally reformulated to a form in which only one scalar variable is involved:
m := TrH . There has also been shown that the optimal tensor assumes the singular form: Hˇ = m ξ˜ ⊗
ξ˜ where point-wise ξ˜ is the normalized strain tensor. Consequently, one eigenvalue of the optimal Hˇ
is positive, while the other five eigenvalues vanish. Due to reduction of the number of scalar design
variables from 21 (in three dimensions) to 1 an efficient numerical method could be developed, cf.
Section 5 in [BGHPT].
The analytical method of paper [BGHPT] has been applied in [BGPT] concerning minimum com-
pliance of softening structures. This time the analytical work has been done one step forward showing,
at the formal level, how to eliminate the design variable m, but due to the necessity of using the opti-
mization tools for smooth optimization problems this reduction had not been used in the next steps, e.g.
within the numerical tools, at the cost of increasing the number of design variables. Thus, the mentioned
papers: [BGHPT],[BGPT] did not make use of possibility of elimination of all the design variables in the
AMD problem. Such elimination leads to the minimization problem of a functional of linear growth with
respect to the stress tensor field running over the set of all stresses satisfying the equilibrium equations.
In the present paper this problem is a particular case of the more general problem (P∗) if one assumes
ρ0 to be the Euclidean norm on the space of matrices, cf. (1.2) below.
To the present authors’ knowledge one of the first contributions that puts the AMD problem in rig-
orous mathematical frames is [We] where a variant of existence result is given. The author used a vari-
ational formula for the compliance thus rewriting the original problem as a min-max problem in terms
of the Hooke tensor field H and the vector displacement function u. In order to gain compactness in
some functional space of Hooke tensor fields a uniform upper bound TrH(x) ≤ mmax was additionally
enforced in [We], which allowed to establish existence of a solution in the form of a tensor-valued L∞
function x 7→ Hˇ(x). Based on a saddle-point result the author also proved that there exists a displace-
ment function u ∈ W 1,2(Ω;Rd) solving the linear elasticity problem in the optimally designed body
characterized by Hˇ ∈ L∞(Ω;H ). Bounding point-wise the trace of Hooke tensor has an advantage of
preventing the material density blowing up in the vicinity of singularity sets (e.g. the re-entrant corners
of Ω), which should potentially render the optimal design more practical. Contrarily, the extra constraint
deprives us of some vital mathematical features: it is no longer possible to reduce the original formu-
lation AMD to the problem (P∗) of minimizing the functional of linear growth. It is also notable that
combining the local constraint TrH(x) ≤ mmax with the global one
´
Ω
TrH(x) dx ≤ C0 must surely
ON THE FREE MATERIAL DESIGN PROBLEM 3
produce results that depend on the ratio (mmax |Ω|)/C0; in particular once it is below one the bound
on the global cost is never sharp and thus may be disposed of. Furthermore, due to the uniform bound
on the optimal Hooke tensor field Hˇ , we should not a priori expect the regularity of the fields solving
the corresponding elasticity problem to be higher than in the classical case: the displacement u will in
general lie in the Sobolev space W 1,2(Ω;Rd) (discontinuities possible) and the stress tensor function
σ ∈ L2(Ω;Sd×d) may blow up to infinity. The local upper bound on the trace of Hooke tensor is also
kept throughout the papers [ZKB] or [KSZ] that concentrate rather on the numerical treatment.
Another work that offers an existence result in a FMD-adjacent problem is [HKLS] where authors put
a special emphasis on controlling the displacement function u in the optimally designed body – therein
a more general design problem is considered that includes additional constraints on both displacement u
and the the stress σ. In order to arrive at a well-posed problem a relaxation is proposed where, apart from
initially considered uniform upper bound TrH(x) ≤ mmax, a lower bound ε Id ≤ H(x) is imposed as
well for some small ε > 0; the inequality ought to be understood in the sense of comparing the induced
quadratic forms, whilst Id : Sd×d 7→ Sd×d is the identity operator.
As outlined above, the reformulation of AMD problem to the problem (P∗), the one of minimizing a
functional of linear growth proposed first in [BGPT], was not utilized in the subsequent works in years
1996-2010 keeping the uniform upper bound TrH(x) ≤ mmax (that guaranteed compactness in L∞)
and applying more direct numerical approaches. This matter was revisited in [CL1] where the passage
from AMD to (P∗) played a central role: a detailed, yet still formal, derivation of (P∗) via the optimality
conditions is therein given. In the same work the problem (P∗) was treated numerically. Next, the paper
[CL2] formally put forward a problem dual to (P∗) where the virtual work of the load is maximized over
displacement functions u that produce strain e(u) point-wise contained in a unit Euclidean ball. In the
present work this dual problem may be recovered as a particular case of the problem (P) by choosing ρ
to be again Euclidean norm, cf. (1.1) below. The idea of reformulating an optimal design problem by a
pair of mutually dual problems (P) and (P∗) was inspired by the theory of Michell structures where a
pair of this form can be employed to obtain both analytical and highly accurate numerical solutions, cf.
[LSC] or [BGS].
As stressed above the solution to the AMD problem is highly singular: only one eigenvalue of the
elastic moduli tensor turns out to be positive, the other five vanish. A way of remedying this is by
imposing some additional local condition on the type of material’s anisotropy: in [Cza], [CW] and later
in [CL4] the Isotropic Material Design problem (IMD) was proposed as another setting of the family
of FMD problems. Essentially IMD problem boils down to seeking two scalar fields K and G being,
respectively, bulk and shear moduli that fully determine the field of isotropic Hooke tensor H for which
(in 3D setting)TrH = 3K+10G. Analogously to the AMD setting, the IMD problem was reformulated
to a pair of mutually dual problems of the form (P), (P∗), only this time the functions ρ, ρ0 are not the
Euclidean norms but a certain pair of mutually dual norms on the space of symmetric matrices. A similar
effort was made in [CzuLew] where the Cubic Material Design problem (CMD) was approached: the
cubic symmetry was imposed on the unknown Hooke tensor field H reducing the CMD problem to
minimizing over three moduli fields as well as directions of anisotropy. Once again reformulation to
a pair (P), (P∗) proved to be feasible with ρ, ρ0 chosen specifically to CMD problem. Finally, along
4 ON THE FREE MATERIAL DESIGN PROBLEM
with isotropy symmetry the Poisson ratio ν may be fixed as well leading to the Young Modulus Design
problem (YMD), where only one field of Young moduli E is the design variable, see [CL3].
In summary, throughout years 2012-2017 a family of Free Material Design problems: AMD, CMD,
IMD, YMD has been proposed and rewritten as pairs of mutually dual problems (P) and (P∗), speci-
fied for each problem via different functions ρ, ρ0. The present contribution is aimed at mathematically
rigorous unification of the theory of FMD family including showing existence results as well as the equiv-
alence with the pair (P), (P∗). The latter issue excludes the possibility of imposing the uniform bound
TrH(x) ≤ mmax hence compactness of the set of admissible Hooke tensor fields must be established
in topology other than the one of L∞(Ω;H ). The global constraint
´
Ω
TrH dx ≤ C0 yields merely
boundedness of H in L1(Ω;H ). Naturally, due to lack of reflexivity of L1(Ω;H ), the compactness in
in this space is impossible to obtain.
Almost in parallel to the mathematical work [We] on the Free Material Design problem the so-called
Mass Optimization Problem (MOP) was developed in [BB]. In MOP we seek a mass distribution, being
a non-negative scalar fieldm, that minimizes the compliance. Roughly speaking MOP is equivalent to a
particular case of the FMD problem with the set of admissible Hooke tensors chosen as H =
{
mH0 :
m ≥ 0} where H0 is a fixed strictly positive definite Hooke tensor (once H0 is isotropic then MOP is
equivalent to YMD problem). Consequently the only constraint is global and it reads
´
Ω
mdx ≤ M0
for some M0 > 0. Similarly as in FMD problem the compactness of the set of admissible mass fields
in any Lebesgue space Lq(Ω) is beyond reach. Therefore the authors of [BB] depart from the relaxed
MOP from the beginning where the design variable is a positive Radon measure supported in the closure
of the design domain: µ ∈ M+(Ω) represents the mass distribution whereas the constraint is simply´
dµ ≤ M0. According to Lebesgue decomposition theorem µ = µac + µs where µac = mLd Ω with
m ∈ L1(Ω) and µs is the singular part of µ. In contrast to the FMD problem with the uniform bound
TrH(x) ≤ mmax assumed in works like [We] or [HKLS] it may happen in MOP that the optimal mˇ
blows up to infinity, which is debatable in terms of manufacturability. On the other hand, however, the
optimal singular part µˇs could concentrate e.g. on some curve C ⊂ Ω, namely µˇs = mC H1 C, which
would mean that via MOP we recognize a need for one-dimensional reinforcement of a d-dimensional
body/structure. This feature of an optimal design problem is well-established in the theory of Michell
structures.
In the paper [BB] we find a rigorous reformulation of MOP to a pair of mutually dual problems (P),
(P∗) mentioned above, which now, in virtue of the measure theoretic setting may be readily written
down:
(P) Z = sup
{ˆ
〈u, F 〉 : u ∈ C1(Ω;Rd), ρ(e(u)) ≤ 1 in Ω} (1.1)
(P∗) = min
{ˆ
ρ0(τ) : τ ∈ M(Ω;Sd×d), −div τ = F}. (1.2)
It must be noted that the applied load is a vector valued measure F ∈M(Ω;Rd) which accounts for e.g.
point loads, whilst the equilibrium equation−div τ = F must be understood in the sense of distributions.
The variable τ in (P∗), being a tensor valued measure, seems to play a role of the stress field yet it is not
the case. In the present work τ will be referred to as the force flux: indeed (P∗) resembles the problem of
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optimally transporting parts of the vector source F to its other parts; optimal τ may be diffused over some
subdomain of non-zero Lebesgue measure or rather concentrate on some curve. Once F is balanced the
problem (P∗) attains a solution τˆ while there exists a continuous displacement function uˆ ∈ C(Ω;Rd)
that solves a version (P) of the problem (P) where the differentiability condition is relaxed. One of
the main theorems in [BB] allows to recover a solution of the original MOP based on solutions uˆ, τˆ :
the optimal mass reads µˇ = M0
Z
ρ0(τˆ) while the displacement function uˇ = Z
M0
uˆ and the stress function
σˇ = dτˆ
dµˇ
solve the underlying elasticity problem of the body given by mass µˇ and subject to the load F .
It is remarkable that uˇ and σˇ gain extra regularity in comparison to classical elasticity: the function uˇ is
differentiable Ld-a.e. in Ω with e(u) ∈ L∞(Ω;Sd×d) (see Lemma 2.1 in [BGS]) while σˇ ∈ L∞µˇ (Ω;Sd×d)
or more precisely the stress σˇ is uniform in the optimal body in the sense that ρ0(σˇ) ≡ Z
M0
µˇ-a.e. One
may think of σˇ as ”micro-stress” referred to elastic medium described by µˇ; then the resulting force flux
τˆ = σˇµˇ could be thought of as ”macro-stress”. Then, although σˇ is bounded and uniform, τˆ is in some
sense ”point-wise unbounded”, which is difficult to put in a precise way with τˆ ∈ M(Ω;Sd×d) being
a tensor valued measure. Similar distinction between such ”micro-stress” and ”macro-stress” (called
therein Hemp’s forces) occurs in theory of Michell structures, see [LSC].
The theory of MOP was further developed and generalized in [BF2]. The present work essentially
adapts the methods in [BF2] to provide a rigorous mathematical framework of the family of Free Material
Design problems in the setting of the papers by Czarnecki et al (2012-2017). The choice of the class of
anisotropy we are designing, i.e. whether we are in the setting of AMD, IMD etc., shall be determined by
a set H being any closed convex cone contained in the set of Hooke tensors. The elastic potential that
furnishes the constitutive law of elasticity and, at the same time, describes the dependence on the design
variable shall be a two-argument real non-negative function j : H × Sd×d → R. The unit cost of the
Hooke tensor at a point c : H → R may be picked as restriction of any norm on the space of 4th-order
tensors to the set H ; the standard cost c = Tr is a particular choice. The family of the FMD problems
is thus parameterized by H , j, c, which, considering assumptions (H1)-(H5) given in Section 2, offers
a wide variety of optimal design problems. In analogy to [BB] or [BF2] the design variable shall be the
tensor valued measure λ ∈ M(Ω;H ) representing the Hooke tensor field; the constraint on the total
cost shall read
´
c(λ) ≤ C0. The measure λ may be decomposed to λ = Cµ where C ∈ L∞µ (Ω;H )
with c(C ) = 1 µ-a.e.; the positive Radon measure µ again plays the role of the ”mass” of the body. The
objective is to minimize the elastic compliance C = C(λ) under a balanced load F ∈ M(Ω;Rd) that
is expressed variationally: C(λ) = supu∈C1(Ω;Rd)
{´ 〈u, F 〉 − ´ j(λ, e(u))}. The hereby proposed FMD
problem falls into class of structural topology optimization problems for it determines:
(i) the topology and shape of the optimal body via the closed set spt µˇwhich, in general, can be strictly
contained in the design domain Ω (cutting-out property of FMD);
(ii) variation of dimension of the optimal structure from point to point in Ω (solids, shells or bars may
appear altogether) and this information is encoded in the geometric properties of µˇ, see paper [BBS]
on the space tangent to measure at a point;
(iii) the anisotropy Cˇ (x) at µˇ-a.e. x that may imply certain singularities of the material, e.g. in the
AMD setting the solution Cˇ degenerates µˇ-a.e. to have a single positive eigenvalue, whilst for IMD
problem it appears typical for the optimal material to be auxetic, see [CW].
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After checking in Section 2 the well-posedness of the FMD problem by showing weak-* upper semi-
continuity of the functional λ 7→ ´ j(λ, e(u)), in Section 3.2 we move on to reduce the original problem
to the pair of problems (P), (P∗) of identical form as in the work [BF2] on MOP. One of the paramount
differences between the two design problems is the following: for MOP the functions ρ, ρ0 are data that
can be inferred from the given constitutive law whereas here the gauge function ρ is to be computed
such that 1
p
(
ρ(ξ)
)p
= maxH∈H , c(H)≤1 j(H, ξ) where p is the exponent of homogeneity of j(H, · ); then
ρ0 is defined as the polar of ρ. We stress that ρ depends on all the parameters H , j, c of the family of
FMD problems hence the pair ρ, ρ0 in (P), (P∗) encodes the actual setting of the FMD problem (e.g.
AMD, IMD etc.). The finite dimensional programming problem that gives the pair ρ, ρ0 is thoroughly
studied in Section 3.3, where in particular we learn that 1
p′
(
ρ0(σ)
)p′
= minH∈H , c(H)≤1 j∗(H, σ). The
final method of solving the FMD problem follows from Theorem 4.5: we learn that for any solutions uˆ
and τˆ of, respectively, (P) and (P∗) the measure µˇ = C0
Z
ρ0(τˆ) is an optimal mass distribution in the
FMD problem while the displacement uˇ =
(
Z
C0
)p′/p
uˆ and the stress σˇ = dτˆ
dµˇ
solve the elasticity problem
in the optimal structure. Finally, the optimal function of Hooke tensor Cˇ is the one that point-wise
solves the problem j∗
(
Cˇ (x), σˇ(x)
)
= minH∈H , c(H)≤1 j∗
(
H, σˇ(x)
)
; Lemma 4.2 guarantees that there
exists such µˇ-measurable function Cˇ . In Section 5 we again build upon [BF2] to arrive at the optimality
conditions for a quadruple (u, µ, σ,C ) in Theorem 5.2. The optimality conditions are then employed in
Section 6 to give analytical solutions of some simple example of FMD problem in its different settings.
This includes the settings of AMD and IMD, but we also propose the new Fibrous Material Design
setting (FibMD) where the set H is chosen as convex hull of the (non-convex) cone of uni-axial Hooke
tensorsH = a η⊗ η⊗ η⊗ η with a ≥ 0 and η being a unit vector. Remarkably, in the FibMD setting the
pair (P), (P∗) represents exactly the Michell problem as ρ turns out to be the spectral norm, see [SK] and
[BGS]. The assumptions (H1)-(H5) allow to take potentials j beyond the classical j(H, ξ) = 1
2
〈H ξ, ξ〉
and in Example 6.1 we demonstrate this possibility by proposing a potential j± that is dissymetric for
tension and compression while the dependence onH is non-linear.
The goal of the concluding Section 7 is to show that the theory developed in this work finds its
application outside elasticity. The framework of the paper [BF2] is very general and it applies e.g. to
Kirchhoff plates. Section 7.1 offers a sketch of adaptation of the FMD theory to Kirchhoff plates, cf. the
work [WS] on numerical methods for FMD in plates and shells. Treating the FMD problem in elasticity
as vectorial one (the function u is vector valued) in Section 7.2 we outline the theory of the scalar FMD
problem that, in turn, furnishes optimal field of conductivity tensor. In analogy to [BB] we recognize
connection of the scalar FMD problem to the Optimal Transport Problem (cf. [Vi]), which allows to
characterize the optimal conductivity field by means of the optimal transportation plan.
2. ELASTICITY FRAMEWORK
2.1. Hooke tensor fields and constitutive law. Strain formulation of elasticity theory. By Ωwe shall
understand a bounded open set with Lipschitz boundary, contained in a d-dimensional space Rd (in this
work d = 2 or d = 3). The space Sd×d will consist of symmetric 2nd-order tensors representing either
the stress or the strain at a point Ω, being the domain of an elastic body: a plate in case of d = 2 and a
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solid for d = 3. Naturally Sd×d is isomorphic to the space of symmetric d× d matrices. We will use the
symbol 〈 · , · 〉 to denote the Euclidean scalar product in any finite dimensional space.
In classical elasticity, point-wise in Ω, the anisotropy of the body is characterized by a Hooke tensor:
a 4-th order tensor that enjoys certain symmetries and is positive semi-definite. In fact the set of Hooke
tensors is isomorphic to the subset H0 =
{
H ∈ L (Sd×d) : H is positive semi-definite} with L (Sd×d)
standing for the space of symmetric operators from Sd×d to Sd×d. We thus agree that henceforward
we shall (slightly abusing the terminology) speak of Hooke tensors as elements of H0 being a closed
convex cone in L (Sd×d). For a Hooke tensor H ∈ H0 the notions of eigenvalues λi(H) or the trace
TrH are thus well established; similarly we may speak of identity element Id ∈ H0 or a tensor product
A⊗ A ∈ H0 for A ∈ Sd×d.
In the sequel we will restrict the admissible class of anisotropy by admitting Hooke tensors in a
chosen subcone of H0, i.e.
H is an aribtrary non-trivial closed convex cone contained in H0.
We now display some cases of the cones H that will be of interest to us:
Example 2.1. The subcone H may be chosen so that the condition H ∈ H implies a certain type of
anisotropy symmetry, for instance H = Hiso will denote the set of isotropic Hooke tensors; we have
the characterization
Hiso =
{
H ∈ H0 : H = dK
(
1
d
I⊗ I
)
+ 2G
(
Id− 1
d
I⊗ I
)
, K,G ≥ 0
}
(2.1)
where by I ∈ Sd×d we denote the identity matrix, while Id is the identity operator in L (Sd×d). The non-
negative numbers K,G are the so-called bulk and shear moduli respectively. In case of plane elasticity,
i.e. d = 2, for later purposes we give the relation between the moduli and the pair Young modulus E,
Poisson ratio ν:
E = 2
(
1
2K
+
1
2G
)−1
=
4KG
K +G
, ν =
K −G
K +G
. (2.2)
It must be stressed, however, that some symmetry classes of the Hooke tensor generate cones that are
non-convex. This is the case with classes that distinguishes directions, e.g. orthotropy, cubic symmetry.
Example 2.2. . Let us denote by Haxial the set of uni-axial Hooke tensors, i.e.
Haxial =
{
H ∈ H0 : H = a η ⊗ η ⊗ η ⊗ η, a ≥ 0, η ∈ Sd−1
}
.
where by Sd−1 we mean the unit sphere in Rd. The set Haxial is clearly a cone yet it is non-convex for
d > 1 and thus a natural step is to consider the smallest closed convex cone containing Haxial, i.e. its
closed convex hull:
H = conv(Haxial) = conv(Haxial),
where we have used the fact that in the finite dimensional space the convex hull of a closed cone is closed.
This family of Hooke tensors relates to materials that are made of one-dimensional fibres. Although
conv(Haxial) is properly contained in H0 it contains non-trivial isotropic Hooke tensors.
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We proceed to narrow down the class of constitutive laws of elasticity that shall be herein considered,
i.e. point-wise relation between the stress tensor σ ∈ Sd×d and the strain tensor ξ ∈ Sd×d. We will deal
with a family of constitutive relations parametrized by a Hooke tensor H ∈ H , therefore the elastic
energy potential will depend on two variables:
j : H × Sd×d → R;
note that we assume that j cannot admit infinite values. It is important that there is no explicit dependence
on the spatial variable x. Below we state our assumptions on the function j. Throughout the rest of the
paper we fix an exponent p ∈ (1,∞), while p′ = p
p−1 will stand for its Ho¨lder conjugate.
We assume that for each H ∈ H there hold:
(H1) the function j(H, · ) is real-valued, non-negative and convex on Sd×d;
(H2) the function j(H, · ) is positively p-homogeneous on Sd×d;
whilst for each ξ ∈ Sd×d there hold:
(H3) the function j( · , ξ) is concave and upper semi-contiunous on the closed convex cone H ;
(H4) the function j( · , ξ) is one-homogeneous on H ;
(H5) there existsH ∈ H such that j(H, ξ) > 0.
It is worth to stress that the condition (H5) that gives a kind of ellipticity is weak as it allows degenerate
tensors H ∈ H for which there exists non-zero ξ ∈ Sd×d such that j(H, ξ) = 0.
We shall say that a stress tensor σ ∈ Sd×d and a strain tensor ξ ∈ Sd×d satisfy the constitutive law of
elasticity with respect to a Hooke tensorH ∈ H whenever
σ ∈ ∂j(H, ξ),
where we agree that henceforward the subdifferential ∂j(H, ξ) will be intended with respect to the
second variable; similarly we shall later understand the Fenchel transform j∗. This way the constitutive
law above may be rewritten as the equality 〈ξ, σ〉 = j(H, ξ) + j∗(H, σ).
Example 2.3. The simplest case of a function j in case when p = 2 is the one from linear elasticity:
j(H, ξ) =
1
2
〈H ξ, ξ〉.
It is trivial to see that the assumptions (H1)-(H4) are satisfied by the function above. The assumption
(H5) is virtually put on the set H as it has to contain ”enough” Hooke tensors.
Next we state several results that will be useful in terms of integral functionals with j as the integrand.
Proposition 2.4. For a given Radon measure µ ∈ M+(Ω) let C : Ω → H be a µ-measurable tensor
valued function. Then the function j
(
C ( · ), · ) : Ω× Sd×d → R is a Carathe´odory function, i.e.
(i) for µ-a.e. x ∈ Ω the function j(C (x), · ) is continuous;
(ii) for every ξ ∈ Sd×d the function j(C ( · ), ξ) is µ-measurable.
Proof. The statement (i) follows easily from the assumption (H1) since every convex function that is
finite on the whole finite dimensional space (here Sd×d) is automatically continuous.
We fix ξ ∈ Sd×d; to see that (ii) holds it is enough to show that for arbitrary α ∈ R the set {x ∈ Ω :
j
(
C (x), ξ
)
< α} is µ-measurable. Due to the upper semi-continuity assumption (H3) the set A = {H ∈
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H : j
(
H, ξ
)
< α} is open in topology of L (Sd×d) relative to H . Since C is µ-measurable we obtain
that C −1(A) is µ-measurable and the thesis follows. 
In compliance with convex analysis a convex function restricted to convex subset of a linear space
can be equivalently treated as a function defined on the whole space if extended by +∞. Since the real
function j : H × Sd×d → R is concave with respect to first variable H we can by analogy speak of an
extended real function j : L (Sd×d)×Sd×d → R = [−∞,∞] such that j(H, ξ) = −∞ for any ξ ∈ Sd×d
and anyH ∈ L (Sd×d)\H .
Proposition 2.5. The function j is upper semi-continuous on the product L (Sd×d) × Sd×d, i.e. jointly
in variables H and ξ.
Proof. W fix a pair (H˘, ξ˘) ∈ L (Sd×d)×Sd×d. We may assume that H˘ ∈ H since otherwise j(H˘, ξ˘) =
−∞ and the thesis follows trivially. Let us take any ball U ⊂ L (Sd×d) centred at H˘ and introduce a
compact setK = U ∩H . We observe that for any fixed ξ ∈ Sd×d the set {j(H, ξ) : H ∈ K} is bounded
in R. The zero lower bound follows from non-negativity of j|H whereas, since j( · , ξ) is real-valued
concave and upper semi-continuous on H , it achieves its finite maximum onK. According to Theorem
10.6 in [Ro] the shown point-wise boundedness combined with convexity of every j(H, · ) imply that
the family of functions {j(H, · ) : H ∈ K} is equi-continuous on any bounded subset of Sd×d. Upon
fixing ε > 0 we may thus choose δ1 > 0 such that∣∣∣j(H, ξ)− j(H, ξ˘)∣∣∣ < ε
2
∀ ξ ∈ B(ξ˘, δ1) ⊂ Sd×d, ∀H ∈ K ⊂ H ,
where it must be stressed that K does not depend on ε. Due to the upper semi-continuity of j( · , ξ˘) we
can also choose δ2 > 0 for which B(H˘, δ2) ⊂ U and
j(H, ξ˘) < j(H˘, ξ˘) +
ε
2
∀H ∈ B(H˘, δ2).
For any pair (H, ξ) ∈ (B(H˘, δ2) ∩H )× B(ξ˘, δ1) we therefore obtain
j(H, ξ) = j(H, ξ˘) +
(
j(H, ξ)− j(H, ξ˘)) < j(H˘, ξ˘) + ε
2
+
ε
2
,
which proves that j is upper semi-continuous on H × Sd×d being a convex and closed subset of
L (Sd×d)× Sd×d. Extending j by −∞ guarantees its upper semi-continuity on L (Sd×d)× Sd×d. 
The elastic properties of a d-dimensional body contained in Ω and, in fact, the shape of the body itself
shall be fully determined by a constitutive field or a Hooke tensor field represented by a L (Sd×d)-valued
measure λ ∈ M(Ω;L (Sd×d)); we note that λ is compactly supported in Rd. Let f be any norm on the
space L (Sd×d) (chosen in the sequel as the cost function), then according to Radon-Nikodym theorem
λ can be decomposed as follows
λ = C µ, µ ∈M+(Ω), C ∈ L∞µ
(
Ω;L (Sd×d)), f(C ) = 1 µ-a.e., (2.3)
that is µ can be computed as variation measure |λ| with respect to the norm f while C is the Radon-
Nikodym derivative dλ
d|λ| . Unless any confusion may arise, henceforward C , µ shall always denote the
unique decomposition of λ as above. This way the information λ about the Hooke tensor field has been
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split into two: i) information on the distribution of elastic material µ that after [BB] shall be called mass
distribution; ii) information on the anisotropy C .
Displacement of the body shall be expressed by a vector valued function and although the body is
essentially contained in the support of µ it is convenient to start with displacement fields u determined in
the whole Rd, more precisely u ∈ (D(Rd))d where D(Rd) stands for the standard test space of smooth
functions, while
(D(Rd))d = D(Rd;Rd) denotes its d copies. Next, the strain ε will be a tensor valued
function being the symmetric part of the gradient of u:
ε = e(u) :=
1
2
(∇u+ (∇u)⊤) ∈ D(Rd;Sd×d) for u ∈ (D(Rd))d.
With a Hooke field λ fixed the total strain energy Jλ of an elastic body is a convex functional on a
space of strain functions, more accurately Jλ : L
p
µ
(
Ω;Sd×d)→ R and it is defined as follows
Jλ(ε) :=
ˆ
j
(
λ, ε
)
=
ˆ
j
(
C (x), ε(x)
)
µ(dx), (2.4)
where we have utilised one-homogeneity of j with respect to the first argument. We note that Jλ is proper
(does not admit −∞ anywhere and is not constantly∞) and in fact non-negative if and only if C (x) ∈
H for µ-a.e. x ∈ Ω. Indeed, for any H /∈ H and arbitrary ξ ∈ Sd×d one obtains j(H, ξ) = −∞.
Therefore, although formally λ ∈M(Ω;L (Sd×d)), the condition on Jλ being finite will virtually force
that the Hooke function C point-wise lies in H as desired.
It is elementary that the convex functional Jλ is weakly lower semi-continuous on L
p
µ
(
Ω;Sd×d). In
the process of optimization the Hooke field λ will play a role of the design variable and hence we must
examine the weak-* upper semi-continuity of a concave functional J( · )(ε) :M
(
Ω;L (Sd×d)) → R for
a fixed continuous function ε. It is natural to take the convex functional −J( · )(ε) instead, yet the issue
with utilizing the classical theorems (see e.g. [Re]) to show its lower semi-continuity is that −J( · )(ε)
admits negative values.
Proposition 2.6. Let us take any ε ∈ C(Ω;Sd×d), then the functional J( · )(ε) is weakly-* upper semi-
continuous in the spaceM(Ω;L (Sd×d)).
Proof. The idea is to show that there exists a continuous functionG : Sd×d → (L (Sd×d))∗ ≡ L (Sd×d)
such that for every ξ ∈ Sd×d we obtain a majorization 〈G(ξ), · 〉 ≥ j( · , ξ) on L (Sd×d). Once this is
established we define g : Ω×L (Sd×d)→ R by
g(x,H) :=
〈
G
(
ε(x)
)
, H
〉− j(H, ε(x)).
Since G is continuous and j is upper semi-continuous jointly on L (Sd×d) × Sd×d by Proposition 2.5,
we see by uniform continuity of ε that the function g is lower semi-continuous jointly on Ω×L (Sd×d).
Then, due to non-negativity of g and its convexity together with positive one-homogeneity with respect to
the second variable, it is a classical result (see e.g. [Re] or [BV]) that the functional λ 7→ ´ g(x, λ(dx))
is weakly-* lower semi-continuous onM(Ω;L (Sd×d)). We observe that for any ε ∈ C(Ω;Sd×d)
Jλ(ε) =
ˆ 〈
G
(
ε(x)
)
, λ(x)
〉− ˆ g(x, λ(x)),
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hence the functional J( · )(ε) is a difference of a continuous linear functional (the function G ◦ ε :
Ω → L (Sd×d) is uniformly continuous) and weakly-* lower semi-continuous functional on
M(Ω;L (Sd×d)), which furnishes the thesis.
To conclude the proof we must therefore show existence of the function G. We will work with func-
tion j− := −j (convex and proper in the first variable) instead, while the functionG : Sd×d → L (Sd×d)
must be its linear minorant in the sense displayed above for the majorant (we keep the symbol G nev-
ertheless). First we show that for every ξ ∈ Sd×d the proper, convex and l.s.c. function j−( · , ξ) :
L (Sd×d) → R is subdifferentiable at the origin, i.e. ∂1j−(0, ξ) 6= ∅ where in this proof by ∂1j− we
shall understand the subdifferential with respect to the first argument. By Theorem 23.3 in [Ro] the sce-
nario ∂1j
−(0, ξ) = ∅ can occur only if there exists a direction∆H ∈ L (Sd×d) such that the directional
derivative with respect to the first argument j−∆H(0, ξ) equals −∞. Since j−( · , ξ) is positively homoge-
neous our argument for subdifferentiability at the origin amounts to verifying that j−(H, ξ) > −∞ for
everyH in a unit sphere in L (Sd×d). But this is trivial since we know that j−( · , ξ) is proper for each ξ.
We have thus arrived at a multifunction Γ : Sd×d ∋ ξ 7→ ∂1j−(0, ξ) ∈
(
2L (S
d×d)\∅) that is
convex and closed valued. According to Theorem 3.2” in [Mi] in order to show that there exists a
continuous selection G of Γ it suffices to show that Γ is l.s.c (in the sense of theory of multifunc-
tions). In turn, Lemma A2 in the appendix of [BV] states that Γ is l.s.c. if and only if the function
(∆H, ξ) 7→ δ∗(∆H | ∂1j−(0, ξ)) is l.s.c. on L (Sd×d) × Sd×d where δ∗ denotes the support function.
The Theorem 23.2 in [Ro] says that δ∗ (∆H | ∂1j−(0, ξ)) is exactly the directional derivative of j−( · , ξ)
atH = 0 in the direction∆H , but due to homogeneity of j−( · , ξ) this derivative is precisely j−(∆H, ξ)
and all boils down to showing lower semi-continuity of j− = −j, which is guaranteed by Proposition
2.5 in this work. 
A load that may be applied to an elastic body shall be modelled by a vector-valued measure F ∈
M(Ω;Rd). We will assume that our body is not kinematically supported (fixed), e.g. on a boundary of
Ω, so in order to have equilibrium the load F must be balanced (see the next subsection for details). We
give a definition of elastic compliance of elastic body represented by a Hooke field λ ∈M(Ω;L (Sd×d))
or, as we shall henceforward write, λ ∈ M(Ω;H ):
C(λ) := sup
{ˆ
〈u, F 〉 −
ˆ
j
(
λ, e(u)
)
: u ∈ (D(Rd))d} . (2.5)
The maximization problem in (2.5) may be viewed as a strain formulation of elasticity problem. The
compliance C(λ) is always non-negative and it obviously can equal ∞ in case when λ is not suitably
adjusted to F . Naturally, even if C(λ) < ∞, the maximization problem does not, in general, have a
solution in the space of smooth functions. Once j satisfies a suitable ellipticity condition, the relaxed
solution may be found in a Sobolev space with respect to measure µ = |λ| denoted byW 1,pµ which was
proposed in [BBS] and then developed in e.g. [BF2]. In this paper it is crucial that j may be degenerate
in the sense that, in particular, j
(
C (x), ε(x)
)
may vanish for some non-zero ε ∈ Lpµ(Ω;Sd×d) on a set of
non-zero measure µ. The discussed theory cannot therefore be applied to every pair of measures F and
λ. However, it will appear in Section 4 that the situation is better if λ is optimally chosen for F .
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2.2. Stress formulation of elasticity theory. We begin this subsection with a definition of a field that
we shall call a force flux. By a force flux that equilibrates a load F ∈ M(Ω;Rd) in a closed domain Ω
we shall understand a tensor valued measure τ ∈M(Ω;Sd×d) that satisfies
div τ + F = 0 (2.6)
in sense of distributions on the whole spaceRd. Naturally, the above equation can be equivalently written
in the form of virtual work principle:ˆ
〈e(ϕ), τ〉 =
ˆ
〈ϕ, F 〉 ∀ϕ ∈ (D(Rd))d,
which is almost by definition up to using the fact that 〈∇ϕ(x), σ〉 = 〈e(ϕ)(x), σ〉 for all σ ∈ Sd×d. It is
important to note that ϕ above may not vanish on the boundary ∂Ω and therefore a Neumann boundary
condition is accounted for in (2.6), possibly non-homogeneous once F charges ∂Ω.
For existence of a force flux τ that equilibrates a load F , an assumption on this load is needed: we
say that F is balanced when one of the two equivalent conditions is satisfied:
(i) the virtual work of F is zero on the space of rigid body displacement functions U0:ˆ
〈u0, F 〉 = 0 ∀ u0 ∈ U0 :=
{
u ∈ C1(Ω;Rd) : e(u) = 0} ;
(ii) F has zero resultant force and moment:ˆ
F = 0 in Rd and
ˆ (
xi Fj − xj Fi
)
= 0 ∀ i, j ∈ {1, . . . , d}.
A proof that solution τ of (2.6) exists if and only if F is balanced may be found in [BGS]. Henceforward
we shall assume that the load F is indeed balanced.
For an elastic body represented by a Hooke field λ ∈ M(Ω;H ) and subjected to a balanced load
F ∈ M(Ω;Rd) we derive the dual problem to (2.5) with one of the Fenchel transformations performed
in duality pairing Lpµ(Ω;Sd×d) , Lp′µ (Ω;Sd×d) where µ = |λ| and C = dλdµ :
C(λ) = min
{ˆ
j∗
(
C (x), σ(x)
)
dµ : σ ∈ Lp′µ (Ω;Sd×d), −div(σµ) = F
}
(2.7)
where j∗ denotes the Fenchel conjugate with respect to the second variable. Upon acknowledging Propo-
sition 2.4 and the fact that the functional
´
j(λ, · ) dµ : Lpµ(Ω;Sd×d) → R is continuous we find that
the duality argument is a use of a standard algorithm from Chapter III in [ET] hence we decide not to
display the details. We note that as a part of (2.7) we claim that C(λ) <∞ and that the minimizer exists,
which is true for balanced F . We observe that (2.7) may be considered a dual definition of compliance
while the minimization problem itself is a stress-based formulation of the elasticity problem.
3. THE FREE MATERIAL DESIGN PROBLEM
3.1. Formulation of the optimal design problem. In the optimization problem herein considered the
Hooke field λ ∈ M(Ω;H ) will play a role of the design variable. The natural constraint on λ will
be the bound on the total cost, therefore we must choose a cost integrand c : H → R+ that satisfies
essential properties: convexity, positive homogeneity, lower semi-continuity on H and c(H) = 0 ⇔
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H = 0. Since H is a closed convex cone consisting of positively semi-definite tensors, for every non-
zero H ∈ H necessarily −H /∈ H . Then it is easily seen that every such function c extends to a norm
on the whole space L (Sd×d). It is thus suitable that
we choose the cost function c as restriction of any norm on L (Sd×d) to H .
Example 3.1. In the pioneering work on the Free Material Design problem [Ri] the cost function c was
proposed as the trace function, i.e.
c(H) = TrH =
N(d)∑
i=1
λi(H) ∀H ∈ H
where λi(H) denotes i-th eigenvalue of tensor (in fact a symmetric operator) H; N(d) =
1
2
d (1 + d)
is the dimension of the space of symmetric tensors Sd×d (e.g. N(2) = 3 and N(3) = 6). Note that
Tr : H → R+ may be extended to the whole space L (Sd×d) by
∑N(d)
i=1 |λi(H)| being a norm dual to
the spectral one. This is an exceptional example of a cost function c for it is linear on H .
Our problem of designing in a domain Ω an optimal elastic body which equilibrates a balanced load
F can be readily posed as a compliance minimization problem:
(FMD) Cmin = min
{
C(λ) : λ ∈M(Ω;H ), ˆ c(λ) ≤ C0
}
(3.1)
which, due to the point-wise free choice of anisotropy C (x) = dλ
d|λ|(x) ∈ H , receives the name Free
Material Design problem (FMD). The positive number C0 is the maximal cost of an elastic body. In the
decomposition (2.3) the function f could be any norm on L (Sd×d) therefore at this point it is convenient
to assume f = c and henceforward by a pairC , µwe shall always understand the decomposition λ = Cµ
with c(C ) = 1 µ-a.e. This way the constraint can be rewritten as
´
c(λ) =
´
c(C ) dµ =
´
dµ ≤ C0
which is a constraint on the total mass of the elastic body, cf. [BB].
By recalling the definition (2.5) of the compliance we find that, as a point-wise supremum of a
family of convex and weakly-* lower semi-continuous functionals onM(Ω;L (Sd×d)) (see Proposition
2.6), C is itself convex and weakly-* l.s.c. Since c is a norm, in (FMD) we are actually performing
minimization over a bounded and thus weakly-* compact set in M(Ω;L (Sd×d)). We infer that our
problem has a solution λˇ whenever Cmin is finite, which is indeed the case for a balanced load F .
3.2. Reduction of the Free Material Design problem to a Linear Constrained Problem. With the
definition (2.5) of C(λ) plugged explicitly into (FMD) problem we arrive at a min-max problem:
Cmin = inf
λ∈M(Ω;H ),´
c(λ)≤C0
sup
u∈D(Rd;Rd)
{ˆ
〈u, F 〉 −
ˆ
j
(
λ, e(u)
)}
. (3.2)
By acknowledging Proposition 2.6 from this work we easily verify the assumptions of Proposition 1 in
[BF2] which allows to interchange inf and sup above. We may thus formulate a variant of Theorem 1
from [BF2], but first we introduce some additional notions. The function j¯ : Sd×d → R shall represent a
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strain energy that is maximal with respect to admissible anisotropy represented by Hooke tensorH ∈ H
of a unit c-cost:
j¯(ξ) := sup
H∈H1
j(H, ξ), H1 :=
{
H ∈ H : c(H) ≤ 1}. (3.3)
As a point-wise supremum of a family of convex functions {j(H, · ) : H ∈ H1} the function j¯ is convex
as well. Furthermore, since each j(H, · ) is positively p-homogeneous by assumption (H2), the function
j¯ inherits this property. Next, due to concavity and upper semi-continuity of j( · , ξ) together with com-
pactness of H1, we see that j¯(ξ) = max
H∈H1
j(H, ξ) = j(H¯ξ, ξ) for some H¯ξ ∈ H1 and in particular j¯ is
finite on Sd×d. It is natural to define
H¯1(ξ) :=
{
H ∈ H1 : j¯(ξ) = j(H, ξ)
}
being a non-empty, convex and compact subset of H1 for every ξ ∈ Sd×d. The short over-bar ·¯ will be
consistently used in the sequel to stress maximization with respect to Hooke tensor or field and should
not be confused with long over-bar · denoting e.g. the closure of a set.
We have just showed that j¯ is a convex, continuous and positively p-homogeneous function and it is
well-known (see e.g. Corollary 15.3.1 in [Ro]) that it can be written as
j¯(ξ) =
1
p
(
ρ(ξ)
)p
, (3.4)
where ρ : Sd×d → R+ is a positively one-homogeneous function.
From the ellipticity assumption (H5) follows that j¯(ξ) = 0 if and only if ξ = 0 and the same holds
for ρ. It is thus straightforward that:
Proposition 3.2. The function ρ : Sd×d → R+ is a finite, continuous, convex positively one-
homogeneous function that satisfies for some positive constants C1, C2
C1|ξ| ≤ ρ(ξ) ≤ C2|ξ| ∀ ξ ∈ Sd×d.
Our theorem can be readily stated:
Theorem 3.3. For a balanced load F ∈ M(Ω;Rd) the minimum value of compliance in (FMD) prob-
lem (3.1) equals
Cmin = 1
p′C0
p′−1 Z
p′ (3.5)
where we introduce an auxiliary variational problem with a linear objective
(P) Z := sup
{ˆ
〈u, F 〉 : u ∈ (D(Rd))d, ρ(e(u)) ≤ 1 point-wise in Ω}. (3.6)
Proof. Upon swapping inf and sup in (3.2) the latter may be rewritten as
Cmin = sup
u∈D(Rd;Rd)
{ˆ
〈u, F 〉 − J¯(e(u))}
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where for any continuous stress field ε ∈ C(Ω;Sd×d) we have
J¯(ε) = sup
λ∈M(Ω;H ), ´ c(λ)≤C0
Jλ(ε) = sup
µ∈M+(Ω),
´
dµ≤C0
C∈L1µ(Ω;H ), c(C )=1
ˆ
j(C , ε) dµ,
where we decomposed λ to Cµ with c(C ) = 1 µ-a.e. (the symbol J¯ is not to be confused with l.s.c.
regularization of some functional J). Further we fix the strain field ε. For any pair C , µ admissible above
we easily find an estimateˆ
j(C , ε) dµ ≤
ˆ
j¯(ε) dµ ≤ ‖j¯(ε)‖L∞(Ω)
ˆ
dµ ≤ C0 ‖j¯(ε)‖L∞(Ω)
which yields J¯(ε) ≤ C0 ‖j¯(ε)‖L∞(Ω). We shall show that the RHS of this inequality is attainable for a
certain competitor λ¯ε.
By Proposition 3.2 we see that due to continuity of ε on Ω the function j¯
(
ε( · )) is continuous on
a compact set Ω as well and thus there exists x¯ ∈ Ω such that ‖j¯(ε)‖L∞(Ω) = j¯
(
ε(x¯)
)
. With a strain
function ε fixed we propose λ¯ε = C0 H¯ε(x¯) δx¯ where H¯ε(x¯) is any Hooke tensor from the non-empty set
H¯1
(
ε(x¯)
)
and δx¯ is a Dirac delta measure at x¯. It is trivial to check that
´
c(λ¯ε) = C0 whilst
Jλ¯ε(ε) = C0
ˆ
j
(
H¯ε(x¯), ε(x)
)
δx¯(x) = C0 j
(
H¯ε(x¯), ε(x¯)
)
= C0 j¯
(
ε(x¯)
)
= C0 ‖j¯(ε)‖L∞(Ω),
which proves that indeed J¯(ε) = C0 ‖j¯(ε)‖L∞(Ω) and further that also J¯(ε) = C0p
(
‖ρ(ε)‖L∞(Ω)
)p
.
Next we use a technique that was already applied in [GS]: by substitution u = t u1 we obtain
Cmin = sup
u∈D(Rd;Rd)
{ˆ
〈u, F 〉 − C0
p
(
‖ρ(e(u))‖L∞(Ω))p
}
= sup
u1∈D(Rd;Rd), t≥0
{(ˆ
〈u1, F 〉
)
t− C0
p
tp : ‖ρ(e(u1))‖L∞(Ω) = 1
}
= sup
u1∈D(Rd;Rd)
{
1
p′C0
p′−1
(ˆ
〈u1, F 〉
) p′
: ‖ρ(e(u1))‖L∞(Ω) ≤ 1
}
,
where, under the assumption that
´ 〈u1, F 〉 is non-negative, in the last step we have computed the max-
imum with respect to t which was attained for t¯ =
(´ 〈u1,F 〉
C0
)p′−1
. Since the power function ( · )p′ is
increasing for non-negative arguments the thesis follows. 
Following the contribution [BF2] we move on by deriving the problem dual to (P); in contrary to the
duality applied in (2.7) the natural duality pairing here is C(Ω;Sd×d),M(Ω;Sd×d). Again the duality
argument is standard up to noting that for any τ ∈ M(Ω;Sd×d)ˆ
ρ0(τ) = sup
{ˆ
〈ε, τ〉 : ε ∈ C(Ω;Sd×d), ρ(ε) ≤ 1 in Ω
}
; (3.7)
the reader is referred to e.g. [BV] for the proof. The function ρ0 : Sd×d → R+ represents the function
polar to ρ, namely for the stress tensor σ ∈ Sd×d
ρ0(σ) = sup
ξ∈Sd×d
{
〈ξ, σ〉 : ρ(ξ) ≤ 1
}
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where we recall that 〈 · , · 〉 stands for the Euclidean scalar product in Sd×d. With the use of (3.7) a
standard duality argument (cf. Chapter III in [ET]) readily produces the dual to the problem (P):
(P∗) Z = min
{ˆ
ρ0(τ) : τ ∈M(Ω;Sd×d), −div τ = F} (3.8)
and we emphasize that existence of a solution τˆ is part of the duality result (F is assumed to be balanced).
After [BF2] the pair of mutually dual problems (P) in (3.6) and (P∗) in (3.8) will be named a Linear
Constrained Problem (LCP).
3.3. Designing the anisotropy at a point. The function j¯ and therefore also the function ρ (see (3.4))
are expressed via finite dimensional programming problem (3.3) where function j enters. It is thus a
natural step to examine how the polar ρ0 depends on j or, as it will appear, on j∗. By definition of polar
ρ0 for any pair (ξ, σ) ∈ Sd×d × Sd×d there always holds 〈ξ, σ〉 ≤ ρ(ξ) ρ0(σ); we shall say that such a
pair satisfies the extremality condition for ρ and its polar whenever this inequality is sharp. One of the
main results of this subsection will state that this extremality condition is equivalent to satisfying the
constitutive law σ/ρ0(σ) ∈ ∂j(H˘, ξ) for some H˘ ∈ H1 optimally chosen for σ. This link will be utilized
while formulating the general optimality conditions for (FMD) problem in Section 5.
Beforehand we investigate the properties of the Fenchel conjugate j∗; by its definition, for a fixed
H ∈ H we get a function j∗(H, · ) : Sd×d → R expressed by the formula
j∗(H, σ) = sup
ζ∈Sd×d
{〈ζ, σ〉 − j(H, ζ)}. (3.9)
It is well-established that j∗(H, · ) is convex and l.s.c. on Sd×d, it is also proper and non-negative for
each H ∈ H since j(H, · ) is real-valued and equals zero at the origin. For a given H ∈ H , however,
j∗(H, · ) may admit infinite values: take for instance H ∈ H that is a singular tensor and j(H, ξ) =
1
2
〈H ξ, ξ〉, then j∗(H, σ) = ∞ for any σ 6⊥ KerH . Furthermore it is well-established that j∗(H, · ) is
positively p′-homogeneous. Next, again for a fixed H ∈ H , we look at the subdifferential ∂j(H, · ) :
Sd×d → 2Sd×d . Almost by definition for ξ, σ ∈ Sd×d
σ ∈ ∂j(H, ξ) ⇔ 〈ξ, σ〉 ≥ j(H, ξ) + j∗(H, σ), (3.10)
while the opposite inequality on the RHS, known as Fenchel’s inequality, holds always. By recalling
positive p-homogeneity of j(H, · ) it is well established that the following repartition of energy holds
(see e.g. [Ro])
σ ∈ ∂j(H, ξ) ⇔
{
〈ξ, σ〉 = p j(H, ξ),
〈ξ, σ〉 = p′ j∗(H, σ). (3.11)
We can infer more about the function j∗. Since j( · , ζ) is concave and u.s.c. for every ζ ∈ Sd×d the
mapping (H, σ) 7→ 〈ζ, σ〉 − j(H, ζ) is for each ζ convex and l.s.c. jointly in H and σ. As a result the
function j∗ : L (Sd×d) × Sd×d → R is also jointly convex and l.s.c. as a point-wise supremum with
respect to ζ . It is, although, not so clear at this point whether the function j∗( · , σ) is proper for arbitrary
σ ∈ Sd×d, i.e. we question the strength of the assumption (H5). A positive answer to this question shall
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be a part of the theorem that we will state below. Beforehand we give another property of functions j, j∗
that we shall utilize later: for anyH1, H2 ∈ H and any ξ, σ ∈ Sd×d we have
j(H1 +H2, ξ) ≥ j(H1, ξ) + j(H2, ξ), (3.12)
j∗(H1 +H2, σ) ≤ min
{
j∗(H1, σ), j∗(H2, σ)
}
. (3.13)
The first inequality can be obtained by combining concavity and 1-homogenity of j( · , ξ). Next we see
that j∗(H1 + H2, σ) = supζ∈Sd×d
{〈ζ, σ+〉 − j(H1 + H2, ζ)}, which, with the use of (3.12) and non-
negativity of j, furnishes (3.13).
Theorem 3.4. Let ρ : Sd×d → R+ be the real gauge function defined by (3.3) and (3.4) and by ρ0 denote
its polar function. Then the polar function is another real gauge function satisfying C˜1|σ| ≤ ρ0(σ) ≤
C˜2|σ| for some positive C˜1, C˜2 and the following statements hold:
(i) for every stress tensor σ ∈ Sd×d
min
H∈H1
j∗(H, σ) = j¯ ∗(σ) =
1
p′
(
ρ0(σ)
)p′
(3.14)
where the continuous function j¯ ∗ : Sd×d → R+ is the Fenchel conjugate of j¯ = maxH∈H1 j(H, · );
(ii) for a strain tensor ξ ∈ Sd×d satisfying ρ(ξ) ≤ 1, an arbitrary non-zero stress tensor σ ∈ Sd×d and
a Hooke tensor H˘ ∈ H1 the following conditions are equivalent:
(1) there hold the extremality conditions:
〈ξ, σ〉 = ρ0(σ) and H˘ ∈
¯
H1(σ)
where we introduce a non-empty convex compact set of Hooke tensors optimally chosen for σ
¯
H1(σ) :=
{
H ∈ H1 : j∗(H, σ) = j¯ ∗(σ) = min
H˜∈H1
j∗
(
H˜, σ
)}
;
(2) the constitutive law is satisfied:
1
ρ0(σ)
σ ∈ ∂j(H˘, ξ). (3.15)
Moreover for each of the two conditions (1), (2) to be true it is necessary to have ρ(ξ) = 1;
(iii) the following implication is true for every non-zero ξ, σ ∈ Sd×d
〈ξ, σ〉 = ρ(ξ) ρ0(σ) ⇒
¯
H1(σ) ⊂ H¯1(ξ),
while in general
¯
H1(σ) may be a proper subset of H¯1(ξ).
Proof. The lower and upper bounds on ρ0 are a straightforward corollary from the analogous property
for ρ stated in Proposition 3.2. For the proof of statement (i) we fix a non-zero tensor σ ∈ Sd×d, then
directly by definition of the Fenchel transform (3.9) we obtain
inf
H∈H1
j∗(H, σ) = inf
H∈H1
sup
ζ∈Sd×d
{〈ζ, σ〉 − j(H, ζ)}
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thus arriving at a min-max problem of a very analogous (yet finite dimensional) form to (3.2). Again by
Proposition 1 from [BF2] we may swap the order of infimum and supremum and we arrive at
inf
H∈H1
j∗(H, σ) = sup
ζ∈Sd×d
{
〈ζ, σ〉 − sup
H∈H1
j(H, ζ)
}
= sup
ζ∈Sd×d
{
〈ζ, σ〉 − j¯(ζ)
}
= j¯ ∗(σ)
or, by acknowledging that j¯(ζ) = 1
p
(
ρ(ζ)
)p
, we recover the well known result:
j¯ ∗(σ) = inf
H∈H1
j∗(H, σ) = sup
ζ∈Sd×d
{
〈ζ, σ〉 − 1
p
(
ρ(ζ)
)p}
= sup
ζ1∈Sd×d
t≥0
{
t〈ζ1, σ〉 − t
p
p
: ρ(ζ1) = 1
}
= sup
ζ1∈Sd×d
{
1
p′
|〈ζ1, σ〉|p
′
: ρ(ζ1) ≤ 1
}
=
1
p′
(
ρ0(σ)
)p′
, (3.16)
where the maximal problem with respect to t were solved with t¯ζ1 = |〈ζ1, σ〉|p
′−1
. Since the function ρ0
is real-valued we have actually showed that infH∈H1 j
∗(H, σ) is finite proving that the function j∗( · , σ)
is proper for any σ and thus, due to its convexity and l.s.c, we know that it admits its minimum on the
compact set H1, hence point (i) is proved.
Wemove on to prove statement (ii); we fix ξ, σ ∈ Sd×d with ρ(ξ) ≤ 1 and H˘ ∈ H1; it is not restrictive
to assume that ρ0(σ) = 1. Let us first assume that (1) holds, i.e. that 〈ξ, σ〉 = ρ0(σ) = 1 and H˘ is an
element of the non-empty set
¯
H1(σ), so that j
∗(H˘, σ) = j¯ ∗(σ) = 1
p′
(
ρ0(σ)
)p′
. Since 〈ξ, σ〉 ≥ ρ(ξ)ρ0(σ)
we necessarily have ρ(ξ) = 1 together with
〈ξ, σ〉 = sup
ζ1∈Sd×d
{
〈ζ1, σ〉 : ρ(ζ1) ≤ 1
}
and, since t¯ξ = |〈ξ, σ〉|p
′−1 = 1, we infer that t¯ξ ξ = ξ solves all the maximization problems with respect
to ζ or ζ1 in the chain (3.16), the first one in particular. Together with H˘ ∈
¯
H1(σ) this means that (H˘, ξ)
is a saddle point for the functional (H, ζ) 7→ 〈ζ, σ〉 − j(H, ζ), i.e.
〈ξ, σ〉 − j(H˘, ξ) = max
ζ∈Sd×d
min
H∈H1
{
〈ζ, σ〉 − j(H, ζ)
}
= max
ζ∈Sd×d
{
〈ζ, σ〉 − j(H˘, ζ)
}
= j∗(H˘, σ)
= min
H∈H1
max
ζ∈Sd×d
{
〈ζ, σ〉 − j(H, ζ)
}
= min
H∈H1
{
〈ξ, σ〉 − j(H, ξ)
}
= 〈ξ, σ〉 − j¯(ξ),
which furnishes two equalities: 〈ξ, σ〉 − j(H˘, ξ) = j∗(H˘, σ) and 〈ξ, σ〉 − j(H˘, ξ) = 〈ξ, σ〉 − j¯(ξ) from
which we infer that σ ∈ ∂j(H˘, ξ) and, respectively, H˘ ∈ H¯1(ξ). The former conclusion gives the
implication (1) ⇒ (2) while the latter, since H˘ was arbitrary element of
¯
H1(σ) and 〈ξ, σ〉 = ρ0(σ),
establishes the point (iii) for the case when ρ(ξ) = 1; then the general setting of (iii) follows by the fact
that H¯1(ξ) = H¯1(t ξ) for any t > 0.
For the implication (2) ⇒ (1) we assume that for the triple ξ, σ, H˘ with ρ(ξ) ≤ 1, ρ0(σ) = 1,
H˘ ∈ H1 the constitutive law (3.15) is satisfied. Then, by (3.11) there holds the repartition of energy:
〈ξ, σ〉 = p j(H˘, ξ) and 〈ξ, σ〉 = p′ j∗(H˘, σ). The following chain can be written down:
1 = ρ0(σ) = p′
(
1
p′
(
ρ0(σ)
)p′) ≤ p′ j∗(H˘, σ) = 〈ξ, σ〉 = p j(H˘, ξ) ≤ p(1
p
(
ρ(ξ)
)p) ≤ 1
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and therefore all the inequalities above are in fact equalities; in particular we have
〈ξ, σ〉 = ρ0(σ) = ρ(ξ) = 1, j¯ ∗(σ) = 1
p′
(
ρ0(σ)
)p′
= j∗(H˘, σ) ⇒ H˘ ∈
¯
H1(σ),
which proves the implication (2)⇒ (1) and the ”moreover part” of point (ii), concluding the proof. 
Example 3.5 (Anisotropic Material Design problem). We shall compute the functions ρ, ρ0 together
with the sets H¯1(ξ),
¯
H1(σ) in the setting of (FMD) problem mostly discussed in the literature: the
Anisotropic Material Design (AMD) setting for the linearly elastic body, more precisely we choose
H = H0, j(H, ξ) =
1
2
〈H ξ, ξ〉 (p = 2), c(H) = TrH, (3.17)
i.e. H contains all possible Hooke tensors. Upon recalling that here H1 = {H ∈ H0 : TrH ≤ 1} for
each H ∈ H1 we may write down an estimate
j(H, ξ) =
1
2
〈H ξ, ξ〉 ≤ 1
2
(
max
i∈{1,...,N(d)}
λi(H)
)
|ξ|2 ≤ 1
2
(
TrH
) |ξ|2 ≤ 1
2
|ξ|2 (3.18)
(|ξ| = 〈ξ, ξ〉1/2 denotes the Euclidean norm of ξ) and therefore 1
2
(
ρ(ξ)
)2
= j¯(ξ) ≤ 1
2
|ξ|2. On the other
hand, we may define for a fixed non-zero ξ ∈ Sd×d
H¯ξ =
ξ
|ξ| ⊗
ξ
|ξ| (3.19)
that is a tensor with only one non-zero eigenvalue being equal to 1 and the corresponding unit eigenvector
ξ/|ξ| (in fact a symmetric tensor); obviously we have Tr H¯ξ = 1 and j(H¯ξ, ξ) = 12
〈
H¯ξ ξ, ξ
〉
= 1
2
|ξ|2,
which shows that in fact j¯(ξ) = j(H¯ξ, ξ) =
1
2
|ξ|2 and hence
ρ(ξ) = |ξ|, ξ|ξ| ⊗
ξ
|ξ| ∈ H¯1(ξ).
It is easy to observe that for a non-zero ξ the tensor H¯ξ is the unique element of the set H¯1(ξ). Indeed, if
ξ/|ξ| is kept as one of the eigenvectors of a chosenH ∈ H1 and λ1(H) is the corresponding eigenvalue,
then H 6= H¯ξ means that λ1(H) < 1 yielding j(H, ξ) = 12〈H, H¯ξ〉|ξ|2 < 12 |ξ|2. One may easily verify
that we obtain a similar result whenever ξ/|ξ| is not one of the eigenvectors of H .
It is well known that the polar ρ0 to the Euclidean norm ρ = | · | is again this very norm. Furthermore
it is obvious that
〈ξ, σ〉 = ρ(ξ) ρ0(σ) = |ξ| |σ| ⇔ t1ξ = t2σ for some t1, t2 ≥ 0.
Next, since H¯1(ξ) is a singleton for non-zero ξ, for non-zero σ the point (iii) of Theorem 3.4 furnishes:
ξσ = t σ for some t > 0 ⇒
¯
H1(σ) = H¯1(ξσ) =
{
ξσ
|ξσ| ⊗
ξσ
|ξσ|
}
=
{
σ
|σ| ⊗
σ
|σ|
}
.
Therefore we have obtained
ρ0(σ) = |σ|,
¯
H1(σ) =
{
σ
|σ| ⊗
σ
|σ|
}
. (3.20)
The latter results were given in [CL1] and were obtained by solving the problem minH∈H1 j
∗(H, σ)
directly.
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Remark 3.6. It is worth noting that in general neither of the sets H¯1(ξ) or even
¯
H1(σ) is a singleton,
see Examples 6.2 and 6.6 in Section 6.1.
4. THE LINK BETWEEN SOLUTIONS OF THE FREE MATERIAL DESIGN PROBLEM AND
THE LINEAR CONSTRAINED PROBLEM
In Section 3.2 we have expressed the value of minimum compliance Cmin by value Z being the
supremum and infimum in problems (P) and (P∗) respectively. Next we ought to show how solution
of the original Free Material Design problem, the optimal Hooke field λ in particular, may be recovered
from the solution of much simpler Linear Constrained Problem, being the mutually dual pair (P), (P∗)
exactly. Since the form of (LCP) is identical to the one discussed in the paper [BF2] the present section
may be recognized as a variant of the argument in the former work: herein we must additionally retrieve
the optimal Hooke function C . Since, in contrast to (P∗), the problem (P) in general does not attain a
solution, the condition on smoothness of u in (P) must be relaxed. This was already done in [BB] or
[BF2] therefore we repeat the result by only sketching the proof of the compactness result:
Proposition 4.1. Let Ω be a bounded domain with Lipschitz boundary. Then the set
U1 :=
{
u ∈ (D(Rd))d : ρ(e(u)) ≤ 1 in Ω} (4.1)
is precompact in the quotient space C(Ω;Rd)/U0 where U0 =
{
u ∈ C1(Ω;Rd) : e(u) = 0}.
Outline of the proof. Using Korn’s inequality we infer that, up to a function in U0 (a rigid body displace-
ment function), the set U1 is a bounded subset ofW 1,q(Ω) for any 1 ≤ q <∞. By taking any q > d we
employ Morrey’s embedding theorem (which uses Lipschitz regularity of the boundary ∂Ω) to conclude
that the Ho¨lder seminorm | · |C0,α is uniformly bounded in U1 for any exponent α ranging in (0, 1) and
the thesis follows. 
The load F , throughout assumed to be balanced, satisfies the condition
´ 〈u0, F 〉 = 0 for any u0 ∈ U0.
The results above justifies the following relaxation of the problem (P):
(P) Z = max
{ˆ
〈u, F 〉 : u ∈ U1
}
(4.2)
where U1 stands for the closure of U1 in the topology of uniform convergence. The problem (P) attains
a solution that is unique up to a rigid body displacement function u0 ∈ U0. It is worth noting that each
u ∈ U1 is Ld-a.e. differentiable with e(u) ∈ L∞(Ω;Sd×d), yet still there are u /∈ Lip(Ω;Rd) belonging
to U 1, which is possible due to the lack of Korn’s inequality for q =∞, cf. [BGS] for details.
It is left to relax the another displacement-based problem appearing in this work, i.e. the one of
elasticity (2.5). After [BF2] we shall say that for the Hooke field λ ∈ M(Ω;H ) the function uˇ ∈
C(Ω;Rd) is a relaxed solution of (2.5) when C(λ) admits a maximizing sequence in un ∈
(D(Rd))d
with un ⇒ u in Ω (uniformly) and ρ
(
e(un)
) ≤ (Z/C0)p′/p in Ω. Simple adaptation of the result in point
(ii) of Proposition 2 in [BF2] allows to infer that such a maximizing sequence exists provided that λ is
the optimal solution for (FMD), which justifies the definition of the relaxed solution.
For any force flux τ ∈ M(Ω;Sd×d) by ρ0(τ) we understand a positive Radon measure that for any
Borel set B ⊂ Rd gives ρ0(τ) (B) := ´
B
ρ0(τ), where the integral is indented in the sense of convex
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functional on measures (see (3.7)). Since τ is absolutely continuous with respect to ρ0(τ) the Radon-
Nikodym theorem gives τ = σ µ where µ = ρ0(τ) and σ = dτ
dµ
∈ L1µ(Ω;Sd×d); obviously there must
hold ρ0(σ) = 1 µ-a.e. so in fact σ ∈ L∞µ (Ω;Sd×d).
In [BF2] the authors defined solution of the Linear Constrained Problem as a triple u, µ, σ where u
solves (P) and τ = σµ solves (P∗) with ρ0(σ) = 1 µ-a.e. For our purpose, i.e. in order to recover
the full solution of the Free Material Design problem, we must speak of optimal quadruples u, µ, σ,C
where for µ-a.e. x the Hooke tensor C (x) ∈ H1 (of unit c-cost) is optimally chosen for σ(x), namely
C (x) ∈
¯
H1
(
σ(x)
)
. Beforehand we must make sure there always exists such a function C that is µ-
measurable:
Lemma 4.2. For a given Radon measure µ ∈ M+(Ω) let γ : Ω → Sd×d be a µ-measurable function.
We consider a closed and convex-valued multifunction Γγ : Ω→ 2H1\∅ as below
Γγ(x) :=
¯
H1
(
γ(x)
)
=
{
H ∈ H1 : j¯ ∗
(
γ(x)
)
= j∗
(
H, γ(x)
)}
.
Then there exists a µ-measurable selection Cγ : Ω→ H1 of the multifunction Γγ , namely
Cγ(x) ∈
¯
H1
(
γ(x)
)
for µ-a.e. x ∈ Ω.
Proof. It suffices to prove that the multifunction σ 7→
¯
H1(σ) is upper semi-continuous on Sd×d. Then it
is also a measurable multifunction and thus there exsits a Borel measurable selection H¯ : Sd×d → H1,
i.e. H¯(σ) ∈
¯
H1(σ) for every σ ∈ Sd×d, see Corollary III.3 and Theorem III.6 in [CV]. Then Cγ :=
H¯ ◦ γ : Ω→ H1 is µ-measurable as a composition of Borel measurable and µ-measurable functions.
By definition of the upper semi-continuity of multifunctions we must show that for any open set
U ⊂ H1 (open in the relative topology of the compact set H1 ⊂ L (Sd×d)) the set
V =
{
σ ∈ Sd×d :
¯
H1(σ) ⊂ U
}
is open in Sd×d. Below the set U is fixed; assuming that V is non-empty we choose arbitrary σ˘ ∈ V . We
must show that there exists δ > 0 such that B(σ˘, δ) ⊂ V , which may be rewritten as
for every σ ∈ B(σ˘, δ) there holds: j∗(H, σ) > j¯ ∗(σ) ∀H ∈ H1\U. (4.3)
We start proving (4.3) by observing that there exists ε > 0 such that
inf
H˜∈H1\U
j∗(H˜, σ˘) > j¯ ∗(σ˘) + 3ε. (4.4)
Indeed, the compact set
¯
H1(σ˘) is a subset of the open set U and therefore lower semi-continuity of
j∗( · , σ˘) implies that infH˜∈H1\U j∗(H˜, σ˘) must be greater than j¯ ∗(σ˘) = minH˜∈H1 j∗(H˜, σ˘) because
otherwise the minimum would be attained in the compact set H1\U , which is in contradiction with
¯
H1(σ˘) ⊂ U .
For a fixed ε satisfying (4.4) we shall choose δ > 0 so that for every σ ∈ B(σ˘, δ) there hold
| j¯ ∗(σ)− j¯ ∗(σ˘)| < ε, (4.5)
j∗(H, σ) ≥ inf
H˜∈H1\U
j∗(H˜, σ˘)− ε ∀H ∈ H1\U. (4.6)
Possibility of choosing δ = δ1 so that (4.5) holds follows from continuity of j¯
∗ (see point (i) of Theorem
3.4), while estimate (4.6), being uniform in H1\U , is more involved. Since j∗ : H1 × Sd×d → R is
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lower semi-continuous (jointly in both arguments), for every H˜ ∈ H1 we may pick δ˜ = δ˜(H˜) > 0 such
that
j∗(H, σ) ≥ j∗(H˜, σ˘)− ε ∀ (H, σ) ∈ B(H˜, δ˜(H˜))×B(σ˘, δ˜(H˜)).
SinceH1\U is compact one may choose its finite subset {H˜i}mi=1 such thatH1\U ⊂
⋃m
i=1B
(
H˜i, δ˜(H˜i)
)
.
By putting δ2 = min
m
i=1 δ˜(H˜i) we find that
j∗(H, σ) ≥ j∗(H˜i, σ˘)− ε ∀ (H, σ) ∈ B
(
H˜i, δ˜(H˜i)
)× B(σ˘, δ2) ∀ i ∈ {1, . . . , m},
and thus, since the finite family of balls covers H1\U
j∗(H, σ) ≥ min
i∈{1,...,m}
j∗(H˜i, σ˘)− ε ∀ (H, σ) ∈
(
H1\U
) ×B(σ˘, δ2),
which, by the fact that H˜i ∈ H1\U for all i, furnishes (4.6) for any σ ∈ B(σ˘, δ2).
We fix δ = min{δ1, δ2} to have (4.5) and (4.6) all together, which, combined with (4.4), give for any
σ ∈ B(σ˘, δ) and anyH ∈ H1\U
j∗(H, σ) ≥ inf
H˜∈H1\U
j∗(H˜, σ˘)− ε > (j¯ ∗(σ˘) + 3ε)− ε = j¯ ∗(σ˘) + 2ε > (j¯ ∗(σ)− ε) + 2ε = j¯ ∗(σ) + ε,
which establishes (4.3) and thus concludes the proof. 
The definition of a quadruple solving (LCP) may readily be given:
Definition 4.3. By a solution of (LCP) we will understand a quadruple: uˆ ∈ C(Ω;Rd), µˆ ∈
M+(Ω), σˆ ∈ L∞µˆ (Ω;Sd×d) and Cˆ ∈ L∞µˆ (Ω;H ) such that: uˆ solves (P); τˆ = σˆµˆ ∈ M
(
Ω;Sd×d)
solves (P∗); ρ0(σˆ) = 1 µˆ-a.e.; Cˆ is any measurable selection of the multifunction x 7→
¯
H1
(
σˆ(x)
)
which exists by virtue of Lemma 4.2.
Then we define a solution of the Free Material Design problem, yet, apart from the Hooke field λ
being the design variable, we also speak of the stress and the displacement function in the optimal body:
Definition 4.4. By a solution of (FMD) we will understand a quadruple: uˇ ∈ C(Ω;Rd), µˇ ∈
M+(Ω), σˇ ∈ Lpµˇ(Ω;Sd×d) and Cˇ ∈ L∞µˇ (Ω;H ) such that: λˇ = Cˇ µˇ ∈ M
(
Ω;H
)
solves the com-
pliance minimization problem Cmin with c(Cˇ ) = 1 µˇ-a.e.; σˇ solves the stress-based elasticity problem
(2.7) for λ = λˇ; uˇ is a relaxed solution of the displacement based elasticity problem (2.5) for λ = λˇ.
We give a theorem that links the two solutions defined above:
Theorem 4.5. Let us choose a quadruple uˆ ∈ C(Ω;Rd), µˆ ∈ M+(Ω), σˆ ∈ L1µˆ(Ω;Sd×d) and Cˆ ∈
L1µˆ(Ω;H ) and define
Cˇ = Cˆ , µˇ =
C0
Z
µˆ, σˇ =
Z
C0
σˆ, uˇ =
(
Z
C0
)p′/p
uˆ. (4.7)
Then the quadruple uˆ, µˆ, Cˆ , σˆ is a solution of (LCP) if and only if the quadruple uˇ, µˇ, Cˇ , σˇ is a solution
of (FMD) problem.
Before giving a proof we make an observation that is relevant from the mechanical perspective:
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Corollary 4.6. The stress σˇ that due to the load F occurs in the structure of the optimal Hooke tensor
distribution λˇ = Cˇ µˇ is uniform in the sense that
σˇ ∈ L∞µˇ (Ω;Sd×d), ρ0(σˇ) =
Z
C0
µˇ-a.e. (4.8)
Proof of Theorem 4.5. Let us first assume that the quadruple uˆ, µˆ, Cˆ , σˆ is a solution of (LCP) and the
quadruple uˇ, µˇ, Cˇ , σˇ is defined through (4.7). By definition τˆ = σˆµˆ is a solution of the problem (P∗) and
ρ0(τˆ) = ρ0(σˆ) µˆ = µˆ. Since ρ0(σˆ) = 1 µˆ-a.e. it is straightforward that c(Cˆ ) = 1 µˆ-a.e. as well: indeed,
H ∈
¯
H1(ζ) for non-zero ζ only if c(H) = 1. Obviously the same concerns Cˇ . We verify that λˇ = Cˇ µˇ is
a feasible Hooke tensor field by computing the total cost:ˆ
c(λˇ) =
ˆ
c(Cˇ ) dµˇ =
ˆ
dµˇ =
C0
Z
ˆ
dµˆ =
C0
Z
ˆ
ρ0(τˆ) = C0, (4.9)
where we have used that τˆ is a minimizer for (P∗). In order to prove that λˇ is a solution for Cmin it
suffices to show that C(λˇ) ≤ Cmin where Cmin = 1p′ C0p′−1 Z
p′ by Theorem 3.3. We observe that µˆ-a.e.
ρ0(σˇ) = Z
C0
ρ0(σˆ) = Z
C0
. Since there holds σˇµˇ =
(
Z
C0
σˆ
)(
C0
Z
µˆ
)
= σˆµˆ = τˆ , obviously the equilibrium
equation −div(σˇµˇ) = F is satisfied. Due to the assumption of p-homogeneity (H2) the field Cˇ = Cˆ
is both a measurable selection for x 7→
¯
H1
(
σˆ(x)
)
and x 7→
¯
H1
(
σˇ(x)
)
. Then, by the dual stress-based
version of the elasticity problem (2.7)
C(λˇ) ≤
ˆ
j∗
(
Cˇ , σˇ
)
dµˇ =
ˆ
j¯ ∗
(
σˇ
)
dµˇ =
ˆ
1
p′
(
ρ0
(
σˇ
))p′
dµˇ =
ˆ
1
p′
(
Z
C0
)p′
dµˇ = Cmin,
where in the first equality we have used the fact that Cˇ (x) ∈
¯
H1
(
σˇ(x)
)
for µˆ-a.e. x; in the last equality
we acknowledged that
´
dµˇ = C0, see (4.9). This proves minimality of λˇ and we have only equalities in
the chain above, which shows that σˇ solves the dual elasticity problem (2.7) for λ = λˇ.
In order to complete the proof of the first implication we must show that uˇ is a relaxed solution
for (2.5). Since uˆ is a solution for (P) there exists a sequence uˆn ∈ U1 such that ‖uˆn − uˆ‖∞ → 0.
By definition of U1 we have ρ
(
e(un)
) ≤ 1 and therefore by setting uˇn = (Z/C0)p′/p uˆn we obtain
ρ
(
e(uˇn)
) ≤ (Z/C0)p′/p with ‖uˇn − uˇ‖∞ → 0. In order to prove that uˇ is a relaxed solution it is thus left
to show that uˇn is a maximizing sequence for (2.5). We see that
lim inf
n→∞
{ˆ
〈uˇn, F 〉 −
ˆ
j
(
Cˇ , e(uˇn)
)
dµˇ
}
≥ lim inf
n→∞
{ˆ
〈uˇn, F 〉 −
ˆ
1
p
(
ρ
(
e(uˇn)
))p
dµˇ
}
≥ lim inf
n→∞
{ˆ
〈uˇn, F 〉 −
ˆ
1
p
(
Z
C0
)p′
dµˇ
}
= lim
n→∞
{ˆ
〈uˇn, F 〉
}
− Z
p′
pC0
p′−1 = Cmin = C(λˇ),
where we have used the fact that limn→∞
´ 〈uˇn, F 〉 = (Z/C0)p′/p limn→∞ ´ 〈uˆn, F 〉 = (Z/C0)p′/p Z.
This shows that uˇn is a maximizing sequence for (2.5) thus finishing the proof of the first implication.
Conversely we assume that the quadruple uˇ, µˇ, Cˇ , σˇ is a solution of the (FMD) problem (by definition
we have c(Cˇ ) = 1 µˇ-a.e.) and the quadruple uˆ, µˆ, Cˆ , σˆ is defined via (4.7). The Ho¨lder inequality
furnishesˆ
ρ0(σˇ) dµˇ ≤
(ˆ
dµˇ
)1/p(ˆ (
ρ0(σˇ)
)p′
dµˇ
)1/p′
≤ C01/p
(ˆ (
ρ0(σˇ)
)p′
dµˇ
)1/p′
(4.10)
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and the equalities hold only if ρ0(σˇ) is µˇ-a.e. constant and only if either
´
dµˇ = C0 or σˇ is zero. Based
on the fact that λˇ = Cˇ µˇ is a solution of (FMD) and σˇ is a minimizer in (2.7) we may write a chain
Cmin = C(λˇ) =
ˆ
j∗(Cˇ , σˇ) dµˇ ≥
ˆ
j¯ ∗(σˇ) dµˇ =
ˆ
1
p′
(
ρ0(σˇ)
)p′
dµˇ ≥ 1
p′C0
p′/p
(ˆ
ρ0(σˇ) dµˇ
)p′
≥ Z
p′
p′C0p
′/p
= Cmin,
where in the last inequality we use the fact that τˇ = σˇµˇ is a feasible force flux in (P∗). We see that above
we have equalities everywhere, which, assuming that Cmin > 0 (otherwise the theorem becomes trivial),
implies several facts. First, we have Z =
´
ρ0(τˇ), which shows that τˇ is a solution for (P∗). Then, by
Ho¨lder inequality (4.10) and the comment below it, we obtain that
´
dµˇ = C0 and ρ
0(σˇ) = t = const
µˇ-a.e. Combining those three facts we have ρ0(σˇ) = Z
C0
since Z =
´
ρ0(τˇ) =
´
ρ0(σˇ) dµˇ = t C0. From
this follows that σˆ = C0
Z
σˇ and µˆ = Z
C0
µˇ are solutions for (LCP). As the last information from the chain of
equalities we take the point-wise equality j∗(Cˇ , σˇ) = j¯ ∗(σˇ) µˇ-a.e. implying that Cˇ (x) ∈
¯
H1
(
σˇ(x)
)
=
¯
H1
(
σˆ(x)
)
for µˆ-a.e. x and thus Cˆ = Cˇ together with the pair σˆ, µˆ are solutions for (LCP).
To finish the proof we have to show that uˆ =
(
C0
Z
)p′/p
uˇ is a solution for (P). It is straightforward to
show that uˆ ∈ U1 based on our definition of the relaxed solution for (2.5) and thus we only have to verify
whether
´ 〈uˆ, F 〉 = Z. One can easily show that for uˇ being a relaxed solution for C(λˇ) there holds the
repartition of energy
´ 〈uˇ, F 〉 = p′ C(λˇ) (see Proposition 3 in [BF2]). Since C(λˇ) = Cmin = Zp′p′C0p′/p we
indeed obtain
´ 〈uˆ, F 〉 = (C0
Z
)p′/p ´ 〈uˇ, F 〉 = Z and the proof ends here. 
5. OPTIMALITY CONDITIONS FOR THE FREE MATERIAL DESIGN PROBLEM
In order to efficiently verify whether a given quadruple u, µ, σ,C is optimal for (FMD) problem we
shall state the optimality conditions. Due to much simpler structure of the problem (LCP) and the link
between the two problems in Theorem 4.5, it is more natural to pose the optimality conditions for (LCP).
Since the form of the latter problem is similar to the one from the paper [BF2] we will build upon the
concepts and results given therein: in addition we must somehow involve the Hooke tensor function C .
We start by quickly reviewing elements of theory of space Tµ tangent to measure and its implications; for
details the reader is referred to the pioneering work [BBS] and further developments in [BF1] or [BF2].
This theory makes it possible to µ-a.e. compute the tangent strain eµ(u) for functions u ∈ U 1 that are not
differentiable in the classical sense – this will be essential when formulating point-wise relation between
the stress σ(x) and the strain eµ(u)(x).
For given µ ∈M+(Ω) we define jµ : H × Sd×d × Ω→ R such that for µ-a.e. x
jµ(H, ξ, x) := inf
{
j(H, ξ + ζ) : ζ ∈ S⊥µ (x)
}
where S⊥µ (x) is the space of symmetric tensors orthogonal to measure µ at x. The characterization
follows: S⊥µ (x) =
(Sµ(x))⊥ with Sµ(x) = Tµ(x) ⊗ Tµ(x) where Tµ(x) ⊂ Rd is the space tangent to
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measure. We also introduce j¯µ : Sd×d × Ω→ R for µ-a.e. x
j¯µ(ξ, x) := inf
{
j¯(ξ + ζ) : ζ ∈ S⊥µ (x)
}
(5.1)
and, again by employing Proposition 1 in [BF2] on interchanging inf and sup, we observe that
j¯µ(ξ, x) = inf
ζ∈S⊥µ (x)
sup
H∈H1
{
j(H, ξ + ζ)
}
= sup
H∈H1
inf
ζ∈S⊥µ (x)
{
j(H, ξ + ζ)
}
= sup
H∈H1
{
jµ(H, ξ, x)
}
,
namely the operations ˆ( · ) and ( · )µ commute thus the symbol j¯µ is justified. It is straightforward to
show that for eachH ∈ H and µ-a.e. x the function jµ(H, · , x) inherits the properties of convexity and
positive p-homogeneity enjoyed by the function j(H, · ) and therefore its convex conjugate j∗µ(H, · , x)
(with respect to the second argument) is meaningful and moreover the repartition of energy analogous to
(3.11) holds whenever σ ∈ ∂ jµ(H, ξ, x). On top of that one easily checks that j∗µ(H, σ, x) = j∗(H, σ)
whenever σ ∈ Sµ(x) and j∗µ(H, σ, x) =∞ if σ /∈ Sµ(x).
By Pµ(x) for µ-a.e. x we will understand an orthogonal projection onto Tµ(x). Next we introduce an
operator eµ : U1 → L∞µ (Ω;Sd×d) such that for u ∈ U 1
eµ(u) := P
⊤
µ ξ Pµ for any ξ ∈ L∞µ (Ω;Sd×d) such that ∃un ∈ U1 with un ⇒ u, e(un) ∗⇀ ξ in L∞µ (Ω).
The function ξ always exists since the set e(U1) is weakly-* precompact in L∞µ (Ω;Sd×d) and, although ξ
may be non-unique, the field P⊤µ ξ Pµ is, see [BF2]. The following lemma inscribes point (ii) of Theorem
3.4 into the frames of theory of space tangent to measure µ:
Lemma 5.1. Let us take any u ∈ U 1, µ ∈ M+(Ω). Then, for µ-a.e. x ∈ Ω, any non-zero σ ∈ Sµ(x)
(σ is a tensor, not a tensor function) and H˘ ∈ H1 the following conditions are equivalent:
(i) there hold extremality conditions:
〈 eµ(u)(x) , σ 〉 = ρ0(σ) and H˘ ∈
¯
H1(σ);
(ii) the constitutive law is satisfied:
1
ρ0(σ)
σ ∈ ∂jµ
(
H˘, eµ(u)(x), x
)
, (5.2)
with subdifferential intended with respect to the second argument of jµ.
Proof. Thanks to Lemma 1 in [BF2] for a function u ∈ U 1 we have j¯µ
(
eµ(u)(x), x
) ≤ 1/p for µ-a.e. x.
or in other words for every x in some Borel set A ⊂ Ω such that µ(Ω\A) = 0. In the sequel of the proof
we fix x ∈ A for which we treat Sµ(x) as a well defined linear subspace of Sd×d.
Since the minimization problem in (5.1) always admits a solution we find ζ ∈ S⊥µ (x) such that
j¯µ
(
eµ(u)(x), x
)
= j¯
(
eµ(u)(x) + ζ
) ≤ 1/p or equivalently ρ(eµ(u)(x) + ζ) ≤ 1 or alternatively
j
(
H, eµ(u)(x) + ζ
)≤ 1/p for each H ∈ H1. Next we notice that j∗µ(H˘, σ, x) = j∗(H˘, σ) due to
σ ∈ Sµ(x). Further we will assume that ρ0(σ) = 1, which is not restrictive.
First we prove the implication (i) ⇒ (ii). We shall denote ξ := eµ(u)(x) + ζ where ζ is chosen as
above. Since ζ ∈ S⊥µ (x) and σ ∈ Sµ(x) we see that 〈ξ, σ〉 = 〈eµ(u)(x), σ〉 = 1. Since in addition
ρ(ξ) ≤ 1 we see that the triple ξ, σ, H˘ satisfies the condition (1) in point (ii) of Theorem 3.4 and
therefore (2) follows, i.e. σ ∈ ∂j(H˘, ξ) or alternatively 〈ξ, σ〉 = j(H˘, ξ)+ j∗(H˘, σ). Due to the remarks
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above there also must hold 〈eµ(u)(x), σ〉 = jµ
(
H˘, eµ(u)(x), x
)
+ j∗µ
(
H˘, σ, x
)
furnishing (5.2) and thus
establishing the first implication.
For the second implication (ii)⇒ (i) we shall modify the proof of implication (2)⇒ (1) in Theorem
3.4. The constitutive law (5.2) implies repartition of energy 〈eµ(u)(x), σ〉 = p jµ
(
H˘, eµ(u)(x), x
)
and
〈eµ(u)(x), σ〉 = p′ j∗µ(H˘, σ, x). In addition we observe that j∗
(
H˘, σ
) ≥ j¯ ∗(σ) = 1
p′
(
ρ0(σ)
)p′
= 1
p′
and
we may readily write down a chain
1 ≤ p′ j∗(H˘, σ) = p′ j∗µ(H˘, σ, x) = 〈eµ(u)(x), σ〉 = p jµ(H˘, eµ(u)(x), x) ≤ p j¯µ(eµ(u)(x), x) ≤ 1
being in fact a chain of equalities furnishing 〈eµ(u)(x), σ〉 = 1 and H˘ ∈
¯
H1(σ), which completes the
proof. 
The optimality condition for the Linear Constrained Problem may readily be given:
Theorem 5.2. Let us consider a quadruple u ∈ C(Ω;Rd), µ ∈ M+(Ω), σ ∈ L∞µ (Ω;Sd×d), C ∈
L∞µ (Ω;H ) with ρ
0(σ) = 1 and C ∈ H1 µ-a.e. The quadruple solves (LCP) if and only if the following
optimality conditions are met:
(i) −div(σµ) = F ;
(ii) u ∈ U1;
(iii) 〈eµ(u)(x), σ(x)〉 = 1 and C (x) ∈
¯
H1
(
σ(x)
)
for µ-a.e. x.
Moreover, condition (iii) may be equivalently put as a constitutive law of elasticity:
(iii)’ σ(x) ∈ ∂jµ
(
C (x), eµ(u)(x), x
)
for µ-a.e. x.
Proof. Since the form of the duality pair (P) and (P∗) is identical to the one from [BF2] we may quote
the optimality conditions given in Theorem 3 therein: for the triple (u, µ, σ) with u ∈ U1, µ ∈ M+(Ω)
and ρ0(σ) = 1 the following conditions are equivalent:
(1) u solves the problem (P) and τ = σµ solves the problem (P∗);
(2) conditions (i), (ii) hold and moreover 〈eµ(u), σ〉 = 1 µ-a.e.
By Definition 4.3 we see that the quadruple (u, µ, σ,C ) satisfying the assumptions of the theorem solves
(LCP) if and only if: (1) holds and moreover C (x) ∈
¯
H1
(
σ(x)
)
for µ-a.e. x. Thus we infer that the
quadruple (u, µ, σ,C ) solves (LCP) if and only if: conditions (i), (ii), (iii) hold. The ”moreover” part of
the theorem follows directly from Lemma 5.1. 
6. CASE STUDY AND EXAMPLES OF OPTIMAL STRUCTURES
6.1. Other examples of Free Material Design settings. In Example 3.5 we have computed: ρ, ρ0
together with the extremality conditions for ξ, σ and the sets of optimal Hooke tensors H¯1(ξ),
¯
H1(σ) in
the setting of Anisotropic Material Design (AMD) problem which assumed that H = H0 (all Hooke
tensors are admissible) and j(H, ξ) = 1
2
〈Hξ, ξ〉 (linearly elastic material). The computed functions
and sets virtually define the (LCP) (in AMD setting) which, in accordance with sections above, paves
the way to solution of the original (FMD) problem. In the present section we will compute ρ, ρ0 and
H¯1(ξ),
¯
H1(σ) for other settings. Although we will mostly vary the set H of admissible Hooke tensors,
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we shall also give two alternatives for the energy function j so that the fairly general assumptions (H1)-
(H5) are worthwhile. We start with the first one, while the other will be presented at the end of this
subsection (cf. Example 6.7):
Example 6.1 (Constitutive law of elastic material that is dissymmetric in tension and compresion).
For a chosen convex closed cone H let j : H × Sd×d → R be any elastic potential that meets the
assumptions (H1)-(H5). We propose two functions j+, j− : H × Sd×d → R such that for any H ∈ H
j+(H, · ) :=
(
j∗(H, · ) + ISd×d
+
)∗
and j−(H, · ) :=
(
j∗(H, · ) + ISd×d
−
)∗
(6.1)
which are proposals of elastic potentials of materials that are incapable of withstanding compressive
and, respectively, tensile stresses. The sets Sd×d+ and Sd×d− are the convex cones of positive and negative
semi-definite symmetric tensors; IA for A ⊂ X and any vector space X denotes the indicator function,
i.e. IA(x) = 0 for x ∈ A and IA(x) = ∞ for x ∈ X\A. For any ξ ∈ Sd×d we obtain by introducing a
Lagrange multiplier ζ :
j+(H, ξ) = sup
σ∈Sd×d
{
〈ξ, σ〉 − j∗(H, σ)− ISd×d
+
(σ)
}
= sup
σ∈Sd×d
+
{
〈ξ, σ〉 − j∗(H, σ)
}
= sup
σ∈Sd×d
inf
ζ∈Sd×d
+
{
〈ξ + ζ, σ〉 − j∗(H, σ)
}
= inf
ζ∈Sd×d
+
sup
σ∈Sd×d
{
〈ξ + ζ, σ〉 − j∗(H, σ)
}
,
where in order to swap the order of inf and supwe again used Proposition 1 in [BF2] (from the beginning
we may restrict σ to some ball in Sd×d, which is due to ellipticity j∗(H, σ) ≥ C(H)|σ|p′ for anyH). By
repeating the same argument for j− we obtain formulas
j+(H, ξ) = inf
ζ∈Sd×d
+
j(H, ξ + ζ) and j−(H, ξ) = inf
ζ∈Sd×d
−
j(H, ξ + ζ). (6.2)
It is now easy to see that the functions j+, j− satisfy assumptions (H1)-(H4). Conditions (H1) and (H2)
follow directly from definitions (6.1) and properties of Fenchel transform. Condition (H3) can be easily
inferred from (6.2), where functions j+( · , ξ), j−( · , ξ) are point-wise infima of concave u.s.c. functions
j( · , ξ); one similarly shows (H4). It is clear, however, that the assumption (H5) is not satisfied for either
of functions j+, j−: indeed, there for instance holds j+(H, ξ) = 0 for anyH ∈ H and ξ ∈ Sd×d− .
In order to restore the condition (H5) we define a function j± : H × Sd×d → R that shall model a
composite material that is dissymmetric for tension and compresion:
j±(H, ξ) = (κ+)p j+(H, ξ) + (κ−)p j−(H, ξ)
where κ+, κ− are positive reals and p is the homogeneity exponent of j(H, · ). To show that the condition
(H5) is met for j± it will suffice to show that j¯±(ξ) = maxH∈H1 j±(H, ξ) is greater than zero for any
non-zero ξ. This amounts to verifying whether j¯∗±(σ) is finite for any σ ∈ Sd×d. Using the formula
(3.14) (its proof did not utilize property (H5)) and by employing the inf-convolution formula for convex
conjugate of sum of functions we obtain
j¯∗±(σ) = inf
H∈H1
j∗±(H, σ) = inf
H∈H1
inf
σ+∈Sd×d+
σ−∈Sd×d−
{
1
(κ+)p
′
j∗(H, σ+) +
1
(κ−)p
′
j∗(H, σ−) : σ+ + σ− = σ
}
.
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Next, since j¯ ∗ is a real function on Sd×d, for any σ+, σ− ∈ Sd×d there exist H+, H− ∈ H1 such that
j∗(H+, σ+) < ∞, j∗(H−, σ−) < ∞. We set H± = (H+ + H−)/2 ∈ H1 to discover that (3.13) gives
j∗(H±, σ+) <∞ and j∗(H±, σ−) <∞ and therefore the RHS of the above is finite proving (H5).
In summary, the function j± : H × Sd×d → R satisfies the conditions (H1)-(H5) and thus the Free
Material Design problem is well posed for the material that j± models. In particular the function j± is
an example of a function which in general non-trivially meets the concavity condition (H3): even in the
case when j(H, ξ) = 1
2
〈H ξ, ξ〉 the function j± may be non-linear with respect to argument H . In fact,
in the paper [GG] in Equation (3.19) the authors construct an explicit formula for energy function that
happens to coincide with j−(H, ξ). The point of departure therein is 2D linear elasticity with an isotropic
Hooke tensorH . We quote their result below (we use bulk and shear constantsK and G instead of E, ν,
see (2.2)):
j−(H, ξ) =


1
2
〈H ξ, ξ〉 if ξ ∈ Σ1(K,G),
1
2
4KG
K+G
(
min{λ1(ξ), λ2(ξ)}
)2
if ξ ∈ Σ2(K,G),
0 if ξ ∈ Sd×d+
where Σ1(K,G),Σ2(K,G) are subregions of Sd×d, see [GG] for details; we note that the quotient 4KGK+G
above is the Young modulus E, see (2.2). If for the cone of admissible Hooke tensors H we choose
Hiso (see (2.1) and Example 6.6 below) for a fixed ξ we see that, provided the moduli K,G vary such
that ξ ∈ Σ2(K,G), the function j−( · , ξ) is not linear, i.e. the energy j− does not depend linearly on
K,G and the same will apply to j±. This example justifies the need for a fairly general assumption (H3)
which allows energy functions that does not vary linearly with respect toH .
We move on to present another three settings of the Free Material Design problem:
Example 6.2 (Fibrous Material Design problem). We present the setting of the Fibrous Material De-
sign problem (FibMD) which differs from AMD problem in Example 3.5 only by the choice of admissi-
ble family of Hooke tensors:
H = conv(Haxial), j(H, ξ) =
1
2
〈H ξ, ξ〉, c(H) = TrH (6.3)
where Haxial was defined in Example 2.2 as a closed, yet non-convex (for the case d > 1) cone Haxial
of uni-axial Hooke tensors a η ⊗ η ⊗ η ⊗ η with a ≥ 0 and η ∈ Sd−1. We first observe that for each
H ∈ Haxial with c(H) ≤ 1, i.e. with TrH = a ≤ 1, there holds
j(H, ξ) =
1
2
〈H ξ, ξ〉 = a
2
(〈ξ, η ⊗ η〉)2 ≤ 1
2
(
max
i∈{1,...,d}
|λi(ξ)|
)2
(6.4)
and at the same time
j(H¯ξ, ξ) =
1
2
(
max
i∈{1,...,d}
|λi(ξ)|
)2
for H¯ξ = v¯(ξ)⊗ v¯(ξ)⊗ v¯(ξ)⊗ v¯(ξ) (6.5)
where v¯(ξ) is any unit eigenvector of ξ corresponding to an eigenvalue of maximal absolute value.
Let us now take any H˜ ∈ conv(Haxial), namely, since Haxial is a cone, H˜ = ∑mi=1 αiHi for
some αi ≥ 0 and Hi ∈ Haxial with c(Hi) > 0. Since both c = Tr and j( · , ξ) are linear there holds
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c(H˜) =
∑m
i=1 αi c (Hi) and thus
j(H˜, ξ) =
m∑
i=1
αi j(Hi, ξ) =
m∑
i=1
αi c(Hi) j
(
Hi
c(Hi)
, ξ
)
≤
(
sup
H∈Haxial
c(H)≤1
j(H, ξ)
) m∑
i=1
αi c(Hi)
=
(
sup
H∈Haxial
c(H)≤1
j(H, ξ)
)
c(H˜).
By recalling (6.4) and (6.5) we arrive at
j¯(ξ) = max
H∈conv(Haxial)
c(H)≤1
j(H, ξ) = max
H∈Haxial
c(H)≤1
j(H, ξ) =
1
2
(
max
i∈{1,...,d}
|λi(ξ)|
)2
, (6.6)
where the first equality is by definition of j¯; moreover
H¯1(ξ) = conv
{
v¯(ξ)⊗ v¯(ξ)⊗ v¯(ξ)⊗ v¯(ξ) : v¯(ξ) is an eigenvector vi(ξ) with maximal |λi(ξ)|
}
. (6.7)
As a consequence ρ becomes the spectral norm on the space of symmetric matrices Sd×d; we display it
next to the well-established formula for its polar:
ρ(ξ) = max
i∈{1,...,d}
|λi(ξ)|, ρ0(σ) =
d∑
i=1
|λi(σ)|. (6.8)
The extremality condition for the pair ρ, ρ0 may be characterized as follows
〈ξ, σ〉 = ρ(ξ) ρ0(σ) ⇔
{
every eigenvector of σ is an eigenvector of ξ and
λi(σ) 6= 0 ⇒ λi(ξ) = sign
(
λi(σ)
)
ρ(ξ).
(6.9)
It is thus only left to characterize the set
¯
H1(σ); we see that this time around we are forced to search
the set H = conv(Haxial), instead of just Haxial, which was the case while maximizing j( · , ξ) (see
(6.6)): indeed, any σ of at least two non-zero eigenvalues yields j∗(H, σ) = ∞ for each H ∈ Haxial.
According to point (ii) of Theorem 3.4 for a given non-zero σ the Hooke tensor H ∈ H1 is an element
of
¯
H1(σ) if and only if the constitutive law (3.15) holds for any ξ = ξσ that satisfies: ρ(ξσ) = 1 and
the extremal relation (6.9) with σ. Since the function j was chosen as quadratic form (see (6.3)) the
constitutive law reads
σ
ρ0(σ)
= H ξσ. (6.10)
With vi(σ) denoting unit eigenvectors of σ for a non-zero stress σ we propose the Hooke tensor
H¯σ =
d∑
i=1
|λi(σ)|
ρ0(σ)
vi(σ)⊗ vi(σ)⊗ vi(σ)⊗ vi(σ) (6.11)
that is an element of H1, i.e. H¯σ ∈ conv(Haxial) and Tr H¯σ = 1. Since the pair ξσ, σ satisfies (6.9) each
vi(σ) is an eigenvector for ξσ and moreover 〈ξσ, vi(σ)⊗ vi(σ)〉 = sign
(
λi(σ)
)
, therefore
H¯σ ξσ =
d∑
i=1
|λi(σ)|
ρ0(σ)
sign
(
λi(σ)
)
vi(σ)⊗ vi(σ) = σ
ρ0(σ)
,
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which proves that H¯σ ∈
¯
H1(σ). The full characterization of the set
¯
H1(σ) is difficult to write down for
arbitrary d hence further we shall proceed in dimension d = 2, where three cases must be examined:
Case a) the determinant of σ is negative
In this case σ has two non-zero eigenvalues of opposite sign, let us say: λ1(σ) < 0 and λ2(σ) > 0.
Therefore there exists a unique ξ = ξσ that satisfies ρ(ξσ) ≤ 1 and is in the extremal relation (6.9)
with σ: there must hold ξσ = −v1(σ) ⊗ v1(σ) + v2(σ) ⊗ v2(σ) where v1(σ), v2(σ) are the respective
eigenvectors of σ. According to point (iii) of Theorem 3.4 there must hold
¯
H1(σ) ⊂ H¯1(ξσ) and thus
from (6.7) we deduce that each H ∈ H¯1(σ) satisfies H =
∑2
i=1 αi vi(σ) ⊗ vi(σ) ⊗ vi(σ) ⊗ vi(σ) for
α1+α2 = 1. Then the constitutive law (6.10) enforces σ/ρ
0(σ) = −α1 v1(σ)⊗v1(σ)+α2 v2(σ)⊗v2(σ)
and we immediately obtain that αi = |λi(σ)|/ρ0(σ) and thereforeH must coincide with H¯σ from (6.11).
In summary, in the case when d = 2 and det σ < 0 the set
¯
H1(σ) is a singleton:
¯
H1(σ) =
{ 2∑
i=1
|λi(σ)|
ρ0(σ)
vi(σ)⊗ vi(σ)⊗ vi(σ)⊗ vi(σ)
}
, (6.12)
while H¯1(ξσ) is the convex hull of
{
vi(σ)⊗ vi(σ)⊗ vi(σ)⊗ vi(σ) : i ∈ {1, 2}
}
.
Case b) the determinant of σ is positive
Without loss of generality we may assume that λ1(σ), λ2(σ) > 0. Once again there is unique ξσ with
ρ(ξσ) = 1 and satisfying (6.9): necessarily ξσ = I. Therefore any unit vector η is an eigenvector of ξσ
(but not necessarily of σ) with eigenvalue equal to one and thus H¯1(ξσ) = conv
{
η ⊗ η ⊗ η ⊗ η : η ∈
Sd−1
}
. Therefore the inclusion
¯
H1(σ) ⊂ H¯1(ξσ) merely indicates that for H ∈
¯
H1(σ) there must hold
H =
∑m
i=1 αi ηi ⊗ ηi ⊗ ηi ⊗ ηi where m ∈ N, ηi ∈ Sd−1 and
∑m
i=1 αi = 1. By plugging this form of H
into (6.10) we obtain the characterization for a positive definite σ (recall that 〈ηi ⊗ ηi, ξσ〉=1 for each i)
¯
H1(σ) =
{ m∑
i=1
αi ηi⊗ ηi ⊗ ηi⊗ ηi : ηi ∈ Sd−1, αi ≥ 0,
m∑
i=1
αi = 1,
σ
Tr σ
=
m∑
i=1
αi ηi⊗ ηi
}
, (6.13)
where we used the fact that ρ0(σ) = Tr σ for any positive semi-definite σ.
With the following example we show that optimal Hooke tensor for positive definite σ is highly non-
unique and the characterization above cannot be sensibly simplified. With e1, e2 denoting a Cartesian
base of Rd we consider σ = 4
5
e1 ⊗ e1 + 15 e2 ⊗ e2, we see that Tr σ = 1. By (6.13) it is clear that
H1 =
4
5
e1⊗e1⊗e1⊗e1⊗e1+ 15 e2⊗e2⊗e2⊗e2⊗e2 is optimal for σ and it is the expected solution: it is the
universally optimal tensor H¯σ given in (6.11). Next we choose non-orthogonal vectors η1 =
2√
5
e1+
1√
5
e2
and η2 =
2√
5
e1 − 1√5 e2 and we may check that the tensor H2 =
∑2
i=1
1
2
ηi ⊗ ηi ⊗ ηi ⊗ ηi ⊗ ηi is an
element of
¯
H1(σ) according to (6.13). Since H1 6= H2 it becomes clear that elements of
¯
H1(σ) for
positive definite σ may be constructed in many ways.
Case c) σ is of rank one
It is not restrictive to assume that λ1(σ) = 0, λ2(σ) > 0 and so σ = λ2(σ) v2(σ)⊗ v2(σ). In this case
there are infinitely many ξσ such that ρ(ξσ) = 1 and (6.9) holds. We can, however, test (6.10) with only
one: ξσ := v2(σ) ⊗ v2(σ) for which H¯1(ξσ) =
{
v2(σ) ⊗ v2(σ) ⊗ v2(σ) ⊗ v2(σ)
}
which is necessarily
equal to
¯
H1(σ) due to point (iii) of Theorem 3.4. Eventually, for a rank-one stress σ the set of optimal
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Hooke tensors may be written as a singleton
¯
H1(σ) =
{
σ
|σ| ⊗
σ
|σ|
}
, (6.14)
where we used the fact that ρ0(σ) = |σ| for σ of rank one. By comparing to Example 3.5 we learn that
the AMD and FibMD problems furnish the same optimal Hooke tensor at points where σ is rank-one.
Remark 6.3. The pair of variational problems (P) and (P∗) with ρ and ρ0 specified above are well
known to constitute the Michell problem which is the one of finding the least-weight truss-resembling
structure in d-dimensional domain Ω, cf. [SK] and [BGS]. An extensive coverage of the Michell struc-
tures may be found in [LSC]. Typically one poses the Michell problem in the so-called plastic design
setting, namely the structure is not a body that undergoes elastic deformation, it is merely a body made
of perfectly rigid-plastic material and is being designed to work under given stress regime. Herein the
Michell problem is recovered as a special case of the Free Material Design problem for elastic body: we
start with the set Haxial of uni-axial Hooke tensors that is supposed to mimic the truss-like behaviour
of the design structure. Mathematical argument requires that Haxial be convexified to conv(Haxial) and
eventually the optimal structure is made of a fibrous-like material. Another work where a link between
the Michell problem and optimal design of elastic body was made is [BK] where the Michell problem
was recovered as the asymptotic limit for structural topology design problem in the high-porosity regime.
Example 6.4 (Fibrous Material Design problem with dissymmetry in tension and compression).
We revisit the problem of Fibrous Material Design with the linear constitutive law replaced by the con-
stitutive law for material that responds differently in tension and compression (the design problem will
be further abbreviated by FibMD±), i.e. we take
H = conv(Haxial), j±(H, ξ) = (κ+)2 j+(H, ξ) + (κ−)2 j−(H, ξ), c(H) = TrH (6.15)
where j+, j− are computed for j(H, ξ) = 12〈H ξ, ξ〉, i.e. p = 2, see Example 6.1. In contrast to Example
6.2 we have no linearity of j± with respect toH and therefore for given ξ ∈ Sd×d we must test j±(H, ξ)
with tensors H in the whole conv(Haxial) instead of just Haxial. We start with a remark: for every
ξ ∈ Sd×d there exist ζ1 ∈ Sd×d+ and ζ2 ∈ Sd×d− such that ξ + ζ1 = ξ+ and ξ + ζ2 = ξ− where
ξ+ =
∑
imax{λi(ξ), 0} vi(ξ) ⊗ vi(ξ) and ξ− =
∑
imin{λi(ξ), 0} vi(ξ) ⊗ vi(ξ) are, respectively, the
positive and negative part of the tensor ξ. Then, for anyH ∈ H1, i.e. for H =
∑m
i=1 αi ηi ⊗ ηi ⊗ ηi ⊗ ηi
with
∑m
i=1 αi = 1, we estimate
j+(H, ξ) = inf
ζ∈Sd×d
+
{ m∑
i=1
αi
2
(〈ξ + ζ, ηi ⊗ ηi〉)2
}
≤
m∑
i=1
αi
2
(〈ξ+, ηi ⊗ ηi〉)2
and by repeating an analogous estimate for j− we obtain
j±(H, ξ) ≤
m∑
i=1
αi
2
((
κ+〈ξ+, ηi ⊗ ηi〉
)2
+
(
κ−〈ξ−, ηi ⊗ ηi〉
)2) ≤ m∑
i=1
αi
2
(〈(
κ+ξ+ − κ−ξ−
)
, ηi ⊗ ηi
〉)2
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where we used the fact that
(
κ+〈ξ+, ηi ⊗ ηi〉
) (
κ−〈ξ−, ηi ⊗ ηi〉
) ≤ 0. We see that for any H ∈ H1 we
have
j±(H, ξ) ≤
m∑
i=1
αi
2
(
ρ±(ξ)
)2 ≤ 1
2
(
ρ±(ξ)
)2
where, upon denoting by ρ the spectral norm from (6.8), we introduce
ρ±(ξ) := ρ
(
κ+ ξ+ − κ− ξ−
)
= max
i∈{1,...,d}
{
max
{
κ+λi(ξ),−κ−λi(ξ)
}}
.
By choosing η parallel to a suitable eigenvector of ξ we easily obtain j¯±(ξ) ≥ j±(η ⊗ η ⊗ η ⊗ η, ξ) =
1
2
(
ρ±(ξ)
)2
. The two estimates furnish j¯±(ξ) =
1
2
(
ρ±(ξ)
)2
hence ρ± is the gauge function for the
FibMD± problem. We observe that
ρ±(ξ) ≤ 1 ⇔ − 1
κ−
≤ λi(ξ) ≤ 1
κ+
∀ i ∈ {1, . . . , d}.
For σ ∈ Sd×d the polar ρ0± reads
ρ0±(σ) =
d∑
i=1
max
{
1
κ+
λi(σ),− 1
κ−
λi(σ)
}
=
1
2
(
1
κ+
− 1
κ−
)
Tr σ +
1
2
(
1
κ+
+
1
κ−
)
ρ0(σ)
where ρ0 is the polar to the spectral norm, see (6.8); it is worth to note that Tr σ enters the formula with
a sign. The formula for ρ0± was already reported in Section 3.5 in [LSC]. The extremality conditions
between ξ and σ for ρ± and ρ0± are very similar to those displayed for FibMD problem (see (6.9)) thus
we shall neglect to write them down. The same goes for characterizations of the sets H¯1(ξ) and
¯
H1(σ);
we merely show a formula for
H¯σ =
d∑
i=1
max
{
1
κ+
λi(σ),− 1κ−λi(σ)
}
ρ0±(σ)
vi(σ)⊗ vi(σ)⊗ vi(σ)⊗ vi(σ)
being a universal (but in general non-unique) element of the set
¯
H1(σ).
Remark 6.5. In Remark 6.3 the FibMD problem, characterized by the spectral norm ρ and its polar ρ0
and posed for an elastic body, was recognized it as equivalent to the Michell problem of designing a
truss-like plastic structure of minimum weight – this observation was valid under the condition that the
permissible stresses in the second model are equal in tension and compression, i.e. σ¯+ = σ¯− ∈ R+. The
theory of plastic Michell structures is developed in the case σ¯+ 6= σ¯− as well, see Section 3.4 in [LSC].
If one chooses κ+/κ− = σ¯+/σ¯− in the FibMD± problem then again the duality pair (P), (P∗) with
gauges ρ±, ρ0± is the very same as the one appearing in the Michell problem with permissible stresses
σ¯+ 6= σ¯−. To the knowledge of the present authors the FibMD± problem is the first formulation for
elastic structure design known in the literature that is directly linked to the Michell problem for uneven
permissible stresses in tension and compression.
Example 6.6 (Isotropic Material Design problem). The following variant of (FMD) problem is known
as the Isotropic Material Design problem (IMD), see [Cza]:
H = Hiso, j(H, ξ) =
1
2
〈H ξ, ξ〉, c(H) = TrH, (6.16)
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where Hiso =
{
dK
(
1
d
I⊗ I)+2G (Id− 1
d
I⊗ I) : K,G ≥ 0} is a two-dimensional closed convex cone
of isotropic Hooke tensors in a d-dimensional body, d ∈ {2, 3}. For any H ∈ Hiso and ξ ∈ Sd×d we
have j(H, ξ) = 1
2
(
K|Tr ξ|2 + 2G |dev ξ|2) where dev ξ = ξ − 1
d
(Tr ξ) I =
(
Id− 1
d
I⊗ I) ξ and |dev ξ|
denotes the Euclidean norm. It is well established that H has a single eigenvalue dK and N(d) − 1
eigenvalues 2G (we recall that N(d) = d (d + 1)/2) therefore TrH = dK +
(
N(d) − 1) 2G. Upon
introducing auxiliary variables A1 = dK and A2 =
(
N(d)− 1) 2G we obtain TrH = A1 + A2 and
j(H, ξ) =
1
2
(
A1
( |Tr ξ|√
d
)2
+ A2
( |dev ξ|√
N(d)− 1
)2)
.
Thus we have
j¯(ξ) = max
H∈H1
j(H, ξ) = max
A1,A2≥0
{
j(H, ξ) : A1 + A2 ≤ 1
}
=
1
2
(
ρ(ξ)
)2
where
ρ(ξ) = max
{
|Tr ξ|√
d
,
|dev ξ|√
N(d)− 1
}
, (6.17)
while, for a non-zero ξ ∈ Sd×d
H¯1(ξ)=
{
H ∈ Hiso : dK+
(
N(d)−1)2G = 1, ( |Tr ξ|√
d
−ρ(ξ)
)
K = 0,
( |dev ξ|√
N(d)− 1−ρ(ξ)
)
G = 0
}
.
By using the fact that 〈ξ, σ〉 = 1
d
(Tr ξ)(Trσ) + 〈dev ξ, dev σ〉 we arrive at the polar
ρ0(σ) =
1√
d
|Tr σ|+
√
N(d)− 1 |dev σ| (6.18)
and the extremality conditions for non-zero ξ, σ follow:
〈ξ, σ〉 = ρ(ξ) ρ0(σ) ⇔


Tr σ = |Tr σ| Tr ξ√
d ρ(ξ)
,
dev σ = |dev σ| dev ξ√
N(d)−1 ρ(ξ) .
(6.19)
In order to characterize optimal Hooke tensors for non-zero σ we use point (ii) of Theorem 3.4: H is
an element of
¯
H1(σ) if and only if, for any ξ = ξσ satisfying ρ(ξσ) = 1 and the extremality conditions
above, the constitutive law σ/ρ0(σ) = H ξσ holds, which, considering (6.19), may be rewritten as:
1
ρ0(σ)
(
1
d
|Tr σ| Tr ξσ√
d
I + |dev σ| dev ξσ√
N(d)− 1
)
= K(Tr ξσ) I + 2G dev ξσ.
It is easy to see that for any σ the tensor ξσ may be chosen so that both Tr ξσ 6= 0 and dev ξσ 6= 0 and
then comparing the left and right-hand side above yields
¯
H1(σ) =
{
H ∈ Hiso : K = 1
d
√
d
|Tr σ|
ρ0(σ)
, G =
1
2
√
N(d)− 1
|dev σ|
ρ0(σ)
}
. (6.20)
We notice that
¯
H1(σ) is always a singleton for non-zero σ, while H¯1(ξ)may be a one dimensional affine
subset of Hiso, provided |Tr ξ|/
√
d = |dev ξ|/
√
N(d)− 1 = ρ(ξ) 6= 0.
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Example 6.7 (Isotropic Material Design in the case of the power-law ). For p ∈ (1,∞) different than
2 one may propose a generalization of the constitutive law of linear elasticity. The conditions (H1)-(H5)
can be easily satisfied if one assumes admissible Hooke tensors to be isotropic, i.e. again H ∈ H =
Hiso. For instance we may choose
j(H, ξ) =
1
p
(
K|Tr ξ|p + 2G |dev ξ|p
)
where once more the moduliK,G ≥ 0 identify an isotropic Hooke tensor H ∈ Hiso by means of (2.1).
A similar potential is proposed in [CS] and referred to as the power-law potential. The authors therein,
however, allow to choose different exponents for the two tensor invariants |Tr ξ| and |dev ξ|, whilst here
the assumption (H2) obligates us to apply a common exponent p. Naturally the results from Example 6.6
hold here with only slight modifications, for instance
ρ(ξ) = max
{
|Tr ξ|
d 1/p
,
|dev ξ|(
N(d)− 1)1/p
}
, ρ0(σ) =
1
d 1/p′
|Tr σ|+ (N(d)− 1)1/p |dev σ|.
Remark 6.8. TheCubic Material Design problem (CMD) considered in the paper [CzuLew] a priori lies
outside the scope of the present contribution. The set Hcubic of all the Hooke tensors of cubic symmetry
is not a convex set, which is due to distinction of anisotropy directions. Thus Hcubic cannot be directly
chosen as H herein. Nevertheless, in case when j(H, ξ) = 1
2
〈H ξ, ξ〉 and c(H) = TrH , it turns out that
the set of solutions of the problemmaxH∈Hcubic, c(H)≤1 j(H, ξ) is convex for any ξ ∈ Sd×d, see [CzuLew]
for details. This implies that the original CMD problem can be recovered as a special case of the (FMD)
problem provided we set H = conv
(
Hcubic
)
. We shall not formulate this result rigorously herein.
6.2. Examples of solutions of the Free Material Design problem in settings: AMD, FibMD,
FibMD± and IMD. For one load case F that simulates the uni-axial tension we are to solve a fam-
ily of Free Material Design problems in several settings listed in this paper. Thanks to Theorem 4.5 we
may solve the corresponding (LCP) problem instead, for which we have at our disposal the optimality
conditions from Theorem 5.2. Our strategy will be to first put forward a competitor u, µ, σ,C for which
we shall validate the optimality conditions. While solutions in Cases a) and b) are fairly easy to guess, it
is clear that solution (the exact coefficients) in Case c), i.e. for IMD problem, had to be derived first. We
stress that displacement solutions u are given up to a rigid body displacement function u0 ∈ U0. It is also
worth explaining that the Hooke functions C and their underlying moduli are given without physical
units as they are normalized by the condition C (x) ∈ H1: one can see that the ultimate Hooke field is
λ = C µ and the suitable units are included in the ”elastic mass distribution” µ; an analogous comment
concerns the stress function σ.
Example 6.9 (Optimal material design of a plate under uni-axial tension test). For a rectangle being
a closed set R = A1A2B2B1 ⊂ Rd = R2 (we set d = 2 the throughout this example) with A1 =
(−a/2,−b/2), A2 = (−a/2, b/2), B1 = (a/2,−b/2) and B2 = (a/2, b/2) we consider a load
F = Fq + FQ, Fq = −q e1H1 [A1, A2] + q e1H1 [B1, B2], FQ = −Qe1 δA0 +Qe1 δB0
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where A0 = (−a/2, 0), B0 = (a/2, 0) and q and Q are non-negative constants that represent, respec-
tively, loads diffused along segments and point loads, see Fig. 1. It is straightforward to check that F is
balanced. For Ω we can take any bounded domain such that R ⊂ Ω.
FIGURE 1. Graphical representation of load F = Fq + FQ and optimal mass distribution µ.
Case a) the Anisotropic Material Design
In the AMD setting where ρ = ρ0 = | · |, see (3.17) in Example 3.5, we propose the following
quadruple
u(x) = x1 e1, µ = qL2 R +QH1 [A0, B0], (6.21)
σ = e1 ⊗ e1, C = e1 ⊗ e1 ⊗ e1 ⊗ e1. (6.22)
We see that ρ0(σ) = |σ| = 1 and TrC = 1, which are the initial assumptions in Theorem 5.2. An
elementary computation shows that−div(σµ) = F , which gives the optimality condition (i) in Theorem
5.2. The function u is smooth and thus checking the condition u ∈ U1 boils down to verifying whether
ρ
(
e(u)
)
= |e(u)| ≤ 1. We have e(u) = e1 ⊗ e1 and clearly the optimality condition (ii) follows. Next
we can choose which of the conditions (iii) or (iii)’ in Theorem 5.2 we shall check. First we list essential
elements of theory of space tangent to measure µ for µ-a.e. x:
Sµ(x) =
{
S2×2 for L2-a.e. x ∈ R,
span {e1 ⊗ e1} forH1-a.e. x ∈ [A0, B0], Pµ(x) =
{
I for L2-a.e. x ∈ R,
e1 ⊗ e1 forH1-a.e. x ∈ [A0, B0],
see e.g. [BB]. Since u is smooth we simply compute eµ(u)(x) = P
⊤
µ (x) e(u)(x)Pµ(x); having e(u) =
e1⊗e1 we clearly obtain that eµ(u) = e1⊗e1 for µ-a.e. x as well. We check that 〈σ(x), eµ(u)(x)〉 = 1 for
µ-a.e. x. In addition, since C = σ⊗σ, we have C ∈
¯
H1(σ) (see (3.20)) and the last optimality condition
(iii) follows. We have thus already proved that the quadruple u, µ, σ,C is an optimal solution for the
(LCP) problem and Theorem 4.5 furnishes a solution for the original Free Material Design problem in
the AMD setting.
For the sake of demonstration we will in addition check the condition (iii)’ as well: to this purpose
we must compute the formula for jµ
(
C (x), · ). For L2-a.e. x ∈ R clearly jµ(C (x), ξ) = j(C (x), ξ)
since for such x we have S⊥µ (x) = {0}. For H1-a.e. x ∈ [A0, B0] we have 〈e1 ⊗ e1, ζ〉 = 0 whenever
ζ ∈ S⊥µ (x) hence for any ξ ∈ S2×2
jµ
(
C (x), ξ
)
= inf
ζ∈S⊥µ (x)
j
(
C (x), ξ + ζ
)
= inf
ζ∈S⊥µ (x)
1
2
(〈e1 ⊗ e1, ξ + ζ〉)2 = 1
2
(〈e1 ⊗ e1, ξ〉)2
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and ultimately we obtain jµ
(
C (x), · ) = j(C (x), · ) for µ-a.e. x. Therefore, verifying the condition
(iii)’ boils down to checking if µ-a.e. σ = C eµ(u) and this is straightforward.
Case b) the Fibrous Material Design
In the case of Fibrous Material Design it is enough to shortly note that the quadruple u, µ, σ,C
proposed in Case a) is also optimal in the setting of FibMD problem: indeed, both e(u) and σ are of rank
one, thus spectral norm ρ
(
e(u)
)
and its polar ρ0(σ) (see (6.8)) coincide with |e(u)| and |σ| respectively.
Moreover, again for a rank-one field σ, the sets
¯
H1(σ) are identical for AMD and FibIMD, see (6.14)
and the comment below. An additional comment is that the field u˜ = u˜(x) = x1 e1 + β(x2) e2 will also
be optimal for FibMD problem provided that β : R → R is 1-Lipschitz; note that this was not the case
for AMD problem where u was uniquely determined up to a rigid body displacement function.
Further, the same solution (6.21),(6.22) of (LCP) will be shared by the FibMD± provided that one
assumes κ+ = 1. This is a consequence of σ being positive definite µ-a.e.
Case c) the Isotropic Material Design
For the IMD problem the norms ρ and ρ0 are given in (6.17) and (6.18) respectively. We put forward
a quadruple that shall be checked for optimality in the IMD problem:
u(x) =
2 +
√
2
2
x1 e1 − 2−
√
2
2
x2 e2, µ =
2 +
√
2
2
(
q L2 R +QH1 [A0, B0]
)
,
σ =
2
2 +
√
2
e1 ⊗ e1, C = 2K
(
1
2
I⊗ I
)
+ 2G
(
Id− 1
2
I⊗ I
)
with
K =
1
2 + 2
√
2
, G =
1
4 + 2
√
2
. (6.23)
First we check that TrC = 2K + 2 · 2G = 1, thus C ∈ H1 as assumed in Theorem 5.2. Since the
force flux τ = σµ is identical to the one from Case a) the optimality condition (i) in Theorem 5.2 clearly
holds. The function u is again smooth so we compute e(u) = 2+
√
2
2
e1 ⊗ e1 − 2−
√
2
2
e2 ⊗ e2 and
Tr
(
e(u)
)
=
√
2,
∣∣dev(e(u))∣∣ = |e1 ⊗ e1 − e2 ⊗ e2| = √2, Tr σ = 2
2 +
√
2
, |dev σ| = 1
1 +
√
2
yielding
ρ
(
e(u)
)
= max
{∣∣Tr(e(u))∣∣/√2 , ∣∣dev(e(u))∣∣/√2} = 1, ρ0(σ) = 1√
2
|Tr σ|+
√
2 |dev σ| = 1
and therefore u ∈ U 1, which validates the optimality condition (ii); moreover ρ0(σ) = 1 as required
in Theorem 5.2. We move on to check the last optimality condition in version (iii). Since µ above is
coincides with the one from Case a) (up to multiplicative constant), the formulas for Sµ and Pµ derived
therein are also correct here. Due to smoothness of u we have µ-a.e. 〈σ, eµ(u)〉 =
〈
σ, P⊤µ e(u)Pµ
〉
=
〈σ, e(u)〉, where we used the fact that σ ∈ Sµ µ-a.e. We easily check that 〈σ, e(u)〉 = 1 and the
extremality condition 〈σ, eµ(u)〉 = 1 follows. Then one may easily check that the moduliK,G agree with
the characterization of the set
¯
H1(σ) in (6.20), hence C ∈
¯
H1(σ) µ-a.e. and the optimality condition
(iii) follows proving that the quadruple u, µ, σ,C is indeed optimal for (LCP) problem in the IMD setting.
In order to be complete we will show that the optimality condition (iii)’ holds as well. It is clear that
for L2-a.e. x ∈ R, where Sµ(x) = S2×2, we have jµ
(
C (x), · ) = j(C (x), · ). Meanwhile for H1-a.e.
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x ∈ [A0, B0] the tensors ζ ∈ S⊥µ (x) are exactly those of the form ζ = e2 ⋄ η where η ∈ R2 and ⋄ denotes
the symmetrized tensor product. Hence, for H1-a.e. x ∈ [A0, B0] after performing the minimization
(being non-trivial here) we obtain
jµ
(
C (x), ξ
)
= inf
η∈R2
j
(
C (x), ξ + e2 ⋄ η
)
=
1
2
4KG
K +G
〈e1 ⊗ e1 ⊗ e1 ⊗ e1, ξ ⊗ ξ〉, (6.24)
where the constant 4KG
K+G
can be readily recognized as Young modulus E, cf. (2.2). For chosen ξ the
minimizer η = ηξ above is exactly the one for which C (x) (ξ + e2 ⋄ ηξ) = s e1 ⊗ e1 for s ∈ R.
The potential jµ in (6.24) induces the well-known uni-axial constitutive law in the bar [A0, B0] that
spontaneously emerges as a singular (with respect toL2) part of µ. Upon computing: eµ(u)(x) = e(u)(x)
for L2-a.e. x ∈ R and eµ(u(x)) = 2+
√
2
2
e1⊗e1 forH1-a.e. x ∈ [A0, B0], we see that eventually verifying
condition (iii)’ boils down to checking if
σ(x) =
{
C (x) e(u)(x) for L2-a.e. x ∈ R,(
4KG
K+G
e1 ⊗ e1 ⊗ e1 ⊗ e1
) (
2+
√
2
2
e1 ⊗ e1
)
forH1-a.e. x ∈ [A0, B0].
The equations above are verified after elementary computations; in particular using formulas (6.23) for
optimalK,G gives the Young modulus and the Poisson ratio:
E =
4KG
K +G
=
(
2
2 +
√
2
)2
= 6− 4
√
2, ν =
K −G
K +G
= 3− 2
√
2. (6.25)
We finish the example with an observation: the computed value of Young modulus E turns out to be
maximal among all pairs K,G ≥ 0 satisfying TrC = 2K + 2 · 2G ≤ 1. This is not surprising, since
the plate under tension test has minimum compliance whenever its relative elongation along direction e1,
which here equals εˇ := 〈uˇ(a/2, 0)− uˇ(−a/2, 0) , e1/b〉, is minimal. It must be carefully noted that uˇ is
a solution of (FMD) problem and not (LCP) problem, cf. Definitions 4.3, 4.4 and Theorem 4.5. For the
Hooke law σˇ = Cˇ e(uˇ)with isotropic Cˇ and σˇ = sˇ e1⊗e1 (representing uni-axial tensile stress) it is well
established that εˇ = 〈e(uˇ), e1 ⊗ e1〉 = sˇ/Eˇ. Since the stress coefficient sˇ is predetermined by the load
we see that minimizing εˇ (or minimizing the compliance of the plate) reduces here to maximizing the
Young modulus Eˇ. Since the cost assumed in the IMD problem was c = Tr maximizing Young modulus
is non-trivial and furnishes (6.25), which includes the optimal Poisson ratio ν ∼= 0.172.
7. THE SCALAR SETTINGS OF THE FREE MATERIAL DESIGN PROBLEM
On many levels the presented paper has built upon the work [BF2] on the optimal design of mass
µ ∈ M+(Ω). In some sense we have rigorously shown that the simultaneous design of the mass µ and
the material’s anisotropy described by Hooke tensor function C ∈ L∞µ (Ω;H ) consists of three steps:
(i) computing functions ρ = ρ(ξ) and ρ0 = ρ0(σ) that, respectively, are maximum strain energy
j(H, ξ) and minimum stress energy j∗(H, σ) with respect to Hooke tensorsH ∈ H of unit c-cost;
(ii) finding the solutions uˆ and τˆ of the problems (P) and (P∗), formulated with the use of ρ and ρ0
respectively, and retrieving the optimal mass µˇ = C0
Z
ρ0(τˆ);
(iii) with σˇ = dτˆ
dµˇ
∈ L∞µˇ (Ω;Sd×d) finding point-wise the optimal Hooke tensor C (x) ∈ H1 that for µˇ-
a.e. x minimizes the stress energy j∗
(
C (x), σˇ(x)
)
, which may be done in a µˇ-measurable fashion.
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The step (ii) alone is the essence of the approach for the optimal mass design presented in [BF2], where
the functions ρ, ρ0 are in fact data. At the same time it is the most difficult step here since the steps (i)
and (iii) involve finite dimensional programming problems.
The present work concerns the problem of elasticity in two or three dimensional bodies, where the
state function u is vectorial and the differential operator is e = e(u) being the symmetric part of the
gradient. The framework of the paper [BF2] is, however, far more general as a priori it allows to choose
any linear operator A, while the function u may be either scalar or vectorial. The particular interest of
the authors of [BF2] is the case of u : Ω→ R and A = ∇2 (the Hessian operator) that reflects the theory
of elastic Kirchhoff plates (thin plates subject to bending). It appears that the theory of the Free Material
Design problem herein developed is also easily transferable to problems other than classical elasticity
and this last section shall serve as an outline of FMD theory in the context of two scalar problems: the
aforementioned Kirchhoff plate problem and the stationary heat conductivity problem.
7.1. The Free Material Design problem for elastic Kirchhoff plates (second order scalar problem).
For a plane bounded domain Ω ⊂ R2 with Lipschitz boundary let there be given a first order distribution
f ∈ D′(R2) with its support contained in Ω. We assume that f is balanced, i.e. 〈u0, f〉 = 0 for any
u0 of the form u0(x) = 〈a, x〉 + b with a ∈ R2, b ∈ R (u0 are functions of rigid plate out-of-plane
displacements). With the cone of admissible Hooke tensors H and energy function j : H ×Sd×d → R
defined as in Section 2, for a Hooke tensor field given by a measure λ ∈ M(Ω;H ) (the term bending
stiffness field would be more suited) we define compliance of an elastic Kirchhoff plate:
C(λ) = sup
{
f(u)−
ˆ
j
(
λ,∇2u) : u ∈ D(R2)} , (7.1)
where the scalar function u represents the plate deflection. With the compliance expressed as above the
Free Material Design problem for Kirchhoff plates is formulated exactly as in the case of elasticity, i.e.
Cmin = min
{C(λ) : λ ∈M(Ω;H ), ´ c(λ) ≤ C0}.
Since the elastic potential j remains unchanged with respect to classical elasticity, the energy func-
tional Jλ from (2.4) is identical as well and therefore Propositions 2.4, 2.5, 2.6 follow directly. Next it
is straightforward to observe that in Theorem 3.3 we do not utilize the structure of the operator e and a
counterpart of the result for operator∇2 instead yields a pair of mutually dual problems:
(P) Z = max
{
f(u) : u ∈ V1
}
(P∗) = min
{ˆ
ρ0(χ) : χ ∈ M(Ω;Sd×d), div2χ = f}
where the functions ρ and its polar ρ0 are defined exactly as in Section 3, see (3.4). Above for the
maximization problem we have already given its relaxed version where (see [BF2] for details) V1 is the
closure of the set V1 =
{
u ∈ D(R2) : ρ(∇2u) ≤ 1 in Ω} in the norm topology of C1(Ω). Proposition 6
in [BF2] offers a characterization
V1 =
{
u ∈ W 2,∞(Ω) : ρ(∇2u) ≤ 1 a.e. in Ω
}
,
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which tells us that the problem (P) above admits a solution uˆ whose first derivative is Lipschitz con-
tinuous (note that no analogous characterization was available for the elasticity case). The second order
equilibrium equation div2χ = f in (P∗) renders the tensor valued measure χ a bending moment field.
It is clear that Section 3.3 on the point-wise maximization and minimization of energy functions j
and j∗ respectively remains valid here since the definitions of j, H and c did not change. Consequently
Lemma 4.2 on the existence of an optimal measurable Hooke tensor function C still holds true. Eventu-
ally, with Linear Constrained Problem defined for the pair (P) and (P∗) above, the analogue of Theorem
4.5 paves a way to constructing the solution of the (FMD) problem for Kirchhoff plates based on the so-
lution of (LCP). Thereby we have sketched how the Sections 3, 4 on the (FMD) theory for elasticity can
be translated to the setting of Kirchhoff plates; of course the contribution [BF2] played a key factor. The
Section 5 on the optimality conditions could be adjusted as well, yet this would be more involved as it
requires more insight on the theory of the µ-intrinsic counterpart of the second order operator ∇2; the
reader is referred to [BF1] for details.
7.2. The Free Material Design problem for heat conductor (first order scalar problem). In this
section Ω ⊂ Rd is any bounded domain in d-dimensional space (d may equal 2 or 3) with Lipschitz
boundary. The heat inflow and the heat outflow shall be given by two positive, mutually singular Radon
measures f+ ∈ M+(Ω) and f− ∈ M+(Ω) respectively; we assume the measures to be of equal mass:
f+(Ω) = f−(Ω).
Next, let A be a set of admissible conductivity tensors being any closed convex cone contained in the
set of symmetric positive semi-definite 2nd-order tensors Sd×d+ . The constitutive law of conductivity will
be determined by the energy j1 : A × Rd → R that for some p ∈ (1,∞) meets assumptions analogous
to (H1)-(H5) for function j : H × Sd×d → R. The compliance or the potential energy of the conductor
given by a tensor-valued measure α ∈M(Ω;A ) may be defined as
C(α) = sup
{ˆ
u df −
ˆ
j1
(
α,∇u) : u ∈ D(Rd)} (7.2)
where we put f = f+ − f− ∈M(Ω); the function u plays a role of the temperature field.
The Free Material Design problem for heat conductor may be readily posed:
(FMD) Cmin = min
{
C(α) : α ∈M(Ω;A ),
ˆ
c1(α) ≤ C0
}
(7.3)
where the cost function c1 is the restriction to A of any norm on the space of symmetric tensors Sd×d;
for instance c1 may be taken as Tr. Below we shall also shortly use the name: the scalar (FMD) problem.
Upon studying Sections 2, 3, 4 we may observe that in the main results we did not make use of
the structure of the space L (Sd×d) (being isomorphic to a subspace of 4-th order tensors) and neither
of the fact that H contained positive semi-definite tensors only. In fact L (Sd×d) could be replaced
by any finite dimensional linear space, while H by any convex closed cone K ⊂ V . In other words,
the well-posedness of the (FMD) problem stemmed from assumptions (H1)-(H5) alone and the set
H ⊂ L (Sd×d) was chosen merely to stay within natural framework of elasticity. The other choice
could be precisely V = Sd×d and K = A . The argumentation for switching from vectorial u to scalar
one and from operator e to ∇ runs similarly to the one outlined for Kirchhoff plates and in addition it is
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again not an issue that the second argument of the function j1 lies in R
d instead of Sd×d in case of j: it
could as well be any other finite dimensional linear space W . In summary, the conductivity framework
presented above is well suited to the theory developed in this paper.
We are now in a position to quickly run through the main results for the scalar (FMD) problem. We
start by analogous definitions of mutually polar gauges ρ1, ρ
0
1 : R
d → R: for any v, q ∈ Rd
1
p
(
ρ1(v)
)p
= max
A∈A
c1(A)≤1
j1(A, v),
1
p′
(
ρ01(q)
)p′
= min
A∈A
c1(A)≤1
j∗1(A, q),
while by A¯1(v) and
¯
A1(q) we will denote the sets of, respectively, maximizers and minimizers above.
The counterpart of Theorem 3.3 for the scalar case furnishes the pair of mutually dual problems:
(P) Z = max
{ˆ
u df : u ∈ W 1,∞(Ω), ρ1(∇u) ≤ 1 a.e. in Ω
}
(P∗) = min
{ˆ
ρ01(ϑ) : ϑ ∈M(Ω;Rd), −div ϑ = f
}
,
where ϑ plays the role of the heat flux. The problem (P) is already in its relaxed form, i.e. the set of
admissible functions u is the closure of the set
{
u ∈ D(R) : ρ1(∇u) ≤ 1 in Ω
}
in the topology of uni-
form convergence. Recall that respective characterization via vector-valued functions u ∈ W 1,∞(Ω;Rd)
was not available for the (FMD) problem in elasticity, see the comment below (4.2).
Theorem 4.5 adjusted for the scalar setting states that the conductivity tensor field αˇ ∈ M(Ω;A )
solves the scalar (FMD) problem if and only if it is of the form
αˇ = Aˇ µˇ, µˇ =
C0
Z
µˆ, Aˇ ∈ L∞µˇ (Ω;A ) is any µˇ-meas. selection of x 7→ ¯A1
(
qˆ(x)
)
(7.4)
where µˆ = ρ01(θˆ) and qˆ =
dθˆ
dµˆ
for some solution ϑˆ of the problem (P∗) above. Existence of the measurable
selection referred to above follows from an adapted version of Lemma 4.2.
In the sequel we shall consider the AMD version of the design problem along with the Fourier con-
stitutive law, more precisely
A = Sd×d+ , j1(A, v) =
1
2
〈Av, v〉, c1(A) = TrA. (7.5)
Following the argument in Example 3.5 on the AMD setting in the case of elasticity, for non-zero vectors
v, q ∈ Rd we arrive at
ρ1 = ρ
0
1 = | · |, A¯1(v) =
{
v
|v| ⊗
v
|v|
}
,
¯
A1(q) =
{
q
|q| ⊗
q
|q|
}
with | · | being Euclidean norm on Rd. Therefore, owing to (7.4), the tensor valued measure αˇ ∈
M(Ω;Sd×d+ ) is a solution of the scalar (FMD) problem in the AMD setting if and only if
αˇ =
C0
Z
(
dϑˆ
d|ϑˆ| ⊗
dϑˆ
d|ϑˆ|
)
|ϑˆ| (7.6)
for some solution ϑˆ of the problem (P∗) with ρ01 = | · |. An important feature of the optimal conductivity
field readily follows:
ON THE FREE MATERIAL DESIGN PROBLEM 41
Proposition 7.1. Let αˇ be any solution of the scalar (FMD) problem in the AMD setting (7.5). Then αˇ
is rank-one, namely dαˇ
d|αˇ| is a rank-one matrix |αˇ|-a.e.
Remark 7.2. Up to a multiplicative constant, the only isotropic gauge function ρ on Rd is the Euclidean
norm | · |. We thus find that every ”isotropic scalar (FMD) problem” reduces to the pair (P), (P∗) above
with ρ = b| · |, b > 0 (note that no similar conclusion was true for the vectorial (FMD) problem, see
Examples 6.2, 6.4, 6.6 where all the gauges ρ are isotropic). For instance in (7.5) we could instead take
A = Aiso, i.e. the set of all isotropic conductivity tensors while of course: A ∈ Aiso if and only if
A = a I, for a ≥ 0. Then the scalar (FMD) problem is equivalent to the Mass Optimization Problem
from [BB] and, since in Rd space c1(I) = Tr I = d, we have for any v ∈ Rd
1
2
(
ρ1(v)
)2
= max
A∈Aiso
c1(A)≤1
j1(A, v) = max
a≥0
d·a≤1
1
2
〈a I, v ⊗ v〉 = 1
d
1
2
|v|2
yielding ρ1(v) =
1√
d
|v| and ρ01(q) =
√
d |q|. In dimension d = 2, once f charges the boundary ∂Ω only,
the problem (P∗) can be reformulated as the Least Gradient Problem, see [GRS]. Upon acknowledging
this equivalence, a study of (P∗) for anisotropic functions ρ01 can be found in [Go´].
In the remainder of this section we shall assume that Ω is convex, which, upon recalling that ρ1 = | · |,
allows to rewrite the condition ρ1(∇u) ≤ 1 a.e. in Ω by a constraint on the Lipschitz constant: lip(u) ≤
1. Then the Rubinstein-Kantorovich theorem combined with a duality argument allows to replace the
problem (P∗) with the Optimal Transport Problem (OTP), see [Vi]:
Z = max
{ˆ
u d(f+ − f−) : u ∈ C(Ω), u(x)− u(y) ≤ |x− y| ∀ (x, y) ∈ Ω× Ω
}
= min
{ˆ
Ω×Ω
|x− y| γ(dxdy) : γ ∈M+(Ω× Ω), π#,1γ = f+,
π#,2γ = f−
}
; (OTP)
in (OTP) we enforce the left and the right marginals of the transportation plan γ to be f+ and f−
respectively. Whenever γˆ is a solution of (OTP) the measure ϑˆ defined via acting on v ∈ C(Ω;Rd) by(
v; ϑˆ
)
:=
ˆ
Ω×Ω
(ˆ
[x,y]
〈
v(z),
x− y
|x− y|
〉
H1(dz)
)
γˆ(dxdy) (7.7)
solves the problem (P∗) with ρ01 = | · |. The passage from the problem (P) to the Optimal Transport
Problem along with validation of the formula (7.7) may be found in [BB]. Upon plugging a solution ϑˆ of
the form (7.7) into formula (7.6), however, it is not clear whether αˇ enjoys a characterization of the type
(7.7). We conclude the paper with a result showing that there indeed exists an optimal tensor field αˇ that
decomposes to segments on which αˇ is uni-axial (rank-one):
Theorem 7.3. For a convex bounded design domain Ω ⊂ Rd let γˆ ∈ M+(Ω × Ω) denote any solution
of (OTP); then the conductivity tensor field αˇ ∈ M(Ω;Sd×d+ ) defined as a linear functional for any
M ∈ C(Ω;Sd×d) by(
M ; αˇ
)
=
C0
Z
ˆ
Ω×Ω
(ˆ
[x,y]
〈
M(z),
x− y
|x− y| ⊗
x− y
|x− y|
〉
H1(dz)
)
γˆ(dxdy) (7.8)
is a solution of the scalar (FMD) problem in the AMD setting (7.5).
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Proof. First we must verify whether αˇ is a competitor for (FMD). The functions on the space of sym-
metric tensors g, g0 : Sd×d → R given by formulas g(M) = maxi |λi(M)| and g0(A) =
∑
i |λi(A)| (λi
are the eigenvalues) are mutually dual norms. We note that for any A that is positive semi-definite we
have g0(A) = TrA = c1(A). Based on the paper [BV] we discoverˆ
c1(αˇ) =
ˆ
g0(αˇ) = sup
{ˆ
〈M, αˇ〉 : M ∈ C(Ω;Sd×d), g(M) ≤ 1 in Ω
}
≤C0
Z
ˆ
Ω×Ω
(ˆ
[x,y]
g0
(
x− y
|x− y| ⊗
x− y
|x− y|
)
H1(dz)
)
γˆ(dxdy) =
C0
Z
ˆ
Ω×Ω
|x− y| γˆ(dxdy) = C0,
where we used the fact that γˆ solves (OTP); the feasibility of αˇ in (FMD) is validated.
Let ϑˆ ∈ M(Ω;Rd) be given by the formula (7.7); since ϑˆ solves the problem (P∗) in particular it
satisfies −div ϑˆ = f or equivalently ´ u df = ´ 〈∇u, ϑˆ〉 for any u ∈ D(Rd). The compliance C(αˇ) in
(7.2) can be thus rewritten and then estimated as follows
C(αˇ) = sup
{ˆ
〈∇u, ϑˆ〉 − 1
2
ˆ
〈αˇ,∇u⊗∇u〉 : u ∈ D(Rd)
}
≤ sup
{ˆ
〈v, ϑˆ〉 − 1
2
ˆ
〈αˇ, v ⊗ v〉 : v ∈ (D(Rd))d}
=sup
{ˆ
Ω×Ω
ˆ
[x,y]
(〈
v(z),
x− y
|x− y|
〉
− C0
2Z
(〈
v(z),
x− y
|x− y|
〉)2)
H1(dz) γˆ(dxdy) : v ∈ (D(Rd))d
}
≤
ˆ
Ω×Ω
(ˆ
[x,y]
Z
2C0
H1(dz)
)
γˆ(dxdy) =
Z
2C0
ˆ
Ω×Ω
|x− y| γˆ(dxdy) = Z
2
2C0
,
where in the last inequality we substituted t := 〈v(z), x−y|x−y|〉 and used the fact that supt∈R
{
t− C0
2Z
t2
}
=
Z
2C0
. The last term in the chain above: Z
2
2C0
is precisely the value of minimum compliance Cmin (see
Theorem 3.3 for the vectorial case) proving αˇ is a solution of the scalar (FMD) problem. 
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