We prove the convergence of line iterative methods for solving the linear system arising from a 9-point compact discretization of a special two dimensional convectiondi usion equation. The results provide rigorous justi cation for the numerical experiments conducted elsewhere, which demonstrate the high accuracy and stability advantages of the fourth-order compact scheme.
Introduction
We are concerned with the two dimensional convection-di usion equation of the form ?" u + u x = f; (1) de ned on the unit square (0; 1) (0; 1) with suitable boundary conditions. Here we assume " > 0. When " 1, this is an example of singular perturbation problems. Equation (1) is a special case (with u y term vanished) of the general two dimensional convection-di usion equations 7] . We consider this special case because it is the case considered in 2] and because the simpli ed matrix structure allows us to perform some analysis that is di cult to do in the general case. The equation is said to be di usion-dominated if the parameter " is large, otherwise it is convection-dominated. Equation (1) may be discretized by a nite di erence method using either centered di erences or upwind di erences. The centered di erence discretization has a truncation error of order O(h 2 ), and the resulting scheme becomes unstable when the convective terms dominate. The upwind scheme is unconditionally stable for all cell Reynolds numbers (de ned later) . However, its rst-order accuracy makes realistic computation expensive since very ne mesh must be utilized to obtain accurate solution.
In this paper, we consider a fourth-order 9-point compact di erence scheme introduced by Gupta et al. 7, 8] in the early 80's for solving the general convection-di usion equation.
This scheme has a truncation error of order O(h 4 ). Numerical experiments show that it has a good numerical stability for large cell Reynolds numbers. Stationary iterative methods have been found numerically to converge for large Reynolds numbers. This property is very important for implementing multigrid method which requires similar discretizations on very coarse grids 6, 13] . Thus, the fourth-order compact scheme combines the advantages of the second-order centered di erence scheme (high accuracy) and the rst-order upwind scheme (stability). In addition, several equivalent fourth-order compact approximations have been published recently and are used to solve incompressible Navier-Stokes equations 1, 4, 10, 14] .
We assume that the discretization is performed on a uniform grid with mesh size h = 1=(n + 1) in each coordinate direction. This fourth-order compact scheme has the 9-point computational stencil 0 @ By ordering the discrete grid points using the natural rowwise ordering, the fourthorder compact discretization results in a linear system of equations of the form Au = f; (2) where u and f are now vectors in a nite dimensional space. We focus our attention on the line stationary iterative methods for solving the linear system (2) . In contrast to the 5-point schemes arising from either centered di erence or the upwind di erence discretizations, few analytic results proving convergence of these iterative methods for this 9-point scheme are available. A rigorous justi cation to guarantee the robustness of an iterative method is always desirable in addition to the successful conduction of numerical experiments. The rst successful attempt on this matter was published in 12] for the general convection di usion equation. But the results in 12] are limited to small cell Reynolds number cases and to a special case where the absolute values of the cell Reynolds numbers are equal to p 2. Some approximations to the spectral radius of the line Jacobi iteration matrix from Equation (1) 
A Bound for Line Jacobi Method
We show that the computation of the eigenvalues of the line Jacobi iteration matrix is reduced to solving an eigenvalue problem of size n n, and we derive an upper bound for its spectral radius. Before establishing our main results, we give a preliminary lemma, which is proved in 5]. 
Proof. Let V = diag (V 1 ; V 2 ; : : : ; V n ) be an n 2 n 2 matrix, where V j is the matrix whose columns are the corresponding eigenvectors of A ?1 j;j A j;j?1 . Let P be the permutation matrix that transforms the rowwise natural ordering into the columnwise natural ordering.
Consider the similarity transformationG J = (V P) ?1 G J (V P). The last inequality follows from the symmetry and the diagonal dominance property of A j;j . We then establish the following theorem. From Theorem 1, the computation of the eigenvalues of G J is reduced to solving the eigenvalue problem A j;j?1 u = A j;j u; whose size is n n, instead of n 2 n 2 for the full system. It is clear that analytic expressions for the eigenvalues are di cult to nd even if we work with the reduced system. The Matlab command eigs may be useful for numerical study of cases with large n. It allows us to compute only the largest eigenvalue of A ?1 j;j A j;j?1 in absolute value, i.e., its spectral radius. In Figure 1 , we show the distribution of the spectrum of G J , for the special values of = 2 and h = 1=32. As the spectrum of G J may contain complex eigenvalues, formula (1) cannot be used to determine the optimal relaxation parameter, nor the results from 3] can be used since the eigenvalues are not on the imaginary axis. A good value for this parameter could be computed from a dynamic estimation of (G J ), e.g., using the methods presented in 9].
In Figure 2 , we plot the spectral radius of G J computed from (5). On the left-hand side sub gure we take from 0 to 10 with a step size equal to 0:1. On the right-hand side sub gure, we show a wider range and let vary from 0 to 1000 with a step size equal to 10. The plots show that the line Jacobi method is convergent for all values of tested, and the spectral radius of its iteration matrix tends to zero as grows large. This means that the line Jacobi method is expected to behave as a direct solver for large .
This property is also con rmed by the following proposition. 
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For the point Jacobi method, we could not obtain a closed formula that simpli es the computation of the eigenvalues, so we conducted numerical experiments with the full system (not reported here). The numerical results obtained with various allow us to draw the same conclusions as above, in particular, it is shown that the point Jacobi method is convergent for all values of .
Experimental Validations
We show that the bound obtained in Theorem 2 is impressively tight for small cell Reynolds numbers, which leads to accurate asymptotic results.
Quality of the bound. We rst examine the quality of the bound obtained in Theorem 2. Table 1 shows the analytic bounds and the computed values for the spectral radius of the line Jacobi iteration matrix, for two values of h and di erent choices of . In addition, the last column shows the asymptotic limit (as h ! 0) of the bound.
The experimental results indicate that the analytic bound is a good approximation to the spectral radius when 1, and is pessimistic when > 1. The table also shows that the bound becomes tighter as the size of the problem increases, which suggests that the bound is asymptotically approaching the spectral radius as h goes to 0. Further testing (not reported here) showed that the bound is tight for su ciently large . This can be explained by the fact that the spectral radius and the bound both tend to zero as becomes large.
Asymptotic analysis. We now examine the asymptotic behavior of the bound. We study the case where the mesh size h is su ciently small so that the cell Reynolds number approaches zero. By expanding (6) in Taylor series about the origin, we obtain Theorem 3. For su ciently small h, the spectral radius of the line Jacobi iteration matrix 
In the pure di usion case (i.e., when it is assumed that " = 1), the computational stencil is written as 
By combining (7) and (8), we expect the following expansion
to be the asymptotic expression of the spectral radius (G J ). The asymptotic expression of the spectral radius of the line Gauss-Seidel iteration matrix can be given as
Thus, the line iterative methods have identical convergence rates for solving resulting matrices from the 9-point compact discretization and the 5-point upwind discretization.
Numerical tests. Since Jacobi and Gauss-Seidel methods have similar convergence behaviors and Gauss-Seidel method converges faster in general. We only test point and line versions of the Gauss-Seidel method.
We solve a convection di usion equation de ned on (0; 1) 2 ? u + " ?1 u x = f(x; y); (9) where the Dirichlet boundary conditions and the forcing function f(x; y) are speci ed to satisfy the exact solution u(x; y) = sin( x) + sin(13 x) + sin( y) + sin(13 y). After a uniform discretization with a nite di erence scheme, the sparse linear system is rst solved by a point Gauss-Seidel method. Initial guess is the zero vector. The iterations are terminated when the 2-norm of the residual is reduced by 10 10 . We assume the computational grid is in rowwise natural ordering. In Table 2 we compare the number of Gauss-Seidel iterations and the maximum absolute errors of the computed solution with respect to the exact physical solution, when di erent discretization schemes are used.
This is done with a mesh size h = 1=32. In Table 3 , we repeat the comparisons, but with a ner mesh size h = 1=64. The numerical results in Tables 2 and 3 show that the computed solution from the fourth-order compact scheme is more accurate than those from the centered di erence and the upwind di erence schemes. In terms of the number of Gauss-Seidel iterations for achieving convergence, FOCS seems to be slightly faster. The convergence rates of the point Gauss-Seidel method with all schemes improve when " decreases from 1:0 to 10 ?2 . In Table 4 we compare the vertical and horizontal line Gauss-Seidel methods for solving the linear systems arising from the fourth-order compact discretization with h = 1=32 and h = 1=64. We vary " from 1:0 to 10 ?6 . It can be seen that the line Gauss-Seidel For horizontal line Gauss-Seidel method, however, the number of iterations decreases as the value of " decreases. It seems that the horizontal line Gauss-Seidel method approaches a direct solver as " approaches 0. This observation is consistent with the prediction of Proposition 1. We point out in passing that the ow direction of the test problem (9) is along the horizontal line, so the horizontal line Gauss-Seidel iteration takes the advantage of performing iterations following the ow direction to yield faster convergence. 
