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Abstract. We introduce the concept of bi-conformal transformation, as a
generalization of conformal ones, by allowing two orthogonal parts of a manifold
with metric g to be scaled by different conformal factors. In particular, we study
their infinitesimal version, called bi-conformal vector fields. We show that these
are characterized by the differential conditions £~ξ P ∝ P and £~ξ Π ∝ Π where
P and Π are orthogonal projectors (P +Π = g). Keeping P and Π fixed, the
set of bi-conformal vector fields is a Lie algebra which can be finite or infinite
dimensional according to the dimensionality of the projectors. We determine
(i) when an infinite-dimensional case is feasible and its properties, and (ii) a
normal system for the generators in the finite-dimensional case. Its integrability
conditions are also analyzed, which in particular provides the maximum number
of linearly independent solutions. We identify the corresponding maximal spaces,
and show a necessary geometric condition for a metric tensor to be a double-
twisted product. More general “breakable” spaces are briefly considered. Many
known symmetries are included, such as conformal Killing vectors, Kerr-Schild
vector fields, kinematic self-similarity, causal symmetries, and rigid motions.
PACS numbers: 02.40.Ky, 02.20.Sv, 02.20.Tw, 04.20.Cv
1. Introduction
Symmetry transformations have been a subject of research over the years. In General
Relativity they have been used for different purposes, ranging from the classification
of exact solutions of the field equations to the generation techniques for new solutions
[39]. In this work, we are interested in the study of continuous transformation
groups with certain properties acting on a metric manifold (see [25, 27] for a precise
definition of this). A classification of the outstanding cases can be found in [30] where
they are sorted according to the differential conditions complied by the infinitesimal
generators. This condition involves the Lie derivative of the metric tensor or other
geometric objects —such as the connection or the curvature tensor—. The symmetries
classified in [30] have received a great deal of attention. However, as a matter of fact,
it is difficult to find in the literature studies of symmetries characterized by other
differential conditions. Some examples can be found in [16, 29, 41, 44, 23].
In this paper we will pursue this line of research and present a new type of
group of transformations: those diffeomorphisms which scale two pieces of the metric
tensor by unequal factors. We call them bi-conformal transformations. We will not
restrict our presentation to four-dimensional spacetimes, so that our results will be
valid in any n-dimensional differential manifold V with a smooth metric tensor g
of any signature. Bi-conformal transformations can be univocally characterized by
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a symmetric square root of g (see next section for its definition; this is a Lorentz
tensor in Lorentzian signature, see [6, 24]), or equivalently by two complementary
orthogonal projectors. The infinitesimal generators are well defined and we present
the necessary and sufficient differential conditions they fulfill, which involve the Lie
derivatives of the metric tensor and of the square root, or equivalently of the two
projectors. This differential condition can be understood as stating that the generating
vectors, called bi-conformal vector fields, are generalized conformal motions for both
projectors. The properties of bi-conformal vector fields are studied, and we show
that they constitute a Lie algebra which can be finite or infinite dimensional. We
identify the cases where the latter case may happen. We also prove that, in the
former case, a normal system—for p, n − p 6= 1, 2 where p is the trace of one of the
projectors—can be achieved, so that the integrability conditions and the maximum
number of linearly independent bi-conformal vector fields are found. This turns out
to be (p+1)(p+2)/2+(n−p+1)(n−p+2)/2. We show that this maximum number
is attained in double-twisted product spaces with flat leaves (i.e. a metric breakable
in two conformally flat pieces where the conformal factor of each part depend on all
the coordinates of the manifold). We also find a necessary geometric condition for a
space to admit such form in local coordinates.
The outline of the paper is as follows: in section 2 we set the notation and study
the basic properties of square roots. Bi-conformal vector fields are introduced in
section 3 whereas in section 4 we study groups of bi-conformal transformations and
give the general form taken by the metric tensor in a coordinate system adapted to
the symmetry. The Lie algebra of bi-conformal vector fields is the subject of section
5. The normal system for the finite-dimensional case is obtained in section 6 together
with the highest dimension of the Lie algebra. Part of the integrability conditions of
the afore-mentioned equations are considered in section 7. Finally explicit examples
of bi-conformal vector fields are presented in section 8.
2. Preliminaries.
We start by setting the notation and conventions to be used in this work. (V,g) will
stand for a smooth n-dimensional manifold with metric g. The metric signature
is arbitrary although in some of our results we will specialize g to a Lorentzian
metric (signature convention (+,−, . . . ,−)) in order to highlight the applications to
n-dimensional spacetimes. Latin characters running from 1 to n will be used for tensor
indexes. Vectors and contravariant (covariant) tensors will be denoted with arrowed
(un-arrowed) boldface characters whenever they are expressed in index-free notation.
As usual contravariant and covariant tensors are related by the rule of raising and
lowering of indexes. Thus if ~T is a rank-r contravariant tensor we will use the same
un-arrowed symbol T for the tensor obtained by lowering all the indexes. Index
notation though will be used in most of the paper for tensors. Round and square
brackets enclosing indexes will stand for symmetrization and anti-symmetrization
respectively. We review next very briefly some basic geometric concepts in order
to show the notation we use. In (V,g) we define the tangent space Tx(V ) at a point
x ∈ V , the tangent and cotangent bundles T (V ), T ∗(V ) and the bundle T rs (V ) of
r-covariant s-contravariant tensors in the usual way. All differentiable sections of the
bundle (vector fields) T (V ) and other tensor bundles will be assumed smooth. We
will use the same notation for sections as for vectors and tensors unless the context
requires to use different notations.
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Recall that any C1 vector field ~ξ on a differentiable manifold defines a local group
of local diffeomorphisms {ϕs} that is to say, each member ϕs of the family is a local
diffeomorphism and ϕ0 is the identity on V . In addition to this (ϕs1 ◦ ϕs2)(x) =
ϕs1+s2(x) holds whenever all the objects appearing in both sides of the equality make
sense. In local coordinates {xa} we have the correspondence
ξa(ϕs(x)) =
dϕas(x)
ds
, ϕ0(x) = x
which relates the vector field ~ξ with its generated local group of local diffeomorphisms
by means of standard theorems on differential equations. When this local group is
formed by global diffeomorphisms ϕs : V → V , s ∈ I then ~ξ is called a complete vector
field being I an interval of the real line containing 0. For a Hausdorff manifold this
is equivalent to I = R or in other words the integral curves of this vector field can
be extended to every value of their parameter. As is well known vector fields can be
regarded as differential operators acting on the set of smooth functions of the manifold
V and in this picture the Lie bracket of two C1 vector fields ~ξ1,
~ξ2 is
[~ξ1,
~ξ2](f) ≡
~ξ1(
~ξ2(f))−
~ξ2(
~ξ1(f)).
The set of smooth vector fields generates an infinite dimensional Lie algebra by means
of the Lie bracket operation. This is usually denoted by X(V ) and not all the elements
of X(V ) are complete unless the dimension of the Lie algebra is finite. We can use
the (local) one-parameter group of diffeomorphisms {ϕs} generated by ~ξ to define, for
any ~T ∈ T r(V ), the family of tensor fields ϕ′s~T where ϕ
′
s is the push-forward of ϕs.
There is an obvious counterpart for covariant tensor fields T using the pull-back ϕ∗s .
The Lie derivative of ~T (T) is another tensor field of the same rank defined by
£~ξ
~T = lim
s→0
ϕ′−s~T− ~T
s
, £~ξT = lims→0
ϕ∗sT−T
s
.
All these geometric definitions are well known and can be found in many text books
(see e. g. [14]).
2.1. Square roots.
We present next a concept which will play a very important role in this work.
Definition 2.1 Let g|x be a nondegenerate bilinear form defined on Tx(V ). A
symmetric tensor Sab on Tx(V ) is called a square root of g|x if
SapS
p
b = gab.
If gab has Lorentzian signature then the tensor Sab is called a Lorentz tensor. Clearly
Lorentz tensors with an index raised are involutory Lorentz transformations (a linear
transformation is said to be involutory if its inverse is the transformation itself) but
they can also be characterized as superenergy tensors of certain normalized simple
forms as it was shown in [6]:
Proposition 2.1 Every Lorentz tensor Sab is proportional to the superenergy tensor
of a simple form Ω.
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Without going into further details which are beyond the scope of this paper, we will
just write down the definition of the superenergy tensor Tab{Ω} of a p-form Ω [36, 6]
Tab{Ω} =
(−1)p−1
(p− 1)!
(
Ωac2...cpΩ
c2...cp
b −
1
2p
gabΩc1...cpΩ
c1...cp
)
. (2.1)
The form Ω is said to be simple if it can be decomposed as the wedge product of
1-forms and the normalization required is
Ω ·Ω ≡ Ωc1...cpΩ
c1...cp = 2p!(−1)p−1. (2.2)
Denoting by k1, . . . ,kp a set of 1-forms such that Ω = k1 ∧ . . . ∧ kp we have
that Span{~k1, . . . , ~kp} and ⊥ Span{~k1 . . . , ~kp} are the only eigenspaces of S
a
b with
corresponding eigenvalues +1 and −1 respectively. Another important property is the
invariance Tab{Ω} = Tab{±∗Ω} where ∗Ω is the hodge dual of Ω. Thus, whenever we
speak of the Lorentz tensor of a p-form this must be understood up to duality and sign.
With the normalization chosen above, Span{~k1, . . . , ~kp} is a timelike subspace (Ω is
“timelike”) and ⊥ Span{~k1, . . . , ~kp} is its spacelike complement (∗Ω is spacelike).
Some of these results can be translated to arbitrary square roots.
Proposition 2.2 Every square root Sab, regarded as an endomorphism, has +1 and
−1 as unique eigenvalues. Furthermore Sab is diagonalizable so the space Tx(V )
decomposes in a direct sum of the two eigenspaces associated to the eigenvalues +1
and −1.
Proof : The first statement of the proof is trivial. To prove the second one we must
note that the endomorphisms P ab = (δ
a
b+S
a
b)/2, Π
a
b = (δ
a
b−S
a
b)/2 are idempotent,
their composition in any order gives the zero endomorphism, both have vanishing
determinant and δab = P
a
b + Π
a
b. From this we deduce that the direct sum of the
eigenspaces of Sab, with eigenvalues +1 and −1, is the total space or in other words
Sab is diagonalizable.
The following straightforward corollary is deduced from this proposition.
Corollary 2.1 The tensors
Pab = (gab + Sab)/2, Πab = (gab − Sab)/2 (2.3)
constructed from any square root Sab are orthogonal projectors on the eigenspaces of
eigenvalue +1 and −1 respectively.
For the case of Lorentzian signature the subspaces onto which Pab and Πab project
coincide with Span{µ(S)} and ⊥ Span{µ(S)} where µ(S) is the set of null vectors ~k
such that S(~k, ~k) = 0 (see proposition A.3 of [24] for further details).
By means of previous results, we can now generalize proposition 2.1 to cases in
which the metric tensor is not necessarily Lorentzian.
Theorem 2.1 Any square root Sab can be written, up to sign, as in (2.1) for a simple
form Ω normalized, up to sign, as in (2.2).
Proof : Under the assumptions of this theorem a not very long calculation shows
that for a p-form Ωa1...ap we have
Tap{Ω}T
p
b{Ω} =
(Ω ·Ω)2
(2p!)2
,
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(the procedure is the same as for the Lorentzian case, see the proof of proposition 3.2 in
[6]). Thus formula (2.1) still defines a square root if Ω ·Ω = ±2p! in the case of a non-
Lorentzian metric. Conversely if Sab is a square root then proposition 2.2 tells us that
we can write Tx(V ) as a direct sum of the eigenspaces of S
a
b with eigenvalues +1 and
-1 denoted by V+ and V− respectively. Furthermore S
a
b is a symmetric endomorphism
with respect to the metric g|x so V
⊥
+ = V−. Now choose a basis {
~k1, . . . , ~kp} of V+
(we take it of dimension p) and calculate the tensor T{Σ} with Σ = k1∧ . . .∧kp. Use
of formula (2.1) implies that ~kj j = 1, . . . p, are eigenvectors of T
a
b{Σ} with eigenvalue
(−1)p−1Σ·Σ/(2p!) and the same happens for any vector in V− (but now the eigenvalue
has the opposite sign). The identity
1
(p− 1)!
Σab1...bp−1Σbb1...bp−1+
|det(g)|
det(g)(n− p− 1)!
(∗Σ)abp+2...bn(∗Σ)bbp+2...bn =
Σ ·Σ
p!
δab,
must be used along the way to prove this. Hence the tensor T ab{Σ} has the same
spectral properties as Sab which is only possible if both are proportional. The
proportionality factor can be fixed to +1 or −1 by choosing the normalization
Σ ·Σ = ±2p!.
Remark. Note that the sign of Σ ·Σ is fixed and characteristic to the subspace V+ (if
the metric has Lorentzian signature this sign allows us to decide the causal character
of the subspace V+). One can thus choose the sign in the normalization condition
Σ ·Σ = ±2p! so that T{Σ} = S.
3. Bi-conformal vector fields
Definition 3.1 ~ξ is said to be a bi-conformal vector field if it fulfills the differential
conditions
£~ξ g = αg+ βS, £~ξ S = αS+ βg, (3.1)
where S is a symmetric square root of g and α, β smooth functions.
Following [16] the functions α and β will be called gauges of the symmetry and
their true relevance will become clear later. Suffice it to say here they play a role
analogous to the factor ψ appearing in the differential condition £~ξ g = 2ψg satisfied
by conformal motions [43].
If the signature admits null vectors then there is a variant of previous definition
known as generalized Kerr Schild vector fields where Sab is no longer a square root
but it takes the form Sab = kakb with k
aka = 0 (this can be also characterized as
SapS
p
b = 0). The explicit differential condition is now
£~ξ g = αg+ βk ⊗ k, £~ξ k = γk. (3.2)
Generalized Kerr-Schild vector fields are a generalization of Kerr-Schild vector fields
studied in [16] given by (3.2) with α = 0. Both bi-conformal vector fields and
generalized Kerr-Schild vector fields can be written in a gauge-free way as we show in
the next theorem.
Theorem 3.1 A vector field ~ξ is either a bi-conformal vector field or a generalized
Kerr-Schild vector field if and only if
(£~ξ g ×£~ξ g) ∧£~ξ g ∧ g = 0, (£~ξ £~ξ g) ∧£~ξ g ∧ g = 0. (3.3)
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Proof : The inner product × of two rank-2 tensors Tab and Mab is defined by
(T × M) ab = TacM
c
b and their wedge product ∧ is the typical wedge product in
T 02 (V ) considered as a vector space, e.g. (T ∧ M)abcd = TabMcd − TcdMab. It is
clear that the statement of this theorem is equivalent to demanding the existence of
functions λ1, λ2, λ3 and λ4 with the properties
£~ξ g×£~ξ g = λ1£~ξ g + λ2g, £~ξ £~ξ g = λ3g+ λ4£~ξ g, (3.4)
so we will prove the equivalence of these equations to those characterizing bi-conformal
vector fields and generalized Kerr-Schild vector fields. Straightforward calculations
show that the above expressions are fulfilled with
λ1 = 2α, λ2 = β
2 − α2, λ3 = −α
2 + β2 +£~ξ α−
α
β
£~ξ β, λ4 =
1
β
£~ξ β + 2α,
if ~ξ is a bi-conformal vector field, and with
λ1 = 2α, λ2 = −α
2, λ3 = £~ξ α−
α
β
£~ξ β − 2γα, λ4 =
1
β
£~ξ β + α+ 2γ,
for a generalized Kerr-Schild vector field. Conversely, assuming that (3.4) holds and
setting T = £~ξ g −
1
2λ1g, the first of these equations implies that T×T ∝ g so that
T is proportional to a square root of g or T×T = 0. In the former case, T = βS for
some square root S whence £~ξ g = αg + βS with α =
1
2λ1 whose substitution in the
second equation of (3.4) allows us to get
£~ξ S = µ1g+ µ2S, µ1 =
1
β
(λ3 + λ4α−£~ξ α− α
2), µ2 = λ4 −
1
β
£~ξ β − α.
The functions µ1 and µ2 can be further constrained by applying £~ξ to the relation
δab = S
a
cS
c
b getting µ1 = β, µ2 = α from what we deduce that
~ξ is a bi-conformal
vector field. In the case T×T = 0 then either T = 0, so that ~ξ is a conformal Killing
vector, or T = k ⊗ k, with k null (this can only happen if the metric admits null
vectors) so that
£~ξ k ⊗ k + k ⊗ £~ξ k = µ1g+ µ2k ⊗ k,
which only makes sense if µ1 = 0. This gives the differential condition characterizing
generalized Kerr-Schild vector fields at once.
Bi-conformal vector fields will be studied paying special attention to their
geometrical meaning. To start with we show how the second equation of (3.1) can be
rewritten in terms of the p-form giving rise to the square root S of g entering in the
definition of bi-conformal vector fields.
Proposition 3.1 The second equation of (3.1) admits the following equivalent forms
£~ξΩ =
p
2
(α+ β)Ω, £~ξ
~Ω = −
p
2
(α+ β)~Ω, (3.5)
where Ω is a simple p-form such that S = T{Ω} and the first of (3.1) is assumed.
Proof : From equations (3.1) it follows, by means of £~ξ g
ab = −αgab − βSab, that
£~ξ S
a
b = 0 so that for any vector
~k intervening as a factor in the p-vector ~Ω we have
Sap£~ξ k
p = £~ξ k
a as follows by Lie derivating the equation Sapk
p = ka. This means
that £~ξ k
a is also an eigenvector of Sab and thus £~ξ k
a is a linear combination of the
Bi-conformal vector fields 7
vectors which build up ~Ω whence £~ξ
~Ω ∝ ~Ω. Using the relation between Ω and ~Ω and
the first of (3.1) we get a similar formula for £~ξΩ. The proportionality factors are
fixed by Lie derivating the normalization condition on Ω ·Ω written before, arriving
thus at (3.5). Conversely, if any of (3.5) together with the first equation of (3.1) hold
we can work out the other equation of (3.5) using the relation between Ω and ~Ω
together with Ωa1...apS
a1
b1
= Ωb1a2...ap . Then £~ξ Sab is calculated by just derivating
(2.1) (as all the required Lie derivatives are known) getting the second equation of
(3.1).
4. Bi-conformal transformations
The structure of the differential conditions for bi-conformal vector fields allows us to
find explicit expressions for ϕ∗sg and ϕ
∗
sS. To that end we rewrite equations (3.1) as
£~ξ (g + S) = (α+ β)(g + S), £~ξ (g − S) = (α− β)(g − S). (4.1)
Observe that these are differential conditions on the projectors Pab and Πab, so that
they are conformally invariant, and one obviously gets
£~ξ P
a
b = £~ξ Π
a
b = 0. (4.2)
Now if we take into account the identity
d(ϕ∗sT)
ds
= ϕ∗s(£~ξT), (4.3)
holding for every section T of T 0r (V ), equations (4.1) can be integrated yielding
ϕ∗sg + ϕ
∗
sS = (g + S) exp
[∫ s
0
dt(α(ϕt) + β(ϕt))
]
(4.4)
ϕ∗sg − ϕ
∗
sS = (g − S) exp
[∫ s
0
dt(α(ϕt)− β(ϕt))
]
, (4.5)
from what we get the formulae for ϕ∗sg and ϕ
∗
sS
ϕ∗sg = exp
{∫ s
0
dt α(ϕt)
}[
cosh
(∫ s
0
dt β(ϕt)
)
g+ sinh
(∫ s
0
dt β(ϕt)
)
S
]
, (4.6)
ϕ∗sS = exp
{∫ s
0
dt α(ϕt)
}[
cosh
(∫ s
0
dt β(ϕt)
)
S+ sinh
(∫ s
0
dt β(ϕt)
)
g
]
. (4.7)
It is also possible to perform a similar derivation for generalized Kerr-Schild vector
fields if the signature admits null vectors. The result is
ϕ∗sg = exp
[∫ s
0
dt α(ϕt)
](
g +
∫ s
0
dt exp
[
−
∫ t
0
dt
′
α(ϕt′ )
]
f2(t)β(ϕt)k ⊗ k
)
.
ϕ∗sk = k exp
[∫ s
0
dt γ(ϕt)
]
, f(t) = exp
[∫ t
0
du γ(ϕu)
]
.
We thus see that bi-conformal vector fields can be characterized as generalized
conformal motions‡ of both projectors Pab and Πab of (2.3) which states clearly the
geometric interpretation of these vector fields. This interpretation will be further
supported when we study the highest dimension of finite-dimensional Lie algebras of
bi-conformal vector fields in section 6 (see below for the definition of Lie algebras of
bi-conformal vector fields). This characterization and equations (4.4), (4.5) lead us to
the definition of bi-conformal transformation
‡ They are “generalized” in the sense that the conformal factors and gauges are functions on V , that
is to say, they depend on all coordinates.
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Definition 4.1 A diffeomorphism Φ : V → V is called a bi-conformal transformation
if there exists a pair of orthogonal projectors Pab and Πab with gab = Pab + Πab such
that
Φ∗Pab = λ1Pab, Φ
∗Πab = λ2Πab,
for some functions λ1, λ2 ∈ C
1(V ). Equivalently, this can be rewritten in terms of
the square root Sab = Pab −Πab as
Φ∗gab = ρ1gab + ρ2Sab, Φ
∗Sab = ρ2gab + ρ1Sab,
where ρ1 = (λ1 + λ2)/2, ρ2 = (λ1 − λ2)/2.
A clue for the interpretation of bi-conformal vector fields can be obtained by
examining their effect on g in local coordinates adapted to ~ξ.
Proposition 4.1 Let ~ξ be a bi-conformal vector field and {x1, xi}, i = 2, . . . , n a local
coordinate system adapted to ~ξ (i.e. ~ξ = ∂/∂x1) around any non-fixed point of ~ξ. In
these coordinates the metric takes the form
gab = e
AG0ab(x
i) + eBG1ab(x
i), (4.8)
where (i) G0ab and G
1
ab do not depend on x
1 (they are invariant by ~ξ), rank(G0ab) = P
a
a,
rank(G1ab) = n− P
a
a and G
0 c
a G
1
cb = 0.
(ii) A and B are functions satisfying ∂x1A = α+ β, ∂x1B = α− β. Furthermore
the square root S is given in these coordinates by
Sab = e
AG0ab(x
i)− eBG1ab(x
i). (4.9)
Proof : As is known, local coordinates such that ~ξ = ∂/∂x1 can always be chosen
in a neighbourhood of any point in which ~ξ does not vanish. In this local coordinate
system equations (4.1) become
∂
∂x1
(g + S) = (α+ β)(g + S),
∂
∂x1
(g− S) = (α− β)(g − S),(4.10)
which can be explicitly integrated giving in components
gab(x
1, xi) + Sab(x
1, xi) = 2G0ab(x
i) exp
[∫ x1
0
ds(α(s, xi) + β(s, xi))
]
,
gab(x
1, xi)− Sab(x
1, xi) = 2G1ab(x
i) exp
[∫ x1
0
ds(α(s, xi)− β(s, xi))
]
.
Addition and subtraction of these equations leads to (4.8)-(4.9) with the obvious
definitions for A and B. G0ab and G
1
ab are proportional to Pab and Πab respectively
from what we deduce the stated properties about their rank and product at once.
We finish this section pointing out that it is possible to define conserved quantities
and currents for bi-conformal vector fields in a similar way as it has been done with
other symmetry transformations (see [16, 24] for further details about this).
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5. Lie algebras of bi-conformal vector fields
In this section we will settle under what circumstances bi-conformal vector fields give
rise to a subalgebra of X(V ) and derive some of its basic properties. For a fixed square
root S of the metric g we denote by G(S) the set of bi-conformal vector fields whose
differential condition (3.1) involves S. Bi-conformal vector fields belonging to G(S1)
and G(S2) for two different square roots S1 and S2 are necessarily conformal motions
of the metric g as we are going to prove now. A lemma is needed first.
Lemma 5.1 If S1 and S2 are square roots of the metric g such that S1 × S2 = λg
then S1 = ±S2.
Proof : From the assumptions we easily get
S1 × S2 × S2 = λS2 ⇒ S1 = λS2,
and using now S1 × S1 = S2 × S2 = g we conclude that λ
2 = 1.
Proposition 5.1 For two nonproportional square roots S1 and S2, G(S1) ∩ G(S2) is
a set of conformal Killing vector fields.
Proof : The existence of a non vanishing vector field ~ξ belonging to G(S1) ∩ G(S2)
entails the relation
£~ξ g = α1g + β1S1 = α2g + β2S2 ⇒ (α1 − α2)g = β2S2 − β1S1, (5.1)
Let us assume first that β1 6= 0 and β2 6= 0. Performing the left inner product and
the right inner product of the last equation with S1 we get respectively
β1g − β2S1 × S2 = (α2 − α1)S1, β1g − β2S2 × S1 = (α2 − α1)S1,
whose subtraction yields
β2(S1 × S2 − S2 × S1) = 0⇒ S1 × S2 = S2 × S1
On the other hand squaring each member of (5.1) and using S2 × S2 = g we obtain
−2β1β2S1 × S2 = ((α1 − α2)
2 − β21 − β
2
2)g.
Hence, S1×S2 is proportional to the metric tensor which is only possible if S1 = ±S2
as we proved in lemma 5.1 contradicting the statement of the proposition. Thus some
of the functions β1 or β2 must vanish which implies according to equation (5.1) that
either S1 = ±g and S2 = ±g, or β1 = β2 = 0, ~ξ being in all of these possibilities a
conformal Killing vector.
The main conclusion of the previous proposition is the non-existence of a
nontrivial proper bi-conformal vector field constructed from two different square
roots S1 and S2, or in other words ~ξ cannot leave invariant two different pairs
of complementary projectors {P ab,Π
a
b} and {P
′a
b,Π
′a
b} (unless it is a conformal
motion).
Our next result proves that G(S) is a Lie algebra for any square root S.
Proposition 5.2 The set of vector fields in G(S) with S a square root of the metric
is a Lie subalgebra of the Lie algebra X(V ).
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Proof : We must show that the linear combination and Lie bracket of any pair of
vectors ~ξ1 and
~ξ2 satisfying equations (3.1) for a fixed square root S is also a solution
of this same pair of equations for different gauges. Clearly the gauge functions must
depend on the chosen bi-conformal vector field ~ξ in a precise fashion and we will write
this dependence as α~ξ, β~ξ. After a simple calculation, we get that
~ξ1+
~ξ2 and [
~ξ1,
~ξ2]
are bi-conformal vector fields with gauge functions given by
α[~ξ1,~ξ2]
= £~ξ1
α~ξ2
−£~ξ2
α~ξ1
, β[~ξ1,~ξ2]
= £~ξ1
β~ξ2
−£~ξ2
β~ξ1
,
α~ξ1+~ξ2
= α~ξ1
+ α~ξ2
, β~ξ1+~ξ2
= β~ξ1
+ β~ξ2
.
Corollary 5.1 The subspace G(S1) ∩ G(S2) is a Lie subalgebra of conformal Killing
vectors for every pair of square roots S1 and S2.
Proof : This is a consequence of proposition 5.2 and the fact that the intersection
of two Lie algebras is a Lie subalgebra.
We analyze next some properties of the Lie algebra G(S) which might shed some
light on the nature of bi-conformal vector fields. First of all it is clear that G(S) may
sometimes consist only on the trivial solution and thus G(S) = {~0} which is a case of
no interest. When G(S) 6= {~0} an important question concerns their dimensionality as
vector spaces. As happens with other known transformations in Differential Geometry,
this dimension can be either finite or infinite depending on whether one is able to get
a normal system of partial differential equations out of (3.1). Here normal means
that the first derivatives of a well-defined set of unknowns can be isolated in terms of
themselves, see [20] for a discussion and proof of this result and section 6. Nonetheless
the search of a normal system to discard the existence of infinite dimensional Lie
algebras can sometimes be bypassed if we state under what circumstances ~ξ and ρ~ξ
are bi-conformal vector fields for a function ρ. We settle this issue in the following
proposition.
Proposition 5.3 If both vector fields ~ξ and ρ~ξ are in G(S) for some non-constant
function ρ then Ω is either a 1-form with Ω ∝ ξ or a 2-form Ω ∝ ξ ∧ dρ where Ω is
the simple form generating the square root S.
Proof : To prove this we will study when the vector field ρ~ξ solves (3.1) given that
~ξ does, being ρ a smooth function. Substitution of this in (3.1) yields (ρa = ∂aρ)
ρaξb + ρbξa = (α¯− ρα)gab + (β¯ − ρβ)Sab (5.2)
ρaξcS
c
b + ρbξcS
c
a = (β¯ − ρβ)gab + (α¯ − ρα)Sab, (5.3)
where α¯, β¯ are the gauges of ρ~ξ. Multiplying by Sbc we get after a suitable relabelling
of indexes
ρaξcS
c
b + ξaρcS
c
b = (α¯ − ρα)Sab + (β¯ − ρβ)gab, (5.4)
ρaξb + ξeS
e
aρcS
c
b = (β¯ − ρβ)Sab + (α¯− ρα)gab. (5.5)
Subtracting (5.4) from (5.3), and (5.5) from (5.2) we get
ξaρcS
c
b − ρbξcS
c
a = 0, ρcS
c
bξeS
e
a − ρbξa = 0, (5.6)
which can be reduced to a couple of linear homogeneous systems by contracting with
ρcS
cb and ξa both relations
ξa(ρcρ
c)− (ρcS
cbρb)S
e
aξe = 0
ρcρ
cξeS
e
a − ρ
cScbρ
bξa = 0
}
,
(ξaξa)ρcS
c
b − ρb(ξcS
c
aξ
a) = 0
(ξeSecξ
c)ρqS
q
b − (ξcξ
c)ρb = 0
}
. (5.7)
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The fulfillment of both systems implies that ξbS
b
c = ǫξc and ρbS
b
c = ǫρc with ǫ
2 = 1.
These conditions entail a further relation arising from (5.3) and (5.5) between the
barred and unbarred gauges given by α¯− ρα = ǫ(β¯ − ρβ). From this we deduce that
(5.2) takes the form
ρaξb + ρbξa = (α¯ − ρα)(gab + ǫSab).
Since the tensors (gab+ ǫSab)/2 are projectors (either Pab or Πab) they can be thought
of as the metric tensor of a certain subspace (the subspace generated by the vectors
forming the simple form generating S) meaning that dρ ⊗ ξ + ξ ⊗ dρ can only be
algebraically such a projector if either the subspace is one-dimensional generated by
ξ with ξ ∝ dρ or two dimensional with dρ and ξ as generators. If ǫ = 1 this projector
is Pab so Sab is the superenergy tensor of a simple form proportional to ξ in the one-
dimensional case or to ξ ∧ dρ in the two dimensional case (see considerations coming
after equation (2.3)). The discussion for the case ǫ = −1 is similar replacing Pab by
Πab.
Remark. This result can be extended to include the dual of Ω, which is either a
(n− 1)-form or a (n− 2)-form, by means of the property
T{∗Ω} = (−1)n−1
|det(g)|
det(g)
T{Ω}
holding for any superenergy tensor defined by equation (2.1).
We see as an outcome of this proposition that the cases with P aa = 1, 2, n−1, n−2
may contain infinite-dimensional Lie algebras G(S). This is what one should expect
given the conformal character of these symmetries in the subspaces on which Pab and
Πab project because either of these subspaces will be of dimensions less or equal than
two whenever S is built up from a 1-form or a 2-form (or their duals) and the conformal
group in these dimensions can be of infinite dimension as is well known [43].
Another interesting result coming up from the proof of this proposition is that,
in the case of S = T {Ω} for a 1-form Ω, this 1-form must be proportional to ξ ∝ dρ
from what we conclude that ~ξ is irrotational. Indeed the converse of this statement is
also true.
Proposition 5.4 Let ~ξ be a bi-conformal vector field such that S ∝ T{ξ}. Then ρ~ξ
is also a bi-conformal vector field iff dρ ∧ ξ = 0.
Proof : The “if” is a particular case of proposition 5.3 so we are only left with the
“only if” implication. Under the hypotheses of this proposition the tensor Sab takes
the form (equation (2.1) with Ω = ξ)
Sab = −gab + 2ξ
−2ξaξb, ξ
2 ≡ ξaξ
a.
If (3.1) is assumed, the first equation of the couple becomes
∇aξb +∇bξa = (α− β)gab + 2ξ
−2βξaξb. (5.8)
Furthermore the second equation of (3.1) is a consequence of this because
£~ξ ξa = £~ξ (gapξ
p) = (αgab + βSab)ξ
b = (α+ β)ξa =⇒
=⇒ £~ξ Sab = −£~ξ gab + 2£~ξ
(
ξ−2ξaξb
)
=
= −αgab − βSab − 2ξ
−2(α+ β)ξaξb + 4ξ
−2(α+ β)ξaξb = α
(
−gab + 2ξ
−2ξaξb
)
+ βgab,
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so we only need to care about (5.8). The 1-form ρξa fulfills the equation
∇a(ρξb) +∇b(ρξa) = (α¯− β¯)gab + 2β¯(ρξ)
−2ρξaρξb = (α¯− β¯)gab + 2ξ
−2β¯ξaξb
as long as γξb = ∂bρ for some smooth function γ. The gauges α¯ and β¯ are given then
by β¯ = ξ2γ + βρ and α¯ = ξ2γ + αρ.
6. Normal system and maximal Lie algebras of bi-conformal vector fields
We start now to tackle the integrability conditions of equations (3.1) for a fixed Lorentz
tensor as well as the greatest dimension of the vector space G(S) when it happens to
be finite dimensional. First of all, we give an overview of the procedure to be followed
which is quite similar to the one used to find out the first integrability conditions and
the largest dimension of Lie algebras for isometries, conformal motions or collineations
(see e.g. [43] for an account of this). The aim is to rewrite the equations satisfied by ~ξ,
by using successive derivatives and identities, in normal form, that is to say, such that
one can identify a definite set of unknowns, say ZA, for which the equations become
a set of first order PDEs like (6.3), see below, with all the derivatives isolated. In our
case, this normal system, will actually be linear and homogeneous, in case it exists,
as we are going to prove.
One starts with the differential conditions fulfilled by each generator of the
symmetry under study written generically in the form,
ΦI(~ξ,∇~ξ, . . . , φ1,∇φ1, . . .) = 0, (6.1)
where φ1, . . . are some scalar functions accounting for the gauges of the symmetry and
the index I denotes the whole set of tensor indexes which appear in the differential
conditions. These equations must be differentiated a number of times resulting in new
algebraic equations involving the variables appearing in (6.1) plus higher derivatives
of them (we now use the subindex Ik to gather the resulting new indexes)
Φ
(k)
Ik
(~ξ,∇~ξ,∇2~ξ, . . . , φ1,∇φ1,∇
2φ1, . . .) = 0, k = 1, 2, . . . . (6.2)
From these equations one wants to get another set which contains the first derivatives
of the system variables isolated in terms of themselves and the manifold data. To do
this one may need to include higher derivatives of the initial variables ~ξ, φ1, . . . as new
independent variables so these definitions will be part of the normal system. Hence
the normal set of equations will in general look like
DaZA = faA(x, Z), (6.3)
where x = (x1, . . . , xn) is the chosen local coordinate system, Z = {ZA} =
(Z1(x), . . . , Zm(x)) denotes the complete set of system variables, Da is a differential
operator and faA are functions depending on the coordinates and the system variables.
A normal system of equations can only be achieved for finite-dimensional Lie groups.
An important point regarding this calculation is that the chain of equations (6.2) used
to get the normal system may give rise to constraints between the system variables
ZA in the form
LC(x, Z) = 0, C = 1, . . . , q. (6.4)
These constraints arise when some of the equations of the above chain (or some linear
combination of them) do not contain derivatives of the system variables.
Bi-conformal vector fields 13
The first integrability conditions are new relations between the system variables
coming from the compatibility of the anti-symmetrized second derivatives D[aDb] and
the normal system (6.3)
2D[bDa]ZA = DbfaA(x, Z) +
∑
C
∂faA(x, Z)
∂ZC
fbC(x, Z)−
−DafbA(x, Z)−
∑
C
∂fbA(x, Z)
∂ZC
faC(x, Z), (6.5)
which can be arranged in the same form as (6.4) where some identity for D[aDb] must
be used in this last step (for instance ifDa is the covariant derivative, the Ricci identity
(6.13)). The constraints (6.4) themselves must be differentiated (propagated)
DaLC(x, Z) +
∑
B
∂LC(x, Z)
∂ZB
DbZB = 0, (6.6)
getting new relations involving the system variables and the data which are the first
integrability conditions coming from the constraints. They must be added to the set
arising from the commutation of the derivatives. The whole set of first integrability
conditions will be identically satisfied if the (V,g) we deal with is maximal with respect
to the symmetry under study. The fulfillment of the maximal integrability will pose
certain geometric conditions which characterize these maximal spaces. In maximal
spaces arising from a normal form, the largest dimension of the Lie algebra of vector
fields satisfying (6.1) is achieved, and this largest dimension is given by the total
number of system variables m minus the number of independent constraints q found
in (6.4). The set of solutions of (6.1) is a subspace of X(V ) which thus depends linearly
on m − q arbitrary constants. If the first integrability conditions are not identically
satisfied, we must carry on the above described procedure but now applied to the first
integrability conditions obtaining a chain of equations of the same type
Ξj(x, Z) = 0, j = q + 1, . . . (6.7)
This new set of integrability conditions impose further geometric constraints for each
j (we are assuming that all equations in (6.7) are algebraically independent). If there
exists a value of j such that the corresponding condition is identically satisfied (or
we are able to settle the geometric conditions for this to happen) then the solution
of the differential conditions is a Lie subalgebra of vector fields of dimension m − j.
On the other hand, if the number of linearly independent equations in (6.7) and (6.4)
is greater or equal than m then we get a homogeneous linear system for the system
variables with no solution other than the trivial one.
6.1. Normal system
In what follows, we are going to construct the normal system form for bi-conformal
vector fields —in the cases this is possible— thereby obtaining also the largest
dimension of some finite dimensional G(S) by following the above outlined procedure.
This will in particular allow us to prove rigorously that the cases identified in the
previous section are the only ones with a feasible infinite dimension. This is a rather
long calculation and only its main excerpts are shown. To start with, we rewrite (3.1)
(or (4.1)) in terms of the projectors Pab and Πab as
£~ξ Pab = φPab, £~ξ Πab = χΠab, (6.8)
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⇒ £~ξ P
a
b = 0, £~ξ Π
a
b = 0,
⇒ £~ξ P
ab = −φP ab,£~ξ Π
ab = −χΠab
where φ = (α + β) and χ = (α − β) and the second pair is (4.2). The following well
known formulae in differential geometry are needed (see [43] for an account of them)
£~ξ γ
a
bc =
1
2
gae
[
∇b(£~ξ gce) +∇c(£~ξ gbe)−∇e(£~ξ gbc)
]
, (6.9)
£~ξ γ
a
bc = ∇b∇cξ
a + ξdRacdb, (6.10)
∇c£~ξ T
a1...ap
b1...bq
−£~ξ∇cT
a1...ap
b1...bq
=
= −
p∑
j=1
(£~ξ γ
aj
cr )T
...aj−1raj+1...
b1...bq
+
q∑
j=1
(£~ξ γ
r
cbj
)T
a1...ap
...bj−1rbj+1...
, (6.11)
£~ξ R
d
cab = ∇a(£~ξ γ
d
bc)−∇b(£~ξ γ
d
ac), (6.12)
where γabc is the Levi-Civita connection of the metric gab and R
d
cab its curvature tensor.
Our convention for the Riemann tensor is such that the Ricci identity is
∇a∇buc −∇b∇auc = udR
d
cba. (6.13)
The Lie derivative of the connection can be worked out at once since we know £~ξ g.
In terms of the quantities defined in (6.8) it becomes (φb ≡ ∂bφ, χb ≡ ∂bχ)
£~ξ γ
a
bc =
1
2
(φbP
a
c + φcP
a
b − φ
aPbc + χbΠ
a
c + χcΠ
a
b − χ
aΠcb + (φ− χ)M
a
bc), (6.14)
where we have defined the tensor
Mabc = ∇bP
a
c +∇cP
a
b −∇
aPcb = −(∇bΠ
a
c +∇cΠ
a
b −∇
aΠbc), (6.15)
Mabc =M
a
(bc), M
a
ac = 0,
coming the second equality in (6.15) from ∇cPab = −∇cΠab. M
a
bc can be equally
defined from the square root S as
Mabc =
1
2
(∇bS
a
c +∇cS
a
b −∇
aScb) .
Observe also that
P caMacb = P
ca(∇cPab +∇bPac −∇aPbc) = P
ca∇bPac = 0
as follows from 0 = ∇b(P
caPac), and analogously
ΠabMabc = 0.
Using (6.11) and (6.14) we can calculate the Lie derivative of Mabc
£~ξMabc = φMabc + (χ− φ)PapM
p
bc − PbcΠapφ
p +ΠcbPapχ
p
= χMabc + (φ− χ)ΠapM
p
bc − PbcΠapφ
p +ΠcbPapχ
p, (6.16)
where the identity φMabc + (χ− φ)PapM
p
bc = χMabc + (φ− χ)ΠapM
p
bc must be used
to get the last equality. The trace of (6.16) can be split in two if we contract with P cb
and Πcb respectively getting
£~ξ (MabcP
bc) + (φ− χ)PapM
p
bcP
bc = −pΠapφ
p
£~ξ (MabcΠ
bc) + (χ− φ)ΠapM
p
bcΠ
bc = −(n− p)Papχ
p,
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(recall that p = P aa). A further simplification of this arises if we realize the property
0 = PapM
p
cbP
cb = ΠapM
p
cbΠ
cb so the last couple of equations yields
£~ξ Ea = −pΠapφ
p, £~ξWa = (p− n)Papχ
p, (6.17)
where
Ea ≡MacbP
cb, Wa ≡ −MacbΠ
cb, ΠacE
c = Ea, PacW
c =Wa, 0 = P
abEb = Π
abWb.
Now we can use equation (6.12) to work out £~ξ R
d
cab obtaining
£~ξ R
d
cab = P
d
[b∇a]φc + Pc[a∇b]φ
d +Πd[b∇a]χc +Πc[a∇b]χ
d + φ[b∇a]P
d
c + φc∇[aP
d
b]
+φd∇[bPa]c + χ[b∇a]Π
d
c + χc∇[aΠ
d
b] + χ
d∇[bΠa]c +∇[a[M
d
b]c(φ− χ)]. (6.18)
Multiplying here by P ad, using algebraic properties and ∇bφc = ∇cφb we get
2£~ξ (P
a
dR
d
cab) = −∇c(Π
a
bφa)−∇b(Π
a
cφa)− (∇cP
a
b +∇bP
a
c + P
pa∇pPbc)φa +
+(2− p)∇bφc − P
ad∇aφdPbc − P
ad∇aχdΠcb +
1
2
(φbEc + φcEb − χbEc − χcEb)−
−P adχd∇aΠcb + P
a
d{∇a[(φ− χ)M
d
bc]−∇b[(φ− χ)M
d
ac]}. (6.19)
A further contraction of this equation with P cb yields
2(1− p)P cb∇bφc = 2£~ξR
0 + 2φR0 + (χ− φ)W 0, (6.20)
where R0 = P cbP arRrcab and W
0 = P ar(∇aMrbc − ∇bMrac)P
cb. After substitution
of (6.20) into (6.19) we realize that, in order to get an expression with the derivatives
of φb and χb isolated, the only terms which require of a further treatment are
−∇c(φrΠ
r
b) +∇b(φrΠ
r
c)− P
ad∇aχdΠcb,
which can be worked out by derivating the second equation of (6.17) and using (6.11).
The result of such calculation is
∇c(Πarφ
r) = −
1
p
[£~ξ (∇cEa)−
1
2
(Erφ
r)Pac −
1
2
(Erχ
r)Πac + χ(aEc) −
1
2
(χ− φ)ErM
r
ca],
(6.21)
∇c(Parχ
r) =
−1
n− p
[£~ξ (∇cWa)−
1
2
(Wrχ
r)Πac −
1
2
(Wrφ
r)Pac + φ(cWa) −
1
2
(χ− φ)WrM
r
ca].
(6.22)
Equation (6.21) provides us the answer for the terms−∇c(ϕrΠ
r
b)+∇b(ϕrΠ
r
c) whereas
a further manipulation of (6.22) yields
P ad∇aχd = ∇a(P
adχd)−
1
2
(Ed −W d)χd =⇒
P ad∇aχd =
−1
n− p
£~ξ (∇aW
a) +Wrχ
r +
p− 2
2(n− p)
Wrφ
r −
1
2
Erχr −
1
n− p
φ∇rW
r. (6.23)
Therefore substitution of (6.23), (6.21) and (6.20) into (6.19) results, after some
tedious algebra, in
∇cφb =
1
2− p
£~ξ
[
2P adRdcab −
2
p
∇(cEb) +
R0
1− p
Pbc −
1
n− p
∇rW
rΠcb
]
+
+
(
1
2p
Erχ
r −
1
2(n− p)
Wrφ
r +
1
2− p
Wrχ
r
)
Πcb −
1
p
χ(cEb) −
1
2− p
φ(bEc) +
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+
(
2
2− p
∇(cP
r
b) +
1
p(2− p)
ErPcb
)
φr +
(φr − χr)
2− p
(−2P dr∇(bPc)d + 2P
pr∇pPbc) +
+
(χ− φ)
2− p
(P ad∇aMdbc +∇bP
ad∇cPad +
1
p
ErM
r
cb +
W 0
2(1− p)
Pbc +
1
n− p
∇rW
rΠcb). (6.24)
This equation has a counterpart obtained by means of the replacements φ ↔ χ,
Pab ↔ Πab and p↔ n− p which we shall omit for the sake of brevity. Equation (6.24)
and its counterpart together with the following ones
∂aφ = φa
∂aχ = χa
∇aξb = Ψab +
1
2
(φPab + χΠab), Ψ[ab] = Ψab
∇bΨca = ξdR
d
bca + φ[cPa]b + χ[cΠa]b + (φ − χ)∇[cPa]b,
(6.25)
comprise the normal system, where the third equation is the first of (3.1) written
in terms of the system variables and the formula for ∇bΨca is (6.10) with the Lie
derivatives of the connection replaced by the values given in (6.14).
6.2. Constraint equations
The variables appearing in equations (6.24), its counterpart, and (6.25) are not
independent because, as we are going to show next, they must fulfill a certain set
of constraints reducing the effective number of them. To realize the existence of such
constraints, let us review the procedure we have followed to derive the normal system
out of the original differential conditions. We started with the differential conditions
(6.8), differentiated them obtaining (6.16) and the fourth equation of (6.25), and then
we calculated the second covariant derivative of the differential conditions (which
essentially is (6.18)) yielding (6.24) and its partner after some algebraic manipulations
involving the differentiation of both equations in (6.17). Therefore the equations which
play the role of the chain written in (6.2) are
• differential conditions . . . . . . . . . . . . . . . . . . (6.8).
• linear combination of first derivatives . . .(6.10), (6.17), φa = ∂aφ, χa = ∂aχ.
• linear combination of second derivatives . . . . . (6.19), (6.21), (6.22), (6.23),
because these and only these equations are used to get the normal system (6.24) and
(6.25). Nonetheless, some of the previous equations (or suitable linear combinations)
do not contain derivatives of the system variables when expanded in terms of them
which means that they are constraints of type (6.4). These are
ξc∇cSab +ΨacS
c
b +ΨbcS
c
a = 0, Sab = Pab −Πab (6.26)
ξc∇cEa +ΨacE
c = −
1
2
χEa −
1
2
(n+ p)Πapφ
p, (6.27)
ξc∇cWa +ΨacW
c = −
1
2
φWa −
1
2
(n− p)Papχ
p, (6.28)
where the first constraint is the second of (3.1) (equivalently a linear combination
of (6.8)) and (6.27), (6.28) are the first and second of (6.17) respectively. These
constraints must be appended to (6.24), its partner, and (6.25) and they are needed
to settle the true number of independent variables. In appendix A we will prove
that the first expression only entails p(n− p) independent equations whereas the next
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couple contain n − p and p independent equations respectively. This last statement
can be seen for (6.27) if we note that P ba Eb = 0 which means that we have at most
as many equations as the dimension of the subspace orthogonal to P ba , that is, n− p.
The same reasoning gives p independent equations for (6.28), whence both equations
amount for n− p+ p = n independent equations as claimed.
6.3. Maximal spaces
The full normal system will always make sense unless either of 2− p, 1− p, 2− n+ p,
1 − n + p vanishes (n = ±p must be discarded here since it is only possible if either
Pab or Πab vanishes). We will see in the next subsection that these cases correspond
with the ones found in proposition 5.3 but before doing that let us give the sought
upper bound for the dimension of G(S) when there is a normal system. This number
is the total number of variables appearing in the system (6.24), its counterpart and
(6.25) minus the constraints (6.26), (6.27), (6.28)
counting n Cn,2 2 2n
variables ξa Ψab φ, χ φr, χr
counting p(n− p) n− p p
constraints (6.26) (6.27) (6.28)
Thus an upper bound N for the dimension of G(S) is N = n+Cn,2 + 2+ 2n− p(n−
p) − n = 12 [n
2 + n(3 − 2p) + 4 + 2p2]. The natural number N can be rewritten as
(p+ 1)(p+ 2)/2 + (n− p+ 1)(n− p+ 2)/2. We have thus proven
Theorem 6.1 If p, n−p /∈ {1, 2}, every Lie algebra of bi-conformal vector fields G(S)
has finite dimension with
dim(G(S)) ≤
1
2
(p+ 1)(p+ 2) +
1
2
(n− p+ 1)(n− p+ 2) ≡ N.
The right hand side of this inequality is the sum of the maximum number of conformal
motions in p dimensions plus the same number for n− p dimensions suggesting that
the maximum dimension of G(S) is achieved when our space can be split in two
conformally flat dimensional pieces. We can show that this is true and that the
maximum dimension can be actually realized.
Proposition 6.1 The previously defined number N is the maximum dimension of
G(S) if p, n − p /∈ {1, 2} being this dimension attained for any (V,g) whose line
element is in local coordinates {xa}, a = 1, . . . , n
ds2 = φ21(x
a)η0αβdx
αdxβ + φ22(x
a)η1ABdx
AdxB , (6.29)
where xα = {x1, . . . , xp}, xA = {xp+1, . . . , xn} are sets of coordinates and η0, η1
flat metrics of the appropriate signatures depending only on the coordinates {xα} and
{xA} respectively.
Remark. This result is local, valid in any neighbourhood in which the local
coordinates are defined. The maximum number of global bi-conformal vector fields
can be obviously less than N .
Proof : From equation (6.8) is clear that every conformal vector field of η0 or η1
is a bi-conformal vector field of (V,g) because the projectors P and Π are given in
terms of the flat metrics η0 and η1 by
P = φ21η
0, Π = φ22η
1,
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whence
£~ξ1
P =
(
φ−21 £~ξ1
(φ21) + σ1
)
P , £~ξ1
Π = φ−22 £~ξ1
(φ22)Π,
where ~ξ1 is any conformal Killing vector of the metric η
0, that is, £~ξ1
η0 = σ1η
0,
£~ξ1
η1 = 0. Similarly we can prove the result for conformal Killing vectors of the
metric η1. Thus the line element given by equation (6.29) is maximally symmetric for
bi-conformal vector fields since there are 12 (p+1)(p+2) linearly independent conformal
Killing vectors for the metric η0 and 12 (n− p+ 1)(n− p+ 2) for the metric η
1 being
mutually linearly independent.
Remark. Proposition 6.1 has an obvious generalized validity for the cases where p
and/or n− p are 1 or 2. The statement then is that every conformal Killing vector of
either of the two pieces η0 or η1 is a bi-conformal vector field of the space (V,g).
6.4. Infinite dimensional Lie algebras of bi-conformal vector fields
As we have already mentioned, the normal system given by the set (6.24), its partner,
and (6.25) cannot be defined for some values of the trace p = P aa which is the
dimension of the subspace onto which P ab projects. Therefore these values of p are
linked to the possibility of infinite-dimensional Lie algebras of bi-conformal vector
fields. Those values were
p = 2, p = 1, p = n− 2, p = n− 1,
in which case (6.24) and its partner are not defined and there is no normal system for
the variables ξa, Ψab, φ, χ, φr and χr. In principle we cannot assure that a normal
system does not exist because it may well happen that further derivatives of these
equations are required to get it. Nonetheless, we proved in proposition 5.3 that, if
the trace of P ab takes one of the above values, infinite-dimensional Lie algebras of
bi-conformal vector fields could be constructed from what we conclude that it does
not exist a normal system for these values of p. We arrive thus at the following result
Proposition 6.2 The only possible cases in which G(S) may be infinite dimensional
take place when P ab projects on a subspace whose dimension is either 1, 2, n − 1 or
n− 2.
Note that this completes proposition 5.3: infinite dimensional cases can only arise for
square roots generated by 1-forms, 2-forms, (n− 1)-forms or (n− 2)-forms.
Corollary 6.1 If n < 6 then every group of bi-conformal transformations is liable to
be infinite dimensional.
7. First integrability conditions: a preliminary analysis
In this section we turn our attention to finding part of the first integrability conditions
of the normal system formed by (6.24), its counterpart, and (6.25) together with
the constraints (6.26)-(6.28) according to the procedure outlined at the beginning of
section 6. The calculation of the full integrability conditions of all the equations is
long and it has not been completed yet. Nevertheless, we have reached a sufficiently
advanced stage so that relevant information can already be extracted. In this sense,
we will establish a necessary geometric condition for a line-element to adopt the form
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(6.29) in local coordinates. In doing so we will use the calculations performed in the
previous section.
Let us start with the integrability conditions arising from the constraint equations.
The first of such integrability conditions comes from the combination of equations
(6.17) with (6.16) yielding
£~ξ
(
Macb −
1
p
EaPbc +
1
n− p
WaΠcb
)
= φ
(
ΠapM
p
cb −
EaPbc
p
)
+
+χ
(
PapM
p
bc +
ΠcbWa
n− p
)
. (7.1)
Observe that (6.17) is the trace of (6.16) so (7.1) is the traceless part of (6.16). This
calculation is equivalent to differentiating equation (6.26) and using the normal system
so we can regard (7.1) as the first integrability condition of the constraint (6.26). For
a better handling of some forthcoming expressions, let us define the tensor
Tabc ≡Mabc +
1
n− p
WaΠbc −
1
p
EaPbc. (7.2)
Straightforward properties are
P abTabc = 0, Π
abTabc = 0, P
bcTabc = 0, Π
bcTabc = 0,
so Tabc is traceless in every index contraction. From this tensor we can define two
other as
Aabc ≡ P
d
a Tdbc = P
d
a Mdcb +
1
n− p
WaΠcb, (7.3)
Babc ≡ Π
d
a Tdbc = Π
d
a Mdcb −
1
p
EaPcb, (7.4)
which allow us to rewrite (7.1) in a number of equivalent ways
£~ξ Tabc = (φΠ
s
a + χP
s
a )Tsbc ⇐⇒ £~ξ Aabc = χAabc, £~ξ Babc = φBabc ⇐⇒ (7.5)
⇐⇒ £~ξ A
a
bc = (χ− φ)A
a
bc, £~ξB
a
bc = (φ− χ)B
a
bc,
from what we deduce the invariances
£~ξ (A
a
bcB
d
ef ) = 0, £~ξ (AabcΠ
de) = 0, £~ξ (BabcP
de) = 0. (7.6)
An important property of Tabc is shown next.
Theorem 7.1 A sufficient condition such that the first integrability condition (7.1) of
(6.26) is identically satisfied is that the tensor Tabc given in (7.2) vanishes identically.
Proof : This follows from the the first of (7.5) straightforwardly.
We will see later that the tensor Tabc actually vanishes if the metric tensor takes
the form (6.29).
The integrability conditions of equations (6.27) and (6.28) present a lengthy form
which shall be omitted in ths paper. Next we address the integrability conditions of
(6.24-6.25). A not very long calculation proves that the integrability conditions of the
first three equations of (6.25) are identically satisfied. This is evident for the first two
and is reasonable for the third because the last of (6.25) is, in essence, its derivative.
Therefore we are only left with the last of (6.25), (6.24) and its counterpart, whose first
integrability conditions are calculated by means of the Ricci identity (6.13) applied to
∇[a∇b]Ψcd, ∇[a∇b]φc and ∇[a∇b]χc, respectively, and using the system itself to get rid
of the first derivatives of the system variables. This last calculation and the geometric
conditions imposed by the whole set of first integrability conditions are under current
research and they will be presented elsewhere.
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7.1. The condition Tabc = 0
The vanishing of the tensor Tabc is a sufficient condition for the integrability constraint
(7.1) to be fulfilled as we proved in theorem 7.1. To investigate further the geometric
significance of this condition, let us compute this tensor for metrics given in local
coordinates {xa} by
ds2 = gabdx
adxb = gαβdx
αdxβ+gABdx
AdxB , α, β = 1, . . . p, A,B = p+1, . . . , n, (7.7)
where gαβ and gAB are functions of all the coordinates {x
a}. The tensors Pab and
Πab with components
Pab = gαβδ
α
aδ
β
b, Πab = gABδ
A
aδ
B
b, (7.8)
are orthogonal projectors, whose nonvanishing components are Pαβ = gαβ and
ΠAB = gAB, playing the role of (2.3) in this case. Thus, they can be used to calculate
Tabc according to its definition (7.2). The non-zero components of the Christoffel
symbols are
Γαβγ =
1
2
gαρ(∂βgγρ + ∂γgρβ − ∂ρgβγ), Γ
α
βA =
1
2
gαρ∂Agβρ, Γ
α
BA = −
1
2
gαρ∂ρgBA,
ΓABα =
1
2
gAD∂αgBD, Γ
A
αβ = −
1
2
gAD∂Dgβα, Γ
A
BC =
1
2
gAD(∂BgCD + ∂CgDB − ∂DgBC),
from what we conclude that the nonvanishing components of Mabc, Ea, and Wa are,
respectively
MαAB = ∂αgAB, MAαβ = −∂Agαβ,
EA = −∂A log |det(gαβ)|, Wα = −∂α log |det(gAB)|.
The condition Tabc = 0 entails the couple of partial differential equations
∂αgAB = −
1
n− p
gABWα, ∂Agαβ = −
1
p
gαβEA,
whose solution is
gαβ = Gαβ(x
δ)eΛ1(x
a), gAB = GAB(x
D)eΛ2(x
a), (7.9)
where Gαβ , GAB, Λ1, Λ2 are arbitrary functions of their respective arguments with no
restrictions other than det(Gαβ) 6= 0, det(GAB) 6= 0. We arrive thus at the following
important result.
Theorem 7.2 A necessary condition for the existence of a coordinate system in which
a metric gab decomposes according to equation (7.7) with gαβ and gAB given by (7.9)
is that the tensor Tabc defined in (7.2) vanishes identically.
Remark. Observe once again that this theorem holds even in the cases with p and/or
n− p taking the values 1 or 2.
The vanishing of the tensor Tabc is thus part of a possible invariant
characterization of “breakable spaces”, in the sense that the metric tensor decomposes
according to (7.7) and (7.9). These spaces have been called double-twisted products in
[34], as the “warping” or “twisting” functions Λ1 and Λ2 depend on all coordinates
of the manifold. Particular interesting cases of these are (i) warped-product spaces
where Λ1,Λ2 depend only on the {x
α} coordinates, say, (see e.g. [8], or [1] for a
study of warped product spaces in Lorentzian geometry); (ii) conformally reducible
spaces in which eΛ1 = eΛ2 (see [11] for dimension four and Lorentzian signature), (iii)
twisted-product spaces where Λ1 (say) depends only on the coordinates x
α —so that
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gαβ is a “true” metric on the {x
α}-space—, see [13, 34, 21]; and (iv) double-warped
product spaces, e.g. [34, 35], where Λ1 depends only on the {x
A}-coordinates and
vice versa for Λ2. A major problem when dealing with such breakable spaces is their
invariant characterization by means of some (local) criterion. Attempts towards this
direction have been made for instance in [10, 11, 35].
In the particular case of Gαβ and GAB being conformally flat metrics we recover
the case studied in proposition 6.1 and the space is maximal, namely, it admits a
maximum number of bi-conformal vector fields.
8. Examples
Example 1. Our first example of bi-conformal vector field was already presented in
[24]. We briefly mention it here due to its interest in Lorentzian geometry (see [24]
for the definitions of the concepts and the proof).
Proposition 8.1 Every causal-preserving vector field with n− 1 linearly independent
canonical null directions for n ≥ 3 is a bi-conformal vector field with S the Lorentz
tensor built up from the canonical null directions.
Example 2. We present next an example of an algebra of bi-conformal vector fields
which generalizes the one we gave in [23] for warped product spacetimes. A bi-
conformal vector field is fixed once we set a simple p-form Ω = θ1 ∧ . . . ∧ θp defining
a square root S. A simple choice is a differential p-form such that the distribution
spanned by θ1, . . . , θp is integrable which, according to Frobenius theorem, happens
if and only if dθα =
∑p
β=1ωαβ ∧θβ for a certain set of 1-forms ωαβ . This means that
dΩ = ω∧Ω, ω = ω11−ω22+ . . .+(−1)
p−1ωpp and we can set up a coordinate system
{x1, . . . , xn} in which Ω takes the form Ω = ρ(x)dx1 ∧ . . . ∧ dxp. The line element in
this coordinate system can be decomposed as
ds2 = gαβdx
αdxβ + 2gαAdx
αdxA + gABdx
AdxB , 1 ≤ α, β ≤ p, p+ 1 ≤ A,B ≤ n,
where det(gαβ) 6= 0 and the signatures of gαβ and gAB are left free. The metric tensor
components depend on all coordinates. Formula (2.1) provides Sab once we know Ω
yielding
Sabdx
adxb = σαβdx
αdxβ − 2gαAdx
αdxA − gABdx
AdxB , (8.1)
where σαβ can be determined in terms of gαβ , gAB and gαA using (2.1). Now, as
we proved in proposition 3.1, the second equation of (3.1) is equivalent to £~ξΩ =
p(α+ β)Ω/2 and this last equation takes the form
£~ξ (ρdx
1 ∧ . . . ∧ dxp) = (£~ξ ρ)dx
1 ∧ . . . ∧ dxp + ρdξ1 ∧ . . . ∧ dxp + . . .+
+ρdx1 ∧ . . . ∧ dξp = (£~ξ ρ+ ∂αξ
α)dx1 ∧ . . . ∧ dxp + ρ∂Aξ
1dxA ∧ dx2 ∧ . . . ∧ dxp +
+ . . .+ ρ∂Aξ
pdx1 ∧ . . . ∧ dxp−1 ∧ dxA =
p
2
(α+ β)ρdx1 ∧ . . . ∧ dxp,
from what we conclude
1
ρ
£~ξ ρ+ ∂αξ
α =
p
2
(α+ β), (8.2)
∂Bξ
α = 0 ⇒ ξα = ξα(xβ). (8.3)
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This is our first set of equations. The remaining ones come from the first equation of
(3.1) which written in components looks like
ξa∂agmn + ∂mξ
rgrn + ∂nξ
rgmr = agmn + βSmn. (8.4)
If we spell out the different components, we get
ξa∂agαβ + ∂αξ
γgγβ + ∂βξ
γgαγ + ∂αξ
BgBβ + ∂βξ
BgαB = αgαβ + βσαβ (8.5)
ξα∂αgAB + ξ
C∂CgAB + ∂Aξ
CgCB + ∂Bξ
CgAC = (α− β)gAB (8.6)
ξγ∂γgAα + ξ
B∂BgAα + ∂Aξ
BgBα + ∂αξ
γgAγ + ∂αξ
BgAB = (α− β)gαA. (8.7)
It is convenient to split the vector field ~ξ in two parts
~ξ1 = ξ
α∂α, ~ξ2 = ξ
A∂A,
so that ~ξ = ~ξ1 +
~ξ2. Observe that
~ξ1 is a genuine vector field in the distribution
spanned by Ω. In terms of them the previous equations are rewritten as
(£~ξ1
g)αβ + (£~ξ2
g)αβ = αgαβ + βσαβ (8.8)
(£~ξ1
g)AB + (£~ξ2
g)AB = (α− β)gAB (8.9)
(£~ξ1
g)Aα + (£~ξ2
g)Aα = (α− β)gAα, (8.10)
These are the most general set of equations for bi-conformal vector fields such that the
projector Pab can be regarded as conformally related to a true metric tensor defined
on a submanifold of the total manifold (V,g). The only nonvanishing components of
this projector are
Pαβ =
1
2
(σαβ + gαβ).
An interesting case arises when gAα = 0 or in other words the metric tensor gab is
breakable in two parts as in (7.7), each of them depending on all the coordinates.
From equation (8.10) (see (8.7)) we get that
gAα = 0⇒ ∂αξ
B = 0
so that ~ξ2 depends only on the coordinates {x
A} and it is a genuine vector field of the
distribution spanned by {∂/∂xA}. Furthermore σαβ turns out to be gαβ so (8.8) and
(8.9) become
£~ξ1
gαβ +£~ξ2
gαβ = (α + β)gαβ (8.11)
£~ξ2
gAB +£~ξ1
gAB = (α− β)gAB, (8.12)
where the only nonvanishing components of the projectors Pab and Πab are Pαβ = gαβ
and ΠAB = gAB. This couple of equations can be solved in an adapted coordinate
system where ~ξ1 and
~ξ2 take the form
~ξ1 = ∂/∂x
1, ~ξ2 = ∂/∂x
n. The solution consists
on a metric tensor such that the two pieces gαβ and gAB can be factored as
gαβ = f Gαβ , gAB = hGAB, (8.13)
where 0 = £~ξGαβ = £~ξGAB and f , h are nonvanishing functions otherwise arbitrary.
This can be compared with the form found in proposition 4.1 for a general metric in
coordinates adapted to ~ξ.
Equation (8.13) is more general than (7.9) as Gαβ and GAB may depend
on all coordinates: this is just a breakable space, not necessarily double-twisted.
Nonetheless, the considerations pointed out after theorem 7.2 hold also here.
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Interesting subcases of (8.13) using warped-product spacetimes were treated at the
end of [23].
Example 3. In Lorentzian geometry, let us consider a bi-conformal vector field such
that Sab is the Lorentz tensor of a normalized timelike 1-form ua. In physical terms this
1-form may represent the velocity vector field of a fluid, or the congruence associated
to a set of observers, or a reference system, among others. In this case the explicit
form of Sab is found to be Sab = −gab + 2uaub and equations (3.1) (or (4.1)) become
£~ξ (uaub) = (α+ β)uaub, £~ξ (gab − uaub) = (α− β)(gab − uaub), (8.14)
from where
£~ξ ua =
1
2
(α+ β)ua. (8.15)
The tensor hab ≡ gab − uaub is the orthogonal projector defined by the congruence
whose tangent vector is ua. It is worth remarking here that the case with α and β fixed
constants is a symmetry already known in the literature as kinematic self-similarity.
It was first introduced in [12] and was later studied specially in spherically-symmetric
perfect-fluid spacetimes [38, 5, 15]. Kinematic self-similarity can be interpreted as
saying that the flow generated by ~ξ scales by unequal factors the timelike direction ua
and the spacelike directions contained in hab as opposed to self-similarity where ~ξ is
a homothetic Killing vector and the scaling takes place by the same factor in all the
directions. As we see, (8.14) and (8.15) are a generalization of kinematic self-similarity
— which is obviously included — such that the gauges are non-constant, so that the
solutions for ~ξ could be called “kinematic conformal vector”.
Another interesting case of the above equations arises when ξa = ua. In this case
the acceleration 1-form aa of the congruence defined by the vector field u
a is given by
£~u ua = aa from what we deduce, using (8.15) and the orthogonality aau
a = 0, that
aa = 0 i.e. this is a geodesic congruence. Moreover, α = −β and the second equation
of (8.14) becomes
£~u hab = 2αhab
which means that this is a shear-free congruence whose expansion is proportional to
α (see e.g. [39] for definitions). In other words, every geodesic shear-free timelike
congruence defines a bi-conformal vector field where the Lorentz tensor is S = T{u}.
These congruences have been extensively studied in General Relativity specially for
perfect fluids whose velocity vector is ua (see e.g. [18, 37, 31, 17]). It is known [37]
that every such perfect-fluid congruence is either expansion-free or irrotational. In the
former case, α = 0 necessarily and the congruence is a geodesic rigid motion having
the remarkable geometric property that it defines a homogeneous family of observers
i.e. the average distance between neighbouring observers remains the same along
the congruence. These congruences were first defined by Born [9] as the relativistic
generalization of the rigid motions used in Newtonian mechanics and further studies
of them can be found in [3, 4, 2, 32, 33, 42, 40] and references therein. The latter
case can only be achieved if the perfect fluid defines a Robertson-Walker solution and
again the fluid vector congruence defines a privileged observer.
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Appendix A: Number of independent constraints in equation (6.26)
In this appendix we will show how many linearly independent equations are contained
in (6.26). This equation can be cast in the following equivalent form
ξc∇
cSab +M
qc
ab Ψqc = 0, M
qc
ab = δ
[q
aS
c]
b + δ
[q
bS
c]
a = 2δ
[q
(aS
c]
b) (A.1)
We can regard this equation as an homogeneous system for the variables ξc and Ψqc
where the indexes qc and ab are gathered in a block and thus considered as a single
index as far as the calculations are concerned. Therefore we can rewrite (A.1) in an
explicit matrix form
(
(∇S) cI M
K
I
)( ξc
ΨK
)
= 0, I = {ab}, K = {qc},
where 1 ≤ K ≤ n(n − 1)/2, 1 ≤ I ≤ n(n + 1)/2, 1 ≤ c ≤ n. Hence the number of
linearly independent equations present in (A.1) is given by the rank of the matrix of
this homogeneous system. In order to calculate the rank of this matrix, we choose an
orthonormal basis {~e1, . . . ,~en} of eigenvectors of S
a
b and label them according to the
following scheme
g(~eα,~eα) = +1, g(~eA,~eA) = −1, 1 ≤ α ≤ r, r + 1 ≤ A ≤ n.
Thus in this basis g = diag(
r︷ ︸︸ ︷
1, . . . , 1,
n−r︷ ︸︸ ︷
−1, . . . ,−1). In the remaining parts of this
appendix we will follow the same convention used to label the elements of the
orthonormal basis, namely, Greek indexes will run from 1 to r and capital Latin
indexes from r+1 to n. In the above orthonormal basis the tensor Sab looks like (see
proposition 2.2)
Sab =
(
Ip×p
−I(n−p)×(n−p)
)
,
where Im×m is the m-dimensional identity matrix. It is then clear that in this basis
the only non vanishing components of M qcab are those with a = q, b = c being the
value of such components
M abab =
1
2
(δaaS
b
b − δ
b
bS
a
a) = S
b
b − S
a
a, a < b (no summation).
All these components have different row and column indexes so the rank ofM KI is the
total number of such components. Given the form of Sab we find by a simple counting
that such number turns out to be p(n− p).
Let us now spell out the covariant derivative of Sab in the above chosen
orthonormal basis
∇cSab = −γ
e
caSeb − γ
e
cbSae = −γ
b
caSbb − γ
a
cbSaa,
where γabc are the components of the connection in this basis and the last step follows
using that Sab is a diagonal tensor in this basis (there is no summation in the last step).
In the above orthonormal frame, the connection components satisfy the symmetry
properties
γaba = 0, γ
α
bB = γ
B
bα, γ
α
cβ + γ
β
cα = 0, γ
A
bB + γ
B
bA = 0,
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from what we conclude that the only nonvanishing components of ∇cSab are (again
there is no summation in the repeated indexes)
∇cSBα = −γ
α
cB(Sαα+SBB), ∇cSAB = −γ
B
cA(SBB−SAA), ∇cSαβ = −γ
β
cα(Sββ−Sαα).
Comparing these equations with the above formulae for M KI we infer that M
K
I = 0
∀K implies that (∇S) cI vanishes for every value of the index c so the rank of the
matrix system is just the rank of M KI calculated above.
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