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Abstract We consider an extension of classic parallel
machine scheduling where a set of jobs is scheduled on
identical parallel machines and an undirected conflict
graph is part of the input. Each node in the graph rep-
resents a job and an edge implies that its two jobs are
conflicting, meaning that they cannot be scheduled on
the same machine. The goal is to find an assignment of
the jobs to the machines such that the maximum com-
pletion time (makespan) is minimized. We present an
exact algorithm based on branch and price that com-
bines methods from bin packing, scheduling and graph
coloring, with appropriate modifications. The algorithm
has a good computational performance even for parallel
machine scheduling without conflicting jobs.
Keywords scheduling · combinatorial optimization ·
parallel machines · coloring · branch and price
1 Introduction
We schedule a set J = {1, . . . , n} of n independent jobs
on m identical parallel machines without preemption
such that the maximum completion time of the jobs, or
makespan, is minimized. Each job j has an associated
processing time pj ∈ N0 and is to be assigned to a sin-
gle machine. We assume that the processing times are
sorted so that p1 ≥ p2 ≥ · · · ≥ pn. The machines are
gathered in set M = {1, . . . ,m} and each machine can
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process at most one job at a time. An undirected graph
G = (J,E), subsequently referred to as conflict graph,
is part of the input. If {j, j′} ∈ E then jobs j and j′ are
conflicting jobs, and they need to be assigned to differ-
ent machines. We call the resulting problem the parallel
machine scheduling problem with conflicts (PMC). This
problem is NP-hard because it contains both P ||Cmax
(in the standard three-field notation of Lawler et al.,
1982) as well as the vertex coloring problem (VCP) as
special cases. A feasible schedule exists if and only if
the conflict graph can be colored with at most m col-
ors. We will assume m < n to avoid trivial solutions.
Moreover, VCP is hard to approximate, and it can turn
out to be hard to quickly find even a feasible schedule
for a given instance. We conclude that PMC combines
two very hard problems.
Informally, problem P ||Cmax can be seen as a “dual”
to the bin packing problem (BPP), where the bin ca-
pacities correspond to the makespan and the number
of bins corresponds to the number of parallel machines
(see also Dell’Amico et al., 2008). A similar pairing can
be observed between PMC and the bin packing prob-
lem with conflicts (BPPC), where the latter problem
consists in packing items in a minimum number of bins
of limited capacity while avoiding joint assignments of
items that are in conflict. Clearly, BPPC generalizes
both BPP and VCP. Problem BPPC has recently been
studied from a computational point of view by a num-
ber of researchers, for instance Muritiba et al. (2010),
Elhedhli et al. (2011) and Sadykov and Vanderbeck
(2013). The currently best exact algorithm was devel-
oped by Sadykov and Vanderbeck (2013), who used
their black-box branch-and-price (B&P) solver BaP-
Cod, which relies on a generic branching scheme and
certain primal heuristics, together with a specific pric-
ing oracle.
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Notice that PMC is intuitively harder than BPPC.
From a VCP viewpoint, in PMC there is a hard con-
straint on the number of colors that can be used (namely
m), while this number is variable in BPPC. As a result
and contrary to PMC, in BPPC there is no feasibility
problem. In PMC one has to assign jobs to m machines
in such a way that conflicting jobs are assigned to dif-
ferent machines and such that the makespan is mini-
mized. Consequently, for a given PMC instance we first
need to verify whether there exists an m-coloring for
the conflict graph: this is a priori not known for a given
instance.
PMC is theoretically important because it gener-
alizes two well-known problems in combinatorial opti-
mization, but it also naturally arises as (sub-)problem
in a number of practical applications in multiproces-
sor scheduling, TV advertisement scheduling and audit
scheduling. Concretely, PMC can be seen as a subprob-
lem of scheduling computing services on different ma-
chines. See, e.g., the ROADEF/EURO Challenge 2012
furnished by Google (ROADEF, 2011), or Giblin and
Hada (2008) for a problem statement from IBM. More
generally, “separation of duties” in management con-
trol refers to assigning the tasks and associated privi-
leges for a specific business process across multiple func-
tions with the primary objective of preventing fraud
and errors (Botha and Eloff, 2001). Giblin and Hada
(2008) illustrate this as follows: “As a simple exam-
ple, in a purchasing process, the person who requests a
purchase usually is not the same person who approves
purchases. Distributing responsibilities reduces the im-
pact that a single individual can have, requiring col-
lusion to perpetuate a fraud.” This problem has re-
cently received particular attention in the context of
computerized (especially web-based) order processing
(see Sun et al., 2010), and can be formalized as a par-
allel machine scheduling problem with conflicts. An-
other related problem stems from Gaur et al. (2009),
who schedule television commercials in program breaks,
where insertion of competing commercials into the same
break is undesirable. Balachandran and Zoltners (1981)
explicitly mention the desirability of a constraint that
“if an auditor participates in a certain audit engage-
ment, then this auditor should/should not participate
in a similar engagement,” where an audit engagement
is a set of audit tasks for the same client. One other
application is resource assignment in workforce plan-
ning: Gardi (2009) describes how the assignment of a
set of tasks with known start and end times to employ-
ees can be seen as a coloring problem, with each color
representing an employee and with an interval graph
as the conflict graph. Gardi (2009) restricts the num-
ber of tasks to be assigned to each employee, whereas
we will minimize the maximum workload over all em-
ployees. In the context of the so-called “traveling pur-
chaser problem,” Manerba and Mansini (2015) describe
that it may be possible that incompatible products can-
not be loaded on the same vehicle, which has an inter-
pretation very similar to our setting. Gendreau et al.
(2016) recently also developed a B&P algorithm for
the “multi-vehicle traveling purchaser problem” with
incompatibility constraints. Apart from a procurement
and distribution context, Gendreau et al. (2016) also re-
fer to other settings where incompatibility restrictions
can be found, including operating-room scheduling and
bus routing.
We should note that our setting of “conflicting jobs”
is different from the way this is conceived by Even et al.
(2009) and Irani and Leung (2003). In both of these
references, jobs in conflict may not be scheduled con-
currently, although they can be assigned to the same re-
source. Irani and Leung (2003) consider online makespan
minimization with special structures for the conflict
graphs, namely bipartite and interval graphs. Even et al.
(2009) study both online as well as oﬄine versions of
this problem, with general graphs and various objective
functions.
PMC was already studied by Bodlaender et al. (1994).
They obtain a number of hardness and approximation
results for specific graph types, but they do not develop
an exact algorithm. Bodlaender et al. present approx-
imation algorithms for the case where a k-coloring of
the conflict graph is known a priori, with k + 1 ≤ m.
The worst-case ratio depends only on k and when mk
tends to infinity then the worst-case ratio tends to 2.
They also prove that, unless P = NP, no approximation
algorithm can improve upon the worst-case ratio of 2.
The remainder of this article is structured as follows.
In Section 2 we describe two linear formulations for
PMC, and our global algorithmic structure is sketched
in Section 3. The details of the algorithm are developed
in Sections 4 to 6. The results of a series of computa-
tional experiments are reported in Section 7, where we
also test the algorithm on datasets of the classic prob-
lem P ||Cmax (with empty conflict graph). We conclude
the article in Section 8.
2 Linear formulations for PMC
We first provide an intuitive linear formulation in Sec-
tion 2.1, followed by a set-covering formulation in Sec-
tion 2.2.
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2.1 Intuitive formulation
We formulate a natural mixed-integer programming (MIP)
model for PMC, as follows. For every job j and ma-
chine i we introduce a binary variable xij that is equal
to 1 if job j is assigned to machine i and 0 otherwise.
We also introduce a real variable y that will equal the
makespan of the schedule. A possible MIP model for
PMC is then given by:
minimize y (1a)
subject to
∑
i∈M
xij = 1 ∀j ∈ J (1b)
xij + xij′ ≤ 1 ∀{j, j′} ∈ E,∀i ∈M (1c)∑
j∈J
pjxij ≤ y ∀i ∈M (1d)
xij ∈ {0, 1} ∀j ∈ J, ∀i ∈M (1e)
y ≥ 0. (1f)
The first set of constraints (1b) ensures that every job
is scheduled on exactly one machine. Inequalities (1c)
force conflicting jobs to be scheduled on different ma-
chines. Constraints (1d) guarantee that for each ma-
chine the makespan y is at least the total processing
time consumed on that machine. Finally, constraints (1e)
and (1f) represent binary and non-negativity conditions
on variables.
Although correct, this formulation is quite unprac-
tical. One reason for the high intractability of the for-
mulation is the inherent symmetry: rearranging the in-
dices of the machines leads to equivalent solutions. This
has undesirable consequences in a branch-and-bound
(B&B) framework: the number of equivalent solutions
is exponential in m and can lead to a lot of redundant
work by a linear solver. One can resort to symmetry-
breaking constraints (SBCs) for reducing the redun-
dant work by a linear solver (see for instance Berghman
et al., 2014). The work on parallel machine scheduling
of Dell’Amico et al. (2008) suggests that a specialized
binary search algorithm with a B&P algorithm at each
iteration, will perform better. Our findings also indi-
cate that including SBCs does not significantly improve
the performance of formulation (1) (see Kowalczyk and
Leus, 2015).
Formulation (1) is almost of a form on which Dantzig-
Wolfe decomposition can be applied (see Martin, 1999).
To elaborate this, we first rewrite (1) in matrix nota-
tion, as follows:
minimize y (2a)
subject to
∑
i∈M
Inxi = en (2b)(
0
−y
)
+
(
A
p
)
xi ≤
(
e|E|
0
)
∀i ∈M (2c)
xi ∈ {0, 1}n ∀i ∈M (2d)
y ≥ 0, (2e)
where xi = (xi1, . . . , xin)
′ for each i ∈M , p = (p1, . . . , pn),
A is the edge-node incidence matrix of the graph G =
(J,E), en = (1, . . . , 1)
′ ∈ {0, 1}n, e|E| = (1, . . . , 1)′ ∈
{0, 1}|E| and In is the unity matrix of size n.
In order to be able to apply Dantzig-Wolfe decom-
position we switch to the decision variant of the opti-
mization problem: we introduce an upper bound C on
the value of the objective function, and we denote the
resulting decision problem by P (C,m), which is to de-
termine whether there exists a feasible schedule without
conflicts and with maximum makespan C on m ma-
chines. Variable y then disappears from the constraints
and the resulting constraint matrix has a block-angular
structure. PMC can now be solved by determining the
smallest C for which P (C,m) yields a “yes” answer.
This will be achieved by a binary search algorithm,
which will be described in Section 3. Since we work
with identical machines, P (C,m) can be reformulated
as follows: is it possible to partition the job set J in at
most m stable sets of G = (J,E) such that each stable
set corresponds to a machine that consumes at most
C time units? This coincides with the decision variant
of BPPC. Throughout this article, we will use this rela-
tionship between PMC and BPPC to develop an exact
algorithm for PMC and we therefore introduce new no-
tation that makes it easier to switch between the two
problems: PMC and BPPC will be denoted by P (·,m)
and P (C, ·), respectively. The Dantzig-Wolfe decompo-
sition can be seen here as a special case of variable re-
definition as was presented in Vanderbeck (2000); this
leads to a set-covering formulation for P (C, ·).
2.2 Set-covering formulation
Let SC be the set containing all the inclusion-maximal
stable sets S of G = (J,E) with
∑
j∈S pj ≤ C. We
introduce a binary variable λS for each S ∈ SC such
that λS is equal to 1 if the stable set is chosen and 0
otherwise. The goal is to select a minimum number of
stable sets of G = (J,E) such that each job is contained
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in one machine schedule:
minimize
∑
S∈SC
λS (3a)
subject to
∑
S∈SC :j∈S
λS ≥ 1 for each j ∈ J (3b)
λS ∈ {0, 1} for each S ∈ SC (3c)
Objective function (3a) minimizes the number of ma-
chines required, while constraints (3b) impose that ev-
ery job has to be executed on a machine. The answer
to P (C,m) is “yes” if and only if there exists a solution
for the constraints (3b)- (3c) for which the value of the
objective function (3a) is not greater than m. This set-
covering model for P (C, ·) was considered in the three
articles Elhedhli et al. (2011), Muritiba et al. (2010)
and Sadykov and Vanderbeck (2013), where exact al-
gorithms were developed for P (C, ·) based on B&P. A
difference with our setting is that we only need to check
whether a partition exists with at most m bins (ma-
chines) and we do not need the optimal objective value.
In what follows we denote the IP model (3) by F (C, ·).
This formulation has an exponential number of vari-
ables, so explicitly generating all these variables directly
is impractical. Also, even if we list all the stable sets
of G then the LP relaxation of F (C, ·) would still be
very hard to solve, see for example Mehrotra and Trick
(1996). We therefore solve the formulation with a B&P
algorithm, i.e. at each node of a B&B search tree we
solve the LP relaxation of F (C, ·) by means of column
generation (Gilmore and Gomory, 1961).
3 Overall algorithmic structure for solving
PMC
In this section we briefly outline our algorithm for PMC
≡ P (·,m), which is the essential contribution of this ar-
ticle. First a lower bound L(·,m) and an upper bound
(heuristic solution) U(·,m) on the minimum makespan
are computed. We provide more information on the
lower bounds in Section 5.1 and on the upper bounds
in Section 5.2. When the heuristics do not succeed in
finding a feasible solution, we invoke a feasibility test in
an attempt to recognize instances with empty solution
space. This test is the subject of Section 6. Conversely,
when a feasible solution is found with one of the heuris-
tics of Section 5.2, then this solution is improved by
means of the local search described in Section 5.3.
If L(·,m) = U(·,m) then an optimal solution has
been found, otherwise we start a binary search to iden-
tify the optimal objective function (which is in line
with Dell’Amico et al., 2008). In this search proce-
dure, we iteratively verify whether a feasible schedule
exists with makespan at most C∗ = bL(·,m)+U(·,m)2 c.
This verification is established by the B&P algorithm
of Section 4. Let LF (C, ·) denote the optimal objective
value of the LP relaxation of F (C, ·) (a lower bound). If
LF (C
∗, ·) > m then we replace the lower bound L(·,m)
by C∗ + 1. Otherwise, if the solution is integral then
U(·,m) is replaced by the makespan of this solution
(which is at most C∗), and if none of the previous two
conditions holds then the B&P algorithm will branch
and apply the same tests at lower levels of the search
tree.
4 Branch and price
Below we describe all the components of a B&P frame-
work for F (C, ·) that is used to answer the problem
P (C,m), so to evaluate whether a feasible schedule of
makespan C exists given the processing times of the
jobs and the conflict graph.
4.1 Column generation
The LP relaxation of F (C, ·) is obtained by relaxing the
integrality constraints, and the constraints λS ≤ 1 can
also removed because they are redundant (given a feasi-
ble solution with λS > 1 for some stable set S, one can
simply set λS equal to 1). Thus, we solve the LP defined
by the objective function (3a), the constraints (3b), and
λS ≥ 0 for each S ∈ SC . (4)
The dual of this LP formulation is given by:
maximize
∑
j∈J
ξj (5a)
subject to
∑
j∈S
ξj ≤ 1 for each S ∈ SC , (5b)
ξj ≥ 0 for each j ∈ J, (5c)
where ξ1, . . . , ξn are the dual variables associated to the
constraints (3b) and the constraints (5b) are associated
to variables λS .
The LP relaxation of F (C, ·) is solved with col-
umn generation. This entails iteratively solving the re-
stricted master problem (RMP), which contains only
a restricted number of columns, and the pricing prob-
lem, which determines whether there exists a column
that can be added to improve the current solution. A
column in this case equates with a bounded stable set
with capacity C. At each iteration we check whether
one of the constraints (5b) is violated. If no constraint
is violated then we have obtained an optimal solution
to the full LP relaxation; otherwise, we add to RMP a
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(subset of) λ variable (s) that correspond to violated
constraints (5b). The pricing problem is the following:
given a current dual solution ξ∗, does there exist a
bounded stable set S of G for which
∑
j∈S ξ
∗
j is greater
than 1? The LP relaxation is typically solved faster if
one considers the constraints that are strongly violated;
thus it is of interest to identify a bounded stable set S
with most negative reduced cost. This can be modeled
as follows:
maximize
∑
j∈J
ξ∗j zj (6a)
subject to
∑
j∈J
pjzj ≤ C (6b)
zj + zj′ ≤ 1 for each {j, j′} ∈ E, (6c)
zj ∈ {0, 1} for each j ∈ J. (6d)
Model (6) is an IP formulation for the knapsack prob-
lem with conflicts (KPC), which has been studied by
Hifi and Otmani (2012) and Pferschy and Schauer (2009),
among others. KPC is clearly NP-hard on general graphs,
because it reduces to the maximum weighted stable-set
problem when C ≥ ∑nj=1 pj . Several algorithms have
been proposed in the literature for solving KPC, see for
example Hifi and Otmani (2012), Pferschy and Schauer
(2009) and Sadykov and Vanderbeck (2013). We solve
the pricing problem with a dedicated algorithm that
was presented in Sadykov and Vanderbeck (2013), with
some minor modifications as described in Section 4.3.
Denote by α(ξ∗) the optimal value of formulation (6).
Clearly, for any ξ with ξj ≥ 0 for all j ∈ J and α(ξ) ≤ 1,
the value
∑
j∈J ξj is a lower bound for LF (C, ·).
4.2 Numerically safe lower bound
Held et al. (2012) point out that LP solvers use floating-
point representations for all numbers. Consequently, the
dual variables ξj of the LP relaxation of F (C, ·) com-
puted by these solvers are inexact and so the condition
α(ξ) > 1 may be hard to assess. This can lead to pre-
mature termination or to endless loops. This problem
was circumvented in Held et al. (2012) by introducing
a numerically safe lower bound in exact integer arith-
metic, which was used to calculate a lower bound for
VCP. We will apply the same technique to solve our
set-covering formulation.
We transform the dual variables ξj obtained from
the LP solver to integers pij = bKξjc, i.e., we re-scale
the dual variables by a scale factor K. As a result,
ξj − 1
K
<
1
K
pij ≤ ξj . (7)
This leads to a lower nK -approximation of
∑
j∈J ξj :∑
j∈J
ξj
− n
K
<
1
K
∑
j∈J
pij ≤
∑
j∈J
ξj . (8)
For the representation of integers and the choice of K
we will follow the choices of Held et al. (2012). In the
KPC problem (6), we replace the dual variables ξj
(the profits) by the integers pij = bKξjc. We add new
columns to RMP until α(pi) ≤ K; when this holds, the
value K−1
∑
j∈J pij ≡ LF (C, ·) is a “numerically safe”
lower bound for FL(C, ·).
4.3 Pricing
Since the profits and weights of our KPC pricing prob-
lem are integers, we can make some minor adjustments
to the recursive enumeration procedure for KPC that
was developed by Sadykov and Vanderbeck (2013). This
procedure combines a classic B&B for the 0-1 knap-
sack problem with an enumeration algorithm for the
maximum clique problem by Carraghan and Pardalos
(1990). Both enumeration procedures follow a depth-
first-search strategy. The dual bounds in the recursive
enumeration algorithm of Sadykov and Vanderbeck (2013)
are obtained by simply ignoring the conflicts between
the “free” items, which are items that have not yet been
fixed via branching decisions. Denote the set of all free
vertices by F and the set of all vertices that have al-
ready been selected into the knapsack by S1.
At each node of the B&B tree we calculate an up-
per bound via the continuous relaxation of the residual
knapsack problem on set F , ignoring the conflict con-
straints:
maximize
∑
j∈F
pijzj (9a)
subject to
∑
j∈F
pjzj ≤ C −
∑
j∈S1
pj (9b)
0 ≤ zj ≤ 1 ∀j ∈ F. (9c)
In Sadykov and Vanderbeck (2013) the upper bound
in the recursive enumeration is the Dantzig bound for
the knapsack problem (see for example Kellerer et al.,
2004), in which the items of F are sorted according to
their efficiency (ratio of profit per weight). Define the
“split item” of F as s = min{j ∈ F | ∑i∈F :i≤j pi >
C−∑i∈S1 pj}, let pˆi = ∑j∈S1 pij+∑j∈F :j<s pij and de-
fine pˆ as
∑
j∈S1 pj +
∑
j∈F :j<s pj . The Dantzig bound
UD is equal to pˆi + b(C − pˆ)pisps c. We use the upper
bound UMT of Martello and Toth (1977), which con-
siders separately the case of packing the split item s or
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not. In this way Martello and Toth find the maximum
of pˆi+ b(C− pˆ)pis+1ps+1 c and pˆi+pis+ b(C− pˆ−ps)
pis−1
ps−1
c as
a valid upper bound, and they show that UMT ≤ UD.
Thus, an upper bound for problem (9) can be found in
O(n) time. The remainder of our knapsack algorithm
has the same structure as that of Sadykov and Vander-
beck (2013).
Very recently, Bettinelli et al. (2014) have developed
upper bounds for KPC that take into consideration the
conflicts between the items, which is not the case in our
algorithm. The resulting B&B algorithm in Bettinelli
et al. outperforms all the known algorithms for KPC in
the literature.
4.4 Branching rule
At each node of the B&P tree we solve the LP relax-
ation of F (C, ·) as described in Section 4.1. One of the
following three cases will occur at every node in the
tree:
1. if LF (C, ·) exceeds m then the current node can be
pruned immediately;
2. if LF (C, ·) is less than or equal to m and each vari-
able has an integral value, then the exploration of
the search tree is halted and U(·,m) is set equal to
the makespan of this solution (which is at most C);
3. if LF (C, ·) is less than or equal to m and a λ variable
is fractional, then we first attempt to construct a
feasible solution with the primal heuristic that is
described in Section 4.5; if this does not succeed,
we branch and create two child nodes (otherwise
the exploration is halted and U(·,m) is updated).
The branching strategy of our B&P algorithm is
as follows. We select two items (jobs) j and j′ with
{j, j′} /∈ E and create two new BPPC instances. In
the first instance, we enforce the two jobs j and j′ to
be on the same machine, by merging j and j′ to one
job with processing time pj + pj′ , which is conflicting
with each job that conflicted with either j or j′. In the
second instance, we ensure that items j and j′ are as-
signed to different color classes, by adding a conflict
between the jobs j and j′. This branching strategy was
first proposed in Zykov (1949) for graph coloring. Both
child nodes inherit the valid stable sets from the parent
node.
For the branching choice, we follow Held et al. (2012).
For each pair j, j′ ∈ J , define
q(j, j′) =
∑
S∈S′C :j,j′∈S λS
1
2 (
∑
S∈S′C :j∈S λS +
∑
S∈S′C :j′∈S λS)
,
where S ′C is set of all the current columns in the re-
stricted master problem. It can be seen that q(j, j′) ∈
[0, 1], and if q(j, j′) is close to 0 then the current so-
lution assigns different fractional colors to j and j′.
Conversely, if q(j, j′) is close to 1 then the two items
are assigned to nearly equal fractional colors. In both
of these cases, the lower bound in one child node upon
branching on {j, j′} will be similar to the lower bound
in the parent node, hence we seek to branch on a pair
{j, j′} with q(j, j′) as close as possible to 0.5. The child
node in which j and j′ are assigned to the same ma-
chine is explored first; one reason is that this increases
the probability of finding a feasible (integer) solution.
4.5 Primal heuristic
As mentioned before, we do not need to solve P (C, ·)
to optimality. We are only trying to find a partition of
J in at most m bins (machines) of capacity C. A pri-
mal heuristic can be very useful in this process. Previ-
ous research of Muritiba et al. (2010), Elhedhli et al.
(2011) and Sadykov and Vanderbeck (2013) has in-
dicated that formulation F (C, ·) is a very tight for-
mulation for BPPC. Moreover, Sadykov and Vander-
beck (2013) show that this formulation combined with
a column-generation-based primal heuristic can be very
successful.
At every node of the B&P tree, before branching as
described in Section 4.4, we first apply a generic div-
ing heuristic that is a greedy heuristic search procedure,
which was also used in Sadykov and Vanderbeck (2013).
Iteratively, we solve the LP relaxation of F (C, ·) with
column generation and then we create a smaller prob-
lem that results from rounding one of the λ variables
to 1. This variable is selected greedily (fractional vari-
able closest to 1). We then update the LP relaxation of
F (C, ·) by deleting the rows that correspond with the
items that are covered by λ. We re-optimize the up-
dated LP relaxation and repeat the process either until
we find a partition of J in at most m bins (machines) of
capacity C, or until the objective value of the updated
LP relaxation exceeds m.
It frequently happens that the optimal value of the
updated LP relaxation of F (C, ·) is greater than the
number of machines. It is therefore interesting to check
whether fixing other variables would give better results,
and thus further explore the solution space. We achieve
such diversification by means of (limited) backtrack-
ing: we construct a different search tree for which the
root node is equal to the B&P price node in which we
have just finished computing the lower bound LF (C, ·).
This mechanism was developed by Joncour et al. (2010)
and relies on the concept of limited discrepancy search
(LDS) by Harvey and Ginsberg (1995). LDS essentially
prevents the greedy strategy from choosing columns in
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a tabu list, which contains columns that were selected
in previous branches. The tabu list at a node is the
union of the tabu list of its ancestor and the columns
chosen in previous child nodes of the ancestor. The tabu
list at the beginning of the heuristic is empty. We ex-
plore a node that is not the first child of the ancestor
if and only if the size of the tabu list is less than or
equal to maxDiscrepancy and its depth does not exceed
maxDepth.
5 Lower and upper bounds
In this section we briefly review some results from the
literature on lower and upper bounds for P ||Cmax and
VCP and extend some bounds to the case of PMC.
5.1 Lower bounds
Lower bounds for the parallel machine scheduling prob-
lem P ||Cmax are immediate lower bounds for PMC.
Good lower bounds for P ||Cmax are:
L0 =
⌈∑n
j=1 pj
m
⌉
, (10)
L1 = max{L0, p1}, (11)
L2 = max{L1, pm + pm+1}. (12)
Dell’Amico and Martello (1995) prove that the worst-
case performance ratio for L2 is equal to
2
3 for P ||Cmax.
This does not necessarily carry over to PMC, however,
because for a given instance it is not even sure whether
there exists a feasible solution. The lower bounds (10)-
(12) have the advantage of requiring low computation
time, namely O(n).
One can also construct lower bounds that are tai-
lored to the PMC structure, using the relation between
PMC and BPPC. We describe a tight lower bound for
P (·,m) with the help of the LP relaxation of F (C, ·).
Suppose that we have constructed a feasible solution
for P (·,m), then set a variable U to be equal to the
makespan of this feasible solution, and another vari-
able L := L2. In a binary search we check whether
the optimal value of the LP relaxation of F (C, ·) with
C = L+U2 is greater than m. If the answer to this ques-
tion is “yes,” then we can set L equal to C+1, otherwise
we set U equal to C. We repeat this while L < U . Lower
bound L3 is the final value of L. This will be a tight
bound, but finding it is quite time-consuming. We in-
voke this procedure only if the constructive heuristics
of Section 5.2 have already produced five feasible solu-
tions but none of these had a makespan equal to the
current lower bound.
5.2 Upper bounds
Approximation algorithms for P ||Cmax cannot be used
directly as upper bounds for PMC because these algo-
rithms do not consider the conflict graph, so we will
extend such algorithms to apply for PMC. One of the
best-known approximation algorithms for P ||Cmax is
the LPT (longest processing time) algorithm of Gra-
ham (1966, 1969). This algorithm first orders the jobs
by non-increasing processing times and then iteratively
assigns each job to a machine with lowest current max-
imum completion time. Obviously, due to the conflict
graph it may not always possible to assign a job to the
selected machine. In this case we assign the job to a
machine with lowest maximum completion time with-
out conflicting jobs. This procedure might still break
down, however, in case every machine already contains
a conflicting job. If this occurs then the algorithm is in-
terrupted, the jobs are ordered randomly and the pro-
cedure is restarted. We iterate this procedure until a
given number of feasible solutions is found, or until no
feasible solution is found for a given number of itera-
tions (since the instance can be infeasible). Bodlaen-
der et al. (1994) propose a general heuristic for PMC
in the case that we know some k-coloring a priori for
the given conflict graph, with k < m. The makespan
produced by this algorithm is bounded by a constant
that depends on k and m, multiplied with the opti-
mum makespan. We briefly describe one of these heuris-
tics. The other heuristics are similar and depend on
the relation between k and m (and they were all im-
plemented). Suppose that the conflict graph has a k-
coloring such that m > 2(k− 1). The algorithm assigns
to the k color classes C1, . . . , Ck of the conflict graph
disjoint sets of µi machines, with 1 ≤ i ≤ k. Denote
by Pi the sum of the processing times of all jobs as-
signed to color class Ci and assign to each color class
µi =
⌈
Pi
2L1
⌉
machines. Bodlaender et al. (1994) show
that
∑k
i=1 µi ≤ m. Next they assign each of the jobs
of Ci to one of the µi machines of the color class us-
ing the LPT algorithm of Graham. This heuristic has a
worst-case performance ratio of 3− 1m−k+1 . In prelimi-
nary experiments we have found that
∑k
i=1 µi is often
strictly smaller than m. We therefore slightly modify
the algorithm, as follows: we iteratively assign the re-
maining machines to the color class Ci for which
Pi
µi
is
maximal, until all the machines are assigned.
One can only use the algorithm of Bodlaender et al.
(1994) when a k-coloring of the conflict graph is given
and hence we have to construct k-colorings such that
k ≤ m, which is of course not always possible. We use
the standard greedy algorithms SEQ and DSATUR.
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SEQ is a simple greedy algorithm for the VCP. We
order the nodes of the conflict graph randomly, and we
assign the first node to the first color class, the second
node in the list is assigned to the first color class that
contains no nodes that are adjacent to that node, and
so on. DSATUR is very similar to SEQ, but DSATUR
chooses dynamically which node to color first: at each
step it assigns the node that is adjacent to the largest
number of distinctly different colored nodes (after a few
randomly colored nodes). We refer to Johnson et al.
(1991), Bre´laz (1979) and Malaguti et al. (2008) for
more information.
5.3 Local search
Every solution that is obtained by one of the heuristics
described in Section 5.2 is improved with a (k − l)-
swap procedure. This procedure swaps groups of jobs
between two machines. Again, we should obviously take
the conflict graph into account and check whether a
swap is allowed. Our description is an extension of the
procedure of Dell’Amico et al. (2008). Consider two
machines m1 and m2, denote the current completion
times of these machines by C(m1) and C(m2) respec-
tively, and let M1 and M2 be the sets of jobs that are
currently assigned to each of the machines. The swap
procedure aims to exchange k jobs currently assigned
to machine m1 and gathered in set K, with l jobs on
m2 and gathered in set L, such that the resulting value
max{C(m1), C(m2)} decreases and such that M2 \ L
does not contain any job that conflicts with the k jobs
of K, and vice versa.
The procedure is started by creating two lists of ma-
chines. The first list contains the machines for which the
completion time is greater than lower bound L3. This
list is sorted by non-increasing maximum completion
time. The second list contains all other machines and
is sorted by non-decreasing maximum completion time.
For a subset Q of jobs, define P (Q) =
∑
j∈Q pj . For
each machine m1 of the first list, in order, consider the
subset K ⊂ M1 of k jobs such that P (K) is maximal
and execute the following steps:
1. find a machine m2 in the second list, if any, with a
subset L ⊂M2 with l jobs such that P (L) < P (K),
C(m2) − P (L) + P (M) < C(m1), M2 \ L does not
contain any job that is in conflict with the jobs of K
and vice versa, and interchange the sets K and L;
2. if a machine with the above-mentioned properties
is not found then take the next largest subset K of
M1, if any, and go to Step 1.
As soon as a feasible exchange is found, it is performed,
and the procedure is restarted from the obtained solu-
tion until no feasible exchange is found.
6 Feasibility tests
As noticed earlier, it will be not always possible to
quickly construct a k-coloring for a given conflict graph
G = (J,E) such that k ≤ m, or to quickly obtain a
feasible solution for a given PMC instance. The chro-
matic number of a graph is the lowest number of colors
needed to color the vertices so that no two adjacent
vertices share the same color. Obviously, if the chro-
matic number of G is greater than the number of the
machines m then the instance is infeasible.
We examine a number of lower bounds for the chro-
matic number of the conflict graph. A clique is a set
of vertices such that any pair of vertices is adjacent.
The clique number of a graph is the maximum size of
a clique in G. Clearly, the size of an arbitrary clique
as well as the clique number are both lower bounds for
the chromatic number, because in any clique all the ver-
tices require different colors. A major disadvantage here
is that the worst-case ratio between the clique number
and the chromatic number is arbitrarily bad (see for in-
stance Hastad, 1996) and finding a clique of maximum
size is also an NP-hard problem (Garey and Johnson,
1979). Johnson (1973) describes an efficient heuristic for
the maximum clique problem, however, and O¨sterg˚ard
(2001) proposes an efficient exact algorithm. We use
these algorithms to quickly find a lower bound for the
chromatic number. As soon as the constructed lower
bound exceeds m then we stop and conclude that the
instance is infeasible because the conflict graph is overly
restrictive.
We describe another effective and tighter lower bound,
which was first considered in Mehrotra and Trick (1996),
who propose a set-covering model for VCP that is sim-
ilar in nature to model F (C, ·). Let S be the set con-
taining all the inclusion-maximal stable sets S of G =
(J,E). With each stable set S we associate a binary
variable λS that is equal to 1 if and only if stable set S
is chosen. VCP can be modeled as follows:
minimize
∑
S∈S
λS (13a)
subject to
∑
S∈S:j∈S
λS ≥ 1 for each j ∈ J (13b)
λS ∈ {0, 1} for each S ∈ S (13c)
Objective function (13a) minimizes the number of col-
ors required for allowing a feasible solution. Constraints (13b)
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impose that every item (job) has to be colored. The con-
straints (13c) require variables λS to be binary. Note
that if an item j belongs to more than one color class
(machine), it can be removed from all but one of these
classes, which leads to a feasible solution with the same
objective. Relaxing the integrality constraints (13c) gives
the LP relaxation of the set-covering model for VCP,
in which as before we can disregard the constraints
λS ≤ 1. Denote by z∗ an optimal solution to this LP re-
laxation; dz∗e is a valid lower bound for the VCP. This
model also has an exponential number of variables and
hence the LP relaxation of (13) is solved with column
generation, as before. The only difference is the pric-
ing problem, which is here a maximum weighted stable
set problem, in other words, there is no capacity con-
straint such as (6b). We solve the pricing problem with
Algorithm 1 of Held et al. (2012). We branch until the
algorithm finds a k-coloring with k ≤ m, or until we
have shown that there is no feasible m-coloring for the
conflict graph. The further algorithmic details of the
B&P algorithm are similar to the B&P algorithm for
F (C, ·). The primal heuristic of Section 4.5 is used also
here in order to quickly find a feasible solution.
7 Computational experiments
In this section we provide details about our experimen-
tal setup (Section 7.1), and we report computational
results on datasets containing instances without con-
flict graph (meaning an empty graph; in Section 7.2)
and with arbitrary conflict graph (Section 7.3). In Sec-
tion 7.4 we examine the behavior of our algorithm as a
function of some of the problem’s parameters in more
detail, and finally thorough comparisons are made with
the performance of a stand-alone linear solver on a com-
pact formulation of PMC in Section 7.5.
7.1 Experimental setup
The algorithms have been implemented in the C pro-
gramming language and compiled with gcc version 4.8.2
with full optimization pack -O3. The computational ex-
periments have been performed on one core of a system
with Intel Core i7-3770 processor at 3.4 GHz and 8
GB of RAM under a Linux OS. We use the following
experimental settings for our algorithm. In the initial-
ization phase, we construct 20 different solutions if this
possible. We stop if for n iterations there is no new
or feasible solution. For the local search (k − l)-swap
procedure we choose k ∈ {1, 2} and l ∈ {0, 1, 2}; all
these swaps are called in a random order. If the pric-
ing problem is a KPC problem with d > 0.1 (see below
for definition of d) then it is solved with the algorithm
of Section 4.3, otherwise the problem is solved by the
general MIP solver Gurobi 6.0.0. If the pricing prob-
lem is a 0/1 knapsack problem then we call Combo
(Martello et al., 1999), which is publicly available from
http://www.diku.dk/pisinger/codes.html. All LPs
are solved with Gurobi. In the primal heuristic we set
maxDiscrepancy= 2 and maxDepth = 3. Each run of
the algorithm (for one instance) is interrupted after 900
seconds.
The algorithms have been experimentally tested on
a large set of PMC instances that were randomly gener-
ated as follows. The number n of jobs is either 10, 25, 50, 75
or 100. The processing times are integers randomly gen-
erated from a uniform distribution in a given range
[a, b]. We consider the ranges [1, 10], [1, 50] and [1, 100].
The conflict graphs are generated using the Networkx
module in Python. The algorithm chooses each of the
n(n−1)
2 possible edges with probability d. We consider
values d ∈ {0.1, 0.2, 0.3, 0.4, 0.5} and obtain triples (n, d, b)
with n ∈ {10, 25, 50, 75, 100} and b ∈ {10, 50, 100}. For
each triple we generate 10 instances. We schedule these
instances on m = 5, 10, 15 and 20 machines.
We have also tested our algorithms on instances of
P ||Cmax, in which there are no conflicting jobs. These
instances were tested in Dell’Amico et al. (2008), and
they consist of two main groups, referred to as “uni-
form” and “nonuniform.” The uniform instances have
processing times drawn from a uniform distribution in
a range [a, b] and were first proposed by Franc¸a et al.
(1994). The nonuniform instances are obtained by ran-
domly generating 98% of the processing times from a
uniform distribution on [0.9(b − a), b] and the remain-
ing processing times using a uniform distribution on
[a, 0.2(b − a)]. They were generated in Frangioni et al.
(2004). Both the uniform and the nonuniform instance
sets contain three different classes, corresponding to
different intervals for the processing times: a = 1 in
all three classes but b is either 100, 1000 or 10000.
Each such class consists of 13 pairs (m,n), with m ∈
{5, 10, 25}, n ∈ {10, 25, 100, 500, 1000} and m < n.
There are 10 instances for each pair.
7.2 Computational results on instances without
conflicts
We first compare with heuristic procedures (Section 7.2.1)
and afterwards with exact procedures for P ||Cmax (Sec-
tion 7.2.2).
7.2.1 Heuristics for P ||Cmax
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We first examine the performance of the part of our
exact algorithm that consists of the constructive ap-
proximation algorithms of Section 5.2, the local search
improvements of Section 5.3 for every constructed so-
lution, the lower bounds of Section 5.1, and the primal
heuristic of Section 4.5 at the root node of the B&P tree
for the makespan value equal to the best lower bound.
In other words, we test whether the primal heuristic
can find a feasible solution for a BPP instance at the
root node. We call this (heuristic) part of our exact
algorithm KL-heur. We compare with two of the best
performing (meta-) heuristic procedures from the liter-
ature: AR (Alvim and Ribeiro, 2004), which is a binary
search algorithm that invokes tabu search at each itera-
tion to try to find a feasible solution for a BPP instance,
and DIMM-SS (Dell’Amico et al., 2008), which is a
meta-heuristic algorithm based on the scatter search
paradigm that finds optimal solutions for many bench-
mark instances.
For each group of instances (uniform and nonuni-
form), and for each of the three algorithms, Table 1
reports the number of optimal solutions (#) and the
average CPU time (sec) in seconds. Each regular cell
in the table contains the values corresponding with 10
instances of a given class that depends on the num-
ber of jobs (n), the number of machines (m) and the
group (uniform or nonuniform). For each group and
each range of processing times we compute also the av-
erage over the 130 instances. The overall average is the
average over 390 instances of each group. It is to be
noted that algorithm AR was run on a machine with a
AMD 2.4 GHz processor, and DIMM-SS was tested on
a machine with a Pentium IV 3.0 GHz processor. The
results for the algorithms are taken from Dell’Amico
et al. (2008).
Contrary to AR and DIMM-SS, our algorithm KL-
heur solves all the instances to guaranteed optimal-
ity. With 0.168 seconds average runtime across all in-
stances, algorithm KL-heur is also faster than the al-
gorithms DIMM-SS (2.77 seconds) and AR (0.175 sec-
onds), but the average CPU time for KL-heur on some
subsets of nonuniform instances is clearly far higher
than the average CPU time for AR and DIMM-SS. This
probably stems from the calculation of the lower bound
for these instances: we calculate a tight lower bound
with the help of the set covering relaxation F (C, ·)
of BPP if the constructive heuristics do not succeed
in confirming optimality of the given lower bound. It
can be anticipated that for larger and/or more difficult
instances, iteratively calling the primal heuristic more
than once might lead to better solutions, but this turns
out not to be necessary here.
Table 2 Number of instances of P ||Cmax solved by local
search and by the primal heuristic, and average runtime
for the column-generation component
uniform nonuniform
n m #LS #PH CG #LS #PH CG
(sec) (sec)
10 5 30 0 <0.01 30 0 <0.01
50 5 29 1 <0.01 30 0 0.50
10 13 17 0.04 22 8 0.21
25 27 3 <0.01 30 0 <0.01
100 5 30 0 <0.01 30 0 <0.01
10 29 1 <0.01 30 0 1.94
25 9 21 0.19 18 12 0.65
500 5 30 0 <0.01 30 0 <0.01
10 30 0 <0.01 30 0 <0.01
25 30 0 <0.01 30 0 <0.01
1000 5 30 0 <0.01 30 0 <0.01
10 30 0 <0.01 30 0 <0.01
25 30 0 <0.01 30 0 <0.01
In Table 2 we report for each tuple (n,m) the num-
ber of instances solved by the local search procedure of
Section 5.3 (#LS ) and by the primal heuristic of Sec-
tion 4.5 (#PH ) at the root node. Each tuple (n,m)
corresponds with 30 instances. We observe that the lo-
cal search is very effective when the ratio nm is high,
the primal heuristic is useful in the case of smaller ra-
tio nm . The table also contains the average time spent
by the algorithm in the column-generation phase (CG),
in seconds. All instances are solved to optimality with-
out entering the branching phase, so column genera-
tion pertains to the computation of the lower bound L3
and the execution of the primal heuristic of Section 4.5.
When lower bound L3 is tighter than lower bound L2,
the local search can find better solutions. This occurs
not only when the tighter lower bound is equal to an
already calculated upper bound, but also because the
lower bound is a parameter for the local search: with a
tighter lower bound L3 the search procedure examines
a different set of moves.
7.2.2 Exact algorithms for P ||Cmax
Next we compare our overall algorithm with the best
exact algorithms for P ||Cmax from the literature, namely
with DM (Dell’Amico and Martello, 1995) and with
DIMM (Dell’Amico et al., 2008). DM is a branch-and-
bound algorithm that computes a lower bound at ev-
ery node, based on the relation between P ||Cmax and
BPP. Some dominance criteria are applied, and the ini-
tialization phase of the algorithm consists of a number
of approximation algorithms for P ||Cmax (drawn from
the literature). DIMM is an algorithm that consists of
two phases. The first phase is the scatter search algo-
rithm DIMM-SS, which, as mentioned in Section 7.2.1,
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Table 1 Heuristic algorithms: uniform and nonuniform instances
uniform nonuniform
AR DIMM-SS KL-heur AR DIMM-SS KL-heur
range m n sec # sec # sec # sec # sec # sec #
[1, 102] 5 10 <0.01 10 <0.01 10 <0.01 10 <0.01 10 <0.01 10 <0.01 10
5 50 <0.01 10 <0.01 10 <0.01 10 0.03 10 <0.01 10 0.11 10
5 100 <0.01 10 <0.01 10 <0.01 10 0.01 10 <0.01 10 <0.01 10
5 500 <0.01 10 <0.01 10 <0.01 10 0.01 10 0.04 10 <0.01 10
5 1000 <0.01 10 <0.01 10 <0.01 10 0.02 10 0.17 10 0.01 10
10 50 <0.01 10 <0.01 10 <0.01 10 0.31 4 <0.01 10 0.04 10
10 100 <0.01 10 <0.01 10 <0.01 10 0.22 8 <0.01 10 0.43 10
10 500 <0.01 10 0.01 10 <0.01 10 <0.01 10 0.03 10 <0.01 10
10 1000 <0.01 10 <0.01 10 0.01 10 <0.01 10 0.11 10 <0.01 10
25 50 0.01 9 3.00 9 0.01 10 <0.01 10 <0.01 10 <0.01 10
25 100 <0.01 10 <0.01 10 <0.01 10 0.55 8 <0.01 10 0.10 10
25 500 <0.01 10 <0.01 10 <0.01 10 0.08 10 0.46 10 <0.01 10
25 1000 <0.01 10 <0.01 10 0.01 10 0.18 10 1.02 10 0.01 10
average <0.01 129 0.23 129 <0.01 130 0.11 120 0.14 130 0.05 130
[1, 103] 5 10 <0.01 10 <0.01 10 <0.01 10 <0.01 10 <0.01 10 <0.01 10
5 50 <0.01 10 <0.01 10 <0.01 10 0.03 10 <0.01 10 0.34 10
5 100 <0.01 10 <0.01 10 <0.01 10 0.02 10 <0.01 10 <0.01 10
5 500 0.02 10 0.03 10 <0.01 10 <0.01 10 0.03 10 <0.01 10
5 1000 0.05 10 0.11 10 0.04 10 0.02 10 0.18 10 0.01 10
10 50 0.02 8 0.01 10 0.08 10 <0.01 10 <0.01 10 0.14 10
10 100 <0.01 10 <0.01 10 <0.01 10 0.35 10 0.02 10 1.24 10
10 500 0.01 10 0.02 10 <0.01 10 0.07 10 0.03 10 <0.01 10
10 1000 0.04 10 0.11 10 0.02 10 0.06 10 0.18 10 0.01 10
25 50 0.02 9 3.00 9 0.02 10 <0.01 10 <0.01 10 <0.01 10
25 100 0.04 8 20.34 9 0.50 10 1.08 8 0.02 10 0.41 10
25 500 <0.01 10 0.02 10 <0.01 10 0.13 10 0.72 10 <0.01 10
25 1000 0.02 10 0.09 10 0.01 10 0.43 10 0.43 10 0.01 10
average 0.02 125 1.82 128 0.05 130 0.17 128 0.12 130 0.17 130
[1, 104] 5 10 0.03 8 <0.01 9 <0.01 10 <0.01 10 <0.01 10 <0.01 10
5 50 0.03 10 <0.01 10 0.02 10 0.02 10 <0.01 10 1.10 10
5 100 <0.01 10 <0.01 10 <0.01 10 0.01 10 0.02 10 0.01 10
5 500 0.01 10 0.03 10 0.03 10 <0.01 10 3.00 10 <0.01 10
5 1000 0.14 10 0.21 10 0.01 10 0.03 10 0.18 10 0.04 10
10 50 0.25 0 18.37 6 0.39 10 0.35 8 0.01 10 0.48 10
10 100 <0.01 10 0.01 10 0.05 10 0.24 10 0.03 10 4.36 10
10 500 0.01 10 0.02 10 0.02 10 0.01 10 0.05 10 0.01 10
10 1000 0.04 10 0.15 10 0.02 10 0.02 10 0.12 10 0.01 10
25 50 0.03 9 3.00 9 <0.01 10 <0.01 10 <0.01 10 0.01 10
25 100 0.59 0 120.03 0 1.33 10 4.29 3 39.82 7 1.55 10
25 500 0.01 10 0.02 10 0.03 10 3.13 10 1.23 10 0.03 10
25 1000 0.03 10 0.09 10 0.04 10 0.22 10 2.75 10 0.03 10
average 0.09 107 10.92 114 0.15 130 0.64 121 3.40 127 0.59 130
overall average 0.04 361 4.32 371 0.07 390 0.31 369 1.22 387 0.27 390
AR: AMD 2.4 GHz, DIMM-SS: Pentium IV 3 GHz, KL-heur: Intel Core i7–3770 3.4 GHz
already solves many instances to optimality. The sec-
ond phase of the algorithm is based on a binary search
and a B&P scheme.
We refer to our own algorithm as KL. For the two
groups of instances and for each range of processing
times, Table 3 contains the average CPU time (sec), av-
erage percentage gap %gap and the number of optimal
solutions found (#). We provide the same information
for both groups of instances, uniform and nonuniform,
and for all 780 instances. The algorithms DIMM and
KL clearly outperform algorithm DM, in that DM does
not produce optimal solutions for all instances despite
the higher average runtimes. Also, the average CPU
time for KL is clearly lower than the average CPU time
of DM.
7.3 Computational results on instances with conflicts
In Table 4 we report for each range of processing times,
number of machines and number of jobs the average
CPU time (sec) in seconds, the average percentage gap
%gap and the number of optimal solutions (#), where
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Table 3 Exact algorithms for P ||Cmax
DM DIMM KL
class range %gap sec # sec # sec #
[1, 102] 0.0000 <0.01 130 0.23 130 <0.01 130
uniform [1, 103] 0.0019 21.75 127 1.86 130 0.05 130
[1, 104] 0.0348 146.98 109 13.5 130 0.15 130
average 0.0122 56.25 366 5.19 390 0.07 390
[1, 102] 0.0155 131.56 120 0.14 130 0.05 130
nonuniform [1, 103] 0.0169 124.66 112 0.12 130 0.17 130
[1, 104] 0.0190 346.32 80 10.99 130 0.59 130
average 0.0171 200.85 312 3.75 390 0.27 390
overall average 0.0147 128.55 678 4.47 780 0.17 780
DM, DIMM: Pentium IV 3 GHz, KL: Intel Core i7–3770 3.4 GHz
this last value counts the number of instances for which
we have found a guaranteed optimal solution or proved
that the instance is infeasible. Each regular cell in the
table pertains to 50 instances (10 for each value of
d ∈ {0.1, 0.2, 0.3, 0.4, 0.5}). We see that the algorithm
solves all the instances if the number of jobs is at most
50. Unsolved instances (with 900 seconds runtime limit)
occur with 75 and 100 jobs. The highest runtimes and
highest numbers of unsolved instances are found when
the instances “balance” between feasible and infeasi-
ble, meaning that the chromatic number of the con-
flict graph is close to m. Indeed, in this case it is time-
consuming to prove that an instance is unfeasible, and
the feasible instances are quite constrained due to the
high density of the graph, or put differently: this is when
the algorithm needs time to decide whether an instance
is feasible or unfeasible. If the number of machines is
sufficiently low then it will be easier to decide that an
instance is infeasible, ceteris paribus. For instances with
75 jobs we observe that a transition (from feasible to in-
feasible) takes place for 10 machines. The same can be
observed for instances with 100 jobs, but then the tran-
sition point can be at 5, 10, 15 or 20 machines, depen-
dent on the density of the instance. Overall, we solve all
instances in the dataset in an average runtime of 44.721
seconds, with an average optimality gap of 0.276% and
we find a guaranteed optimal solution to 2436 out of the
2550 instances in total. These aggregate figures are not
very informative, however, and Table 5 and Section 7.4
provide more information on the characteristics of “dif-
ficult” instances.
Table 5 displays the same computational results but
now gathered per value of the density of the conflict
graph, the number of machines and the number of jobs.
Each class has 30 instances in this table. For n = 100,
for example, it can be clearly seen that the most dif-
ficult instances have m = 5 when d = 0.1, m = 10
when d = 0.3, m = 15 when d = 0.4 and m = 15 and
20 when d = 0.5. The absence of “difficult” instances
for density d = 0.2 is easily explained: the hard val-
ues for m are especially 7 and 8 here (which we have
experimentally confirmed, but we do not report the val-
ues here for brevity of exposition). As explained above,
these distinguishing values for m will typically coincide
with the chromatic number of the conflict graph.
Similarly to Table 2, Table 6 provides information
on the number of instances solved by local search and
by the primal heuristic at the root node, and on the
average time spent in the column generation for the
solved instances. The results are gathered per value of
the density d and per tuple (m,n). The local search
is applied first, and tends to find a higher number of
(guaranteed) optimal solutions. In most cases where the
local search does not find an optimal solution, the pri-
mal heuristic is able to find one (which obviously in-
creases the runtime). When the density increases, the
heuristics have more difficulty in reaching optimal so-
lutions. This is due to the inherent coloring aspect of
the problem, which then obviously becomes more im-
portant. An entry “inf ” means that all 30 instances in
the corresponding (d, n,m)-setting are infeasible. There
are also a few infeasible instances in some of the other
settings, but this is not indicated separately.
7.4 Phase transitions
It was suggested above that an easy-hard-easy transi-
tion occurs, dependent on the values of some of the
parameters. We now examine this behavior in more
detail. Figure 1 displays the average CPU time (on a
logarithmic scale) for solving 10 instances as a func-
tion of the density of the conflict graph (which is on
the horizontal axis). The different curves correspond
with different numbers m of machines. The instances
were created as follows: each instance has 50 jobs with
processing times drawn from interval [1, 100]. Starting
with an empty conflict graph, we stepwise randomly
add edges until the density of the graph has increased
by at least 5 percent, and this until the density of the
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Table 4 Computational results on instances with conflicts in function of range
(a) Range [1, 10]
m n sec %gap #
5 10 0.001 0.000 50
20 25 < 0.001 0.000 50
15 25 0.001 0.000 50
10 25 0.002 0.000 50
5 25 0.025 0.000 50
20 50 0.005 0.000 50
15 50 0.008 0.000 50
10 50 0.385 0.000 50
5 50 3.423 0.000 50
20 75 0.037 0.000 50
15 75 0.193 0.000 50
10 75 162.632 1.068 41
5 75 0.334 0.000 50
20 100 0.242 0.000 50
15 100 180.686 1.235 40
10 100 100.781 0.221 45
5 100 52.016 0.246 49
average 29.457 0.281 825
(b) Range [1, 50]
m n sec %gap #
5 10 0.002 0.000 50
20 25 < 0.001 0.000 50
15 25 0.001 0.000 50
10 25 0.030 0.000 50
5 25 0.055 0.000 50
20 50 0.107 0.000 50
15 50 0.130 0.000 50
10 50 1.455 0.000 50
5 50 21.564 0.000 50
20 75 0.251 0.000 50
15 75 14.055 0.000 50
10 75 182.456 2.284 40
5 75 0.826 0.000 50
20 100 1.327 0.000 50
15 100 221.026 1.530 38
10 100 181.440 0.413 40
5 100 165.632 0.186 42
average 46.492 0.260 810
(c) Range [1, 100]
m n sec %gap #
5 10 0.002 0.000 50
20 25 < 0.001 0.000 50
15 25 0.003 0.000 50
10 25 0.046 0.000 50
5 25 0.067 0.000 50
20 50 0.117 0.000 50
15 50 0.307 0.000 50
10 50 2.618 0.000 50
5 50 45.341 0.000 50
20 75 0.702 0.000 50
15 75 78.777 0.022 48
10 75 201.388 2.505 39
5 75 2.284 0.000 50
20 100 63.991 0.024 47
15 100 244.608 1.701 37
10 100 164.637 0.407 40
5 100 184.755 0.214 40
average 58.214 0.287 801
graph reaches at least 90 percent. In this way we ob-
tain 190 instances, with 10 instances for each value in
{0.0, 0.05, 0.10, . . . , 0.90}.
The peak average runtime occurs for higher den-
sities as the number of machines rises. For m = 5,
for instance, the highest runtimes are observed when
d = 0.20. These instances are hard to color and the
lower bound of Section 5.1 is not very tight anymore.
As m goes up, the curves become lower and also flat-
ter, indicating that there is less variability in the em-
pirical hardness of instances. For densities above those
with the highest runtime, the instances are typically
infeasible, but the runtimes are still not always drasti-
cally lower because the algorithm sometimes calculates
a lower bound on the chromatic number with the help
of the formulation (13) after it has tried to find a clique
with sufficient jobs. When the density becomes large
enough then the construction of a clique will suffice to
show infeasibility.
We have also looked into the effect on runtimes of
the number of machines for a given graph. For one
instance of our dataset with n = 50, b = 100 and
d = 0.5 (the first instance with these settings, instance
name pmc50 0.5 100 0.txt), Figure 2 shows the CPU
time needed with different m-values (CPU time is on
the vertical axis, m on the horizontal axis). The first
feasible solution is obtained with 9 machines. For m
close to but less than 9 the runtime to show infeasibil-
ity is higher than for lower m because the construction
of the clique takes longer or we have to compute a lower
bound for the number of colors with the help of formula-
tion (13), which can be time-consuming. The algorithm
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Table 5 Computational results on instances with conflicts in function of density
(a) d = 0.1
m n sec %gap #
5 10 0.001 0.000 30
20 25 < 0.001 0.000 30
15 25 < 0.001 0.000 30
10 25 0.026 0.000 30
5 25 0.001 0.000 30
20 50 0.161 0.000 30
15 50 0.071 0.000 30
10 50 0.011 0.000 30
5 50 0.014 0.000 30
20 75 0.039 0.000 30
15 75 0.001 0.000 30
10 75 0.003 0.000 30
5 75 4.185 0.000 30
20 100 0.002 0.000 30
15 100 0.001 0.000 30
10 100 0.002 0.000 30
5 100 653.826 1.077 11
average 38.726 0.063 491
(b) d = 0.2
m n sec %gap #
5 10 0.001 0.000 30
20 25 < 0.001 0.000 30
15 25 0.001 0.000 30
10 25 0.012 0.000 30
5 25 0.055 0.000 30
20 50 0.026 0.000 30
15 50 0.035 0.000 30
10 50 0.052 0.000 30
5 50 117.112 0.000 30
20 75 0.064 0.000 30
15 75 0.140 0.000 30
10 75 0.406 0.000 30
5 75 1.376 0.000 30
20 100 0.232 0.000 30
15 100 0.343 0.000 30
10 100 5.280 0.000 30
5 100 16.781 0.000 30
average 8.348 0.000 510
(c) d = 0.3
m n sec %gap #
5 10 0.002 0.000 30
20 25 < 0.001 0.000 30
15 25 0.001 0.000 30
10 25 0.021 0.000 30
5 25 0.086 0.000 30
20 50 0.066 0.000 30
15 50 0.095 0.000 30
10 50 0.243 0.000 30
5 50 0.077 0.000 30
20 75 0.165 0.000 30
15 75 0.392 0.000 30
10 75 36.370 0.008 29
5 75 0.159 0.000 30
20 100 0.706 0.000 30
15 100 2.142 0.000 30
10 100 737.994 1.735 5
5 100 0.015 0.000 30
average 45.796 0.103 484
(d) d = 0.4
m n sec %gap #
5 10 0.002 0.000 30
20 25 < 0.001 0.000 30
15 25 0.005 0.000 30
10 25 0.031 0.000 30
5 25 0.103 0.000 30
20 50 0.042 0.000 30
15 50 0.170 0.000 30
10 50 2.379 0.000 30
5 50 0.006 0.000 30
20 75 0.406 0.000 30
15 75 1.192 0.000 30
10 75 873.899 9.754 1
5 75 0.009 0.000 30
20 100 1.898 0.000 30
15 100 174.292 0.069 25
10 100 1.057 0.000 30
5 100 0.021 0.000 30
average 62.089 0.578 476
(e) d = 0.5
m n sec %gap #
5 10 0.002 0.000 30
20 25 < 0.001 0.000 30
15 25 0.002 0.000 30
10 25 0.040 0.000 30
5 25 0.001 0.000 30
20 50 0.086 0.000 30
15 50 0.371 0.000 30
10 50 4.744 0.000 30
5 50 0.004 0.000 30
20 75 0.977 0.000 30
15 75 153.315 0.036 28
10 75 0.117 0.000 30
5 75 0.011 0.000 30
20 100 106.429 0.040 27
15 100 900.422 7.375 0
10 100 0.431 0.000 30
5 100 0.028 0.000 30
average 68.646 0.438 475
needs more time for m = 10 than for m = 9 because
some parts of the search tree will require more effort to
confirm infeasible makespan values. Beyond m = 10, it
becomes easier to find an optimal solution.
7.5 Comparison with Gurobi
Since this is the first paper in which an exact algorithm
for PMC is developed, we turn to the MIP solver Gurobi
6.0.0 with the compact formulation (1) for a benchmark
comparison. Contrary to the foregoing sections, Gurobi
uses four cores here. This formulation was also tested
with various SBCs (see Kowalczyk and Leus, 2015), but
without obtaining better solutions.
For Gurobi, Table 7 contains similar information as
Table 4. We include an extra column that counts the
number of instances (#not) for which the MIP solver
could not decide whether the instance was feasible or
infeasible after 900 seconds runtime. The #opt column
contains the number of optimal solutions found. The
average CPU time in every cell is computed over all
the instances and the average gap in every cell is com-
puted over all the instances for which we have at least
one feasible solution or have proved that the instance
is infeasible.
We observe that the MIP solver already experiences
problems when n = 50 and with a high number m of
machines, but that it gives very good results for in-
stances with low m, so instances with a high number
of jobs per machine. In such instances, the number of
equivalent solutions is much smaller and symmetry is
not a large issue for the MIP solver. Gurobi is better
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Table 6 Number of instances with conflicts solved by local search and by the primal heuristic, and average runtime
for the column-generation component
(a) d = 0.1
m n #LS #PH CG (sec)
5 10 30 0 < 0.001
20 25 30 0 < 0.001
15 25 30 0 < 0.001
10 25 20 3 0.024
5 25 28 2 < 0.001
20 50 11 14 0.155
15 50 20 10 0.067
10 50 28 2 0.010
5 50 26 3 0.011
20 75 22 8 0.034
15 75 28 2 0.001
10 75 29 1 0.001
5 75 2 28 4.123
20 100 30 0 0.001
15 100 29 1 < 0.001
10 100 30 0 < 0.001
5 100 0 4 653.568
(b) d = 0.2
m n #LS #PH CG (sec)
5 10 30 0 0.001
20 25 30 0 < 0.001
15 25 29 0 < 0.001
10 25 22 1 0.010
5 25 16 8 0.051
20 50 14 12 0.020
15 50 14 16 0.029
10 50 15 15 0.042
5 50 0 4 116.597
20 75 20 10 0.051
15 75 15 15 0.119
10 75 10 20 0.355
5 75 inf inf 1.371
20 100 17 13 0.196
15 100 12 18 0.286
10 100 1 27 5.084
5 100 inf inf 16.768
(c) d = 0.3
m n #LS #PH CG (sec)
5 10 30 0 0.001
20 25 30 0 < 0.001
15 25 30 0 < 0.001
10 25 18 4 0.018
5 25 6 9 0.078
20 50 7 19 0.054
15 50 10 17 0.081
10 50 9 18 0.217
5 50 inf inf 0.074
20 75 10 20 0.137
15 75 5 25 0.337
10 75 0 17 36.068
5 75 inf inf 0.152
20 100 9 21 0.608
15 100 4 25 1.974
10 100 0 0 735.916
5 100 inf inf < 0.001
(d) d = 0.4
m n #LS #PH CG (sec)
5 10 30 0 0.001
20 25 30 0 < 0.001
15 25 29 0 0.004
10 25 15 3 0.027
5 25 11 1 0.096
20 50 11 12 0.031
15 50 6 19 0.150
10 50 0 14 2.294
5 50 inf inf 0.003
20 75 5 22 0.343
15 75 2 2 1.089
10 75 0 0 864.038
5 75 inf inf < 0.001
20 100 3 25 1.704
15 100 0 12 171.897
10 100 inf inf 1.030
5 100 inf inf < 0.001
(e) d = 0.5
m n #LS #PH CG (sec)
5 10 30 0 0.002
20 25 30 0 < 0.001
15 25 29 0 0.001
10 25 9 3 0.035
5 25 0 1 0.001
20 50 4 22 0.067
15 50 1 19 0.332
10 50 0 1 4.562
5 50 inf inf < 0.001
20 75 1 20 0.878
15 75 0 0 150.086
10 75 inf inf 0.102
5 75 inf inf < 0.001
20 100 0 16 103.811
15 100 0 0 882.554
10 100 inf inf 0.395
5 100 inf inf < 0.001
than our algorithm for the setting m = 5, n = 100,
which is the lowest line in each of the three subta-
bles of Table 7: it is faster and solves more instances
to optimality. For all other settings, our algorithm is
dominant. Our difficulty with m = 5 and n = 100 can
be explained by the fact that the lower bound of Sec-
tion 5.1 is not very tight anymore and the B&P algo-
rithm has to explore many nodes in the B&P search
tree in order to decide feasibility. Moreover, the primal
heuristic, which is applied at every node, can be very
time-consuming here, and it will not always be able to
achieve a feasible solution quickly because the columns
of the set-covering formulation (3) contain many jobs
and choosing good columns is difficult. The convergence
of the column generation is also slow because the pricing
oracle requires more time: the search tree is larger, with
more branches and more backtracking. As mentioned in
Sections 7.3 and 7.4, the highest runtime occurs when
the chromatic number is equal to or close to m, i.e., it
is not easy to color the graph with m colors. Overall we
conclude that our algorithm outperforms Gurobi unless
the ratio n/m is very high: our algorithm is better in
finding feasible and optimal solutions, and in showing
that a given instance is infeasible.
8 Conclusion and suggestions for future work
In this paper we have introduced an exact algorithm
for parallel machine scheduling with a conflict graph.
The algorithm is based on a binary search for the lowest
makespan, using a B&P framework and a primal heuris-
tic, and combines methods from bin packing, scheduling
and graph coloring (with appropriate modifications),
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Fig. 1: Average CPU time on a logarithmic scale (smoothed curve)
Fig. 2: CPU time for one instance as a function of the number
of machines
and we use a numerically safe bound (introduced in
Held et al., 2012), which leads to integer-valued prof-
its in the pricing problems (knapsack and KPC), and
which avoids floating-point representations of the num-
bers output by the LP solver, thus avoiding difficulties
in assessing the termination condition of the column
generation.
The algorithm solves all the benchmark instances
of P ||Cmax with very low average CPU times. For a
newly generated dataset with conflict graphs, we have
examined the difficulty of the instances as a function of
the number of machines and the density of the graph.
It turns out that the most difficult instances are those
where the number of machines is close to the chromatic
number of the graph.
Based on the foregoing, we conclude that it would
be interesting to develop a (meta-)heuristic for PMC
that is capable of solving or of decreasing the gap for
instances with high ratio n/m and where m is close to
the chromatic number of the conflict graph. One op-
tion might be to extend the scatter search algorithm
of Dell’Amico et al. (2008), but it should be noted that
it is not always easy to find sufficient feasible solutions
in order to run such an algorithm. One way to overcome
this issue would be to allow infeasible solutions into
the reference set. One can also extend the tabu search
algorithm of Alvim and Ribeiro (2004) for PMC. Ta-
ble 1 shows that this algorithm performs very well on
instances that have a high number of jobs on a ma-
chine. Initializing this algorithm might be easier since
only one feasible solution is needed. To this respect, we
mention that the primal heuristic is very good in finding
feasible solutions for the instances under consideration,
while the MIP solver encounters difficulties.
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