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Abstract
This paper studies the second moment boundedness of solutions of linear
stochastic delay differential equations. First, we give a framework, for gen-
eral N-dimensional linear stochastic differential equations with a single dis-
crete delay, of calculating the characteristic function for the second moment
boundedness. Next, we apply the proposed framework to a special case of
a type of 2-dimensional equation that the stochastic terms are decoupled.
For the 2-dimensional equation, we obtain the characteristic function explic-
itly given by equation coefficients, the characteristic function gives sufficient
conditions for the second moment to be bounded or unbounded.
Keywords: Ito integral, Laplace transform, stochastic differential equation,
characteristic function
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1. Introduction
Stochastic delay differential equations have been extensively studied in
the last several decades from different points of view (see [3, 4, 6–13, 15, 16]
and the references therein). However, many basic issues remain unsolved
even for linear equations with constant coefficients.
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In this paper, we study general N -dimensional linear stochastic delay
differential equations with a single discrete delay (here we assume the delay
τ = 1)
dxi(t) =
[
a
j
ixj(t) + b
j
ixj(t− 1)
]
dt+
[
µki + σ
jk
i xj(t) + η
jk
i xj(t− 1)
]
dWk.
(i, j = 1, · · · , N ; k = 1, · · · ,K)
(1.1)
Here the Einstein summation convention has been used so that repeated
indices are implicitly summed over, all coefficients aji , b
j
i , µ
k
i , σ
jk
i , η
jk
i are
constants, and Wk are independent 1-dimensional Wiener Processes. The
initial functions are assumed to be xi = φi ∈ C([−1, 0],R) (i = 1, · · · , N).
This paper considers the second moment boundedness of solutions of (1.1).
We always assume Itoˆ interpretation for the stochastic integral, and results
for Stratonovich interpretation can be obtained similarly.
To the best of our knowledge, there are very few results for the stability
and second moment boundedness for equation (1.1), and most of known
results are obtained through the method of Lyapunov functional [9–11, 14].
However, it remains unclear how can we define the characteristic equation
for the boundedness of the solution moments of (1.1). In 2007, Lei and
Mackey [8] introduced the method of Laplace transform to study the second
moment boundedness of 1-dimensional equations with a single discrete delay,
and proposed a characteristic equation. In [17], the authors extended the
method to the 1-dimensional equation with distributed delay.
Based on previous studies [8, 17], this paper aims at proposing a general
framework to calculate the characteristic function for high dimensional lin-
ear stochastic delay differential equations with a single delay. The obtained
characteristic function (as we can see below) is complicate, that shows the
elaborate correlations when delay and stochastic effects are coupled into an
dynamical system. As an example, we apply the framework to study a spe-
cial situation of a 2-dimensional equation in which the stochastic terms are
decoupled (N = K = 2, and µki = σ
jk
i = η
jk
i = 0 when i 6= k).
Rest of this paper is organized as follows. In Section 2, we briefly in-
troduce basic results for linear delay differential equations. In Section 3, a
general framework for defining the characteristic function of a N-dimensional
stochastic delay differential equation is given. In Section 4, we discuss the
boundedness of the second moment of (1.1) for a simple case: N = K = 2 and
the stochastic terms are decoupled. Theorem 4.1 establishes the unbounded
condition for the second moment if the trivial solution of the unperturbed
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equation is unstable. When the trivial solution of the unperturbed equation
is stable, we obtain a characteristic function given explicitly by the equation
parameters. Boundedness of the second moments depends on the supremum
of the real parts of all roots of the characteristic equation (Theorem 4.3). An
explicit condition for the boundedness of the second moment is also proved
following framework of calculation given here (Theorem 4.7).
2. Preliminaries
In this paper, we always use the L1 norm for a tensor. For example, the
L1 norm of a second order tensor A = {aji} is
‖A‖ =
N∑
i,j=1
|aji |. (2.1)
For φ = (φi)N×1 ∈ C([−1, 0],RN), the norm is defined as
‖φ‖ = sup
θ∈[−1,0]
N∑
i=1
|φi(θ)|. (2.2)
In this section we give some basic results for the N -dimensional linear
delay differential equation
dxi(t)
dt
= ajixj(t) + b
j
ixj(t− 1) (i, j = 1, · · · , N) (2.3)
with initial functions xi = φi ∈ C([−1, 0],R). The linear autonomous func-
tional differential equation (2.3) has been studied extensively and details can
be referred to [1, 2, 5].
The fundamental matrix of (2.3), denoted by
X(t) =
(
Xji (t)
)
N×N
,
is the solution of (2.3) with the initial condition (hereinafter δ means the
Kronecker delta)
Xji (t) =
{
δji , t = 0,
0, −1 ≤ t < 0.
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Using the fundamental matrix X(t), the solution of (2.3) with initial function
φ ∈ C([−1, 0],RN) can be represented as
xφ,i(t) = X
j
i (t)φj(0) +
∫ 0
−1
Xji (t− 1− θ)bljφl(θ)dθ. (2.4)
From (2.4), the asymptotic behavior of xφ(t) = (xφ,i(t))N×1 is determined by
the fundamental matrix X(t).
Denote the matrices
A = (aji )N×N , B = (b
j
i )N×N , I = (δ
j
i )N×N , µ = (µ
j
i )N×N . (2.5)
Taking the Laplace transform on both sides of (2.3), we obtain
L(X)(λ) = [∆(λ)]−1, (2.6)
where
∆(λ) = λI − A− Be−λ. (2.7)
Thus, h(λ) = det(∆(λ)) is the characteristic function for the linear stability
of (2.3).
The following results are straightforward from the above discussions.
Theorem 2.1. Let
α0 = sup{Re(λ) : h(λ) = 0, λ ∈ C}. (2.8)
Then
(i) for any α > α0 there exists a constant K¯ = K¯(α) ≥ 1 such that the
fundamental matrix X(t) satisfies
‖X(t)‖ ≤ K¯eαt, t ≥ 0;
(ii) for any α > α0 there exists a constant K˜ = K˜(α) ≥ 1 such that for
any φ ∈ C([−1, 0],RN) the solution xφ(t) of (2.3) satisfies
‖xφ(t)‖ ≤ K˜‖φ‖eαt, t ≥ 0;
(iii) for any α1 < α0, there exists α¯ ∈ (α1, α0) and a subset U ⊂ R+ with
measure m(U) = +∞ such that for any i, j = 1, · · · , N ,
‖Xji (t)‖ ≥ eα¯t, t ∈ U. (2.9)
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Here, the number α0 is also termed as the Lyapunov exponent (Definition
1.19 in [1]). The proofs of (i) and (ii) in Theorem 2.1 is referred to the proofs
in [1, Theorem 1.21 in Chapter 3]. The proof of (iii) is similar to that of [17,
Theorem 2.3, 2] and is detailed at Appendix A.
From Theorem 2.1, the trivial solution of (2.3) is locally asymptotically
stable if and only if α0 < 0.
3. Moments of linear stochastic delay differential equations–General
cases
Now, we discuss the solution moments and a framework for calculating
the characteristic function of the second moment of solutions for general
cases.
The existence and uniqueness results for stochastic delay differential equa-
tions have been established in [6, 11, 14]. Using the fundamental matrix
X(t), the solution of (1.1) with initial function x = φ ∈ C([−1, 0],RN) is a
N -dimensional stochastic process given by Itoˆ integral as follows
xi(t;φ) = xφ,i(t)+
∫ t
0
X li(t−s)
(
µkl +σ
jk
l xj(s;φ)+η
jk
l xj(s−1;φ)
)
dWk, t ≥ 0,
(3.1)
where (xφ,i(t))N×1 is the solution of (2.3) defined by (2.4).
We denote by E the mathematical expectation. Now we give the defini-
tions of the pth moment exponential stability and the pth moment bounded-
ness.
Definition 3.1. A solution x(t;φ) of (1.1) is said to be the first moment
exponentially stable if there exist two positive constants γ and R such that
‖E(x(t;φ))‖ ≤ R‖φ‖e−γt, t ≥ 0,
for all φ ∈ C((−1, 0],RN). When p ≥ 2, a solution of (1.1) is said to be the
pth moment exponentially stable if there exist two positive constants γ and R
such that
E
(‖x(t;φ)− E(x(t;φ))‖p) ≤ R‖φ‖pe−γt, t ≥ 0,
for all φ ∈ C((−1, 0],RN).
5
Definition 3.2. For p ≥ 2, a solution x(t;φ) of (1.1) is said to be the pth
moment bounded if there exists a positive constant C˜ = C˜(‖φ‖p) such that
E
(‖x(t;φ)−E(xi(t;φ))‖p) ≤ C˜, t ≥ 0,
for all φ ∈ C((−1, 0],RN). Otherwise, the pth moment is said to be un-
bounded.
3.1. First moment
From (3.1) and applying the properties of Itoˆ integral, it is easy to have
Exi(t;φ) = xφ,i(t) (i = 1, · · · , N).
Thus, the following result is straightforward from Theorem 2.1.
Theorem 3.3. Let α0 be defined by (2.8). For any α > α0, there ex-
ists a positive constant K˜ (defined as Theorem 2.1) such that for any φ ∈
C([−1, 0],RN), the solution x(t;φ) = (xi(t;φ))N×1 of (1.1) satisfies
‖Ex(t;φ)‖ ≤ K˜‖φ‖eαt, t ≥ 0. (3.2)
In particular, the first moment of (1.1) is exponentially stable when α0 < 0.
3.2. Second moment
Now we study the second moment. First, we give some notations. Let
x(t;φ) , (xi(t))N×1 be a solution of (1.1) and x˜i(t) = xi(t) − E(xi(t)) (i =
1, · · · , N), and define
Mij(t) = E(x˜i(t)x˜j(t)), Nij(t) = E(x˜i(t)x˜j(t− 1)). (3.3)
ThenMii(t) is the second moment of xi(t). It is easy to have x˜i(t) =Mij(t) =
Nij(t) = 0 when t ∈ [−1, 0], and E(x˜i(t)) = 0 for all t ≥ 0.
Denote
Σkl (s) = µ
k
l + σ
jk
l xj(s) + η
jk
l xj(s− 1). (3.4)
From (3.1), we have
x˜i(t) =
∫ t
0
X li(t− s)Σkl (s)dWk.
Since E(dWkdWm) = δk,m, we obtain
Mij(t) = E(x˜i(t)x˜j(t)) =
∫ t
0
X li(t−s)E
[
Σkl (s)δk,mΣ
m
p (s)
]
Xpj (t−s)ds. (3.5)
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3.2.1. Additive noise
We have additive noise when σjkl = η
jk
l = 0 for any i, j, k and µ 6= 0 (µ is
defined at (2.5)). In this case, we have
Mij(t) =
∫ t
0
X li(s)X
p
j (s)µ
k
l δk,mµ
m
p ds. (3.6)
Thus the upper bound of M(t) is determined by that of the fundamental
matrixX(t). Hence, we have the following sufficient conditions for the second
moments M(t) to be bounded or unbounded.
Theorem 3.4. Let α0 be defined as (2.8). Assume σ
jk
l = η
jk
l = 0 for any
i, j, k and µ 6= 0. Then the second moment of (1.1) is bounded if α0 < 0,
and unbounded if α0 > 0.
The proof is similar to that in [17, Theorem 3.4] and is omitted here.
The critical case α0 = 0 is not discussed here and the boundedness issue
remains open.
3.2.2. A general framework
Now, we consider the general situation. Let
Plp(s) = E(Σ
k
l (s))δk,mE(Σ
m
p (s)),
Qlp(s) = E
[(
σjkl x˜j(s) + η
jk
l x˜j(s− 1)
)
δk,m
(
σqmp x˜q(s) + η
qm
p x˜q(s− 1)
)]
.
Then Plp(s) = Ppl(s), Qlp(s) = Qpl(s) and
Qlp(s) = σ
jk
l δk,mσ
qm
p Mjq(s) + η
jk
l δk,mη
qm
p Mjq(s− 1)
+
(
σjkl δk,mη
qm
p + η
qk
l δk,mσ
jm
p
)
Njq(s). (3.7)
We note that xi(s) = x˜i(s) + Exi(s), then
E
[
Σkl (s)δk,mΣ
m
p (s)
]
= Plp(s) +Qlp(s).
Therefore,
Mij(t) =
∫ t
0
X li(t− s)Xpj (t− s)(Plp(s) +Qlp(s))ds.
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Denote
Fij(t) =
∫ t
0
X li(t− s)Xpj (t− s)Plp(s)ds, (3.8)
then
Mij(t) = Fij(t) +
∫ t
0
X li(t− s)Xpj (t− s)Qlp(s)ds. (3.9)
Similarly, we have
Nij(t) =
∫ t−1
0
X li(t− s)Xpj (t− 1− s)(Plp(s) +Qlp(s))ds. (3.10)
From (3.9), we have |Mii(t)| ≥ |Fii(t)| (∀i). If α0 > 0 (α0 is defined by
(2.8)), similar to discussions in [17], |Fii(t)| approaches to infinity exponen-
tially, and therefore the second moment is unbounded (a proof for the case
of a 2-dimensional equation is given in the next section). Thus, we only need
to study the situation when α0 < 0.
From (3.9) and (3.10), and take Laplacians to both sides of them (exis-
tence of the Laplacians are proved in Lemmas 3.5 and 3.6 below), we obtain
L(Mij) = L(Xhi Xpj ) [L(Php) + L(Qhp)] , (3.11)
and
L(Nij) = L(Xhi (t)Xpj (t− 1)) [L(Php) + L(Qhp)] . (3.12)
From (3.7), we have
L(Qhp) = (σjkh δk,mσqmp + e−ληjkh δk,mηqmp )L(Mjq)
+ (σjkh δk,mη
qm
p + η
qk
h δk,mσ
jm
p )L(Njq). (3.13)
Now, one can solve L(Mij) from (3.11)-(3.13) following the procedure
below. First, solve L(Php) + L(Qhp) by L(Mij) from (3.11) as
L(Php) + L(Qhp) = SijhpL(Mij).
Here Sijhp is the inverse tensor of L(Xhi Xpj ). Next, substitute the obtained
L(Php) + L(Qhp) into (3.12) to linearly express L(Nij) through L(Mij):
L(Nij) = L(Xhi (t)Xpj (t− 1))SklhpL(Mkl).
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Then, put the resulting L(Nij) into (3.13) so that L(Qhp) linearly depends
on L(Mij) in the form
L(Qhp) = T klhpL(Mkl).
Finally, substituting L(Qhp) back to (3.11) to obtain an equation for L(Mij)
of form (
δklij − L(Xhi Xpj )T klhp
)L(Mkl) = L(Xki X lj)L(Pkl), (3.14)
Then equation (3.14) is a linear equation of L(Mkl). Thus, the determinant
of the coefficients, denoted by
H(λ) = det
[
(δklij − L(Xhi Xpj )T klhp)
]
, (3.15)
is the desired characteristic function.
We note that (3.14) contains N2 linear equations. Nevertheless, we can
simplify the calculation due to symmetry. For example, since L(Mkl) =
L(Mlk) and L(Pkl) = L(Plk) in (3.14), we only need to solve equations for
L(Mkl) with k ≤ l, and therefore have N(N + 1)/2 equations.
The above procedure gives a general framework to obtain the character-
istic function. However, it is too complicate to obtain an explicit expression
for general cases. In the next section, we study a 2-dimensional equation
with a specific form.
Denote the matrices
M = (M ji (t))N×N , N = (N
j
i (t))N×N , F = (F
j
i (t))N×N , Q = (Q
j
i (t))N×N .
Before introducing the results for the 2-dimensional equation, we give some
estimates for F (t), M(t) and N(t) for general situation. These estimations
ensure the existence of Laplace transforms of F (t),M(t) and N(t).
Lemma 3.5. Let α0 be defined at (2.8) and assume α0 < 0. Then for any
α ∈ (α0, 0), there exists a positive constantK1 = K1(α, φ) (φ ∈ C([−1, 0],RN))
such that
‖F (t)‖ ≤ K1(1− e2αt), t > 0. (3.16)
Proof. From Theorem 3.3, for any α ∈ (α0, 0), there exists a positive con-
stant K˜ = K˜(α) such that
E(Σkl (s)) < ‖µ‖+ K˜
2∑
j=1
(
|σjkl |+ e−α|ηjkl |
)
‖φ‖eαs
< ‖µ‖+ K˜(‖σ‖+ e−α‖η‖)‖φ‖eαs
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for any k, l. Here ‖·‖, as we mentioned before, mean the L1 norm of a tensor.
Hence,
|Plp(s)| ≤
(
‖µ‖+ K˜(‖σ‖+ e−α‖η‖)‖φ‖eαs
)2
.
From Theorem 2.1, there exists a positive constant K¯ = K¯(α) such that
‖X(t)‖ < K¯eαt. Therefore, from (3.8), it is not difficult to have a constant
K1 (defined by K˜ and K¯) so that (3.16) holds.
Lemma 3.6. Let α0 be defined at (2.8) and assume α0 < 0. For any α ∈
(α0, 0), there exists ν = ν(α) such that
‖M(t)‖ ≤ K1eνt, t ≥ 0, (3.17)
and
‖N(t)‖ ≤ (1 + e−ν)K1eνt, t ≥ 0, (3.18)
where K1 is defined as in Lemma 3.5.
Proof. From the Cauchy-Schwarz inequality, we obtain for i, j = 1, · · · , N ,
|Nij(t)| = |E
(
x˜i(t)x˜j(t− 1)
)| ≤ Mii(t) +Mjj(t− 1)
2
. (3.19)
Then
‖N(t)‖ ≤ 1
2
N∑
i,j=1
(Mii(t) +Mjj(t− 1)) ≤ ‖M(t)‖ + ‖M(t− 1)‖. (3.20)
Hence, from (3.7) and (3.20), there exists C0 > 0 so that
|Qlp(s)| ≤
∣∣∣σjkl δk,mσqmp Mjq(s)∣∣∣ + ∣∣∣ηjkl δk,mσqmp Mjq(s− 1)∣∣∣
+
∣∣∣(σjkl δk,mηqmp + ηqkl δk,mσjmp )Njq(t)∣∣∣
≤ C0(‖M(s)‖ + ‖M(s− 1)‖). (3.21)
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Thus, from Lemma 3.5, we obtain for any α ∈ (α0, 0),
‖M(t)‖ ≤ ‖F (t)‖+
∫ t
0
‖X(t− s)‖2‖Q(s)‖ds
≤ K1(1− e2αt) + C0K¯2
∫ t
0
e2α(t−s) (‖M(s)‖+ ‖M(s− 1)‖) ds
≤ K1 + C0K¯2
∫ t
0
e2α(t−s)‖M(s)‖ds+ C0K¯2e−2α
∫ t−1
−1
e2α(t−s)‖M(s)‖ds
≤ K1 + C0K¯2(1 + e−2α)
∫ t
0
‖M(s)‖ds.
Applying the Gronwall inequality, we have
‖M(t)‖ ≤ K1eνt,
where ν = C0K¯
2(1 + e−2α). The estimation (3.18) is obtained from (3.17)
and (3.20).
4. Application to 2-dimensional equations
In this section, we apply the general framework established in the above
to a special case of a 2-dimensional equation that N = K = 2 and µki =
σjki = η
jk
i = 0 when i 6= k. Hereafter, we do not use the Einstein summation
convention, and introduce following notations for simplicity: µi = µ
i
i, σ
j
i =
σjii , η
j
i = η
ji
i (i, j = 1, 2). Thus, the equation we studied becomes
dx1(t) =
2∑
j=1
(
aj1xj(t) + b
j
1xj(t− 1)
)
dt
+
(
µ1 +
2∑
j=1
(
σj1xj(t) + η
j
1xj(t− 1)
))
dW1,
dx2(t) =
2∑
j=1
(
aj2xj(t) + b
j
2xj(t− 1)
)
dt
+
(
µ2 +
2∑
j=1
(
σj2xj(t) + η
j
2xj(t− 1)
))
dW2,
(4.1)
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In this particular case, the expressions of Pij(t), Qij(t) and Fij(t), Mij(t),
Nij(t) (i, j = 1, 2) in the previous section are as follows:
P12(t) = P21(t) = Q12(t) = Q21(t) = 0,
Pii(t) =
(
µi +
2∑
j=1
(
σjiExj(t) + η
j
iExj(t− 1)
))2 ≥ 0,
Qii(t) = E
(
2∑
j=1
(
σji x˜j(t) + η
j
i x˜j(t− 1)
))2 ≥ 0,
and
Fij(t) =
2∑
k=1
∫ t
0
Xki (t− s)Xkj (t− s)Pkk(s)ds,
Mij(t) =
2∑
k=1
∫ t
0
Xki (t− s)Xkj (t− s)(Pkk(s) +Qkk(s))ds,
Nij(t) =
2∑
k=1
∫ t−1
0
Xki (t− s)Xkj (t− 1− s)(Pkk(s) + Qkk(s))ds.
Before we state and prove the main results, we introduce some prelimi-
naries below.
When N = 2, we consider the delay differential equation
dx1
dt
=
2∑
j=1
(
aj1xj(t) + b
j
1xj(t− 1)
)
,
dx2
dt
=
2∑
j=1
(
aj2xj(t) + b
j
2xj(t− 1)
)
.
(4.2)
The characteristic function of (4.2) is given by
h(λ) = det(∆(λ)) = det
(
λ− a11 − b11e−λ −a21 − b21e−λ
−a12 − b12e−λ λ− a22 − b22e−λ
)
= λ2 + aλ+ b+ (cλ+ d)e−λ + re−2λ, (4.3)
where
a = −a11 − a22, b = a11a22 − a21a12, c = −b11 − b22,
12
d = a11b
2
2 + a
2
2b
1
1 − a21b12 − a12b21, r = b11b22 − b21b12.
The Laplace transform of the fundamental matrix is
L(X)(λ) = ∆−1(λ) = 1
h(λ)
(
λ− a22 − b22e−λ a21 + b21e−λ
a12 + b
1
2e
−λ λ− a11 − b11e−λ
)
. (4.4)
Here we give some properties of the fundamental solution X(t) that are
useful for the estimate of the second moment below.
Recall
α0 = sup{Re(λ) : h(λ) = 0, λ ∈ C}. (4.5)
When α0 < 0, from (4.4), we have
X(t) =
1
2pii
lim
T→+∞
∫ iT
−iT
eλt∆−1(λ)dλ =
1
2pi
∫ +∞
−∞
eiωt∆−1(iω)dω.
Thus, from (4.4), we obtain
X11 (t) =
1
2pi
∫ +∞
−∞
iω − a22 − b22e−iω
h(iω)
eiωtdω,
X21 (t) =
1
2pi
∫ +∞
−∞
a21 + b
2
1e
−iω
h(iω)
eiωtdω,
X12 (t) =
1
2pi
∫ +∞
−∞
a12 + b
1
2e
−iω
h(iω)
eiωtdω,
X22 (t) =
1
2pi
∫ +∞
−∞
iω − a11 − b11e−iω
h(iω)
eiωtdω.
Obviously, Xki (t)X
k
j (t) and X
k
i (t)X
k
j (t−1) (i, j, k = 1, 2) have Laplace trans-
forms. When α0 < 0, explicit expressions and estimates for the Laplace
transforms L (Xki (t)Xkj (t)), L (Xki (t)Xkj (t− 1)) are given in Appendix B.
4.1. Unboundedness of the second moment
Here we give a result for the unboundedness of the second moment of
(4.1) when α0 > 0. First, we note a rare situation when the coefficients
µi, σ
j
i , η
j
i (i, j = 1, 2) satisfy the following assumption.
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Assumption H: µ1 = µ2 = 0, and there is a root λ ∈ R of
h(λ) = 0 and an eigenvector c =
(
c1
c2
)
∈ R2 corresponding to the
eigenvalue λ such that
2∑
j=1
(σji + e
−ληji )cj = 0, i = 1, 2.
When the assumption H is satisfied, the stochastic equation (4.1) has a
deterministic solution x(t) = eλtc (t ≥ 0) with initial function φ = eλtc (−1 ≤
t < 0), and the corresponding second moment M(t) = 0. This is a very rare
situation and is excluded in discussions below.
The following result shows that in general the second moment of (4.1) is
unbounded when the trivial solution of (2.3) is unstable.
Theorem 4.1. Let α0 be defined as (4.5) and α0 > 0. If the assumption H
is not satisfied, the second moment of (4.1) is unbounded.
Proof. We only need to show that there is a special solution x(t;φ) of
(4.1) such that the corresponding second moment is unbounded. Note that
Pii, Qii ≥ 0 (i = 1, 2), and hence
‖M(t)‖ ≥ M11(t) ≥ F11(t)
=
2∑
i=1
∫ t
0
X i1(t− s)2Pii(s)ds ≥ 0. (4.6)
Let λ be a solution of h(λ) = 0 with 0 < Re(λ) ≤ α0, and c ∈ R2 the
corresponding eigenvector. Then xφ1(t) = Re(e
λtc) is the solution of (4.2)
with initial function φ1 = Re(e
λtc) (−1 ≤ t < 0). Since the assumption H is
not satisfied, xφ1(t) is not a solution of (4.1). Following the proof of Theorem
2.1 (3), there is a subset U ⊂ R+ with m(U) = +∞ and positive constants
C1, C2 such that for any t ∈ U ,
|X i1(t)| ≥ eα¯t, α¯ ∈ (0, α0), i = 1, 2
and
P11(t) ≥ C1 or P22(t) ≥ C2.
Thus, from (4.6), the second moment M(t) is unbounded. 
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4.2. Boundedness of the second moments
Now, we always assume α0 < 0. Then (3.11)-(3.13) become
L(Mij) =
2∑
k=1
L(Xki Xkj ) (L(Pkk) + L(Qkk)) , (4.7)
L(Nij) =
2∑
k=1
L(Xki (t)Xkj (t− 1)) (L(Pkk) + L(Qkk)) , (4.8)
and
L(Qii) =
2∑
k=1
(
(σki )
2 + (ηki )
2e−λ
)L(Mkk) + 2 2∑
k,l=1
σki η
l
iL(Nkl)
+ 2
(
σ1i σ
2
i + η
1
i η
2
i e
−λ
)L(M12). (4.9)
Proposition 4.2. Define the matrices
A(λ) =
( L((X11 )2) L((X21 )2)
L((X12 )2) L((X22 )2)
)
, G(λ) =
(
G11(λ) G
2
1(λ)
G12(λ) G
2
2(λ)
)
(4.10)
with
Gqk(λ) = (σ
q
k)
2 + (ηqk)
2e−λ +
2∑
p=1
T pkS
q
p (k, q = 1, 2), (4.11)
T pk = 2(σ
1
kσ
2
k + η
1
kη
2
ke
−λ)L(Xp1Xp2 ) + 2
2∑
m,l=1
σmk η
l
kL(Xpm(t)Xpl (t− 1)) (4.12)
and S = (Sqp)2×2 = A(λ)
−1 for Re(λ) > αA, where
αA , sup {Re(λ) : det(A(λ)) = 0, λ ∈ C} .
Then
L(M12) =
2∑
k,i=1
L(Xk1Xk2 )SikL(Mii) (4.13)
and ( L(M11)
L(M22)
)
= (I −D(λ))−1A(λ)
( L(P11)
L(P22)
)
, (4.14)
where D(λ) = A(λ)G(λ).
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Proof. Assume Re(λ) > αA and therefore S = A(λ)
−1 is well defined. From
(4.7), we have
L(Mii) =
2∑
k=1
L((Xki )2)(L(Pkk) + L(Qkk)), i = 1, 2,
therefore
L(Pkk) + L(Qkk) =
2∑
i=1
SikL(Mii), k = 1, 2, (4.15)
which gives (4.13) from (4.7).
From (4.8) and (4.15),
L(Nij) =
2∑
p,q=1
SqpL(Xpi (t)Xpj (t− 1))L(Mqq).
Thus, from (4.9), (4.10)-(4.12) and (4.13), we obtain
L(Qii) =
2∑
q=1
[
((σqi )
2 + (ηqi )
2e−λ) + 2
2∑
m,l,p=1
σmi η
l
iS
q
pL(Xpm(t)Xpl (t− 1))
]
L(Mqq)
+2(σ1i σ
2
i + η
1
i η
2
i e
−λ)
2∑
p=1
L(Xp1Xp2 )
2∑
q=1
SqpL(Mqq)
=
2∑
q=1
[
((σqi )
2 + (ηqi )
2e−λ) +
2∑
p=1
Sqp
(
2(σ1i σ
2
i + η
1
i η
2
i e
−λ)L(Xp1Xp2 )
+2
2∑
m,l=1
σmi η
l
iL(Xpm(t)Xpl (t− 1))
)]
L(Mqq)
=
2∑
q=1
GqiL(Mqq). (4.16)
Hence, from (4.7) and (4.16), we have
L(Mii) =
2∑
k=1
L(Xki Xki )L(Pkk) +
2∑
k=1
L(Xki Xki )
2∑
q=1
GqkL(Mqq),
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i.e.,
(I −D(λ))
( L(M11)
L(M22)
)
= A(λ)
( L(P11)
L(P22)
)
,
which yields (4.14), and the Proposition is proved. 
Denote
H(λ) = det(I −D(λ)). (4.17)
From (4.14), ( L(M11)
L(M22)
)
=
adj(I −D(λ))
H(λ)
A(λ)
( L(P11)
L(P22)
)
, (4.18)
where adj(·) denotes the adjoint matrix.
Let
α¯0 = sup{Re(λ) : h(λ) det(A(λ)) = 0, λ ∈ C}. (4.19)
Then α¯0 = max{α0, αA} 3, and A(λ) is invertible for Re(λ) > α¯0. Thus D(λ)
and
adj(I −D(λ))
H(λ)
are analytic for Re(λ) > α¯0.
In the following theorem, we show thatH(λ) is the characteristic function
for the second moment boundedness.
Theorem 4.3. Let H(λ) = det(I −D(λ)) and D(λ) be defined as in Propo-
sition 4.2. Let α¯0 be defined at (4.19) and assume α¯0 < 0. Then
(i) if all roots of the equation H(λ) = 0 have negative real parts, then
the second moment for any solution of (4.1) is bounded, and M(t)
approaches a 2× 2 constant matrix exponentially as t→ +∞;
(ii) if the equation H(λ) = 0 has a root with positive real part, and the
assumption H is not satisfied, then there exists a solution of (4.1) whose
second moment is unbounded.
To prove Theorem 4.3, we first give some useful Lemmas.
Lemma 4.4. Let D(λ) be defined as in Proposition 4.2 and assume α¯0 < 0.
Then there exist constants d0 and T0 such that for |λ| ≥ T0 and Re(λ) > α¯0,
‖D(λ)‖ ≤ d0|λ| . (4.20)
3We conjecture that α¯0 = α0, but are not able to prove.
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Proof. From Lemma Appendix B.1, there exists R0 so that ‖A(λ)‖ < R0|λ|
when |λ| is large enough. Thus, it is enough to show that there exists a
constant g0 such that when Re(λ) > α¯0,
lim sup
|λ|→+∞
|Gqk(λ)| < g0, ∀k, q = 1, 2, (4.21)
Then (4.20) is satisfied with d0 = R0g0.
To prove (4.21), we only need to show that when Re(λ) > α¯0,
lim sup
|λ|→+∞
∣∣SqpL(Xp1Xp2 )∣∣ < +∞,
lim sup
|λ|→+∞
∣∣SqpL(Xpm(t)Xpl (t− 1))∣∣ < +∞. (4.22)
Here we only give the proof of the first result of (4.22) for p = q = 1, and
the others are similar.
For any Re(λ) > α¯0, from Lemma Appendix B.1, we obtain
S11(λ) =
L((X22)2)
det(A(λ))
=
λ− α0 − a11 − b11e−(λ−α0) + h(λ− α0)g22(λ)
det(A(λ))
,
where
det(A(λ)) = L((X11 )2)(λ)L((X22 )2)(λ)− L((X21)2)(λ)L((X12)2)(λ)
=
[
λ− α0 − a22 − b22e−(λ−α0) + h(λ− α0)g11(λ)
]
× [λ− α0 − a11 − b11e−(λ−α0) + h(λ− α0)g22(λ)]
− [a21 + b21e−(λ−α0) + h(λ− α0)g12(λ)] [a12 + b12e−(λ−α0) + h(λ− α0)g21(λ)] .
Thus, from (B.7), when Re(λ) > α¯0, det(A(λ)) 6= 0 and there exists a con-
stant s11 > 0 such that
lim
|λ|→+∞
∣∣λS11(λ)∣∣ = lim
|λ|→+∞
∣∣λ (λ− α0 − a11 − b11e−(λ−α0) + h(λ− α0)g22(λ))∣∣
| det(A(λ))| = s11
Hence, from (B.8), there exist two positive constants T˜ and R˜11 = 2s11 such
that for |λ| > T˜ and Re(λ) > α¯0,∣∣λ2S11L (X11X12)∣∣ ≤ R˜11, (4.23)
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which implies
lim sup
|λ|→∞
|S11L(X11X21 )| < +∞,
and the first inequality in (4.22) for p = q = 1 is proved. 
From Lemma 4.4, when Re(λ) > α¯0, H(λ) is analytic and
lim
|λ|→+∞
|H(λ)| = 1.
Thus there is a real number β0 such that all roots of H(λ) = 0 satisfy
Re(λ) < β0 (refer to the discussion in [5, Lemma 4.1 in Chapter 1]), where
β0 = sup{Re(λ) : H(λ) = 0, λ ∈ C}. (4.24)
Let
Z(t) = L−1
(
1
H(λ)
adj(I −D(λ))A(λ)
)
, (4.25)
then from (4.18),(
M11(t)
M22(t)
)
=
∫ t
0
Z(t− s)
(
P11(s)
P22(s)
)
ds. (4.26)
The following result gives an estimation of Z(t).
Lemma 4.5. Let β0 be defined at (4.24) and assume α¯0 < 0. There exists a
positive constant C3 such that for any β > max{α¯0, β0},
‖Z(t)‖ < C3eβt. (4.27)
The proof is similar to that of [5, Theorem 5.2 in Chapter 1] and the details
are given in Appendix C.
Lemma 4.6. Assume α¯0 < 0. If M11(t),M22(t) are bounded, then M12(t) is
also bounded for any t > 0.
Proof. Assume that there exists a positive constant M0 so that
Mii(t) ≤M0, ∀ t > 0, i = 1, 2.
Let
Yi(t) = L−1
(
2∑
k=1
L(Xk1Xk2 )Sik
)
, i = 1, 2.
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Then (4.13) yields
M12(t) =
2∑
i=1
∫ t
0
Yi(t− s)Mii(s)ds. (4.28)
Similar to the proof of (4.23), there exist positive constants R˜ik (i, k = 1, 2)
and T ∗ such that for |λ| > T ∗ and Re(λ) > α¯0,∣∣λ2L(Xk1Xk2 )Sik∣∣ ≤ R˜ik.
Thus, when α¯0 < 0, similar to the proof of Lemma 4.5, there exist positive
constants ρi (i = 1, 2) such that for any α > α¯0,
‖Yi(t)‖ ≤ ρieαt, i = 1, 2. (4.29)
Hence, from (4.29), when α¯0 < 0, for any α ∈ (α¯0, 0),
|M12(t)| ≤ M0
∫ t
0
(|Y1(s)|+ |Y2(s)|)ds ≤ (ρ1 + ρ2)M0
∫ t
0
eαsds
≤ 2(ρ1 + ρ2)M0|α| ,
i.e., M12(t) is bounded. 
Now we are ready to prove Theorem 4.3.
Proof of Theorem 4.3. Let H(λ) = det(I −D(λ)) and D(λ) be defined as in
Proposition 4.2, and β0 be defined as (4.24). We also assume α¯0 < 0.
From (3.2), for any α ∈ (α¯0, 0), there exists a constant K2 = K2(φ)
(φ ∈ C([−1, 0],RN)) such that
Pii(t) ≤ (µi)2 +K2eαt, ∀ t ≥ 0, i = 1, 2. (4.30)
The prove is straightforward from
Pii(t) =
(
µi + σ
1
iEx1(t) + η
1
iEx1(t− 1) + σ2iEx2(t) + η2iEx2(t− 1)
)2
≤
(
|µi|+
(|σ1i |+ |σ2i |) ‖Ex(t)‖ + (|η1i |+ |η2i |) ‖Ex(t− 1)‖)2
≤ (µi)2 + eαt
[
K˜2‖φ‖2 (|σ1i |+ |σ2i |)2 + K˜2‖φ‖2e−2α (|η1i |+ |η2i |)2
+ 2K˜‖φ‖|µi|
(|σ1i |+ |σ2i |)+ 2K˜‖φ‖e−α|µi| (|η1i |+ |η2i |)
+ 2K˜2‖φ‖2e−α (|σ1i |+ |σ2i |) (|η1i |+ |η2i |) ].
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(i). Assume β0 < 0. Let
Mˆ(t) =
(
M11(t)
M22(t)
)
, µ0 = (µ1)
2 + (µ2)
2.
From Lemma 4.5, for any β ∈ (max{α¯0, β0}, 0) , α ∈ (α¯0, 0) and α 6= β, from
(4.27),
‖Mˆ‖ ≤
∫ t
0
‖Z(s)‖(P11(t− s) + P22(t− s))ds
≤ C3
∫ t
0
eβs
(
µ0 + 2K2e
α(t−s)
)
ds
= C3
(
µ0
1− eβt
−β + 2K2
eαt − eβt
α− β
)
≤ C3
(
µ0
|β| +
4K2
|α− β|
)
.
From Lemma 4.6, the second momentM(t) is bounded for any initial function
φ ∈ C([−1, 0],R2).
Let
Mˆ∞ =
(
Mˆ∞,1
Mˆ∞,2
)
=
∫ +∞
0
Z(s)
(
(µ1)
2
(µ2)
2
)
ds.
It is easy to have
‖Mˆ∞‖ ≤ µ0
∫ +∞
0
‖Z(s)‖ds ≤ C3µ0
∫ +∞
0
eβsds =
C3µ0
|β| . (4.31)
Thus, from (4.27),∥∥∥Mˆ(t)− Mˆ∞∥∥∥ = ∥∥∥∥∫ t
0
Z(s)
(
P11(t− s)− (µ1)2
P22(t− s)− (µ2)2
)
ds−
∫ +∞
t
Z(s)
(
(µ1)
2
(µ2)
2
)
ds
∥∥∥∥
≤ 2K2
∫ t
0
‖Z(s)‖eα(t−s)ds+ µ0
∫ +∞
t
‖Z(s)‖ds
≤ C3µ0 e
βt
−β + 2C3K2
eαt − eβt
α− β
≤ C3
(
µ0
|β| +
4K2
|α− β|
)
etmax{α,β} , C4e
tmax{α,β}, (4.32)
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which implies
∥∥∥Mˆ(t)− Mˆ∞∥∥∥→ 0 (as t→ +∞) exponentially since max{α, β} <
0.
From (4.28), and let
M∞ =

Mˆ∞,1
2∑
i=1
∫ +∞
0
Yi(s)Mˆ∞,ids
2∑
i=1
∫ +∞
0
Yi(s)Mˆ∞,ids Mˆ∞,2
 .
Obviously, from (4.29) and (4.31), M∞ is bounded. Thus
‖M(t)−M∞‖ =

M11 − Mˆ∞,1 M12 −
2∑
i=1
∫ +∞
0
Yi(s)Mˆ∞,ids
M12 −
2∑
i=1
∫ +∞
0
Yi(s)Mˆ∞,ids M22 − Mˆ∞,2

=
∥∥∥Mˆ(t)− Mˆ∞∥∥∥+ 2
∣∣∣∣∣M12 −
2∑
i=1
∫ +∞
0
Yi(s)Mˆ∞,ids
∣∣∣∣∣ .
From (4.28), (4.29), (4.31) and (4.32), we obtain for any α˜ ∈ (α¯0, 0) and
α˜ 6= max{α, β},∣∣∣∣∣M12 −
2∑
i=1
∫ +∞
0
Yi(s)Mˆ∞,ids
∣∣∣∣∣
≤
2∑
i=1
(∫ t
0
|Yi(s)|
∣∣∣Mii(t− s)− Mˆ∞,i∣∣∣ ds+ ∫ +∞
t
|Yi(s)|
∣∣∣Mˆ∞,i∣∣∣ ds)
≤ C4(ρ1 + ρ2)
∫ t
0
eα˜se(t−s)max{α,β}ds+
C3µ0(ρ1 + ρ2)
|β|
∫ +∞
t
eα˜sds
= C4(ρ1 + ρ2)
eα˜t − etmax{α,β}
α˜−max{α, β} +
C3µ0(ρ1 + ρ2)
|α˜β| e
α˜t
≤
(
2C4(ρ1 + ρ2)
|α˜−max{α, β}| +
C3µ0(ρ1 + ρ2)
|α˜β|
)
etmax{α˜,α,β}.
Therefore
‖M(t)−M∞‖ ≤
(
C4 +
4C4(ρ1 + ρ2)
|α˜−max{α, β}| +
2C3µ0(ρ1 + ρ2)
|α˜β|
)
etmax{α˜,α,β},
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which implies that M(t) approaches to M∞ exponentially as t→ +∞.
(ii). Now we assume β0 > 0. We only need to show that there is a special
solution x(t;φ) such that the corresponding second moment is unbounded.
Similar to the proof of Theorem 4.1, let λ = α+iω (α ≤ α0 < 0) be a solution
of h(λ) = 0, and c =
(
c1
c2
)
∈ R2 is an eigenvector corresponding to the
eigenvalue λ, then xφ2(t) = Re(e
λtc) (t ≥ −1) is a solution of (2.3) with initial
function φ2 = Re(e
λtc) ∈ C([−1, 0],R2). Hence, for this particular initial
function φ2, since the assumption H is not satisfied, xφ2(t) is not a solution
of (1.1) and therefore P11(t) or P22(t) is nonzero. Thus the Laplacian L(P11)
or L(P22) is nonzero.
Since ‖M(t)‖ ≥ ‖Mˆ(t)‖ ≥ M11(t), in the following, we only need to show
that M11(t) is unbounded for the initial function φ2. From (4.18), we have
M11(t) =
1
2pii
lim
T→+∞
∫ c¯+iT
c¯−iT
est
[(1− d22)L((X11 )2)
H(s)
L(P11)(s)
+
d12L((X12 )2)
H(s)
L(P22)(s)
]
ds,
where c¯ > β0. Here
(1− d22)L((X11 )2)
H(s)
and
d12L((X12 )2)
H(s)
are analytic func-
tions for Re(s) > α¯0 and are nonzeros. It is easy to see that L(P11)(s), L(P22)(s)
are analytic for Re(s) = c¯ > 0. Thus, similar to the proof of Theorem 2.1
(3), there is a sequence {tk}k≥1 such that tk → +∞ and M11(tk) → +∞ as
k → +∞, which implies that the second moment is unbounded. Thus, the
theorem is proved. 
The critical case of α¯0 < 0, β0 = 0 is not considered here, and the issue
of boundedness criteria remains open.
The characteristic function H(λ) depends not only on the coefficients
of equation (4.1), but also on the Laplace transforms of Xki (t)X
k
j (t) and
Xki (t)X
k
j (t−1) (i, j, k = 1, 2). One can calculate these functions numerically
according to Lemma Appendix B.1 and Appendix B.2, however, it is diffi-
cult to obtain β0 = sup{Re(λ) : H(λ) = 0} for a given equation. Hence the
sufficient conditions for the second moment boundedness of (4.1) established
in Theorem 4.3 are not practical. In applications, one need to derive useful
criteria in terms of equation coefficients, either from the proposed character-
istic function or following the procedure in the above discussions. Here, for
applications, we give a practical condition for the boundedness of the second
moment.
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Theorem 4.7. Assume α0 < 0. If there exists α ∈ (α0, 0) and the a positive
constant K¯ = K¯(α) so that
‖X(t)‖ ≤ K¯e−αt, t > 0
and(|σ11|+ |η11|+ |σ21 |+ |η21|)2 + (|σ12|+ |η12|+ |σ22|+ |η22|)2 < − α2K¯2 , (4.33)
then the second moment M(t) is bounded.
Proof. From the expression of Qii(t) and (3.19), we obtain for i = 1, 2,
Qii(t) ≤
(|σ1i |+ |σ2i |)(|σ1i |+ |η1i |+ |σ2i |+ |η2i |)[M11(t) + 2|M12(t)|+M22(t)]
+
(|η1i |+ |η2i |)(|σ1i |+ |η1i |+ |σ2i |+ |η2i |)[M11(t− 1)
+2|M12(t− 1)|+M22(t− 1)
]
=
(|σ1i |+ |σ2i |)(|σ1i |+ |η1i |+ |σ2i |+ |η2i |)‖M(t)‖
+
(|η1i |+ |η2i |)(|σ1i |+ |η1i |+ |σ2i |+ |η2i |)‖M(t− 1)‖.
Since Qii(t) ≥ 0, for any α ∈ (α0, 0) and i, j = 1, 2,
|Mij(t)| ≤ |Fij(t)|+
2∑
k=1
∫ t
0
|Xki (t− s)Xkj (t− s)Qkk(s)|ds
≤ |Fij(t)|+ α2K¯2e2αt
∫ t
0
e−2αs‖M(s)‖ds
+α3K¯
2e2αt
∫ t
0
e−2αs‖M(s− 1)‖ds,
where
α2 =
(|σ11 |+ |σ21 |)(|σ11|+ |η11|+ |σ21|+ |η21|)
+
(|σ12|+ |σ22|)(|σ12|+ |η12|+ |σ22|+ |η22|),
α3 =
(|η11|+ |η21|)(|σ11|+ |η11|+ |σ21 |+ |η21|)
+
(|η12|+ |η22|)(|σ12|+ |η12|+ |σ22|+ |η22|).
Thus from Lemma 3.5, we have
‖M(t)‖ =
2∑
i,j=1
|Mij | ≤ K1(1− e2αt) + 4α2K¯2e2αt
∫ t
0
e−2αs‖M(s)‖ds
+ 4α3K¯
2e2αt
∫ t
0
e−2αs‖M(s− 1)‖ds.
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Let
y(t) = e−2αt‖M(t)‖, r(t) = K1(e−2αt − 1)
and
p¯ = 4α2K¯
2, q¯ = 4α3K¯
2e−2α.
Then
y(t) ≤ p¯
∫ t
0
y(s)ds+ q¯
∫ t
0
y(s− 1)ds+ r(t), t ≥ 0.
Choose λ = −2α > 0, we get
sup
t≥0
|r(t)e−λt| = sup
t≥0
K1(1− e2αt) ≤ 2K1 < +∞.
By (4.33), we obtain
λ− p¯− q¯e−λ = −2α− 4(α2 + α3)K¯2 > −2α + 4K¯2 α
2K¯2
= 0.
Therefore from Lemma 3.9 in [8], there exists C5 = C5(α) such that
‖M(t)‖e−2αt = y(t) ≤ C5e−2αt, t ≥ 0,
that is, ‖M(t)‖ ≤ C5 for all t ≥ 0. 
In this paper, we have established framework procedure to calculate the
characteristic function for the second moment boundedness of linear delay
differential equations with a single discrete delay, we also applied the proce-
dure to study a special case of 2-dimensional equations. However, as we have
seen, the resulting function has a very complicate form. These complicate re-
sults is in fact show the elaborate correlations of non-Markov processes when
both delay and stochastic effects are taken into involved. In spite of the
complicate form of final formulations, the procedure of calculating is simple
and easy to follow. Thus, in applications, one can develop the characteristic
function, for particular equation of studied, following the scheme given here.
We leave these further applications to future works.
Appendix A. Proof of Theorem 2.1 (iii)
Proof. Let α1 < α0. Since the zeros of h(λ) are isolated, we can take
α¯ ∈ (α1, α0) such that Re(λ) = α¯ does not contain any root of h(λ) = 0.
Next, choose c1 > α0 and T > 0, then
X(t) =
1
2pii
lim
T→+∞
∫ c1+iT
c1−iT
eλt∆−1(λ)dλ. (A.1)
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To calculate the integral (A.1), we consider the integration of the matrix
eλt∆−1(λ) around the bounder of the box in the complex plane with boundary
γ = γ1γ2γ3γ4 in the anticlockwise direction, where the segment γ1 is the set
{c1 + iτ : −T ≤ τ ≤ T}, the segment γ3 is the set {α¯ + iτ : −T ≤ τ ≤ T},
the segment γ2 is the set {u+ iT : α¯ ≤ u ≤ c1} and the segment γ4 is the set
{u− iT : α¯ ≤ u ≤ c1}. Then Cauchy theorem of residues implies∮
γ
eλt∆−1(λ)dλ = 2pii
m∑
j=1
Res
λ=λj
eλt∆−1(λ) 6= 0,
where λ1, λ2, · · · , λm are roots of h(λ) = 0 inside γ (m ≥ 1 from the definition
of α0, and m < +∞ since h(λ) is an analytic function). We also assume that
α¯ < Re(λ1) ≤ Re(λ2) ≤ · · · ≤ Re(λm) = α0.
Note that
Res
λ=λj
eλt∆−1(λ) = Pj(t)e
λjt,
where Pj(t) =
(
P klj (t)
)
N×N
with P klj (t) (k, l = 1, · · · , N) a polynomial of t
with degree given by the multiplicity of λj minus 1. Thus,∮
γ
eλt∆−1(λ)dλ = 2pii
m∑
j=1
Pj(t)e
λjt. (A.2)
From the definition of the adjoint matrix, we obtain∥∥∥∥∫
γ2
eλt∆−1(λ)dλ
∥∥∥∥ = ∥∥∥∥− ∫ c1+iT
α¯+iT
eλt
adj(∆(λ))
h(λ)
dλ
∥∥∥∥
≤ ec1t
∫ c1
α¯
∥∥∥∥adj(∆(u+ iT ))h(u+ iT )
∥∥∥∥ du→ 0 (as T → +∞),
where adj(∆(λ)) is the adjoint matrix of ∆(λ). In the same way, we have∥∥∥∥∫
γ4
eλt∆−1(λ)dλ
∥∥∥∥→ 0 (as T → +∞).
Therefore by (A.2) we get
1
2pii
lim
T→+∞
∫ c1+iT
c1−iT
eλt∆−1(λ)dλ+
1
2pii
lim
T→+∞
∫ α¯−iT
α¯+iT
eλt∆−1(λ)dλ =
m∑
j=1
Pj(t)e
λjt,
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i.e.,
X(t) = Xα¯(t) +
m∑
j=1
Pj(t)e
λjt,
where
Xα¯(t) =
1
2pii
lim
T→+∞
∫ α¯+iT
α¯−iT
eλt∆−1(λ)dλ ,
(
Xklα¯ (t)
)
N×N
.
Moreover, similar to the proof of Theorem 2.1 (i) (refer [8] or [17]), there
exists a positive constant C¯ = C¯(α¯) such that Xα¯(t) satisfies
‖Xα¯(t)‖ ≤ C¯eα¯t, t ≥ 0.
Thus we obtain for and k, l = 1, · · · , N
|X lk(t)| ≥
∣∣∣∣∣
m∑
j=1
P klj (t)e
λjt
∣∣∣∣∣− ∣∣Xklα¯ (t)∣∣ ≥
∣∣∣∣∣
m∑
j=1
P klj (t)e
λjt
∣∣∣∣∣− C¯eα¯t
= eα¯t
(
e(Re(λ1)−α¯)tf(t)− C¯) ,
where f(t) =
∣∣∣∑mj=1 P klj (t)e(λj−Re(λ1))t∣∣∣ .
Let λj = βj + iωj (j = 1, 2, · · · , m), and assume n0 such that βj < βm
when 1 ≤ j ≤ n0 and βj = βm when n0 + 1 ≤ j ≤ m. Then
f(t) = e(βm−β1)t
∣∣∣∣∣
n0∑
j=1
e−(βm−βj)tP klj (t)e
iωjt +
m∑
j=n0+1
P klj (t)e
iωjt
∣∣∣∣∣
≥
∣∣∣∣∣
m∑
j=n0+1
Re
(
P klj (t)e
iωjt
)∣∣∣∣∣−
n0∑
j=1
e−(βm−βj)t
∣∣P klj (t)∣∣ .
Since P klj (t) (j = 1, 2, · · · , m) are nonzero polynomials, we find that
m∑
j=n0+1
Re
(
P klj (t)e
iωjt
)
= tn1
[
m∑
j=n0+1
aj cos(ωjt) + bj sin(ωjt) +O(t
−1)
]
= tn1
[
m∑
j=n0+1
√
a2j + b
2
j sin(θj + ωjt) +O(t
−1)
]
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(as t→ +∞), where aj, bj (j = n0+1, · · · , m) are constants and a2j + b2j 6= 0,
n1 is the highest degree of the polynomials P
kl
j (t) (j = n0 + 1, · · · , m), and
sin(θj) =
aj√
a2j + b
2
j
, cos(θj) =
bj√
a2j + b
2
j
(j = n0 + 1, · · · , m).
Thus, we can always find a subset U0 ⊂ R+ with measure m(U0) = +∞ such
that all functions
sin(θj + ωjt) > ε, t ∈ U0, n0 + 1 ≤ j ≤ m
for some small positive constant ε, and therefore the subset U is always
possible by taking U = U0
⋂
(t0,+∞) with t0 large enough. Hence for the
above ε and ∀t ∈ U, ∣∣∣∣∣
m∑
j=n0+1
Re
(
P klj (t)e
iωjt
)∣∣∣∣∣ > 2ε.
Furthermore, since
∑n0
j=1 e
−(βm−βj)t
∣∣P klj (t)∣∣ → 0 as t → +∞, we can take U
such that
e(Re(λ1)−α¯)tf(t)− C¯ > 1, ∀t ∈ U
and hence for any k, l = 1, · · · , N and t ∈ U ,
|X lk(t)| ≥ eα¯t
(
e(Re(λ1)−α¯)tf(t)− C¯) > eα¯t,
therefore (2.9) is concluded. 
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Appendix B. Expressions and estimates of the Laplace transforms
L
(
X
k
i
(t)Xk
j
(t)
)
and L
(
X
k
i
(t)Xk
j
(t− 1)
)
Lemma Appendix B.1. Assume α0 < 0. For any Re(λ) > α0 (λ ∈ C),
L((X11 )2)(λ) =
1
2pi
∫ +∞
−∞
iω − a22 − b22e−iω
h(iω)
· λ− iω − a
2
2 − b22e−(λ−iω)
h(λ− iω) e
iωtdω
=
λ− α0 − a22 − b22e−(λ−α0)
h(λ− α0) + g11(λ), (B.1)
L((X21 )2)(λ) =
1
2pi
∫ +∞
−∞
a21 + b
2
1e
−iω
h(iω)
· a
2
1 + b
2
1e
−(λ−iω)
h(λ− iω) dω
=
a21 + b
2
1e
−(λ−α0)
h(λ− α0) + g12(λ), (B.2)
L((X12 )2)(λ) =
1
2pi
∫ +∞
−∞
a12 + b
1
2e
−iω
h(iω)
· a
1
2 + b
1
2e
−(λ−iω)
h(λ− iω) dω
=
a12 + b
1
2e
−(λ−α0)
h(λ− α0) + g21(λ), (B.3)
L((X22 )2)(λ) =
1
2pi
∫ +∞
−∞
iω − a11 − b11e−iω
h(iω)
· λ− iω − a
1
1 − b11e−(λ−iω)
h(λ− iω) dω
=
λ− α0 − a11 − b11e−(λ−α0)
h(λ− α0) + g22(λ), (B.4)
L(X11X12 )(λ) =
1
2pi
∫ +∞
−∞
a12 + b
1
2e
−iω
h(iω)
· λ− iω − a
2
2 − b22e−(λ−iω)
h(λ− iω) dω
=
a12 + b
1
2e
−(λ−α0)
h(λ− α0) + g31(λ), (B.5)
L(X21X22 )(λ) =
1
2pi
∫ +∞
−∞
a21 + b
2
1e
−iω
h(iω)
· λ− iω − a
1
1 − b11e−(λ−iω)
h(λ− iω) dω
=
a21 + b
2
1e
−(λ−α0)
h(λ− α0) + g32(λ), (B.6)
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where
g11(λ) =
1
2pi
∫ +∞
−∞
iω − a22 − b
2
2e
−iω
h (iω)
×
−(a22 + a + α0)(λ − iω) − b+ α0a
2
2 −
[
(c+ b22)(λ − iω)− α0b
2
2 + d
]
e−(λ−iω) − re−2(λ−iω)
h (λ− iω) (λ− iω − α0)
dω,
g12(λ) =
1
2pi
∫ +∞
−∞
a21 + b
2
1e
−iω
h (iω)
×
−(λ− iω)2 + (a21 − a)(λ − iω)− b− α0a
2
1 −
[
(c− b21)(λ− iω) + α0b
2
1 + d
]
e−(λ−iω) − re−2(λ−iω)
h (λ− iω) (λ− iω − α0)
dω,
g21(λ) =
1
2pi
∫ +∞
−∞
a12 + b
1
2e
−iω
h (iω)
×
−(λ− iω)2 + (a12 − a)(λ − iω)− b− α0a
1
2 −
[
(c− b12)(λ− iω) + α0b
1
2 + d
]
e−(λ−iω) − re−2(λ−iω)
h (λ− iω) (λ− iω − α0)
dω,
g22(λ) =
1
2pi
∫ +∞
−∞
iω − a11 − b
1
1e
−iω
h (iω)
×
−(a11 + a + α0)(λ − iω) − b+ α0a
1
1 −
[
(c+ b11)(λ − iω)− α0b
1
1 + d
]
e−(λ−iω) − re−2(λ−iω)
h (λ− iω) (λ− iω − α0)
dω,
g31(λ) =
1
2pi
∫ +∞
−∞
a12 + b
1
2e
−iω
h (iω)
×
−(a22 + a + α0)(λ − iω) − b+ α0a
2
2 −
[
(c+ b22)(λ − iω)− α0b
2
2 + d
]
e−(λ−iω) − re−2(λ−iω)
h (λ− iω) (λ− iω − α0)
dω,
g32(λ) =
1
2pi
∫ +∞
−∞
a21 + b
2
1e
−iω
h (iω)
×
−(a11 + a + α0)(λ − iω) − b+ α0a
1
1 −
[
(c+ b11)(λ − iω)− α0b
1
1 + d
]
e−(λ−iω) − re−2(λ−iω)
h (λ− iω) (λ− iω − α0)
dω.
Furthermore, there exist positive constants cij (i = 1, 2, 3, j = 1, 2) and
Rij (i, j = 1, 2) such that for Re(λ) > α0,
lim
|λ|→+∞
|gij(λ)| = 0 (i = 1, 2, 3, j = 1, 2),
lim
|λ|→+∞
|λg12(λ)| = c12, lim
|λ|→+∞
|h(λ− α0)gii(λ)| = cii (i = 1, 2),
lim
|λ|→+∞
|λg21(λ)| = c21, lim
|λ|→+∞
|h(λ− α0)g3j(λ)| = c3j (j = 1, 2)
(B.7)
and
lim
|λ|→+∞
|λL((Xji )2)(λ)| = Rij (i, j = 1, 2),
lim
|λ|→+∞
|λL(X11X12 )(λ)| = 0, lim
|λ|→+∞
|λL(X21X22 )(λ)| = 0.
(B.8)
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Proof. For any Re(λ) > 2α0 (λ ∈ C),
L((X11 )2)(λ) =
∫ +∞
0
e−λtX11 (t)
1
2pi
∫ +∞
−∞
iω − a22 − b22e−iω
h(iω)
eiωtdωdt
=
1
2pi
∫ +∞
−∞
iω − a22 − b22e−iω
h(iω)
∫ +∞
0
e−(λ−iω)tX11 (t)dtdω
=
1
2pi
∫ +∞
−∞
iω − a22 − b22e−iω
h(iω)
λ− iω − a22 − b22e−(λ−iω)
h(λ− iω) dω.
Since
∫ +∞
0
e−(λ−iω−α0)tdt = 1
λ− iω − α0 for Re(λ) > α0, then
L((X11 )2)(λ) =
1
2pi
∫ +∞
−∞
iω − a22 − b22e−iω
h(iω)
1
λ− iω − α0dω
+
1
2pi
∫ +∞
−∞
iω − a22 − b22e−iω
h(iω)
[
λ− iω − a22 − b22e−(λ−iω)
h(λ− iω) −
1
λ− iω − α0
]
dω
=
∫ +∞
0
e−(λ−α0)t
1
2pi
∫ +∞
−∞
iω − a22 − b22e−iω
h(iω)
eiωtdωdt+ g11(λ)
=
∫ +∞
0
e−(λ−α0)tX11 (t)dt+ g11(λ)
=
λ− α0 − a2 − b22e−(λ−α0)
h(λ− α0) + g11(λ)
for Re(λ) > α0, where
g11(λ) =
1
2pi
∫ +∞
−∞
iω − a22 − b22e−iω
h (iω)
×
−(a22 + a+ α0)(λ − iω)− b+ α0a22 −
[
(c+ b22)(λ − iω)− α0b22 + d
]
e−(λ−iω) − re−2(λ−iω)
h (λ− iω) (λ− iω − α0) dω.
Note that g11(λ) is convergent for any Re(λ) > α0. Hence there exist two
positive constants c11 and R11 such that when Re(λ) > α0,
lim
|λ|→+∞
|g11(λ)| = 0, lim
|λ|→+∞
|h(λ−α0)g11(λ)| = c11, lim
|λ|→+∞
|λL((X11 )2)(λ)| = R11.
Other expressions in (B.1)-(B.6), (B.7) and (B.8) can be obtained similarly.

Similar to Lemma Appendix B.1, we have the following expressions and
estimates.
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Lemma Appendix B.2. Assume α0 < 0. For any Re(λ) > α0 (λ ∈ C),
L(X11 (t)X11 (t− 1))(λ) =
1
2pi
∫ +∞
−∞
e−iω
(
iω − a22 − b22e−iω
)
h(iω)
· λ− iω − a
2
2 − b22e−(λ−iω)
h(λ− iω) dω
=
e−(λ−α0)
(
λ− α0 − a22 − b22e−(λ−α0)
)
h(λ− α0) + g˜11(λ),
L(X21 (t)X21 (t− 1))(λ) =
1
2pi
∫ +∞
−∞
e−iω
(
a21 + b
2
1e
−iω
)
h(iω)
· a
2
1 + b
2
1e
−(λ−iω)
h(λ− iω) dω
=
e−(λ−α0)(a21 + b
2
1e
−(λ−α0))
h(λ− α0) + g˜12(λ),
L(X12 (t)X12 (t− 1))(λ) =
1
2pi
∫ +∞
−∞
e−iω
(
a12 + b
1
2e
−iω
)
h(iω)
· a
1
2 + b
1
2e
−(λ−iω)
h(λ− iω) dω
=
e−(λ−α0)(a12 + b
1
2e
−(λ−α0))
h(λ− α0) + g˜21(λ),
L(X22 (t)X22 (t− 1))(λ) =
1
2pi
∫ +∞
−∞
e−iω
(
iω − a11 − b11e−iω
)
h(iω)
· λ− iω − a
1
1 − b11e−(λ−iω)
h(λ− iω) dω
=
e−(λ−α0)
(
λ− α0 − a11 − b11e−(λ−α0)
)
h(λ− α0) + g˜22(λ),
L(X11 (t)X12 (t− 1))(λ) =
1
2pi
∫ +∞
−∞
e−iω
(
a12 + b
1
2e
−iω
)
h(iω)
· λ− iω − a
2
2 − b22e−(λ−iω)
h(λ− iω) dω
=
e−(λ−α0)(a12 + b
1
2e
−(λ−α0))
h(λ− α0) + g˜31(λ),
L(X12 (t)X11 (t− 1))(λ) =
1
2pi
∫ ∞
−∞
e−iω
(
iω − a22 − b22e−iω
)
h(iω)
· a
1
2 + b
1
2e
−(λ−iω)
h(λ− iω) dω
=
e−(λ−α0)
(
λ− α0 − a22 − b22e−(λ−α0)
)
h(λ− α0) + g˜32(λ),
L(X21 (t)X22 (t− 1))(λ) =
1
2pi
∫ +∞
−∞
e−iω
(
iω − a11 − b11e−iω
)
h(iω)
· a
2
1 + b
2
1e
−(λ−iω)
h(λ− iω) dω
=
e−(λ−α0)
(
λ− α0 − a11 − b11e−(λ−α0)
)
h(λ− α0) + g˜41(λ),
L(X22 (t)X21 (t− 1))(λ) =
1
2pi
∫ +∞
−∞
e−iω
(
a21 + b
2
1e
−iω
)
h(iω)
· λ− iω − a
1
1 − b11e−(λ−iω)
h(λ− iω) dω
=
e−(λ−α0)(a21 + b
2
1e
−(λ−α0))
h(λ− α0) + g˜42(λ),
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where
g˜11(λ) =
1
2pi
∫ +∞
−∞
e−iω
(
iω − a22 − b
2
2e
−iω
)
h (iω)
×
−(a22 + a + α0)(λ − iω) − b+ α0a
2
2 −
[
(c+ b22)(λ − iω)− α0b
2
2 + d
]
e−(λ−iω) − re−2(λ−iω)
h (λ− iω) (λ− iω − α0)
dω,
g˜12(λ) =
1
2pi
∫ +∞
−∞
e−iω
(
a21 + b
2
1e
−iω
)
h (iω)
×
−(λ− iω)2 + (a21 − a)(λ − iω)− b− α0a
2
1 −
[
(c− b21)(λ− iω) + α0b
2
1 + d
]
e−(λ−iω) − re−2(λ−iω)
h (λ− iω) (λ− iω − α0)
dω,
g˜21(λ) =
1
2pi
∫ +∞
−∞
e−iω
(
a12 + b
1
2e
−iω
)
h (iω)
×
−(λ− iω)2 + (a12 − a)(λ − iω)− b− α0a
1
2 −
[
(c− b12)(λ− iω) + α0b
1
2 + d
]
e−(λ−iω) − re−2(λ−iω)
h (λ− iω) (λ− iω − α0)
dω,
g˜22(λ) =
1
2pi
∫ +∞
−∞
e−iω
(
iω − a11 − b
1
1e
−iω
)
h (iω)
×
−(a11 + a + α0)(λ − iω) − b+ α0a
1
1 −
[
(c+ b11)(λ − iω)− α0b
1
1 + d
]
e−(λ−iω) − re−2(λ−iω)
h (λ− iω) (λ− iω − α0)
dω,
g˜31(λ) =
1
2pi
∫ +∞
−∞
e−iω
(
a12 + b
1
2e
−iω
)
h (iω)
×
−(a22 + a + α0)(λ − iω) − b+ α0a
2
2 −
[
(c+ b22)(λ − iω)− α0b
2
2 + d
]
e−(λ−iω) − re−2(λ−iω)
h (λ− iω) (λ− iω − α0)
dω,
g˜32(λ) =
1
2pi
∫ +∞
−∞
e−iω
(
iω − a22 − b
2
2e
−iω
)
h (iω)
×
−(λ− iω)2 + (a12 − a)(λ − iω)− b− α0a
1
2 −
[
(c− b12)(λ− iω) + α0b
1
2 + d
]
e−(λ−iω) − re−2(λ−iω)
h (λ− iω) (λ− iω − α0)
dω,
g˜41(λ) =
1
2pi
∫ +∞
−∞
e−iω
(
iω − a11 − b
1
1e
−iω
)
h(iω)
×
−(λ− iω)2 + (a21 − a)(λ − iω)− b− α0a
2
1 −
[
(c− b21)(λ− iω) + α0b
2
1 + d
]
e−(λ−iω) − re−2(λ−iω)
h (λ− iω) (λ− iω − α0)
dω,
g˜42(λ) =
1
2pi
∫ +∞
−∞
e−iω
(
a21 + b
2
1e
−iω
)
h (iω)
×
−(a11 + a + α0)(λ − iω) − b+ α0a
1
1 −
[
(c+ b11)(λ − iω)− α0b
1
1 + d
]
e−(λ−iω) − re−2(λ−iω)
h (λ− iω) (λ− iω − α0)
dω.
Moreover, there exist positive constants c˜ij (i = 1, 2, 3, 4, j = 1, 2) such that for Re(λ) > α0,
lim
|λ|→+∞
|g˜ij(λ)| = 0 (i = 1, 2, 3, 4, j = 1, 2), (B.9)
and when i = 1, 3
lim
|λ|→+∞
|h(λ− α0)g˜i1(λ)| = c˜i1, lim
|λ|→+∞
|λg˜i2(λ)| = c˜i2,
when i = 2, 4,
lim
|λ|→+∞
|h(λ− α0)g˜i2(λ)| = c˜i2, lim
|λ|→+∞
|λg˜i1(λ)| = c˜i1. (B.10)
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Appendix C. Proof of Lemma 4.5
Proof. Assume α¯0 < 0. Let
Z(t) = L−1
(
1
H(λ)
adj(I −D(λ))A(λ)
)
, (Zij(t))2×2.
We only prove that there exists a positive constant K11 such that for any
β > max{α¯0, β0},
|Z11(t)| ≤ K11eβt, t > 0.
The estimates of Z12(t), Zii(t) (i = 1, 2) are similar and omitted.
Let
D(λ) =
(
d11(λ) d12(λ)
d21(λ) d22(λ)
)
,
then
Z11(t) = L−1
(
(1− d22)L((X11 )2)
H(λ)
)
+ L−1
(
d12L((X12 )2)
H(λ)
)
. (C.1)
Now, we estimate the two terms in (C.1) respectively.
When β > β0, H(β + iω) 6= 0 for any ω ∈ R. Thus
L−1
(
(1− d22)L((X11 )2)
H(λ)
)
=
∫
(c2)
(1− d22)L((X11 )2)
H(λ)
eλtdλ
=
1
2pii
lim
T→+∞
∫ c2+iT
c2−iT
eλt
(1− d22)L((X11)2)
H(λ)
dλ,
where c2 > β is large enough. First we want to prove that
L−1
(
(1− d22)L((X11 )2)
H(λ)
)
=
∫
(β)
eλt
(1− d22)L((X11 )2)
H(λ)
dλ. (C.2)
To this end, we consider the integration of the function eλt
(1− d22)L((X11)2)
H(λ)
around the boundary of the box Γ in the complex plan with the boundary
Γ1Γ2Γ3Γ4 in the anticlockwise direction, where the segment Γ1 is the set
{c2+ iτ : −T ≤ τ ≤ T}, the segment Γ2 is the set {u+ iT : β ≤ u ≤ c2}, the
segment Γ3 is the set {β + iτ : −T ≤ τ ≤ T} and the segment Γ4 is the set
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{u − iT : β ≤ u ≤ c2}. Since H(λ) has no zeros in this box Γ, the integral
over the boundary is zero, i.e.,(∫
Γ1
+
∫
Γ2
+
∫
Γ3
+
∫
Γ4
)(
eλt
(1− d22)L((X11)2)
H(λ)
)
dλ = 0.
Thus, (C.2) is concluded if
lim
T→+∞
∫
Γi
eλt
(1− d22)L((X11)2)
H(λ)
dλ = 0 (i = 2, 4).
Since H(λ) = (1− d11)(1− d22)− d12d21, we have
H(λ)
1− d22 = 1− d11 −
d12d21
1− d22 .
From Lemma 4.4, there exits a constant T1 ≥ T0 > 0 such that when |λ| ≥ T1
and Re(λ) > α¯0,
∣∣∣∣ H(λ)1− d22
∣∣∣∣ ≥ 1− |d11| − |d12||d21|1− |d22| ≥ 1− d0|λ| −
d20
|λ|2
1− d0|λ|
≥ 1
2
.
Hence from (B.8), for |λ| ≥ T1 and Re(λ) > α¯0, |L((X11)2) ≤ 1 +R11|λ| , and
therefore∣∣∣∣∫
Γ2
eλt
(1− d22)L((X11)2)
H(λ)
dλ
∣∣∣∣ = ∣∣∣∣∫ β+iT
c2+iT
eλt
(1− d22)L((X11 )2)
H(λ)
dλ
∣∣∣∣
≤ 2
∫ c2
β
eut
1 +R11√
u2 + T 2
du
≤ 2e
c2t(1 +R11)
T
(c2 − β)→ 0 (as T → +∞).
Similarly, ∫
Γ4
(1− d22)L((X11 )2)
H(λ)
eλtdλ→ 0 (as T → +∞).
Thus, (C.2) is obtained.
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Let T1 as above, and
W (λ) =
(1− d22)L((X11 )2)
H(λ)
− 1
λ− β0
=
(1− d22)L((X11 )2)
H(λ)
·
λ− β0 − H(λ)
(1− d22)L((X11)2)
λ− β0 .
From Lemma Appendix B.1, we have for Re(λ) > α¯0,
λ− β0 − H(λ)
(1− d22)L((X11 )2)
= λ− 1L((X11 )2)
− β0 − 1L((X11 )2)
(
H(λ)
1− d22 − 1
)
= −β0 − 1L((X11 )2)
(
H(λ)
1− d22 − 1
)
+
(α0 − a− a22)λ+ α0a− b− h(λ− α0)g11
λ− α0 − a22 − b22e−(λ−α0) + h(λ− α0)g11
−
(
b22λ+ c(λ− α0) + d
)
e−(λ−α0) + re−2(λ−α0)
λ− α0 − a22 − b22e−(λ−α0) + h(λ− α0)g11
and
1
L((X11 )2)
(
H(λ)
1− d22 − 1
)
=
h(λ− α0)
λ− α0 − a22 − b22e−(λ−α0) + h(λ− α0)g11
×(
−d11 − d12d21
1− d22
)
.
From (4.20), there exists a positive constant r˜11 such that for |λ| ≥ T1 and
Re(λ) > α¯0, ∣∣∣∣ 1L((X11 )2)
(
H(λ)
1− d22 − 1
)∣∣∣∣ ≤ r˜11
and∣∣∣∣λ− β0 − H(λ)(1− d22)L((X11 )2)
∣∣∣∣ ≤ |α0−a−a22|+|β0|+r˜11 = |α0+a11|+|β0|+r˜11,
which, applying (B.8), implies
|W (λ)| ≤ |α0 + a
1
1|+ |β0|+ r˜11
|λ− β0| ·
2(1 +R11)
|λ| ≤
2(1 +R11)
(|α0 + a11|+ |β0|+ r˜11)
|λ||λ− β0| .
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Thus, for β > max{α¯0, β0}, since λ− β0 6= 0 and H(λ) 6= 0 (Re(λ) > β0),∣∣∣∣L−1((1− d22)L((X11 )2)H(λ)
)∣∣∣∣ = ∣∣∣∣∫
(β)
eλt
(1− d22)L((X11 )2)
H(λ)
dλ
∣∣∣∣
=
∣∣∣∣∫
(β)
eλtW (λ)dλ+
∫
(β)
eλt
λ− β0dλ
∣∣∣∣
≤ eβ0t +
∣∣∣∣∫
(β)
eλtW (λ)dλ
∣∣∣∣
≤ eβt + eβt
(∫ T1
−T1
|W (β + iτ)|dτ
+ 2
∫ +∞
T1
2(1 +R11)
(|α0 + a11|+ |β0|+ r˜11)√
β2 + τ 2
√
(β − β0)2 + τ 2
dτ
)
, K˜11e
βt, t > 0,
where
K˜11 = 1+
∫ T1
−T1
|W (β+ iτ)|dτ +2
∫ +∞
T1
2(1 +R11)
(|α0 + a11|+ |β0|+ r˜11)√
β2 + τ 2
√
(β − β0)2 + τ 2
dτ.
Now, we consider the second term in (C.1). Since
H(λ)
d12(λ)
=
(1− d11)(1− d22)
d12
− d21,
from Lemma 4.4, there exits a constant T2 ≥ T0 > 0 such that when |λ| ≥ T2
and Re(λ) > α¯0,∣∣∣∣ H(λ)λd12(λ)
∣∣∣∣ ≥ 1|λ|
[
(1− |d11|)(1− |d22|)
|d12| − |d21|
]
≥
(1− d0|λ|)(1−
d0
|λ|)
d0
− d0|λ|2 ≥
1
2d0
.
Thus for |λ| ≥ T2, Re(λ) > α¯0 and i = 2, 4, from (B.8),∣∣∣∣∫
Γi
eλt
d12L((X12)2)
H(λ)
dλ
∣∣∣∣ ≤ ∫ c2
β
eut
2d0(1 +R21)
u2 + T 2
du
≤ 2e
c2td0(1 +R21)
T 2
(c2 − β)→ 0 (as T → +∞).
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Hence
L−1
(
d12L((X12 )2)
H(λ)
)
=
∫
(β)
eλt
d12L((X12 )2)
H(λ)
dλ.
Therefore, from (B.8), we obtain for β > max{α¯0, β0},∣∣∣∣L−1(d12L((X12 )2)H(λ)
)∣∣∣∣ ≤ eβt(∫ T2
−T2
∣∣∣∣d12L((X12)2)H(β + iτ)
∣∣∣∣ dτ + 2 ∫ +∞
T2
2d0(1 +R21)
β2 + τ 2
dτ
)
, K¯11e
βt, t > 0,
where
K¯11 =
∫ T2
−T2
∣∣∣∣d12L((X12 )2)H(β + iτ)
∣∣∣∣ dτ + 2 ∫ +∞
T2
2d0(1 +R21)
β2 + τ 2
dτ.
Taking K11 = K˜11 + K¯11, (C.1) is concluded and the Lemma is proved. 
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