Abstract. An efficient approach for calculating the effective heat conductivity for a class of industrial composite materials, such as metal foams, fibrous glass materials, and the like, is discussed. These materials, used in insulation or in advanced heat exchangers, are characterized by a low volume fraction of the highly conductive material (glass or metal) having a complex, network-like structure and by a large volume fraction of the insulator (air). We assume that the composite materials have constant macroscopic thermal conductivity tensors, which in principle can be obtained by standard up-scaling techniques, that use the concept of representative elementary volumes (REV), i.e. the effective heat conductivities of composite media can be computed by post-processing the solutions of some special cell problems for REVs. We propose, theoretically justify, and numerically study an efficient numerical method for computing the effective conductivity for media for which the ratio δ of low and high conductivities satisfies δ 1. In this case one essentially only needs to solve the heat equation in the region occupied by the highly conductive media. For a class of problems we show, that under certain conditions on the microscale geometry, the proposed method produces an upscaled conductivity that is O(δ) close to the exact upscaled permeability. A number of numerical experiments are presented in order to illustrate the accuracy and the limitations of the proposed method. The applicability of the presented approach to upscaling other similar problems, e.g. flow in fractured porous media, is also discussed.
thermal conductivities K M and K A , respectively (the subscripts M and A refer to "metal" and "air", respectively). We consider the case
where δ 1. We refer to this large difference in the conductivities of the constituents as materials with high contrast of the conductivity. The analysis and the algorithm discussed in this paper could be easily extended to the case when K M = K M (x) and K M (x) is a function bounded from above and below or a uniformly positive definite and bounded matrix in Ω, independently of δ. However, we prefer to illustrate the motivation and the performance of the proposed method on this simple model problem.
In the typical case that we are interested in, the domain Ω along with the coefficient K represents a very complex structure of a heterogeneous medium, for which the length-scale of the heterogeneity is sufficiently small compared to the length-scale of Ω, i.e. Ω is an REV. It is then practical to model this medium, which is heterogeneous at microscale, as homogeneous at macroscale with an effective thermal conductivity tensor K, that is constant over Ω. For simplicity let us assume, that Ω is brick shaped, and that its faces are parallel to the coordinate planes.
It is well known that the effective thermal conductivity tensorK of Ω can be obtained by the following procedure (see, e.g. [15, 20, 16, 13] ): Find n linearly independent solutions u i , i = 1, . . . , n of
where x i is the i-th component of x = (x 1 , . . . , x n ) and then computẽ 4) where e i denotes the i-th unit vector and |Ω| = meas(Ω).
The Dirichlet boundary conditions in (1.3) are one of the several possible choices for such cell problems. For a discussion about the advantages and disadvantages of using various boundary conditions, e.g. periodic or combinations of Dirichlet and Neumann, we refer to [20, 7] .
The aim of this paper is to discuss, mathematically justify, and numerically test an efficient numerical method for calculating the effective thermal conductivitiesK for a specific class of composite materials (these could be effective permeabilities of porous media as well). We assume that the composite materials/media are characterized by
• a high contrast of the conductivities of the constituents,
• a large (low) volume fraction of the poorly (highly) conductive constituent,
• the highly conductive constituent forming a network with complex (but known) internal structure. Examples for such composite materials are some industrial metal and glass foams, fibrous metal and glass materials, mineral wool, and the like, which are widely used in insulation or in advanced heat exchangers (see, e.g. [9] and [17] ). Another example are fractured porous media, where the connected fractures usually occupy only a small fraction of the domain (see, e.g. [18, 2, 3, 12] ). The detailed distribution of the highly conductive material in a given volume could be obtained using There is an extensive literature on analytical and numerical methods for calculating effective heat conductivities of composite materials by solving (1.3), e.g. [15, 5, 20, 16, 19] . A major issue in numerical computations is that high contrasts lead to ill-condioned matrices of the corresponding system arising in the discretization of the differential problem (1.3). In general, the condition number depends linearly on 1/δ. Moreover, the complex topology of the highly conductive material makes a design of good preconditioners very difficult. Furthermore, for random high contrast media the sizes of the REV tend to be large, which leads to very large numbers of unknowns in the discrete system. For our particular class of high contrast 
FIG. 1.2. Examples of foam materials
materials we propose and justify a method that addresses both issues. The sizes of the algebraic systems are substantially reduced, namely to the fractions corresponding to the fiber contents, which for some industrial problems may lead to reductions to 1% of the initial unknowns, and the condition numbers of the corresponding systems are independent of δ.
It should be noted that unlike in many other practical situations, we do not need the solution of (1.3), but we only need the functional defined by (1.4). Below we will show that in some casesK can be approximated reasonably well by post-processing the solutions of constant coefficient problems, which are posed only on the part of the domain occupied by the highly conductive component.
The remainder of the paper is organized as follows: The motivation to replace the solution of (1.3) in the entire REV by solving a relevant problem in the subdomain occupied by the highly conductive material only is presented in Section 2. In Section 3 we give the theoretical justification of our approach. In particular we prove, that an O(δ) approximation toK can be computed in this way. The resulting algorithm, whose numerical complexity is independent of the contrast, is described in Section 4. The final Section 5 contains the results of selected numerical experiments confirming the theoretical derivations, as well as conclusions.
Notations and Motivation.
We shall use the standard notations for Sobolev spaces of functions defined on Ω and its boundary ∂Ω, respectively:
(Ω) etc. and the space H 1 2 (∂Ω) of traces of functions in H 1 (Ω). Further, ∇v is the gradient of the scalar function v, ∇ · w is the divergence of the vector function w ∈ R n , and w will denote some vector norm of in R n . By assumption the conductivity in Ω M is much larger than the one in Ω A , i.e. δ 1. The proposed method relies on the following intuitive observations: Firstly, the effective permeabilityK is rewritten in the form
so that in case ∇u i on Ω A is bounded independently of δ, the first term is of order O(δ) and can be neglected for high contrast materials. Secondly, the normal temperature flux is continuous across the interface between Ω A and Ω M and therefore, intuitively, the normal component of the temperature gradient in Ω M at the interface with Ω A should tend to zero as δ → 0. Thus, it seems natural to approximate u i | Ω M by solving (1.3) in Ω M by using homogeneous Neumann boundary conditions on the interface Σ := ∂Ω M ∩ ∂Ω A . Hence, we need to find u i | in a smaller domain Ω M . More important, u i | Ω M is the solution of an elliptic problem with constant coefficients which which leads to a much better conditioned discrete problem.
These two observations are the basis of our method. In the resulting algorithm described in Section 4, we also take into consideration some approximation of the contribution of the low conductive material on the overall effective thermal conductivity. This, however, is done cheaply in terms of numerical complexity. In particular, no additional discrete problem is solved in Ω A .
It should be noted that the idea of solving only in the highly conductive parts of the domain was proposed earlier in [4, pg. 105-106] in connection with models for flow in fractured porous media. In [4] there is, however, no rigorous justification, and the approximation suggested by [4, eq. III.90] for the permeability tensor still contains an undetermined geometrical factor. In [6] Bogdanov et al. also discuss the computation of effective permeability tensors for fractured porous media. For this the domain is decomposed into a highly permeable network (the fractures) and the low permeable surrounding media. Then the cell problems are separately solved in the network and in the background material. Thus, also the lowly permeable parts of the domain are accounted for. However, this happens at the expense of solving additional discrete problems. In section 4 we discuss how we account for the low conductive part of the domain without solving additional problems. Furthermore, one main objective of this paper is a rigorous mathematical justification of the approach of restricting to the highly conductive parts of the domain when calculating the effective conductivity tensor. In [6] such a rigorous discussion is not presented.
For the sake of completeness we would also like to mention that in [1] the idea of using zero Neumann boundary conditions on the interface between high and low conductive regions is used for the design of preconditioners for problems arising from discretizing equations like (1.3).
3. Analysis of the upscaling method for high contrast materials. This section contains the theoretical justification of the approach outlined above. First, Lemma 3.1 states an auxiliary result essentially saying, that the solution of (1.3) is bounded in H 1 -semi-norm, independently of the contrast δ. Next, Proposition 3.7 allows to neglect the highly conductive components which are not connected to the boundary of the domain, and Proposition 3.9 provides a way to approximate the average of the heat flux inside the remaining highly conductive components, i.e. those which are connected to the boundary.
Having proved these preliminaries, we are able to show our main result, i.e. Theorem 3.10, stating, that an O(δ) approximation ofK can be obtained by post-processing the solutions of constant coefficient elliptic equations in the subdomain of the highly conductive material, subject to the linear drop Dirichlet boundary conditions on the outer boundary and zero Neumann boundary conditions on the interface between air and metal.
H
1 -boundness of the solution independently of δ. Now, we prove the following auxiliary lemma, that is a basis for the theoretical justification of our method: LEMMA 3.1.
Let Ω be a Lipschitz domain with Ω = Ω M ∪ Ω A \∂Ω, where Ω M and Ω A are open sets with Lipschitz boundaries. Furthermore, let u be the solution of (1.1), (1.2), where
where C is a constant which may depend on the domains Ω M and Ω A , the properties of their boundaries, etc., but is independent of δ.
Proof. First, we find the functions v M and v A that solve the following problems, respectively:
(n E denotes the outer unit normal vector for Ω E , where E ∈ {M, A}) and
Thus, v M and v A are harmonic functions in Ω M and Ω A , respectively, and are independent of K. REMARK 3.2. It should be noted that v M and therefore also v A are not necessarily uniquely defined by (3.2) and (3.3). For each path connected component of Ω M whose boundary doesn't have an intersection with ∂Ω of non-zero measure v M is only determined up to a constant. This non-uniqueness, however, doesn't have any effect on the following derivations. If one wants to think of some unique choice for v M (and thus v A ) one may fix each of the arbitrary constants in some desirable way.
Now we introduce the function 
Since u is the solution of (1.1), then for all w ∈ H 1 0 (Ω) we have
Subtracting (3.6) from (3.5) yields
where we have used the Cauchy-Schwarz inequality and the fact, that
is independent of
.
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Using the trace theorem and the Poincaré inequality we deduce
Thus,
which implies (3.1), since v is independent of δ. REMARK 3.3. The theory developed below concerns cell problems with boundary conditions as stated in (1.3) . With some modifications it may also be used for cell problems with periodic boundary conditions, if the underlying REV is itself periodic.
The previous lemma plays a key role in the development of the further theory. For a better understanding of our strategy we first consider the special case that for each path-connected component of the highly conductive domain (i.e. Ω M ) we have that its boundary has an intersection of non-zero measure with ∂Ω. This special case is treated in the following subsection before we return to the general case in subsection 3.3. For a better understanding of the difference between the special and the general case we refer to 
A special case.
The next proposition provides a means to approximate −K∇u Ω . We do this by using the auxiliary function v defined in the proof of Lemma 3.1. A crucial point here is the fact that v can be found by solving two separate problems with constant coefficients. PROPOSITION 3.4. Let the assumptions of Lemma 3.1 be satisfied. Additionally, we require that the boundary of each path-connected component of Ω M has an intersection with ∂Ω of non-zero measure. Each path-connected component of Ω M is furthermore assumed to be a finite union of domains each of which is star-shaped w.r.t. a ball. Finally, we let v be defined by Then,
Here and below | · | applied to elements from R n denotes some norm. Proof. By choosing
by the trace theorem. Now, due to the properties of Ω M we may apply Poincaré's inequality (cf. [8, Section 5.3] ) and obtain
and another application of Poincaré's inequality yields
By the trace theorem we deduce that
Since v − u is harmonic in Ω A and has zero trace on ∂Ω ∩ ∂Ω A , and since ∂Ω A = (∂Ω ∩ ∂Ω A ) ∪ Σ we have by [11, Section 1.3] and (3.15) that
From (3.14) and (3.16) it is straightforward to obtain (3.10). Now, we are ready to state our main result for the special case under consideration. THEOREM 3.5 (Main result -special case). Let the assumptions of Proposition 3.4 be satisfied and let v be defined by (3.2)-(3.4). Then
REMARK 3.6. Before we proceed with the proof of Theorem 3.5 we note, that (3.17) combined with (1.4) provides a way to efficiently compute an approximation of the effective thermal conductivity tensor for high contrast media.
Proof. Obviously
so it suffices to show
Observe, that
Thus, (3.18) has been verified.
3.3.
The general case. Now we return to the general case, where Ω M may have path-connected components which are strictly inside Ω. The following proposition applies Lemma 3.1 and essentially says that those path-connected components of the highly conductive subdomain may be neglected when approximating the effective thermal conductivity tensorK. PROPOSITION 3.7. Assume the same setting as in the statement of Lemma 3.1. Additionally, let Ω M be the union of path-connected components of Ω M that do not touch the boundary ∂Ω, i.e. |∂ Ω M ∩ ∂Ω| = 0. Then Proof. It is easy to see that
, where u solves (1.1). Clearly, by its definition v M satisfies the b.v.p.
where u A = u| Ω A . Obviously, we have that
By [11, Section 1.4] we know, that
, from where we deduce by [11, Theorem 1.6] that
Thus, we have that 
where, as usual, C is a constant independent of δ. By Poincaré's inequality we have for
where we have used Lemma 3.1 and the fact that v g is independent of δ. (3.24) combined with (3.25) yields the uniform (w.r.t. δ) boundedness of u L 2 (Ω) , which concludes the proof. REMARK 3.8. Observe, that by the proof of Proposition 3.7 we have in particular that the solution u of (1.1) is bounded independently of δ in H 1 -norm. The next proposition provides a means to approximate K∇u Ω * , which in turn according to the previous statement is sufficient to approximate the effective thermal conductivity tensor of the entire domain. We do this by constructing a function similarly to the auxiliary one in Lemma 3.1. Again, the crucial aspect to observe here is that the restriction of this function to Ω M and Ω A , respectively, solves a constant coefficient problem.
(a) Setting in the special case, where all path-connected components of Ω M touch the boundary of Ω. PROPOSITION 3.9. Let the assumptions of Lemma 3.1 be satisfied. Additionally, let Ω * be defined as in Proposition 3.7 and its proof. Furthermore, let and subtracting (3.31) from (3.30) yields
By Remark 3.8 we know that u H 1 (Ω) ≤ C, where C as throughout this paper does not depend on δ. Therefore,
by the trace theorem. Thus, ≤ C.
Combining this with (3.32) we are left with
by the trace theorem. Now, due to the properties of Ω * M we may apply Poincaré's inequality (cf. [8, Section 5.3] ) and obtain
Thus, another application of Poincaré's inequality yields
By the trace theorem we deduce that 
From (3.38) and (3.40) it is straightforward to obtain (3.29)
We are now ready to state our main result: THEOREM 3.10 (Main result -general case). Let the assumptions of Lemma 3.1 be satisfied. Furthermore, let Ω * , Σ * , and Ω * M be defined as in Propositions 3.7 and 3.9, respectively. As in the previous proposition we also have to assume that each path-connected component of Ω * M is a finite union of domains each of which is star-shaped w.r.t. a ball. Then, if v * M is the unique solution of (3.27) we have that
which yields (3.42).
4. A δ-independent algorithm for high contrast materials. Theorem 3.10 and Remark 3.6, provide the theoretical justification of an algorithm, which can be used to compute an approximation of the effective thermal conductivity tensor of an REV Ω consisting of a highly conductive (Ω M ) and a lowly conductive (Ω A ) part, where the conductivity K M in Ω M is much larger than the conductivity K A in Ω A . The computational cost of this algorithm is independent of δ. As stated above, we are typically interested in those materials for which |Ω M | is significantly smaller than |Ω A |. Since with our approach the only problem that needs to be solved is a discretization of (3.27) we can expect to have substantially reduced memory requirements compared with standard algorithms solving a discretization of the full problem, i.e. (1.3), whenever |Ω M | |Ω A |. Note, that due to equation (3.43) we see that the flux in Ω A is O (δ) and may, therefore, be asymptotically neglected as δ → 0. By the proof of Proposition 3.7 we know that the same is true for the flux in Ω M . Nevertheless, instead of disregarding Ω A and Ω M completely in the calculation of the effective thermal conductivity tensor, we may of course prescribe some constant temperature gradient in Ω A and a temperature gradient being O (δ) in Ω M . Certainly, for δ → 0 the resulting fluxes tend to zero, as well. Nonetheless, for a specific choice for δ we may still hope to (and in many numerically tested cases do) obtain better estimates of the effective thermal conductivity tensors. In the numerical examples presented in section 5 the temperature in Ω A is approximated by linearly interpolating the (Dirichlet) boundary conditions in (1.3), leading to a constant approximation of the temperature gradient. The temperature gradient in Ω M is obtained in the same way and then scaled by δ. Note that, as mentioned in section 2, the objective to capture the influence of Ω A was previously discussed in [6] . Unlike in [6] , however, we don't solve additional problems in Ω A , which makes our taking into account contributions of Ω A significantly cheaper.
Based on our considerations above, we may now formulate Algorithm 1 for computing an approximationK CO+A ofK for high contrast REV's (here CO+A stands for "conductive only plus air").
REMARK 4.1. The simplified formula (4.2) provides an efficient method for upscaling materials of high contrast. In the case of fibrous materials with fibers that have a high ratio between their lengths and diameters there is a possibility for a further simplification of the model and for a substantial reduction of the complexity. In this case we can model the fibers as one dimensional bodies that form trust-like structures with thermal conductivities depending on the physical conductivities of the fibers and their diameters. The algorithm based on this model was described and analyzed in [14] . The numerical experiments in [14] show a reduction of computational resources, i.e. memory and CPU-time, of several orders of magnitude.
Numerical Experiments and Conclusions.
We now test Algorithm 1 on two fiber geometries and one foam geometry with a sequence of increasing contrasts, i.e. decreasing δ. The geometries shown in Figures 5.1(a) , 5.2(a), and 5.3(a), respectively, were generated and plotted with the GeoDict2007 software.
The two fiber structures are cubic and have a solid volume fraction of 5% ( Figure 5 .1(a)) and 30% ( Figure 5.2(a) ), respectively. 80% of the fiber volume is occupied by thin fibers (colored light gray), whereas the remaining 20% are taken up by thick fibers (colored dark gray). Both geometries are discretized by 200 3 voxels. The cubic foam geometry ( Figure 5.3(a) ) has a solid volume fraction of 8.75%, and it is discretized by 100 3 voxels. In this context we would once again like to point out, that we do not make any statement concerning the question whether the structures shown in Figures 5.1(a) for j ∈ J M do 8:
Solve a finite volume discretization of end for 10:
SetK and all considered contrasts. Certainly, the main application of Algorithm 1 is to compute effective thermal conductivity tensors. When they exist, their approximation via Algorithm 1 is very much preferable over computations on the whole domain due to savings in memory and a contrast independent condition number of the resulting linear system. Nevertheless, the statement, that (3.41) holds is independent of the question, whether the configuration under consideration, i.e. geometry and contrast, admits the notion of an effective thermal conductivity tensor. For each geometry and each δ we consider three cell problems with boundary conditions as in (1.3) . 
In Tables .2) decay essentially linearly with δ, which is in coherence with what we have shown above and also suggests the optimality of our estimates. It should furthermore be noted, that the constant implicitly involved in estimate (3.41) appears to be rather small. From a practical point of view, this is certainly crucial. Of course, the constant is very much geometry dependent, but we can see, that for our generated structures, which are at least somewhat representative for a class of industrial problems, we obtain satisfactory results even if the contrast is only 1 : 10.
Also we would like to point out, that the additional O(δ) terms in (4.2) significantly improve the approximation ofK compared to formula (5.1), which doesn't involve these extra summands. The improvement seems to be more pronounced for geometries with high porosity, which is not surprising, since in these geometries the contribution of the air to the overall heat conduction is relatively bigger.
In addition to the absolute error terms given by (5.2) we also report two corresponding quantities assessing the relative error of the method. For this we consider the following error terms, where we have used a scaling by the diagonal entries ofK The developed theory justifies our algorithm in an asymptotic sense, i.e. it is valid for sufficiently small δ. Nevertheless, even for contrasts of 1 : 10 (i.e. delta = 0.1) the relative error according to (5. 3) is about 10% for all considered in the paper geometries. For many applications this is already quite a satisfactory result. Further, as δ decreases the relative error is diminished. Comparing the Tables 5.1(a) and 5.1(b) we see that the error in computingK CO andK CO+A is about 43% and 5%, for δ = 0.01 and 7% and less that 1%, for δ = 0.001. This indicates that taking into account the O(δ) terms in (4.2) improves our estimates. However, in the case of materials with foam structure this effect is less profound, namely, 20% and 1.4% for δ = 0.01, as seen from Table 5 .3. In all cases the error diminishes linearly as δ → 0. Figure 5 .3(a) for δ = 0.01.
