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AN ISOMORPHISM LEMMA FOR GRADED RINGS
JASON BELL AND JAMES J. ZHANG
Abstract. Let A and B be two connected graded algebras finitely generated
in degree one. If A is isomorphic to B as ungraded algebras, then they are
also isomorphic to each other as graded algebras.
Introduction
The isomorphism problem has been studied by several researchers in recent years
[BJ, CPWZ, Ga]. In this paper we prove a result which is useful for some of the
isomorphism problems concerning graded algebras.
Throughout this paper, we let k be a base field, and all vector spaces, algebras,
and morphisms are over k.
Theorem 0.1. Let A and B be two connected graded algebras finitely generated in
degree 1. If A ∼= B as ungraded algebras, then A ∼= B as graded algebras.
Equivalently, we have
Corollary 0.2. Suppose that an algebra A has two graded algebra decompositions
A =
∞⊕
i=0
Ai =
∞⊕
i=0
Bi
such that
(1) A0 = B0 = k,
(2) A is generated by A1 (respectively, by B1), and
(3) either A1 or B1 is finite dimensional over k.
Then there is an algebra automorphism φ : A→ A such that φ(Ai) = Bi for all i.
Let Aut(A) (respectively, Autgr(A)) be the group of algebra automorphisms
(respectively, graded algebra automorphisms) of A. We have an immediate conse-
quence.
Corollary 0.3. Retain the hypotheses of Corollary 0.2. If Aut(A) = Autgr(A),
then Ai = Bi for all i.
As an application, we give the following solution of an isomorphism problem.
Let {pij | i < j} be a set of invertible scalars in k
× := k \{0}. By convention, let
pii = 1 and pji = p
−1
ij if i < j. Recall that the skew polynomial ring kpij [xi, . . . , xn]
is generated by x1, . . . , xn and subject to the relations
xjxi = pijxixj
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for all i, j. An elementary change of generators means that we replace the ordered
set {x1, . . . , xn} by {a1xσ(1), . . . , anxσ(n)} where ai ∈ k
× and σ is a permutation in
Sn. The following result is viewed as a partial generalization of [Ga, Theorem 7.4].
Theorem 0.4. Suppose that pij 6= 1 for all i 6= j. Let A be a graded ring
kpij [x1, . . . , xn]/M where M is an ideal in kpij [x1, . . . , xn]≥3 and B be a graded
ring kp′
ij
[x1, . . . , xm]/N where N is an ideal in kp′
ij
[x1, . . . , xm]≥2. If A is isomor-
phic to B as ungraded algebras, then n = m and there is a permutation σ ∈ Sn
such that p′ij = pσ(i)σ(j) for all i, j. Furthermore, after an elementary change of
generators in A, A = B.
1. Proof of Theorem 0.1
First we introduce an invariant of an algebra, which is similar to the Jacobson
radical. Let dim denote the k-vector space dimension. Let s be a positive integer
and define the Jacobson radical with tangent dimension s to be
Js(A) =
⋂
{I | I ⊆ A such that dimA/I = 1 and dim I/I2 = s}.
(In the case of an empty intersection, we take Js(A) = A.) An ideal I of A with the
property dimA/I = 1, and dim I/I2 = s is called a codimension 1 ideal of tangent
dimension s. In general, given a sequence of non-negative integers (si)i≥0, we can
define
J(si)(A) =
⋂
{I | I ⊆ A, dim Ii/Ii+1 = si, for all i}.
The following lemma is easy.
Lemma 1.1. Let A be an algebra finitely generated over k.
(1) Suppose A is generated by d elements. If s > d, then Js(A) = A.
(2) Suppose A is connected graded and dimA≥1/(A≥1)
2 = d (this implies that
A is generated by d elements). Then Jd(A) ⊆ A≥1.
(3) Suppose that k is infinite. Then Js+1(A[t]) = (Js(A))[t].
Proof. (1) Let {f1, . . . , fd} be a set of algebra generators of A. If I is an ideal
of codimension 1, then I is generated by {xi}
d
i=1 where xi := fi − αi for some
αi ∈ k. Then A is generated by {xi}
d
i=1 as an algebra and I
2 is generated by
{xixj}
d
i,j=1. Hence dim I/I
2 ≤ d. Thus there is no ideal I of codimension 1 such
that dim I/I2 = s > d. The assertion follows.
(2) Clear.
(3) Let I be an ideal of A of codimension 1 such that dim I/I2 = s. Let Iα be
the ideal of A[t] generated by I and t− α. Then Iα is of codimension 1 such that
dim Iα/I
2
α = s+ 1. Using the fact that k is infinite, it is easy to check that
(E1.1.1)
⋂
α∈k
Iα = I[t].
Let J be any idea of A[t] of codimension 1 such that dim J/J2 = s + 1. Let
I = J ∩ A. Then I is an ideal of A of codimension 1. There is always an α ∈ k
such that t − α ∈ J . Then J is generated by I and t − α. So J = Iα. Thus
dim J/J2 = dim I/I2 + 1. So dim I/I2 = s. Now taking the intersection with all
such I, equation (E1.1.1) implies that Js+1(A[t]) = Js(A)[t]. 
The next lemma is a special case of Theorem 0.1. We prove it first as a warm-up.
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Lemma 1.2. Let A and B be connected graded algebras generated in degree 1.
Suppose that d = dimA1 < ∞ and A≥1 is the unique codimension 1 ideal with
tangent dimension d. If φ : A → B is an isomorphism as ungraded algebras, then
A ∼= B as graded algebras.
Proof. By Lemma 1.1(1,2), dimA1 = dimB1. Since A ∼= B, by hypothesis, there
is a unique ideal of B of codimension 1 such that the tangent dimension is d.
Therefore B≥1 is the unique codimension 1 ideal of tangent dimension d. Thus φ
maps I := A≥1 to L := B≥1. Therefore φ induces a graded algebra isomorphism
from grI A :=
⊕∞
i=0 I
i/Ij+1 to grLB :=
⊕∞
i=0 L
i/Lj+1. Since A ∼= grI A and
B ∼= grLB as graded algebras, there is a graded algebra isomorphism from A to
B. 
Proof of Theorem 0.1. By Lemma 1.1(1,2), dimA1 = dimB1 =: d < ∞. Pick
k-linear bases of A1 and B1 respectively, say, {x1, . . . , xd} and {y1, . . . , yd}. Let
I = A≥1, J = φ(I), L = B≥1, and K = φ
−1(L). Since L = (y1, . . . , yd) and
B is connected graded, L/L2 =
⊕d
i=1 kyi. Since K is a codimension 1 ideal of
tangent dimension d, by making a linear change of the xi, we may assume that
K = (x1, . . . , xd−1, xd − α), for some α ∈ k, and K/K
2 =
⊕d−1
i=1 kxi
⊕
kxd − α.
The algebra isomorphism φ induces an k-linear isomorphism
φ : K/K2 → L/L2.
By making a linear change of the yi, we have that
φ(xi) = yi, for all i = 1, . . . , d− 1, and φ(xd − α) = yd.
Equivalently, we have that φ(xi) = yi + y
′
i with y
′
i ∈ L
2 for i = 1, . . . , d − 1 and
that φ(xd − α) = yd + y
′
d with y
′
d ∈ L
2.
The easy case is when α = 0, then we have J ⊆ L. Since J has codimension 1,
we then see that J = L. In fact, α = 0 if and only if J = L, if and only if K = I.
Since φ(I) = L, the argument in the proof of Lemma 1.2 shows that
A ∼= grI(A)
∼= grL(B)
∼= B.
The hard case is when α is nonzero (or equivalently, J 6= L or K 6= I). Recall
that φ(xi) = yi + y
′
i with y
′
i ∈ L
2 for i = 1, . . . , d− 1 and that φ(xd) = α+ yd + y
′
d
with y′d ∈ L
2. For i = 1, . . . , d − 1 and j ≥ 1, let x
[j]
i denote the homogeneous
element [xd, [xd, . . . , [xd, xi] · · · ]] where there are j − 1 copies of xd appeared in the
expression. For example, x
[1]
i = xi for all i = 1, . . . , d− 1. Similarly we define y
[j]
i .
Note that x
[j]
i has degree j and φ(x
[j]
i )− y
[j]
i ∈ L
j+1.
Let r(x
[j]
i ) be a homogeneous relation of degree m in x
[j]
i for 1 ≤ i ≤ d−1, j ≥ 1.
Then applying φ, we see that r(y
[j]
i ) = r(y
[j]
i )− φ(r(x
[j]
i )) ∈ L
m+1 and hence
(E1.2.1) r(y
[j]
i ) = 0
in B.
In general, any homogeneous (noncommutative) polynomial r := r(x1, . . . , xd)
in x1, . . ., xd of degree m can be written as
(E1.2.2) r =
m∑
s=0
xsdrs(x
[j]
i )
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where rs(x
[j]
i ) is homogeneous polynomial of degree m− s in x
[j]
i for 1 ≤ i ≤ d− 1
and j ≥ 1. Next we will prove the following two statements by induction:
Claim 1: If r is a homogeneous relation of degree n in x1, . . . , xd (so r(x1, . . . , xd) = 0
in A), then r(y1, . . . , yd) = 0 in B.
Claim 2: dimAn = dimBn.
In fact, we will use induction on n for all such isomorphisms φ : A → B with the
property that φ(I) 6= L. There is nothing to prove for n = 0 and 1. Now assume that
Claim 1 and Claim 2 hold for all n < m. To prove Claim 1 for n = m, suppose that
we have a homogeneous relation r in x1, . . . , xd of degree m (so r(x1, . . . , xd) = 0
in A) and we have a decomposition r =
∑m
s=0 x
s
drs as described in (E1.2.2). We
need show that r(y1, . . . , yd) = 0.
Let t be the largest integer for which rt(x
[j]
i ) in (E1.2.2) is nonzero in A. (Equiv-
alently the degree of rt(x
[j]
i ) is the smallest). If t = 0, then it follows that
r(x1, . . . , xd) is a relation in x
[j]
i But we have shown that all such relations have
the property that r(y1, . . . , yd) = 0, see (E1.2.1), as desired. Now we assume that
t > 0. Applying φ to r, we see that
(E1.2.3) 0 = φ(r(x1, . . . , xd)) =
t∑
s=0
(yd + α+ y
′
d)
sφ(rs(x
[j]
i )).
Then, by construction and (E1.2.3), αtrt(y
[j]
i ) ∈ L
m−t+1. This then gives by ho-
mogeneity that rt(y
[j]
i ) = 0. We have just shown that there is some homogeneous
relation r′ in y1, . . . , yd of degree m − t such that r
′(x1, . . . , xd) 6= 0. Since Am−t
and Bm−t have the same dimension by Claim 2 (for n = m − t), it follows that
there must exist a relation r′′ in x1, . . . , xd of degree m− t such that r
′′(y1, . . . , yd)
is nonzero. This contradicts Claim 1 for n = m − t. Therefore Claim 1 holds for
n = m.
As a consequence of Claim 1 for n = m, dimAm ≥ dimBm. Since Claim 2
is independent of the choices of bases {xi}
d
i=1 and {yi}
d
i=1, we obtain dimBm ≥
dimAm by applying the consequence to the map φ
−1 : B → A. Therefore Claim 2
holds for n = m. This finishes the induction.
By Claims 1 and 2, since A is graded, the map φ : A→ B defined by φ(xi) = yi
gives a graded algebra isomorphism from A to B as required. 
Proofs of Corollaries 0.2 and 0.3 are easy and omitted. Theorem 0.1 fails when
A and B are not generated in degree 1.
Example 1.3. Let A be the algebra k−1[x1, x2]⊗k[y1, y2] with deg x1 = deg x2 = 1
and deg y1 = deg y2 = 2. Let B be the algebra k−1[x1, x2]⊗ k[y1, y2] with deg x1 =
deg x2 = 2 and deg y1 = deg y2 = 1. Then A ∼= B as ungraded algebras, but not as
graded algebras. Further A and B have the same Hilbert series.
2. Application 1: isomorphism problem
In this section we consider the isomorphism problem for skew polynomial rings
and their graded factor rings, and prove Theorem 0.4.
Lemma 2.1. Let A be the skew polynomial ring kpij [x1, . . . , xn] and let B = A/I
where I be a graded ideal of A contained in A≥3. Suppose pij 6= 1 for all i 6= j.
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Then every normal element in B1 is of the form cxi for some scalar c and for some
1 ≤ i ≤ n.
Proof. Let f ∈ B1 = A1. If I = 0, the assertion follows from [KKZ, Lemma 3.5(d)].
Since I ⊆ A≥3, f is normal in A if and only if the image of f is normal in B = A/I.
Therefore the assertion follows. 
Now we can prove Theorem 0.4.
Proof of Theorem 0.4. By Theorem 0.1, A is isomorphic to B as graded algebras.
In particular, n = m. Let φ : B → A be a graded algebra isomorphism. Since
φ(xi) are normal elements in A of degree 1, by Lemma 2.1, φ(xi) = cixσ(i) for some
ci ∈ k and some permutation σ ∈ Sn. Up to an elementary change of basis of A, φ
sends xi to xi for all i. The assertions follow. 
3. Application 2: cancellation problem
We have another quick application. Let Z(A) be the center of an algebra A.
Theorem 3.1. Let A and B be two connected graded algebras finitely generated
in degree 1. Suppose that Z(A) ∩ A1 = {0}. If A[t1, . . . , tn] ∼= B[s1, . . . , sn] as
ungraded algebras, then A ∼= B.
Proof. If we set deg ti = deg si = 1 for all i, both C := A[t1, . . . , tn] and D :=
B[s1, . . . , sn] are connected graded and finitely generated in degree 1. Since C ∼=
D, by Theorem 0.1, there is a graded algebra isomorphism φ : C ∼= D. Since
Z(A)∩A1 = {0}, Z(C)∩C1 = ⊕
n
i=1kti. By definition, the sj are in the center of D.
Therefore φ−1(sj) ∈ ⊕
n
i=1kti for all j. By a dimension argument, φ
−1(⊕ni=1ksi) =
⊕ni=1kti. Modulo si and ti we obtain an induced algebra isomorphism φ : A
∼=
C/(ti) ∼= D/(si) ∼= B. 
Recall that an algebra A is cancellative, if, for any algebra B, an algebra iso-
morphism A[t] ∼= B[s] implies that A ∼= B. Theorem 3.1 provides a weaker version
of cancellation by assuming that both A and B are connected graded finitely gen-
erated in degree 1. It would be interesting if one can improve Theorem 3.1 by
removing the hypothesis on B.
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