A method of principal components is employed to investigate nonlinear dynamic factor structure using a large panel data. The evidence suggests the possibility of nonlinearity in the U.S. while it excludes the class of nonlinearity that can generate endogenous ßuctuation or chaos.
Introduction
Traditionally, we treat expansions and contractions of the economy as a result of exogenous random shocks explained by a change in policy, a change in demand, technological change, and other supply shocks. An alternative view is to consider the endogenous aggregate ßuctuation via a chaotic system, or a simple nonlinear deterministic system that can have stochastic-like unpredictable behavior. One of the most convenient empirical methods for considering two competing views of the business cycle is to compute a stability measure called the largest Lyapunov exponent.
It measures the sensitive dependence on initial conditions and is often employed to deÞne a chaotic behavior in either a deterministic or stochastic nonlinear system Ruelle, 1985, and Nychka, Ellner, Gallant, and McCaffrey, 1992) . A chaotic system has a positive Lyapunov exponent while an exogenous system with a unique and globally stable steady state has a negative Lyapunov exponent.
In practice, the nonparametric regression method is often employed to compute Lyapunov exponents of an unknown nonlinear autoregressive (AR) model. Such a nonparametric approach was Þrst considered by Eckmann and Ruelle (1985) and Eckmann, Kamphorst, Ruelle, and Ciliberto (1986) and its statistical properties are later considered by McCaffrey, Ellner, Gallant, and Nychka (1992) , Whang and Linton (1999) , and Shintani and Linton (2004) . By applying this nonparametric method to the GDP series from OECD countries, Shintani and Linton (2003) found that the Lyapunov exponents were signiÞcantly negative for most cases, which supported the exogenous view of a business cycle as opposed to the chaotic view. This approach is also applied to foreign exchange rates by Dechert and Gençay (1992) , monetary aggregates by Serletis (1995) and Barnett, Gallant, Hinich, Jungeilges, Kaplan, and Jensen (1995) , and the stock return series by Abhyankar, Copeland, and Wong (1997) and Shintani and Linton (2004) . However, one potential drawback of the approach employed in these studies is that only a univariate time series could be considered in each estimation. If the true system consists of N equations, the theoretical result known as Takens embedding implies that 2N + 1 lags are required in the nonlinear AR model for this univariate method to be valid. Therefore, when N is large, the nonparametric estimation method is known to be subject to computational difficulties (the curse of dimensionality).
The main objective of this paper is to consider an alternative approach to conducting a test regarding the stability of the multivariate nonlinear system with a large N . Instead of running a nonparametric regression using each individual economic time series, we consider a multiple time series generated from a dynamic factor model with a common factor following a nonlinear process. Such a common factor approach achieves dimensional reduction by construction and thus is less subject to a high dimensionality problem, unlike the nonparametric regression applied to a single series. For this reason, introducing an assumption of the common factor structure in a system of equations seems to be advantageous in a stability analysis of business cycles.
The dynamic factor model, originally considered by Sargent and Sims (1977) and Geweke (1977) , has long been employed in macroeconomic analysis, including construction of business cycle indexes, analysis of stock price dynamics and international business cycle analysis. The dynamic factor model also Þts well within the framework of the dynamic stochastic general equilibrium (DSGE) models, the workhorse in the modern macroeconomics literature, since they predict that a small set of driving forces is responsible for covariation in macroeconomic variables. Furthermore, recent theoretical studies revealed that chaotic endogenous ßuctuation can be derived under a DSGE-type framework (e.g., Brock and Hommes, 1998) . In this paper, we consider the possibility of applying the Lyapunov exponent-based test to the estimated common factors for the purpose of determining whether these sources of business cycles are better explained using endogenous or exogenous models.
Our testing procedure consists of two steps. We Þrst estimate the common factors in the dynamic factor model by employing the method of principal components and then test the nonlinear factor structure and the chaotic behavior using the estimated factors. The estimator based on principal components has become increasingly popular in the recent literature of dynamic factor models (e.g., Stock and Watson, 2002a ,b, Bai, 2003 , Diebold, 2003 . We emphasize that the principal component approach is indeed useful in a high dimensional nonlinear framework because it remains theoretically valid under a very ßexible nonlinear dynamic factor structure when both the number of the series (N ) and the time series observations (T ) are large. To investigate this theoretical prediction, we conduct a Monte Carlo simulation using the data generated from both chaotic and stable nonlinear models. The results of the simulation suggest that the method works well for many combinations of N and T typically available in practice. To provide empirical evidence regarding the nonlinear dynamics and the stability, we utilize the full balanced panel of 159 monthly U.S. macroeconomic time series (N = 159) with the sample period from 1959:3 to 1998:12 (T = 478), and estimate a large dimensional dynamic factor model.
The evidence suggests the possibility of nonlinearity in the U.S. while it excludes the class of nonlinearity that can generate endogenous ßuctuation or chaos. This evidence suggests the justiÞcation of using the nonlinear impulse response analysis proposed by Gallant, Rossi, and Tauchen (1993), and Potter (2000) ; thus, we also report the nonlinear impulse response functions of the common factors.
The remainder of the paper is organized as follows: Section 2 introduces a dynamic factor model and the Lyapunov exponent of a common factor. Simulation results to evaluate the Þnite sample performance of the method employed in this paper are provided in Section 3. Section 4 presents the empirical results of a nonlinear stability analysis using the large U.S. data. Some concluding remarks are made in Section 5.
Model
Let x it be an i-th component of N -dimensional multiple time series X t = (x 1t , . . . , x Nt ) 0 and t = 1, ..., T . A simple dynamic factor model associates each x it with a scalar common factor f t in equations
where b i 's are factor loadings with respect to i-th series, e it 's are idiosyncratic shocks.
A conditional mean function of the common factor f t is assumed to have a p-th order nonlinear AR form,
where u t is a martingale difference sequence with E(u t |F t−1 ) = 0 and E(u
where F t−1 = {f t−1 , f t−2 , ...}. Depending on the shape of the nonlinear function m (f t−1 , ..., f t−p ), the dynamics of f t can be either chaos or stable. The largest Lya-punov exponent of the common factor f t is deÞned as
where ν 1 (M) is the largest eigenvalue of T 0 M T M , and
for t = 0, 1, . . . , M − 1, where ∆m jt = ∂m(f t )/∂f t−j , for j = 1, . . . , p, are partial derivatives of conditional mean function evaluated at f t = (f t−1 , ..., f t−p ). A chaotic system has a positive Lyapunov exponent while a exogenous system with a unique and globally stable steady state has a negative Lyapunov exponent.
When factor f t is observable, the conditional mean function in equation (2) can be directly estimated using a nonparametric regression method applied to f t . The result can then be used to construct a consistent estimator of λ following the approach used by Nychka, Ellner, Gallant, and McCaffrey (1992) and others. However, since f t is not observable in the dynamic factor model, the direct estimation is not feasible.
One may want to employ a maximum likelihood estimator (MLE) that incorporates latent variables under some distributional assumptions on e it 's and u t , the approach used by Stock and Watson (1989) , Chauvet (1998), and Kim and Nelson (1998) in their analysis of the business cycle index. However, the MLE is not suitable in the current context because of the following two reasons. First, the MLE approach allows nonlinearity but the functional form in equation (2) needs to be speciÞed.
The parametric approach of Lyapunov exponent estimation has been considered in some cases (e.g., Bask and de Luna, 2002) . However, in practice, information on the functional form is usually not available, and therefore the nonparametric approach is generally preferable in the estimation of Lyapunov exponent. Second, the MLE approach becomes computationally difficult when the number of the series (N); thus, the number of parameters becomes large.
In this paper, we Þrst estimate the unobservable common factor f t nonparametrically based on the principal components of N variables instead of relying on the MLE. We then run a nonparametric regression of equation (2) using the estimated factor and compute λ just as in the case when f t is observable. Estimation of the latent factor based on principal components has become increasingly popular in the recent literature of dynamic factor models (e.g., Stock and Watson, 2002a ,b, Bai, 2003 , Diebold, 2003 . We emphasize that this approach is advantageous for the nonlinear stability analysis in a dynamic factor framework since the estimator of the factor remains consistent under a very ßexible nonlinear dynamic factor structure when the number of the series (N ) and the time series observations (T ) are large.
Our approach contrasts with the case of N dimensional system without assuming a common factor structure. In such a case, embedding is required to estimate the Lyapunov exponents (see Gençay and Dechert, 1992, for example) . Suppose the
In addition, suppose a single time series y t = w(X t ) where w : R N → R will be used for the nonlinear stability analysis. The Lyapunov exponent of G is known to be preserved in the embedded dynamics of y t given by y t = m (y t−1 , ..., y t−p * ) where p * is an embedding dimension that satisÞes p * ≥ 2N + 1. Therefore, computing λ of N dimensional system based on nonlinear AR model of a single series y t is justiÞable as long as p * lags are included. However, one limitation is that N needs to be small to employ a nonparametric method. As N becomes large, the nonparametric regression quickly becomes difficult since p * depends on N (the curse of dimensionality). Our dynamic factor approach, in contrast, is not subject to this problem since the lag length p in equation (2) is assumed to be Þxed regardless of the size of N.
The remaining issue is to see whether we can justify replacing the true factor with the estimated factor in the nonparametric regression. A related issue in the nonparametric kernel estimator for time series was also considered by Andrews (1995) .
He derived the conditions required for the generated regressor that depends on the common √ T -consistent estimator to become negligible in the limiting distribution of nonparametric regression. In the rest of this section, we discuss that a similar argument can be also applied to the nonparametric estimation of factor dynamics.
Our estimator of a common factor, e f t , is the Þrst principal component of N series which corresponds to the Þrst eigenvector of the T × T matrix XX 0 with
e f 2 t = 1, where X is the T × N data matrix with t-th row given by X 0 t = (x 1t , · · · , x Nt ). The asymptotic theory of e f t under N, T → ∞ is developed by Stock and Watson (2002b) and Bai (2003) and others. Under mild conditions on moments and memory, the estimator e f t has been shown to be a √ Nconsistent estimator of f t (up to a scaling constant). Below is a set of assumptions typically employed in these theoretical studies. Note that const. implies 'for some
(ii) |b i | ≤ const. and
, and E(e it e jt ) = τ ij ≤ const. for all t, i and j.
(iv) {f t }, {b i } and {e it } are mutually independent.
(v) N/T 2 → ∞ as T → ∞.
(i) and (ii) are the moment conditions for the factor f t and factor loading b i , respectively. (iii) is a condition on the cross-sectional correlation of the idiosyncratic error e it . This allows the dynamic factor model to have an approximate factor structure instead of an exact factor structure. Serial correlation of e it can be also incorporated but is not allowed here. (iv) and (v) are stronger than necessary but are introduced here to simplify the derivation of the theoretical result to be followed.
In principle, any nonparametric estimator can be used to estimate equation (2).
Here, we follow Andrews (1995) and restrict our attention to Nadaraya-Watson type kernel regression estimator with p = 1 given by
where K is a kernel function and h is a bandwidth such that h → 0 as T → ∞.
This is an infeasible estimator since f t is not observable. The feasible estimator that replaces f t with e f t will be denoted by e m(f ). To derive the asymptotic properties of the nonparametric estimator, we introduce the following assumptions.
(ii) The kernel function K is symmetric around zero,
(iii) f t is strictly stationary with twice continuously differentiable marginal density g(f)(> 0) and is strong-mixing with mixing coefficients α(j) satisfying
.
(i) and (ii) are the standard conditions for the nonparametric kernel regression estimators. The last condition in (iii) is from extreme value theory and is expected to hold for a very broad class of distribution. The rate of bandwidth in (iv) allows an optimal rate that minimizes the MSE (β = 1/5).
Proposition 1. Let x it and f t be generated from (1) and (2), respectively, and suppose that assumptions F and K are satisÞed. Then
The results above provide the validity of the two-step estimation applied to the estimated factor. When both N and T tend to inÞnity, the effect of the estimation error of the factor becomes negligible in the asymptotic distribution of the Þnal estimator, since the variance of the nonparametric kernel estimator
While we only provide the proof for p = 1 case in the Appendix, the result can easily be generalized to the case of higher order models with p > 1. Furthermore, the result of kernel autoregression in Proposition 1 can be applied to other nonparametric methods, such as neural networks, by replacing the assumptions to the ones suitable for each estimator.
Simulation Results
In this section, we study the Þnite sample performance of the Lyapunov exponent estimator of the common factor for the various combination of N and T . In particular, we consider two nonlinear AR(1) processes to generate f t , the logistic map with a positive λ and the STAR model with a negative λ. 1 The Þrst model is the logistic map with a system error given by
where ε t ∼iid U (−1/2, 1/2) and
This particular form of conditional heteroskedasticity ensures that the process f t is restricted to the unit interval as long as 0 ≤ σ ≤ 2. In the case of σ = 0, the dynamics of the logistic map is deterministic chaos when the parameter a is in the range of 3.57 < a ≤ 4. In this simulation, we focus on the chaotic case with a = 4.
Note that when p = 1, the deÞnition of the Lyapunov exponent in equation (3) simpliÞes to
where m 0 (f) is the Þrst derivative of the function m(f ). When σ = 0, the value of λ for equation (6) is positive and is known to be ln 2 ≈ 0.693. For moderate σ > 0, equation (6) becomes a stochastic system but its dynamics can be considered as noisy chaos when λ > 0. True λ's of equation (6) for various values of non-zero σ are computed using simulation method and provided in Table 1 . It shows that λ approaches 0.693 as σ becomes smaller.
As a second nonlinear model, a smooth transition AR (STAR) model is considered.
For a linear AR(1) model with m(f t−1 ) = ρf t−1 , the Lyapunov exponent is λ = ln |ρ| since m 0 (f ) = ρ for all f . Therefore, the stationary condition |ρ| < 1 corresponds to a negative Lyapunov exponent. For example, in the case of ρ = 0.5, λ is − ln 2 ≈ −0.693. In the case of a unit root with ρ = 1, λ is zero. Therefore, in the linear case with positive ρ, the faster speed of adjustment implies smaller λ (λ → −∞) and the higher persistence implies larger λ (λ → 0). However, in economic analysis, the speed of adjustment is often believed to be faster when deviation from the steady state is larger. The STAR model can be used to incorporate such a nonlinear adjustment. In simulation, we use
where Table 1 lie between −0.693 and 0 and thus conÞrm this conjecture.
We Þrst evaluate the performance of a nonparametric estimator of the Lyapunov exponent in the case of observable f t . Such an estimator is not feasible in practice, but can be obtained in the simulation study. In this section, to estimate m function in equation (2), we employ a local polynomial estimator which is a type of kernel estimator. Note that the Nadaraya-Watson estimator considered in the previous section is a local polynomial estimator of order zero (local constant estimator). Here we employ the local polynomial estimator of order two (local quadratic estimator) since this choice of order is known to be most appropriate for the Þrst derivative estimation required for the Lyapunov exponent computation (See Fan and Gijbels, 1996) .
2 Table 1 reports the results for T =50, 100, 200, 400 and 800 for both the logistic map and the STAR model based on 1,000 iteration. 3 The set of values of σ under consideration is σ ∈ {0.00, 0.05, 0.10, 0.20, 0.50} for the logistic map and σ ∈ {0.05, 0.10, 0.20, 0.50, 1.00} for the STAR model. For the logistic map with positive true λ, the Lyapunov exponent estimator performs surprisingly well for all the cases. The mean of the estimators shows that small sample bias is almost negligible even with T =50. Decreasing standard deviation with increasing T conÞrms the consistency of the estimator. In contrast, the small sample bias seems to be present for the STAR model with negative true λ. This bias, however, diminishes quickly as sample size grows. The standard deviation is somewhat larger than that of logistic map case for the corresponding T , but is decreasing with T conÞrming the adequacy of asymptotic theory. The difference between mean and median implies some skewness to the left for small T but it disappears for large T . Because we cannot expect the feasible estimator based on the estimated factor to perform better than the infeasible estimator, this result serves as a benchmark in the following analysis.
Let us now consider the Lyapunov exponent estimation applied to the factor estimated using principal components. Individual series x it is generated from equation
(1) with e it and b i being iid N(0, 1). The common factor f t generated from both the logistic map and the STAR model is normalized to have unit variance before generating x it so that the common component b i f t and the idiosyncratic component e it each has the same contribution to the variance of x it .
We evaluate the performance of our estimator for all the combinations of N =25, The bias from small N turns out to be negative for both the logistic map and the STAR model. In addition, the skewness with small N can be now seen in the case of the logistic map, which was not present in the infeasible estimators with small T .
This asymmetry in distribution, however, is not observed when N becomes as large as 100. In contrast, some skewness is present for large N in the case of the STAR model with small T because of the skewness in the infeasible estimator.
Overall, the asymptotic approximation seems to work well for many combinations of N and T typically available in practice. Most importantly, the small standard deviation in the simulation implies the successful detection of correct sign of λ for both the logistic map and the STAR model despite the presence of some Þnite sample bias from small N . Since the positive λ is the key to distinguishing the chaotic process from the stable system, we expect that conducting the inference regarding the sign of λ of the principal components will work well in the next empirical section.
Empirical Results

Testing for Neglected Nonlinearity in Principal Components
In this section, we investigate the nonlinear stability of the common factors extracted from the 159 monthly macroeconomic variables from the U.S. We use the same data source (and transformations) employed in Stock and Watson (2002a) in their analysis of macroeconomic forecasting using estimated factors from a large number of predictors (diffusion index forecast), but we focus only on balanced panels. The series in a list provided in Appendix B of Stock and Watson (2002a) are divided into 14 categories, each of which represents an important facet of the macroeconomic activities (e.g., production, consumption, employment, inßation, interest rates). The sample period is from 1959:3 to 1998:12, giving a maximum number of time series observations T = 478. All the series are standardized to have sample mean zero and unit sample variance since principal components are not scale-invariant.
The estimated series of e f t based on the Þrst principal component of the full balanced panel series x it with N = 159 is shown in Figure 1 . In the Þgure, e f t is rescaled to have the same drift and variance as the (logarithm of) industrial production. 4 The comparison of e f t with the NBER recessionary episodes, shown in the shaded area,
shows the clear procyclical property of the common factor. The asymptotic theory predicts the e f t to be a consistent estimator of f t as N → ∞. To investigate this prediction using the data, we take Þrst Þve and two series from each category in Appendix B of Stock and Watson (2002a) and compute e f t based on two subsamples with N = 63 and 27. Two additional series of e f t are also shown in the same Þgure.
Consistent with the theory, it shows a larger difference in e f t between N = 27 and N = 159 compared to the difference between N = 63 and N = 159.
As a preliminary analysis, we Þrst investigate the nonlinearity in the factor dynamics in equation (2). In applications, a linear structure is often assumed in equation (2) to simplify the analysis (e.g., Stock and Watson, 1989) . Since the chaotic dynamics with positive λ is only possible with nonlinear dynamics, we employ several tests for the null hypothesis of linearity (or neglected nonlinearity) that has a power against a wide range of nonlinear alternatives. When p = 1, our testing hypothesis is m(f t−1 ) = ρf t−1 , or E [u t |f t−1 ] = 0, where u t = f t − ρf t−1 . This hypothesis can be rewritten as the unconditional moment restriction of the form E [Ψ(f t−1 )u t ] = 0 with any vector of measurable functions Ψ(f t−1 ); thus a number of tests can be constructed with the different choice of Ψ(f t−1 ).
Ramsey's (1969) regression speciÞcation error test (RESET)
, which is one of the most well-known tests in the speciÞcation testing literature, uses a s×1 vector of polynomial functions of Þtted value from linear regression,
The test statistic is deÞned as
t , where b u t = f t − b ρf t−1 and b v t are the residuals from the regression of b u t on auxiliary regressors Ψ(f t−1 ) (and f t−1 ), and asymptotically follows χ 2 distribution with s degree of freedom.
For White's (1989) 
a q×1 vector of logistic activation functions ψ with the coefficients γ j 's being randomly drawn independent of f t−1 . The test statistic (NN) can be similarly constructed by using auxiliary regressors and its limit distribution is χ 2 distribution with q degree of freedom.
One drawback of the White's neural network test is the unidentiÞability of γ j 's under the null hypothesis. Instead of using random γ j 's, Teräsvirta, Lin, and Granger (1993) replaced the activation functions with their Volterra expansion up to the third order under the null. This LM type neural network test (NN-LM) can be constructed by using auxiliary regressors based on quadratic and cubic terms from the Volterra expansion of the nonlinear AR model
The test statistic asymptotically follows χ 2 distribution with p(p + 1)/2 + p(p + 1)(p + 2)/6 degree of freedom where p is lag order of AR model.
The last test we consider is the kernel-based consistent speciÞcation test for AR models proposed by Fan and Li (1997) . It utilizes the Ψ(f t−1 ) = E (u t |f t−1 ) g (f t−1 )
where g (f t−1 ) is a density function of f t−1 . The test statistic (KERNEL) is based on kernel estimator of E [Ψ(f t−1 )u t ] and follows asymptotically normal with an appropriate standardization.
We apply these four tests to e f t , which is estimated by the principal components method since f t is not available. In addition to the Þrst principal component, we apply the same tests to the k-th principal component for k = 2 to 6. Table 5 reports the results of all four tests applied to each principal component for p = 1 to 4. For RESET, the results based on s = 4 are reported. For NN, we use three (excluding the Þrst) principal components of Ψ(f t−1 ) with q = 10 to avoid collinearity of f t−1 and Ψ(f t−1 ). Improved Bonferroni procedures from Þve draws is then used to construct pvalues (see Lee, White, and Granger, 1993 , for this procedure in detail). The RESET, NN, and NN-LM tests reject the linear hypothesis of the common factor for many cases at the conventional signiÞcance level. In contrast, based on the KERNEL test, the same hypothesis is not rejected for all cases. One possible reason of this mixed outcome is the difference in the power among the speciÞcation tests. 5 However, since at least three tests provided evidence against linearity, we proceed to the estimation and test of the Lyapunov exponent of the common factor using the nonparametric regression method.
Lyapunov Exponents of Principal Components
Here we compute the Lyapunov exponent, λ, of the common factor obtained from the principal components. As an estimation method of the nonlinear AR model of equation (2), we employ a kernel-based nonparametric method -the local polynomial estimator of order two -the method used in the simulation section. In addition to the kernel-based method, we also consider the neural networks as an alternative method for estimating the nonlinear function. The Þrst and latter methods can be considered as the local and global nonparametric methods, respectively, and thus reporting both results should provide useful information regarding the robustness of our approach to the choice of the estimator. 6 The stability of the nonlinear system can be directly investigated by conducting a hypothesis test regarding the sign of λ using the standard error of the estimator of λ (see Shintani and Linton, 2004 , for this procedure in detail).
5 Lee's (2001) simulation study compared the performance of NN and KERNEL and reported that KERNEL was less powerful than NN unless the bootstrapped critical value was used.
6 These two methods are also employed in Shintani and Linton (2003) in their study of nonlinear stability in the international output series. Table 6 These results are consistent with the former studies that applied the nonparametric Lyapunov exponent test to a single time series. It is worth pointing out that we are considering a system of a large number of variables and still obtaining evidence of nonlinear stability.
7 For block estimation, we use M = 70 and report the median based on six blocks. Here, M is approximately 8 × (T/ ln T ) 1/2 . 8 To solve the minimization problem required for the neural network estimation, the criterion function is modiÞed to have the weight decay identical to the one employed in Franses and van Dijk (2000).
Nonlinear Impulse Response Function of Principal Components
The negative Lyapunov exponents can be considered an empirical justiÞcation of the impulse response analysis that is commonly used among macroeconomists since it requires the assumption of the exogenous shocks and a stable steady state in the system.
For the nonlinear system, the nonlinear impulse response analysis was proposed by Gallant, Rossi, and Tauchen (1993) , and Potter (2000). Here we compute the nonlinear impulse response function of the common factors based on the nonparametric method. One of the most frequently used deÞnitions of the n-period ahead nonlinear impulse response is
the linear impulse response function, the nonlinear impulse response function is known to depend on the size of shock δ and the initial condition µ f . Note that the mean µ f is identical to the steady state level in the absence of shocks for a globally stable system with negative λ. In contrast, in the case of chaos, µ f cannot be considered as the steady state. In addition, a small difference in δ results in completely different shapes of the impulse responses. Therefore, the nonlinear impulse response analysis is inappropriate for a system with positive λ since it cannot represent the typical shock propagation process in the system.
The nonlinear impulse response function can be obtained by estimating the n-period ahead conditional mean function m n (f t−1 , ..., f t−p ) using the same nonparametric method used in the estimation of 1-period ahead conditional mean function m (f t−1 , ..., f t−p ) = m 1 (f t−1 , ..., f t−p ) in equation (2). As in the 1-period ahead case, nonparametric regression b m n (f) based on f t is not feasible and e m n (f) based on e f t need to be employed. Figures 2A to 2D show the nonlinear impulse response function for the case of p = 1 to 4, respectively. For the size of the shock, we use δ ∈ {+2σ, +σ, −σ, −2σ} where σ is the standard deviation of the shocks estimated using the residuals of the nonparametric regression of equation (2) In contrast, the half-lives of corresponding shocks in the second principal component (k = 2) are 5.05, 5.06, 5.27, and 5.32 months, respectively. According to Stock and Watson (2002a, p.153) , the Þrst factor loads primarily on output and employment and the second factor, on interest rate spreads, unemployment rates, and capacity utilization rates. While identiÞcation of each shock in two factors is not our intention here, the results of our nonlinear analysis seem to provide some useful information regarding the characteristics of the source of business cycles.
Conclusion
The largest Lyapunov exponent is a useful nonlinear stability measure in distinguishing chaos from an exogenous shock-driven aggregate ßuctuation in an economy.
In practice, this measure is nonparametrically estimated from a single economic time series. Such an approach, however, cannot be applied to test the nonlinear stability of a large system of equations because of the dimensionality problem of the nonparametric methods. To circumvent this problem, we proposed computing the nonlinear stability measure of the common component of multiple time series under the framework of a dynamic factor model.
We employed a method of principal components to estimate the unobservable common factors since the method is known to provide a consistent estimator when a large panel data is available. Furthermore, the nonparametric regression based on the estimated factor was shown to be a valid approach to investigating the nonlinear dynamic factor structure. The simulation evidence also suggested that our procedure worked well with a sample size typically available in practice.
The empirical evidence from a large U.S. panel data suggested the possibility of nonlinearity in the system while it excluded the class of nonlinearity that could generate endogenous ßuctuation or chaos. This result was consistent with the former studies that applied a nonparametric Lyapunov exponent test to a single time series (e.g., Shintani and Linton, 2003) . Therefore, we now have evidence on nonlinear stability not only within a univariate or a small system of equations but also within a system of a large number of variables.
Appendix A: Proofs
Lemma A.1. Suppose assumptions F and K are satisÞed. Then,
where
Proof of Lemma A.1.
From Proposition 2 of Bai (2003) ,
The result for Lemma A.1(i) follows from
Similarly, for (ii),
The results for (iii) and (iv) follow from
with the dominant Þrst term being o p (1) from Lemma A.1(ii). Since
implies both a * T and b * T to be o p (1) since the numerators are shown to be o p (1). The results are based on 1,000 Monte Carlo draws using the design described in the main text. Both sample mean and median of the kernel estimates of the largest Lyapunov exponents are reported (mean/median). Numbers in parentheses are sample standard deviations. The results are based on 1,000 Monte Carlo draws using the design described in the main text. Infeasible estimates from Table 1 are also shown as N = ∞ as a benchmark case. Both sample mean and median of the kernel estimates of the largest Lyapunov exponents are reported (mean/median). Numbers in parentheses are sample standard deviations. The results are based on 1,000 Monte Carlo draws using the design described in the main text. Infeasible estimates from Table 1 are also shown as N = ∞ as a benchmark case. Both sample mean and median of the kernel estimates of the largest Lyapunov exponents are reported (mean/median). Numbers in parentheses are sample standard deviations. The results are based on 1,000 Monte Carlo draws using the design described in the main text. Infeasible estimates from Table 1 are also shown as N = ∞ as a benchmark case. Both sample mean and median of the kernel estimates of the largest Lyapunov exponents are reported (mean/median). Numbers in parentheses are sample standard deviations. (Teräsvirta, Lin, and Granger, 1993) ( Note: Rescaled using industrial production.
