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ABSTRACT 
Let A and B be m X n matrices over a principal ideal domain 9. We study the 
invariant factors of the matrix XAY + B when X runs over the set of m X m 
unimodular matrices, and Y runs over the set of n X n unimodnlar matrices. 
1. INTRODUCTION 
Let A and B be n X n matrices over a field F. We denote by i(A) the 
number of invariant polynomials of A different from 1. In [Z], G. de Oliveira, 
M. de Sa, and D. da Silva have proved that if there exists a rwnsingular 
mutrixx such that XAX-‘+B is nonderogatory, then i(A)+i(B)<n+l. 
They have also conjectured that the converse of this statement is true under 
very slight restrictions on F. In fact, we have proved in [5] that there is a 
nonsinguZur matrix X such that i( XAX-’ + B) G t if and only if i( A) + i(B) 
<n+t, tE{l,..., n }, except in a few cases. 
Now let 9 be a principal ideal domain. In this paper we are looking for 
similar results with matrices over 9. First we adopt some conventions. If 
a, p E 9, we write a:> p whenever a divides p (i.e., whenever there is 
y E 9 such that ay = 8); we denote by a v /3 one (unspecified) of the 
greatest common divisors of a and p; and we denote by a A p one of the 
least common multiples of a and p. Let A be an m X n matrix over 9 of 
rank k, and ai,..., q its invariant factors, ordered so that ai:> * * * :> ak. 
As in [l], for notational convenience, we add to the list ai,. . . , ak a string of 
n-k zeros, ak+l= ..- = a, = 0, which we also call invariant factors of A. 
*This work was done within the activities of the Centro de hgebra da Universidade de 
Lisboa (INIC). 
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In this article we shall need some inequalities due to M. de Sk and R. C. 
Thompson [(l) and (2) below], and to R. C. Thompson [(3) below]. Let A be 
anmXnmatrixover%‘,andCanrXssubmatrixofA.Leta,,...,(~,and 
yi,. . . , y, be the invariant factors of A and C, respectively, ordered so that 
a,:>...:>cu,,yi:>***:>y,.Then[3,4,6] 
ai:> yi for l<i<s, 0) 
Yj"aj+m-r+n-s for l<j<r+s--m. (2) 
Let B be another m x n matrix over 9 with invariant factors pi,. . . , p,, 
ordered so that pi:> * * * :> j3,. Let q,. . . , E, be the invariant factors of 
A + B, ordered so that si:> - * * :> E,. Then [7] 
clliVBj:>Ek for lgi,jgn and i+j-l<kgn. (3) 
2. MAIN RESULTS 
In this section we present our principal results. The proofs will be given 
later. 
Let A be an m x n matrix over 9, and ai,. . . , a, its invariant factors. 
Let 6 E 9. We denote by u,(A) the number of indices i E {l,...,n} such 
that cy,:> 6. 
THEOREM 1. Let A and B be m x n mutrices over 9, with invariant 
factors ix1 ,..., a, and p1 ,..., &,, respectively, ordered so that aI:> . . . :> a, 
and PI:> ... :>/3,. Let lgr<min{m,n} and SE.G@. ZfrZnorrZm, 
then the following statements are equivalent: 
(a) I_Y~ v &, a2 v /?_1,. . . , a, V p1 divide 6. 
(b) There are u&nodular matrices X and Y (m X m and n X 12, respec- 
tively) over 9? such that u,(XAY + B) > r. 
Obviously, (b) * (a) is a consequence of the inequalities (3), even if 
r = n = m. However, if r = n = m, (a) * (b) is not always true. 
Counterexample. Let 9 = E (the ring of rational integers), 6 E Z - {0}, 
A = diag(36,36), and B = diag(78,76). The invariant factors of A and B are 
aI, a2 and pi, Bs., respectively, with ai = as = 38, Bi = pa = 76, and they 
satisfy ai v & = a2 v /I1 = 6. Suppose that there are unimodular matrices X 
and Y such that u,(XAY + B) = 2. Let a,, 8, be the invariant factors of 
XA Y + B, ordered so that 6, :> 6, :> 6. Then there are unimodular matrices 
X, and Y, such that 
diag(6,,6,)=X,(XAY+B)Y,=(X,XYY,)A+(X,Y,)B. (4) 
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Let 
and X,Y, = 
From (4), we get 
(3a,+7a2)6 (3b,+7b2)6 
I (3c,+yc,)6 (3d,+7d2)6 ’ 
Let x1, x2 E 32 such that 6,x, = 6,x, = 6. Then, from (5), we get 
1= (3a, +7a,)x,, 
O=3b,+7b2, 
o=3c,+7c2, 
1= (3d, +7d2)x2. 
(5) 
(6) 
Clearly, x1 and x2 must be unities of 9, and then we can assume that we 
have taken 6, and 6, so that 6, = 6, = 6, that is, x1 = x2 = 1. By solving the 
diophantine equations in (6), we can obtain 
a,=5+7p, 
a2= -2-3p, 
d,=5+7q, 
d,= -2-39, 
b, = 7r, 
b, = - 3r, 
c,=7s, 
c2= -3s, 
where p, q, r, s E Z. Since X,XYY, is unimodular, we have 
fl= det(X,XYY,) =a,d,- b,c,= (5+7p)(5+7q) - 49rs 
= 25+35(p + q)+49(pq - TX). 
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-25*1=35(p+q)+49(pq-rs). 
The right side of this equality is a multiple of 7, while the left side is - 24 or 
- 26, which is a contradiction. 
If r = n = m and 6 = 1, we have the following Theorem 2, but if 6 is not 
unity, we have not been able to find which condition should take the place of 
(a) in order to preserve an equivalence. 
THEOREM 2. Let A and B be n X n matrices over 92, with invariant 
factors aI,. . . , a, and PI,. . . , &, respectively, ordered so that aI:> - * * :> a, 
and /II:> ... :> &,. Then the following statements are equivalent: 
(4 alVP,razVPn-l,..., a, V PI are unities of R, and there are 
a, b, u, v E 9, where u and v are unities, such that 
(b) There are unimodular matrices X and Y of size n x n over 9? such 
that u,(XAY + B) = n. 
In [4], M. de Sa presents a theorem (Theorem 6.1, p. 53) giving a 
necessary and sufficient condition for the existence of unimodular matrices X 
and Y such that rank(XAY + B) < r. This theorem has some evident similari- 
ties with our preceding results, and suggested the following Theorem 3. 
If A is an m X n matrix over .C%, or,. . . , a, are its invariant factors, and 
6 E .%‘, we denote by rS( A) the number of indices i E { 1,. . . , n} such that 
6:> ai. We have rank A = n - r,,(A), and rr( A) = n. 
THEOREM 3. Let A and B be m X n matrices over 9, with invariant 
factorsa, ,..., anand/3, ,..., &,, respectively, ordered so that aI:> ’ ’ * :) a, 
and /II:> - - - :> /3,. Let r E {l,..., n} and 6E.9. If r#n or r#m or 
S = 0, then the following statements are equivalent: 
(a) ai V 6:> pi+,_, and pi V 6:> (Y~+~_~ for 1 < i < r. 
(b) There are unimodular matrices X and Y (m X m and n X n, respec- 
tively) over 92 such that r,(XAY + B) > r. 
If we take 6 = 0, we get the mentioned theorem of M. de Sa (Theorem 
6.1 of [4]), with a slightly different formulation. When r = n = m and 6 # 0, 
(a) * (b) is not always true. 
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Counterexampb. Let 9 = Z, 6 = 5, A = diag(2,2), B = diag(l,2). 
Clearly, the invariant factors of A and B satisfy oi V 5 :> pi, pi V 5 :> cq for 
i E { 1,2}. Suppose that there are unimodular matrices X and Y such that 
r5( XAY + B) = 2. Then all the entries of XAY + B are multiple of 5. Let 
We have 
2a+1 
2c 
2;b+2]=(XY)A+B=XAY+B= ; ;, [ 1 
where 5 denotes unspecified multiples of 5. Since XY is unimodular, it results 
that f 4 = 4det( XY) = 4( ad - bc) = (5 - 1)(5 - 2) - 5 = 5 + 2, which is im- 
possible. 
REMARK. We say that two m X n matrices C and C’ are equivalent if 
and only if there are unimodular matrices X and Y (m X m and n X n, 
respectively) such that C’ = XCY. It is easy to conclude that the condition 
(b) of Theorem 1 holds if and only if 
(b’) There are m X n matrices A’ and B’ equivalent to A and B, 
respectively, such that u8( A’ + II’) > r. 
We shall make use of this remark in the proof of our Theorem 1. Of 
course we can make similar remarks about the conditions (b) of Theorems 2 
and 3. 
3. PROOF OF THEOREM 1 
As we have already noted, (b) = (a) is a trivial consequence of the 
inequalities (3). 
Now suppose that (a) holds, with 1~ r < min{ m, n }, and that r # n or 
r # m. We also assume that m Q n. The case n < m can be treated with 
similar arguments. Then we have r < n. 
Let ICE {l,..., r}, and 8, = 0~~ ~/3_~+,. Let xk, ~~_~+i E W such that 
ffkxk +br-k+lYr-k+l = &,. The elements xk and yr_k+i are relatively prime. 
Therefore there are wkr ~,_~+i E 9 such that xkwk + yI_k+iz,_k+i = 1. We 
denote by X, (respectively, Yk) the unimodular matrix that we obtain from 
the n X n identity matrix on replacing the (k, k) entry by xk (y,- k+ I ), the 
(k, n) entry by VT-k+1 (xk), the (n, k) entry by - z,-k+i ( - w,), and the 
(n, n) entry by wk (zr-k+l)a 
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Obviously the matrices A and B are, respectively, equivalent to 
A(‘)= [diag(cy,,...,(Y,)lO], 
B(l)= [diag(P,,P,-,,...,P1,P,+l,...,P,)lO]. 
It is not difficult to prove, using an induction argument, that 
A(k+ 1) = A”‘X,X, . . XI, 
= 0 (j (j . ak=k ‘k 
(yk+l 0 
0 0 
0 'a, 
* 0 I * 
B’k+U = ~“‘y,y,. . yk 
0 
* 
0 
&k o 
0 PI 
0 
where y denotes unspecified multiples of y. Thus 
8, 8, 8, ... 8, 8, 
0 6, 8, - * * 8, 6, 
A(l+‘)+jj(l+‘)= 0 0 6, *** 8, 0 8, 
. . . . . . 
;, 0 0 . . . i, 6, 
* 
0 
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It is not difficult to conclude that the submatrix S of A(‘+ ‘) + Z3(‘+ ‘) 
corresponding to the first r rows and columns is equivalent to S’ = 
diag(a,,&,..., 6,). As 6,~ 6, i E {l,..., r }, if we compute the invariant 
factors of S’, we verify that all of them divide 6. Bearing in mind the 
inequalities (l), we conclude that A cr+‘) + B(‘+ ‘) has at least r invariant 
factors dividing 6. As A(‘+‘) and B(‘+l) are, respectively, equivalent to A 
and B, the proof is complete. 
4. PROOF OF THEOREM 2 
Suppose that (b) holds. Using the inequalities (3) we conclude that 
ffivPn>~yzvP,~i,..., (Y, V PI are unities. Moreover, (b) implies that there 
are matrices A’ and B’ equivalent to A and B, respectively, such that 
A’ + B’ = I,, where I, denotes the n X n identity matrix. Taking determi- 
nants, we obtain (7). This fact [(b) * (a)] is a particular case of Theorem 1 of 
PI. 
Reciprocally, suppose that (a) holds. For each j E { 1,. . . , n}, let 
xi, ~,~~+r E W such that 
Let k~{2,3 ,..., n-2},and 
Yk,k+Z=Yk,k+lbk+l+&-kh 
Yk,k+B = Yk,k+Zbk+Z + i&k-l), 
-fk,n =Yk,n-1tan-l+P2). 
Let iE {k+l,k+2,..., n - l}. Bearing in mind that (Ye and &_ k+ r divide 
yk. i, it is not difficult to conclude that A and B are, respectively, equivalent 
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A(1) = 
and 
B(l) = 
a1 0 0 *** 0 0 0 
o %? y2.3 -*’ Yz,n-2 Yz,n-1 0 
0 0 a3 *** Y3,n-2 Y3,n-1 0 
. . 
. . 
;, ;, 0 * . . . %-2 Yn-2,n-1 6 
0 0 0 ... 0 a n-1 0 
0 0 0 ... 0 0 % 
p1 0 0 ... 0 0 0’ 
0 I&, Y2,3 ‘. . Y2, n-2 Y2,n-1 0 
0 0 &_2 *** Y3,n-2 Y3,n-1 0 
. . 
;, ;, ;, a3 . . . . Yn-2,n-1 6 
0.0 0 *** 0 P2 0 
0 0 0 ..* 0 0 I4 
Denote by X, [respectively, YJ, k E {2,3,. . . , n - l}, the unimodular matrix 
that we obtain from the n x n identity matrix replacing the entry (k, k) by 
xk [!fn-k+l19 the entry (k n) by bn-k+l fakl, the entv (% k) by - Yn-k+i 
[ - x,], and the entry (n,n) by (Yk [&_k+l]. For each k E {2,3 ,..., n - 2}, 
in {k+l,k+2 ,..., n-l},let 
~k,i=Yk,i(Xi-Yn-i+l). 
Computing the following products, we obtain 
,4(z) = &1)X,X,. . . X 
n-1 
a1 0 0 
ae*e 5 * * ’ 2,3 rzJ-2 52,n-l Y2,” 
0 a3x3 *** 53.~2 {3,n-1 Y3,n 
= 0 : : : 1 
’ ;, ;, . . . oL,-2&2 L,,_, . Yn-2,n 
0 0 **a 0 %-1X,-l Yn-l,fl 
0 * a2a3. . . a, 
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B’2’ = B”‘Y y . . . y 
2 3 n-1 
PI 0 0 
P,-lY,-l -52.3 ... -52,n-2 -52.vl Y2,n 
0 P*-2Yn-2 . - S3,n-2 -53,n-l Yin 
= 0 : 
. 0 0 . “. p,y, -l”:,.“-, Yn-2,” 
0 0 . . 0 P2Y2 Y*-l,r, 
0 * PzP,...P,_ 
Then let 
ua1 0 -q82P3...Pn 
43lY2, n (12x2 5 2.3 “’ Sz,n-2 {2,2,n-1 “01Yz.n 
d3,Y3, n 0 a3x3 ‘.’ 33.“-2 (3,3,n-1 oalY3,” 
43,LZ.” 
(j 0 
an-2~,-2 J”_P.“h U’“lYn-2,n 
UP,Y,-1,” 0 0 “’ 0 %-,X,-l ~%Y,-l,. 
ua2a3 ‘. a,& * “ala2 a, 
43lB2 . . P” 
* q8283 . P” 
_ 
43,Yz.n h-I%-1 -52.3 “. -[2.“-2 -52,n-1 - U’alY2.n 
_ 
U&Y,, n 0 8,-2Yn-2 . - S3,“A - _t3,“_-1 - ualY3.n 
_ 
uP,Y”-z,” 0 0 “. /33y3 -Sn-2,n-l - oalY,-2,, 
_ 
U&Y,-,., 0 0 
. 0 P2Y2 - “alY”-l,” 
-ua2a3” . anI% 0 W, 
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Thus Ac3) and Bc3) are, respectively, equivalent to A and B, and 
1 * 0 
Ac3) + B(‘)= 0 I,_, 0 . [Cl 0 * 1 
Clearly this matrix is equivalent to I,. Therefore ui( Ac3) + B(“) = n, and the 
proof is complete. 
5. PROOF OF THEOREM 3 
First we prove that (b) implies (a). This part of the proof is a consequence 
of the inequalities (3). It is valid even if T = n = m and 8 # 0. Suppose that 
condition (b) of Theorem 3 is satisfied. Let yr, . . . , y,, be the invariant factors 
of XAY + B, ordered so that yi :> . * . :> y,. Since 
-(xAY)+(xAY+B)=B, -B+(XAY++)=XAY, 
we have, by (3), 
aiVyj:>pk, pivyj:>ak for i+j-lgk<n. 
As r,(XAY + B) > T, we have 6:~ y”_,+i, and therefore 
&i v s:> pi+,-,> pi v 6:> ffi+n-_r for iE {l,...,r}. 
Before we prove that (a) implies (b) we are going to present two lemmas. 
The first is an elementary consequence of Bezout’s theorem for the greatest 
common divisor of two elements in a principal ideal domain. 
LEMMA 1. Let a, /?, 6 E 9. Then a V 6:> /3 if and only if there exists 
XE.~ such that 6:>ax-p. 
LEMMA 2. Let A and B be n X n (n & 2) matrices over 9 with 
invatiant factors aI,. . . , a, and pi,. . . , &,, respectively, ordered so that 
aI:> ... :>a, and PI:> ... S-/3,. Let 6E.9. Zf aiV6:>&+l and &V 
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S :> (Y~+ 1 for 1~ i $ n - 1, then A and B are equivalent to 
[ a1 0 . . . 0 
1 c ’ [ 
0 p1 0 .*. 0 
D 1 > 
11 
respectively, where all the entries of C + D are multiples of S. 
Proof. The proof is by induction on n. Suppose that n = 2, a1 V 6:> &, 
and pi V 6:> as. By Lemma 1, there are x, y E 9 such that a,x - & and 
ply - (us are multiples of 6. Then A is equivalent to A(‘) = diag(a,, (Y,), and 
A(‘) is equivalent to 
A(2)= [; )1]A("= [ z;x _t2], 
while B is equivalent to B(l) = diag(P,, fi,), and B(l) is equivalent to 
B(~)= [; +“‘[; ;] = [-8, $1. 
as required. 
Now suppose that n > 2, ai V 6:>/?,+,, and pi V 6:> CY~+~ for 1 <i < 
n - 1. By the induction assumption, the matrices A, = diag( cx2, (~a,. . . , a,) 
and B,=diag(P2,P,,...,pn) are, respectively, equivalent to 
[ a2 0 . . . 0 
I C0 ’ [ 
0 p2 0 ... 0 
4 l> 
where all the entries of C, + DO are multiples of 6. As (pi v 6:> /32 and 
pi V S:> a2 there are, by Lemma 1, x, y E 6%’ such that (nix - p2 and 
p1 y - ffs are multiples of 6. 
Then A is equivalent to AC’) = diag(cu,, . . . , a,,), A(‘) is equivalent to 
0 1 , 
12 
and A(‘) is equivalent to 
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Ac3)= ([; _;]@Zn_2)Ac2)[[; i #BZ~_~] 
On the other hand, I3 is equivalent to B(l) = diag(P,,. . . , fin), B(l) is 
equivalent to 
BC2) = [ pl] e3 
and B(‘) is equivalent to 
The matrices Ac3) and Bc3) are equivalent to their transposes, (Ac3))r and 
( B(3))T, respectively, and these matrices have the prescribed form. n 
Now we prove that (a) implies (b). Suppose that T # n or r # m or S = 0, 
and that condition (a) is satisfied. We assume that m < n. The case n < m 
can be treated with similar arguments. We also assume that n - r < m: the 
case n - T > m is trivial, as the matrix A + B has, at least, n - m invariant 
factors equal to zero, and therefore T~(A + B) > n - m > r. 
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First, suppose that r < n. Let i E { 1,. . . , n - r }. Denote by si the great- 
est nonnegative integer such that i + si( 12 - r) < m. Consider the matrices 
Ai = diag( oi, ai+n-r, ei+a(n-r),..., oi+Si,,-,,), 
Bi = diag( Pi, Pi+“-r, Pi+S(n--r),..e, Pi+s,(n-rj)* 
If si >, 1 then, according to Lemma 2, Ai and B, are, respectively, equivalent 
to 
I 
(Yi 0 ... 0 1 [ 0 pi 0 *** 0 ci ’ Di I> 
where all the entries of Ci + Di are multiples of 6. The matrices A and B 
are, respectively, equivalent to A(‘) = [A i@ . . . $A n_-r ] 0] and B(l) = 
[B,@ . . . @B”_,IO]. 
Note that si = 0 if and only if m - n + r < i < n - T. Thus, if n - r < 
1~l- n + r, then A(‘) and II(‘) are, respectively, equivalent to 
-, O 
; ‘, 
I 
I 
0 I a” I 0 O 0 
Cl I 0 
I 
0 c n-r 
p, 0 “’ 01 
0 & 0 “’ 0 
I ‘, 
I 
0 I 0 p,_, 0 “’ 0 
D, 0 
3 
I 
I 
0 D n-r 
0 
And if m - 12 + r < n - r, then A(‘) and B(l) are, respectively, equivalent to 
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0 
0 
ri 
3 
c 
a” 
< 
i 
0 
INVARIANT FACTORS 15 
In either of the cases n-rim-n+r and m-n+r<n-r, A and B 
are, respectively, equivalent to matrices A(‘) and B(‘) such that 
A@’ + B(2) = El 
[ 1 E2 ' 
where E, is of size (n - T) X n, and all the entries of E, are multiples of 6. 
Then all the invariant factors of E, are multiples of 6. Applying the 
inequalities (2) to the invariant factors of Ac2) + IIc2) and E,, we conclude 
that Ac2) + II(‘) has at least r invariant factors multiple of 8. 
Now we consider the case r = n. As we have assumed that m < n, we 
have two alternatives: (i) m < r = n, (ii) r = n = m and 6 = 0. 
First suppose that m<r=n. Let i~{l,...,m}. As a,V8:>& and 
pi v a:> ai, there are, by Lemma 1, xi, yi E 9 such that 6:> aixi - & and 
6:> &yi - oi. Denote by X [respectively Y] the matrix that we obtain from 
the n x n identity matrix replacing the entry (i, i + 1) [(i + 1, i)] by xi [yi], 
i E {l,..., m }. Then A is equivalent to 
A(‘)= [diag(cu,,...,a,) 1 O]X 
a1 fflX1 0 0 
0 a2 a2x2 
0 
= 3 
%-1 %-1X,-l 0 
LO 
while B is equivalent to 
0 %I 
II(‘) = [ diag(&,..., LL) I ~I[-J+]Y 
_PlYl -p1 O 
0 - P2Y2 - P2 
- P7f-lY,-1 
0 0 
0 
-Pm-1 0 
-PmY, -Pm 
0 
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All the entries of A(‘) + B(r) are multiples of 6. So all the invariant factors of 
A(r) + B(l) are multiples of 6, that is, r,(A(‘) + B(l)) = n. 
Finally, suppose that r = n = m and 6 = 0. Then (a) implies that, for each 
i E {l,..., n}, there is a unity ui E %’ such that 0 = oiui + pi. Therefore, A is 
equivalent to - 23 and ro( - B + B) = r. 
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