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CONGRUENCES AMONG MODULAR FORMS ON U(2, 2) AND
THE BLOCH-KATO CONJECTURE
KRZYSZTOF KLOSIN
Abstract. Let k be a positive integer divisible by 4, ℓ > k a prime, and f an
elliptic cuspidal eigenform of weight k−1, level 4, and non-trivial character. Let
ρf be the ℓ-adic Galois representation attached to f . In this paper we provide
evidence for the Bloch-Kato conjecture for a twist of the adjoint motif of ρf in
the following way. Let L(Symm2 f, s) denote the symmetric square L-function
of f . We prove that (under certain conditions) ordℓ(L
alg(Symm2 f, k)) ≤
ordℓ(#S), where S is the (Pontryagin dual of the) Selmer group attached
to the Galois module ad0 ρf |GK (−1), and K = Q(
√−1). Our method uses
an idea of Ribet [33] in that we introduce an intermediate step and produce
congruences between CAP and non-CAP modular forms on the unitary group
U(2, 2).
1. Introduction
The Bloch-Kato conjecture is one of the central conjectures in algebraic number
theory. As stated in the original paper of Bloch and Kato [2] it predicts a precise
relationship between an L-value L(M) attached to a motif M and the order of its
Selmer group Sel(M). In this article we provide evidence for the conjecture whenM
is the adjoint motif attached to a certain class of modular forms. Roughly speaking
we prove that (under certain conditions)
(1.1) ordℓ(L(M)) ≤ ordℓ(#Sel(M)),
where ℓ is an odd prime and ordℓ denotes the ℓ-adic valuation.
We use a variation of an idea which is originally due to Ribet [33], and has
subsequently been used by many authors (Wiles, Skinner-Urban, et al.) in various
disguises. Let us briefly summarize it in the present context. Let k be a positive
integer divisible by 4 and f a classical (elliptic) modular form of weight k−1. Then
f gives rise to an automorphic representation πf on GL2(A), where A denotes the
adeles of Q. Let L(Symm2 f, s) denote the symmetric square L-function attached
to f (for a definition see section 4.2). We realize GL2 as a Levi subgroup inside
a maximal parabolic subgroup of the quasi-split unitary group U(2, 2). Using the
work of Gritsenko [12], Krieg [25] and Kojima [24] one can lift πf to an automorphic
representation Πf on U(2, 2)(A). Recently Ikeda [19] carried out an alternative
construction of this lift. Let λ be a uniformizer of a sufficiently large finite extension
of Qℓ. Assuming that λ
n divides the algebraic part of L(Symm2 f, k) we produce
a lower bound for the size of the congruence module which measures congruences
between the Hecke eigenvalues of Πf and those of representations Πj , j = 1, . . . , n,
which cannot be realized as lifts from GL2. To each Πj one can attach (in many
cases only conjecturally) a 4-dimensional ℓ-adic Galois representation. The fact
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that Πj and Πf are “congruent” (in the sense of congruence of Hecke eigenvalues),
allows us to deduce a lower bound for the order of the Selmer group and hence
obtain (1.1). To carry out the last step we use the work of Urban [40].
In this paper we only treat the case when f is of level 4 and non-trivial character.
In fact the level of f equals the discriminant of the imaginary quadratic field to
which the group U(2, 2) is associated. The reason why we restrict ourselves to
the field Q(
√−1) comes from the fact that the theory of lifting modular forms
from GL2 to U(2, 2) has been studied extensively in that case and we are able
to reference several important results used in our proof. However, our method
should be applicable to any imaginary quadratic field K (i.e., to forms of level
disc(K) and character being the quadratic character associated with the extension
K/Q). Let us elaborate on this point briefly. While above we described the method
in representation-theoretic terms, our techniques are classical as is the nature of
the lifting procedure introduced in [12], [25] and [24]. The lifts constructed there
correspond representation-theoretically to CAP representations (cf. [31] for the
case of GSp4). To treat the case when the class number of K is greater than one it
is convenient to work in the adelic framework of representation theory rather than
classically, but this would require a generalization of the classical lifting theorems.
The author has formulated an adelic version of the lifting for K of odd class number
and proved its Hecke-equivariance in [23]. We plan to use the lifting constructed
in [23] in a subsequent paper to extend the results of this article to the odd class
number case.
We also want to point to the reader some of the shortcomings of our approach
in the part where we prove that a bound on the congruence module implies a
corresponding bound on the order of the Selmer group. First of all, our method is
conditional upon the existence of Galois representations attached to automorphic
forms on U(2, 2) (Theorem 9.2). Secondly, we need to assume that the Galois
representations associated to Πj are absolutely irreducible. It is conjectured that it
is always the case (since Πj are non-CAP and non-endoscopic), but as of now the
conjecture remains open.
A theorem similar in spirit to our main result, linking ℓ-divisibility of the stan-
dard L-function attached to an elliptic modular form of level one with ℓ-divisibility
of a Selmer group attached to ρf , has recently been proved by Brown [3]. The reader
is also welcome to consult [6] for a related result on the Bloch-Kato conjecture for
adjoint motives of modular forms.
We now describe the organization of the paper. The automorphic forms on
U(2, 2) will be called hermitian modular forms. The main theorems are Theorem
7.12 and Theorem 9.9, and the paper is divided into two parts, each devoted to the
proof of one of them. The first part is concerned with constructing the congruence
between the lift Ff of f and another hermitian form F
′ which cannot be realized
as a lift of an elliptic modular form (Theorem 7.12). This part occupies most of
the paper. The second part, which is the content of the last section is concerned
with showing how the congruence yields a lower bound on #Sel(M) (Theorem
9.9). We now describe in more details the content of the first part. In section 2
we introduce notation and terminology that will be used throughout this paper.
In section 4 we summarize the basic facts concerning the lifting procedure and
compute the Petersson inner product 〈Ff , Ff 〉 in terms of L(Symm2 f, k). To carry
out the calculations we need to first compute the residue of the hermitian Klingen
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Eisenstein series and this is done in section 3. In section 7 we construct a hermitian
modular form Ξ with nice arithmetic properties (among other things Ξ has Fourier
coefficients which are algebraic integers) and write it as
(1.2) Ξ = CFfFf + F,
with CFf :=
〈Ff ,Ξ〉
〈Ff ,Ff 〉
and 〈F, Ff 〉 = 0. In section 6 we express 〈Ff ,Ξ〉 by twists
of the standard L-function of (the base change from Q to K of) f . We use the
expressions for 〈Ff , Ff 〉 and 〈Ff ,Ξ〉 in section 7 to produce a congruence between
Ff and another hermitian modular form F
′. Finally, to prove that F ′ can be chosen
to be orthogonal to the subspace of hermitian modular forms that can be realized
as lifts of elliptic modular forms, we need to work with two Hecke algebras and
show that their localizations at certain maximal ideals are isomorphic. We do so
by identifying them with quotients of universal deformation rings for certain Galois
representations and deriving the isomorphism from properties of the corresponding
map between the deformation rings (cf. section 8).
The author would like to thank Tobias Berger, Jim Brown, and Chris Skinner
for many useful and inspiring conversations.
2. Notation and Terminology
In this section we introduce some basic concepts and establish notation which
will be used throughout this paper unless explicitly indicated otherwise.
2.1. Number fields and Hecke characters. Throughout this paper ℓ will always
denote an odd prime. Let i =
√−1, K = Q(i) and let OK be the ring of integers
of K. For α ∈ K, denote by α the image of α under the non-trivial automorphism
of K. Set Nα := N(α) := αα, and for an ideal n of OK , set Nn := #(OK/n). As
remarked below we will always view K as a subfield of C. For α ∈ C, α will denote
the complex conjugate of α and we set |α| := √αα.
Let L be a number field with ring of integers OL. For a place v of L, denote by
Lv the completion of L at v and by OL,v the valuation ring of Lv. If p is a place of
Q, we set Lp := Qp⊗QL and OL,p := Zp⊗ZOL. The letter v will be used to denote
places of number fields (including Q and K), while the letter p will be reserved for
a (finite or infinite) place of Q. For a finite p, let ordp denote the p-adic valuation
on Qp. For notational convenience we also define ordp(∞) := ∞. If α ∈ Qp, then
|α|Qp := p−ordp(α) denotes the p-adic norm of α. For p = ∞, | · |Q∞ = | · |R = | · |
is the usual absolute value on Q∞ = R.
In this paper we fix once and for all an algebraic closure Q of the rationals and
algebraic closures Qp of Qp, as well as compatible embeddings Q →֒ Qp →֒ C for
all finite places p of Q. We extend ordp to a function from Qp into Q. Let L be
a number field. We write GL for Gal(L/L). If p is a prime of L, we also write
Dp ⊂ GL for the decomposition group of p and Ip ⊂ Dp for the inertia group of p.
The chosen embeddings allow us to identify Dp with Gal(Lp/Lp).
For a number field L let AL denote the ring of adeles of L and put A := AQ.
Write AL,∞ and AL,f for the infinite part and the finite part of AL respectively.
For α = (αp) ∈ A set |α|A :=
∏
p |α|Qp . By a Hecke character of A×L (or of L, for
short) we mean a continuous homomorphism
ψ : L× \A×L → C×
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whose image is contained inside {z ∈ C | |z| = 1}. The trivial Hecke character
will be denoted by 1. The character ψ factors into a product of local characters
ψ =
∏
v ψv, where v runs over all places of L. If n is the ideal of the ring of integers
OL of L such that
• ψv(xv) = 1 if v is a finite place of L, xv ∈ O×L,v and x− 1 ∈ nOL,v
• no ideal m strictly containing n has the above property,
then n will be called the conductor of ψ. If m is an ideal of OL, then we set
ψm :=
∏
ψv, where the product runs over all the finite places of L such that v | m.
For a Hecke character ψ of A×L , denote by ψ
∗ the associated ideal character. Let
ψ be a Hecke character of A×K . We will sometimes think of ψ as a character
of (ResK/Q GL1)(A). We have a factorization ψ =
∏
p ψp into local characters
ψp :
(
ResK/Q GL1
)
(Qp) → C×. For M ∈ Z, we set ψM :=
∏
p6=∞, p|M ψp. If ψ is
a Hecke character of A×K , we set ψQ = ψ|A× .
2.2. The unitary group. To the imaginary quadratic extension K/Q one asso-
ciates the unitary similitude group
GU(n, n) = {A ∈ ResK/QGLn | AJA¯t = µ(A)J},
where J =
[ −In
In
]
, with In denoting the n× n identity matrix, the bar over A
standing for the action of the non-trivial automorphism of K/Q and µ(A) ∈ GL1.
For a matrix (or scalar) A with entries in a ring affording an action of Gal(K/Q),
we will sometimes write A∗ for A¯t and Aˆ for (A∗)−1. We will also make use of the
groups
U(n, n) = {A ∈ GU(n, n) | µ(A) = 1},
and
SU(n, n) = {A ∈ U(n, n) | detA = 1}.
Since the case n = 2 will be of particular interest to us we set G = U(2, 2),
G1 = SU(2, 2) and Gµ = GU(2, 2).
For a Q-subgroup H of G write H1 for H ∩ G1. Denote by Ga the additive
group. In G we choose a maximal torus
T =




a
b
aˆ
bˆ

 | a, b ∈ ResK/Q GL1

 ,
and a Borel subgroup B = TUB with unipotent radical
UB =




1 α β γ
1 γ¯ − α¯φ φ
1
−α¯ 1

 | α, β, γ ∈ ResK/Q Ga, φ ∈ Ga, β + γα¯ ∈ Ga

 .
Let
TQ =




a
b
a−1
b−1

 | a, b ∈ GL1


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denote the maximal Q-split torus contained in T . Let R(G) be the set of roots of
TQ, and denote by ej, j = 1, 2, the root defined by
ej :


a1
a2
a−11
a−12

 7→ aj .
The choice of B determines a subset R+(G) ⊂ R(G) of positive roots. We have
R+(G) = {e1 + e2, e1 − e2, 2e1, 2e2}.
We fix a set ∆(G) ⊂ R+(G) of simple roots
∆(G) := {e1 − e2, 2e2}.
If θ ⊂ ∆(G), denote the parabolic subgroup corresponding to θ by Pθ. We have
P∆(G) = G and P∅ = B. The other two possible subsets of ∆(G) correspond to
maximal Q-parabolics of G:
• the Siegel parabolic P := P{e1−e2} =MPUP with Levi subgroup
MP =
{[
A
Aˆ
]
| A ∈ ResK/Q GL2
}
,
and (abelian) unipotent radical
UP =




1 b1 b2
1 b2 b4
1
1

 | b1, b4 ∈ Ga, b2 ∈ ResK/QGa


• the Klingen parabolic Q := P{2e2} =MQUQ with Levi subgroup
MQ =




x
a b
xˆ
c d

 | x ∈ ResK/Q GL1,
[
a b
c d
]
∈ U(1, 1)

 ,
and (non-abelian) unipotent radical
UQ =




1 α β γ
1 γ¯
1
−α¯ 1

 | α, β, γ ∈ ResK/QGa, β + γα¯ ∈ Ga


For an associative ring R with identity and an R-module N we write Nnm to denote
the R-module of n ×m matrices with entries in N . We also set Nn := Nn1 , and
Mn(N) := N
n
n . Let x = [
A B
C D ] ∈ M2n(N) with A,B,C,D ∈ Mn(N). Define
ax = A, bx = B, cx = C, dx = D.
For M ∈ Q, N ∈ Z such that MN ∈ Z we will denote by D(M,N) the group
G(R)
∏
p∤∞K0,p(M,N) ⊂ G(A), where
(2.1) K0,p(M,N) = {x ∈ G(Qp) | ax, dx ∈M2(OK,p) ,
bx ∈M2(M−1OK,p), cx ∈M2(MNOK,p)
}
.
If M = 1, denote D(M,N) simply by D(N) and K0,p(M,N) by K0,p(N). For
any finite p, the group K0,p := K0,p(1) = G(Zp) is the maximal (open) compact
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subgroup of G(Qp). Note that if p ∤ N , then K0,p = K0,p(N). We write K0,f(N) :=∏
p∤∞K0,p(N) and K0,f := K0,f(1). Note that K0,f is the maximal (open) compact
subgroup of G(Af). Set
K0,∞ :=
{[
A B
−B A
]
∈ G(R) | A,B ∈ GL2(C), AA∗ +BB∗ = I2, AB∗ = BA∗
}
.
Then K0,∞ is the maximal compact subgroup of G(R). Let
U(m) := {A ∈ GLm(C) | AA∗ = Im} .
We have
K0,∞ = G(R) ∩ U(4) ∼−→ U(2)× U(2),
where the last isomorphism is given by[
A B
−B A
]
7→ (A+ iB,A− iB) ∈ U(2)× U(2).
Finally, set K0(N) := K0,∞K0,f(N) and K0 := K0(1). The last group is the
maximal compact subgroup of G(A). Let M ∈ Q, N ∈ Z be such that MN ∈ Z.
We define the following congruence subgroups of G(Q):
Γh0(M,N) := G(Q) ∩D(M,N),
Γh1(M,N) := {α ∈ Γh0(M,N) | aα − 1 ∈M2(NOK)},
Γh(M,N) := {α ∈ Γh1(M,N) | bα ∈M2(M−1NOK)}
,(2.2)
and set Γh0(N) := Γ
h
0(1, N), Γ
h
1(N) := Γ
h
1(1, N) and Γ
h(N) := Γh(1, N). Because we
will frequently use the group Γh0(1), we reserve a special notation for it and denote
it by ΓZ. Note that the groups Γ
h
0(N), Γ
h
1(N) and Γ
h(N) are U(2, 2)-analogues
of the standard congruence subgroups Γ0(N), Γ1(N) and Γ(N) of SL2(Z). In
general the superscript ‘h’ will indicate that an object is in some way related to the
group U(2, 2). The letter ‘h’ stands for ‘hermitian’, as this is the standard name of
modular forms on U(2, 2).
2.3. Modular forms. In this paper we will make use of the theory of modular
forms on congruence subgroups of two different groups: SL2(Z) and ΓZ. We will
use both the classical and the adelic formulation of the theories. In the adelic
framework one usually speaks of automorphic forms rather than modular forms
and in this case SL2 is usually replaced with GL2. For more details see e.g. [11],
chapter 3. In the classical setting the modular forms on congruence subgroups
of SL2(Z) will be referred to as elliptic modular forms, and those on congruence
subgroups of ΓZ as hermitian modular forms.
2.3.1. Elliptic modular forms. The theory of elliptic modular forms is well-known,
so we omit most of the definitions and refer the reader to standard sources, e.g.
[29]. Let
H := {z ∈ C | Im (z) > 0}
denote the complex upper half-plane. In the case of elliptic modular forms we
will denote by Γ0(N) the subgroup of SL2(Z) consisting of matrices whose lower-
left entries are divisible by N , and by Γ1(N) the subgroup of Γ0(N) consisting of
matrices whose upper left entries are congruent to 1 modulo N . Let Γ ⊂ SL2(Z) be
a congruence subgroup. Set Mm(Γ) (resp. Sm(Γ)) to denote the C-space of elliptic
modular forms (resp. cusp forms) of weight m and level Γ. We also denote by
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Mm(N,ψ) (resp. Sm(N,ψ)) the space of elliptic modular forms (resp. cusp forms)
of weight m, level N and character ψ. For f, g ∈Mm(Γ) with either f or g a cusp
form, and Γ′ ⊂ Γ a finite index subgroup, we define the Petersson inner product
〈f, g〉Γ′ :=
∫
Γ′\H
f(z)g(z)(Im z)m−2 dx dy,
and set
〈f, g〉 := 1
[SL2(Z) : Γ
′
]
〈f, g〉Γ′ ,
where SL2(Z) := SL2(Z)/ 〈−I2〉 and Γ′ is the image of Γ′ in SL2(Z). The value
〈f, g〉 is independent of Γ′.
Every elliptic modular form f ∈Mm(N,ψ) possesses a Fourier expansion f(z) =∑∞
n=0 a(n)q
n, where throughout this paper in such series q will denote e(z) := e2πiz.
For γ =
[
a b
c d
] ∈ GL+2 (R), set j(γ, z) = cz + d.
In this paper we will be particularly interested in the space Sm
(
4,
(
−4
·
))
, where(
−4
·
)
is the non-trivial character of (Z/4Z)×. Regarded as a function Z→ {1,−1},
it assigns the value 1 to all prime numbers p such that (p) splits in K and the
value −1 to all prime numbers p such that (p) is inert in K. Note that since
the character
(
−4
·
)
is primitive, the space Sm
(
4,
(
−4
·
))
has a basis consisting of
primitive normalized eigenforms. We will denote this (unique) basis by N . For
f =
∑∞
n=1 a(n)q
n ∈ N , set fρ :=∑∞n=1 a(n)qn ∈ N .
Fact 2.1. ([29]) One has a(p) =
(
−4
p
)
a(p) for any rational prime p ∤ 2.
This implies that a(p) = a(p) if (p) splits in K and a(p) = −a(p) if (p) is inert in
K.
For f ∈ N and E a finite extension of Qℓ containing the eigenvalues of Tn,
n = 1, 2, . . . we will denote by ρf : GQ → GL2(E) the Galois representation
attached to f by Deligne (cf. e.g., [5], section 3.1). We will write ρf for the reduction
of ρf modulo a uniformizer of E with respect to some lattice Λ in E
2. In general ρf
depends on the lattice Λ, however the isomorphism class of its semisimplification
ρssf is independent of Λ. Thus, if ρf is irreducible (which we will assume), it is
well-defined.
2.3.2. Hermitian modular forms. For a systematic treatment of the theory of her-
mitian modular forms see [12], [25] and [24]. We begin by defining the hermitian
upper half-plane
H = {Z ∈M2(C) | − i(Z − Z¯t) > 0},
where i = [ i i ]. Set ReZ =
1
2 (Z + Z
t
) and ImZ = − 12 i(Z − Z
t
). Let
G+µ (R) := {g ∈ Gµ(R) | µ(g) > 0}.
The group G+µ (R) acts on H by γZ = (aγZ + bγ)(cγZ + dγ)−1, with γ ∈ G+µ (R).
For a holomorphic function F on H, an integer m and γ ∈ G+µ (R) put
F |mγ = µ(γ)2m−4j(γ, Z)−mF (γZ),
with the automorphy factor j(γ, Z) = det(cγZ + dγ).
Let Γh be a congruence subgroup of ΓZ. We say that a holomorphic function F
on H is a hermitian modular form of weight m and level Γh if
F |mγ = F
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for all γ ∈ Γh. The group Γh is called the level of F . If Γh = Γh0(N) for some N ∈ Z,
then we say that F is of level N . Forms of level 1 will sometimes be referred to as
forms of full level. One can also define hermitian modular forms with a character.
Let Γh = Γh0(N) and let ψ : A
×
K → C× be a Hecke character such that for all finite
p, ψp(a) = 1 for every a ∈ O×K,p with a− 1 ∈ NOK,p. We say that F is of level N
and character ψ if
F |mγ = ψN (det aγ)F
for every γ ∈ Γh0(N).
A hermitian modular form of level Γh(M,N) possesses a Fourier expansion
F (Z) =
∑
τ∈S(M)
c(τ)e(tr τZ),
where S(M) = {x ∈ S | tr xL(M) ⊂ Z} with S = {h ∈ M2(K) | h∗ = h} and
L(M) = S ∩M2(MOK). As we will be particularly interested in the case when
M = 1, we set
S := S(1) =
{[
t1 t2
t2 t3
]
∈M2(K) | t1, t3 ∈ Z, t2 ∈ 1
2
OK
}
.
We denote by Mm(Γh) the C-space of hermitian modular forms of weight m
and level Γh, and by Mm(N,ψ) the space of hermitian modular forms of weight
m, level N and character ψ. For F ∈ Mm(Γh) and α ∈ G+µ (R) one has F |mα ∈
Mm(α−1Γhα) and there is an expansion
F |mα =
∑
τ∈S
cα(τ)e(tr τZ).
We call F a cusp form if for all α ∈ G+µ (R), cα(τ) = 0 for every τ such that det τ =
0. Denote by Sm(Γh) (resp. Sm(N,ψ)) the subspace of cusp forms inside Mm(Γh)
(resp. Mm(N,ψ)). If ψ = 1, set Mm(N) :=Mm(N,1) and Sm(N) := Sm(N,1).
Theorem 2.2 (q-expansion principle, [17], section 8.4). Let ℓ be a rational prime
and N a positive integer with ℓ ∤ N . Suppose all Fourier coefficients of F ∈
Mm(N,ψ) lie inside the valuation ring O of a finite extension E of Qℓ. If γ ∈ ΓZ,
then all Fourier coefficients of F |mγ also lie in O.
If F and F ′ are two hermitian modular forms of weightm, level Γh and character
ψ, and either F or F ′ is a cusp form, we define for any finite index subgroup Γh0 of
Γh, the Petersson inner product
〈F, F ′〉Γh0 :=
∫
Γh0\H
F (Z)F ′(Z)(detY )m−4dXdY,
where X = ReZ and Y = ImZ, and
〈F, F ′〉 = [ΓZ : Γh0 ]−1 〈F, F ′〉Γh0 ,
where ΓZ := ΓZ/ 〈i〉 and Γh0 is the image of Γh0 in ΓZ. The value 〈F, F ′〉 is indepen-
dent of Γh0 .
There exist adelic analogues of hermitian modular forms. For F ∈ Mm(N,ψ),
the function ϕF : G(A)→ C defined by
ϕF (g) = j(g∞, i)
−mF (g∞, i)ψ
−1(det dk),
where g = gQg∞k ∈ G(Q)G(R)K0,f(N), is an automorphic form on G(A).
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3. Eisenstein series
The goal of this section is to compute the residue of the hermitian Klingen
Eisenstein series (cf. Definition 3.1 and Theorem 3.10). This computation will be
used in the next section.
3.1. Siegel, Klingen and Borel Eisenstein series. Siegel and Klingen Eisen-
stein series are induced from the maximal parabolic subgroups P and Q of G =
U(2, 2) respectively. (For the definitions of P and Q see section 2.2.) Let
δP : P (A)→ R+
be the modulus character of P (A),
(3.1) δP
([
A
Aˆ
]
u
)
= | detA detA|2A,
with A ∈ ResK/Q GL2(A), u ∈ UP (A), and
δQ : Q(A)→ R+
the modulus character of Q(A),
(3.2) δQ




x
a b
xˆ
c d

u

 = |xx|3A,
with x ∈ ResK/QGL1(A),
[
a b
c d
] ∈ U(1, 1)(A) and u ∈ UQ(A). As before, K0 =
K0,∞K0,f will denote the maximal compact subgroup of G(A). Using the Iwasawa
decomposition G(A) = P (A)K0 we extend both characters δP and δQ to functions
on G(A) and denote these extensions again by δP and δQ.
Definition 3.1. For g ∈ G(A), the series
EP (g, s) :=
∑
P (Q)\G(Q)
δP (γg)
s
is called the (hermitian) Siegel Eisenstein series, while the series
EQ(g, s) :=
∑
Q(Q)\G(Q)
δQ(γg)
s
is called the (hermitian) Klingen Eisenstein series.
Properties of EP (g, s) were investigated by Shimura in [36]. We summarize them
in the following proposition.
Proposition 3.2. The series EP (g, s) is absolutely convergent for Re (s) > 1 and
can be meromorphically continued to the entire s-plane with only a simple pole at
s = 1. One has
(3.3) ress=1 EP (g, s) =
45L
(
2,
(
−4
·
))
4πL
(
3,
(
−4
·
)) ,
where L(·, ·) denotes the Dirichlet L-function.
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Properties of the Klingen Eisenstein series were investigated by Raghavan and
Sengupta in [32]. The only difference is that instead of EQ(g, s), [32] uses an
Eisenstein series that we will denote by Es(Z). The connection between EQ(g, s)
and Es(Z) is provided by Lemma 4.6. After the connection has been established
the following proposition follows from Lemma 1 in [32].
Proposition 3.3. The series EQ(g, s) converges absolutely for Re (s) > 1 and can
be meromorphically continued to the entire s-plane. The possible poles of EQ(g, s)
are at most simple and are contained in the set {0, 1/3, 2/3, 1}.
In section 3.4 we will show that EQ(g, s) has a simple pole at s = 1 and calculate
the residue.
Both EP (g, s) and EQ(g, s) have their classical analogues, i.e., series in which g
is replaced by a variable Z in the hermitian upper half-plane H. Let g∞ ∈ G(R)
be such that Z = g∞i and set g = (g∞, 1) ∈ G(R)×G(Af). Define
EP (Z, s) := EP (g, s)
and
EQ(Z, s) = EQ(g, s).
We will show in Lemma 4.6 that
EQ(Z, s) =
∑
γ∈Q(Z)\ΓZ
(
det Im (γZ)
(Im (γZ))2,2
)3s
,
where for any matrix M we denote its (i, j)-th entry by Mi,j .
Remark 3.4. Note that we use the same symbols EP (·, s) and EQ(·, s) to denote
both the adelic and the classical Eisenstein series. We distinguish them by inserting
g ∈ G(A) or Z ∈ H in the place of the dot. We will continue this abuse of notation
for other Eisenstein series we study.
We now turn to the Eisenstein series which is induced from the Borel subgroup
B of G, which we call the Borel Eisenstein series. It is a function of two complex
variables s and z, defined by
EB(g, s, z) :=
∑
γ∈B(Q)\G(Q)
δQ(γg)
sδP (γg)
z.
Note that as the Levi subgroup of B is abelian (it is the torus T ), the character
δsQδ
z
P is a cuspidal automorphic form on T (A). Thus the following proposition
follows from [30], Proposition II.1.5.
Proposition 3.5. The series EB(g, s, z) is absolutely convergent for
(s, z) ∈ {(s′, z′) ∈ C×C | Re (s′) > 2/3,Re (z′) > 1/2}.
It can be meromorphically continued to all of C×C.
Remark 3.6. It follows from the general theory (cf. [26], chapter 7) that by taking
iterated residues of Eisenstein series induced from minimal parabolics one obtains
Eisenstein series on other parabolics. These series are usually referred to as residual
Eisenstein series. In fact EP and EQ are residues of EB taken with respect to the
variable s and z respectively. We will prove this fact in section 3.5, but see also
[21], Remark 5.6.
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3.2. Siegel Eisenstein series with positive weight. In this section we define
an Eisenstein series induced from the Siegel parabolic, having positive weight, level
and non-trivial character. For notation refer to section 2. Let m,N be integers
with m ≥ 0 and N > 0. Note that K0,∞ is the stabilizer of i in G(R). Let ψ :
K× \A×K → C× be a Hecke character of A×K with local decomposition ψ =
∏
p ψp,
where p runs over all the places of Q. Assume that
ψ∞(x∞) =
(
x∞
|x∞|
)m
and
ψp(xp) = 1 if p 6=∞, xp ∈ O×K,p, and xp − 1 ∈ NOK,p.
As before we set ψN =
∏
p|N ψp. Let δP denote the modulus character of P . We
define
µP : MP (Q)UP (A) \G(A)→ C
by setting
µP (g) =
{
0 g 6∈ P (A)K0(N)
ψ(det dq)
−1ψN (det dκ)
−1j(κ∞, i)
−m g = qκ ∈ P (A)K0(N).
Recall that for g ∈ G(R), j(g, Z) := det(cgZ + dg). Note that µP has a local
decomposition µP =
∏
p µP,p, where
(3.4) µP,p(qpκp) =


ψp(det dqp)
−1 if p ∤ N∞,
ψp(det dqp)
−1ψp(det dκp) if p | N, p 6=∞,
ψ∞(det dq∞)
−1j(κ∞, i)
−m if p =∞
and δP has a local decomposition δP =
∏
p δP,p, where
(3.5) δP,p
([
A
Aˆ
]
uκ
)
= | detAdetA|Qp .
Definition 3.7. The series
E(g, s,N,m, ψ) :=
∑
γ∈P (Q)\G(Q)
µP (γg)δP (γg)
s/2
is called the (hermitian) Siegel Eisenstein series of weight m, level N and character
ψ.
The series E(g, s,N,m, ψ) converges for Re (s) sufficiently large, and can be
continued to a meromorphic function on all of C (cf. [36], Proposition 19.1). It
also has a complex analogue E(Z, s,m, ψ,N) defined by
E(Z, s,m, ψ,N) := j(g∞, i)
mE(g, s,N,m, ψ)
for Z = g∞i, g = gQg∞κf ∈ G(Q)G(R)K0,f(N). It follows from Lemma 18.7(3)
of [36] and formulas (16.40) and (16.48) of [37], together with the fact that K has
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class number one that
E(Z, s,m, ψ,N) =
∑
γ∈(P (Q)∩Γh0(N))\Γ
h
0(N)
ψN (det dγ)
−1(det ImZ)s−m/2|mγ =
=
∑
γ∈(P (Q)∩Γh0(N))\Γ
h
0(N)
ψN (det dγ)
−1 det(cγZ + dγ)
−m×
× | det(cγZ + dγ)|−2s+m(det ImZ)s−m/2.
(3.6)
3.3. The Eisenstein series on U(1, 1). Let B1 denote the upper-triangular Borel
subgroup of U(1, 1) with Levi decomposition B1 = T1U1, where
T1 :=
{[
a
aˆ
]
| a ∈ ResK/QGL1
}
and
U1 =
{[
1 x
1
]
| x ∈ Ga
}
.
Let δ1 : B1(A)→ R+ be the modulus character given by
δ1
([
a
aˆ
]
u
)
= |aa|A
for u ∈ U1(A). Let K1 = K1,∞K1,f denote the maximal compact subgroup of
U(1, 1)(A) with
K1,∞ =
{[
α β
−β α
]
∈ GL2(C) | |α|2 + |β|2 = 1, αβ ∈ R
}
being the maximal compact subgroup of U(1, 1)(R) and K1,f =
∏
p6=∞U(1, 1)(Zp).
As usually we extend δ1 to a map on U(1, 1)(A) using the Iwasawa decomposition.
For g ∈ U(1, 1)(A), set
(3.7) EU(1,1)(g, s) =
∑
γ∈B1(Q)\U(1,1)(Q)
δ1(γg)
s.
The following proposition follows from [36], Theorem 19.7.
Proposition 3.8. The series EU(1,1)(g, s) converges absolutely for Re (s) > 1 and
continues meromorphically to all of C. It has a simple pole at s = 1 with residue
3/π.
We now define a complex analogue of EU(1,1)(g, s). As SL2(R) acts transitively
on H, so does U(1, 1)(R) ⊃ SL2(R). Hence for every z1 ∈ H there exists g∞ ∈
U(1, 1)(R) such that z1 = g∞i. Set g = (g∞, 1) ∈ U(1, 1)(R) × U(1, 1)(Af). An
easy calculation shows that
(3.8) δ1(g) = Im (z1).
For z1 and g as above, we define the complex Eisenstein series corresponding to
EU(1,1)(g, s) by
(3.9) EU(1,1)(z1, s) := EU(1,1)(g, s).
It is easy to see that
(3.10) EU(1,1)(z1, s) =
∑
γ∈B1(Z)\U(1,1)(Z)
(Im (γz1))
s.
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The series EU(1,1)(z1, s) possesses a Fourier expansion of the form
EU(1,1)(z1, s) =
∑
n∈Z
cn(y1, s)e
2πinx1 ,
where x1 := Re (z1) and y1 := Im (z1).
Lemma 3.9. Let z1 and g be as before, i.e., z1 = g∞i. Then
c0(s, y1) = y
s
1 +
ζ(2s− 1)
ζ(2s)
Γ
(
s− 12
)
Γ(s)
√
π y1−s1 ,
where ζ(s) denotes the Riemann zeta function.
Proof. This is a standard argument. See, e.g., [4], the proof of Theorem 1.6.1. 
3.4. Residue of the Klingen Eisenstein series. Let EQ(g, s) be the Klingen
Eisenstein series defined in section 3.1. This section and section 3.5 are devoted to
proving the following theorem.
Theorem 3.10. The series EQ(g, s) has a simple pole at s = 1 and one has
(3.11) ress=1 EQ(g, s) =
5π2L
(
2,
(
−4
·
))
4ζK(2)L
(
3,
(
−4
·
)) ,
where ζK(s) denotes the Dedekind zeta function of K.
Theorem 3.10 is a consequence of the following proposition.
Proposition 3.11. The following statements hold:
(i) For any fixed s ∈ C with Re (s) > 2/3 the function EB(g, s, z) has a simple
pole at z = 1/2 and
(3.12) resz=1/2EB(g, s, z) =
3
2π
EQ(g, s+ 1/3).
(ii) For any fixed z ∈ C with Re (z) > 1/2 the function EB(g, s, z) has a simple
pole at s = 2/3 and
(3.13) ress= 23 EB(g, s, z) =
π2
6ζK(2)
EP (g, z + 1/2) .
Indeed, using Proposition 3.11 and interchanging the order of taking residues we
obtain:
ress= 23 EQ
(
g, s+
1
3
)
=
2π
3
π2
6ζK(2)
resz= 12 EP
(
g,
1
2
+ z
)
.
By Proposition 3.2,
resz= 12 EP
(
g,
1
2
+ z
)
=
45L
(
2,
(
−4
·
))
4πL
(
3,
(
−4
·
)) ,
and thus we finally get
ress=1 EQ(g, s) =
5π2L
(
2,
(
−4
·
))
4ζK(2)L
(
3,
(
−4
·
)) ,
which proves Theorem 3.10.
We now prepare for the proof of Proposition 3.11, which will be completed in
section 3.5.
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Let
[
x
a b
xˆ
c d
]
∈ MQ(A). Since
[
a b
c d
] ∈ U(1, 1)(A), we can use the Iwasawa
decomposition for U(1, 1)(A) with respect to the upper-triangular Borel to write[
a b
c d
]
=
[
α β
αˆ
]
κ with κ ∈ K1, whereK1 is as in section 3.3. Note that if κ = [ κ1 κ2κ3 κ4 ],
then
[
1
κ1 κ2
1
κ3 κ4
]
∈ K0. Define a character
φQ :MQ(A)→ R+
by
φQ




x
a b
xˆ
c d



 = φQ




x
1
xˆ
1




1
α β
1
αˆ



 = |αα|A,
and a character
φP :MP (A)→ R+
by:
(3.14) φP
([
A
Aˆ
])
=
φP




x ∗
y
xˆ
∗ yˆ




κ1 κ2
κ3 κ4
κ′1 κ
′
2
κ′3 κ
′
4



 = |xy−1(xy−1)|A,
where we used the Iwasawa decomposition for GL2(AK) = ResK/Q GL2(A) with
respect to its upper-triangular Borel BR, and its maximal compact subgroup KR =
U(2)
∏
v∤∞GL2(OK,v) to write A ∈ GL2(AK) as
A =
[
x ∗
y
] [
κ1 κ2
κ3 κ4
]
∈ BR(A)KR.
We again have
[ κ1 κ2
κ3 κ4
κ′1 κ
′
2
κ′3 κ
′
4
]
∈ K0.
Extend φQ and φP as well as δQ and δP to functions on G(A) using the Iwasawa
decompositions
(3.15) G(A) = B(A)K0 = P (A)K0 = Q(A)K0.
A simple calculation shows that
(3.16) δsQδ
z
P = δ
s+ 23 z
Q φ
2z
Q = δ
3
4 s+z
P φ
3
2 s
P
for any complex numbers s and z. Let EB(g, s, z) be the Borel Eisenstein series
defined in section 3.1. By Proposition 3.5 the series is absolutely convergent if
Re (s) > 2/3 and Re (z) > 1/2 and admits meromorphic continuation to all of C2.
Using identity (3.16) and rearranging terms we get:
EB(g, s, z) :=
∑
γ∈Q(Q)\G(Q)
δQ(γg)
s+ 23 z
∑
α∈B(Q)\Q(Q)
φQ(αγg)
2z =
(3.17) =
∑
γ∈P (Q)\G(Q)
δP (γg)
3
4 s+z
∑
α∈B(Q)\P (Q)
φP (αγg)
3
2 s.
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Let EU(1,1)(g, s) be the Eisenstein series defined by formula (3.7). We also define
an Eisenstein series on ResK/Q GL2(A) by:
(3.18) EResK/Q GL2(g, s) =
∑
γ∈BR(Q)\ResK/Q GL2(Q)
δR(γg)
s,
where δR denotes the modulus character on BR defined by:
δR : BR → R+
(3.19) δR
([
a ∗
b
])
= |aab−1b−1|1/2A .
The following maps
πQ :MQUQ → U(1, 1)



x
a b
xˆ
c d

 , u

 7→
[
a b
c d
]
,
(3.20)
and
πP : P → ResK/QGL2[
A X
Aˆ
]
7→ A(3.21)
give bijections
B(Q) \Q(Q) ∼= B1(Q) \U(1, 1)(Q)
and
B(Q) \ P (Q) ∼= BR(Q) \ ResK/Q GL2(Q),
respectively.
On the A-points we can extend πQ to a map G(A)→ U(1, 1)(A)/K1 and πP to a
map G(A) → ResK/Q GL2(A)/KR by declaring them to be trivial on K0. Hence
we can rewrite (3.17) as
(3.22) EB(g, s, z) :=
∑
γ∈Q(Q)\G(Q)
δQ(γg)
s+ 23 zEU(1,1)(πQ(γg), 2z) =
=
∑
γ∈P (Q)\G(Q)
δP (γg)
3
4 s+zEResK/Q GL2(πP (γg),
3
2
s).
3.5. EQ(g, s) as a residual Eisenstein series. In this section we complete the
proof of Proposition 3.11. We will only present a proof of part (i) of the proposi-
tion as the proof of (ii) is completely analogous. (In part (ii) the role of EU(1,1)
(see below) is played by EResK/Q GL2 for which an easy computation shows that
ress=1 EResK/Q GL2(g, s) = π
2/(4ζK(2)).) In what follows Z will denote a variable in
the hermitian upper half-plane H, and z1 a variable in the complex upper half-plane
H. Otherwise we use notation from sections 3.1-3.4. Write g = gQg∞κ ∈ G(A)
with gQ ∈ G(Q), g∞ ∈ G(R) and κ ∈ K0,f. We have EB(g, s, z) = EB(g∞, s, z)
and EQ(g, s) = EQ(g∞, s), hence it is enough to prove (3.12) for g = (g∞, 1) ∈
G(R) × G(Af). Let K1 denote the maximal compact subgroup of U(1, 1)(A) and
let πQ : G(A)→ U(1, 1)(A)/K1 be as in formula (3.20). Lemmas 3.12 and 3.14 are
easy.
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Lemma 3.12. If g = (g∞, 1) ∈ G(A), then Im (πQ(g)∞i) = Im (g∞i)2,2.
Remark 3.13. Note that for any 2 × 2 matrix M with entries in C one has
Im (M2,2) = (Im (M))2,2. Hence the conclusion of Lemma 3.12 can also be written
as Im (πQ(g)∞i) = Im ((g∞i)2,2).
Lemma 3.14. For any Z ∈ H, there exists γ ∈ Q(Z) such that (Im γZ)2,2 > 12 .
The next lemma is just a simple adaptation to the case of hermitian modular
forms of the proof of Hilfsatz 2.10 of [10].
Lemma 3.15. For every Z ∈ H, we have
sup
γ∈ΓZ
det Im (γZ) <∞.
Proposition 3.16. Let δ > 0 and g = (g∞, 1) ∈ G(R) ×G(Af). For every s ∈ C
with Re (s) > 1 + δ and every z ∈ C with |z − 12 | < δ, the series
(3.23) D := |z − 1/2|
∑
γ∈Q(Q)\G(Q)
∣∣∣δQ(γg)s+2z/3EU(1,1)(πQ(γg), 2z)∣∣∣
converges.
Proof. Using the same arguments as in the proof of Lemma 4.6 (cf. section 4.2)
one shows that
D =
∑
γ∈Q(Z)\ΓZ
∣∣∣∣∣
(
det Im (γZ)
(Im (γZ))2,2
)3s+2z∣∣∣∣∣ |z − 1/2| |EU(1,1)(πQ(γg)∞i, 2z)|.
(Note that z′ := πQ(γg)∞i is a complex variable.) As g = (g∞, 1) and γ ∈ ΓZ ⊂
K0,f, we have πQ(γg)∞ = πQ((γg∞, 1))∞. By Lemmas 3.12 and 3.14 we can find a
set S of representatives of Q(Z) \ ΓZ such that for every γ ∈ S we have
(3.24) Im (πQ(γg)∞i) = Im ((γg∞i)2,2) >
1
2
.
The series EU(1,1)(z1, 2z) has a Fourier expansion of the form
EU(1,1)(z1, 2z) =
∑
n∈Z
cn(2z, Im (z1))e
2πinRe (z1),
and EU(1,1)(z1, 2z) − c0(2z, Im (z1)) for every fixed z1 continues to a holomor-
phic function on the entire z-plane and for every fixed z is rapidly decreasing
as Im (z1) → ∞. It follows that for any given N > 0 there exists a constant
M(N) (independent of z1 and independent of z as long as |z − 1/2| < δ) such
that |EU(1,1)(z1, 2z)− c0(2z, Im (z1))| < M(N) as long as Im (z1) > N . Set xγ :=
Re (πQ(γg)∞i) and yγ := Im (πQ(γg)∞i) = Im ((γg∞i)2,2) . Taking N = 1/2, we
see by formula (3.24) that there exists a constant M (independent of γ) such that
|EU(1,1)(xγ + iyγ , 2z)| ≤M + |c0(2z, yγ)|. Using (3.8) and Lemma 3.9 one sees that
there exists a positive constant C independent of z and of γ such that
|z − 1/2||c0(2z, yγ)| < C + |yγ |1+2δ.
Thus we conclude that there exists a positive constant A (independent of z and γ)
such that ∣∣∣∣
(
z − 1
2
)
EU(1,1) (πQ(γg∞)i, 2z)
∣∣∣∣ ≤ A(1 + Im (πQ(γg∞)i)1+2δ) =
= A(1 + Im (γg∞i)
1+2δ
2,2 ).
(3.25)
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For s′ ∈ C lying inside the region of absolute convergence of Es′ (Z) let
|E|s′(Z) :=
∑
γ∈Q(Z)\ΓZ
∣∣∣∣∣
(
det Im (γZ)
(Im (γZ))2,2
)s′ ∣∣∣∣∣
denote the majorant of Es(Z). By formula (3.25) we have
(3.26) D ≤ A|E|3s+2z(Z) +A
∑
γ∈S
∣∣∣∣∣
(
det Im (γZ)
(Im (γZ))2,2
)3s+2z∣∣∣∣∣ (Im (γZ))1+2δ2,2 .
Note that |E|3s+2z(Z) is well-defined (i.e., 3s + 2z is in the region of absolute
convergence of Es′(Z)) by our assumption on s and z. Denote the second term of
the right-hand side of formula (3.26) by D2. Then
D2 = A
∑
γ∈S
∣∣∣∣∣
(
det Im (γZ)
(Im (γZ))2,2
)3s+2z−(1+2δ)∣∣∣∣∣ (det Im (γZ))1+2δ.
By Lemma 3.15 there exists a constant M(Z) such that det Im (γZ) ≤ M(Z) for
every γ ∈ S and hence
D2 ≤ AM(Z)1+2δ|E|3s+2z−(1+2δ) <∞
as Re (3s + 2z − (1 + 2δ)) > 3 by our assumptions on z and s. This finishes the
proof. 
Proof of Proposition 3.11. We need to show that for a fixed s ∈ C with Re (s) >
2/3 and for every ǫ > 0 there exists δ > 0 such that |z − 1/2| < δ implies
(3.27) D(z) :=
∣∣∣(z − 1
2
) ∑
γ∈Q(Q)\G(Q)
δQ(γg)
s+2z/3EU(1,1)(πQ(γg), 2z)−
− 3
2π
∑
γ∈Q(Q)\G(Q)
δQ(γg)
s+1/3
∣∣∣ < ǫ.
As remarked at the beginning of the section we can assume without loss of
generality that g = (g∞, 1) ∈ G(R) × G(Af). We first show that (3.27) holds for
s with Re (s) > 1. Fix s ∈ C with Re (s) > 1 and δ′ > 0 such that 0 < δ′ <
Re (s) − 1. From now on assume |z − 1/2| < δ′. Fix a set S of representatives of
Q(Q)\G(Q). By Proposition 3.16 and the fact that EQ(g, s′) converges absolutely
for s′ with Re (s′) > 1, there exists a finite subset S1 of S such that the following
two inequalities:
(3.28)
∑
γ∈S2
∣∣∣(δQ(γg))s+1/3∣∣∣ < πǫ
6
,
(3.29)
∑
γ∈S2
∣∣∣∣z − 12
∣∣∣∣
∣∣∣ δQ(γg)s+2z/3EU(1,1)(πQ(γg), 2z)∣∣∣ < ǫ
4
are simultaneously satisfied. Here S2 denotes the complement of S1 in S. We have
D(z) ≤ D1(z) +D2(z), where
Dj(z) :=
∣∣∣∣∣∣
(
z − 1
2
) ∑
γ∈Sj
δQ(γg)
s+2z/3EU(1,1)(πQ(γg), 2z)− 3
2π
∑
γ∈Sj
δQ(γg)
s+1/3
∣∣∣∣∣∣ .
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Note that if we replace δ′ with a smaller δ′′ > 0, then estimates (3.28) and (3.29)
remain true as long as |z−1/2| < δ′′ for the same choice of S1. Hence we find δ > 0
with δ < δ′ such that D1(z) <
ǫ
2 . This is clearly possible as D1(z) is a finite sum
and it follows from Proposition 3.8 that 3/2π is the residue of EU(1,1)(πQ(γg), 2z)
at z = 1/2. On the other hand D2(z) ≤ D3(z) +D4(z), where
D3(z) :=
∑
γ∈S2
∣∣∣∣z − 12
∣∣∣∣ ∣∣∣ δQ(γg)s+2z/3EU(1,1)(πQ(γg), 2z)∣∣∣
and
D4(z) :=
3
2π
∑
γ∈S2
∣∣∣(δQ(γg))s+1/3∣∣∣ .
Formulas (3.28) and (3.29) imply now that D3(z) < ǫ/4 and D4(z) < ǫ/4. Hence
D(z) ≤ D1(z) +D2(z) ≤ D1(z) +D3(z) +D4(z) < ǫ
as desired.
We have thus established the equality resz=1/2EB(g, s, z) =
3
2πEQ(g, s+1/3) for
s with Re (s) > 1. However, both sides are meromorphic functions in s and since
the right-hand side is holomorphic for Re (s) > 2/3, so must be the left-hand side.
Hence they agree for Re (s) > 2/3. 
4. The Petersson norm of a Maass lift
The goal of this section is to express the denominator of CFf in formula (1.2) by
a special value of the symmetric square L-function of f .
4.1. Maass lifts. Let H, as before, denote the complex upper half-plane. The
spaceH×C×C affords an action of the Jacobi modular group ΓJ := SL2(Z)⋉O2K ,
under which
([
a b
c d
]
, λ, µ
)
takes (τ, z, w) ∈ H×C×C to
(
aτ+b
cτ+d ,
z
cτ+d ,
w
cτ+d
)
.
Definition 4.1. A holomorphic function
φ : H×C×C→ C
is called a Jacobi form of weight k and index m if for every
[
a b
c d
] ∈ SL2(Z) and
λ, µ ∈ OK ,
φ = φ|k,m
[
a b
c d
]
:= (cτ + d)−ke
(
−m czw
cτ + d
)
φm
(
aτ + b
cτ + d
,
z
cτ + d
,
w
cτ + d
)
and
φ = φ|m[λ, µ] := e(mλλt+ λz + λw) φm(τ, z + λτ + µ,w + λ¯t+ µ¯).
Let k be a positive integer divisible by 4 and F a hermitian cusp form of weight
k and full level. By rearranging the Fourier expansion F (Z) =
∑
B∈S c(B)e(trBZ)
of F we obtain
(4.1) F (Z) =
∑
m∈Z>0
φm(τ, z, w)e(mτ
′)
where Z = [ τ zw τ ′ ] ∈ H and
φm(τ, z, w) =
∑
l∈Z≥0,t∈
1
2OK
tt≤lm
c
([
l t
t¯ m
])
e(lτ + t¯z + tw)
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is a Jacobi form of weight k and index m. The expansion (4.1) is called the Fourier-
Jacobi expansion of F .
Definition 4.2. The Maass space denoted by SMk (ΓZ) is the C-linear subspace of
Sk(ΓZ) consisting of those F ∈ Sk(ΓZ) which satisfy the following condition: there
exists a function c∗F : Z≥0 → C such that
cF (B) =
∑
d∈Z>0,d|ǫ(B)
dk−1c∗F (4 detB/d
2)
for all B ∈ S, where ǫ(B) := max
{
q ∈ Z>0 | 1qB ∈ S
}
. We call F ∈ SMk (ΓZ) a
Maass form or a CAP form.
Theorem 4.3 (Raghavan-Sengupta [32]). There exists a C-linear isomorphism
between the Maass space and the space
(4.2) S+k−1
(
4,
(−4
·
))
:=
=
{
φ ∈ Sk−1
(
4,
(−4
·
))
| φ =
∞∑
n=1
b(n)qn, b(n) = 0 if
(−4
n
)
= 1
}
.
We will describe this isomorphism in more detail. Any Jacobi form ψ of weight k
and index 1 can be written as a finite linear combination:
(4.3) ψ(τ, z, w) =
∑
t∈A
ft(τ)θt(τ, z, w),
where A =
{
0, 12 ,
i
2 ,
i+1
2
}
, θt(τ, z, w) :=
∑
λ∈t+OK
e(λλτ + l¯z + w) and
ft(τ) =
∑
l≥0,l≡−4nt (mod 4)
c∗F (l)e(lτ/4).
The map ψ(τ, z, w) 7→ f0(τ) gives an injection of Jk,1, the space of Jacobi forms
of weight k and index 1, into Sk−1
(
4,
(
−4
·
))
. If we put ψ = φ1 and define φ
by φ|k−1
[
−1
4
]
= f0, the composite F 7→ φ1(τ, z, w) 7→ f0(τ) 7→ φ gives the
isomorphism alluded to in Theorem 4.3. Denoting this isomorphism by Ω, we can
map any normalized Hecke eigenform f =
∑
n≥1 b(n)q
n ∈ Sk−1
(
4,
(
−4
·
))
to the
element Ff := Ω
−1(f − fρ) ∈ SMk (ΓZ). Here fρ =
∑
n≥1 b(n)q
n. This lifting is
Hecke equivariant in a sense, which will be explained in section 5.4. Note that
Ff = −Ffρ and Ff 6= 0 if and only if f 6= fρ.
Definition 4.4. If f 6= fρ, then Ff is called the Maass lift of f or the CAP lift of
f .
Proposition 4.5. If f =
∑∞
n=1 b(n)q
n ∈ Sk−1
(
4,
(
−4
·
))
is a normalized eigenform,
then
(4.4) c∗Ff (n) =
{
−2i
u(n) (b(n)− b(n)) if n 6≡ 1 (mod 4)
0 if n ≡ 1 (mod 4) ,
where u(n) := #{t ∈ A | 4N(t) ≡ −n (mod 4)}.
Proof. This follows from formula (4) on page 670 in [25]. 
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4.2. The Petersson norm of Ff . To express 〈Ff , Ff 〉 by an L-value we will use
an identity proved in [32] that involves a variant Es(Z) (defined below) of the
Klingen Eisenstein series EQ(g, s) (which was defined in section 3.1). For a matrix
M , denote by Mi,j the (i, j)-th entry of M . Let C be the subgroup of ΓZ consisting
of all matrices whose last row is
[
0 0 0 1
]
. Set
Es(Z) =
∑
γ∈C\ΓZ
(
det Im γZ
(Im γZ)1,1
)s
.
The series converges for Re (s) > 3 ([32], Lemma 1).
Lemma 4.6. Let g = (g∞, 1) ∈ G(A) and Z = g∞i. Then
(4.5) EQ(g, s) =
1
4
E3s(Z).
Proof. First note that
Es(Z) = 4
∑
γ∈C′\ΓZ
(
det Im γZ
(Im γZ)1,1
)s
,
where C′ is the subgroup of ΓZ consisting of matrices whose last row is of the form[
0 0 0 α
]
with α ∈ O×K . Moreover we have C′ = wQ(Z)w−1 with w =
[
1
1
1
1
]
.
This gives∑
γ∈C′\ΓZ
(
det Im γZ
(Im γZ)1,1
)s
=
∑
γ∈Q(Z)\ΓZ
(
det Imwγw−1Z
(Imwγw−1Z)1,1
)s
=
∑
γ∈Q(Z)\ΓZ
(
det Im γZ
(Im γZ)2,2
)s
,
as w ∈ ΓZ.
Now for γ ∈ ΓZ we have δQ(γg) = δQ(q), where q = (q∞, 1) and γg∞ = q∞κ∞
with q∞ ∈ Q(R), κ∞ ∈ K0,∞. If q∞ = um with m =
[ x
a b
xˆ
c d
]
∈ MQ(R) and
u ∈ UQ(R), then
δQ(γg) = δQ(um) = δQ(m(m
−1um)) = δQ(m) = |xx|3A.
Moreover
Im γZ = Im γg∞i = Im q∞i = Im um i.
A direct calculation shows that det Im u(mi) = det Imm i and that (Im u(mi))2,2 =
(Immi)2,2. On the other hand
Imm i =
[
xx
1
(ci+d)(ci+d)
]
,
hence we have
det Im γZ
(Im γZ)2,2
= δQ(γg)
1/3.
The lemma now follows from the fact that the natural injection
Q(Z) \ ΓZ → Q(Q) \G(Q)
is a bijection. This is a consequence of the identityQ(A) = Q(Q)Q(R)Q(
∏
p∤∞ Zp),
which follows from Lemma 8.14 of [36]. 
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Set
(4.6) E∗s (Z) := π
−2sΓ(s)Γ(s− 1)ζ(2s− 2)ζK(s)Es(Z).
In [32] Raghavan and Sengupta prove that E∗s (Z) can be analytically continued
in s to the entire complex plane except for possible simple poles at s = 0, 1 , 2 , 3.
Using Lemma 4.6 and Theorem 3.10 we conclude that E∗s (Z) has a simple pole at
s = 3 and
(4.7) ress=3 E
∗
s (Z) =
2
π2
ζ(3).
Combining results of section 3 of [32] with a formula on page 200 in [loc. cit.] we
get
〈
Ff , E
∗
s−k+3Ff
〉
= 4−3sπ−3s+2k−6Γ(s)Γ(s− k + 2)Γ(s− k + 3)×
×

 3∏
j=1
ζ(s− k + j)

L(Symm2 f, s) 〈φ1, φ1〉 .(4.8)
Here we define L(Symm2 f, s) for a normalized eigenform f =
∑∞
n=1 a(n)q
n as an
Euler product:
L(Symm2 f, s) = (1− a(2)22−s)−1(1− a(2)22−s)−1×
×
∏
p6=2
[
(1− α2p,1p−s)(1 − αp,1αp,2p−s)(1− α2p,2p−s)
]−1(4.9)
where the complex numbers αp,1 and αp,2 are the p-Satake parameters of f defined
by the equation
1− a(p)x+
(−4
p
)
pk−2x2 = (1− αp,1x)(1 − αp,2x).
Combining formulas (4.7) and (4.8) we obtain:
(4.10) 〈Ff , Ff 〉 = 2−2k−3Γ(k) · π−k−2 〈φ1, φ1〉L(Symm2 f, k).
Finally, to relate 〈φ1, φ1〉 to 〈f, f〉, in the next subsection we will prove the following
lemma.
Lemma 4.7. The following identity holds:
(4.11) 〈φ1, φ1〉 = 2 〈f, f〉Γ1(N) = 24 〈f, f〉 .
Combining Lemma 4.7 with formula (4.10) we finally obtain:
Theorem 4.8. The following identity holds:
(4.12) 〈Ff , Ff 〉 = 2−2k+2 · 3 · Γ(k) · π−k−2 〈f, f〉L(Symm2 f, k).
4.3. Inner product formula for Jacobi forms. This section is devoted to prov-
ing Lemma 4.7.
Proof of Lemma 4.7. Let ψ1 and ψ2 denote two Jacobi forms of weight k and index
m. It is easy to show that
(4.13)
〈ψ1, ψ2〉 =
∫
F
vk
(∫
Fτ
ψ1(τ, z, w)ψ2(τ, z, w)e
−π|z−w|2
v dz0 dz1 dw0 dw1
)
du dv,
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where F is the standard fundamental domain for the action of SL2(Z) on the
complex upper half-plane and Fτ ⊂ {τ} ×C×C is a fundamental domain for the
action of the matrices
[−1 0 0] and [1 λ µ] (λ, µ ∈ OK) on C × C. After
performing a change of variables on C×C (keeping τ fixed)
z′ = z + w w′ = z − w,
and denoting by F ′τ the fundamental domain Fτ in the new variables, the integral
over Fτ in (4.13) becomes
1
8
∫
F ′τ
ψ1(τ, z
′, w′)ψ2(τ, z′, w′)v
ke
−π|
z′+w′
2
−
z′−w′
2
|2
v dz′0 dz
′
1 dw
′
0 dw
′
1.
Set ψ1 = ψ2 = φ1, where φ1 is the first Fourier-Jacobi coefficient of the CAP
form Ff . Using formula (4.3) we can write:
(4.14) 〈φ1, φ1〉 = 1
8
∑
t∈A
∑
t′∈A
∫
F
ft(τ)ft′(τ)v
k−4I(t, t′, τ) du dv
with
I(t, t′, τ) =
∫
F ′τ
( ∑
a∈t+OK
∑
b∈t′+OK
e(N(a)τ + az + aw) e(N(b)τ + bz + bw)×
× e−πv ((Im (z′))2+(Re (w′))2)
)
dz′0 dz
′
1 dw
′
0 dw
′
1.
(4.15)
Changing variables again we get
(4.16) I(t, t′, τ) =
∑
a∈t+OK
∑
b∈t′+OK
e(N(a)τ −N(b)τ )I1 I2
with
I1 = 4
∫
Ω1
e(2x′Re (a)− 2x′Re (b)) e π2 (2x′1)dx′0 dx′1,
where Ω1 is the parallelogram in C spanned by the two R-linearly independent
complex numbers 1 and τ , and x′ = x′0 + ix
′
1 ∈ C, with x′0, x′1 ∈ R. Before we
define I2 we note that I1 can be written as
(4.17) I1 = 4
∫ Im (τ)
0
e−
π
v ·4(x
′
1)
2
(∫ 1
0
e(2x′Re (a)− 2x′Re (b)) dx′0
)
dx′1.
Now the integral inside the parantheses in (4.17) equals e−8πRe (a) x
′
1 if Re (a) =
Re (b) and 0 otherwise. Hence
(4.18) I1 =
{
4
∫ Im (τ)
0 e
−4πv (x
′
1)
2
e−8πRe (a) x
′
1 dx′1 if Re (a) = Re (b)
0 if Re (a) 6= Re (b)
The integral
I2 := 4
∫
Ω2
e(−2y′ Im (a) + 2y′ Im (b))e−πv ·4(y′1) dy′0 dy′1,
where Ω2 denotes the region in the complex plane spanned by the two R-linearly
independent complex numbers 1 and −τ and y′ = y′0 + iy′1 ∈ C with y′0, y′1 ∈ R,
can be handled in a similar way. In fact one gets:
(4.19) I2 =
{
4
∫ Im (τ)
0
e−4
π
v (y
′
1)
2
e8πIm (a) x
′
1 dx′1 if Im (a) = Im (b)
0 if Im (a) 6= Im (b) .
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Substituting (4.18) and (4.19) into (4.16) one sees that I(t, t′, τ) = 0 if t 6= t′, and
that after rearranging terms
I(t, t, τ) = 16

 ∑
Re (a)∈Re (t)+Z
∫ v
0
e−
4π
v ((Re (a))v+x
′
1)
2
dx′1

×
×

 ∑
Im (a)∈Im (t)+Z
∫ v
0
e−
4π
v ((Im (a))v+y
′
1)
2
dy′1

 =
= 16
∫
R
e−
4π
v (Re (t)+x
′
1)
2
dx′1
∫
R
e−
4π
v (Im (t)+y
′
1)
2
dy′1 = 4v,
(4.20)
where τ = u+ iv. Hence
(4.21) 〈φ1, φ1〉 =
∫
F
∑
t∈A
ft(τ)ft(τ)v
k−4 · 4v du dv.
From this it follows that
∑
t∈A ft(τ)ft(τ)v
k−1 is “invariant” under SL2(Z). We
want to relate (4.21) to
〈f, f〉′ :=
∫
Γ1(4)\H
f(τ)f(τ)vk−3 du dv.
Denote by 〈ft, ft〉′ the integral
∫
Γ1(4)\H
ft(τ)ft(τ)v
k−3 du dv. We will use cal-
culations carried out in [24]. In particular one has f1/2 = fi/2 and f(i+1)/2 =
f0|k−1 [ 12 1 ], hence we conclude that the quantities 〈ft, ft〉′ are well-defined, since
f0|k−1α = f0 for all α ∈ Γ1(4). Moreover, we have
∑
t∈A
〈ft, ft〉′ = 〈f0, f0〉′ +
〈
f(i+1)/2, f(i+1)/2
〉′
+ 2
〈
f1/2, f1/2
〉′
=
= 〈f0, f0〉′ +
〈
f(i+1)/2|k−1 [ 12 1 ] , f(i+1)/2|k−1 [ 12 1 ]
〉′
+ 2
〈
f1/2, f1/2
〉′
=
= 2 〈f0, f0〉′ + 2
〈
f1/2, f1/2
〉′
.
(4.22)
We use formula (3.5’) from [24], which is erroneously stated there, and should
read
f1/2(τ) = − i
2
f0|k−1
[
−1
1
]
(τ) − i
2
f0|k−1
[
−1
1 −2
]
(τ),
hence〈
f1/2, f1/2
〉′
=
1
2
〈f0, f0〉′ + i
2
(
〈f0, f0|k−1 [ 12 1 ]〉′ − 〈f0|k−1 [ 12 1 ] , f0〉′
)
=
1
2
〈f0, f0〉′
as f0|k−1 [ 14 1 ] = f0. Thus we obtain∑
t∈A
〈ft, ft〉′ = 3 〈f0, f0〉′ = 3
〈
f0|k−1
[
−1
4
]
, f0|k−1
[
−1
4
]〉′
= 3 〈φ, φ〉′ .
Since φ = f − fρ , and 〈f, fρ〉′ = 0, we get 〈φ, φ〉′ = 2 〈f, f〉′, so finally
〈φ1, φ1〉 = 4
[SL2(Z) : Γ1(4)]
∑
t∈A
〈ft, ft〉′ = 24
[SL2(Z) : Γ1(4)]
〈f, f〉 = 2 〈f, f〉′ .

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5. Hecke operators
5.1. Elliptic Hecke algebra. The theory of Hecke operators acting on the space
of elliptic modular forms is well-known, so we refer the reader to standard sources
(e.g., [29], [7]) for definitions of most of the objects as well as their basic properties
used in this subsection.
Definition 5.1. Let k be a positive integer divisible by 4, and A a Z-algebra.
Denote by TZ the Z-subalgebra of EndC
(
Sk−1
(
4,
(
−4
·
)))
generated by the Hecke
operators Tn, n = 1, 2, . . . . We set
(1) TA := TZ ⊗Z A;
(2) T′A to be the A-subalgebra of TA generated by the set
Σ′ := {Tp}p split in K ∪ {Tp2}p inert in K ;
(3) T
(2)
A to be the A-subalgebra of EndC
(
Sk−1
(
4,
(
−4
·
)))
generated by TA and
the (A-linear) operator TrT2 which multiplies any normalized eigenform
g =
∑
a(n)qn by a(2) + a(2).
Suppose f =
∑∞
n=1 af (n)q
n ∈ Sk−1
(
4,
(
−4
·
))
is a primitive normalized eigen-
form. Recall that we denote the set of such forms by N . For T ∈ TC, set λf,C(T )
to denote the eigenvalue of T corresponding to f . It is a well-known fact that
λf,C(Tn) = af (n) for all f ∈ N and that the set {af(n)}n∈Z>0 is contained in the
ring of integers of a finite extension Lf of Q. Let E be a finite extension of Qℓ
containing the fields Lf for all f ∈ N . Denote by O the valuation ring of E and by
λ a uniformizer of O. Then {af(n)}f∈N ,n∈Z>0 ⊂ O. Moreover, one has
(5.1) TE =
∏
f∈N
E
and
(5.2) TO =
∏
m
TO,m,
where TO,m denotes the localization of TO at m and the product runs over all
maximal ideals of TO. Every f ∈ N gives rise to an O-algebra homomorphism
TO → O assigning to T the eigenvalue of T corresponding to f . We denote this
homomorphism by λf and its reduction mod λ by λf . If m = kerλf , we write mf
for m or if we want to emphasize the ring m lives in, we write mTO,f . The algebra
T′Z is studied in detail in section 8.1.
5.2. Hermitian Hecke algebra. The theory of Hecke operators acting on the
space Sk(ΓZ) has been discussed in [12] and [25]. We summarize it here to the
degree we are going to need it. For the formulation of the theory which is valid for
hermitian modular forms of level higher than one (as well as the non-holomorphic
ones) see [22]. See also [23] for a theory of Hecke operators acting on the space of
adelic hermitian modular forms.
Set ∆ := G+µ (Q) ∩M4(OK). For a ∈ ∆, the double coset space ΓZaΓZ decom-
poses into a finite disjoint union of right cosets
ΓZaΓZ =
∐
j
ΓZaj
with aj ∈ ∆. For F ∈ Sk(ΓZ) set F |k[ΓZaΓZ] :=
∑
j F |kaj .
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Definition 5.2. The hermitian Hecke algebra (over C), denoted by ThC is the
subalgebra of EndC(Sk(ΓZ)) generated by the double cosets of the form ΓZaΓZ for
a ∈ ∆. We call F ∈ Sk(ΓZ) an eigenform if it is an eigenfunction for all T ∈ ThC.
We will denote the eigenvalue of T corresponding to F by λF,C(T ).
For a rational prime p we define an operator
(5.3) T hp := ΓZ
[
1
1
p
p
]
ΓZ,
if p is inert in K we additionally define
T h1,p := ΓZ
[
1
p
p2
p
]
ΓZ,
and if p = ππ splits or ramifies in K we define
(5.4) T hπ := ΓZ
[
1
π
p
π
]
ΓZ.
We now describe the action of the operators T hp , T
h
1,p and T
h
π on the Fourier
coefficients of hermitian modular forms. As before let S := {h ∈M2(K) | h∗ = h}.
To shorten our notation we define the following elements of GL2(K):
αa =
[
1
a p
]
, a ∈ OK/pOK , p inert;
αp =
[
p
1
]
, p inert;
βa =
[
1
a π
]
, a = 0, 1, . . . , p− 1, p = ππ split;
βp =
[
π
1
]
, p = ππ split,
(5.5)
and for a 2× 2 matrix M , we set M˜ = [ 11 ]M [ 11 ]. Moreover, if B ∈ S, we set
s(B) :=


p ordp(det(B)) = 0;
−p(p− 1) ordp(det(B)) > 0, ordp(ǫ(B)) = 0;
p2(p− 1) ordp(ǫ(B)) > 0,
where ǫ(B) is as in Definition 4.2. Finally, if p is inert we write P1p for the disjoint
union of OK/pOK and p.
Lemma 5.3. Let F ∈ Sk(ΓZ) with Fourier expansion
F (Z) =
∑
B∈S
cF (B)e
2πitr (BZ),
and let T ∈ ThC. Then
TF (Z) =
∑
B∈S
cTF (B)e
2πitr (BZ),
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with
(5.6) cTF (B) =

p2k−4cF (p
−1B) + cF (pB) + p
k−3
∑
a∈P1p
cF (p
−1α∗aBαa) T = T
h
p , p inert;
p2k−4cF (p
−1B) + cF (pB) + p
k−3
∑p
a,b=0 cF ((βaβˆb)
∗Bβaβˆb) T = T
h
p , p split;
pk−2π−k
∑p
a=0
(
cF (β˜
∗
aBβ˜a) + p
k−2cF (
ˆ˜
β∗aB
ˆ˜
βa)
)
T = T hπ , p split;
p2k−4s(B) + pk−6
∑
a∈P1p
(
cF (α˜
∗
aBα˜a) + p
2k−2cF (αˆ
∗
aBαˆa)
)
T = T h1,p, p inert.
Proof. This follows easily from the right coset decomposition of each of the Hecke
operators. The decomposition of T hp was computed by Krieg in [25], p.677. The
decomposition of T hp for split p and that of T
h
π was computed by the author in [23],
Lemmas 6.5, 6.8, but see also Lemmas 6.6 and 6.9 in loc. cit. Finally, one can show
that T1,p decomposes in the following way:
T h1,p := ΓZ
[
1
p
p2
p
]
ΓZ =
= ΓZ
[
p2
p
1
p
]
⊔
∐
α∈OK/p
ΓZ
[ p pα
p2
p
−α 1
]
⊔
∐
α,γ∈OK/p
β∈Z/p2
ΓZ
[
1 α β+αγ γ
p pγ
p2
−αp p
]
⊔
∐
δ∈OK/p
φ∈Z/p
ΓZ
[
p pδ
1 δ φ
p
p2
]
⊔
⊔
β,φ∈Z/pZ
βφ≡0 (mod p)
ΓZ
[ p β
p φ
p
p
]
∪
⊔
β∈(Z/pZ)×
γ∈(OK/pOK)
×
ΓZ
[
p β γ
p γ |γ|2β−1
p
p
]
.
(5.7)
This can be deduced from the calculations in [12]. 
Remark 5.4. Note that in Lemma 5.3, we have cF (B) = 0 unless B ∈ S.
For any split or ramified prime p = ππ set Σ′p := {T hπ , T hπ , Tp} and for any inert
prime p, set Σ′p := {T hp , T h1,p}.
Proposition 5.5 (Gritsenko, [12]). The Hecke algebra ThC is generated as a C-
algebra by the set
⋃
p Σ
′
p.
Proposition 5.6. The space Sk(ΓZ) has a basis consisting of eigenforms.
Proof. This is a standard argument, which uses the fact that ThC is commutative
and all T ∈ ThC are self-adjoint. 
5.3. Integral structure of the hermitian Hecke algebra. For a split or ram-
ified prime p = ππ set
Σp = {T hp , πkp2−kT hπ , πkp2−kT hπ}
and for an inert prime p set
Σp := {T hp , T h1,p}.
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Definition 5.7. Set ThZ (resp. T
h,(2)
Z ) to be the Z-subalgebra of T
h
C generated by⋃
pΣp (respectively by
⋃
p6=2Σp). For any Z-algebra A, set T
h
A := T
h
Z ⊗Z A and
T
h,(2)
A := T
h,(2)
Z ⊗Z A.
Note that ThZ is a finite free Z-algebra.
Lemma 5.8. Let ℓ > 2 be a rational prime, E a finite extension of Qℓ and O the
valuation ring of E. Suppose that F (Z) =
∑
B∈S cF (B)e
2πitr (BZ) ∈ Sk(ΓZ) with
cF (B) ∈ O for all B ∈ S. Let T ∈ ThO. Then TF (Z) =
∑
B∈S cTF (B)e
2πitr (BZ)
with cTF (B) ∈ O for every B ∈ S.
Proof. This follows directly from Lemma 5.3 and the assumption that ℓ be odd.
(The latter implies that the operators T h2 and (i + 1)
k22−kT hi+1 preserve the O-
integrality of the Fourier coefficients of F .) 
From now on N h will denote a fixed basis of eigenforms of Sk(ΓZ).
Theorem 5.9. Let F ∈ N h. There exists a number field LF with ring of integers
OLF such that λF,C(T ) ∈ OLF for all T ∈ ThOLF .
Proof. This is similar to the Eichler-Shimura isomorphism in the case of elliptic
modular forms. 
Let ℓ be a rational prime and E a finite extension of Qℓ containing the fields
LF from Theorem 5.9 for all F ∈ N h. Denote by O the valuation ring of E and
by λ a uniformizer of O. As in the case of elliptic modular forms, F ∈ N h gives
rise to an O-algebra homomorphism ThO → O assigning to T the eigenvalue of T
corresponding to the eigenform F . We denote this homomorphism by λF and its
mod λ reduction by λF . Theorem 5.9 implies that we have
ThE
∼=
∏
F∈Nh
E.
Moreover, as in the elliptic modular case, we have
(5.8) ThO
∼=
∏
m
ThO,m,
where the product runs over the maximal ideals of ThO and T
h
O,m denotes the
localization of ThO at m. A similar description holds for T
h,(2)
O . As before, if
m = kerλF , we write mF for m or if we want to emphasize what ring m lives in, we
write mThO,F or mTh,(2)O ,F
accordingly.
5.4. Action on the Maass space.
Theorem 5.10 (Gritsenko, [12], section 2). The action of the Hecke algebra ThC
respects the decomposition of Sk(ΓZ) into the Maass space and its orthogonal com-
plement.
Theorem 5.11 (Gritsenko, [12], section 3). There exists a C-algebra map
Desc : ThC → T(2)C
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such that for every T ∈ ThC the diagram
SMaassk (ΓZ) T // SMaassk (ΓZ)
Sk−1
(
4,
(
−4
·
))Desc(T )
//
f 7→Ff
OO
Sk−1
(
4,
(
−4
·
))f 7→Ff
OO
commutes. In particular one has
Desc(T hp ) = p
k−1 + pk−2 + pk−3 + Tp2 for all p 6= 2,
Desc(T h1,p) = p
k−4(1 + p2)Tp2 + p
2k−8(p3 + p2 + p− 1) if p is inert in K,
Desc(T hπ ) = p
k−2π−k(1 + p)Tp if p = ππ is split in K,
Desc(T h1+i) = 3 · 2k−4(1 + i)−kTr T2
Desc(T h2 ) = 2
k−4(1 + i)−k
(
(Tr T2)
2 − 2k−1).
(5.9)
Here Tn is as in section 5.1, and Tr T2 denotes the operator from Definition 5.1.
Corollary 5.12. If f ∈ Sk−1
(
4,
(
−4
·
))
is an eigenform, then so is Ff .
Remark 5.13. Let f ∈ N , f 6= fρ. We will always assume that either Ff or Ffρ
belongs to N h. Hence we can write N h = NM⊔NNM, where NM consists of Maass
lifts Ff with f ∈ N and NNM consists of eigenforms orthogonal to those in NM.
5.5. Lifting Hecke operators to the Maass space. Let E and O be as before.
We will now prove a result regarding the map Desc, which will be used in section
7.3. Let TZ and T
′
Z be as in Definition 5.1. It is clear from Theorem 5.11 and
the definition of T
h,(2)
Z that Desc(T
h,(2)
A ) = T
′
A for any O-algebra A. Moreover, we
have the following diagram
(5.10) T
h,(2)
O
Desc
//
≀

T′O
≀
∏
m(2) T
h,(2)
O,m(2)
//
∏
m′ T
′
O,m′
with the lower horizontal arrow defined so that the diagram commutes. It is clear
that Desc respects the direct product decomposition in diagram (5.10). In partic-
ular, for f ∈ N , Desc : Th,(2)O ։ T′O factors through Th,(2)O,m(2)Ff
։ T′O,m′f
. Let TMO
be the image of T
h,(2)
O in EndC(SMk (ΓZ)). The horizontal arrows in diagram (5.10)
factor through TMO
∼=∏mM TMO,mM and the following diagram
(5.11) T
h,(2)
O
//
≀

TMO
//
≀

T′O
≀
∏
m(2) T
h,(2)
O,m(2)
//
∏
m˜T
M
O,mM
//
∏
m′ T
′
O,m′
commutes. All the horizontal arrows in diagram (5.11) are surjections and the
lower ones are induced from the upper ones, which respect the direct product
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decompositions. In particular we have
T
h,(2)
O,m
(2)
Ff
։ TMO,mMFf
։ T′O,m′f
.
Let NMFf := {F ∈ NM | mMFf = mMF }. The goal of this section is to prove the
following proposition.
Proposition 5.14. If f ∈ N , f 6= fρ is ordinary at ℓ, and ℓ ∤ (k−1)(k−2)(k−3),
then for every split prime p = ππ, p ∤ ℓ, there exists TM(p) ∈ TM
O,mMFf
such that
Desc(TM(p)) ∈ T′O,m′f equals the image of Tp ∈ T
′
O under the canonical projection
T′O ։ T
′
O,m′f
.
As will be discussed in section 9.1, to every eigenform F ∈ Sk(ΓZ) one can
attach a 4-dimensional ℓ-adic Galois representation ρF . Moreover, if F = Fg, for
some g ∈ N , then the Galois representation has a special form
(5.12) ρFg =
[
ρg|GK
(ρg ⊗ ǫ)|GK
]
,
where ρg is the Galois representation attached to g (cf. section 2.3) and ǫ is the
ℓ-adic cyclotomic character. Let f be as in Proposition 5.14. Set R′ :=
∏
F∈NMFf
O
and let R be the O-subalgebra of R′ generated by the tuples (λF (T ))F∈NMFf for all
T ∈ TMO . Note that the expression λF (T ) makes sense since SMk (ΓZ) is Hecke stable.
Then R is a complete Noetherian local O-algebra with residue field F = O/λ. It is
a standard argument to show that R ∼= TMO,mMFf .
Proof of Proposition 5.14. Let Iℓ denote the inertia group at ℓ. For every g ∈ N ,
ordinary at ℓ, we have by (5.12) and Theorem 3.26 (2) in [16] that
ρFg |Iℓ ∼=


ǫk−2 ∗
1
ǫk−1 ∗
ǫ

 .
If ℓ ∤ (k − 1)(k − 2)(k − 3) it is easy to see that there exists σ ∈ Iℓ such that the
elements β1 := ǫ
k−2(σ), β2 := 1, β3 := ǫ
k−1(σ), β4 := ǫ(σ) are all distinct mod λ.
For every g as above, we choose a basis of the space of ρg so that ρg is O-valued
and ρFg (σ) = diag(β1, β2, β3, β4). Let S be the set consisting of the places of K
lying over ℓ and the place (i + 1). Note that we can treat ρFg as a representation
of GK,S , the Galois group of the maximal Galois extension of K unramified away
from S. Moreover, tr ρFg (GK,S) ⊂ R, since GK,S is generated by conjugates of
Frobp, p 6∈ S and for such a p, tr ρFg (Frobp) ∈ R by Theorem 9.2 (i) and the fact
that the coefficients of the characteristic polynomial of ρFg (Frobp) belong to T
h
O.
Set
ej =
∏
l 6=j
σ − βl
βj − βl ∈ O[GK,S ] →֒ R[GK,S ]
and e := e1 + e2. Let
ρ :=
∏
Fg∈NMFf
ρFg : GK,S →
∏
Fg∈NMFf
GL4(O).
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We extend ρ to an R-algebra map ρ′ : R[GK,S ]→M4(R′). Note that
ρ′(Frobπ e) =
∏
Fg∈NMFf
ρFg(Frobπ)ρ
′
Fg (e) =
∏
Fg∈NMFf
ρg(Frobπ)
and thus
tr ρ′(Frobπ e) = (ag(p))Fg∈NMFf
∈ R,
where g =
∑∞
n=1 ag(n)q
n. Define TM(p) to be the image of tr ρ′(Frobπ e) under the
O-algebra isomorphism R ∼−→ TM
O,mMFf
. 
Corollary 5.15. If f ∈ N , f 6= fρ is ordinary at ℓ, and ℓ ∤ (k − 1)(k − 2)(k − 3),
then for every split prime p = ππ, p ∤ ℓ, there exists T h(p) ∈ Th,(2)
O,m
(2)
Ff
such that
Desc(T h(p)) ∈ T′O,m′f equals the image of Tp ∈ T
′
O under the canonical projection
T′O ։ T
′
O,m′
f
.
6. The standard L-function of a Maass lift
Let Ff be the Maass lift of f ∈ N . The goal of this section is to study the
numerator of the coefficient CFf in formula (1.2). To do so we need to find a
candidate for the cusp form Ξ in (1.2). This will be done in subsection 7.3 (formula
(7.14)). In this section we define an Eisenstein series E(Z, s,m,Γh) and a theta
series θχ such that their product is closely related to Ξ. We then express the inner
product
〈
Ff , E(Z, s,m,Γ
h)θχ
〉
by an L-function associated to f .
We begin by defining the appropriate theta series which will be used in the inner
product. Let f be an ideal of OK and χ a Hecke character of K with conductor f.
We assume that the infinity component of χ has the form
χ∞(x∞) =
|x∞|t
xt∞
,
for some integer −k ≤ t < −6. Following [36] we fix a Hecke character φ of K such
that
φ∞(y∞) =
|y∞|
y∞
and φ|A× =
(−4
·
)
.
Such a character always exists, but is not unique (cf. [37], lemma A.5.1). Put
ψ′ = χ−1φ−2. Let l = t+ k + 2 and µ = l − 2. Let τ ∈ S be such that the Fourier
coefficient cFf (τ) is non-zero. Let b ∈ Q be such that g∗ τ g ∈ bZ for all g ∈ O2K ,
and let c′ ∈ Z be such that g∗ τ−1 g ∈ (c′)−1Z for all g ∈ O2K . Let c ∈ Z be such
that bc generates the Z-fractional ideal (4c′)NK/Q(f) ∩ (b)f. Note that when b = 1,
(c) = (4c′NK/Q(f)).
Define a Schwartz function λ : M2(AK,f) → C by setting λ(x) = χf(detx) if
x ∈ ∏p∤∞M2(OK,p) and λ(x) = 0 otherwise. Then the theta series of our interest
is defined by:
θχ(Z) =
∑
ξ∈M2(K)
λ(ξ) (det ξ)µ e(tr (ξ∗ τξZ)).
We have θχ ∈ Ml(Γh0(b, c), ψ′) by [36], appendix, Proposition 7.16 and [37], page
278. In fact, since µ 6= 0, θχ is cusp form ([36], appendix, page 277). In this section
we will denote by Γh1 a congruence subgroup of ΓZ such that θχ ∈ Ml(Γh1) and
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Γh1 ∩K× = {1}. We set Γh := Γh1 ∩ G1(Q). Note that we have Ff ∈ Mk(Γh). We
also define an Eisenstein series of weight m = k − l and level Γh by putting:
E(Z, s,m,Γh) =
∑
γ∈Γh∩P (Q)\Γh
(det ImZ)s−
m
2 |mγ.
The Petersson inner product of Ff against E(·, s,m,Γh) θχ has the form〈
Ff , E(·, s,m,Γh) θχ)
〉
Γh
=
∫
Γh\H
Ff (Z)E(Z, s,m,Γh) θχ(Z)(det ImZ)
k−4dXdY.
Note that we use a volume form, which is 4 times the volume form used in [37]. By
combining formulas (22.9), (22.18b) and (20.19) from [37] we arrive at the following:
〈
Ff , E(·, s,m,Γh) θχ)
〉
Γh
= 64[Γh0(c) : Γ
h
1(c)]b
−4Γ((s− 2))(det τ)−s− 12 (k+l)+2×
× cFf (τ)Lst(Ff , s+ 1, χ)
B(s)Lc(2s, χQ)Lc
(
2s− 1, χQ
(
−4
·
)) .
(6.1)
The meaning of the various factors in the product is explained below. We start
with the L-function
Lst(Ff , s, χ) =
∏
p∤∞
Lst(Ff , s, χ)p.
This is the standard L-function of Ff twisted by the Hecke character χ:
(6.2)
Lst(Ff , s, χ)p =
{∏4
j=1{(1−N(p)4λ−1p,jχ∗(p)N(p)−s)(1−N(p)4λp,jχ∗(p)N(p)−s)}∏2
j=1{(1−N(p)2λ−1p,jχ∗(p)N(p)−s)(1−N(p)λp,jχ∗(p)N(p)−s)}−1,
for (p) = pp and (p) = pe, respectively. Here λp,i denote the p-Satake parameters
of Ff . (For the definition of p-Satake parameters when p inerts or ramifies in K,
see [18], and for the case when p splits in K, see [13].) The L-function in the
denominator of (6.1) is the Dirichlet L-function with Euler factors at all p | c
removed (cf. Definition 7.2). Furthermore,
Γ((s)) = (4π)−2s−k−l+1 Γ
(
s+
1
2
(k + l)
)
Γ
(
s+
1
2
(k + l)− 1
)
,
and B(s) =
∏
v∈b gp(χ
∗(pOK)p−2s), where b denotes the set of primes at which
b−1τ is not regular in the sense of ([37], 16.1) and gp is a polynomial with coefficients
in Z and constant term 1.
For a prime p of OK of residue characteristic p, with p odd, set αp,j := αdp,j ,
where αp,j , j = 1, 2 denote the p-Satake parameters of f (cf. section 4.2), and d
is the degree over Fp of the field OK/p. For the prime p = (i + 1) of OK , set
αp,1 := a(2) and αp,2 := a(2).
Definition 6.1. For a Hecke character ψ of K, set
L(BC(f), s, ψ) :=
∏
p∤∞
2∏
j=1
(1− ψ∗(p)αp,j(Np)−s).
Remark 6.2. If πf denotes the automorphic representation of GL2(A) associated
with f , then L(BC(f), s, ψ) is the classical analogue of the L-function attached to
the base change of πf to K twisted by ψ.
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Remark 6.3. Let gψ be the modular form associated with the character ψ (cf.
[20], section 12.3) and suppose that ψ∞(x∞) =
(
x∞
|x∞|
)u
. Then
L(BC(f), s, ψ) = (1− ψ∗(p)a(2)2−s)−1D(s+ u/2, fρ, gψ),
where D(s, ·, ·) denotes the convolution L-function defined in [15], where it is de-
noted by L(λfρ ⊗ λgψ , s). Here p denotes the prime of OK lying over (2).
Proposition 6.4. Let χ be as before. The following identity holds
(6.3) Lst(Ff , s, χ) = L(BC(f), s− 2 + k/2, ωχ)L(BC(f), s− 3 + k/2, ωχ).
Here ω is the unique Hecke character of K unramified at all finite places with
infinity type ω∞(z) =
(
z
z
)−k/2
.
Proof. This is a straightforward calculation on the Satake parameters of f and of
Ff . 
7. Congruence
In this section we define a hermitian modular form Ξ as in (1.2) and formulate
the main congruence result (Theorem 7.12). The form Ξ will be constructed (in
section 7.3) as a combination of a certain Eisenstein series and a theta series, whose
arithmetic properties are studied below.
7.1. Fourier coefficients of Eisenstein series. We keep the notation from sec-
tion 6 and assume b = 1. Consider the set Xm,c of Hecke characters χ
′ of K, such
that
(7.1) χ′∞(x∞) =
xm∞
|x∞|m ,
(7.2) χ′p(xp) = 1 if p 6 |∞, xp ∈ O×K,p and xp − 1 ∈ cOK,p.
Here m = k − l = −t− 2 > 0 (since t < −6) denotes the weight of the Eisenstein
series E(Z, s,m,Γh) defined in section 6. For g ∈ G(A), let E(g, s, c,m, χ′) denote
the Siegel Eisenstein series defined in section 3.2. We put, as before,
E(Z, s,m, χ′, c) = j(g∞, i)
mE(g, s, c,m, χ′),
where Z = g∞i and g = (g∞, 1). Recall that in section 6 we made use of a
congruence subgroup Γh1 of G(Q) such that θχ ∈ Ml(Γh1) and Γh1 ∩ K× = {1}.
In this section we fix a particular choice of Γh1 , namely, we set Γ
h
1 := Γ
h
1(c). Note
that as long as c ∤ 2, we have Γh1(c) ∩K× = {1} and since (condψ′) | c, where ψ′
is the character of θχ, we have θχ ∈ Ml(Γh1(c)). The following lemma provides a
connection between E(Z, s,m, χ′, c) and E(Z, s,m,Γh1(c)). Here E(Z, s,m,Γ
h
1(c)) is
defined in the same way asE(Z, s,m,Γh) in section 6. Recall that Γh := Γh1∩G1(Q).
Lemma 7.1. The set Xm,c is non-empty and
(#Xm,c)E(Z, s,m,Γ
h
1(c)) =
∑
χ′∈X
E(Z, s,m, χ′, c).
Proof. This is identical to the proof of Lemma 17.2 in [37]. Note that Γh1(c) ⊃
Γh(c). 
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Definition 7.2. LetM be a non-zero integer. For a Hecke character ψ : Q×\A× →
C× we set
LM (s, ψ) := L(s, ψ)
∏
p|M
(1− ψ∗(p)p−s),
where L(s, ψ) denotes the Dirichlet L-function.
Recall that for any Hecke character ψ : K× \A×K → C× we denote by ψQ its
restriction to A×. Moreover, if ψ satisfies (7.1) and (7.2) for c ∈ Z, set ψc(x) =
ψ(x). Let
(7.3) D(Z, s,m, χ′, c) = Lc(2s, χ
′
Q)Lc
(
2s− 1, χ′Q
(−4
·
))
E(Z, s,m, χ′, c).
It has been shown in [37] (Theorem 17.12(iii)) that D(Z, s,m, χ′, c) is holomorphic
in the variable Z for s = 2 − m2 as long as m ≥ 2. In our case m = −t− 2 > 4 as
t < −6. It follows from formula (18.6.2) in [36] that
(7.4) D(Z, s,m, χ′, c)|mγ = (χ′c)(det dγ)D(Z, s,m, χ′, c) =
= ((χ′)c)−1c (det aγ)D(Z, s,m, χ
′, c).
Instead of looking at D(Z, s,m, χ′, c) we will study the Fourier expansion of a
transform D∗(Z, s,m, χ′, c) defined by
(7.5) D∗(Z, s,m, χ′, c) = D(Z, s,m, χ′, c)|mJ,
First note that since D is holomorphic at s = 2− m2 , so is D∗. Write
D∗(Z, 2 −m/2,m, χ′, c) =
∑
h∈S
cχ
′
h e(tr hZ)
for the Fourier expansion of D∗. Here S := {h ∈M2(K) | h∗ = h}.
Lemma 7.3.
(7.6) cχ
′
h = i
−2m22m+1π3c2×
×
1−rank(h)∏
j=0
Lc
(
2−m− j, χ′
(−4
·
)j−1) ∏
p∈c
fh,Y 1/2,p(χ
′(p)pm−4),
where fh,Y 1/2,p is a polynomial with coefficients in Z and constant term 1, and c is
a certain finite set of primes. If n < 1 we set
∏n
j=0 = 1.
Proof. The lemma follows from Propositions 18.14 and 19.2 in [36], combined with
Lemma 18.7 of [36] and formulas (4.34K) and (4.35K) in [35]. It is a straightforward
calculation. 
Proposition 7.4. Fix a prime ℓ ∤ 2c, and assume that −k ≤ t < −6. Set
χQ,c :=
∏
p|c χQ,p. Let E
′ be a finite extension of Qℓ containing K(χQ,c), the
finite extension of K generated by the values of χQ,c. Denote by O′ the valuation
ring of E′. For every h ∈ S, we have π−3cχQh ∈ O′.
Proof. The proposition follows from Lemma 7.3 upon noting that for every Dirichlet
character ψ of conductor dividing c and every n ∈ Z<0, one has L(n, ψ) ∈ Zℓ[ψ]
(by a simple argument using [44], Corollary 5.13) and (1 − ψ(p)p−n) ∈ Zℓ[ψ] for
every p | c. 
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Let θχ be as above. Set θ
∗
χ := θχ|lJ .
Corollary 7.5. Fix a prime ℓ ∤ 2c, and assume that −k ≤ t < −6. Let E′ be a
finite extension of Qℓ containing K(χQ,c, µc), where µc denotes the set of c-th roots
of 1. Denote by O′ the valuation ring of E′. Then the Fourier coefficients of
π−3D∗(Z, 2−m/2,m, (ψ′)c, c) θ∗χ(Z)
all lie in O′.
Proof. Note that it follows from the definition of θχ and Theorem 2.2 that the
Fourier coefficients of θ∗χ(Z) lie in O. Thus the Corollary is a consequence of
Proposition 7.4. 
7.2. Some formulae. We keep notation from the previous section. Note that since
θχ ∈ Ml(c, ψ′), we have D(Z, 2 − m/2,m, (ψ′)c, c) θχ(Z) ∈ Mk(c) by (7.4). For
f ∈ N we can write
(7.7)
D(Z, 2−m/2,m, (ψ′)c, c) θχ(Z) =
〈D(·, 2−m/2,m, (ψ′)c, c) θχ, Ff 〉Γh0(c)
〈Ff , Ff 〉Γh0(c)
Ff + F
′,
where F ′ ∈Mk(c) and 〈Ff , F ′〉 = 0. Our goal now is to express
〈D(·, 2 −m/2,m, (ψ′)c, c) θχ, Ff 〉Γh0(c)
in terms of L-functions of f . In section 6 we already carried out this task for the in-
ner product
〈
Ff , E(·, s,m,Γh) θχ
〉
Γh
with Γh = Γh1(c)∩G1(Q), so we will now relate
the two inner products to each other. We first relate 〈D(·, 2−m/2,m, (ψ′)c, c) θχ, Ff 〉Γh0(c)
to
〈
Ff , E(·, s,m,Γh1(c)) θχ
〉
Γh1(c)
.
We have
(7.8)
〈
E(·, s,m,Γh1(c)) θχ, Ff
〉
Γh1(c)
=∫
Γh1(c)\H
E(Z, s,m,Γh1(c)) θχ(Z) Ff (Z) (det Y )
k−4 dX dY =
=
∫
Γh0(c)\H
θχ(Z)

 ∑
γ∈Γh1(c)\Γ
h
0(c)
ψ′c(det aγ)E(Z, s,m,Γ
h
1(c))|mγ

 Ff (Z) dX dY.
Using Lemma 7.1 (note that (ψ′)c ∈ Xm,c) we get
(7.9)
∑
γ∈Γh1(c)\Γ
h
0(c)
ψ′c(det aγ)E(Z, s,m,Γ
h
1(c))|mγ =
= (#Xm,c)
−1
∑
χ′∈X
∑
γ∈Γh1(c)\Γ
h
0(c)
ψ′c(det aγ)E(Z, s,m, χ
′, c)|mγ =
= (#Xm,c)
−1
∑
χ′∈X
E(Z, s,m, χ′, c)
∑
γ∈Γh1(c)\Γ
h
0(c)
(ψ′((χ′)c)−1)c(det aγ) =
= (#Xm,c)
−1[Γh0(c) : Γ
h
1(c)]E(Z, s,m, (ψ
′)c, c),
where the last equality follows from the orthogonality relation for characters upon
noting that both ψ′ and χ′ are trivial on Γh1(c). Thus (7.3), (7.8) and (7.9) imply
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that
(7.10) 〈D(·, s,m, (ψ′)c, c)θχ, Ff 〉Γh0(c) = [Γ
h
0(c) : Γ
h
1(c)]
−1 #Xm,c · Lc(2s, ψ′Q)×
× Lc
(
2s− 1, ψ′Q
(−4
·
))〈
E(·, s,m,Γh1(c))θχ, Ff
〉
Γh1(c)
.
Moreover, by [37], formula (17.5) and Remark 17.12(2), we have
E(Z, s,m,Γh1(c)) =
1
[Γh1(c) : Γ
h]
∑
α∈Γh\Γh1(c)
E(Z, s,m,Γh)|mα.
Hence we get
(7.11) 〈D(·, s,m, (ψ′)c, c)θχ, Ff 〉Γh0(c) = [Γ
h
0(c) : Γ
h]−1#Xm,c · Lc(2s, ψ′Q)×
× Lc
(
2s− 1, ψ′Q
(−4
·
))〈
E(·, s,m,Γh)θχ, Ff
〉
Γh
.
Using (6.1) we obtain
(7.12)
〈D(·, s,m, (ψ′)c, c)θχ, Ff 〉Γh0(c) = 16#Xm,c·B(s)
−1 Lc(2s, ψ
′
Q)Lc
(
2s− 1, ψ′Q
(−4
·
))
×
× π(det τ)−s′ ((4π)−2s′ ) Γ(s′) Γ(s′ − 1) cFf (τ)Lst(Ff , s+ 1, χ)
Lc(2s, χQ)Lc
(
2s− 1, χQ
(
−4
·
)) ,
where s′ := s+ k − 1 + t/2, and finally
〈D(·, 2−m/2,m, (ψ′)c, c)θχ, Ff 〉Γh0(c) = Rπ
−2t−2k−3Γ(t+ k + 2)Γ(t+ k + 1)×
× Lst(F, 3 −m/2, χ),
(7.13)
where R := #Xm,c · 2−4(t+k+1)cFf (τ)B(2−m/2)−1 (det τ)−t−k−2.
7.3. Main congruence result. We will now prove the first main result of this
paper. We will show that λn-divisibility of the algebraic part of L(Symm2 f, k)
implies the existence of a non-Maass cusp form congruent to Ff modulo λ
n. We
keep notation from previous sections.
7.3.1. Algebraicity of CFf . Let ℓ ∤ 2c be a rational prime, and let E be a finite
extension ofQℓ with valuation ring O. We will always assume that E is “sufficiently
large” in the sense that it contains some algebraic numbers/number fields, which
will be specified later. In particular, we assume that E contains the field E′ of
Corollary 7.5. Fix a uniformizer λ ∈ O. We denote the λ-adic valuation by ordλ.
To shorten notation in this section we set D(Z) := D(Z, 2 −m/2,m, (ψ′)c, c), and
D∗(Z) = D∗(Z, 2 − m/2,m, (ψ′)c, c). Applying the operator |kJ to both sides of
(7.7), we get
D∗θ∗χ =
〈Dθχ, Ff 〉
〈Ff , Ff 〉 Ff +G
′ ∈Mk(J−1Γh0(c)J)
where G′ := F ′|kJ and we have 〈Ff , G′〉 = 0. By Corollary 7.5, the Fourier
coefficients of π−3D∗θ∗χ lie in O. Define a trace operator
tr :Mk(J−1Γh0(c)J)→Mk(ΓZ)
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by
F ′ 7→
∑
γ∈J−1Γh0(c)J\ΓZ
F ′|kγ
and set
(7.14) Ξ := π−3tr (D∗θ∗χ) = [ΓZ : Γ
h
0(c)]π
−3 〈Dθχ, Ff 〉
〈Ff , Ff 〉 Ff +G
′′,
where G′′ = π−3trG′ ∈ Mk(ΓZ) and we have 〈Ff , G′′〉 = 0. By the q-expansion
principle (Theorem 2.2), the Fourier coefficients of Ξ lie in O. Set
CFf := [ΓZ : Γ
h
0(c)]π
−3 〈Dθχ, Ff 〉
〈Ff , Ff 〉 .
By Proposition 4.5, the Fourier coefficients of Ff lie in the ring of integers Zℓ
of Qℓ and generate a finite extension of Qℓ. We assume E contains all the Fourier
coefficients of Ff . The numerator and denominator of
〈Dθχ,Ff 〉
〈Ff ,Ff 〉
were studied in
sections 7.2 and 4.2 respectively.
Lemma 7.6.
〈Dθχ, Ff 〉
〈Ff , Ff 〉 = (∗) α
Lalg(BC(f), 1 + t+k2 , χω)L
alg(BC(f), 2 + t+k2 , χω)
Lalg(Symm2 f, k)
,
where
α := #Xm,c · B(2−m/2)−1(det τ)−k−t−2π3cFf (τ),
Lalg(BC(f), j + (t+ k)/2, χω) :=
Γ(t+ k + j)L(BC(f), j + t+k2 , χω)
πt+k+2j 〈f, f〉 ,
Lalg(Symm2 f, n) :=
Γ(n)L(Symm2 f, n)
πn+2 〈f, f〉
for any integer n, and (∗) ∈ Q ∩ E is a λ-adic unit.
Proof. This is a straightforward calculation using (7.13), Proposition 6.4 and The-
orem 4.8. 
It follows from Remark 6.3 and from Theorem 1 on page 325 in [15] that
(7.15) Lalg(BC(f), 1 + (t+ k)/2, χω) ∈ Q
and
(7.16) Lalg(BC(f), 2 + (t+ k)/2, χω) ∈ Q
and from a result of Sturm [39] that
(7.17) Lalg(Symm2 f, k) ∈ Q.
We note here that [39] uses a definition of the Petersson norm of f which differs
from ours by a factor of 3π , the volume of the fundamental domain for the action of
SL2(Z) on the complex upper half-plane. We assume that E contains values (7.15),
(7.16), and (7.17).
Corollary 7.7. CFf ∈ Q ∩ E.
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As we are ultimately interested in (mod λ) congruences between hermitian mod-
ular forms, we will use “integral periods” Ω+f , Ω
−
f instead of 〈f, f〉 (cf. section 8.3).
It follows from Proposition 8.15 in section 8.3 that we have:
〈f, f〉 = (∗) η Ω+f Ω−f ,
where η ∈ Zℓ is defined in section 8.3 and (∗) is a λ-adic unit as long as f is ordinary
at ℓ and ℓ > k, which we assume in what follows. We also assume that E contains
η and that ℓ ∤ #Xm,c.
Corollary 7.8.
(7.18)
CFf = (∗) cFf (τ) η−1
Lint(BC(f), 2 + (t+ k)/2, χω)Lint(BC(f), 1 + (t+ k)/2, χω)
Lint(Symm2 f, k)
,
where
Lint(BC(f), j + (t+ k)/2, χω) :=
Γ(t+ k + j)L(BC(f), j + (t+ k)/2, χω)
πt+k+2j Ω+f Ω
−
f
,
Lint(Symm2 f, k) :=
Γ(k)L(Symm2 f, k)
πk+2 Ω+f Ω
−
f
,
and (∗) ∈ E with ordλ((∗)) ≤ 0.
Proof. This follows directly from Lemma 7.6 upon noting that ordλ(B(2−m/2)) ≥
0 and ordλ(det τ) ≥ 0. 
We are now going to show that we can choose τ to make cFf (τ) in (7.18) a λ-adic
unit. Since we have derived our formulas with the assumption b = 1, where b is
defined in section 6, we need to choose τ appropriately so this assumption remains
valid. If τ is ℓ-ordinary in the sense of the following definition, then we can take
b = 1.
Definition 7.9. For a rational prime ℓ, we will say that τ ∈ S is ℓ-ordinary if the
following two conditions are simultaneously satisfied:
• {g∗τg}g∈O2K = Z
• there exists c′ ∈ Z with (c′, ℓ) = 1 such that {g∗τ−1g}g∈O2K ⊂ (c′)−1Z.
Lemma 7.10. If f ∈ N is such that the Galois representation ρf |GK is absolutely
irreducible, then there exists an ℓ-ordinary τ ∈ S such that ordλ(cFf (τ)) = 0.
Proof. Write the Fourier expansion of f as f =
∑∞
n=1 b(n)q
n. Since Ff is a Maass
form, we have cFf (τ) =
∑
d∈Z>0, d|ǫ(τ)
dk−1c∗Ff (4 det τ/d
2), where c∗Ff and ǫ(·) were
defined in Definition 4.2. Note that τ = [ n 1 ] is ℓ-ordinary (with c
′ = n) for any
positive integer n with (n, ℓ) = 1. Using Proposition 4.5 and Fact 2.1 we get
cFf ([
1
1 ]) = −2i(b(2)2 − b(2)
2
)
and
cFf ([
p
1 ]) = 2ib(p)(b(2)
2 + b(2)
2
)
if p 6= ℓ is inert in K. As will be shown in Proposition 8.13, absolute irreducibil-
ity of ρf |GK implies that there exists an inert prime p0, distinct from ℓ, such
that b(p0) is a λ-adic unit. Suppose now that both ordλ
(
cFf ([
1
1 ])
)
> 0 and
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ordλ
(
cFf ([
p0
1 ])
)
> 0. Then we must have ordλ(b(2)) > 0, which is impossible as
ℓ is odd and |b(2)| = 2(k−2)/2 (cf. [20], formula (6.90)). 
Definition 7.11. For f ∈ N such that the Galois representation ρf |GK is abso-
lutely irreducible, let Sf,ℓ denote the set of positive integer n with (n, ℓ) = 1 such
that ordλ
(
cFf ([
n
1 ])
)
= 0. By the proof of Lemma 7.10 the set Sf,ℓ is non-empty.
7.3.2. Congruence between Ff and a non-Maass form. Our goal is to prove that
Ff is congruent to a non-Maass form. Note that if CFf = aλ
−n, with a ∈ O×
and n > 0, then Ff is congruent to −a−1λnG′′ mod λn. However, G′′ need not a
priori be orthogonal to the Maass space. We overcome this obstacle by introducing
a certain Hecke operator T˜ h which will kill the “Maass part” of G′′. For g ∈ N and
F ∈ N h, the set
Σ := {λg,C(T ) | g ∈ N , T ∈ TZ} ∪ {λF,C(T ) | F ∈ N h, T ∈ ThZ}
is contained in the ring of integers of a finite extension of Q (cf. section 5.1 and
Theorem 5.9). We assume that E contains Σ. From now on assume that the Galois
representation ρf |GK is absolutely irreducible. Without loss of generality we also
assume that Ff ∈ N h (cf. Remark 5.13). For any F ∈ N h, let mF ⊂ ThO be the
maximal ideal corresponding to F . It follows from (5.8) that there exists T h ∈ ThO
such that T hFf = Ff and T
hF = 0 for all F ∈ N h such that mF 6= mFf . We apply
T h to both sides of
Ξ = CFfFf +G
′′.
As the Fourier coefficients of Ff and Ξ lie in O, so do the Fourier coefficients of
T hΞ by Lemma 5.8. Moreover, since θχ is a cusp form, so are Ξ and T
hΞ. Let
S(2)k,Ff ⊂ Sk(ΓZ) denote the subspace spanned by
N h,(2)Ff := {F ∈ N h | m
(2)
F = m
(2)
Ff
},
where m
(2)
F and m
(2)
Ff
are the maximal ideals of T
h,(2)
O corresponding to F and Ff ,
respectively (cf. section 5.5). Then T hΞ, T hFf = Ff , T
hG′′ ∈ S(2)k,Ff . The image
of T
h,(2)
O inside EndC(S(2)k,Ff ) can be naturally identified with T
h,(2)
O,m
(2)
Ff
. By the
commutativity of diagram (5.10) and the discussion following the diagram, the O-
algebra map Desc : T
h,(2)
O ։ T
′
O factors through T
h,(2)
O,m
(2)
Ff
։ T′O,m′f
. The algebra
T′O,m′
f
can be identified with the image of T′O inside EndC(Sk−1,f ), where Sk−1,f ⊂
Sk−1
(
4,
(
−4
·
))
is the subspace spanned by N ′f := {g ∈ N | m′f = m′g}. Here m′f
and m′g denote the maximal ideals of T
′
O corresponding to f and g, respectively.
Denote by φf the natural projectionT
′
O ։ T
′
O,m′f
, and by Φf the natural projection
T
h,(2)
O ։ T
h,(2)
O,m
(2)
Ff
. Assume ℓ > k, hence in particular ℓ ∤ (k − 1)(k − 2)(k − 3). By
Corollary 5.15, for every split prime p = ππ, p ∤ ℓ, there exists T h(p) ∈ Th,(2)
O,m
(2)
Ff
such that Desc(T h(p)) = φf (Tp) ∈ T′O,m′f . As will be proven in section 8 (cf.
Proposition 8.14) there exists a Hecke operator T ∈ T′O,m′f such that Tf = ηf ,
Tfρ = ηfρ, and Tg = 0 for all g ∈ N ′f , g 6= f, fρ. The operator T is a polynomial
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PT in the elements of φf (Σ
′) with coefficients in O (here Σ′ is as in Definition 5.1).
Let T˜ h ∈ Th,(2)
O,m
(2)
Ff
be the Hecke operator given by the polynomial PT˜h obtained
from PT by substituting
• Φf (T hp − pk−1 − pk−2 − pk−3) for φf (Tp2) if p inert in K,
• T h(p) for φf (Tp) if p ∤ ℓ splits in K,
• Φf (λk0ℓ2−k(ℓ + 1)−1T hλ0) for φ(Tℓ) if ℓ = λ0λ0 splits in K.
Note that λk0ℓ
2−k(ℓ+ 1)−1T hλ0 is indeed an element of T
h
O,m
(2)
Ff
as ℓ+ 1 is invertible
in O. It follows from (5.9) that Desc(T˜ h) = T . Apply T˜ h to both sides of
T hΞ = CFfFf + T
hG′′.
Note that T˜ hT hΞ is again a cusp form. The operator T˜ h preserves the Maass space
and its orthogonal complement by Theorem 5.10. Another application of Lemma
5.8 shows that the Fourier coefficients of T˜ hT hΞ lie in O. Moreover, since Desc is a
C-algebra map, it is clear from the definition of T˜ h that T˜ hFf = ηFf and T˜
hF = 0
for any F inside the Maass space of Sk(ΓZ) which is orthogonal to Ff . We thus get
(7.19) T˜ hT hΞ = ηCFfFf + T˜
hT hG′′
with T˜ hT hG′′ orthogonal to the Maass space.
As CFf ∈ Q ∩ E ⊂ C by Corollary 7.7, it makes sense to talk about its λ-
adic valuation. Suppose ordλ(η CFf ) = −n ∈ Z<0. We write F ≡ F ′ (mod λn)
to mean that ordλ(cF (h) − cF ′(h)) ≥ n for every h ∈ S. Note that since the
Fourier coefficients of T˜ hT hΞ and of Ff lie in O, but η CFf 6∈ O, we must have
that either T˜ hT hG′′ 6= 0 or Ff ≡ 0 mod λ. However, by Proposition 4.5, the latter
is only possible if f ≡ fρ mod λ and this contradicts absolute irreducibility of
ρf |GK by Proposition 8.13 in section 8.2. Hence we must have T˜ hT hG′′ 6= 0. Write
η CFf = aλ
−n with a ∈ O×. Then the Fourier coefficients of λnT˜ hT hG′′ lie in O
and one has
Ff ≡ −a−1λnT˜ hT hG′′ (mod λn).
As explained above, −a−1λnT˜ hT hG′′ is a hermitian modular form orthogonal to
the Maass space.
We have proven the following theorem:
Theorem 7.12. Let k a positive integer divisible by 4 and ℓ > k a rational prime.
Let f ∈ N be ordinary at ℓ and such that ρf |GK is absolutely irreducible. Fix a
positive integer m ∈ Sf,ℓ and a Hecke character χ of K such that ordℓ(condχ) = 0,
χ∞(z) =
(
z
|z|
)−t
with −k ≤ t < −6, and ℓ ∤ #X−t−2,4mNK/Q(condχ). Let E be a
sufficiently large finite extension of Qℓ with uniformizer λ. If
−n := ordλ

 2∏
j=1
Lint(BC(f), j + (t+ k)/2, χω)

− ordλ(Lint(Symm2 f, k)) < 0
where ω is the unique Hecke character of K which is unramified at all finite places
and such that ω∞(z) =
(
z
|z|
)−k
, then there exists F ′ ∈ Sk(ΓZ), orthogonal to the
Maass space, such that F ′ ≡ Ff (mod λn).
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Remark 7.13. For χ and m as in Theorem 7.12, set c = 4mNK/Q(condχ). In
Theorem 7.12, we say that E is sufficiently large if it contains the field K(χQ,c, µc),
the set Σ, the elements (7.15), (7.16), (7.17), the Fourier coefficients of Ff and the
number η.
Corollary 7.14. Suppose that χ in Theorem 7.12 can be chosen so that
ordλ

 2∏
j=1
Lint(BC(f), j + (t+ k)/2, χω)

 = 0,
then n in Theorem 7.12 can be taken to be ordλ(L
int(Symm2 f, k)).
Remark 7.15. The existence of character χ as in Corollary 7.14 is not known
in general. Some results in this direction (although not applicable to the case
considered here) have been obtained by Vatsal in [42]. The problem in our case is
that one would need to control the λ-adic valuation of two L-values at the same
time.
7.4. Congruence between Ff and a non-CAP eigenform.
Corollary 7.16. Under the assumptions of Theorem 7.12 there exists a non-CAP
cuspidal Hecke eigenform F such that ordℓ(λFf (T
h) − λF (T h)) > 0 for all Hecke
operators T h ∈ ThO.
Proof. Let F ′ be as in Theorem 7.12. Using the decomposition (5.8), we see that
there exists a Hecke operator T h0 ∈ ThO such that T h0 Ff = Ff and T h0 F = 0 for
each F ∈ Sk(ΓZ) which is orthogonal to all Hecke eigenforms whose eigenvalues are
congruent to those of Ff mod λ. Suppose all the elements of N h whose eigenvalues
are congruent to those of Ff mod λ are CAP forms. Then applying T
h
0 to the
congruence Ff ≡ F ′, we get Ff ≡ 0 mod λ. By Proposition 4.5 this is only possible
if f ≡ fρ (mod λ). This however leads to a contradiction by Proposition 8.13. 
7.5. The CAP ideal. Recall that we have a Hecke-stable decomposition
Sk(ΓZ) = SMk (ΓZ)⊕ SNMk (ΓZ),
where SNMk (ΓZ) denotes the orthogonal complement of SMk (ΓZ) inside Sk(ΓZ). De-
note by TNMO the image of T
h
O inside EndC(SNMk (ΓZ)) and let φ : ThO ։ TNMO
be the canonical O-algebra epimorphism. Let Ann(Ff ) ⊂ ThO denote the annihi-
lator of Ff . It is a prime ideal of T
h
O and λFf : T
h
O ։ O induces an O-algebra
isomorphism ThO/Ann(Ff )
∼−→ O.
Definition 7.17. As φ is surjective, φ(Ann(Ff )) is an ideal of T
NM
O . We call it
the CAP ideal associated to Ff .
There exists a non-negative integer r for which the diagram
(7.20) ThO
φ
//

TNMO

ThO/Ann(Ff )
φ
//
≀λFf

TNMO /φ(Ann(Ff ))
≀

O // O/λrO
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all of whose arrows are O-algebra epimorphisms, commutes.
Corollary 7.18. If r is the integer from diagram (7.20), and n is as in Theorem
7.12, then r ≥ n.
Proof. Set NNM := {F ∈ N h | F ∈ SNMk (ΓZ)}. Choose any T h ∈ φ−1(λr) ⊂ ThO.
Suppose that r < n, and let F ′ be as in Theorem 7.12. We have
(7.21) Ff ≡ F ′ (mod λn).
and T hF ′ = λrF ′. Hence applying T h to both sides of (7.21), we obtain 0 ≡
λrF ′ (mod λn), which leads to
(7.22) F ′ ≡ 0 (mod λn−r).
Since r < n, (7.21) and (7.22) imply that Ff ≡ 0 (mod λ), which is impossible as
shown in the proof of Corollary 7.16. 
Remark 7.19. The CAP ideal can be regarded as an analogue of the Eisenstein
ideal in the case of classical modular forms. It measures congruences between Ff
and non-CAPmodular forms. We will show in section 9.2 that ordℓ(#T
NM
O /φ(Ann(Ff )))
provides a lower bound for the ℓ-adic valuation of the order of the Selmer group we
study in section 9.1.
8. Hecke algebras and deformation rings
The goal of this section is to prove Proposition 8.14 which was used in section
7.3 to prove Theorem 7.12, as well as some auxiliary results.
8.1. Congruences and weak congruences. Let E denote a finite extension of
Qℓ containing all Hecke eigenvalues of all the elements of N . Let O be the valuation
ring of E with uniformizer λ, and put F = O/λ. Whenever we refer to a prime p
being split or inert we will always mean split in K or inert in K. Let TZ, T
′
Z be as
in Definition 5.1. To ease notation in this section we set T := TO and T
′ := T′O.
Moreover, if a, b ∈ O, we write a ≡ b if λ | (a− b).
Let λf : T → O be as in section 5.1 and as before set mf = kerλf . Moreover,
set λ′f := λf |T′ and denote by λ
′
f the reduction of λ
′
f modulo λ. Put m
′
f := kerλ
′
f .
From now on let f =
∑∞
n=1 a(n)q
n and g =
∑∞
n=1 b(n)q
n denote two elements of
N . We denote by ρf , ρg : GQ → GL2(E) the ℓ-adic Galois representations attached
to f and g, respectively and by ρf and ρg their mod λ reductions with respect to
some lattice in E2. We write ρssf for the semi-simplification of ρf . The isomorphism
class of ρssf is independent of the choice of the lattice. (cf. section 2.3).
Definition 8.1. We will say that f and g are congruent (resp. weakly congruent),
denoted by f ≡ g (resp. f ≡w g) if mf = mg (resp. m′f = m′g). We will say that
f and g are congruent at p if a(p) ≡ b(p). Let A be a set of finite primes of Z of
density zero. We will say that f and g are A-congruent, denoted by f ≡A g if f
and g are congruent at p for all primes p 6∈ A.
We note that decompositions analogous to (5.1) and (5.2) hold for T′ and that
the localizations Tm and T
′
m′ are Noetherian, local, complete O-algebras. For a
maximal ideal m′ ⊂ T′, we denote by M(m′) the set of maximal ideals of T which
contract to m′. Note that the inclusion T′ →֒ T factors into a direct product (over
all maximal ideals m′ of T′) of injections T′m′ →֒
∏
m∈M(m′)Tm. We will now
examine the sets M(m′) a little closer.
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Lemma 8.2. Let f, g ∈ N and let A be a density zero set of finite primes of Z not
containing ℓ. Then f ≡ g if and only if f ≡A g.
Proof. One direction is a tautology, so assume f ≡A g. We have tr ρf (Frobp) =
a(p) (mod λ), tr ρg(Frobp) = b(p) (mod λ) and det ρf (Frobp) =
(
−4
p
)
pk−2 =
det ρg(Frobp) for p 6= 2, ℓ. Hence by the Tchebotarev Density Theorem together
with the Brauer-Nesbitt Theorem we get ρssf
∼= ρssg , and thus, a(p) ≡ b(p) for all
p ∈ A, p 6= 2. Moreover, we have ρf |D2 ∼=
[
µ1fχ
µ2f
]
, where D2 denotes the
decomposition group at 2, µ1f and µ
2
f are unramified characters, with µ
2
f (Frob2) =
a(2), and χ is the Galois character associated with the Dirichlet character
(
−4
·
)
(cf. [16], Theorem 3.26 (3)). An analogous result holds for ρg. Let σ ∈ D2 be
any lift of Frob2, and let τ ∈ I2 be such that χ(τ) = −1, where I2 denotes the
inertia group at 2. We want to show that µ2f (σ) ≡ µ2g(σ) (mod λ). We have
tr ρf (σ) = µ
1
f (σ)χ(σ) + µ
2
f (σ) and tr ρf (τσ) = µ
1
f (σ)χ(τ)χ(σ) + µ
2
f (σ). Then as
χ(τ) = −1, we get µ2f (σ) = 12 (tr ρf (σ) + tr ρf (τσ)). Similarly we get µ2g(σ) =
1
2 (tr ρg(σ) + tr ρg(τσ)). Since ρ
ss
f
∼= ρssg implies the equality of traces of ρf and ρg,
µ2f (σ) ≡ µ2g(σ) and the lemma is proved. 
Proposition 8.3. If f ≡w g, then either f ≡ g or f ≡ gρ.
Proof. Assume f ≡w g. Using the Tchebotarev density Theorem and the Brauer-
Nesbitt Theorem, we see that ρssf |GK ∼= ρssg |GK . By possibly changing a basis of,
say, ρg, we may assume that ρ
ss
f |GK = ρssg |GK . This implies that ρssf = χρssg , where χ
is either as in the proof of Lemma 8.2 or trivial. Hence a(p) ≡ (−4· )i b(p) for some i
and all p 6= 2, ℓ. Thus by Lemma 8.2 we are done if we show that a(ℓ) ≡ (−4ℓ )i b(ℓ).
If ℓ is split, then (since f ≡w g) we have a(ℓ) ≡ b(ℓ), so assume ℓ is inert. In
that case, a(ℓ)2 ≡ b(ℓ)2 hence if a(ℓ) ≡ 0, we are done. Otherwise, f and g are
ℓ-ordinary, and in such case ρf |Dℓ ∼=
[
µ1f ∗
µ2f
]
with µ2f unramified and µ
2
f (Frobℓ) is
the unit root αf of X
2−a(ℓ)X+(−4ℓ ) ℓk−2 (cf. [16], Theorem 3.26 (2)). Analogous
statements hold for ρg. Now, since ρf
∼= ρg ⊗ χi, we must have αf ≡
(
−4
ℓ
)i
αg. As
αf is the unique unit root of the polynomial X
2−a(ℓ)X+(−4ℓ ) ℓk−2, we must have
a(ℓ) ≡ αf , and similarly b(ℓ) ≡ αg, hence the proposition is proved. 
Corollary 8.4. If f ≡ fρ, then M(m′f ) = {mf}. If f 6≡ fρ, then M(m′f) =
{mf ,mfρ}. Hence, if f ≡ fρ, we have an injection T′m′f →֒ Tmf , while if f 6≡ f
ρ,
we have T′
m′f
→֒ Tmf ×Tmfρ .
Proposition 8.5. If f ∈ N , then the canonical O-algebra map φ0 : T′m′f → Tmf
is injective.
Proof. If f ≡ fρ, then T′
m′f
injects into Tmf by Corollary 8.4. Assume that f 6≡
fρ. Note that in that case g ≡w f implies g 6≡ gρ. By Proposition 8.3, g ≡ f
or g ≡ fρ. Without loss of generality assume that f ≡ g. Consider Tmf as
a subalgebra of
∏
g∈N ,g≡f O via T 7→ (λg(T ))g, and Tmfρ as a subalgebra of∏
g∈N ,g≡fρ O via T 7→ (λgρ (T ))g. By Corollary 8.4 we have T′m′
f
→֒ Tmf×Tmfρ , so
we just need to prove that the composite T′
m′f
→֒ Tmf ×Tmfρ ։ Tmf is injective,
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where the last arrow is projection. Identifying Tmf × Tmfρ with a subalgebra of
R :=
∏
g∈N ,g≡f O ×
∏
g∈N ,g≡fρ O by the embeddings specified above, we see that
T ∈ T′m′f maps to an element of R, whose g-entry in the first product is the same as
the corresponding gρ-entry in the second product for every g ∈ N , g ≡ f (this is so,
because Tg = ag implies Tgρ = agρ for T ∈ T′m′f ). Hence if T maps to zero under
the composite T′m′
f
→֒ Tmf ×Tmfρ → Tmf , it must be zero in Tmf ×Tmfρ . 
8.2. Deformations of Galois representations. The goal of this section is to
prove surjectivity of φ0 : T
′
m′f
→ Tmf . We will use the theory of deformations of
Galois representations. For an introduction to the subject see e.g. [28].
8.2.1. Universal deformation ring. Let C denote the category of local, complete O-
algebras with residue field F. A morphism between two objects in C is a continuous
O-algebra homomorphism which induces the identity on the residue fields. For an
object R of C we denote by mR its maximal ideal. Let G be a profinite group.
Two continuous representations ρ : G → GL2(R) and ρ′ : G → GL2(R) are called
strictly equivalent if ρ(g) = xρ′(g)x−1 for every g ∈ G with x ∈ 1 + M2(mR)
independent of g. We will write ρ ≈ ρ′ if ρ and ρ′ are strictly equivalent. Consider
a continuous representation ρ : G → GL2(F). If R is an object of C, a continuous
representation ρ : G → GL2(R) or, more precisely, a strict equivalence of such, is
called a deformation of ρ if ρ = ρ mod mR. A pair (R
univ, ρuniv) consisting of an
object Runiv of C and a deformation ρuniv : G → GL2(Runiv) is called a universal
couple if for every deformation ρ : G → GL2(R), where R is an object in C, there
exists a unique O-algebra homomorphism φ : Runiv → R such that φ ◦ ρuniv ≈ ρ
in GL2(R). The ring R
univ is called the universal deformation ring of ρ. By the
universal property stated above, it is unique if it exists. Note that any O-algebra
homomorphism between objects in C is automatically local, since all objects of C
have the same residue fields.
Theorem 8.6 (Mazur). Suppose that ρ : G → GLn(F) is absolutely irreducible.
Then there exists a universal deformation ring Runiv in C and a universal defor-
mation ρuniv : G → GLn(Runiv).
Proof. [16], Theorem 2.26. 
8.2.2. Hecke algebras as quotients of deformation rings. Consider f ∈ N and let
ρf : GQ → GL2(O) be the associated Galois representation (after fixing a lattice in
E2). Let ρf : GQ → GL2(F) be its reduction modulo λ. Since ρf is unramified away
from S = {2, ℓ}, it factors through GQ,S , the Galois group of the maximal Galois
extension of Q unramified away from S. Let GK,S be the image of GK under the
mapGK →֒ GQ ։ GQ,S . We will be considering deformations of the representation
ρf : GQ,S → GL2(F) and of ρf,K := ρf |GK,S . From now on we assume that ρf,K
is absolutely irreducible. Let (RQ, ρQ) and (RK , ρK) denote the universal couples
of ρf and ρf,K , respectively, which exist by Theorem 8.6. We will denote mRQ
and mRK by mQ and mK , respectively. Let A be a density zero set of primes of Q
and g ∈ N , g ≡A f . Then after possibly changing the basis of ρg we may assume
(by the Tchebotarev Density Theorem together with the Brauer-Nesbitt Theorem)
that ρf = ρg. Hence ρg : GQ,S → GL2(O) is a deformation of ρf , and ρg|GK is a
deformation of ρf,K . As in the proof of Proposition 8.5 we identify Tmf and T
′
m′f
with appropriate subalgebras of
∏
g∈N , g≡f O and of
∏
g∈N , g≡wf
O, respectively.
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Let T˜ denote the O-subalgebra of T generated by the operators Tp for p 6= 2, ℓ and
let T˜′ denote the O-subalgebra of T′ generated by the set Σ′, where Σ′ is as in
Definition 5.1. We put m˜f := T˜∩mf and m˜′f := T˜′∩mf . Let Σf denote the subset of
N consisting of those eigenforms which are congruent to f except possibly at 2 or ℓ.
Similarly let Σ′f be the subset of N consisting of those eigenforms which are weakly
congruent to f except possibly at 2 or ℓ. We have Σf ⊂ Σ′f . We again identify
T˜m˜f (resp. T˜
′
m˜′f
) with a subalgebra of
∏
g∈Σf
O (resp. ∏g∈Σ′f O) in an obvious
way. Consider the representations ρ :=
∏
g∈Σf
ρg : GQ,S → GL2
(∏
g∈Σf
O
)
, and
ρ′ := ρ|GK,S . Choose bases for each ρg so that ρg = ρg′ for all g, g′ ∈ Σf , and so
that ρg(c) =
[
1
−1
]
for all g ∈ Σf , where c is the complex conjugation. We allow
ourselves to enlarge E, O and F if necessary.
Lemma 8.7. The image of the representation ρ is contained in GL2(T˜m˜f ).
Proof. [5], Lemma 3.27. 
We claim that ρ′(GK,S) is contained in the image of GL2(T˜
′
m˜′f
) inside GL2(T˜m˜f ).
To prove it, let φ denote the map T˜′m˜′f
→ T˜m˜f induced by T˜′ →֒ T˜. It is easy
to see that φ(T˜′m˜′f
) is an object of C. Consider ρ˜′ : GK,S → GL2
(∏
g∈Σ′f
O
)
,
ρ˜′(σ) = (ρg(σ))g∈Σ′
f
. We have φ ◦ ρ˜′ = ρ′. For τ ∈ GK,S we denote by [τ ] the
conjugacy class of τ in GK,S . Note that GK,S is topologically generated by the set⋃
p∈SpecOK ,p∩Z 6∈S
[Frobp]. For a split p = pp, we have tr ρ
′(Frobp) = tr ρ
′(Frobp) =
tr ρ′(Frobp) = Tp ∈ T˜′m˜′f while for p inert, tr ρ
′(Frob2p) = T
2
p − pk−2 ∈ T˜′m˜′f .
Thus tr ρ˜′(GK,S) ⊂ T˜′m˜′f , and hence tr ρ
′(GK,S) ⊂ φ(T˜′m˜′f ). Since we know that
ρ′(GK,S) ⊂ GL2(T˜m˜f ), a theorem of Mazur ([28], Corollary 6, page 256)) implies
that (after possibly changing the basis of ρ′), we have ρ′(GK,S) ⊂ GL2(φ(T˜′m˜′f )).
Then ρ is a deformation of ρf and ρ
′ : GK,S → GL2(φ(T˜′m˜′f )) is a deformation
of ρf,K . Hence there are unique O-algebra homomorphisms φQ : RQ → T˜m˜f and
φK : RK → φ(T˜′m˜′f ), such that φQ ◦ ρQ ≈ ρ, and φK ◦ ρK ≈ ρ
′. In fact as ρQ|GK is
a deformation of ρf,K , there is a unique O-algebra homomorphism ψ : RK → RQ,
such that ψ ◦ ρK ≈ ρQ|GK . Hence we get the following diagram
(8.1) RK
ψ
//
φK

RQ
φQ

φ(T˜′m˜′f
) ι // T˜m˜f
where ι denotes the embedding φ(T˜′
m˜′f
) ⊂ T˜m˜f . Note that diagram (8.1) commutes.
[Indeed, as ι◦ρ′ is a deformation of ρf,K , there is a unique O-algebra homomorphism
α : RK → T˜m˜f , such that α◦ρK ≈ ι◦ρ′. Since φK◦ρK ≈ ρ′ we get ι◦φK◦ρK ≈ ι◦ρ′,
and hence ι ◦ φK = α by uniqueness of α. On the other hand as stated in the
paragraph before diagram (8.1), ψ ◦ ρK ≈ ρQ|GK , thus φQ ◦ ψ ◦ ρK ≈ φQ ◦ ρQ|GK .
Since φQ ◦ ρQ ≈ ρ, we have φQ ◦ ρQ|GK ≈ ρ|GK = ι ◦ ρ′. Hence φQ ◦ψ ◦ ρK ≈ ι ◦ ρ′,
which implies as before that φQ ◦ ψ = α. So, ι ◦ φK = φQ ◦ ψ.] Furthermore, note
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that φQ and φK are surjective. Our goal is to prove surjectivity of ψ which will
imply surjectivity of ι. From this we will deduce surjectivity of φ0.
The map ψ : RK → RQ is local, hence induces an F-linear homomorphism on
the cotangent spaces mK/(m
2
K , λRK) → mQ/(m2Q, λRQ), which we will call ψct.
We will show that ψ∗ct : α 7→ α ◦ ψct in the exact sequence of dual maps
0→ HomF(C,F)→ HomF(mQ/(m2Q, λRQ),F)
ψ∗ct−−→ HomF(mK/(m2K , λRK),F)
is injective, which will imply C := cokerψct = 0.
Let G be a profinite group and (Runiv, ρuniv) the universal couple of an absolutely
irreducible representation ρ : G → GL2(F).
Lemma 8.8. One has HomF(mRuniv/(m
2
Runiv , λR
univ),F) ∼= H1(G, ad(ρ)), where
H1 stands for continuous group cohomology and ad(ρ) denotes the discrete G-module
M2(F) with the G-action given by g ·M := ρ(g)Mρ(g)−1.
Proof. [16], Lemma 2.29. 
When G = GQ,S (or G = GK,S) and Runiv = RQ (or Runiv = RK), we will
denote the isomorphism from Lemma 8.8 by tQ (or tK , respectively).
Proposition 8.9. The following diagram is commutative:
(8.2) HomF(mQ/(m
2
Q, λRQ),F)
ψ∗ct
//
tQ ≀

HomF(mK/(m
2
K , λRK),F)
tK≀

H1(GQ,S , ad(ρ))
res
// H1(GK,S , ad(ρ))
Proof. This follows from unraveling the definitions of the maps in diagram (8.2).
We omit the details. 
8.2.3. Isomorphism between T′m′f
and Tmf . Note that since #ad(ρf ) is a power of
ℓ, and Gal(K/Q) has order 2, the first cohomology group in the inflation-restriction
exact sequence
0→ H1(Gal(K/Q), ad(ρf )GK,S )→ H1(GQ,S , ad(ρf ))→ H1(GK,S , ad(ρf ))
is zero, hence the restriction map in diagram (8.2) is injective, and thus so is ψ∗ct.
Hence C = 0 and thus ψct is surjective. An application of the complete version of
Nakayama’s Lemma (cf. [8], exercise 7.2) now implies that ψ is surjective.
Corollary 8.10. Let f ∈ N and suppose that ρf |GK is absolutely irreducible. Then
φ : T˜′
m˜′f
→ T˜m˜f is surjective.
Proof. This is essentially a summary of the arguments we have carried out so far.

Proposition 8.11. Assume that f ∈ N is ordinary at ℓ and that ρf |GK is abso-
lutely irreducible. Then φ0 : T
′
m′f
→ Tmf is surjective.
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Proof. Consider the commutative diagram
(8.3) T˜′m˜′f
φ
//

T˜m˜f

T′
m′f
φ0
// Tmf
where m˜f , m
′
f and m˜
′
f are contractions of mf to T˜, T
′ and T˜′ respectively. Since
f satisfies the assumptions of Corollary 8.10, φ is surjective. For p 6= 2, ℓ, it is
clear that Tp ∈ Tmf is inside the image of φ0. If ℓ is split, then Tmf contains Tℓ
by definition, so assume ℓ is inert. Then T 2ℓ ∈ Tmf . Since f =
∑∞
n=1 a(n)q
n is
ordinary at ℓ, we must have a(ℓ) 6∈ λ, hence the image of Tℓ in F is not zero, i.e.,
Tℓ 6∈ mf . Thus the equation X2−T 2ℓ splits in Tmf /mf into relatively prime factors
X − Tℓ and X + Tℓ. Since T′m′f /m
′
f
∼= Tmf /mf , X2 − T 2ℓ splits in T′m′f /m
′
f , and
then by Hensel’s lemma it splits in T′m′f
. This shows that Tℓ is in the image of φ0.
It remains to show that T2 is in the image of φ0.
Let ρg : GQ,S → GL2(O) denote the Galois representation associated to g =∑∞
n=1 b(n)q
n, g ≡ f . Arguing as in Lemma 8.2, we get ρg|D2 ∼=
[
µ1gχ
µ2g
]
with
µ2g(σ) =
1
2 (tr ρg(σ) + tr ρg(τσ)) (for notation see the proof of Lemma 8.2). Let L
be the fixed field of GQ,S , and L
′ ⊂ L always denote a finite Galois extension of Q.
Using the Tchebotarev Density Theorem we can write
σ = lim←−
Q⊂L′⊂L
ξ(L′) Frobp(L′) ξ(L
′)−1,
where p(L′) is a choice of p ∈ S and ξ(L′) ∈ GQ,S is such that
σ|L′ = ξ(L′)|L′ Frobp(L′) |L′ξ(L′)−1|L′ .
Hence (tr ρg(σ))g = lim←−Q⊂L′⊂L (tr (Frobp(L′)))g = lim←−Q⊂L′⊂L Tp(L′), where each
Tp is considered as an element of
∏
g∈N ,g≡f O. Since every Tp(L′) ∈ Im(φ0), and
Im(φ0) being the image of T
′
m′f
is complete, (tr ρg(σ))g ∈ Im(φ0). Similarly one
shows that (tr ρg(τσ))g ∈ Im(φ0), and hence T2 ∈ Im(φ0). 
Corollary 8.12. Assume f ∈ N is ordinary at ℓ. If ρf |GK is absolutely irreducible
then the canonical O-algebra map T′m′f → Tmf is an isomorphism.
Proposition 8.13. If ρf |GK is absolutely irreducible, then f 6≡ fρ.
Proof. Assume that ρf : GQ → GL2(F) is absolutely irreducible when restricted to
GK . Suppose f =
∑∞
n=1 a(n)q
n ≡ fρ =∑∞n=1 a(n)qn. Let p be a prime inert in K.
By Fact 2.1, a(p) = −a(p), hence a(p) ≡ −a(p), and thus tr ρf (Frobp) ≡ a(p) ≡
0. Let L be the splitting field of ρf and denote by c ∈ Gal(L/Q) the complex
conjugation. By possibly replacing F with a finite extension, we can choose a
basis of the space of ρf such that with respect to that basis ρf (c) =
[
1
−1
]
. Let
σ ∈ Gal(L/K), and suppose that ρf (σ) =
[
a b
c d
]
. By Tchebotarev Density Theorem
there exists a prime p and an element τ ∈ Gal(L/Q) such that cσ = τ Frobp τ−1.
Since σ ∈ Gal(L/K), we must have Frobp 6∈ Gal(L/K), and thus p is inert in K.
Hence tr ρf (Frobp) = a − d = 0. Let σ′ ∈ Gal(L/K) and write ρf (σ′) =
[
a′ b′
c′ d′
]
.
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Then ρf (σσ
′) =
[
aa′+bc′ ab′+bd′
ca′+dc′ cb′+dd′
]
. Since the argument carried out for σ may also
be applied to σ′ and σσ′ ∈ Gal(L/K), we have a′ = d′ and bc′ = cb′, and this
condition implies that σσ′ = σ′σ. Hence Gal(L/K) is abelian, which contradicts
the absolute irreducibility of ρf |GK . The proposition follows. 
8.3. Hida’s congruence modules. Fix f ∈ N and setNf := {g ∈ N | mg = mf}.
Write Tmf ⊗ E = E ×BE , where BE =
∏
g∈Nf\{f}
E and let B denote the image
of Tm under the composite Tm →֒ Tm⊗E πf−−→ BE , where πf is projection. Denote
by δ : Tmf →֒ O × B the map T 7→ (λf (T ), πf (T )). If E is sufficiently large,
there exists η ∈ O such that coker δ ∼= O/ηO. This cokernel is usually called the
congruence module of f . Set N ′f := {g ∈ N | m′g = m′f}.
Proposition 8.14. Assume f ∈ N is ordinary at ℓ and the associated Galois
representation ρf is such that ρf |GK is absolutely irreducible. Then there exists
T ∈ T′m′f such that Tf = ηf , Tf
ρ = ηfρ and Tg = 0 for all g ∈ N ′f \ {f, fρ}.
Proof. First note thatT′
m′f
can be identified with the image ofT′ inside EndC(Sk−1,f ),
where Sk−1,f ⊂ Sk−1
(
4,
(
−4
·
))
is the subspace spanned by N ′f . By Corollary 8.12,
the natural O-algebra map T′m′f → Tmf is an isomorphism. So, it is enough to
find T ∈ Tmf such that Tf = ηf and Tg = 0 for every g ∈ Nf \ {f}. (Note
that by Proposition 8.13, fρ 6∈ Nf .) It follows from the exactness of the sequence
0 → Tmf δ−→ O × B → O/ηO → 0, that (η, 0) ∈ O × B is in the image of
Tmf →֒ O × B. Let T be the preimage of (η, 0) under this injection. Then T has
the desired property. 
Proposition 8.15 ([14], Theorem 2.5). Suppose ℓ > k. If f ∈ N is ordinary at ℓ,
then
η = (∗) 〈f, f〉
Ω+f Ω
−
f
,
where Ω+f ,Ω
−
f denote the “integral” periods defined in [41] and (∗) is a λ-adic unit.
9. Galois representations and Selmer groups
9.1. Galois representations. It is well-known that one can attach ℓ-adic Galois
representations to classical modular forms (cf. section 2.3). In this section we
gather some basic facts concerning Galois representations attached to hermitian
modular forms.
Let F ∈ Sk(ΓZ) be an eigenform. For every rational prime p, let λp,j(F ), j =
1, . . . , 4, denote the p-Satake parameters of F . (For the definition of p-Satake
parameters when p inerts or ramifies in K, see [18], and for the case when p splits
in K, see [13].) Let p be a prime of OK lying over p. Set
λ˜p,j(F ) := (Np)
−2+k/2ω∗(p)λp,j(F ),
where ω is the unique Hecke character of K unramified at all finite places with
infinity type ω∞(x∞) =
(
z
z
)−k/2
.
Definition 9.1. The elements λ˜p,j(F ) will be called the Galois-Satake parameters
of F at p.
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By Theorem 5.9 there exists a finite extension LF of Q containing the Hecke
eigenvalues of F .
Theorem 9.2. There exists a finite extension EF of Qℓ containing LF and a 4-
dimensional semisimple Galois representation ρF : GK → GLEF (V ) unramified
away from the primes of K dividing 2ℓ and such that
(i) For any prime p of K such that p ∤ 2ℓ, the set of eigenvalues of ρF (Frobp)
coincides with the set of the Galois-Satake parameters of F at p (cf. Defi-
nition 9.1);
(ii) If p is a place of K over ℓ, the representation ρF |Dp is crystalline (cf.
section 9.2).
(iii) If ℓ > m, and p is a place of K over ℓ, the representation ρF |Dp is short.
(For a definition of short we refer the reader to [6], section 1.1.2.)
Remark 9.3. We know of no reference in the existing literature for the proof of
this theorem, although it is widely regarded as a known result. For some discussion
regarding Galois representations attached to hermitian modular forms, see [1]. We
assume Theorem 9.2 in what follows.
As before, we assume that E is a sufficiently large finite extension of Qℓ with
valuation ring O, uniformizer λ and residue field F = O/λ. Let f =∑∞n=1 a(n)qn ∈
N be such that ρf |GK is absolutely irreducible. Then by Proposition 8.13, Ff 6= 0.
From now on we also assume that ad0 ρf |GK , the trace-0-endomorphisms of the
representation space of ρf |GK with the usual GK -action, is absolutely irreducible.
Let ǫ denote the ℓ-adic cyclotomic character. It follows from Proposition 6.4 that
the Galois representation ρFf
∼= ρf,K ⊕ (ρf,K ⊗ ǫ). From now on we assume in
addition that 2k 6≡ a(2) 6≡ 2k−4 (mod λ).
9.2. Selmer group. Set NNM := {F ∈ N h | F ∈ SNMk (ΓZ)}. Let Mh denote the
set of maximal ideals of ThO and MNM the set of maximal ideals of TNMO . We have
TNMO =
∏
m∈MNM T
NM
m , where T
NM
m denotes the localization of T
NM
O at m. Let
φ : ThO → TNMO be the natural projection. We have Mh =Mc ⊔Mnc, where Mc
consists of those m ∈ Mh which are preimages (under φ) of elements of MNM and
Mnc :=Mh\Mc. Note that φ factors into a product φ =∏m∈Mc φm×∏m∈Mnc 0m,
where φm : T
h
m → Thm′ is the projection, with m′ ∈MNM being the unique maximal
ideal such that φ−1(m′) = m and 0m is the zero map. For F ∈ N h we denote by
mF (respectively m
NM
F ) the element ofMh (resp. ofMNM) corresponding to F . In
particular, mNMFf ∈MNM is such that φ−1(mNMFf ) = mFf .
We now define the Selmer group relevant for our purposes. For a profinite group
G and a G-module M (where we assume the action of G on M to be continuous) we
will consider the group H1cont(G,M) of cohomology classes of continuous cocycles
G →M . To shorten notation we will suppress the subscript ‘cont’ and simply write
H1(G,M). For a field L, and a Gal(L/L)-module M (with a continuous action of
Gal(L/L)) we sometimes write H1(L,M) instead of H1cont(Gal(L/L),M).
Let L be a number field. Denote by Σℓ the set of primes of L lying over ℓ.
Let Σ ⊃ Σℓ be a finite set of primes of L and denote by GΣ the Galois group of
the maximal Galois extension LΣ of L unramified outside of Σ. Let V be a finite
dimensional E-vector space with a continuous GΣ-action unramified away from Σℓ.
Let T ⊂ V be a GΣ-stable O-lattice. Set W := V/T .
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We begin by defining local Selmer groups. For every p ∈ Σ set
H1un(Lp,M) := ker{H1(Lp,M) res−−→ H1(Ip,M)}.
We define the local p-Selmer group (for V ) by
H1f (Lp, V ) :=
{
H1un(Lp, V ) p ∈ Σ \ Σℓ
ker{H1(Lp, V )→ H1(Lp, V ⊗Bcrys)} p ∈ Σℓ.
Here Bcrys denotes Fontaine’s ring of ℓ-adic periods (cf. [9]).
For p ∈ Σℓ, we call the Dp-module V crystalline (or the GL-module V crys-
talline at p) if dimQℓ V = dimQℓ H
0(Lp, V ⊗ Bcrys). When we refer to a Galois
representation ρ : GL → GL(V ) as being crystalline at p, we mean that V with the
GL-module structure defined by ρ is crystalline at p.
For every p, define H1f (Lp,W ) to be the image of H
1
f (Lp, V ) under the natural
map H1(Lp, V ) → H1(Lp,W ). Using the fact that Gal(κp : κp) = Zˆ has cohomo-
logical dimension 1, one easily sees that if W is unramified at p and p 6∈ Σℓ, then
H1f (Lp,W ) = H
1
un(Lp,W ). Here κp denotes the residue field of Lp.
For a Zℓ-module M , we write M
∨ for its Pontryagin dual defined as
M∨ = Homcont(M,Qℓ/Zℓ).
Definition 9.4. For each finite set Σ′ ⊂ Σ \ Σℓ, the group
SelΣ(Σ
′,W ) := ker

H1(GΣ,W ) res−−→
⊕
p∈Σ′∪Σℓ
H1(Lp,W )
H1f (Lp,W )


is called the (global) Selmer group of the triple (Σ,Σ′,W ). We also set SΣ(Σ
′,W ) :=
SelΣ(Σ
′,W )∨, SelΣ(W ) := SelΣ(∅,W ) and SΣ(W ) = SΣ(∅,W ). We drop the sub-
script Σ if Σ is fixed in the discussion.
From now on fix Σ. Let ρ : GΣ → GLE(V ) denote the representation giving the
action of GΣ on V . The following two lemmas are easy (cf. [34], Lemma 1.5.7 and
[38]).
Lemma 9.5. S(Σ′,W ) is a finitely generated O-module.
Lemma 9.6. If the mod λ reduction ρ of ρ is absolutely irreducible, then the length
of S(Σ′,W ) as an O-module is independent of the choice of the lattice T .
Remark 9.7. For an O-module M , ordℓ(#M) = [O/λ : Fℓ] lengthO(M).
Example 9.8. Let L = K, Σ = Σℓ, ρf,K := ρf |GK and let V denote the repre-
sentation space of ad0 ρf,K ⊗ ǫ−1 ⊂ HomE(ρf,K ⊗ ǫ, ρf,K) of GK . Let T ⊂ V be
some choice of a GK -stable lattice. Set W = V/T . Note that the action of GK on
V factors through GΣ. Since the mod λ reduction of ad
0 ρf,K ⊗ ǫ−1 is absolutely
irreducible by assumption, ordℓ(S(W )) is independent of the choice of T .
Our goal is to prove the following theorem.
Theorem 9.9. Let W be as in Example 9.8. Suppose that for each F ∈ NNMFf , the
representation ρF : GK → GL4(E) is absolutely irreducible. Then
ordℓ(#S(W )) ≥ ordℓ(#TNMmFf /φmFf (Ann(Ff ))).
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Corollary 9.10. With the same assumptions and notation as in Theorem 7.12 and
Theorem 9.9 we have
ordℓ(#S(W )) ≥ n.
If in addition the character χ in Theorem 7.12 can be taken as in Corollary 7.14,
then
ordℓ(#S(W )) ≥ ordℓ(#O/Lint(Symm2 f, k)).
Proof. The corollary follows immediately from Theorem 9.9 and Corollary 7.18. 
9.3. Degree n Selmer groups. In this section we collect some technical results
regarding Selmer groups which will be used in the proof of Theorem 9.9. Let G
be a group, R a commutative ring with identity, M a finitely generated R-module
with an R-linear action of G given by a homomorphism ρ : G → AutR(M). For
any two such pairs (M ′, ρ′), (M ′′, ρ′′), the R-module HomR(M
′′,M ′) is naturally a
G-module with the G-action given by
(g · φ)(m′′) = ρ′(g)φ(ρ′′(g−1)m′′).
Suppose there exists (M,ρ) which fits into an exact sequence of R[G]-modules
X : 0→M ′ →M →M ′′ → 0,
that splits as a sequence of R-modules. Choose sX :M
′′ →M , an R-section of X .
Define φX : G → HomR(M ′′,M ′) to be the map sending g to the homomorphism
m′′ 7→ ρ(g)sX(ρ′′(g)−1m′′)− sX(m′′).
Lemma 9.11. Let ExtR[G](M
′′,M ′) denote the set of equivalence classes of R[G]-
extensions of M ′′ by M ′ which split as extensions of R-modules. The map X 7→ φX
defines a bijection between ExtR[G](M
′′,M ′) and H1(G,HomR(M ′′,M ′)).
Proof. The proof is a simple modification of the proof of Proposition 4 in [43]. 
Let E, O and λ be as before. Let L be a number field and Σ a finite set of
places of L containing Σℓ. Let ρ
′ : GΣ → GLE(V ′), ρ′′ : GΣ → GLE(V ′′) be
two Galois representations. Choose GΣ-stable O-lattices T ′ ⊂ V ′, T ′′ ⊂ V ′′, and
denote the corresponding representations by (T ′, ρ′T ′) and (T
′′, ρ′′T ′′) respectively.
Define W ′ := V ′/T ′, and W ′′ := V ′′/T ′′. Set V = HomE(V
′′, V ′). Let T ⊂ V be a
GΣ-stable O-lattice, and set W = V/T . For an O-module M , let M [n] denote the
submodule consisting of elements killed by λn. For p ∈ Σ, Lemma 9.11 provides a
natural bijection between H1(Lp,W [n]) and ExtO/λn[Dp](W
′′[n],W ′[n]). We now
define degree n local Selmer groups. If p ∈ Σ \ Σℓ, set
H1f (Lp,W [n]) := H
1
un(Lp,W [n]), where W is as above.
If p ∈ Σℓ, define H1f (Lp,W [n]) ⊂ H1(Lp,W [n]) to be the subset consisting of those
cohomology classes which correspond to extensions
0→W ′[n]→ W˜ [n]→W ′′[n]→ 0 ∈ ExtO/λn[Dp](W ′′[n],W ′[n])
such that W˜ [n] is in the essential image of the functorV defined in [6], section 1.1.2.
We will not need the precise definition of V. It is shown in [6] that H1f (Lp,W [n])
is an O-submodule of H1(Lp,W [n]) and that H1f (Lp,W [n]) is the preimage of
H1f (Lp,W [n + 1]) under the natural map H
1(Lp,W [n]) → H1(Lp,W [n + 1]) (cf.
Section 2.1, loc. cit.).
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Lemma 9.12. Fix p ∈ Σℓ. Let ρ˜ : GL → GLE(V˜ ) be a Galois representation short
at p, T˜ ⊂ V˜ an O[Dp]-stable lattice and W˜ := V˜ /T˜ . If W˜ [n] fits into an exact
sequence
0→W ′[n]→ W˜ [n]→W ′′[n]→ 0 ∈ ExtO/λn[Dp](W ′′[n],W ′[n]),
then such an extension gives rise to an element of H1f (Lp,W [n]).
Proof. See [6], Section 1.1.2. 
Proposition 9.13. The natural isomorphism
lim−→
n
H1(Lp,W [n]) ∼= H1(Lp,W )
induces a natural isomorphism
lim−→
n
H1f (Lp,W [n])
∼= H1f (Lp,W ).
Proof. See [6], Proposition 2.2. 
9.4. Proof of Theorem 9.9. The key ingredient in the proof of Theorem 9.9 is
Lemma 9.14 below. Before we state it, we need some notation. Let L be any
number field, Σ ⊃ Σℓ a finite set of primes of L. Let n′, n′′ ∈ Z≥0 and n :=
n′+n′′. Let V ′ (respectively V ′′) be an E-vector space of dimension n′ (resp. n′′),
affording a continuous absolutely irreducible representation ρ′ : GΣ → AutE(V ′)
(resp. ρ′′ : GΣ → AutE(V ′′)). Assume that the residual representations ρ′ and
ρ′′ are also absolutely irreducible (hence well-defined) and non-isomorphic. Let
V1, . . . , Vm be n-dimensional E-vector spaces each of them affording an absolutely
irreducible continuous representation ρi : GΣ → AutE(Vi), i = 1, . . . ,m. Moreover
assume that the mod λ reductions ρi (with respect to some GΣ-stable lattice in Vi
and hence with respect to all such lattices) satisfy
ρssi
∼= ρ′ ⊕ ρ′′.
For σ ∈ GΣ, let
∑n
j=0 aj(σ)X
j ∈ O[X ] be the characteristic polynomial of
(ρ′ ⊕ ρ′′)(σ) and let ∑nj=0 cj(i, σ)Xj ∈ O[X ] be the characteristic polynomial of
ρi(σ). Put cj(σ) :=

 cj(1, σ). . .
cj(m,σ)

 ∈ Om for j = 0, 1, . . . , n − 1. Let T ⊂ Om be
the O-subalgebra generated by the set {cj(σ) | 0 ≤ j ≤ n − 1, σ ∈ GΣ}. By
continuity of the ρi this is the same as the O-subalgebra of Om generated by
{cj(Frobp) | 0 ≤ j ≤ n− 1, p 6∈ Σ}. Note that T is a finite O-algebra. Let I ⊂ T
be the ideal generated by the set {cj(Frobp) − aj(Frobp) | 0 ≤ j ≤ n − 1, p 6∈ Σ}.
From the definition of I it follows that the O-algebra structure map O → T/I
is surjective. Let J be the kernel of this map, so we have O/J = T/I. For a
commutative ring R and a finitely generated R-module M , we denote by FittR(M)
the Fitting ideal ofM in R. For the definition and basic properties of Fitting ideals
see for example the Appendix of [27].
Lemma 9.14. Suppose F× contains n distinct elements. Then there exists a GΣ-
stable T-submodule L ⊂ ⊕mi=1 Vi, T-submodules L′,L′′ ⊂ L (not necessarily GΣ-
stable) and a finitely generated T-module T such that
(1) as T-modules we have L = L′ ⊕ L′′ and L′′ ∼= Tn′′ ;
(2) L has no T[GΣ]-quotient isomorphic to ρ′;
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(3) L′/IL′ is GΣ-stable and there exists a T[GΣ]-isomorphism
L/(IL+ L′) ∼=M ′′ ⊗O T/I
for any GΣ-stable O-lattice M ′′ ⊂ V ′′.
(4) FittT(T ) = 0 and there exists a T[GΣ]-isomorphism
L′/IL′ ∼=M ′ ⊗O T /IT
for any GΣ-stable O-lattice M ′ ⊂ V ′.
Proof. Lemma 9.14 follows from Theorem 1.1 of [40]. We only indicate how one
proves that FittT(T ) = 0, which is not directly stated in [40]. By Lemma 1.5 (i)
in [loc. cit.], L′ ∼= T n′ , hence it is enough to show that a := FittT(L′) = 0. Since
a ⊂ AnnT(L′), if a 6= 0, there exists a non-zero t ∈ T such that tL′ = 0. Let
1 ≤ i ≤ m be such that the projection ti of t onto the ith component of T ⊂ Om is
non-zero. Then ti annihilates the image of L′ under the projection of
⊕m
j=1 Vj ։ Vi.
Since 0 6= ti ∈ O and O is a domain, we must have that the image of L′ in Vi is
zero. Thus the composite L →֒ ⊕mj=1 Vj ։ Vi factors through L/L′ ∼= L′′ ∼= Tn′′
by part (1) of the Lemma. Hence the image of L in Vi is a GΣ-stable, rank n′′
O-module which contradicts the assumption that ρi is absolutely irreducible. We
conclude that FittT(L′) = 0. 
We will now show how Lemma 9.14 implies Theorem 9.9. For this we set
• n′ = n′′ = 2;
• L = K, Σ = Σℓ ∪ {(i+ 1)}, Σ′ := {(i+ 1)};
• ρ′ = ρf,K , ρ′′ = ρf,K ⊗ ǫ, V ′, V ′′ = representation spaces of ρ′, ρ′′ respec-
tively;
• T = TNMmFf ;
• NNMFf = {F ∈ NNM | φ−1(mNMF ) = mFf } (we denote the elements of NNMFf
by F1, . . . , Fm);
• I = the ideal of T generated by φmFf (AnnFf )
• (Vi, ρi) = the representation ρFi , i = 1, . . . ,m.
Remark 9.15. As mentioned in section 9.2, ρ′ and ρ′′ factor not only through GΣ,
but also through GΣℓ , however, the ρi do not necessarily factor through GΣℓ (cf.
Theorem 9.2), and hence we have to work with Σ as defined above. Nevertheless,
for any GΣ module M which is unramified at (i+1) we have an exact sequence (cf.
[43], Proposition 6)
0→ H1(GΣℓ ,M)→ H1(GΣ,M)→ H1(I(i+1),M).
Hence in particular the group S(W ) from Theorem 9.9 is isomorphic to SΣ({(i +
1)},W ), which we study below.
Lemma 9.14 guarantees the existence of L, L′, L′′ and T with properties (1)-(4)
as in the statement of the lemma. Let M ′ (resp. M ′′) be a GΣ-stable O-lattice
inside V ′ (resp. V ′′). The split short exact sequence of T-modules (cf. Lemma
9.14, (1))
(9.1) 0→ L′ → L→ L/L′ → 0
gives rise to a short exact sequence of (T/I)[GΣ]-modules, which splits as a sequence
of T/I-modules (cf. Lemma 9.14, (3) and (4))
(9.2) 0→M ′ ⊗O T /IT → L/IL →M ′′ ⊗O T/I → 0.
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(Note that L/IL ∼= L⊗TT/I ∼= L⊗O T/I, hence (9.2) recovers the sequence from
Theorem 1.1 of [40].) Let s : M ′′ ⊗O T/I → L/IL be a section of T/I-modules.
Define a class c ∈ H1(GΣ,HomT/I(M ′′ ⊗O T/I,M ′ ⊗O T /IT )) by
g 7→ (m′′ ⊗ t 7→ s(m′′ ⊗ t)− g · s(g−1 ·m′′ ⊗ t)).
The following lemma will be used in the proof of Lemma 9.18.
Lemma 9.16. Let I(i+1) denote the inertia group of the prime ideal (i + 1). We
have c|I(i+1) = 0.
Proof. For simplicity set I := I(i+1) and D := D(i+1). We identify D with
Gal(K(i+1)/K(i+1)). It is enough to show that I acts trivially on L/IL. Let
φ : D → AutT/I(L/IL) be the homomorphism giving the action of D on L/IL
and denote by Ks the splitting field of φ. Set G := Gal(Ks/K(i+1)). Note that for
g ∈ D we can write φ(g) =
[
φ11(g) φ12(g)
φ22(g)
]
, where φ11(g) ∈ AutT/I(M ′ ⊗O T /IT ),
φ22(g) ∈ AutT/I(M ′′ ⊗O T/I) and φ12(g) ∈ HomT/I(M ′′ ⊗O T/I,M ′ ⊗O T /IT ).
Also note that φ11 and φ22 are group homomorphisms from G into the appropriate
groups of automorphisms. Let Kun/K(i+1) be the maximal unramified subexten-
stion of Ks/K(i+1) and let σ ∈ Gal(Kun/K(i+1)) be the Frobenius generator. Let
τ be a topological generator of the totally tamely ramified extension Ks/K
un. On
the one hand φ(τ) =
[
1 φ12(τ)
1
]
since M ′ and M ′′ are unramified at (i+ 1), and on
the other hand, φ(στσ−1) = ǫ(σ)φ(τ). This implies that
(9.3) φ11(σ)φ12(τ)φ22(σ)
−1 = ǫ(σ)φ12(τ).
As remarked in the proof of Lemma 9.14, we have L′ ∼= T 2, hence M ′ ⊗O T /IT ∼=
(T /IT )2. It follows that every element x ∈ M ′ ⊗O T /IT can be written as e1 ⊗
t1 + e2 ⊗ t2, where {e1, e2} is an O-basis of M ′ and t1, t2 ∈ T /IT are uniquely
determined by x. Writing f =
∑∞
n=1 a(n)q
n and using Theorem 3.26(ii) from [16],
we get ρf,K |D = [ µ1 µ2 ], where µj are unramified characters with µ2(σ) = a(2).
Hence ρ′(σ)(ej) = µj(σ)ej and ρ
′′(σ)(ej) = µj(σ)ǫ(σ)ej . Write φ12(τ)(ej ⊗ 1) =
e1 ⊗ tj1 + e2 ⊗ tj2. Then (9.3) implies that t11 = t22 = 0. Moreover, if t12 6= 0,
we must have µ1(σ)µ2(σ)
−1 ≡ ǫ(σ)−2 (mod λ), while if t21 6= 0, we must have
µ1(σ)µ2(σ)
−1 ≡ ǫ(σ)2 (mod λ). Since det ρ′(σ) ≡ µ1(σ)µ2(σ) ≡ ǫk−2(σ) (mod λ)
by the Tchebotarev Density Theorem, we get µ2(σ) ≡ ǫ(σ)k ≡ 2k (mod λ) if t12 6= 0
and µ2(σ) ≡ ǫ(σ)k−4 ≡ 2k−4 (mod λ) if t21 6= 0. Since none of these congruences
can hold due to our assumption on f , we get φ12(τ) = 0 and the lemma follows. 
Note that HomT/I(M
′′ ⊗O T/I,M ′ ⊗O T /IT ) ∼= HomO(M ′′,M ′)⊗O T /IT , so
c can be regarded as an element of
H1(GΣ,HomO(M
′′,M ′)⊗O T /IT ).
Define a map
ι : HomO(T /IT , E/O)→H1(GΣ,HomO(M ′′,M ′)⊗O E/O)
f 7→(1⊗ f)(c).(9.4)
Note that T˜ := HomO(M
′′,M ′) is a GΣ-stable O-lattice inside V˜ = ad ρf,K⊗ǫ−1 =
HomE(V
′′, V ′). Then W˜ = HomO(M
′′,M ′) ⊗O E/O = W ⊕ E/O(−1), where W
is as in Theorem 9.9.
Lemma 9.17. We have S(W ) = S(W˜ ).
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Proof. LetOχ be a free rank-oneO-module on which GΣ operates by a (non-trivial)
character χ, and set Wχ = E/O⊗Oχ. Since every element in Sel(Wχ) is killed by
a power of ℓ, we have Sel(Wχ) = 0 if and only if the λ-torsion part Sel(Wχ)[1] of
Sel(Wχ) is zero. Hence it is enough to show that Sel(Wǫ−1)[1] = 0. Note that the
natural map H1(GΣ,Wχ[1])→ H1(GΣ,Wχ) is an injection since H0(GΣ,Wχ) = 0
for a non-trivial χ. Hence Sel(Wχ)[1] = Sel(Wχ) ∩H1(GΣ,Wχ[1]). Thus, we have
Sel(Wǫ−1)[1] = Sel(Wǫ−1) ∩ H1(GΣ,Wǫ−1 [1]). Since Wǫ−1 [1] = Wω−1 [1], where
ω : GΣ → Z×ℓ is the Teichmuller lift of the mod ℓ cyclotomic character, we conclude
that Sel(Wǫ−1)[1] = Sel(Wω−1)[1]. So it suffices to show that Sel(Wω−1 )[1] = 0. Its
Pontryagin dual S(Wω−1) is isomorphic to Cl
ω−1
K(ζℓ)
, the ω−1-isotypical part of the
ℓ-primary part of the class group of K(ζℓ). This in turn is isomorphic to Cl
ω−1
Q(ζℓ)
,
since ℓ is odd ([27], Remark (3), p. 216). By [27], Theorem 2, p. 216, the ℓ-adic
valuation of the order of Clω
−1
Q(ζℓ) is equal to the ℓ-adic valuation of B1(ω)
[E:Qℓ],
where B1(χ) is the first generalized Bernoulli number of χ. Since B1(ω) ≡ 16 (mod
ℓ), and ℓ > 3, we obtain our claim. 
By Lemma 9.17 it is enough to work with S(W˜ ) instead of S(W ). Since the mod
λ reduction of the representation ad0(ρf,K)⊗ ǫ−1 is absolutely irreducible, Lemma
9.6 implies that our conclusion is independent of the choice of T . Hence we can
work with T˜ chosen as above.
Lemma 9.18. The image of ι is contained inside SelΣ({(i+ 1)},W ).
Lemma 9.19. ker(ι)∨ = 0.
We first prove that Lemma 9.18 and Lemma 9.19 imply Theorem 9.9.
Proof of Theorem 9.9. By Remark 9.15, SΣℓ(W˜ )
∼= SΣ({(i+1)}, W˜), so it is enough
to bound the size of the latter group. It follows from Lemma 9.18 that
ordℓ(#S(W˜ )) ≥ ordℓ(# Im(ι)∨),
and from Lemma 9.19 that
(9.5) ordℓ(# Im(ι)
∨) = ordℓ(#HomO(T /IT , E/O)∨).
Since HomO(T /IT , E/O)∨ ∼= (T /IT )∨∨ = T /IT (cf. [16], page 98), we have
ordℓ(# Im(ι)
∨) = ordℓ(#T /IT ).
So, it remains to show that ordℓ(#T /IT ) ≥ ordℓ(#T/I). Since FittT(T ) = 0
(Lemma 9.14 (4)), we have FittT(T ⊗T T/I) ⊂ I and thus ordℓ(#(T ⊗T T/I)) ≥
ordℓ(#T/I). As ordℓ(#T /IT ) = ordℓ(#(T ⊗T T/I)), the claim follows. 
Proof of Lemma 9.18. Consider f ∈ HomO(T /IT , E/O). Since c|I(i+1) = 0 by
Lemma 9.16, we only need to show that (1 ⊗ f)(c)|Dp ∈ H1f (Lp, W˜ ) for p ∈ Σℓ.
Fix such a p. Note that since T /IT is a finitely generated T-module, it is also
a finitely generated O-module (since T/I = O/J). In fact it is even of finite
cardinality for the same reason. In any case, there exists a positive integer n such
that HomO(T /IT , E/O) = HomO(T /IT , E/O[n]). Thus
Im(ι) ⊂ H1(GΣ,HomO(M ′′,M ′)⊗O E/O[n]) = H1(GΣ, W˜ [n]).
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By Lemma 9.13, we have lim−→
j
H1f (Lp, W˜j)
∼= H1f (Lp, W˜ ), hence it is enough to show
that Im(ι) ⊂ H1f (Lp, W˜ [n]). However, this is clear by Lemma 9.12 since by Theorem
9.2, each ρi is short at p (note that we are assuming that ℓ > k). 
Proof of Lemma 9.19. We follow [38], but see also [40], Fact 1 on page 520. First
note that if f ∈ HomO(T /IT , E/O), then ker f has finite index in T /IT . Suppose
that f ∈ ker ι. We will show that the image of c under the map
φ : H1(GΣ,HomO(M
′′,M ′)⊗O T /IT )→ H1(GΣ,HomO(M ′′,M ′)⊗O Kf)
is zero. HereKf := (T /IT )/ ker f . Assuming f 6= 0, we will use this fact to produce
a T[GΣ]-quotient of L isomorphic to ρ′ and thus arrive at a contradiction. Set
If := (E/O)/ Im f and T˜ := HomO(M ′′,M ′). Tensoring the short exact sequence
of O[GΣ]-modules
0→ Kf f−→ E/O → If → 0,
with⊗OT˜ and considering a piece of the long exact sequence in cohomology together
with the map φ we obtain commutative diagram with the bottom row being exact
(9.6) H1(GΣ, T˜ ⊗O T /IT )
φ

H1(1⊗f)
))T
T
T
T
T
T
T
T
T
T
T
T
T
T
T
H0(GΣ, T˜ ⊗O If ) // H1(GΣ, T˜ ⊗O Kf )
H1(1⊗f)
// H1(GΣ, T˜ ⊗O E/O).
Since f ∈ ker ι, we get H1(1 ⊗ f) ◦ φ(c) = 0. As the action of GΣ on M ′ and
M ′′ respectively gives rise to absolutely irreducible non-isomorphic representations,
H0(GΣ, T˜⊗OIf ) = 0. So, exactness of the bottom row of (9.6) implies that φ(c) = 0.
From now on assume that 0 6= f ∈ ker ι. Since ker f 6= 0, there exists an O-module
A with ker f ⊂ A ⊂ T /IT such that (T /IT )/A ∼= O/λ = F. Since the image of c
in H1(GΣ, T˜ ⊗O ((T /IT )/A)) under the composite
(9.7) H1(GΣ, T˜ ⊗O T /IT ) φ−→ H1(GΣ, T˜ ⊗O ((T /IT )/ ker f))→
→ H1(GΣ, T˜ ⊗O ((T /IT )/A)).
is zero, the sequence
(9.8) 0→M ′ ⊗O F→ (L/IL)/(λL +M ′ ⊗O A)→M ′′ ⊗O F→ 0
splits a sequence of T[GΣ]-modules. As GΣ acts onM
′⊗OF via ρ′, this contradicts
the fact that L has no quotient isomorphic ρ′. Hence ker ι = 0 and thus (ker ι)∨ = 0
as well. 
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