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L’objectif de cette thèse est d’apporter une contribution à la classification
des surfaces algébriques réelles et plus particulièrement aux surfaces admet-
tant une fibration en courbes de genre donné. Un pinceau en courbes de genre
g est la donnée d’une application holomorphe surjective et propre pi : X −→ D
d’une surface complexe non singulière vers un disque D ⊂ C dont la fibre gé-
nérale est une courbe non singulière de genre g. Un tel pinceau est réel si X est
munie d’une involution anti-holomorphe σ telle que ∀P ∈ X, pi ◦σ(P ) = pi(P ).
Dans toute la suite, on supposera que la seule fibre singulière de pi est la fibre
X0 au-dessus de 0.
Cette définition se généralise aisément au-dessus d’une courbe B non singu-
lière : pi : X −→ B. On dira dans ce cas que pi est une fibration en courbes de
genre g. Étant donné une telle fibration réelle, l’espace total X est une variété
différentielle de dimension 4 et si la partie réelle X(R) (c’est-à-dire l’ensemble
des points fixes de l’involution σ) est non vide, c’est une variété différentielle
de dimension 2 [51, I.1.14]. L’étude de la topologie de ces deux variétés est une
question naturelle qui fait l’objet de recherches actives. La question principale
traitée dans cette thèse est la classification des fibres singulières et la détermi-
nation de la topologie des fibres voisines pour les pinceaux réels en courbes de
genre 2 et les invariants réels de tels pinceaux(Théorème 3.7, Théorème 4.15
et Théorème 5.1).
Dans le cas où les singularités de la fibre X0 sont seulement des points doubles
ordinaires, X0 est appelée courbe semi-stable. Si de plus toute composante ir-
réductible rationnelle lisse de X0 coupe le reste de la fibre en au moins deux
points (équiv. si C ′ est une composante rationnelle de X0 et n : C ′′ −→ C ′
sa normalisé alors ](n−1(SingX0)) ≥ 3)), alors le morphisme pi : X −→ D est
appelé pinceau stable, la notion stable est introduite par Deligne et Mumford
pour compactifier l’espace des modules des courbes lisses de genre g > 1 [17].
Lorsque g = 0 (resp. g = 1), X est une surface réglée (resp. une sur-
face elliptique). En 1963, Kodaira a classifié les fibres singulières possibles
d’une fibration elliptique complexe [28]. Pour le cas du genre 2 en complexe
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de nombreux auteurs se sont intéressés au sujet. On cite les travaux qu’on
connait. Rappelons que l’une des approches proposées est de voir une fibration
de genre 2 comme un revêtement double d’une surface réglée, ramifié le long
d’une courbe sextigonale B. Un des travaux les plus anciens adoptant ce point
de vue est celui de Bolza [8], en 1888. En suivant cette approche, Horikawa [23]
a classifié les singularités possibles de la courbe sextigonale de branchement B
et a déterminé les diagrammes de Dynkin possibles des fibres singulières selon
le type des singularités de la courbe B (voir aussi [61]). De leur côté, Ogg [40]
et Itaka [26] ont proposé une classification numérique des fibres singulières des
pinceaux en courbes de genre 2. Puis en 1973, Namikawa et Ueno ont défini un
triplet d’invariants géométriques (M, z, n) ∈ Sp(4,Z) × S∗2 ×N, (détaillé au
paragraphe 1), qui détermine d’une manière unique le type de configuration
complexe da la fibre singulière X0. De plus, ils ont donné la liste complète des
fibres singulières incluant certains types manquant dans la liste de Ogg.
En 1976, Viehweg [57] a donné une version algébrique, sur un corps algébrique-
ment clos, d’une partie des travaux de Namikawa et Ueno [38]. En se basant
sur les travaux de Viehweg, Qing Liu [32, 34] a achevé la classification sur un
corps algébriquement clos quelconque et a retrouvé la liste complète de Na-
mikawa et Ueno. Dans une autre direction, Xio Gang et Persson ont étudié la
question géographique pour de telles surfaces fibrées ; c’est-à-dire l’existence
d’une surface fibrée ayant des invariants numériques donnés, voir [61] et [41].
La classification locale des surfaces elliptiques réelles a été réalisée en 1984
par Robert Silhol [50]. Pour des avancées plus récentes à propos de la classifi-
cation réelle globale, voir [2], [3], [7] et [16]. C’est dans la direction des travaux
de Silhol que s’inscrit le présent travail pour le cas du genre 2.







miD′i les diviseurs associés respectivement aux deux fibres singulières
de pi et pi′ aux dessus de 0.
On dit que X0 et X ′0 ont même configuration complexe si k = k
′ et s’il existe
une permutation τ de {1, . . . , k} telle que :
1. M ′ = tNMN et ni = mτ(i).
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où M = (Di,Dj)1≤i,j≤k et M ′ = (D′i,D′j)1≤i,j≤k sont les matrices d’inter-
sections des diviseurs X0 et X ′0 et N = (δiτ(j))1≤i,j≤k.
2. Pour tout i ∈ {1, ..., k}, Di et D′τ(i) ont le même genre arithmétique et le
même nombre des points singuliers.
3. Pour tout i, j ∈ {1, . . . , k}, le nombre des points d’intersection de Di et
Dj est le même que pour D′τ(i) et D′τ(j).
On utilise la terminologie "configuration complexe" plutôt que "classification
numérique", qui est en réalité la même, pour introduire dans le cas réel la
terminologie "type de configuration réel".
On se restreint maintenant au cas où g = 2. Lorsque pi est réel et 〈σ〉 =










tel que σ(Di) = Di ∀ i ∈ I, σ(Di) 6= Di ∀ i ∈ J et k = #I + 2#J .
On suppose que pi et pi′ sont réels pour σ et σ′.
On dit que X0 et X ′0 ont le même type de configuration réel s’ils ont la même
configuration complexe et s’il existe une permutation τ de {1, ..., k} vérifiant










On dit que X0 et X ′0 sont de même type complexe s’ils correspondent au même
triplet d’invariants (M, z, n) ∈ Sp(4,Z)×S∗2 ×N.
Remarquons que si les diviseurs X0 et X ′0 sont de même type complexe alors
ils ont la même configuration complexe. Mais la réciproque est fausse, par
exemple les deux types [2I0-m] et [II∗n−0] (notation Namikawa et Ueno) pos-
sèdent la même configuration complexe mais ils correspondent à deux triplets
d’invariants distincts.
On dit que X0 et X ′0 sont de même type réel si de plus, pour tout i ∈ {1, ..., k},
Di(R) et D′τ(i)(R) sont homéomorphes.
On distingue ici entre "type de configuration réel" et "type réel" contrairement
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au cas du genre 1 où les deux terminologies coïncident (équivaut à "structure
géométrique deX0" selon la terminologie de Silhol [50]). Dans le cas de genre 1,
les composantes irréductibles d’une fibre singulière sont seulement des courbes
rationnelles contrairement au cas de genre 2 où une fibre peut avoir des courbes
elliptiques comme composantes irréductibles. Par suite, deux fibres qui ont le
même type de configuration réel peuvent avoir deux types réels différents.
Soit pi : X −→ D une pinceau réel en courbes de genre 2 et (M, z, n) ∈
Sp(4,Z) × S∗2 × N le triplet d’invariant associé à la fibre singulière. Si M
est d’ordre fini alors la fibre singulière X0 est dit de type elliptique. Dans ce
cas le point z correspond, dans l’espace de modules des courbes stables de
genre 2, à une courbe projective lisse de genre 2 ou deux courbes elliptiques
lisses s’intersectant transversallement en un point. Et donc la fibre singulière
du pinceau stable associé à pi est soit une courbe projective lisse de genre 2,
dans ce cas X0 est dit de type elliptique 1, soit deux courbes elliptiques lisses
s’intersectant transversalement en un point et dans ce cas X0 est dit de type
elliptique 2. Dans le cas où M est d’ordre infini la fibre singulière X0 est dit
de type parabolique
Résultats - Les variétés qu’on considère dans ce travail sont définies sur le
corps R et un pinceau pi : X −→ D est toujours supposé réel.
Les principaux résultats de la thèse sont répartis sur trois chapitres (Ch 3,
Ch 4 et Ch 5).
Dans le chapitre 3, je donne une classification complète des pinceaux réels
(lisses ou singulières) en courbes stables de genre 2 ; je donne une liste complète
des types réels avec des exemples et je détermine la topologie des fibres voisines
de la fibre singulière, théorème 3.7.
Dans le chapitre 4, Je donne les invariants réels qui déterminent une classe
d’un pinceau en courbes de genre 2, soit le théorème 4.15. Deux pinceaux réels
en courbes de genre 2 sont dites dans la même classe s’il existe un isomorphisme
réel qui envoie l’un sur l’autre. Ce théorème utilise en partie la théorie de corps
de modules et corps de définition [59]. Généralement un corps de module n’est
pas un corps de définition comme le montre le contre-exemple de Schimura









Autrement, la question qui se pose est l’obstruction à ce que le corps de mo-
dule soit un corps de définition. voir Dèbes et Emsalem [15] pour le cas des
revêtements des courbes algébriques.
Dans le chapitre 5, je donne une liste des différents types de configuration
réels des fibres singulières de types elliptiques (1) et (2). La topologie des fibres
voisines se déduit des théorèmes 3.7, 4.15. Le cas parabolique est laissé pour
un travail ultérieur. la liste des fibres singulières est déja volumineuse pour le
cas elliptique 1 et 2, en plus les techniques utilisés ne sont pas les mêmes que
le cas parabolique.





1.1 Notions de variétés
Definition 1.1. Soient U un ouvert de Cn et f : U −→ C une fonction définie
par :
z = (x1 + iy1, ..., xn + iyn) 7−→ f(z) = u+ iv
et F : (x1, ..., xn, y1, ..., yn) 7−→ (u, v).
Alors f est dite holomorphe si F est différentiable et ses dérivées partielles










Une application g : U −→ Cm définie par :
z = (x1 + iy1, ..., xn + iyn) 7−→ f(z) = (f1 = u1 + iv1, ..., fm = um + ivm)
est holomorphe si les fi sont holomorphes.
Definition 1.2. Une variété complexe lisse de dimension n est la donnée d’un
espace topologique séparé X, d’un recouvrement ouvert (Ui)i∈I de X et d’une
famille d’homéomorphismes ϕi : Ui −→ Vi ⊂ Cn où Vi un ouvert de Cn, tels
que la composée ϕi ◦ ϕ−1j : ϕj(Ui ∩ Uj) −→ ϕi(Ui ∩ Uj) soit holomorphe pour
tout i, j ∈ I.
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Soit X et Y deux variétés complexes lisses, de dimensions n et m, définies par
(Ui, ϕi) et (Vi, ψi) respectivement. Une application f : X −→ Y est dite holo-
morphe si pour tout i, j l’application ψi ◦ f ◦ϕ−1j : Cn −→ Cm est holomorphe.
Une variété complexe lisse X de dimension n est dite projective s’il existe un
plongement holomorphe X ↪→ PN .
On appelle surface projective lisse une variété complexe projective lisse de
dimension complexe 2.
On appelle surface de Riemann C une variété complexe connexe de dimension
n = 1. Si de plus C est compacte alors elle admet un plongement dans l’espace
projectif [42, A.3.3].
Rappelons que si X est une variété complexe projective lisse alors (d’après le
théorème de Chow [20, Ch. I, §3]) X est algébrique (i.e. ensemble des racines,
dans PN , d’une collection des polynômes homogènes).
Definition 1.3. Une variété projective équivariante est la donnée d’un couple
(X, σ) où X est une variété complexe projective lisse de dimension n et σ est
une involution antiholomorphe sur X, on l’appelle aussi structure réelle sur X.
L’ensemble des points de X fixés par σ s’appelle le lieu réel de X et noté par
X(R) ou Xσ. Le couple (X, σ) est appelé aussi variété projective algébrique
réelle.
La dimension de la variété (X, σ) est n = dimCX. Si X(R) est non vide alors
X(R) est une variété analytique réelle et on a dimCX = dimRX(R) voir [51,
I(1.14)].
Soit (X, σ) une variété projective équivariante de dimension n, Ω1X le fais-
ceau des 1-formes alternées sur X et OX le faisceau des fonctions holomorphes
sur X. Pour un ouvert U de X l’involution σ induit un morphisme :
σ∗ : Γ(U,OX) −→ Γ(σ(U),OX)
f 7−→ f ◦ σ
L’involution σ induit aussi un morphisme noté σ∗ sur Ω1X . On dit que ω ∈
Γ(X,Ω1X) est σ-réel si σ
∗ω = ω. La structure réelle σ induit aussi une involution











Lemme 1.4. (Comessatti) Soient A un Z-module libre de dimension n et σ
une involution sur A alors il existe une base {a1, ..., aγ, b1, ..., bλ, cλ+1, ..., cn−γ}
de A telle que : 
σ(ai) = ai pour 1 ≤ i ≤ γ,
σ(bi) = ai − bi pour 1 ≤ i ≤ λ,
σ(ci) = −ci pour λ+ 1 ≤ i ≤ n− γ.
Une telle base est appelée base σ-semi réelle.
On note que les deux entiers γ et λ définis dans le lemme précédent sont
deux invariants dépendant de l’action de σ sur A. L’invariant λ est appelé
caractéristique de Comessatti et γ est le rang de Aσ.
Remarque 1.5. Soit (X, σ) une variété projective équivariante. On pose A =
H1(X,Z)f = (H1(X,Z) modulo la torsion). Dans ce cas rg(Aσ) = dim H0(X,Ω1X)
et la caractéristique de Comessatti associé à l’action de S sur le Z-module A
est λ = rg((1 + σ)H1(X,Z)f ) voir [51, Ch. IV, § 1].
En dimension 1 : On désigne par (C, σ) une courbe équivariante de genre g
et n0 = #Π0(C(R)) le nombre des composantes connexes de C(R). On définit
aussi a(C) = 1 si C \ C(R) est connexe et 0 sinon. D’aprés le théorème de
Harnack 0 ≤ n0 ≤ g + 1 et on a :
i) Si n0 = 0 alors a(C) = 1.
ii) Si n0 = g + 1 alors a(C) = 0.
iii) Si a(C) = 0 alors n0 ≡ g + 1 (mod 2).
Proposition 1.6. ([52, prop. 10] Soit (C, σ) une courbe réelle de genre g. La
caractéristique de Comessatti associée à σ est égale :
i) g − n0 + 1 si n0 6= 0.
ii) g(resp. g − 1) si n0 = 0 et g pair (resp. impair).
1.2 Diviseurs et fibrés en droites
Soit X une variété projective algébrique lisse. Une hypersurface irréduc-
tible Y ⊂ X est une sous-variété analytique de codimension 1. Donc si p ∈ Y ,
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alors il existe un ouvert U contenant p et une fonction f holomorphe sur U
unique à multiplication par une fonction holomorphe ne s’annulant pas tels
que U ∩ Y est exactement l’ensemble dez points de U où s’annule f (i.e. si g
est holomorphe définie en p et s’annule sur Y alors f divise g au voisinage de
p).
Si Y est irréductible et donnée localement au point p par une fonction ho-
lomorphe f , g est une fonction holomorphe qui est définie sur un voisinage
U de p dans X alors il existe a ∈ Z et une fonction holomorphe h tels
que localement g = fah et h(p) 6= 0. Notons que a ne depend pas de p et
sera noté ordY (g). Si g et h sont deux fonctions holomorphes sur X alors
ordY (gh) = ordY (g) + ordY (h).
1.2.1 Diviseurs
1.2.1.1 Diviseurs de Weil
Definition 1.7. Soit X une variété projective algébrique lisse. On appelle
diviseur de Weil D sur X une somme formelle finie
∑
niDi où ni ∈ Z et Di
est une hypersurface irréductible de X pour tout i. L’ensemble des diviseurs
sur X est un groupe abélien noté par Div(X). On note par −D le diviseur∑
−niDi.
Un diviseur D =
∑
niDi est dit effectif si ni ∈ N pour tout i et on écrit dans
ce cas D ≥ 0. La réunion
⋃
Di est appelée support de D.
Soit f une fonction méromorphe sur X, il existe un recouvrement {Ui} de
X tel que f|Ui =
gi
hi
où gi et hi sont deux fonctions holomorphes sur Ui et
gihj = gjhi sur Ui ∩ Uj, même si on considère l’infini comme une valeur, f
possède un lieu d’indétermination, c’est l’ensemble des points où gi = hi = 0.
Soit Y une hypersurface irréductible de X tel que Y ∩ Ui 6= ∅. On définit
ordY (f) = ordY (gi) − ordY (hi), on dit que f admet un zéro d’ordre a le long
de Y si ordY (f) = a > 0 et que f admet un pôle d’ordre b le long de Y si
ordY (f) = −b < 0.
On définit le diviseur d’une fonction méromorphe f sur X, qu’on note par (f),




est le diviseur des zéros (resp.
pôles) de f .
On dit que deux diviseurs D et D′ sont linéairement équivalents s’il existe une
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fonction méromorphe f sur X telle que D −D′ = (f).
On note par Cl(X) l’ensemble des classes d’équivalences des diviseurs de Weil.
On se donne un prolongement X ⊂ PN alors si D =
∑
niDi est un diviseur de
Weil sur X alors l’entier d =
∑
ni. deg(Di) est appelé degré de D. Le degré
de Di est au sens de degré d’une sous-variété de PN(Voir [22, p.48] ou [20,
p.171])
Si X une variété projective lisse, la notion de première classe de Chern d’un
fibré en droites associé à un diviseur D sur X, qu’on va définir dans la suite,
généralise la notion de degré du diviseur D.
1.2.1.2 Diviseurs de Cartier
Definition 1.8. Soit X une variété complexe projective lisse. On appelle di-
viseur de Cartier sur X une famille (Ui, fi)i∈I , où {Ui} est un recouvrement
ouvert de X et les fi sont des fonctions méromorphes non identiquement nulles
sur Ui telles que les fonctions fij =
fi
fj
soient holomorphes et ne s’annulent pas
sur Ui ∩ Uj. Un diviseur de Cartier est dit effectif si les fi sont holomorphes.
Si D et E sont deux diviseurs de Cartier sur X, on peut trouver un recou-
vrement ouvert {Ui} de X tel que D et E sont donnés par (Ui, fi) et (Ui, gi)
respectivement. On vérifie que les deux familles (Ui,
1
gi
) et (Ui, gi.fi) définissent
deux diviseurs sur X qu’on note par −E et D + E respectivement.
Donc l’ensemble des diviseurs de Cartier est muni d’une structure de groupe
abélien noté Ca(X).
Definition 1.9. Un diviseur défini par (X, f), où f est une fonction méro-
morphe sur X, est dit principal. L’ensemble des diviseurs principaux sur X
est un sous-groupe de Ca(X). On note alors par ClCa(X) le groupe quotient
de Ca(X) par le sous-groupe des diviseurs principaux.
SoitM∗ (resp. O∗) le faisceau des fonctions méromorphes sur X non iden-
tiquement nulles (resp. le faisceau des fonctions holomorphes sur X qui ne
s’annulent pas). Une section globale f du faisceau quotientM∗/O∗ est donnée
par un recouvrement ouvert {Ui} de X et des fonctions méromorphes fi non




morphe (et ne s’annule pas) sur Ui ∩ Uj . Finalement tout diviseur de Cartier
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sur X est donnée par une section globale du faisceau quotient M∗/O∗ donc
Div(X) ' H0(X,M∗X/O∗X).
Proposition 1.10. Si X une variété complexe projective lisse, alors les deux
notions des diviseurs coincident.
Démonstration. Soit D un diviseur de Cartier sur X donné par (Ui, fi)i∈I .
Si Y est une sous-variété analytique irréductible de X de codimension 1 alors
ordY (fi) = ordY (fj). On associe à D un diviseur de Weil∑
Y
ordY .(fi)Y
où Ui ∩ Y 6= ∅.
Inversement, on se donne un diviseur de Weil
∑
niDi. On considère un recou-
vrement {Uα} de X tel que pour tout i la composante Di est défini sur chaque





Ainsi on associe à D un diviseur de cartier (Uα, fα)α.
On déduit un isomorphisme ClCa(X) −→ Cl(X).
Soit X une variété complexe projective algébrique lisse et σ une struc-
ture réelle sur X. La structure réelle σ induit une involution sur Div(X) et si
D =
∑
niDi un diviseur sur X on définit σ(D) =
∑
niσ(Di) ou on note tout
simplement par Dσ. On dit que D est σ-invariant si D = Dσ.
Proposition 1.11. [51, Ch. I, §4] Soit X une variété complexe projective
algébrique lisse et σ une structure réelle sur X telle que X(R) 6= ∅. Si D ∈
Div(X) tel que Dσ ∼ D alors il existe un diviseur D′ σ-invariant tel que
D′ ∼ D et D′ = D′σ.
1.2.2 Fibrés en droites
On désigne par X une variété complexe projective algébrique lisse de di-
mension n.
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Definition 1.12. On appelle fibré en droites sur X la donnée d’une variété
complexe L et d’une application holomorphe p : L −→ X telles qu’il existe un
recouvrement ouvert {Ui} de X et des isomorphismes ϕi : p−1(Ui) −→ Ui ×C
tels que pour tout i, j la composée ϕi ◦ ϕ−1j : (Ui ∩ Uj) ×C −→ (Ui ∩ Uj) ×C
soit donnée par :
(x, t) 7−→ (x, gij(x)t)
où gij est une fonction holomorphe sur Ui ∩ Uj qui ne s’annule pas.
On appelle section de ce fibré toute application s : X −→ L telle que :
p ◦ s = IdX .
Exemple 1.13. La projection X × C −→ X est un fibré en droites dont les
sections sont l’ensemble des fonctions sur X.
Exemple 1.14. On définit le fibré en droites sur X dont la fibre au dessus
d’un point x de X est l’espace vectoriel des n-formes C-multilinéaire alternées
sur l’espace tangent à X en x. On l’appelle le fibré canonique de X et on le
note ωX .
Exemple 1.15. On définit le fibré en droites L −→ PnC dont la fibre au dessus
d’un point x de PnC est la droite lx passant par x i.e. :
L = {(x, v) ∈ Pn ×Cn+1; v ∈ lx}
Au dessus de l’ouvert standart Ui = {xi 6= 0 de Pn L est défini dans Ui×Cn+1
par les équations vj = vixj , pour tout j 6= i. L’isomorphisme ϕi de la définition




On déduit que gij(x) =
xi
xj
, pour x ∈ Ui ∩ Uj. Une section globale de L a un
pôle le long de {xi = 0}. On note alors ce fibré par OPn(−1).
Proposition 1.16. On peut reconstruire un fibré en droites sur X à partir
d’un recouvrement ouvert {Ui} de X et de fonctions de transitions gij ∈ O∗X
vérifiant la condition de cocycle gij.gjk.gki = 1, en identifiant {z} × C dans
Ui ×C et Uj ×C via la multiplication gij(z).
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Definition 1.17. Soient L et L1 deux fibrés en droites sur X définis par
(Ui, gij) et (Vk, hkl). On dit que L et L1 sont équivalentes s’il existe deux fa-
milles de fonctions holomorphes {fi} et {hk} qui ne s’annulent pas sur Ui et







L’ensemble des classes d’équivalences des fibrés en droites est muni d’une struc-
ture de groupe abelien, noté Pic(X), définie comme suit :
Soient L et L1 deux fibrés en droite sur X définis par (Ui, gij) et (Ui, hij). Alors
la famille (Ui, gij.hij) définit un fibré en droites (fibré produit) noté L⊗L1. Et
la famille (Ui, g−1ij ) définit un fibré en droite appelé dual de L.
Soit D un diviseur de Cartier donné par une famille (Ui, fi), on lui associe
un fibré en droites noté OX(D) défini par les fonctions des transitions gij = fi
fj
holomorphes et ne s’annulent pas sur Ui ∩ Uj et qui vérifient bien la relation
gij.gjk.gki = 1 pour tout i, j, k.
Si D = (f) où f est une fonction méromorphe sur X alors le fibré en droite
associé OX(D) est trivial et inversement.
Si OX(D) = OX(D′) alors D est D′ sont linéairement équivalents.
Inversement, soit p : L −→ X un fibré en droites donné par un recouvrement
ouvert {Ui} de X et de fonctions de transitions gij. Une section globale méro-
morphe s de L sur X est donnée par une collection des fonctions méromorphes




∈ O∗(Ui∩Uj) alors si Y est un hypersurface irréductible de X on a
ordY (si) = ordY (sj) et on pose ordY (s) = ordY (si). On note par (s) le diviseur∑
Y
ordY (s).Y .
On dit que s est holomorphe si (s) est effectif.
Corollaire 1.18. Un fibré en droites est associé à un diviseur D si et seulement
si il admet une section globale méromorphe s, ce qui est le cas si L est une
variété projective.
Soit D un diviseur sur X, on définit les espaces vectoriels suivants :
L(D) = {f méromorphe ; (f) +D ≥ 0}
|D| = {D′ ; D′ ≥ 0 et D′ ∼ D}
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On note aussi |L| si L = OX(D). On suppose que D = (s) où s est une section




est une fonction méromorphe sur X et donc (fs) ∈ L(D) et (s1) ∈ |D|.
Inversement si f ∈ L(D) alors s.f est une section holomorphe. On en déduit
une identification entre L(D) et H0(X,O(L)).
Comme X est compact alors si D′ ∈ |D| et f, f ′ ∈ L(D) telles que D′ =
(f) +D = D + (f ′) alors f
f ′
est constante. On a donc :
|D| ∼= P(L(D)) ∼= P(H0(X,O(L))).
L’espace |D| est appelé système linéaire complet associé à D, il est de dimen-
sion dim(H0(X,O(L))) − 1. Soit {s0, ..., sN} une base de L(D) et ϕ : X −→
P(L(D)) qui envoie x en (s0(x), ..., sN(x)). On dit que D est très ample si ϕ est
un plongement holomorphe. S’il existe un entier k tel que kD est très ample
on dit que D est ample.
Si dim(X) = 2, ΩX l’ensembles des 1-formes alternées sur X et
2∧
ΩX le fais-
ceau des 2-formes alternées sur X (c’est le faisceau des sections de fibré en
droites ωX). Un diviseur dans la classe d’équivalence linéaire des diviseurs cor-
respondant à ωX est appelé diviseur canonique sur X. Un tel diviseur est noté
par KX .
Théorème 1.19. (Riemann-Roch) Soit C une surface de Riemann de genre
g, D un diviseur sur C et hi(D) = dimH i(C,OC(D)) alors :
h0(D)− h1(D) = 1− g + deg(D)
Proposition 1.20. [12, Ch. V] Soit X une variété projective complexe. Alors
Pic(X) est isomorphe au premier groupe de cohomologie H1(X,O∗X).
Si D est un diviseur de Cartier défini par (Ui, fi) alors on note par Dσ le di-
viseur définie par (Ui, fσi ) où f
σ
i = fi.σ. Si OX(D) le fibré en droites associé à D
alors on définit le fibré (OX(D))σ = OX(Dσ). L’action de σ sur Div(X) induit
une involution σ∗ sur Pic(X). On note le lieu réel de Pic(X) par Pic(X)(R)
ou Pic(X)S. On désigne par Pic(X)(R)+ le sous groupe de Pic(X)(R) consti-
tué par les classes des diviseurs σ-invariants(si L ∈ Pic(X)(R)+ alors il existe
un diviseur σ-invariant D tel que L = OX(D). Un élément de Pic(X)(R)+
correspond à un fibré en droites algébrique défini sur R.
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Proposition 1.21. [21, prop. 2.2] Si (C, σ) une surface de Riemann réelle
alors Pic(C)(R)+ = Pic(C)(R) si C(R) 6= ∅ et Pic(C)(R)+ est d’indice 2
dans Pic(C)(R) sinon.
1.2.3 Produit d’intersection
Dans ce paragraphe on désigne par X une surface projective algébrique
lisse.
On considère la suite exponentielle exacte :
0 −→ Z −→ OX −→ O∗X −→ 0
Qui nous donne un homorphisme de groupe
c1 : Pic(X) −→ H2(X,Z).
Soient L un fibré en droite sur X, l’image de L par le morphisme de groupe
c1 : Pic(X) −→ H2(X,Z) est la première classe de Chern c1(L). Il existe une
application bilinéaire symétriqueH2(X,Z)×H2(X,Z) −→ Z ; voir [42, Ch. III]
pour plus de détails. On se donne deux diviseurs D1 et D2 sur X, on définit le
produit d’intersection (D1·D2) comme étant l’image de (c1(OX(D1)), c1(OX(D2)))
via cette application. En particulier on note par D21 le produit (D1 · D1) et on
l’appelle auto-intersection de D1.
Rappelons une description en géometrie algébrique du produit d’intersection :
Soient D1 et D2 deux diviseurs sur X. On dit que D1 et D2 sont en position
générale si leurs supports n’ont pas de composantes irreductibles communes.
On se donne un point p ∈ X et soit Op l’anneau local en p ( Un élément de
Op est la donnée d’un ouvert U de p et une fonction holomorphe sur U , l’en-
semble des fonctions qui s’annullent en p forme le seul idéal maximal de Op).
Soient f1 et f2 les équations locales des deux diviseurs effectifs D1 et D2 dans
un voisinage de p. On note par (D1 · D2)p la dimension du C-espace vectoriel
Op/(f1, f2) et on l’appelle le nombre d’intersection de D1 et D2 en p.
Le nombre d’intersection (D1 · D2) des deux diviseurs éffectifs en position gé-
nérale est défini par :





Cette définition se prolonge pourD1 etD2 non nécessairement effectifs. Il existe
D′1, D′′1 , D′2 et D′′2 effectifs tels que :
D1 = D′1 −D′′1 , D2 = D′2 −D′′2 .
On définit alors (D1.D2) par :
(D1 · D2) = (D′1 · D′2)− (D′′1 · D′2)− (D′1 · D′′2) + (D′′1 · D′′2).
On suppose que tout les diviseurs sont en position générale. le nombre d’inter-
section ainsi défini est positif et vérifie :
Symétrie :
(D1 · D2) = (D2 · D1).
Bilinéarité :
(D1 +D′1 · D2) = (D1 · D2) + (D′1 · D2).
Invariance par équivalence linéaire : Si D′1 et D′′1 sont linéairement équivalents
alors
(D′1 · D2) = (D′′1 · D2).
Grâce à la dernière propriété du nombre d’intersection ainsi définie on peut pro-
longer cette définition même si deux diviseurs ne sont pas en position générale.
On se donne deux diviseurs D1 et D2, si D′1 un diviseur linéairement équivalent
à D1 tel que D′1 est en position générale avec D2 alors (D1 ·D2) = (D′1 ·D2) ≥ 0.
Exemple 1.22. Soit X = P2. Nous avons Pic(X) ∼= Z. Soit l un générateur
de Pic(X). Comme deux droites distincts se coupent en un seul point alors
l2 = 1. Soient D et C deux diviseurs sur X alors D ∼ deg(D)l et C ∼ deg(C)l
et D · C = deg(D) deg(C).
Exemple 1.23. Soit X un quadrique lisse dans P3. Nous avons Pic(X) ∼=
Z ⊕ Z. Soient l et m deux générateurs de type (1, 0) et (0, 1) respectivement
alors l2 = 0, m2 = 0 et l ·m = 1. Si C de type (a, b) et D de type (c, d) alors
C · D = ad+ bc.
Le diviseur canonique KX est de type (−2,−2) d’oú K2X = 8.
Soit X une surface projective lisse et D un diviseur sur X alors le nombre
D2 peut être négatif pour un diviseur effectif D comme le montre l’exemple
suivant :
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Exemple 1.24. On note dans cet exemple par ( · )S le produit d’intersection
des deux diviseurs dan une surface S de P3.
Soient X ⊂ P3 une surface lisse de degré n et L ⊂ X une droite. On se
proose de calculer le d’auto-intersection L2 dans X. On se donne un plan P2L
contenant L et soit H = X ∩ P2L. On a alors H est de degré n dans P2L, il
s’écrit donc H = L+ C où C est un diviseur de degré n− 1.
On a dans P2L :
(H · L)P2L = L2 + (C · L)P2L
D’après le théorème de Bezout (C · L)P2L = n− 1, et L2 = 1 d’après l’exemple
1.22. D’où (L ·H)P2L = n.
On calcule maintenant L2 dans X. Il existe une section hyperplane H ′ équiva-
lente à H, d’où
(H · L)X = (H ′ · L)X = L2 + (C · L)X = 1
Comme C est une courbe plane alors (C · L)X = (C · L)P2L = n − 1, on alors
(L · L)X = L2 = 2− n < 0 pour n > 2.
Particulièrement, d’après ce qui précède une courbe C d’auto-intersection
négatif n’a pas d’autre courbe qui lui est linéairement équivalente. Elle est
appelée courbe exeptionnelle.
Proposition 1.25. (Formule d’adjonction) Soient X une surface projective
lisse et C ⊂ X une courbe projective irréductible lisse de genre g alors :
g(C) = 1 +
KX · C + C2
2
Revenons à l’exemple 1.22, Si C est une courbe irréductible de degré n
alors C = nl et KX = −3l. Alors on a d’après la formule d’adjoction gC =








. En particulier une courbe
projective lisse de genre 2 ne peut pas être plane. On a dans le cas général :
Proposition 1.26. [6, Ch. 2, § 11] Si D =
∑
Di un diviseur sur une surface
projective lisse X alors le genre arithmétique de D est




1.3 Variétés abéliennes réelles
Considérons l’espace de Siegel Sg =
{
τ ∈ Mg(C) / tτ = τ et Im τ > 0
}
et le groupe symplectique Sp(g,Z) défini par :
{







Le groupe Sp(g,Z) opère discontinument sur Sg, et cette action est donnée
par :





Definition 1.27. Soit X = V/Λ un tore complexe de dimension g. On appelle
polarisation sur X la première classe de Chern d’un diviseur ample D de X.
Une variété abélienne de dimension g est un tore complexe de dimension g sur
lequel il existe une polarisation.
Remarque 1.28. Soient X une variété complexe projetive et c1 : Pic(X) −→
H2(X,Z) la première classe de Chern. L’image de c1 est un sous groupe de
H2(X,Z) appelé groupe de Néron-Severi et noté par NS(X). D’aprés le théo-
rème de Lefschetz [20, Ch. 1, §3] NS(X) ∼= H2(X,Z) ∩H1,1(X).
Si X est une variété abélienne alors H2(X,Z) ∼=
∧
2H1(X,Z) [35]. Donc à la
première classe de Chern d’un diviseur ample D de X correspond une 2-forme
alternée P sur H1(X,Z) vérifiant :
i) P (ix, iy) = P (x, y) sur Cg.
ii) La forme hermitienne (C-linéaire pa rapport à la deuxième variable) :
H(x, y) = P (x, iy) + iP (x, y)
est définie positive sur Cg, voir [12, Ch.3].
En combinant la définition 1.27 et la remarque 1.28, on peut redéfinir une
polarisation sur un tore complexe X comme étant une 2-forme alternée P sur
H1(X,Z) vérifiant les conditions i) et ii) de la remarque précédente.
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Soit (X,P ) une variété abélienne, d’après [12, Ch. VI, Prop. 1.1] il existe une










et telle que di/di+1 pour i ∈ {1, ..., g − 1}.
Si ∆ = Ig, alors la polarisation est dite principale et on dit que (X,P ) est
une variété abélienne principalement polarisée et dans ce cas une telle base est
appelée base symplectique.
Definition 1.29. Soientt X une variété abélienne complexe de dimension g,
{ω1, ω2, ..., ωg} une base de H0(X,Ω1X) et {γ1, γ2, ..., γ2g} une base de H1(X,Z).
On note par Ω = (Ωij)ij = (
∫
γi
ωi)ij. La matrice Ω est appelée matrice des
périodes de X.
Lemme 1.30. Une variété abélienne complexe de dimension g est principale-
ment polarisée si et seulement s’il existe une base {e1, e2, ..., e2g} de H1(X,Z)
telle que Ω = (Ig, τ) où Ig est la matrice identité et τ ∈ Sg.
Démonstration. C’est une conséquence de [12, Ch. VI, Th. 1.3]
Definition 1.31. Une variété abélienne réelle est la donnée d’un couple (X, σ)
où X est une variété abélienne et σ une involution antiholomorphe sur X qui
fixe l’origine de X en tant que groupe.
Remarque 1.32. Par rapport à la définition 1.3. on suppose de plus que que
X(R) est non vide afin que la loi de groupe soit définie sur R.
On sait d’après le théorème de Chow qu’un tore complexe plongé dans un
espace projectif est associé à une variété complexe projective algébrique lisse.
Une variété abélienne X est donc équivariante si elle est équivariante en tant
que variété complexe.
Soient (X, σ) une variété abélienne réelle et P une polarisation sur X. On dit
que P est réelle ou σ- réelle si elle vérifie la condition :
P (σ∗(a), σ∗(b)) = −P (a, b) (∗)
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Théorème 1.33. [51, Th. 4.1] Si (X,P ) est une variété abélienne principale-
ment polarisée de dimension g alors il existe une structure réelle σ sur X telle
que (X, σ) soit une variété abélienne réelle et P soit σ-réelle si et seulement si




M + iT )














On dit dans ce cas que τ =
1
2
M + iT représente (X,P, σ).
Soit Ω = (Ig, τ) une matrice vérifiant les conditions du théorème précédent,
il lui est associé une variété abélienne complexe principalement polarisée X de
dimension g. Plus précisement X= Cg/[Ω] où [Ω] est le réseau maximal de Cg
engendré par les vecteurs colonnes de Ω.
Soient X et X ′ deux variétés principalement polarisées de matrices de pé-
riodes Ω = (Ig, τ) et Ω′ = (Ig, τ ′) respectivement, où τ =
1
2








 ∈ Sp(g,Z) tel que τ = (aτ ′ + b)(cτ ′ + d)−1.
L’isomorphisme ϕ˜ entre X = Cg/[Ω] et X ′ = Cg/[Ω′] est induit par l’isomor-




M + iT et τ ′ =
1
2
M ′ + iT ′ deux matrices représentant deux
triplets (X,P, σ) et (X ′, P ′, σ′). L’isomorphisme ϕ˜ est réel si et seulement si ϕ
commute avec la conjugaison complexe. Il s’ensuit que ϕ˜ est réelle si et seule-
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M + iT et τ ′ =
1
2
M ′ + iT ′ représentent deux triplets (X,P, σ)
et (X ′, P ′, σ′) isomorphes si et seulement s’il existe a ∈ GLg(Z) telle que
taMa ≡M ′ (mod 2) et T ′ = taTa.
Corollaire 1.34. Si τ =
1
2
M+iT et τ ′ =
1
2
M ′+iT ′ représentent deux triplets
(X,P, σ) et (X ′, P ′, σ′) isomorphes sur R alors M et M ′ ont le même rang.
Si le rang de M est pair alors M =M ′.
Remarque 1.35. Si (X, σ) est une variété abélienne réelle de dimension g
et (I, τ =
1
2
M + iT ) une matrice des périodes de X vérifiant les conditions
du théorème précédent alors l’invariant λ = rg(M) est la caractéristiques de
Comessatti.
Soient (X, σ) est une variété abélienne réelle de dimension g et M une
matrice définie telle que dans la remarque 1.14. Alors si rg(M) est impair et
M est de la forme (i) (resp. de la forme (ii)) alors il existe A ∈ GLg(Z) telle
que tAMA est de la forme (ii) (resp. de la forme (i)).
Nous pouvons toujours choisir dans le cas impair une variété isomorphe sur R
à X tel que M est de la forme (i). On admet donc ce choix dans la suite.
Théorème 1.36. ([51, Ch. IV, § 4]) Soit (X, σ) une variété abélienne réelle de
dimension g et λ la caractéristique associée associée à σ. Le lieu réel X(R) de
X est isomorphe à (R/Z)g× (Z/2Z)g−λ. Le nombre des composantes connexes




(1−mii). Si M est de type (i) (resp. de type (ii) et rg(M)
est pair) alors pi(M) = 0 (resp. pi(M) = 1). L’entier pi est un invariant de la
polarisation. En particulier si (X,E) est la jacobienne polarisée (J(C),ΘC)
d’une courbe projective lisse réelle de genre 2 et de nombre de composantes
connexes n(C) = #Π0(C(R)) alors d’après [21, prop. 1.4] l’invariant pi s’inter-
prète géométriquement comme suit :
Si pi = 1 alors C(R) sépare C en deux composantes connexes (i.e. a(C)=0) ou
n(C) = 0) et si pi = 0 alors a(C)=1.
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Autre caractérisation de la caractéristique de Comessatti :










On rappelle que :
b∗(X)− b∗(X(R)) ≡ 0 (mod 2)
On pose :
2λ = b∗(X)− b∗(X(R))
Si λ = 0 on dit que (X, σ) est Maximale.





où les Xi sont homéomorphes au cercle S1.
On a (dualité de Poincaré) dimH0(X(R),Z/2) = dimH1(X(R),Z/2). Et
dimH0(X(R),Z/2) désigne le nombre de composantes connexes de X(R).
Donc b∗(X(R)) = 2r.
CommeX est connexe alors dimH0(X,Z) = dimH2(X,Z) = 1 et dimH1(X,Z) =
2g. D’où b∗(X) = 2g+2 et λ = g+1− r. On retrouve donc la proposition 1.6.
1.4 Courbes hyperelliptiques réelles
Definition 1.37. Une courbe hyperelliptique complexe C est un revêtement
double pi : C −→ P1C de P1C ramifié le long de 2g + 2 points. Une courbe
hyperelliptique complexe, munie d’une involution ant-iholomorphe σ, est dite
hyperelliptique réelle si pi est réelle. Dans ce cas si {p1, ..., p2g+2} est le lieu de






où un point pi est soit réel, soit complexe conjuguée à un point pj et ε(g) est
égale à 2g + 2 ou 2g + 1.
En d’autre terme une courbe C est hyperelliptique s’il existe un diviseur
effectif D de C de degré 2 et dimL(D) ≥ 2.
Proposition 1.38. [18, Ch. VII, §7] Toute courbe complexe projective lisse
de genre g < 3 est hyperelliptique.
Soit C une courbe hyperelliptique complexe de genre g et S une involution
antiholomorphe sur C alors on a :
Proposition 1.39. Si C(R) 6= ∅ ou g est pair alors C est un revêtement
double pi : C −→ P1C de P1C ramifié le long de 2g + 2 points et défini sur R.
Démonstration. [21, prop : 6.1]




(x− ai) à coefficients réels.
1.5 Singularités simples des surfaces (An, Dn, En)
Dans ce paragraphe, une courbe sur une surface est un diviseur effectif
réduite.
Definition 1.40. Soient X une surface projective algébrique, p un point lisse
de X et (x, y) les coordonnées locales en p. On considère la surface Y ⊂ P1C×X
définie par : {
((u, v), (x, y)) ; xu− yv = 0
}
La projection P1C × X −→ X induit une application σ : Y −→ X appelée
éclatement ( ou σ-process) de X en p. Soit L = σ−1(p) = p×P1C, si x = y = 0
alors tout couple (u, v) de P1C vérifie l’équation xu − yv = 0 donc L ⊂ Y . Si
x 6= 0 et y 6= 0 alors le couple (u, v) est uniquement déterminé par l’équation
xu−yv = 0, donc l’application σ définit un isomorphisme entre X \p et Y \L.
On dit que σ contracte L en p. L est une courbe rationnelle lisse (L isomorphe
à P1C) d’auto-intersection L
2 = −1, qu’on appelle courbe exceptionnelle [22,
Ch. V, Th. 3.1].
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Proposition 1.41. [51, Ch. II, prop. 6.1] Soit (X, σ) une surface projective
algébrique réelle. Si x (resp. x1, x2) ∈ X tel que σ(x) = x (resp. σ(x1) = x2)
et Y est l’éclaté de X en x (ou en x1 et x2) alors σ induit une structure réelle
sur Y . Et l’éclatement σ : Y −→ X est réel.
Théorème 1.42. [51, Ch. II, prop. 6.2] Soient (X, σ) une surface projective
algébrique réelle lisse et C ⊂ X une courbe rationnelle lisse telle que C = σ(C)
et C2 = −1 (ou C = F+σ(F ) et F 2 = −1) alors il existe une surface projective
algébrique réelle lisse Y et une application birationnelle réelle g : X −→ Y telles
que g(C) soit un point de Y .
Definition 1.43. Soient X une surface projective algébrique lisse et C =
∑
Ci
un diviseur réduit, connexe et compact de X. On dit que C est exceptionnel s’il
existe un biméromorphisme pi : X −→ Y , un ouvert U contenant C, un point
y de Y et un ouvert V de y tels que y = pi(C) et U \ C ∼= V \ y.
Théorème 1.44. (Grauert) Un diviseur réduit, connexe et compact C =
∑
Ci
sur une surface projective algébrique lisse X est exceptionnel si et seulement
si la matrice (Ci.Cj)ij est définie négative.
Exemple 1.45. a)Soit C une courbe (irréductible) rationnelle lisse d’auto-
intersection −d. La courbe C est exeptionnelle par définition et est appelée
(−d)-courbe.
b) Un exemple très important de diviseur exeptionnel est donné par une réunion
C des courbes rationnelle lisse Ci vérifiant :
C2i ≤ −2 pour tout i
Ci.Cj = 1 pour |i− j| = 1
Ci.Cj = 0 pour |i− j| > 1.
et est appelé chaine de Hirzebruch-Jung.
c) On note par A-D-E l’ensemble des diviseurs exeptionnels C =
∑
Ci où les
composantes irréductibles Ci sont des (−2)-courbe.
Definition 1.46. Soit X une surface algébrique réelle. Un point x de X est
dite singularité Du Val (ou singularité double rationnelle) s’il existe une surface
algébrique projective réelle lisse Y et un morphisme ϕ : Y −→ X qui contracte
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un diviseur C =
∑
Ci et un seul telle que KX .Ci = 0 pour tout i. Le morphisme
ϕ est appelé la résolution minimale du point singulier x. Ce qui est équivalent
à dire que X est une surface Du Val si ϕ∗KX = KY (voir [30].
La matrice (Ci.Cj)ij est définie négative. En particulier C2i ≤ 0, et comme
KX .Ci = 0 il s’ensuit que les Ci sont des courbes rationnelles lisses et C2i = −2.
Comme 2(Ci.Cj − 2) = (Ci + Cj)2 ≤ 0 alors Ci.Cj ≤ 1. Donc deux composantes
irréductible de C sont ou bien disjointes ou bien s’intersectent transversalement
en un seul point.
Ces types des courbes notées par A-D-E-courbes sont classifiés dans Bourbaki
en 5 classes complexes, à isomorphisme près, données par leurs diagrammes de
Dynkin comme suit :
Les symboles (◦) désignent des (−2)-courbes. Deux (−2)-courbes s’intersectent
transversallement en un point si elles sont liés par un segment.
Dans le cas réel ([30] et [10]), on a plus de types de singularités Du Val donnés
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localement par les équations :
A+n : x
2 + y2 − zn+1 = 0, n ≥ 2
A−n : x
2 − y2 − zn+1 = 0, n ≥ 0
A++n : x
2 + y2 + zn+1 = 0, n impair
D+n : x
2 + y2z + zn−1 = 0, n ≥ 4
D−n : x
2 + y2z − zn−1 = 0, n ≥ 4
E+6 : x
2 + y3 + z5 = 0
E−6 : x
2 + y3 − z5 = 0
E7 : x
2 + y3 + yz3 = 0
E8 : x
2 + y3 + z7 = 0.
Definition 1.47. Soit (X,S) une surface algébrique réelle et p un point réel
lisse de X paramétré localement par (x, y). La surface X ′ ⊂ X × P 1C définie
par ux−vym = 0 est appelée (1,m)-σ-process de X en p. Un (1,m)-σ-process
a un point singulier unique de type A−m−1 en (0, 0, 0, 1) [30, §2]. Si m = 1 on
retrouve la definition de l’éclatement ordinaire. Si m ≥ 2 un (1,m)-σ-process
depend du choix de paramètres locales .
Exemple 1.48. [10, exp. 1.3] Soit (X,S) une surface algébrique réelle et p
un point réel lisse de X et m > 0. Soit σ0 : X0 −→ X l’éclatement de X
en p et E0 = σ−10 (p) le diviseur exceptionnel associé. Soit σ1 : X1 −→ X0
l’éclatement de X0 en un point général de E0. On répète cette procédure et on
note par σl+1 : Xl+1 −→ Xl l’éclatement de Xl en un point général de la courbe
exeptionnelle El pour l = 0, 1, ...,m − 1. Alors le diviseur exceptionnel de la
composition Xm −→ Xm−1......X1 −→ X0 −→ X est une chaine des courbes
rationnelles, donnée par le diagramme de Dynkin suivant :





Soit pi : X −→ B une fibration en courbes de genre g ( surface fibrée en
courbes de genre g). Un point au dessus duquel la fibre est une courbe projec-
tive lisse de genre g est dit point général sinon (i.e. les fibres sont des courbes
singulières) il est dit point spécial.
Si g = 1 alors le morphisme pi est appelé fibration elliptique et X est dite
surface elliptique.
On appelle section d’une surface fibrée pi : X −→ B une application holo-
morphe s : B −→ X telle que pi ◦ s = idB.
On s’intéresse dans ce chapitre à la classification des fibres singulières de cer-
tains surfaces fibrées. On rappelle que la classification complexe des fibres sin-
gulières d’une surface fibrée en genre 1 est due à K. Kodaira (voir[28] et [39]).
On s’intéresse dans le premier paragraphe à présenter la classification réelle
des fibres singulières d’une surface elliptique qui est réalisée par Silhol [51,
Ch. VII]. Dans le deuxième paragraphe, on rappelle la classification des fibres
singulières d’une fibration en genre 2 due à Ogg [40], basée sur des arguments
combinatoires. En fait la classification de Ogg, manquant quelques types, est
complétés par Namikawa et Ueno dans [38], où ils ont classifiés tout les types
possibles des fibres des pinceaux en courbes de genre 2. Dans la troisième
paragraphe, On va présenter les invariant qui déterminent le type complexe
des fibres singulières des pinceaux en courbes de genre 2 due à Namikawa et
Ueno ([37] et [38]). Et on va donner les différents types de configurations réels
possibles pour ces fibres singulières dans le chapitre 5.
22
2.1 Surfaces elliptiques réelles
On désigne dans la suite par (X, σX) (resp. (B, σB)) une surface projective
équivariante lisse (resp. une surface de Riemann équivariante) et pi : X −→ B
une fibration elliptique réelle relativement minimale (i.e aucune (−1)-courbe
n’est contenue dans une fibre de pi).
Soit b un point général. On note par Xb la fibre générale au dessus de b. C’est
une courbe lisse de genre 1.
On fait correspondre à la fibration pi : X −→ B une fibration elliptique avec
section réelle pi : X˜ −→ B qu’on appelle fibration jacobienne associée à pi voir
[50]. La fibre générale au dessus d’un point réel b est une courbe elliptique
définie sur R. les fibres singulières de pi sont de même types que la fibration
initiale. Si la fibration pi : X −→ B admet une section alors elle est isomorphe
à la fibration jacobienne associée.
Si Xb n’est pas une fibre multiple alors Xb est isomorphe à X˜b.
On s’intéresse à la classification des fibres singulières au dessus des points réels
b ∈ B(R) et d’étudier les fibres voisines de chaque type de fibre singulière [50].
2.1.1 Classification des fibres singulières (cas avec sec-
tion)
Soit pi : X −→ B une surface elliptique réelle qui admet une section réelle
s : B −→ X, (i.e. s ◦ σB = σX ◦ s).
Alors toute fibre générale réelle F admet un point rationnel et donc possède
un modèle de Weierstrass y2 = x3 + axz2 + bz3 [39, p. 92].
Si on contracte toutes les composantes irréductibles ne rencontrant pas la sec-
tion, on obtient une surface elliptique (pourrait être singulière) dont les fibres
sont irréductibles. Ce sont mêmes des cubiques planes. Donc localement, il y
a une description algébrique de pi : X −→ B, dite modèle de Weierstrass local.
Ce modèle est une surface dans le fibré trivial P2C×B. Soit b0 un point special
et b un paramètre local de de B en b0. Soit D un disque parametré par b ne
contenant qu’un seul point special b0. Alors l’équation de pi−1(D\{b0}) s’écrit :
y2 = x3 + p(b)xz2 + q(b)z3
où p et q dans R(b).
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Lemme 2.1. [51, Ch. VII] Soit E une courbe elliptique réelle et y2 = x3 +
pxz2 + qz3 (p, q deux réels) l’équation de Weierstrass associée. Alors le dis-
criminant ∆ = 4p3 + 27q2 est un invariant réel non nul de E. Si ∆ < 0,
E(R) possède deux composantes connexes. Si ∆ > 0, E(R) possède une seule
composante connexe.
Si le discriminant ∆ d’une courbe C donneé par y2 = x3 + pxz2 + qz3
est non nul, on définit également l’invariant modulaire j de C par j(C) =
p3
∆
paramètrant l’espace des modules des courbes elliptique.
Pour un point b0 de B(R) on note par v la valuation du corps R(B) en b0.
Corollaire 2.2. Le nombre de composantes connexes des fibres réelles varie
au voisinage de b0 si est seulement si le discriminant ∆ change de signe en b0.
Autrement dit v(∆) ≡ 1 (mod 2).
Théorème 2.3. [51] Soit pi : X −→ B une fibration elliptique réelle avec sec-
tion réelle s : B −→ X tel que B(R) soit non vide. Soit b0 on point spécial dans
B(R). On note par Xb la fibre au dessus d’un point réel b ∈ U = D ∩ B(R).
Alors le comportement réel des fibres voisines de la fibre singulière, leur carac-










Im : m pair
v(j) = −m
v(q) pair
2 2 -m ou 0
1 2 -m ou 0
24
Im : m impair
v(j) = −m
v(q) pair
∗ 2 -m ou 1
II
v(j) ≥ 0








v(∆) ≡ 4 mod .12
1 2 -2 ou 0
I∗0
v(j) ≥ 0









I∗m : m impair
v(j) = −m
v(q) impair
∗ 2 -m-2 ou -m-4
IV ∗
v(j) ≥ 0
v(∆) ≡ 8 mod .12
1 2 -2 ou -6
III∗
v(j) ≥ 0









2.1.2 Classification des fibres singulières (cas sans sec-
tion)
On se donne une fibration elliptique réelle pi : X −→ B relativement mi-
nimale et sans section. Un premier phénomène qui apparait est la possibilité
d’existence d’un point réel b ∈ B(R) tel que Xb(R) soit vide. L deuxième
phénomène possible est l’apparition des fibres multiples de la forme µE (où E
est une courbe lisse de genre 1) ou de la forme µIm.
Soient F une fibre singulière de pi et F˜ la fibre singulière qui lui correspond
dans la fibration jacobienne associée. F˜ est de type α (α = Im, III, IV ...).
Si le nombre des composantes connexes de la partie réelle des fibres voisines
dans la fibration jacobienne est constante et est égale à 1 (resp. 2) alors Γ
est dit de type α(1) (resp. α(2)). Sinon Γ est dit de type α. Soient b0 un point
spécial et D un disque centré en b0 paramètré par t. On note τ = t ◦ pi.
Théorème 2.4. Soit pi : X −→ B une fibration elliptique réelle sans sec-
tion. Avec les notations précedentes on suppose qu’il existe  > 0 tel que
τ−1(t)∩X(R 6= ∅ pour tout t ∈ [0, [ et τ−1(t)∩X(R = ∅ pour tout t ∈]− , 0].
Alors F = τ−1(0) est de type :
1. III et F = D1 +D2 avec σX(D1) = D2 et F (R) est un point isolée.
2. I∗0
(2) et F = 2D0+
4∑
i=1
Di avec D0 réelle et σX(Di) = Di+2 pour 1 ≤ i ≤ 2.
3. I∗m






2Di est l’une de deux forme :
– σX(Di) = Di, E1.D0 = E2.D0, σX(E1) = E2 et σX(E3) = E4.
– σX(Di) = D2n−i, Dn(R 6= ∅ et σX(Ei) = Ei+2 pour 1 ≤ i ≤ 2






2Di est l’une de deux forme :
– σX(Di) = D2n+1−i, Di(R 6= ∅, σX(E1) = E3 et σX(E2) = E4.
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– σX(Di) = Di, σX(E1) = E2 et σX(E3) = E4.









3Di et seulement D0 et
D1 sont réelles.
6. µE, µ pair et la partie réelle de τ−1(0) possede deux composantes connexes
pour t ∈]0, [.
7. µIm, µ pair et la partie réelle de la fibre est l’une des deux décrite dans
le théoreme précèdent.
8. µIm, µ pair ou impair et la partie réelle de la fibre singulière est réduite
à un ou deux points isolés.
Démonstration. Voir la démonstration détaillée de Silhol [51, Ch. VII, Th. 2.1].
2.2 Pinceaux en courbes de genre 2
On se base dans ce paragraphe sur la classification des fibres singulières
d’une surface fibrée en genre 2 due à Ogg [40]. Nous rappelons que la classi-
fication complexe complète des fibres singulières d’une fibration elliptique est
réalisée par Kodaira ( 10 types complexes dont trois irréductibles et les types
restants sont des diviseurs constitués par des (−2)-courbes). On se donne une
courbe Γ, Kod(Γ) désigne une fibre singulière réductible d’une fibration ellip-
tique dont on a remplacé une des composantes irreductibles de multiplicités
1 par Γ. Par exemple si une fibre singulière est de type bn (In notation de
Kodaira) alors Kod(Γ) est :
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Les diviseurs de types Kod(Γ) interviennent dans la classification des fibres
singulières d’une surface fibrée en genre 2.
Dans la suite on s’intéresse à l’étude locale des surfaces fibrée en genre 2. On
prend au lieu d’une surface de Riemann B comme courbe de base un disque
D = {s ∈ C/|s| < ε} tel que toutes les fibres sont des courbes lisses de genre
2 sauf au dessus de l’origine.
Soit pi : X −→ D un pinceau en courbes de genre 2. On suppose que pi est
relativement minimale. Et si C et C ′ deux diviseurs sur X, on note tout sim-
plement par C · C ′ le produit d’intersection des deux diviseurs sur X.
Lemme 2.5. (Zariski)[6, p. 90] Soit pi : X −→ B une surface fibrée. On de-
signe par Xs une fibre au dessus d’un point s et
∑
i
niCi sa décomposition en
composantes irréductibles. Alors on a Ci ·Xs = 0 pour tout i.
Le genre arithmétique d’une fibre L d’une surface fibrée en genre g est
g = p(L) = 1 +
1
2
(L2 + L · K) où K est le diviseur canonique (Proposition
1.26).
Un pinceau en courbes de genre 2 n’admet pas des fibres multiples. En effet
si L = nD alors D2 = 0 d’après le lemme précèdent et D · K = 2
n
. Donc
p(D) = 1 + 1
n
, il s’ensuit que n = 1 car p(D) est un entier positif.
Proposition 2.6. Si L est une fibre réductible et Γ une composantes irréduc-
tibles de L alors Γ appartient l’un des types suivants :
A : Γ ·K = 1, Γ2 = −1, p(Γ) = 1
B : Γ ·K = 1, Γ2 = −3, p(Γ) = 0
C : Γ ·K = 2, Γ2 = −2, p(Γ) = 1
D : Γ ·K = 2, Γ2 = −4, p(Γ) = 0
E : Γ ·K = 0, Γ2 = −2, p(Γ) = 0
Démonstration. En effet si L = nΓ +D et Γ /∈ {composantes irréductibles de
D}. Alors Γ · D ≥ 0 puisque L est connexe et Γ ·L = 0. Il s’ensuit que Γ2 < 0.
Aussi Γ ·K ≥ 0 car sinon Γ ·K = Γ2 = −1 et donc L contient une (−1)-courbes
ce qui contredit le fait que pi est relativement minimale.
Si L =
∑
niΓi où les Γi sont des composantes irréductible distincts. Alors,
puisque Γi ·K ≥ 0 et L =
∑
niΓi ·K = 2, il s’ensuit que Γi ·K ∈ {0, 1, 2}.
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Comme p(Γi) est un entier positif alors Γi ·K et Γ2i sont de mêmes pariétés,
Γi ·K + Γ2i ≥ −2 et Γ2i ∈ {−4,−3,−2,−1}.




niΓi une fibre réductible. Alors comme
∑
i
niΓi · K = 2, il
s’ensuit que L contient une composante de multiplicité 1 de type C ou D et le
reste sont de type E, ou deux composantes de multiplicités 1 de type A ou B
et le reste sont de type E, ou une composantes de multiplicité 2 de type A ou
B et le reste sont des composantes de type E.
A. P. Ogg à donné la liste complète des fibres singulières d’une fibration en
genre 2 modulo quelques exemples compllétés par Namikawa et Ueno [38].
Nous donnons une méthode combinatoire pour presenter la liste de Ogg [40].
Si la Fibre L contient une composantes Γ de type C alors Γ est de multi-
plicité 1, les autres composantes sont de types E et Γ.(L \Γ) = 2 donc d’après
Kodaira [28], L est de (type 1) notation de Ogg.
Si la fibre contient une composante Γ de type D alors Γ est de multiplicité 1,
le reste des composantes sont de type E et Γ.(L \Γ) = 4 donc Γ coupe le reste
de la fibre 4 fois. Soit Γ1 une composante de multiplicité n qui coupe Γ. On a
alors : 
Γ · (Γ + nΓ1 +R = Γ2 + nΓ · Γ1 + Γ ·R = 0
Γ1 · (Γ + nΓ1 +R = Γ1 · Γ + nΓ2 + Γ ·R = 0
où R est le reste de la fibre. D’où
(∗)

nΓ1 · Γ ≤ 4
Γ1 · Γ ≤ 2n
Donc (∗) implique Γ1 · Γ ≤ 2.
Si nΓ1 · Γ = 4 alors Γ1 est la seule composante qui coupe Γ et on a ou bien
Γ1 · Γ = n = 2 ou bien n = 4 et Γ1 · Γ = 1. Dans le premier cas Γ1 a
un double contact avec Γ et Γ · (Γ + 2Γ1 + R) = −2 + Γ · R = 0 donc Γ1
coupe le reste de la fibre 2 fois. On trouve le (type 3). Dans le deuxième
cas Γ1 coupe Γ transversallement et le reste de la fibre 7 fois de plus. Si Γ2
une composante de la fibre de multiplicité m qui coupe Γ1 alors m ≥ 2 (car
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Γ2 · (Γ + 2Γ1 + mΓ2 + R) = 4 − 2m + Γ2 · R = 0d′o2m ≥ 4) donc on a 4
possibilités ou bien m = 7 (type7) ou 7=5+2 (type 6) ou 7=4+3 (type 5) ou
7=2+2+4 (type 4).
Si nΓ1 ·Γ < 4 alors il existe une autre composante Γ′1 de multiplicité m telque
Γ′1 · Γ > 0. Et on a :
(∗∗)

nΓ1 · Γ < 4 et Γ1 · Γ ≤ 2n
mΓ′1 · Γ < 4 et Γ′1 · Γ ≤ 2m
Donc (∗∗) implique Γ1 · Γ ≤ 2.
Si Γ1 · Γ = 2 alors n = 1 et la fibre est complète en Γ1, on a alors un cas de
(type 2).
Traitons le cas où Γ1 · Γ = 1 :
Si n = 3 alors Γ1 coupe le reste de la fibre 5 fois de plus, On ecrit alors
5 = 3+2 ou Γ1 coupe une composante de multiplicité 5. On trouve dans ce cas
deux chaîne infinies, de composantes de degré 3 ou ...+ 5Γ2 + 7Γ3 + 9Γ4 + ....
Donc ce cas n’intervient pas.
On peut faire le même raisonnement sur Γ′1. Par suite il nous reste seulement
le cas où Γ1 · Γ = Γ · Γ′1 = 1 et m = n = 2 (désormais tout le raisonnement
pour Γ1 se fait parallèlement pour Γ′1, donc c’est un jeu symétrique). Dans ce
cas Γ1 coupe le reste de la fibre 3 fois. Si Γ1 passe par Γ ∩ Γ′1 alors. Sinon, Γ1
coupe le reste de la fibre en dehors de Γ et on on alors ou bien 3=2+1 d’où le
(type 9) ou un cas de (type 2), ou bien Γ1 coupe une composnte Γ2 de multi-
plicité 3 et Γ2 coupe le reste de la fibre 4 fois de plus, et on écrit 4=2+2 d’où
le (type 10) ou Γ2 coupe une composante Γ3 de multiplicité 4 d’où le (type 11).
Pour les types restants lorsque les types C et D n’interviennent pas, le rai-
sonnement se fait de la même manière (méthode combinatoire basée sur le
nombre d’intersection).
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2.3 Invariants géométriques d’un pinceau en courbes
de genre 2
Soit pi : X −→ D un pinceau en courbes de genre 2. On suppose que pi est
minimale ; c’est-à-dire qu’aucune fibre de pi ne contient de (−1)-courbe.
Pour tout t ∈ D, Xt désigne la fibre pi−1(t).
On note par D′ = D − {0}, pi′ : X ′ −→ D′ la restriction de pi à D′ et ΩX′/D′
le faisceau des germes des 1-formes holomorphes relatives sur X ′ le long de pi′.
Lemme 2.7. , [56, lem. 1], Pour tout t ∈ D′, il existe un voisinage U de t,
deux sections ω1 et ω2 dans H0(pi′
−1
(U),ΩX′/D′) et quatre 1-cycles α1, α2, β1
et β2 dans pi′
−1
(U) tels que pour tout t′ ∈ U :
1) Les restrictions (ω1)t′ et (ω2)t′ des ω1 et ω2 à la fibre Xt′ forment une base
de H0(Xt′ ,ΩXt′ ).
2) Les restrictions (α1)t′, (α2)t′, (β1)t′ et (β2)t′ de α1, α2, β1 et β2 à la fibre
Xt′ forment une base de H1(Xt′ ,Z).















=0 pour tout i, j.
Considérons l’espace de Siegel S2 =
{
τ ∈M2(C) / tτ = τ et Im τ > 0
}
et le
groupe symplectique Sp(4,Z) défini par :
{







On rappelle que le groupe Sp(4,Z) opère discontinument surS2, et cette action
est donnée par :





On vient alors de définir une application multivaluée T : D′ −→ S2. En effet,
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pour tout t ∈ D′ on utilise les objets définis en 1), 2), 3i) et 3ii) pour définir









pour i, j, k, l ∈ {1, 2}. L’application T est multivaluée à cause du choix des
1-cycles.
Deux applications T1, T2 : D′ −→ S2 holomorphes sont dites équivalentes s’il
existe une matrice M ∈ Sp(4,Z) telle que T1(t)=M(T2(t)) pour tout t ∈ D′
(la matrice M(T2(t)) est celle obtenue par l’action de Sp(4,Z) sur l’espace de
Siegel S2). Une valeur de T désigne une classe d’isomorphisme complexe de
Xt . En fait toutes les branches de T sont équivalentes, on en choisit une et on
la note Tpi.
Definition 2.8. L’application holomorphe Tpi est appelée application caracté-
ristique du morphisme pi.
2.3.1 Monodromie
On se donne un lacet γ dans D′ entourant l’origine et à point base t ∈ D′.
Alors γ induit un automorphisme de H1(Xt,Z), donc d’après la définition de
Tpi il existe une matrice Mpi dans Sp(4,Z) vérifiant Tpi(γt)= Mpi(Tpi(t)).
La classe de conjugaison deMpi dans Sp(4,Z) ne dépend que de pi et est appelée
monodromie de pi (voir [37, §2]).
Definition 2.9. Soit X0 = pi−1(0). On dit que X0 est de type elliptique si la
monodromie Mpi est d’ordre fini. Dans le cas infini est dit de type parabolique.
On note par S∗2 l’espace quotient S2/Sp(4,Z) et p : S2 −→ S∗2 la surjec-
tion canonique.
Le quotient S∗2 est un espace analytique complexe de dimension 3 et corres-
pond à l’espace complexe des modules des variétés abéliennes principalement
polarisées [37, Th. 1.1].
Une surface abélienne principalement polarisée complexe est, soit un produit
de deux courbes elliptiques, soit la jacobienne d’une courbe projective lisse de
genre 2 ([37, §I]. On note alors :
1) M∗ l’ensemble des points de S∗2 correspondant aux jacobiennes de courbes
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de genre 2 et M = p−1(M∗).
2) N ∗ le complémentaire de M∗ dans S∗2 et N = p−1(N ∗). Un point de N ∗
correspond donc au produit de deux courbes elliptiques E1 et E2.
2.3.2 Module de la fibre singulière d’un pinceau en courbes
de genre 2
Soit S∗2 le compactifié de S
∗
2 = M∗ ∪ N ∗. Alors S∗2 n’est autre que l’es-
pace des modules des courbes stable de genre 2. C’est une variété algébrique
projective de dimension 3 [58, Th. 6.8].
L’ensemble des points de S∗2 \S∗2 est stratifié comme suit :
– L’espace B∗a, dont les points correspondent aux classes des isomorphismes
des courbes de type 3a (Notation des types complexes du deuxième pa-
ragraphe).
– L’espace B∗b correspond aux classes des isomorphismes des courbes de
type 3b.
– L’espace C∗a correspond aux classes des isomorphismes des courbes de
type 4a.
– L’espace C∗b correspond aux classes des isomorphismes des courbes de
type 4b.
– L’espace D∗ correspond aux classes des isomorphismes des courbes de
type 5.
Proposition 2.10. [38] Les sous espaces N ∗ = N ∗∪B∗b∪C∗b et Y = D∗∪B∗∪C∗
sont deux diviseurs irréductbles de S∗2.
Où B∗ = B∗a ∪ B∗b et C∗ = C∗a ∪ C∗b .
Soit Tpi : D′ −→ S∗2 la composée de Tpi avec l’application naturelle S2 −→
S∗2. L’application Tpi se prolonge en une fonction holomorphe sur D qu’on note
aussi Tpi [27].
Definition 2.11. Le point zpi = Tpi(0) ∈ S∗2 est appelé module de la fibre
singulière de pi.
Definition 2.12. Soient pi : X −→ D un pinceau en courbes de genre 2 et zpi
le module de la fibre singulière de pi. alors :
– X0 est dit de type elliptique 1 si zpi ∈M∗.
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– X0 est dit de type elliptique 2 si zpi ∈ N ∗.
– X0 est dit de type parabolique 3 si zpi ∈ B∗.
– X0 est dit de type parabolique 4 si zpi ∈ C∗.
– X0 est dit de type parabolique 5 si zpi ∈ D∗.
2.3.3 Degré d’un pinceau en courbes de genre 2
D’après [37, Rem. 3.3] S∗2 est une partie de l’espace S∗2 et zpi ∈ S∗2 si et
seulement si Mpi est d’ordre fini.
On suppose dans ce sous-paragraphe que la monodromie Mpi est d’ordre n
fini. Soit E = {s ∈ C; |s| <  1n} et Soit δn : E −→ D envoyant s sur sn.
L’application holomorphe S ′pi = Tpi ◦ δn définie sur E ′ = E − {0} se prolonge
en une application holomorphe unique Spi sur E ([37, §3]). Soit p : S2 −→ S∗2
la surjection canonique. On définit le degré de pi de la manière suivante :
Il vaut 0 si zpi ∈ M∗. Si zpi ∈ N ∗ on considère un représentant τ de zpi et on








dans ce cas on définit deg pi comme étant l’ordre de multiplicité de 0 comme
racine de S3(s).
Remarque 2.13. On peut généraliser la définition de degré de pi même pour
le cas où la monodromie Mpi n’est pas d’ordre fini.
Soient pi : X −→ D un pinceau en courbes de genre 2 et zpi le module de la
fibre singulière X0 de pi au dessus de 0.
Alors zpi est dans l’un des diviseurs de Cartier N ∗ et Y . Donc au voisinage de
zpi ce diviseur est défini par une équation f = 0.
Soit maintenant Tpi∗f : V −→ C le tiré en arrière (pull back) de f par Tpi sur
un voisinage V de centre du disque.
On définit alors le degré de pi comme étant l’ordre de multiplicité de zéro
comme racine de Tpi∗f .
Proposition 2.14. [38, Th 3] La fibre singulière au dessus de s = 0 est
déterminée uniquement par trois invariants :
La monodromie Mpi, le module zpi et deg pi.
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Remarque 2.15. Les courbes singulières les plus simples dans la stratification
de l’espace des modules des courbes de genre 2 réelles sont les courbes stables.
On commence alors par l’étude des pinceaux réels en courbes stables de genre 2.
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Chapitre 3
Classification réelle des fibres
singulières : pinceau en courbes
stables de genre 2
Dans ce chapitre je m’intéresse aux pinceaux réels en courbes stables de
genre 2. Je rappelle la liste des fibres singulière possibles de tels pinceaux, dans
le cas complexe. Pour chaque type complexe, de fibre singulière, je donne les
types de configuration réels possible et je détermine le nombre des composantes
connexes de la partie réelle des fibres voisines, en donnant des examples.
3.1 Pinceaux en courbes stables de genre 2
Definition 3.1. On appelle pinceau en courbes stables de genre g ≥ 2 la don-
née d’une surface complexe X (éventuellement singulière) et d’un morphisme
pi : X −→ E au dessus d’un disque vérifiant :
1. pi est surjective et propre de fibres réduites et connexes.
2. Les seules singularités de X0 = pi−1(0) sont des points doubles ordinaires.
3. Si Γ est une composante irréductible rationnelle lisse de X0, alors Γ ren-
contre le reste de la fibre en au moins deux points.
4. dimH1(Xs, OXs) = g, pour toute fibre non singulière Xs.
Une courbe stable est une courbe réduite et connexe qui vérifie 2 et 3.
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Pour g = 2, nous suivons les notations de [37]. Les types complexes de
courbes stables sont donnés par la liste suivante :
3.2 Description locale d’un pinceau réel en courbes
stables de genre 2
Le langage utilisé dans [32] est celui de la géométrie algébrique sur un
corps abstrait et en particulier la topologie est la topologie de Zariski. Lorsque
le corps de base est le corps des nombres réels, nous rappelons brièvement
comment interpréter les résultats de [32] en géométrie analytique complexe
avec structure réelle. Soit ρ : Y −→ A une surface algébrique projective fibrée
en courbes de genre 2 définie sur R. Soient B = A×RC, ρC := ρ× idC : Y ×R
C −→ B et P un point spécial lisse de A(R). On note par R l’anneau local de
B au point P (c’est un anneau de valuation discrète). Le corps des fractions
K de R n’est que le corps des fonctions de la courbe B.
Comme P est un point lisse alors il existe une fonction régulière t, définie sur
un voisinage affine U , qui s’annule en P telle que toute fonction rationnelle
v, qui s’annule en p, s’écrit v = tnw où w(P ) 6= 0, i.e. la fonction t est un
paramètre local de B au point P .
D’après le théorème d’inversion locale analytique, il existe un voisinage U de P
pour la topologie analytique sur B, invariant par la structure réelle sur B(C),
sur lequel la restriction de t vue comme fonction sur U est une coordonnée
holomorphe qu’on note aussi t.
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Comme P est lisse la fonction t peut être choisie réelle (i.e. ∀P ∈ U , t◦σ(P ) =
t(P ) où σ est la structure réelle induite sur B(C)).
On peut choisir U de manière que la restriction de t soit un isomorphisme de
U sur un disque E centré en 0 et on note X = ρ−1C (U) et pi = ρC |ρ−1C (U).
On est donc ramené au cas où pi : X −→ E est un pinceau réel en courbes
de genre 2 au dessus d’un disque E et dont X0 = pi−1(0) est la seule fibre
singulière.
En suivant la démarche de la preuve de [32, Théorème 1, partie A] on obtient
les résultats suivants sur les pinceaux stables avec une seule fibre singulière :
Soit pi : X −→ E un pinceau réel en courbes de genre 2 dont la seule fibre
singulière X0 est stable.
Proposition 3.2. Si X0 est de type complexe 1, 3a, 4a ou 5, alors il existe un
voisinage saturé de X0 dans X qui est analytiquement isomorphe à la surface
affine définie dans C2 × E par l’équation :
y2 = a5(t)x
5 + ...+ a0(t), (x, y, t) ∈ C2 × E
où les ai sont des fonctions réelles telles que a5(0) 6= 0.
Proposition 3.3. Si X0 est de type complexe 2, 3b ou 4b alors :
1. X est un revêtement double d’un fibré en coniques Π: F −→ E, au dessus
d’un disque E, défini dans C2 × E par l’équation xv = t2m et ramifié le
long d’une courbe sextigonale B plus un point {a} (le point d’intersection
des deux droites D1 = {x = 0} et D2 = {v = 0} de la fibre au dessus de
0).
2. les composantes irréductibles de la fibre X0 sont les complétés projectifs
respectifs de deux courbes affines définies par :
y2 = x3 + ax2 + x et z2 = v3 + bv2 + v.
Démonstration. Soit Π: F −→ E un pinceau en coniques, au dessus d’un
disque E, définie par l’équation xv = t2m dans C2 × E.
On désigne par B une courbe plongée dans F définie par l’équation affine :
x4 + a(t)x3 + x2 + b(t)t2mx+ t4m = 0
Vue qu’elle est plongée dans F , la courbe B peut aussi être définie par l’équa-
tion affine x2 + a(t)x+ 1 + b(t)v + v2 = 0.
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Soient Γ1 et Γ2 deux sections de F −→ E contenues dans le lieu non singulier
de F −→ E telles que B ∩ (Γ1 ∪ Γ2) = ∅, Γ1 ∩D1 = {v1}, Γ2 ∩D2 = {x1} et
Γ1 ∩ D2 = Γ2 ∩ D1 = {∅}, où D1 = {x = 0} et D2 = {v = 0} désignent les
deux composantes de la fibre F0 au dessus de 0.
Si t = 0, l’intersection de la courbe B avec la fibre F0 est donnée par l’équation :
x2(x2 + a(0)x+ 1) = 0
On peut aussi la définir par l’équation v2(v2 + b(0)v + 1) = 0. On déduit alors
que B coupe D1 (resp. D2) en deux points v2 et v3 (resp. x2 et x3).
Soit X le revêtement double de F ramifié le long de la courbe B, les deux
sections Γ1et Γ2 et le point {a}.
Le morphisme pi : X −→ E est un pinceau en courbes stables de genre 2
dont la fibre X0 possède deux composantes irréductibles qui sont les complétés
projectifs respectifs des deux courbes affines définies par :
y2 = x3 + a(0)x2 + x et z2 = v3 + b(0)v2 + v.
Voir Figure 3.1
Fig. 3.1 –
Si v2 6= v3 et x2 6= x3 alors X0 est de type 2.
Si v2 6= v3 et x2 = x3 alors X0 est de type 3b.
Si v2 = v3 et x2 = x3 alors X0 est de type 4b.
Lemme 3.4. Les notations sont celles de la preuve précédente. Soit ∆t =
a(t)2 − 4, si ∆0 6= 0 (i.e. x1 6= x2) alors les deux branches de B passant par
x1 et x2 sont réelles (resp. conjugués) si ∆0 > 0 (resp. ∆0 < 0).
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Proposition 3.5. Si ∆0 = 0 alors pour t assez proche de 0 les deux points
d’intersection des deux branches de B, passant par x1 = x2, avec la fibre Ft
sont réels (resp. conjugués) si ∆t > 0 (resp.∆t < 0).
Démonstration. On considère le pinceau
Bu : x2 + a(t, u)x+ 1 + b(t)v + v2 = 0
tel que Bu soit une perturbation de la courbe B : x2+a(t)x+1+ b(t)v+v2 = 0
sur ]− , 0[, a(t, 0) = a(t) pour t < 0 et ∆0,u = a(0, u)2 − 4 6= 0.
Alors, pour u fixé, les deux branches de la courbe Bu coupent D2 en deux
points distincts. Donc d’après le lemme précédent, la topologie des ces deux
branches suit le signe de discriminant de l’équation
x2 + a(t, u)x+ 1 = 0
Comme Bu est une déformation de B sur ]− , 0[, donc pour u fixé Bu et B ont
même topologie sur ]− , 0[.
On conclut que les deux branches de la courbe B : x2+a(t)x+1+b(t)v+v2 = 0
passant par le point x1 ont même topologie que celles de la courbes définie par
l’équation x2+a(t)x+1 = 0 sur ]−, 0[ et donc suivent le signe du discriminant
∆t. Même raisonnement sur ]0, [.
Definition 3.6. On appelle chaîne de n ovales la réunion non disjointe des n
ovales Oi telle que pour tout i ∈ {1, ..., n− 1} Oi et Oi+1 s’intersectent en un
seul point et Oi ∩ Oi+1 = ∅ si |i− j| > 1.
Théorème 3.7. Soient X une surface non singulière et pi : X −→ E un pin-
ceau réel en courbes stables de genre 2. Alors la structure géométrique, la to-
pologie de la fibre X0 au dessus de 0 et la partie réelle des fibres voisines de

















Γ1 et Γ2 sont réelles deux ovales s’inter-
sectent en un point
(2,1)
point double avec deux
tangentes réelles et un
ovale
(3,2)
3a Γ est réelle point isolé (1,0)
point isolé et deux
ovales
(3,2)
point isolé et un ovale (1,2)




point double avec deux
tangentes réelles et un
ovale
(3,2)
3b Γ1 et Γ2 sont réelles un point isolé et un




point isolé et un ovale
et un point double avec
deux tangentes réelles
(3,3)
point double avec deux
tangentes réelles s’in-




un ovale et un point
double avec deux tan-
gentes réelles s’inter-
secte avec un ovale
(3,3)
4a Γ est réelle ∅ ∅
un ovale (1,1)
deux points isolés (2,0)
ou(1,1)





un point double avec
deux tangentes réelles
et un point isolé
(3,1)
ou(2,2)




4b Γ1 et Γ2 sont complexes
conjugués
un point isolé (1,0)





un point double avec
deux tangentes réelles
et deux points isolés
(3,2)
ou
un point isolé et un
point double avec deux
tangentes réelles s’in-
tersecte avec un ovale
(3,2)
ou
5 Γ1 et Γ2 sont complexes
conjuguées
un point isolé (1,0)
trois points isolés (3,0)
ou(2,1)
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Γ1 et Γ2 sont réelles deux courbes ration-
nelle




On désigne, dans la colonne 4, par un couple de type (p, q) le nombre des
composantes connexes des fibres voisines à droite et à gauche de X0.
Avant de passer à la preuve, nous rappelons le lemme suivant :
Lemme 3.8. [51, Ch. VII, p. 147] Soit (C, σ) une courbe réelle et a un point
réel lisse de C. Alors il existe une composante connexe de C(R) non réduite à
un point et contenant le point a.
Démonstration du théorème 3.7. On admet sur X et E deux involutions anti-
holomorphes σX et σE respectivement, tel que le morphisme pi soit réel : i.e
pi ◦ σX = σE ◦ pi.
Si s ∈ E est un point réel alors la fibre au dessus de s est réelle. Et l’involution
σX transforme une composante irréductible d’une fibre réelle en une autre de
même type.
Pour chaque type complexe de pinceau stable en genre 2 (Voir liste au début
du paragraphe), nous allons traiter les différents cas possibles pour le type réel
de la fibre singulière (dans la troisième colonne) en se basant particulièrement
sur des raisons topologiques (topologie de Zariski). Puis, pour la réalisation,
nous allons construire des exemples en se basant sur les proposition 3.2 et 3.3.




a est un point réel lisse dans Γ1
Γ1 est réelle
(3.1)
Alors il existe une composante connexe R de Γ(R) contenue dans le lieu réel
de Γ1 et contient le point a.
Commençons tout d’abord par les types complexes numérotés dans la Pro-
position 3.2, où chaccune de ces courbes stables est donnée par une équation
hyperelliptique.
Type complexe 1 : La fibre singulière est une courbe projective lisse de genre
2.
On utilise le fait que si C est une courbe réelle lisse de genre g alors (Théorème
de Harnack)
0 ≤ #Π0(C(R)) ≤ g + 1
Type complexe 3a : La fibre singulière est une courbe elliptique Γ avec un
point double a.
La courbe Γ est la seule composante irréductible de la fibre, donc elle est réelle.
Le point a est le seul point singulier donc réel.
Si a est un point isolé dans la partie réelle de Γ alors en appliquant le théo-
rème de Harnack aux fibres voisines, nous montrons qu’il existe aux plus deux
composantes connexes lisses contenues dans le lieu réel de Γ et ne contenant
pas a. Donc Γ(R) = {a}, Γ(R) = {a} ∪ R1 ou Γ(R) = {a} ∪ R1 ∪ R2, où les
Ri sont des ovales.
Si a est un point double avec deux tangentes réelles alors en appliquant le
théorème de Harnack aux fibres voisines, nous montrons qu’il existe au plus
une composante connexe lisse contenue dans le lieu réel de Γ et ne contenant
pas a. Nous avons donc seulement deux types.
Les exemple ci-dessous réalisent les 5 cas possibles pour le type complexe 3a.
Exemples :
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1) Γ(R) = {a} :
y2 = −(x2 + t)(x2 + 1)(x2 + 2)
Si t = 0 on a bien Γ(R) = {a}.
Fig. 3.2 –
Pour t > 0 (resp. t < 0) , la partie réelle de la fibre au dessus de t est vide
(resp. est une composante lisse) d’où le type (1, 0).
2) Γ(R) = {a} ∪R1 :
y2 = −(x2 + t)(x− 2)(x− 1)(x2 + 2)
Si t = 0 on a bien Γ(R) = {a} ∪R1.
Fig. 3.3 –
Pour t > 0 (resp. t < 0), la partie réelle de la fibre au dessus de t est une seule
ovale (resp. est la réunion disjointe des deux ovales) d’où le type (2, 1).
3) Γ(R) = {a} ∪R1 ∪R2 :
y2 = (x2 + t)(x− 1)(x− 2)(x− 3)
Si t = 0 on a bien Γ(R) = {a} ∪R1 ∪R2
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Fig. 3.4 –
Pour t > 0 (resp. t < 0), la partie réelle est la réunion disjointe des deux ovales
(resp. trois ovales d’où le type (3, 2).
4)
y2 = (x2 + t)(x2 + 1)(x+ 1)
Si t = 0 alors la partie réelle de la fibre singulière est une chaîne de deux ovales.
Si t > 0 (resp. t < 0) alors la partie réelle de la fibre au dessus de t est une
seule ovale (resp. deux ovales) d’où le type (2, 1).
5)
y2 = (x2 + t)(x− 1)(x− 2)(x+ 1)
Si t = 0 alors la partie réelle de la fibre singulière est la réunion disjointe d’une
ovale et d’une une chaîne de deux ovales.
Si t > 0 (resp. t < 0) alors la partie réelle de la fibre au dessus de t est la
réunion disjointe de deux ovales (resp. trois ovales) d’où le type (3, 2).
Type complexe 4a : La fibre singulière est une courbe rationnelle Γ avec deux
points doubles a et b.
La courbe Γ est la seule composante irréductible, donc elle est réelle.
Et l’ensemble des points réels
Γ(R) = {x ∈ Γ(R) / x lisse} ∪ {x ∈ Γ(R) / x singulier}
donc :
Si a et b sont conjugués, alors {x ∈ Γ(R) / x singulier} = ∅ et donc il existe au
plus une composante connexe R contenue dans le lieu réel de Γ , ainsi Γ(R) = ∅
ou Γ(R) = R.
Si a et b sont deux points réels isolés, alors il existe au plus une composante
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connexe lisse contenue dans le lieu réel de Γ.
Si a est réel isolé et b est un point double avec deux tangentes réelles alors
Γ(R) = R ∪ {a} où R est une composante connexe contenant le point b.
Si a et b sont deux points doubles avec deux tangentes réelles, alors Γ(R) est
formé par une seule composante connexe contenant a et b.
Exemples :
1)
y2 = −[(x2 + 1)2 − t2](x2 + 2)
La partie réelle de la fibre singulière est vide ainsi que celles de ses fibres voi-
sines.
2)
y2 = [(x2 + 1)2 − t2](x+ 2)
La partie réelle de la fibre singulière est une seule composante lisse ainsi que
celles de ses fibres voisines d’où le type (1, 1).
3)
y2 = −[(x+ 1)2 − t][(x− 1)2 − t](x2 + 2)
Dans cet exemple la partie réelle de la fibre singulière est constituée par deux
points isolés. Et si t > 0 (resp. t < 0) alors la partie réelle de la fibre au dessus
de t est la réunion disjointe de deux ovales (resp. est vide) d’où le type (0, 2).
4)
y2 = −[(x+ 1)2 + t][(x− 1)2 − t](x2 + 2)
Dans cet exemple la partie réelle de la fibre singulière est aussi constituée par
deux points isolés. Mais nous avons le type (1, 1).
5)
y2 = −[(x+ 1)2 − t][(x− 1)2 − t](x+ 2)
La partie réelle de la fibre voisine est la réunion d’une ovale et deux points
isolés et au voisinage nous avons le type (1, 3).
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6)
y2 = −[(x+ 1)2 − t][(x− 1)2 − t](x+ 2)
La fibre singulière est de même type que l’exemple précédent, et au voisinage
on a le type (2, 2).
7)
y2 = [x2 + t][(x− 2)2 + t](x− 1)
La partie réelle de la fibre singulière est la réunion d’une chaîne de deux ovales
et un point isolé. Et au voisinage nous avons le type (3, 1).
8)
y2 = [x2 − t][(x− 2)2 + t](x− 1)
La partie réelle de la fibre singulière est la réunion d’une chaîne de deux ovales
et d’un point isolé. Et au voisinage nous avons le type (2, 2).
9)
y2 = [(x− 1)2 + t][(x− 2)2 + t](x+ 1)
La partie réelle de la fibre singulière est une chaîne de deux ovales et au voisi-
nage nous avons le type (3, 1).
10)
y2 = [(x− 1)2 − t][(x− 2)2 + t](x+ 1)
La partie réelle de la fibre singulière est une chaîne de deux ovales et au voisi-
nage nous avons un type (2, 2).
Comme ça nous avons réalisé tout les cas possibles pour le type complexe 4a .
Type complexe 5 : Deux courbes rationnelles lisses Γ1 et Γ2 s’intersectent
transversalement en trois points a, b et c.
Si Γ1 et Γ2 sont conjuguées alors la partie réelle est soit les trois points singuliers
a, b et c, soit l’un des points singuliers a, b et c.
Si Γ1 et Γ2 sont réelles, alors on a ou bien a, b et c sont des points réels, et
dans ce cas il existe une composante connexe R1 (resp. R2) contenue dans le
lieu réel de Γ1 (resp. de Γ2) qui contient les points a, b et c, ou bien l’un des
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trois points singuliers est réel et les deux autres sont conjugués et dans ce cas
il existe une composante connexe R1 (resp. R2) contenue dans le lieu réel de
Γ1 (resp. de Γ2) qui contient le seul point singulier réel de la fibre, et dans les
deux cas, la partie réelle de la fibre est R1 ∪R2.
Dans le cas où la partie réelle est constituée de deux ovales s’intersectant en
trois points la surface X ne peut pas être lisse. Voir Table 3.4 pour ce cas.
Exemples :
1) (Γ1 + Γ2)(R) = {a, b, c} :
y2 = −(x2 + t)((x− 1)2 + t)((x− 2)2 + t)
Si t > 0 (resp. t < 0) alors la partie réelle de la fibre au dessus de t est vide
(resp. trois ovales) d’où le type (3, 0).
2) (Γ1 + Γ2)(R) = {a, b, c} :
y2 = −(x2 + t)((x− 1)2 − t)((x− 2)2 − t)
Si t > 0 (resp. t < 0) alors la partie réelle de la fibre au dessus de t est la
réunion disjointe des deux ovales (resp. un ovale) d’où le type (1, 2).
3) (Γ1 + Γ2)(R) = {a, } :
y2 = −(x2 + t)((x2 + 1)2 + t)
Si t > 0 (resp. t < 0) alors la partie réelle de la fibre au dessus de t est vide
(resp. un ovale) d’où le type (1, 0).
4) (Γ1 + Γ2)(R) = R1 ∪R2 :
y2 = (x2 − t)((x+ i)2 + t)((x− i)2 + t)
Si t > 0 (resp. t < 0) alors la partie réelle de la fibre au dessus de t est un
ovale (resp. deux ovales) d’où le type (1, 2).
Type complexe 2 : La fibre singulière est la réunion de deux courbes elliptiques
lisses Γ1 et Γ2 s’intersectant transversalement en un point a.
La fibre stable est constituée par deux composantes irréductibles Γ1 et Γ2 qui
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s’intersectent au point réel a (a ∈ σX (Γ1 ∩ Γ2)={a}). Si σX(Γ1) = Γ2 alors a
est le seul point réel de la fibre.
Si σX(Γ1) = Γ1 alors Γ2 est aussi réelle et on a d’après (3.1), p. 49, il existe
une composante connexe lisse R1 de Γ1(R) contenue dans le lieu réel de Γ1 et
contenant le point a.
En utilisant l’argument (3.1), p. 49, il existe une composante connexe lisse R2
de Γ2(R) contenue dans le lieu réel de Γ2 et contenant le point a. S’il existe
un point réel b /∈ R1 ∪ R2 alors b est contenue dans une composante connexe
R3 contenu dans le lieu réel de la fibre, donc la partie réelle de la fibre est
R1 ∪ R2 ∪ R3. Si non R1 ∪ R2 est la partie réelle. Et ce sont les seuls cas
possibles d’après le Théorème de Harnack appliqué au fibre voisine de la fibre
singulière.
Exemples :
Dans la suite les deux composantes irréductibles de la fibres singulières sont
les complétés projectifs des deux courbes affines :
y2 = x3 + a(0)x2 + x et z2 = v3 + b(0)v2 + v.
où a(t) et b(t) sont des fonctions holomorphes.
1) σX(Γ1) = Γ2 et R(Γ1 + Γ2) = {a}.
y2 = x3 + itx2 + x et z2 = v3 − itv2 + v.
la partie réelle est un points isolé et au voisinage on a le type (1, 0).
2)
y2 = x3 + (1 + t)x2 + x et z2 = v3 + (1− t)v2 + v.
la partie réelle est une chaîne de deux ovales et au voisinage on a le type (2, 1).
3)
y2 = x3 + (1 + t)x2 + x et z2 = v3 + (3 + t)v2 + v.
la partie réelle est la réunion d’une chaîne de deux ovales et un ovale, et au
voisinage on a le type (3, 2).
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Type complexe 3b : Une courbe elliptique lisse Γ1 et une courbe rationnelle Γ2
avec un point double a, s’intersectant en un point b transversalement.
Les courbes Γ1 et Γ2 sont réelles, aussi a et b sont deux points réels.
En utilisant l’argument (3.1), p. 49, il existe une composante connexe R1 (resp.
R2) contenue dans le lieu réel de Γ1 (resp. Γ2) et contenant le point b. Si a est
un point isolé, alors R2 est la seule composante connexe de Γ2(R) autre que
a. Sinon le point a appartient à R2 et Γ1(R) contient au plus une composante
connexe autre que R1, et ne contenant pas b.
Exemples :
1)
y2 = x3 + (1 + t)x2 + x et z2 = v3 + (2 + t)v2 + v.
la partie réelle est la réunion d’une chaîne de deux ovales et un point isolé, et
au voisinage on a le type (3, 1).
2)
y2 = x3 + (1 + t)x2 + x et z2 = v3 + (2− t)v2 + v.
la partie réelle est la réunion d’une chaîne de deux ovales et un point isolé, et
au voisinage on a le type (2, 2).
3)
y2 = x3 + (3 + t)x2 + x et z2 = v3 + (2 + t)v2 + v.
la partie réelle est la réunion d’une chaîne de deux ovales, un ovale et un point
isolé, et au voisinage on a le type (3, 3).
4)
y2 = x3 + (1 + t)x2 + x et z2 = v3 + (−2 + t)v2 + v.
la partie réelle est une chaîne de trois ovales, et au voisinage on a le type (2, 2).
5)
y2 = x3 + (3 + t)x2 + x et z2 = v3 + (2− t)v2 + v.
56
la partie réelle est la réunion d’une chaîne de trois ovales et un ovale, et au
voisinage on a le type (3, 3).
Type complexe 4b : Deux courbes rationnelles Γ1 et Γ2 (avec un point double)
s’intersectant transversalement en un point c
Les courbes Γ1 et Γ2 sont les seules composantes irréductibles de la fibre. Le
point c est réel.
Si Γ1 et Γ2 sont conjugués alors le seul point réel est c.
Si Γ1 et Γ2 sont réels, alors a et b sont réels et d’après (3.1), p. 49, il existe
une composante connexe R1 (resp. R2) formés par des point réels contenue
dans Γ1 (resp. dans Γ2) et qui contient le point c. Si a et b sont isolés alors la
partie réelle de la fibre est R1 ∪R2 ∪ {a, b}. Si a est réel isolé et b est un point
double avec deux tangentes réelles alors b ∈ R2 et la partie réelle de la fibre est
R1 ∪ R2 ∪ {a}. Si a et b sont deux points doubles avec deux tangentes réelles
alors a ∈ R1 et b ∈ R2 et la partie réelle de la fibre est R1 ∪R2.
Exemples :
1)
y2 = x3 + (2 + it)x2 + x et z2 = v3 + (2− it)v2 + v.
la partie réelle est un point isolé, et au voisinage on a le type (0, 1).
2)
y2 = x3 + (2 + t)x2 + x et z2 = v3 + (2− t)v2 + v.
la partie réelle est la réunion d’une chaîne de deux ovales et deux points isolés,
et au voisinage on a le type (2, 2).
3)
y2 = x3 + (2− t)x2 + x et z2 = v3 + (2 + t)v2 + v.
la partie réelle est la réunion d’une chaîne de deux ovales et deux points isolés,
et au voisinage on a le type (3, 2).
4)
y2 = x3 + (−2 + t)x2 + x et z2 = v3 + (2− t)v2 + v.
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la partie réelle est la réunion d’une chaîne de trois ovales et un point isolé, et
au voisinage on a le type (2, 3).
5)
y2 = x3 + (−2 + t)x2 + x et z2 = v3 + (−2− t)v2 + v.
la partie réelle est la réunion d’une chaîne de quatre ovales, et au voisinage on
a le type (3, 2).
Proposition 3.9. Soit pi : X −→ E un pinceau réel en courbes stables de genre
2 avec une unique fibre singulière au dessus de 0. Alors l’espace total X peut
avoir seulement des singularités aux points doubles de l’unique fibre singulière
au dessus de 0. Et ces singularités sont de type An.
Démonstration. Voir [37, § 4]
Remarque 3.10. Dans le théorème précédent nous avons traités le cas des
pinceaux en courbes stables de genre 2 dont l’espace total X est une surface
lisse. Mais en général la surface X peut être singulière.
Dans le cas général d’une fibration stable de genre 2, on obtient la même liste
pour les 3 premières colonnes du tableau, en revanche on a de nouvelles possi-
bilités pour la colonne 4 concernant le type des fibres voisines.
Remarque 3.11. Une fibration stable de type 1 est toujours lisse.





un point isolé (1,1) y2 = −(x2 − t2)(x2 + 1)(x2 + 2)
(0,0) y2 = −(x2 + t2)(x2 + 1)(x2 + 2)
un point isolé et un
ovale
(1,1) y2 = −(x2 − t2)(x− 2)(x2 + 2)
(2,2) y2 = −(x2 + t2)(x− 2)(x2 + 2)
un point isolé et deux
ovales
(3,3) y2 = (x2− t2)(x−1)(x−2)(x−3)
(2,2) y2 = (x2+ t2)(x−1)(x−2)(x−3)
une chaîne de 2 ovales (2,2) y2 = (x2 − t2)(x2 + 1)(x+ 1)
une chaîne de 2 ovales
et un ovale
(3,3) y2 = (x2− t2)(x+1)(x+2)(x+3)





deux points isolés (2,2) y2 = −[(x+1)2−t2][(x−1)2−t2](x2+2)
ou(2,1) y2 = −[(x+1)2−t2][(x−1)2−t](x2+2)
deux points isolés
et un ovale
(3,3) y2 = −[(x+1)2−t2][(x−1)2−t2](x+2)
ou(3,2) y2 = −[(x+1)2− t2][(x−1)2− t](x+2)
une chaîne de 2
ovales et un point
isolé
(3,3) y2 = [x2 − t2][(x− 2)2 − t2](x− 1)
ou(3,2) y2 = [x2 − t2][(x− 2)2 − t](x− 1)
une chaîne de 3
ovales
(3,3) y2 = [(x− 1)2− t2][(x− 2)2− t2](x+1)
Tab. 3.3 – Type complexe 4a
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un point isolé (1,1) y2 = −(x2 − t2)((x2 + 1)2 + t)
trois points isolés (3,3) y2 = −(x2−t2)((x−1)2−t2)((x−2)2−
t2)
ou(3,2) y2 = −(x2−t2)((x−1)2−t2)((x−2)2−t)
Deux ovales s’inter-







une chaîne de 2
ovales
(2,2) y2 = (x2− t2)((x+ i)2+ t)((x− i)2+ t)
Tab. 3.4 – Type complexe 5
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Chapitre 4
Invariants réels d’un pinceau en
courbes de genre 2
On désigne par D = {s ∈ C; |s| < } et E = {s ∈ C; |s| <  1n} les deux
disques centrés en 0 et des rayons  et 
1
n respectivement .
Soient pi : X −→ D un pinceau en courbes de genre 2 et δ : E −→ D qui à tout
s on associe sn. Alors il existe un pinceau en courbes stables pist : Xst −→ E
isomorphe à X ×D E en dehors de 0 ([17, Cor. 2.7] et [58, Th. 6.3]).
On sait que le pinceau pi : X −→ D est uniquement déterminée par les trois
invariants complexe de Namikawa et Ueno ( le pinceau stable pist : Xst −→ E,
degré et monodromie) détaillés en deuxième Chapitre.
On cherche à déterminer les invariants réels d’un pinceau réel en courbes de
genre 2.
Si t ∈ D alors δ−1(t) est de cardinal n. On obtient une fonction multivaluée√
z : D  E dont on a besoin de la relever en une fonction bien définie.
On traite dans la suite le cas n = 2. Le cas n > 2 se fait de la même manière.
Le théorème principale de ce chapitre utilise en partie la notion de corps des
modules et corps de definition et la notion d’uniformisation de la racine carré.
Donc, avant de définir les invariants réels d’un pinceau réel en courbes de genre
2, qui est la question principale, je commence par rappeler ces deux notions.
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4.1 Corps de module et corps de définition
On se donne un corpsK, on note parKs une clôture séparable deK etK sa
clôture algébrique. Soient F/K une extension Galoisienne et G = Gal(F/K).
Soit X une courbe projective lisse de genre g ≥ 2 définie sur F . On note par
M(X) le sous groupe de G constitué par les éléments τ ∈ G tel que X et Xτ
soient isomorphes sur F .
Definition 4.1. On appelle corps de module de la courbe X relativement à
l’extension F/K les sous-corps FM(X) de F , et on note par Km. Le corps de
module relative à Ks/K est appelé corps de module absolue relative à K.
Remarque 4.2. Le corps de module de la courbe X relativement à F/K est
contenu dans tout les corps de définition intermédiaire entre K et F . En par-
ticulier si le corps de module est un corps de définition alors c’est le plus petit
corps de définition intermédiaires entre F et K. Le corps de module de X
relative à F/Km est Km.
Question : L’extension Galoisienne F/K étant fixée, on se donne une
courbe définie sur F . La question est sous quelle condition, le corps de module
relative à l’extension F/K soit un corps de définition.
On suppose que la courbe projective lisse X définie sur F est de genre g ≥ 2
et Km = K. On sait que l’ordre du groupe d’automorphimes de X définie sur
F est égale à n fini (n ≤ 84(g − 1)). On suppose que (n, car(K)) = 1.
Théorème 4.3. Sous les hypothèses ci-dessus, Il existe un modèle BK (appelé
modèle canonique de B sur le corps de module K de X) de B = X/Aut(X)
défini sur K tel que le revêtement X −→ B à K-base BK à pour corps de
module K. De plus un corps E intermédiaire entre K et F est un corps de
définition de la courbe X si et seulement s’il est un corps de définition du
revêtement f : X −→ B à K-base BK.
Démonstration. [15, Th. 3.1]
4.2 Condition (suite/scindée)
Soit F/K une extension Galoisienne. On se donne une courbe projective
lisse géometriquement irréductible BK définie sur K. Soit B = BK ×K F et A
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un diviseur fixé sur B ×K Ks défini sur K, dont les composantes irréductibles
sont de multiplicités 1. Soit la courbe affine, B∗K = BK − supp(A), définie sur
K et B∗ = B∗K ×K F .
Definition 4.4. On dit que la condition ouverte (suite/scindée) est vérifiée
pour le triplet (F/K,BK , A) si la suite exacte, des groupes fondamentaux al-
gébriques, suivante :
1 −→ pi1(B∗) −→ pi1(B∗K) −→ G(F/K) −→ 1
est scindée. Autrement dit s’il existe une section s : G(F/K) −→ pi1(B∗K).
Remarque 4.5. Dans la littirature, souvent le corps F considéré dans la suite
exacte est une clôture séparable Ks de K. Dans ce cas, si la courbe B ad-
met une section sur K (i.e. BK(K) 6= ∅) alors la condition ouverte ouverte
(suite/scindée) est vérifiée [15]. Mais pour F/K une extension Galoisiènne
quelconque, la condition ouverte (suite/scindée) peut ne pas être vérifiée même
si BK(K) 6= ∅ [14].
On considère une courbe projective lisse X de genre g ≥ 2 définie sur F et
de corps de module K relativement à l’extension F/K. Alors on a le théorème
suivant :
Théorème 4.6. On suppose que (o(Aut(X)), car(K)) = 1 et que la condition
ouverte (suite/scindée) est vérifiée, avec B = X/Aut(X) et A le diviseur de
ramification réduit du revêtement f : X −→ X/Aut(X). Alors K est un corps
de définition de X
Démonstration. [15, Cor. 5.3]
4.3 Racine carrée
On se propose de prolonger, sur C, la fonction x 7−→ √x qui est définie sur
R+ et de classe C∞ sur R∗+.









Malheureusement cela donne lieu à une fonction multivaluée ;












r ei(θ+2pi) = −√r e
iθ
2
Si on restreint l’argument θ de z sur un domaine de type [θ0, θ0 + 2pi[
avec θ0 fixé, on peut éviter le problème et on obtient une fonction appelée
détermination de la racine carrée. Mais cette dernière n’est pas continue sur






2 ou −√r e
iθ0
2 si z tend vers r eiθ0 , selon que θ
tend vers θ+0 ou (θ0 + 2pi)
−.
Ainsi la fonction définie est continue sur C \R∗ eiθ0 .
Definition 4.7. L’unique détermination de la racine carrée continue sur C \
R− et tel que
√
1 = 1 est appelée détérmination principale.
Théorème 4.8. Soit H =
{










f ∈ H tel que ∀a, b ∈ C, f(ab) = f(a)f(b)
}
= ∅
Démonstration. (1) Soit f : C −→ C continue tel que ∀ z ∈ C, (f(z))2 = z.
Soit g(z) = f(eit) e−
it
2 , ∀t ∈ R. La fonction g est continue et de carré 1, donc
elle est constante et vaut 1 ou −1 d’où f(eit) = a e it2 pour tout t ∈ R où
a = ±1. En particulier f(1) = 1 pour t = 0 et f(1) = −1 pour t = 2pi,
contraduction.
(2) Soit f : C −→ C tel que ∀ z ∈ C, (f(z))2 = z et f(ab) = f(a)f(b),
∀a, b ∈ C. Donc f(1) = ±1 et f(1) = f(1.1) = (f(1))2 d’où f(1) = 1.
Cela implique (f(−1)2 = f((−1)2) = f(1) = 1 ce qui contredit le fait que
f(ab) = f(a)f(b), ∀a, b ∈ C.
Soit U un ouvert de C, on pose :
F(U) = {f : U −→ C continue, tel que ∀z ∈ U, (f(z))2 = z}
Remarque 4.9. On peut vérifier que si 0 ∈ U ou U contient un cercle centré
en 0, alors F(U) = {∅}.
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Soit donc U un ouvert non vide et connexe de C∗. Si f et g deux éléments
de F(U) alors f 2 = g2 et donc f = ±g puisque U est connexe. Donc F(U),
s’il n’est pas vide, a exactement deux éléments opposés. Soit z0 ∈ U et w0 ∈ C
tel que w20 = z0, alors chacune des deux déterminations de la racine carrée est
uniquement déterminée par la condition f(z0) = w0 ou f(z0) = −w0.



















2(1 + u)g′ = g







, ∀n ∈ N
On a obtenue donc une solution holomorphe sur le disque ouvert U = D(1, 1).
La restriction de la détermination principale de la racine carrée à U = D(1, 1)
est égale à la série entière trouvée ou son opposée (puisque elles ont la même
valeur en 1).
On choisit maintenant, arbitrairement, z0 ∈ C∗ et w0 ∈ C tel que w20 = z0. On









), le système (S1) est équivalent à h(1) = 1 et (h(z))2 = z que
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qui est en fait, (ou son opposée), la restriction à D(z0, |z0|) de la détermination
de la racine carré continue sur C \R eiθ0 , où θ0 vérifie D(z0, |z0|) ⊂ C \R eiθ0 .
Remarque 4.10. On sait maintenant définir localement des déterminations de
la racine carrée continues, même holomorphes. On a vue d’après le théorème
4.8 que c’est impossible d’en construire globalement. On comprendra à quel
étape on ne peut plus prolonger.
On fait un tour, dans le sens positif, autour de 0 le long du cercle unité
C(0, 1) ⊂
⋃
Uk où Uk = D(e
ikpi
2 , 1) ⊂ C∗, k = 0, 1, 2, 3.
Soit f0 la restriction de la détermination principale de la racine carrée à U0.
On note par f01 ∈ F(U01) la restriction de f0 à l’ouvert U01 = U0∩U1. Comme
U01 est non vide et connexe, il y’a exactement deux déterminations ±f01 de la
racine carrée sur U01. On a vue aussi qu’il y a exactement deux déterminations





), et dont l’une des
deux admet pour restriction à U01 la fonction f01, notons f1 cette fonction.
Les applications F(U0) −→ F(U01) et F(U1) −→ F(U01) sont bijectives.
On obtient ainsi une bijection F(U0) −→ F(U1) qui envoi f0 à f1. On continue
la procédure le long de U2, U3 et finir par U4 = U0. A la fin on a f4 = ±f1.
On conclut l’impossibilité d’un prolongement analytique global.
Une question qui se pose, peut-on prolonger une détermination locale de la
racine carré ; On se donne x ∈ C∗ et une fonction f de carrée l’identité conti-
nue au voisinage de x, comment propage-t-on l’information au voisinage d’un
point y en lequel f n’est pas définie au départ.
La réponse est basée sur le prolongement analytique le long d’un chemin
γ : [0, 1] −→ C∗ d’origine x et d’extrimité y. Et la procedure est la suivante :
1. On recouvre Im γ par un nombre fini de disques ouverts Ui = D(zi, ri)
dans C∗ où zi = γ(ti), ri > 0, i = 0, ..., k, tel que t0 = 0 < t1 < ... < tk =
1, z0 = x, zk = b et ∀i = 1, ..., k, Ui ∩ Ui−1 6= ∅
2. On note f0 l’unique élément de F(U0) qui coïncide avec f au voisinage
de x.
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3. On note f1,...,fk les images successives de f0 dans F(U1),..., F(Uk) par
les bijections comme ci-dessus.
4. Le resultat de prolongement analytique de f le long de de γ est la fonction
fk.
Remarque 4.11. Le résultat de prolongement dépend uniquement de la classe
d’homotopie du chemin dans C∗.
Si a = b = 1 alors le chemin γ est appelé lacet de base 1. On sait que tout
lacet dans C∗ est homotope à un lacet de la forme t 7−→ e2ikpit, l’entier k est
appelé l’indice de 0 par rapport à γ et l’on note I(0, γ).
Proposition 4.12. Soit f une déterminatin de la racine carré au voisinage
de 1 et soit γ un lacet de base 1. Alors le résultat de prolongement analytique
de f le long de γ est (−1)I(0,γ)f .
4.4 Uniformisation de la racine carrée
4.4.1 Description formelle de surface de Riemann de
√
z
Soient f la détermination principale de la racine carrée sur C \ R− et
U = R∗+ + iR. Soit f0 la restriction de f à U0 = U . Le prolongement le long
du lacet λ(t) = e2ipit de f0 se fait en quatre étapes correspend au quatre quarts
du tour Uk = ikU .
On note par les fk les prolongement successives de f0, on sait, d’après la pro-
position 4.12, que f4 = −f0. Les deux éléments de surface (U0, f0) et (U4, f4)
sont au dessus de U mais il sont disjoints ; en faisant un autre tour on revient
au premier étage, on trouve alors un parking hélicoïdal à deux étages.
4.4.2 Surface étalée au dessus de C∗
On note par Σ˜∗ la surface de Riemann obtenue ci-dessus. Sa projection
sur C∗ est un revêtement double de degré 2. On note par p : Σ˜∗ −→ C∗ cette
projection : l’image réciproque d’un ouvert U suffisament petit est la réunion
disjointe de deux ouverts V1 et V2 de Σ˜∗ tels que les restrictions p|V1 et p|V2
soient des homéomorphismes de V1, V2 sur U . La racine carrée s’uniformise sur











z se relève en une fonction (uniforme) holomorphe√˜
z définie géometriquement comme suit :
Soit U un ouvert de C∗ contenant 1, alors p−1(U) est la réunion disjointe des
deux ouverts V1 et V2 où chaque ouvert Vi correspond à l’une des détermina-
tions φi de la racine carrée sur U . Soit {p0} = V1∩p−1{1}. La valeur de
√˜
z en
p0 est alors φ1(1). Maintenant, soient p un point de Σ˜∗ et γ˜ un chemin de p0 à
p dans Σ˜∗. La projection de γ˜ par p est un chemin γ ,de p(p0) = 1 à p(p) = z,
dans C∗. Le prolongement analytique de φ1 le long du chemin γ définit une
détermination φ de la racine carrée au voisinage de z. Donc la valeur de
√˜
z
en p est par définition φ(z).
Remarque 4.13. Soit p, p′ ∈ Σ˜∗ qui se projettent sur z, z′∈ C∗. Alors tout
chemin γ de z à z′ dans C∗se relève en un chemin γ˜ de p à p′ ou bien de p à
q′ où q′ est l’autre point de p−1(z′).
En particulier, si λ est un lacet autour de 0 est à point base 1 et λ˜ son relève-
ment dans Σ˜∗ , alors :
λ˜ est un lacet ⇐⇒ I(0, λ) est pair.
4.4.3 Structure réelle sur Σ˜∗
Soit p ∈ Σ˜∗. On note z = p(p) = r eiθ, on considère le lacet γ : t 7−→ r e2ipit
à point base z. Un relèvement γ˜ de γ est un chemin de p à p′ où p′ est l’autre
point appartenat à p−1{z}. Un tel relèvement doit passer par l’un des deux
points q et q′ de p−1{z}. On choisit un relèvement qui passe par l’un des deux
points situé sur le même étage que p et on note ce point par σ(p). On a ainsi
définie une involution antiholomorphe σ sur Σ˜∗.
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Maintenant, on note par E˜∗ la surface de Riemann de la racine carrée restreinte
à D∗ = D\{0}. La projection p′ de E˜∗ sur D∗ est un revêtement étale de degré
2.
La structure réelle définie çi-dessus sur Σ˜∗ induit une structure réelle sur E˜∗
noté encore σ.
Remarque 4.14. Dans le cas général où n > 2, on peut aussi définir, de la
même manière, la surface de Riemann de la racine n’ième E˜∗ et la fonction
holomorphe n˜
√
z : E˜∗ −→ E.
On suppose maintenant que pi : X −→ D est réelle.
Soit pist : Xst −→ E le pinceau en courbes stables associé à pi : X −→ D.
Comme la fonction
√˜
z : E˜∗ −→ E est holomorphe, alors d’après [33, CH. 10,
Prop. 3.15], le pinceau pi : X˜st := Xst ×E E˜∗ −→ E˜∗ est stable.
On suppose que pi : (X˜st, σ1) −→ (E˜∗, σ2) est réelle. On note par X˜η la fibre
générique de pi, c’est une courbe projective lisse de genre 2, définie sur R(η).
On pose F = R(η), K = R(t) (où t est un paramètre local du disque D). Soit
ξ ∈ Gal(F/K). Alors ξ induit un automorphisme sur E˜∗ qu’on note aussi par
ξ. L’involution ξ ◦σ1 ◦ξ−1 définit une structure réelle sur E˜∗ pour laquelle ξ ◦pi
est réelle. Et les deux pinceaux pi et ξ ◦ pi sont isomorphes sur R.
Id : (X˜, σ1) −→ (X˜ξ, σ1)ypi ξ◦pi
y
ξ : (E˜∗, σ2) −→ (E˜∗, σ′)
En particulier X˜η et X˜ξη sont isomorphes sur F , d’où K est le corps de
module de X˜η relativement à F/K.
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Soit B = X˜η/Aut(X˜η) et A est le diviseur de ramification du revêtement
f : X˜η −→ B. D’après théorème 4.3 B admet un modèle BK définie sur K.
Théorème 4.15. On suppose que la condition ouverte (suite/scindée) est vé-
rifiée pour le triplet (F/K,BK , A). Alors La classe du pinceau pi : X −→ D est
uniquement déterminé par :
Les deux invariants complexe :
– Le pinceau stable associé pist : Xst −→ E
– Monodromie.
Et les trois invariants :
– Le pinceau en courbes stable X˜st −→ E˜∗
– Une structure réelle σ sur X˜st
– L’homomorphisme G(F/K) −→ Aut(X˜η).
Démonstration. La classe complexe de pi est uniquement déterminé par les
deux premiers invariants. En effet, d’après Namikawa et Ueno [37], pour ob-
tenir le pinceau en courbes pi : X −→ D à partir de pist : Xst −→ E il nous
faut deux étapes. La première consiste à obtenir le modèle minimale lisse de
pist : Xst −→ E et la seconde consiste à considérer le modèle relativement mi-
nimal du quotient de ce dernier par la monodromie. Ce modèle relativement
minimale est unique à isomorphisme près [34].
Soit F = R(η) (resp. K = R(t))le corps de fonctions de E˜∗ (resp. de D), alors
F/K est une extension galoisienne de degré n.
La fibre générale X˜η de X˜st est une courbe projective lisse de genre 2, définie
sur F , et K est le corps de module de X˜st relativement à l’extension F/K.
La condition ouverte (suite/scinde) implique l’existence d’une section de l’ap-
plication pi1(B∗K) −→ G(F/K) notée s : G(F/K) −→ pi1(B∗K), on conclut,
d’après le théorème 4.6, que le revêtement f : X˜η −→ X˜η/Aut(X˜η) est définie
sur K, par suite la courbe X˜η descent sur K.
Soit φK : pi1(B∗K) −→ Aut(X˜η) le morphisme correspond au revêtement f [14,
§ 2.4], alors le modèle fK de f sur K est déterminé par le revêtement f ⊗K F
et le morphisme φK ◦ s : G(F/K) −→ Aut(X˜η) [14, §2.9]. Finalement l’homo-
morphisme G(F/K) −→ Aut(X˜η) nous permet de choisir une forme de X˜η sur
K.
Consequence 4.16. (du théorème 4.15) Dans [1] nous avons déterminé le
nombre des composantes connexes des fibres voisines de pi−1(0) pour les pin-
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ceaux réels en courbes stables. Le théorème 4.15 nous permet de calculer le
nombre des composantes connexes des fibres voisines dans le cas d’un pinceau
réel en courbes de genre 2 en utilisant celles du pinceau stable associé.
Remarque 4.17. Le premier invariant dans le théorème 4.15 (le pinceau
stable pist : Xst −→ E) permet de déterminer l’invariant complexe deg pi, ce
qui affirme que deux pinceaux de même classe complexe ont le même triplet




Pinceaux réels en courbes de genre
2 : Type elliptique
Soient pi : X −→ D un pinceau en courbes de genre 2 et (M, z, n) ∈
Sp(4,Z) × S∗2 × N le triplet d’invariants, introduit par Namikawa et Ueno,
déterminant d’une manière unique le type complexe de la fibre singulière
X0 = pi
−1(0) de pi.
On admet dans la suite la notation de Namikawa et Ueno pour les types com-
plexes des fibres singulières.
On rappelle que X0 est dit de type elliptique si M est d’ordre fini. Et dans ce
cas z correspond, comme étant un point de l’espace des modules des courbes
stables de genre 2, à une courbe projective lisse de genre 2 (i.e. z ∈ M∗)
ou deux courbes elliptiques s’intersectent transversalement en un point (i.e.
z ∈ N ∗) voir [Ch. II, §3]. Dans le premier cas X0 est dit de type elliptique 1
quand à la deuxième il est dit de type elliptique 2.
Dans ce chapitre on se propose d’étudier les pinceaux réels en courbes de genre
2 dont les fibres singulières sont de type elliptique. Dans le cas complexe, Nami-
kawa et Ueno [37] ont donné une méthode analytique permet de construire les
fibres singulières de type elliptique. Nous allons suivre leur construction pour
traiter le cas réel pour le type elliptique 1, par contre pour le cas elliptique 2
nous utilisons le travail de Q. Liu [34] en s’inspirant du travail de Silhol dans
le cas des fibrations elliptiques [51, Ch. 7].
73
5.1 Fibres singulières de type elliptique 1
5.1.1 Construction des fibres singulières de type ellip-
tique 1
On suppose dans la suite que X est minimale.
On a rappelé dans [Ch. II, §3] la construction du triplet d’invariants (M, z, n)
introduite par Namikawa et Ueno et que siM est d’ordre fini, n = 0 et z ∈M∗
la fibre singulière est dit de type elliptique 1.
Inversement, on se donne un couple (M,Z) ∈ Sp(4,Z) ×M∗. Soient τ ∈ M
un représentant de Z et C une courbe projective lisse de genre 2 associée à τ
alorsM est la représentation d’un automorphisme holomorphe g0 de C ( décrit
explicitement dans [37]).
Soit E ={s ∈ C ; |s|<  1n} avec n = ord(M).
On pose D = E × C, et on note par G le groupe cyclique d’ordre n engendré
par l’automorphisme g : (s, p) 7−→ (en(s), g0(p)) de D, où en = exp(2ipi
n
).
Soit D˜, le modèle minimal lisse du quotient D/G,alors D˜ −→ D est un pinceau
en courbes de genre 2. La fibre singulière au dessus de s = 0 est la fibre désirée.
5.1.2 Classification réelle des fibres singulières de type
elliptique 1
On suppose maintenant que pi : X −→ D est un pinceu réel en courbes




niDi le diviseur associé à la fibre singulière de pi au dessus de 0.
Le but de ce paragraphe est de donner les types de configuration réels possibles
de X0. De façon schématique on peut représenter le type de configuration réel
de X0 comme dans le tableau du théorème suivant où on a noté par les
composantes irréductibles réelles et par les composantes irréductibles
non réelles.
Théorème 5.1. Soit X −→ D un pinceau réel en courbes de genre 2 dont
la fibre singulière est de type elliptique 1. Le tableau ci-dessous donne pour
chaque type complexe les types de configuration réels possibles.(voir [37] pour




















Dans les colonnes 1 et 2 nous utilisons les notations de Namikawa et Ueno
[38] et Ueno [56] respectivement.
Démonstration. Nous nous donnons dans chaque type un couple (M,Z) ∈
Sp(4,Z)×M∗. On note par C une courbe projective lisse de genre 2 de matrice
des périodes (I, τ) où τ est un représentant de Z et par g l’automorphisme sur
D défini dans le paragraphe précédent. Soient {p1...pk} l’ensemble des points
de D fixés par g. Les points singuliers de D/G sont les points pi classes des
points pi. Donc le modèle lisse X du quotient D/G est obtenu par résolution
canonique des singularités de ce dernier et le type complexe de la fibre singu-
lière au dessus de s = 0 est donnée par ([37, § 7]).
Type [ I0−0−0 ] :
La fibre à l’origine est une courbe projective lisse de genre 2 qui est réelle car
c’est l’unique composante irréductible de la fibre.
Type [ I∗0−0−0 ] :





L’automorphisme g est donné par g(s, x, y) = (−s, x,−y), et possède six points
fixes {pi= (0, ai, 0)}. Les points singuliers de D/G sont les points pi classes des
points pi.
La fibre singulière au dessus de l’origine s’écrit :




où D (courbe rationnelle lisse) est la transformée stricte de C×{0}/G et pour
tout i, la composante Di est la droite projective correspondant au point pi dans
la résolution des singularités.
Soit σ la structure réelle usuelle sur D définie par σ(s, x, y) = (s, x, y). On a
σ ◦ g =g ◦σ, donc l’involution σ induit une structure réelle sur D/G et comme
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σ laisse globalement invariant l’ensemble des points singuliers de D/G, alors
on a ou bien σ(pi) = pi et dans ce cas Di est réelle comme composante irré-
ductible de X, ou bien σ(pi) = pj où i 6= j, et dans ce cas σ(Di) = Dj . On a
alors 4 possibilités pour le choix des ai (deux à deux conjugués, deux réels et
les autres complexes conjugués deux à deux , quatre réels et deux complexes
conjugués ou les six sont réels) et donc finalement nous avons quatre types réels.
Type [ II ] :
La courbe C est un modèle projectif lisse d’une courbe affine donnée par :
y2 = x6 + αx4 + βx2 + 1
L’automorphisme g est donné par g(s, x, y) = (−s,−x, y), et possède deux
points fixes p1 = (0, 0, 1) et p2 = (0, 0,−1). Ainsi D/G a deux point singuliers
p1 et p2 correspondant respectivement aux deux points fixes p1 et p2. La fibre
singulière au dessus de 0 est :
X0 = 2D +D1 +D2
où la courbe elliptique lisse D est la transformée stricte de C×{0}/G, D1 et D2
sont deux courbes rationnelles lisses correspondant aux résolutions des points
singuliers p1 et p2.
On considère la structure réelle usuelle σ sur D définie par σ(s, x, y) = (s, x, y).
On a σ ◦ g = g ◦ σ, donc l’involution σ induit une structure réelle sur D/G et
σ(pi) = pi. Par suite D1 et D2 sont réelles.
La structure réelle définie par σ1(s, x, y) = (s, x,−y), envoie D1 sur D2.
D’où les deux possibilités décrites dans le tableau.
Type [ VI ] :
La courbe C est un modèle projectif lisse d’une courbe affine donnée par :
y2 = x(x4 + αx2 + 1)
L’automorphisme g est donné par g(s, x, y) = (is,−x, iy), et possède deux
points fixes p1 = (0, 0, 0) et p2 = (0, p∞).
L’automorphisme g2 : (s, x, y) 7−→ (−s, x,−y) possède deux points fixes autres
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, 0). Ainsi D/G possède quatre points singuliers p1,
p2, p3 et p4 classes des points p1, p2, p3 et p4 respectivement.
La fibre singulière au dessus de l’origine s’écrit :
X0 = 4D +D1 + 3D2 + 2D3 +D4 + 2D5 + 2D6
où D est la transformée stricte de C×{0}/G et D1 correspondant au point sin-
gulier p1. Les droites projectives D2, D3 et D4 correspondant au point singulier
p2. Et D5, D6 correspondant respectivement aux points p3 et p4.
On considère l’action de Galois induite par une structure réelle sur les com-
posantes irréductibles de la fibre singulière. Une composante irréductible de
X0 est réelle ou la conjuguée d’une autre composante de même type et même
multiplicité, on a donc D, D1, D2, D3 et D4 sont réelles, ainsi on a exactement
deux types réelles. Considérons la structure réelle usuelle σ qui envoie D5 sur
D6 pour α = 0. Et qui laisse fixe globalement D5 et D6 si α 6= 0.
Type [ III ] :
La courbe C est un modèle projectif lisse d’une courbe affine donnée par :
y2 = x6 + αx3 + 1
L’automorphisme g est donné par g(s, x, y) = (e3s, e3x, y), et possède quatre
points fixes p1 = (0, 0, 1), p2 = (0, 0,−1), p3 = (0, p∞) et p4 = (0, q∞) dont les
deux derniers correspondant au point à l’infini après résolution de singularité
. Ainsi D/G a quatre points singuliers p1, p2, p3 et p4 correspondant respec-
tivement aux points p1, p2, p3 et p4. La fibre singulière au dessus de l’origine
s’écrit :
X0 = 3D +D1 +D2 + 2D3 +D4 + 2D5 +D6
où D est une courbe rationnelle et c’est le modèle lisse d’une courbe C×{0}/G.
Et les deux courbes lisses D1 et D2 correspondant aux deux points singuliers p1
et p2. Les courbes rationnelles lisses D3 et D4 (resp. D5 et D6) correspondant
au point singulier p3 (resp. p4).
Soit C˜ la courbe projective singulière plane donnée par l’équation affine :
y2 = x6 + αx3 + 1
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La courbe C˜ a comme point singulier l’unique point à l’infini p = (0 : 0 : 1) ∈





, l’équation affine dans {z2 6= 0} est :
X4 = X6 + αX3Y 3 + Y 6
La courbe affine S˜ donnée par cette équation possède un seul point singulier
(0, 0).
On considère le bimeromorphisme F de C2 défini par :







l’application F induit une application holomorphe de C2 − {XY = 0} dans
C2 − {uv = 0}. Et la clotûre de Zariski de F (S˜ − (0, 0)) est une courbe affine
S donnée par l’équation :
u = v2(1 + αu2 + u4)
On en déduit que S est un modèle lisse de S˜ et les deux points p∞ = (0, 1) et
q∞ = (0,−1) correspondent au point (0, 0).
Et enfin C = C˜ − p ∪ S est un modèle non singulier de C˜.
Si on considère la structure réelle usuelle σ sur S définie par σ(s, x, y) =
(s, x, y) alors p1 et p2 sont deux points réels. L’involution σ induit sur la carte
{z2 6= 0} l’involution (X, Y ) 7−→ (X, Y ), qui induit encore la structure réelle
sur S définie par :
(u, v) 7−→ (u, v)
et on a alors p3 et p4 sont deux points réels et dans ce cas toutes les composantes
irréductibles de la fibre singulière sont réelles.
Soit σ1 la structure réelle définie sur D par σ1(s, x, y) = (s, x,−y), on a σ1(p1)
= p2, donc D1 et D2 sont conjuguées. L’involution σ1 induit sur la carte {z2 6=
0} l’involution (X, Y ) 7−→ (−X,−Y ), qui induit encore la structure réelle sur
D définie par :
(u, v) 7−→ (u,−v)
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et on a alors que p3 et p4 sont deux points conjugués et dans ce cas on a le
type de configuration réel suivant :
X0 = 3D + (1 + σ1)D1 + 2(1 + σ1)D3 + (1 + σ1)D4
Type [ IV ] :
La courbe C est un modèle projectif lisse d’une courbe affine donnée par :
y2 = x6 + αx3 + 1
L’automorphisme g est donné par g(s, x, y) = (e6s, e3x,−y), et ne possède
aucun point fixe. L’automorphisme g2(s, x, y) = (e26s, e
2
3x, y) possède quatre
points fixes équivalents à p1 = (0, 0, 1), p2 = (0, p∞). Et g3(s, x, y)= (e36s, x,−y)












Ainsi D/G a quatre points singuliers p1, p2, p3 et p4 correspondant respecti-
vement aux p1, p2, p3 et p4. La fibre singulière au dessus de l’origine s’écrit :
X0 = 6D + 4D1 + 2D2 + 2D3 + 3D4 + 3D5
où D est la transformée stricte de C×{0}/G. Les deux droites projectives D1
et D2 correspondant au point singulier p1. Et D3, D4 et D5 correspondant res-
pectivement aux points p2, p3 et p4.
Les composantes D1, D2 et D3 sont réelles. Les deux composantes D4 et D5
sont conjuguées par la structure réelle usuelle si α = 0. Et elles sont réelles
sinon. On a donc deux types de configuration réels.
Type [ VII∗ ] :
C est un modèle projectif lisse d’une courbe affine donnée par :
y2 = x(x4 + 1)
L’automorphisme g est donné par g(s, x, y) = (e8s, ix, e58y), et possède deux
points fixes p1 = (0, 0, 0), p2 = (0, p∞) ainsi que g2 et g3. Et g4(s, x, y) =




4 , 0). Ainsi D/G possède quatre points singuliers p1, p2, p3 et p4 corres-
pond respectivement aux points p1, p2, p3 et p4. La fibre singulière au dessus
de l’origine s’écrit :
X0 = 8D+5D1+2D2+D3+7D4+6D5+5D6+4D7+3D8+2D9+D10+4D11
Une involution sur X0 transforme une composante irréductible de la fibre en
une autre de même multiplicité et de même type. Et deux composantes irréduc-
tibles conjuguées coupent une même composante réelle ou deux composantes
conjuguées. Donc toutes les composantes irréductibles de la fibre sont réelles .
Ainsi on a un seul type de configuration réel.
Type [ VII∗ ] :
La courbe C est un modèle projective lisse d’une courbe affine donnée par :
y2 = x(x4 + 1)
La fibre singulière à l’origine est formée d’une courbe cuspidale et d’une courbe
rationnelle lisse donc on a seulement un type de configuration réel.
Type [ V∗ ] :
La courbe C est un modèle projectif lisse d’une courbe affine donnée par :
y2 = x6 + 1
L’automorphisme g est donné par g(s, x, y) = (e6s, e6,−y), et possède deux
points fixes p1 = (0, q∞), p2 = (0, p∞) correspondant au point à l’infini après
résolution de singularités, ainsi que g3. L’automorphisme g2 a aussi deux points
fixes équivalent à (0,0,1). Ainsi D/G possède trois points singuliers p1, p2, et
p3 correspondant respectivement aux points p1, p2 et p3. La fibre singulière au
dessus de l’origine s’écrit :
X0 = 6D+5D1+4D2+3D3+2D4+D5+5D6+4D7+3D8+2D9+D10+2D11
où D est la transformée stricte de C×{0}/G. les composantes D1, D2, D3, D4
et D5 correspondent au point singulier p1. Et les composantes D6, D7, D8, D9
et D10 correspondant au point singulier p2. D11 correspondant au point p3. Soit
C˜ la courbe projective singulière plane donnée par l’equation affine :
y2 = x6 + 1
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La courbe C˜ a uniquement comme point singulier le point à l’infini p = (0 : 0 :





, l’equation affine dans {z2 6= 0} est :
X4 = X6 + Y 6
La courbe affine S˜ donnée par cette équation a un seul point singulier (0, 0).
On considère le biméromorphisme F de C2 défini par :







l’application F induite une application holomorphe de C2 − {XY = 0} dans
C2 − {uv = 0}. Et la clotûre de Zariski de F (S˜ − (0, 0)) est une courbe affine
S donnée par l’équation :
u = v2(1 + u4)
On a alors S est un modèle lisse de S˜ et les deux points p∞ = (0, 1) et
q∞ = (0,−1) correspond au point (0, 0).
Et enfin C = C˜ − p ∪ S est un modèle non singulier de C˜.
On considère la structure réelle usuelle σ sur S définie par σ(s, x, y) = (s, x, y)
. L’involution σ induit sur la carte {z2 6= 0} l’involution (X, Y ) 7−→ (X, Y ),
qui induit encore la structure réelle sur S définie par :
(u, v) 7−→ (u, v)
et on alors p1 et p1 sont deux points réels et dans ce cas tout les composantes
irréductible de la fibre singulière sont réelles.
Soit σ1 la structure réelle définie sur D par σ1(s, x, y) = (s, x,−y). L’involution
σ1 induit sur la carte {z2 6= 0} l’involution (X, Y ) 7−→ (−X,−Y ), qui induit
encore la structure réelle sur S définie par :
(u, v) 7−→ (u,−v)
et on alors p1 et p2 sont deux points conjuguées et dans ce cas on le type de
configuration réel suivant :





Type [ V ] :
La courbe C est un modèle projectif lisse d’une courbe affine donnée par :
y2 = x6 + 1
L’automorphisme g est donné par g(s, x, y) = (e6s, e6, y), et possède deux
points fixes p1 = (0, 0, 1) et p2 = (0, 0,−1). L’automorphisme g2 possède deux
points fixes, autres que p1 et p2, équivalents à p3 = (0, p∞) où p∞) est le point
à l’infini de la courbe C. Et enfin g3 ne possède pas de points fixes autres
que p1= (0, 0, 1) et p2 = (0, 0,−1). Donc le quotient D/G possède trois points
singuliers p1, p2, et p3 correspondant respectivement aux points p1, p2 et p3.
Soit X3 la surface obtenue après la résolution canonique des singularités. La
fibre singulière de X3 au dessus de l’origine s’écrit :
X0 = 6D +D1 +D2 + 4D3 + 2D4
oùD est une courbe rationnelle lisse. C’ est la transformée stricte de C×{0}/G.
Les courbes D1 et D4 correspondent aux points singuliers p1 et p2 respective-
ment. Les droites projectives D2, D3 correspondent au point singulier p2. Les
composantes irréductible D, D3 et D4 sont réelles, D1 et D2 sont complexes
conjuguées ou toutes les deux réelles.
Mais on a D2 = −1, c’est donc une (−1)-courbe, alors il existe une surface
lisse X2 et une application holomorphe µ : X3 −→ X2 tel que µ(D) est un
point lisse q [37, §7] . On pose D′i = µ(Di) pour i ∈ {1, 2, 3, 4}, on a D′3 est une
(−1)-courbe donc il existe une surface lisse X1 et une application holomorphe
µ′ : X1 −→ X1 tel que µ(D′3) est un point lisse q′. On pose D′′i = µ(D′i) pour
i ∈ {1, 2, 4}, on contracte de nouveau la (−1)-courbe D′′4 et enfin on obtient
le modèle minimal non singulier X de D/G dont la fibre singulière à l’origine
est la réunion de deux courbes rationnelles lisses qui s’intersectent en un point
double ordinaire. On a donc deux types réels.
Remarque 5.2. Les Types [IV − i] et [V III − i], i = 1, . . . , 3, 4, se traitent
de la même manière.
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5.2 Fibres singulière de type elliptique 2
Les notations sont celles du paragraphe 3.2.
Proposition 5.3. Il existe un voisinage saturé V de X0 dans X tel que
pi−1(pi(V ) \ {0}) est analytiquement isomorphe à la surface affine définie dans





5 + ...+ a6(t)
)
= a(t)Pt(x)
où a est une fonction méromorphe réelle et les ai sont des fonctions holo-
morphes réelles.
Proposition 5.4. Si la fibre singulière X0 du pinceau pi : X −→ D est de
type elliptique 2, alors il existe un pinceau en courbes de genre 2, pi : Y −→ D
définie par une équation :
y2 = a(t)Pt(x)
tel que la fibre singulière, du modèle minimal Y˜ de Y est de même type complexe
que X0, et P0(x) a une racine de multiplicité 3 ou 6.
notation 5.5. (1) Soit a une fonction méromorphe au voisinage de 0, il existe
un unique α ∈ Z et une unique fonction holomorphe b tels que a = tαb
et b(0) 6= 0. L’entier α est noté v(a), on vient alors de définir une valua-
tion discrète v sur le corps des fonctions méromorphes au voisinage de 0.
(2) Soit Q(x) = a0(t)x6 + a1(t)x5 + ...+ a6(t).
Pour 0 ≤ j ≤ 3, on note
θj(Q) = min
{v(ai)
i− j tel que j + 1 ≤ i ≤ 6
}





Remarque 5.6. Avec les notations de la proposition précédente, si P0(x) a
une racine de multiplicité 3 alors Y˜0 est de type [K1-K2-m] où K1 et K2 sont
des symboles de Kodaira. Et si P0(x) a une racine de multiplicité 6 alors Y˜0
est de type [2K1-m] [33].
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5.2.1 Cas où P0 admet une racine triple
Lemme 5.7. Si P0 admet une racine triple alors Y admet une équation de type
z2 = at3rSt(u) relative à cette racine telle que St(u) ∈ C[u], deg(S0(u)) = 3,
0 ≤ θ3(St) < 1 et S0(u) n’est pas un cube si θ3(St) = 0.
Démonstration. Supposons que P0 admet une racine triple e. Il existe r ∈ N
relatifs à e tel que si on pose x = tru + e, alors on trouve une équation
z2 = atrSt(u) satisfaisant les conditions du lemme. L’entier r est déterminé
comme suit :
Soit Qt(x) = Pt(x+ e).
Si θ3(Qt) < 1 on prend r = 0.
Sinon on pose r1 = [θ3(Qt)] et Q1t (x1) = Qt(t
r1x1), on a une équation :
z2 = atrQ1t (x1)
avec deg(Q1t ) = 3 et 0 ≤ θ3(Q1t ) < 1.
Si θ3(Q1t ) 6= 0 ou Q10 n’est pas un cube, on prend r = r1.
Si θ3(Q1t ) = 0 et Q
1
0 est un cube, on note e1 la racine triple de Q
1
0 et on
pose Q2t (x2) = Q
1
t (x2 + e1) et on continue avec l’équation z
2 = atrQ1t (x1), ce
processus s’arrête après un nombre fini de fois. On trouve alors une suite finie
r1, r2, ..., rk. Finalement on pose r = r1 + ...+ rk.
Definition 5.8. On suppose donnés St et r. On définit Tt et s de la façon
suivante
– Si P0 a une autre racine triple, on détermine s et Tt comme r et St
relativement à l’autre racine triple.
– Si deg(P0(x)) = 3 on remplace x par x−1 et z par x−3z. Alors 0 sera
racine triple de S0. On cherche r et Tt relativement a cette racine comme
précédamment.
– Si S0 a une seule racine triple x1(0) et deg(S0(u)) > 3 on prend s = 0
et T = x6Pt(u−1 + x1(t))
On peut alors reconnaitre le type de la fibre singulière Y˜0 en utilisant l’al-
gorithme suivant [33] :
– Si S0 est à racines simples alors K1= I0 si 2|v(atr) et sinon K1=I∗0.
– Si θ3(St) =
1
2
alors K1= III si 2|v(atr) et sinon K1=III∗.
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– Si θ3(St) =
1
3
alors K1= II si 2|v(atr) sinon K1=IV∗.
– Si θ3(St) =
2
3
alors K1= IV si 2|v(atr) sinon K1=II∗.
De même, relativement à s et Tt, on détermine K2. Et l’entier m est égale à
(r − δ(atr) + s− δ(ats))/2.
Remarque 5.9. Le cas où S0 admet une racine double est exlu car il nous
donne K1= Ik ou K1=I∗k avec k > 0, et donc la fibre singulière Y˜0 n’est jamais
de type ellitique 2.
On se donne une courbe Γ, alors on note par K(Γ) une courbe de type K
(symbole de Kodaira pour les modèles minimaux de courbes elliptiques) dont
on a remplacé une de ses composantes irreductibles de multiplicité 1 par Γ.
La configuration d’une fibre de type [K1-K2-m] est comme suit :
Fig. 5.1 –
On suppose maintenant que pi est réelle. Donc la fibre singulière X0 au des-
sus de 0 est globalement réelle. On s’interesse tout d’abord au cas où X0 est
de type [K1-K1-m]. Dans ce cas si Γ1 et Γ2 sont de même type (au sens que
(Γ1 · KX) = (Γ2 · KX), Γ21 = Γ22 et p(Γ1) = p(Γ2) où KX désigne le diviseur
canonique de X et p le genre arithmétique ), alors par action de Galois sur X0
on a ou bien K1(Γ1) et K1(Γ2) sont conjuguées ou bien elles sont globalement
réelles.
K1(Γ1) et K1(Γ2) sont conjuguées :On commence par construire des exemples
où K1(Γ1) et K1(Γ2) sont conjuguées, avec K1 ∈ {I0, I∗0, II, III, IV, II∗, III∗,
IV∗}. Dans ce cas P0 admet deux racines triples conjuguées et si E1 et E2
désignent les deux composantes irréductibles de la fibre singulière du pinceau
stable associé à pi alors E1 et E2 sont deux courbe elliptiques conjuguées. Et
plus que ça, si on note (Tt, s) et (St, r) les couples définis précédamment rela-
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Proposition 5.10. Si le pinceau Y −→ D est défini par une équation de l’un
des types suivants :
1. y2 = t((x− i)3 + αt2m(x− i)− it3m)((x+ i)3 + αt2m(x+ i) + it3m)
2. y2 = t((x− i)3 − it2m+1(x− i))((x+ i)3 + it2m+1(x+ i))
3. y2 = t((x− i)3 − it3m+1)((x+ i)3 + it3m+1)
4. y2 = t((x− i)3 − it3m+2)((x+ i)3 + it3m+2)
où  ∈ {0, 1}. Alors Y˜0 a une configuration de type décrit par la figure 5.1 dont
K1(Γ1) et K1(Γ2) sont conjuguées.
Dans les tableaux çi-dessous je donne les différents types de configuration
réels possibles avec des exemples définis par des équations hyperelliptiques
y2 = tRt(x)Qt(x)





type de configuration réel exemple
[II-II-m],
m pair
Rt(x) = (x + i)
3 + it3m+1 et




Rt(x) = (x + i)
3 + it3m+1 et




Rt(x) = (x − i)3 + it2m+1(x − i)
Qt(x) = (x+ i)




Rt(x) = (x − i)3 + it2m+1(x − i)
Qt(x) = (x+ i)





Rt(x) = (x + i)
3 + it3m+2 et




Rt(x) = (x − i)3 − it3m+2 et







Rt(x) = (x+ i)







Rt(x) = (x− i)3+ it2m(x− i)− it3m
Qt(x) = (x+ i)





Rt(x) = (x + i)
3 + it3m+2 et




Rt(x) = (x− i)3 − it3m+2 et





Rt(x) = (x− i)3+ it2m+1(x− i)





Rt(x) = (x− i)3+ it2m+1(x− i)






Rt(x) = (x + i)
3 + it3m+2




Rt(x) = (x − i)3 − it3m+1

















K1(Γ1) et K2(Γ2) sont globalement réelles : On garde toujours les mêmes
notations. Si P0 admet une racine triple réelle alors K1(Γ1) et K2(Γ2) sont
globalement réelles. Il reste à déterminer l’action de Galois sur les composantes
irreductibles de K1(Γ1) et celles de K2(Γ2).
Lemme 5.11. Si K1 (resp. K2) est de type I0, II, III, II∗ ou III∗ alors les
composantes irréductibles de K1(Γ1) (resp. K2(Γ2)) sont réelles par action de
Galois.
Si P0 admet une racine triple réelle et si la fibre singulières est l’une des
types figurés dans le tableau suivant alors toutes ses composantes irreductibles
sont réelles.
[I0-I0-m] [II-II-m] [III-III-m [II∗-II∗-m] [III∗-III∗-m]
[I0-II-m] [I0-III-m [I0-II∗-m] [I0-III∗-m] [II-III-m
[II-II∗-m] [II-III∗-m] [III-II∗-m] [III-III∗-m] [II∗-III∗-m]
Lemme 5.12. Si K1 (resp. K2) est de type I∗0, IV ou V I
∗ alors on a exactement
deux types de configuration réel réalisables de K1(Γ1) (resp. K2(Γ2)).
Démonstration. Cas où K = I∗0 :
On considère l’équation y2 = (x3 + αt4m+2x + t6m+3)Rt(x) = Pt(x) où Rt est
unitaire, de degré 1, 2 ou 3 et R0(0) 6= 0. SiK est le symbole de Kodaira relative
à 0 comme racine triple de Pt. Alors K = I∗0 et si α = 1 alors le discriminant ∆
de l’équation x3+αt2x+ t3 = 0 est négatif donc les composantes irréductibles
de K(Γ) sont réels. Si α = −2 alors ∆ > 0 et K(Γ) a deux composantes
conjuguées et les autres sont réelles.
Cas où K = IV :
On considère l’équation y2 = (x3+αt6m+2)Rt(x) = Pt(x) où Rt est unitaire, de
degré 1, 2 ou 3 et R0(0) 6= 0. Soit K le symbole de Kodaira relative à 0 comme
racine triple de Pt et α = ±1. Alors K = IV et si α = −1, les composantes
irréductibles de K(Γ) sont réelles. Si α = 1 alors K(Γ) a deux composantes
conjuguées et une composantes réelle qui est Γ.
Cas où K = IV :
l’équation y2 = (x3 + αt4)Rt(x) = Pt(x) où Rt est unitaire, de degré 1, 2 ou
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3 et R0(0) 6= 0. Soit K est le symbole de Kodaira relative à 0 comme racine
triple de Pt. Alors K = V I∗ et on a, par action de galois sur les composantes
irreductibles de K(Γ), deux formes possibles de configuration réel. Et tous
les deux sont réalisable et dépendend de la nature des solutions de l’équation
X2 + α = 0 (reélles ou complexes conjuguées).
5.2.2 Cas de racine de multiplicité 6
L’équation y2 = aPt(x) est celle définie dans la proosition 5.4.
Lemme 5.13. Si P0 admet une racine de multiplicité 6 alors Y admet une
équation de type z2 = at6rSt(u) relative à cette racine telle que St(u) ∈ C[u],








2 b3z1 et u = t
1
2u1. On obtient une équation
z2 = Ht(u)
tel queHt ∈ C[t 12 ] etH0(u1) est le cube d’un polynôme séparable de degré 2. On
désigne par X ′ le modèle minimal du pinceau défini par l’équation z2 = Ht(u).
On refait la même démarche du paragraphe précédent. Finalement la fibre
singulière de X ′ est de type [K1-K1-2m] et ayant la configuration suivante :
Fig. 5.2 –
On a par construction, une involution sur la fibre singulière laissant glo-
balement invariant la (−2)-courbe Em et échange les reste des composantes
irreductibles de la fibre. Cette involution fixe les deux points 0 et ∞ de la
composante rationnelle Em. Le quotient par cette involution a deux points
singulières de type A1 qui donne après résolution deux courbes rationnelles
d’auto-intersection (−2), [55, p. 80].
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Fig. 5.3 –
On considère le corps de fraction C(t
1
2 ) de C[t
1
2 ]. Il lui correspond une sur-
face de Riemann qui n’est autre que l’uniformisation de la racine carrée.
Descente sur R :
On a besoin de considérer deux cartes pour l’uniformistion de la racine carrée,
il y on a deux possibilités à isomorphisme près de descente sur R. Une d’eux
est telle que sa partie reélle est non vide. On utilise cette dernière comme une
structure réelle de la base de la fibration.
Rappelons que si pi : X −→ ∆ est un pinceau en courbes de genre 2, alors
il existe un P1−fibré P et une application rationnelle φ : X −→ P au dessus
de ∆, qiu est un revêtement double ramifié le long d’une courbe sextigonale
B ayant seulement des singularités de types ((0), (Ik), (IIk), (IIIk), (IVk),(V))
[23].
Si ψ : P˜ −→ P est l’éclatement des points singuliers du B, alors on a le dia-








Tel que φ˜ soit un revêtement double sur P˜, X˜ une surface lisse et ρ est un
morphisme birationnel.
Dans le cas où la courbe B admet une singularité de type (IIk) ou (IIIk) dans
une fibre F (qui est notre cas) et si F˜ est la transformé stricte de F par ψ,
alors la composante Em dans la figure 5.2 est l’image réciproque de F˜ par le
revêtement double φ˜ car on a un nombre impair de (−2)courbes, pour plus de
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détails voir [61].
P est muni d’une structure réelle, et cette dernière induit, à isomorphisme près,
deux structures réelle sur Em. L’une des deux fixe 0 et ∞ et l’autre envoie 0
à ∞. Les deux structures passent aux quotients, et les deux (−2)-courbes qui
apparaissent aprés résolutions des deux points singulièrs du quotients sont
réelles ou conjuguées. Finalement, on obtient les deux possibilités de type de
configuration réel, de la fibre singulières de X , suivantes :
Fig. 5.4 –
La partie K1(Γ) de la fibre est globlement invariante, et l’action de Galois
sur cette partie se déduit du paragraphe 5.2.1.
Remarque 5.14. [9, §.4.3.1] Si on désigne par S2 la sphère de Riemann et
σ̂ : S2 −→ S2 , z 7−→ −1
z
. Alors si C −→ S2 est un revêtement double ramifié
en 2g + 2 points, σ̂ ne se relève pas en une involution sur C pour g pair.
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Résumé 
 
Soit  π : X→ D un pinceau réel en courbes de genre $2$. L'objectif de cette 
thèse est de donner une classification partielle des fibres singulières 
possibles ; je donne les types de configurations réelles des fibres singulières 
et je détermine la topologie des fibres voisines. Je donne aussi les invariants 
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Let  π : X→ D  be a real pencil of curves of genus two. The goal of this thesis 
is to give a partial classification of possible singular fibers; we give the types 
of real configurations of singular fibers and we determine the topology of 
neighbors fibers. Also we give the invariants determining in a unique way the 
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