We explore the concept of a consistent exchangeable survival processa joint distribution of survival times in which the risk set evolves as a continuous-time Markov chain with homogeneous transition rates. We show a correspondence with the de Finetti approach of constructing an exchangeable survival process by generating iid survival times conditional on a completely independent hazard measure. We describe several specific processes, showing how the number of blocks of tied failure times grows asymptotically with the number of individuals in each case. We end by applying these methods to data, showing how they can be easily extended to handle censoring and inhomogeneity among patients.
Introduction

Background
This paper begins with the concept of a consistent exchangeable survival process, which is a joint distribution p n of survival times T 1 , . . . , T n such that the temporal progress of the risk set is Markovian with homogeneous transition rates. The approach is similar to that taken by Kingman (1980) or Aldous (1996) in constructing coalescent-like trees, or by McCullagh, Pitman and Winkel (2006) in characterizing self-similar Gibbs fragmentation trees. Each consistent survival process is generated by a splitting rule or characteristic index, ζ, which determines the joint distribution for fixed n and the predictive distributions, pr(T n+1 ∈ A | T 1 , . . . , T n ). The marginal distributions are exponential with rate ζ 1 .
Three closely related processes in the class are explored in detail, the power process for which ζ n ∝ n ρ for 0 < ρ < 1, the gamma process for which ζ n ∝ log(1+n/ρ) and the harmonic process for which ζ n ∝ n−1 j=0 1/(ρ+j). The latter has a simple form for the joint density, it is easy to generate sequentially, and the conditional distributions have a close affinity with various long-standing estimators for the survival distribution, such as the Kaplan-Meier estimator (Kaplan and Meier, 1958) .
The de Finetti approach to constructing an exchangeable survival process is to generate survival times conditionally independent and identically distributed via a completely independent hazard measure, i.e. the cumulative conditional hazard is a Lévy process (Cornfield and Detre, 1977; Kalbfleisch, 1978; Hjort, 1990; Clayton, 1991) . Such processes are sometimes called neutral to the right (Doksum, 1974; James, 2006) . Each process in this class is determined by the characteristic exponent of the Lévy measure, and the temporal evolution of the risk set is Markovian, i.e., they are exchangeable Markov survival processes. Thus, the two approaches, which are mathematically natural in very different ways, give rise to the same set of exchangeable processes. The probability density can be computed using the characteristic index, and the process can be simulated directly from the predictive distributions, by-passing the Lévy process entirely.
A survival process in this class typically has multiple tied failure times, and these ties generate an exchangeable partial ranking, or an ordered partition, of the particles. The partial ranking is infinitely exchangeable, and can be generated by a sequential assignment rule similar to the Chinese restaurant process for the Dirichlet partition (Ferguson, 1973 (Ferguson, , 1974 Pitman, 2006) . As a function of n, the number of blocks may be bounded, or it may grow at a logarithmic or super-logarithmic rate, or it may grow at rate n α for some 0 < α ≤ 1. For the harmonic and the gamma processes, the rate is O(log 2 n).
Risk set trajectory
Consider a set of patients or particles in which particle i survives to time T i > 0, not necessarily finite. To each particle there corresponds an observation interval [0, c i ], and the event time recorded for particle i is Y i = min(T i , c i ). In all of the mathematical theory that follows, the censoring times are arbitrary positive numbers and are known for each particle, so if Y i = c i the event is known to be a censoring time; otherwise, if Y i < c i , the event is known to be a death or failure. Evidently, setting c i = 0 is equivalent to removing particle i from the sample. It is helpful mathematically to think of the observation on particle i not as a real number but as a survival interval
Alternatively, and equivalently, the observation is a Boolean function such that R i (t) = 1 if t ∈ R i and zero otherwise. With this notation R(t) = {i : R i (t) = 1} is the subset of particles known to be alive at time t, i.e., the risk set at time t. The temporal trajectory of R is a non-increasing sequence of subsets beginning at R(0) = [n], which is the sample of particles initially under observation. The right increment R(t) \ R(t + ) is the subset of particles censored at time t; the left increment B(t) = R(t − ) \ R(t) is the subset of particles observed to fail at time t. It is worth emphasizing that the subsets B(t) and R(t) are disjoint for every t.
The number of individuals in the risk set R (t) = #R(t) is a non-increasing real-valued function, beginning at R (0) = n, decreasing in integral steps at each censoring and failure time to R (t) = 0 for t > max(Y ). The right increment R (t)−R (t + ) counts censored particles; the left increment R (t − )−R (t) counts failures, and is regarded as a right-continuous counting measure.
This paper is concerned with survival processes, by which we mean probabilistic models for the temporal evolution of the risk set, i.e., stochastic models in continuous time with state space equal to the subsets of [n]. Since n is arbitrary, each stochastic process must be defined in a consistent manner for general samples in such a way that p n is the marginal distribution of p n+1 under deletion, either by setting c n+1 = 0 or by removal from the sample. Censoring is not ignored, but the discussion presumes c i = ∞ to avoid unnecessary distractions. Although it affects the evolution of the risk set, censoring has a relatively trivial effect on all probability calculations and associated statistical procedures such as parameter estimation and the calculation of conditional distributions such as the survival function pr(T n+1 > t | R[n]) or the residual survival function pr(T n+1 > t | R[n], T n+1 > s). The natural convention on left and right increments is consistent with standard practice (Kalbfleisch, 1978 , Table 1) , and is sufficient for procedures to be expressed in the generality required to accommodate arbitrary fixed right censoring.
Exchangeable Markov survival processes 2.1 Partial rankings
A partial ranking of [n] is an ordered list B = (B 1 , . . . , B k ) consisting of disjoint non-empty subsets of [n] whose union is [n] . The terms partial ranking and ordered partition are used interchangeably. The elements of [n] are unordered within blocks, but B 1 is the subset ranked first, B 2 is the subset ranked second, and so on. The alternative notation B = B 1 |B 2 | · · · |B k is sometimes used, either for ordered or unordered partitions.
There are three partial rankings of [2] , 12 of [3] , and 75 of [4] , arranged in equivalence classes (with respect to permutation of elements and permutation of unequal-sized blocks) as follows; OP 2 : 12; 1|2, 2|1 OP 3 : 123; 12|3, 13|2, 23|1, 1|23, 2|13, 3|12; 1|2|3(3!) OP 4 : 1234; 123|4(4 × 2); 12|34(6); 12|3|4(12 × 3); 1|2|3|4(4!) Thus 12|3|4(12 × 3) means that there are three equivalence classes of types 211, 121, 112 depending on whether the first, second or third block contains two elements, and that each class contains 12 partial rankings generated by permutation of elements.
To each unordered partition of [n] containing k blocks, there correspond k! partial rankings, one for each ordering of the blocks. Thus, if S n,k is number of partitions of [n] containing k blocks, i.e., Stirling's number of the second kind, then 
Exchangeable Markov partial rankings
A random partial ranking of [n] is a probability distribution p n (·) on the finite set OP n . The distribution is finitely exchangeable if p n (·) depends only on the block sizes and the block order: in general p n (B 1 , . . . , B k ) = p n (B σ(1) , . . . , B σ(k) ) for a permutation σ of the blocks.
The distribution p n is said to be Markovian if, for each subset of size 1 ≤ m ≤ n there exists a splitting distribution q(s, d) with s + d = m and d ≥ 1 such that the partial ranking B = (B 1 , . . . , B k ) of [n] consisting of k blocks of sizes B 1 , . . . , B k has probability
and q(0, 1) = 1. In the context of survival models, the first argument of q is the number of survivors, and the second is the number of failures at each successive hazard, so q(s, d) = q(d, s) is not symmetric in its arguments. In this sense, the splitting distribution for partial rankings is very different from the splitting distribution for Markov fragmentation trees (Aldous 1996; McCullagh, Pitman and Winkel 2006) . The normalization conditions are also different.
Kolmogorov consistency
A sequence p = (p 1 , p 2 , . . .) in which p n is a probability distribution on partial rankings of [n] is said to be Kolmogorov-consistent if each p n is the marginal distribution of p n+1 under the map OP n+1 → OP n in which the element n + 1 is ignored or deleted. This condition implies that the censoring time for one particle, c n+1 , for example, has no effect on the survival times for other particles. We are concerned here with the conditions for consistency of exchangeable Markov partial rankings, so the choice of element to be deleted is immaterial. Without consistency, the sequence {p n } does not determine a process, there is no associated partial ranking of the infinite set (population), and there is no possibility of inference using conditional distributions.
Consider the family of Markov partial rankings generated by a splitting distribution q(·, ·). To derive the conditions for consistency, we proceed by induction by supposing that p 1 , . . . , p n are mutually consistent in the Kolmogorov sense. Then, in order for p n+1 to be consistent with p n , we must have for each ordered partition B of [n],
The terms appearing on the right are all of the events in OP n+1 such that deletion of n+1 gives rise to the ordered partition B ∈ OP n . Either n+1 occurs in the first block as a singleton, which has probability q(n, 1)p n (B); or it occurs appended to B 1 as a non-singleton, which has probability q(n − B 1 + 1, B 1 + 1)p n−B 1 (B 2 , . . .); or it occurs elsewhere either as a singleton or appended to one of the blocks of B, which occurs with probability q(n − B 1 + 1, B )p n−B 1 +1 (· · · ). But, by the induction hypothesis that p 1 , . . . , p n are mutually consistent, the latter event occurs with probability p n−B 1 (B 2 , . . .). Hence, an exchangeable Markov family of distributions is Kolmogorov-consistent if and only if, for each n ≥ 1 and each ordered partition B of [n],
In other words, the splitting distribution is such that
for all integers n ≥ d ≥ 1. This condition is identical to (4) in McCullagh, and to proposition 41 of Ford (2006). However, the splitting probabilities in these papers are symmetric and subject to a normalization condition different from (1), so the probabilities are different. The consistency condition implies that the splitting probabilities are determined by the sequence of singleton splits q(n, 1) for n ≥ 0. In addition, we have an integral representation of the splitting rule similar to that found in McCullagh, .
where
Here the measure is defined on (0, 1) and satisfies the constraint 1 0
(1 − x) ν(dx) < ∞. The constant, c, is called the erosion coefficient, and ν, is called the dislocation measure.
The characteristic index
It is convenient in much of what follows to associate with each consistent exchangeable partial ranking a characteristic index, ζ, which is a sequence ζ 0 , ζ 1 , ζ 2 , . . . beginning with ζ 0 = 0, ζ 1 > 0, and subsequently
for n ≥ 1. The sequence is said to be in standardized form if ζ 1 = 1, and each standardized sequence determines a Markov partial ranking provided that the splitting probabilities in (2) are non-negative. This multiplicative construction implies that ζ is non-negative and strictly increasing. The sequence ∆ k ζ of kth order forward differences is
for n ≥ 0, so that ∆ζ n = ζ n+1 −ζ n is the first difference, (∆ 2 ζ) n = ζ n+2 −2ζ n+1 + ζ n is the second, and so on. It is immediately apparent from the construction that q r,1 = ∆ζ r /ζ r+1 = 1 − ζ r /ζ r+1 . The main advantage of working with the characteristic index is that the Kolmogorov consistency condition (2) may be written in a more convenient form as a non-negativity condition on forward differences
for r ≥ 0 and d ≥ 1. Evidently, the splitting probabilities are determined by the standardized sequence ζ/ζ 1 .
Examples
Since each Markov partial ranking is associated with a characteristic sequence (modulo scalar multiplication), the space of Markov partial rankings may be identified with the space of non-negative sequences satisfying (5) . Evidently this space is a convex cone, closed under positive linear combinations. It contains the trivial sequence ζ n = n, for which ∆ζ = (1, 1, . . .) and ∆ d ζ ≡ 0 for d ≥ 2. This means q(r, 1) = 1/(r + 1), so all splits are singletons, and there are no ties in the partial ranking.
For ρ ≥ 0, the singleton split q(n − 1, 1) = 1/(n + ρ) for n ≥ 2 implies ζ n ∝ n + ρ, linear in n for n ≥ 1, with ζ 0 = 0. The forward difference sequences imply that ∆ζ n−1 /ζ n = 1/(n + ρ) for n ≥ 2, q(0, n) = (−1) n−1 (∆ n ζ) 0 = ρ/(n + ρ) and q(s, d) = 0 otherwise. At each event time, one individual out of n fails with probability 1/(n+ρ) (for each individual); otherwise, with probability ρ/(n+ρ), the entire population fails. It also contains the sequences ζ n = n α for 0 < α < 1, for which q(r, 1) = 1 − (1 + 1/r) −α . Supplementary figure 1 shows simulated survival processes for various values of α together with the associated conditional survival function. Similarly, q(n − 1, 1) = 1/n 2 gives rise to ζ n ∝ n/(n + 1), and the uniform splitting rule
For each 0 < α < 1, the non-decreasing geometric sequence ξ n = 1 − α n is such that
implying that there exists a Markov partial ranking with binomial splitting
Moreover, for any nonnegative measure w on (0, 1), the integrated sequence ζ n = 1 0
is monotone, and is such that
Thus, the Kolmogorov condition is automatically satisfied for all measures w such that ζ 1 = 1 0
(1 − α) dw(α) is positive and finite. By equation (3), this is the complete set of splitting rules with zero erosion measure (c = 0). Finally, for each β > 0, the sequence ζ βn = 1 0
(1 − α βn ) dw(α) also satisfies the Kolmogorov condition, so each ζ having an integral representation may be extended to a function on the positive real line.
The first example which illustrates the integral construction is dw(α) = α ρ−1 (1 − α) β−1 for ρ, β > 0. This gives the characteristic index
is the ascending factorial and B(ρ, β) is the beta function. This is the beta process with parameters (ρ, β). It corresponds to the beta process under a different parameterization constructed by Hjort (1990) .
Two rather similar examples also follow from the integral construction. In the first example, called the harmonic process, dw(α) = α ρ−1 dα/(1 − α) for ρ > 0 gives the characteristic index
where ψ is the derivative of the log gamma function. We see that the harmonic process is the limit of the beta process as β goes to zero. A very similar measure with density dw(α) = α ρ−1 dα/(− log(α)) implies
This is the characteristic index of the gamma process, which is explored in more detail in section 3. Supplementary figure 2 shows simulated harmonic survival process for various parameter choices along with the conditional survival function.
Our last example is a limiting case of the harmonic process. Specifically, the inverse linear characteristic index, ξ, is defined as
The inverse linear process arises in connection with the proportional conditional hazards model in section 4.
Holding times
A partial ranking of [n] is not only an ordered partition (B 1 , . . . , B k ), but also a strictly decreasing sequence of subsets
called risk sets, in which the increments B r = R r−1 \ R r are non-empty. By associating with each risk set an independent exponentially distributed holding time, we may construct a Markov process in continuous time whose trajectories are non-increasing subsets of [n], with the empty set as the absorbing state. Moreover, by choosing the rate function in an appropriate way, the survival process can be made both consistent under subsampling, and exchangeable under permutation of particles. Consistency under subset selection means that there exists an infinite process, i.e., a survival process for the infinite population, which implies in turn that the ratio p n+1 /p n determines the conditional distribution of T n+1 given the survival times T [n] for the initial sample. It is also possible to compute the conditional distribution given T [n] and T n+1 > 5, i.e., to prognosticate in a mathematically consistent manner.
An argument essentially the same as that used in section 4 of McCullagh, leads to the following consistency condition on the rate function τ n+1 (1 − q(n, 1)) = τ n .
In other words, the characteristic index τ n ≡ ζ n is also the exponential failure rate needed to ensure consistency of the continuous-time Markov process.
Density function
Since the evolution of the process R(t) is Markovian, it is a straightforward exercise to give an expression for the probability density function at any specific temporal trajectory. The observation space consists of a partial ranking B of [n] comprising k = #B disjoint subsets, and for each subset a failure time. The probability that the first failure occurs in the interval dt 1 and that B 1 is the set of failures is
. Continuing in this way, it can be seen that the joint density at any temporal trajectory R(·) consisting of k blocks with failure times 0
Here k = #B is the number of blocks, or more generally the number of distinct failure times, and B j ≡ B(t j ) is the block or subset of particles failing at time t j . The density is non-negative, and the integral is one. In the absence of censoring, this means
so the number of blocks 1 ≤ #B ≤ n is a random variable whose distribution is determined by (9) , and hence by ζ. The random sequence of failure times T 1 , T 2 , . . . whose finite-dimensional joint distributions are given by (9) is infinitely exchangeable. The n-dimensional joint distribution is continuous in the sense that it has no atoms. For n ≥ 2, it is not continuous with respect to Lebesgue measure in n because the distribution has condensations on all diagonals implying that pr(T 1 = T 2 ) = q(0, 2) > 0, and likewise for arbitrary subsets. The one-dimensional marginal distributions are exponential with rate ζ(1). However, a monotone continuous temporal transformation that sends Lebesgue measure to the measure ν(·) on (0, ∞), also transforms (9) to an exchangeable semi-Markov process with density
If g(T ) = ν((0, T )) is the associated monotone continuous function then g −1 (T i ) is exponential with rate ζ(1).
Although the argument leading to (9) did not explicitly consider censoring, the density function has been expressed in integral form so that censoring is accommodated correctly. The pattern of censoring affects the evolution of R , and thus affects the integral, but the product involves only failures and failure times.
Sequential description
Since f n is the marginal distribution of f n+1 , the conditional distribution of T n+1 given the temporal evolution of the risk set R[n] ≡ (B, t) for the first n particles is given by the ratio f n+1 (B , t )/f n (B, t), where (B , t ) is any event compatible with the observation (B, t). If the new particle fails at one of the previous failure times, then t = t, and B is obtained by inserting the new particle into one of the blocks of B; otherwise the new particle fails interstitially as a singleton in one of the intervals, (0, t 1 ), . . . , (t #B , ∞), in which case #B = #B + 1.
The conditional distribution is best described in terms of the conditional hazard measure, Λ, which is such that
The conditional hazard has a continuous component supplemented by an atom at each previously observed failure time. The continuous component has a density and a cumulative hazard
Note that R is piecewise constant, so the integral is trivial to compute, but censoring implies that it is not necessarily constant between successive failures. For all consistent Markov survival processes, ζ 1 > 0 implies that the continuous component has infinite total mass, so pr(T n+1 < ∞ | R[n]) = 1, i.e., T n+1 is finite with probability one. Let t be a failure time with R (t − ) = r + d and R (t) = r with d > 0. At each such point the conditional hazard has an atom with finite mass
or, on the probability scale,
The total mass of the atoms is finite. Given the trajectory of the risk set for the first n particles, the conditional survival function is
Although this may look a little complicated, it is not difficult to generate the survival times sequentially for processes whose characteristic index admits a simple expression for finite differences. Right censoring is automatically accommodated by the integral in the continuous component, so the observed trajectory R[n] may be incomplete. The harmonic process (7) with characteristic index ζ n = ν(ψ(n + ρ) − ψ(ρ)) for some ν > 0 is such that (−1)
is the ascending factorial. Accordingly, the continuous component of the conditional hazard is h(t) = ν/(R (t) + ρ), implying that
where the sum runs over event times, censored or failure, such that t i ≤ t, and t j is the last such event. The discrete component (11) is a product over failure times
In most cases of practical interest, the continuous component is negligible over the greater part of the range of interest; for small ρ, the discrete component is essentially the same as the right-continuous version of the Kaplan-Meier product limit estimator. Note that the process being exchangeable implies the joint conditional survival probability, pr(T n+1 > t, T n+2 > t | R[n]), is distinct from the Kaplan-Meier product estimate which assumes independence among individuals.
Self-similarity and lack-of-memory
Every Markov survival process has the property that the conditional joint distribution of the residual lifetimes T 1 − t, . . . , T n − t given that min(T 1 , . . . , T n ) > t is the same as the unconditional distribution of T 1 , . . . , T n . This property, called lack of memory, follows from the Markov property of the distribution (9) . In general, if we fix t > 0, only a subset of the initial sample of n particles will survive beyond that time. Let S = {i : T i > t} ⊂ [n] be the survivors. Every Markov survival process with consistent finite-dimensional distributions {p n } also has the property that the conditional joint distribution given S of the residual lifetimes {T i − t : i ∈ S} is distributed as p S . This property, called selfsimilarity, is a consequence of Markov homogeneity, namely that the transition intensities are consistent and constant in time.
Lack of memory is a property of the distribution p n alone, and does not require consistency of p n with p n+1 . By contrast, self-similarity is a property of the process. Obviously, self-similarity implies lack of memory.
Seeded series
Suppose that an initial sequence consisting of m values T 1 , . . . , T m is given, and that these correspond to an initial risk-set trajectory R 0 . Subsequent values are generated using the Markov rule (11) . The sequence T m+1 , . . . is called a seeded series because the joint distribution depends strongly on the initial sequence. It is natural to ask what the joint distribution of T m+1 , . . . , T m+n is-whether it is stationary, whether it is exchangeable, and so on.
It is not difficult to see that the joint density of the m + n-configuration R given R 0 is
where the zero-order difference is defined as λ(r, 0) = ∆ 0 ζ(r) = 1. The product runs over all death times.
In other words, regardless of the initial configuration, the subsequent series is infinitely exchangeable. Although it is Markovian, the initial series introduces temporal features, so the failure rate is not temporally homogeneous. The onedimensional marginal distributions satisfy (11) .
Supplementary figure 2 illustrates the impact of seeding on conditional survival function estimates. Specifically, we assume the 50 initial values are independent, uniform on (1, 2). We then generate an additional 400 survival times conditional on the seeded series given the harmonic process for a given choice of parameters ν and ρ.
Number of blocks & block sizes
The distribution of the number of blocks in a random ordered partition depends critically on the splitting probabilities. The mean number of blocks satisfies the recurrence relation
and there is a similar recurrence relation
for the moment generating functions. We are interested here in the behaviour for large n. At one extreme, q(n − 1, 1) = 1/n implies q(r, d) = 0 for d > 1, and µ n = n, so every block is a singleton and the partition is trivial. Similarly, q(n − 1, 1) = 1/(n + ρ) implies that the ratio µ n /n has a strictly positive limit 1/(1 + ρ), implying that a positive fraction of the blocks are singletons.
For an intermediate example, if q(n − 1, 1) = 1/n 2 implies
and µ n = ψ(n + 1) − ψ(1) is the sum of the reciprocals of the first n natural numbers. A very slight modification q(n − 1, 1) = 1/(n + ρ) 2 for ρ > 0 gives a very different series with µ n bounded as n → ∞. The splitting rule for the inverse linear process satisfies q(n − 1, 1) = 1/(n 2 + n), and therefore µ n is bounded as well. Finally, the beta process has splitting rule
The number of blocks, µ n , for the beta process is also bounded as n → ∞.
On the other hand, the harmonic and gamma processes have an unbounded number of blocks, with µ n increasing at an asymptotic rate proportional to log 2 (n). The number of blocks of fixed size m is also approximately Poisson with rate proportional to log(n).
As for block sizes, it is clear that the distribution of the size of block i, #B i , stochastically dominates the distribution for all subsequent blocks. By a stick-splitting argument, we can derive the expected block size for any block by first examing E[#B 1 ]. For the harmonic and gamma processes, the expected fraction of individuals in block 1 is proportional to 1/ log(n). For q(n − 1, 1) = 1/(n + ρ), the asymptotic fraction in the first block is (1 + ρ)/(n + ρ). Finally, q(n − 1, 1) = 1/n 2 yields the uniform splitting rule, and thus the expected fraction of individuals in the first block is 1/2. Moreover, the stick-breaking argument here implies that the asymptotic frequencies, {P i = #B i /n} converge in distribution to the continuous uniform stick-breaking sequence:
where the U i are independent uniform [0, 1] variables, andŪ := 1 − U .
Exchangeable mixture model 3.1 Introduction
The development in this section follows closely Kalbfleisch (1978) , Clayton (1991) , and Hjort (1990) . It considers survival processes driven by an arbirary, completely independent, stationary random measure, not necessarily the gamma process. Initially, at least, it is less general in that it considers only exchangeable processes, but this is remedied later in section 4.
Completely independent random measure
A non-negative measure Λ on is said to be completely independent if the random variables Λ(A 1 ), . . . , Λ(A n ) are independent whenever A 1 , . . . , A n are disjoint subsets (Kingman 1993, chapter 8) , and stationary if the distribution is unaffected by translation in . The distribution of Λ(A) is necessarily infinitely divisible, and the characteristic exponent log E(e −tΛ(A) ) = −ν(A) Ψ(t) (13) for t ≥ 0 is essentially the same as the cumulant generating function. The characteristic exponent need not be analytic at the origin, so, even if the cumulants are finite, there need not be a Taylor expansion to generate them. The measure is stationary if ν(A) = ν |A| is proportional to Lebesgue measure on , which is subsequently assumed for simplicity of notation. The Lévy-Khintchine characterization for positive random variables implies
for some γ ≥ 0 and some measure w on (0, ∞), called the Lévy measure, such that the integral is finite for t > 0.
The random measure has a simple interpretation in terms of a Poisson point process X ⊂ × (0, ∞) with Lévy intensity dt dw(z) such that
is Lebesgue measure plus the sum of the z-components of the points of X that fall in A × (0, ∞). If the Lebesgue component is missing, i.e. γ = 0, then Λ has countable support. If the Lévy measure is finite, then Λ has finitely many atoms in bounded subsets; otherwise, if w is not finite, Λ has countable dense support.
Survival process
Let Λ be a stationary, completely independent, random measure on , and let T 1 , T 2 , . . . be conditionally independent and identically distributed random variables such that pr(T i > t | Λ) = exp(−Λ(0, t])
for t ≥ 0. In other words, the survival times are non-negative with cumulative conditional hazard H(t) = Λ(0, t]. Conditional on Λ, the multivariate survival function is
where R (s) = #{i : t i ≥ s}. From the definition (13) of the characteristic exponent, the unconditional joint survival function is
depending on the the characteristic exponent at integer values. Given Λ, the conditional density at the risk-set trajectory R consisting of k ≤ n failure times is
where d j ≥ 1 is the number of failures at t j . Bearing in mind that Λ is completely independent and that E(e −sΛ(A) ) = e −ν|A|Ψ(s) , the contribution to the unconditional density of one failure time with R (t − ) = d + r and R (t) = r is an alternating sum
Note that (−1) d−1 (∆ d Ψ)(r) ≥ 0 and is decreasing in both arguments. It follows that the joint density at R is
which is the same as (9) . In other words, the risk set evolves as a Markov survival process with characteristic index ζ n = νΨ(n) evaluated at the positive integers.
We now show that every Markov survival process is generated by a completely independent random measure. Recall that the set of singleton splitting rules, {q(n, 1)}, completely determine the splitting rule by consistency. Equation (3) provides an integral representation for the singleton splitting rule for all markov survival processes.
Suppose there were an associated completely independent random measure. Then the Lévy-Khintchine characterization implies that the singleton splitting rule is
We set γ = c, and w(z) = e −z ν(e −z ). We assume ν = 1, as this corresponds to the standardized form of the characteristic index. It rests to check that the measure w is a Lévy measure. It is easy to show that
So we have a mapping from the integral representation of all markov survival processes into (c ≥ 0, w) where w is a Lévy measure, and thus the space of Lévy-Khintchine characterizations of completely independent random measures.
Example: homogeneous gamma process
The density of the gamma distribution Z ∼ Ga(ν, ρ) at z > 0 is
For ν > 0, ρ > 0, the distribution has finite moments of all orders, and moment generating function
for t < ρ. It follows that the distribution is infinitely divisible with rth cumulant ν Γ(r)/ρ r . It is convenient to extend the parameter space to include ν = ∞, in which case Ga(∞, ρ)({∞}) = 1 for all ρ > 0, i.e., unit mass is assigned to the point at infinity.
The homogeneous gamma process with parameter (ν, ρ) on the real line is a stationary random measure Λ, which has the following properties:
• for each Borel subset A ⊂ of Lebesgue measure |A|, the random variable Λ(A) is distributed according to the gamma distribution Ga(ν|A|, ρ);
• the values Λ(A 1 ), . . . , Λ(A n ) assigned by Λ to disjoint subsets A 1 , . . . , A n are independent random variables;
• with probability one, Λ is purely atomic with countable dense support.
To explain the reasoning behind the last point, let X be a Poisson process with intensity ν z −1 e −ρz dx dz at (x, z) in the product space × (0, ∞). Then
is distributed as the gamma process with parameter (ν, ρ). In other words, to each (x, z) ∈ X there corresponds an atom of Λ such that Λ({x}) = z. If 0 < |A| < ∞, the set X ∩ (A × (0, ∞)) is infinite, but the subset X ∩ (A × ( , ∞)) is finite for every > 0. The value assigned by Λ to A ⊂ is the sum of the z-components of all points of X that lie in A×(0, ∞), and this sum is finite with probability one. Since there are no coincident atoms, i.e., no pairs of points in X whose x-components are equal, the Poisson process is equivalent to Λ. For further details, see Kingman (1993, chapter 8) .
The characteristic index for the gamma process is Ψ(t) = log(1 + t/ρ), which means that ∆Ψ(t) = log(ρ + t + 1) − log(ρ + t) (−1)∆ 2 Ψ(t) = − log(ρ + t + 2) + 2 log(ρ + t + 1) − log(ρ + t)
The joint marginal density of the survival times in the gamma process is obtained by substitution into (15):
Approximation (18), which holds with relative error O(1/t 2 ) for large t, is the dth order forward difference of the characteristic exponent ψ(ρ + t) − ψ(ρ ), of the harmonic process with parameter ρ = ρ + 1/2. The discrete component is thus approximately a product over failure times
where d j is the number of failures and r j = R (t j ) is the size of the risk set at time t j . In particular, if there are no censored records, the joint density for the harmonic process with parameter ν, ρ is
where d j = n and the integral in the exponent may be written as a finite sum
Parameter estimation
We consider the problem of parameter estimation for a two-parameter Markov survival process with characteristic index of the form ζ n = νΨ(n) where Ψ(n) = Φ(n + ρ) − Φ(ρ) for ν > 0, ρ > 0 with Φ(·) given. Such a family is generated from a family of Lévy measures proportional to w(dz)e −ρz , so Λ is expected to have larger atoms if ρ is small. The gamma and harmonic processes are of this form with w((0, 1)) and w((1, ∞)) both infinite.
The first goal is to estimate the parameters ρ, ν, from observations T 1 , . . . , T n , some of which may be right censored. Consistency as n → ∞ is not to be expected, nor is it necessarily important. Parameter estimation is usually an intermediate step, which is needed primarily to compute the Bayes estimate, or empirical Bayes estimate, of the survival distribution F (t) = pr(T n+1 > t | data).
For fixed ρ, the survival model (15) is a one-parameter family with a twodimensional sufficient statistic
where 1 ≤ k ≤ n is the number of blocks, or more generally the number of distinct death times. The first derivative of the log likelihood with respect to log ν is k − ν Ψ(R (t)) dt, the maximum-likelihood estimate is the ratiô
The Fisher information for log ν is E(k), suggesting that the asymptotic variance of logν is 1/E(k). For the gamma and harmonic processes, log(n) < E(k) < n implies that the estimator is consistent in the absence of censoring. but the rate of convergence is very slow. Estimation of ρ by maximum likelihood is certainly feasible, but a little more difficult. One natural option is to consider the product of the per-particle death rate νΨ(1) and the total particle time at risk R (t) dt, and to estimate ρ by setting the product to the observed number of deaths, i.e., #deaths =νΨ(1)
In the absence of censoring, this is equivalent to setting the mean survival timē T n to its expected value 1/ζ 1 . But cov(
does not tend to zero as n → ∞. Nonetheless, this second equation is less sensitive than the first to rounding of survival times, which is a desirable property for applied work. The parameter pair can be estimated by iteration.
Numerical example
We consider parameter estimation for a set of failure and censoring times (in weeks) of the 6-MP subset of leukemia patients taken from Gehan (1965):
6, 6, 6, 6 , 7, 9 , 10, 10 , 11 , 13, 16, 17 , 19 , 20 , 22, 23, 25 , 32 , 32 , 34 , 35
There are 9 uncensored observations, and a total risk time of 359 weeks. If we assume the survival times are iid exponential with rate parameter, θ, then the maximum likelihood estimate of θ is given by 9/359, or an expected survival time of 39.89 weeks. We consider the two-parameter Markov survival process defined in section 3.5, specifically the harmonic and gamma processes. Table 1 provides maximum likelihood estimates for ρ and ν. For the gamma process, the empirical Bayes estimate of the rate is thenν · log(1 +ρ −1 ) ≈ 2.47 × 10 −2 , implying the expected survival time is 40.52 weeks. The expected time is the same for the harmonic process.
Estimation using the maximum likelihood estimate of ν given ρ and the natural relation between the marginal survival rate associated with the gamma process andθν (ρ) (Φ(1 + ρ) − Φ(ρ)) =θ = 9/359 Figure 1 shows the conditional survival distribution given the observed risk set trajectory. We see that the empirical Bayes estimate of the conditional distribution for the harmonic process is approximately equal to that of the gamma process. Both are approximately an average of the Kaplan-Meier product limit estimator and the maximum likelihood exponential estimator of the conditional survival distribution. 
Proportional conditional hazards
We now consider the proportional conditional hazards model as described by Kalbfleisch (1978) , Hjort (1990) and Clayton (1991) . It is sufficient to con-sider only the stationary version because the non-stationary version involves a relatively straightforward monotone temporal transformation.
Let Λ be a stationary, completely independent random measure on with characteristic exponent ζ(t). In the proportional conditional hazards model, the cumulative hazard for individual i is w i Λ((0, t]) for some w i > 0, typically w i = e xiβ depending on covariate x i . Thus, the ratio w i /w j = e (xi−xj )β of conditional hazards for particles i and j is non-random and constant over time; the marginal distributions are exponential with rates ζ(w i ), ζ(w j ), so the hazard ratio ζ(w i )/ζ(w j ) is also constant over time. If Λ is a nonstationary measure then the marginal hazard rate for particle i is ζ(w i )ν(ds). Therefore, the marginal distributions satisfy the proportional hazards assumption independent of assuming the measure, Λ, is stationary. However, the marginal and conditional hazard ratios need not be equal. For ρ sufficiently large, the gamma and harmonic processes satisfy approximate equality, w i /w j ≈ ζ(w i )/ζ(w j ). Survival times are conditionally independent given Λ, and the conditional survival density for particle i is
Consequently, the conditional joint density is
where R(t) is the risk set as previously defined, D r = R(t − r ) \ R(t r ) is the set of individuals failing at time t r , and
is the sum of the risk-set weights. The argument used to obtain the joint marginal density (15) is essentialy unchanged. The only difference occurs in the definition of the intensities associated with a failure time at which R ≡ R(t) and D are disjoint subsets
where ζ (R) = ζ(R ). Note that λ is a function of two disjoint subsets, whose value depends only on the weights assigned by w to R and the various subsets of D. With this modification, the joint marginal density (15) applies also to the inhomogeneous case:
The Bayes estimate of the survival distribution depends on the value w n+1 attached to the new particle:
where (∆ζ )(R) = ζ (R ∪ {n + 1}) − ζ (R) is the increment associated with the new particle.
For the gamma process with ζ(t) = ν log(1 + t/ρ), the exponential of the integral may be written in product-integral form as
where the product runs over all event times with t 0 = 0. The discrete hazard for a single failure, D = {i} is
Numerical example
The leukemia data of Gehan (1965) reproduced in Table 2 is used to illustrate parameter estimation in the proportional conditional hazards model. The covariate is treatment group, control or 6-MP treatment specificed by an indicator, Z. Table 1 is the survival and censoring times (in weeks) associated with the treatment group. We consider the three-parameter Markov survival processes with characteristic index
where Φ is given. The gamma, harmonic, and inverse linear processes are all of this form. As ρ tends to zero, the harmonic process tends to the inverse linear process with ρ = 1. At the other extreme, as ρ tends to infinity, the harmonic process tends to the gamma process with ρ = 1. We interpret ρ as a measure of proximity of the harmonic process to these limiting cases.
The weight for individual i is taken to be w i = exp(β 0 + β 1 Z i ). The parameter γ is equal to exp(β 0 ) implying β 0 and ρ are not separately identifiable under the gamma process. We therefore set β 0 to zero and find maximum likelihood estimates of the remaining parameters.
For the harmonic process, we find the log-likelihood is maximized at the inverse linear boundary. Table 3 summarizes the parameter estimates for (β, κ, γ). We see that the estimate of the treatment parameter, β 1 , for the inverse linear process is close to the estimate under the gamma process. Supplementary figure 4 shows the profile likelihood for β 1 under the inverse linear process and gamma process. It suggests a 95% confidence interval of approximately [−2.4, −0.9] in both instances. The maximum partial likelihood estimated coefficient is −1.57 with a standard error of 0.41. This is comparable to estimates under both processes, with the estimate under the inverse linear process closer to the partial likelihood estimate.
The empirical Bayes estimate of the conditional survival function for each group is shown in Figure 2 . Each curve has discontinuities at observed survival times. At the maximum observed survival time, the estimated conditional survival function is 4.8% (4.3%) and 53.7% (52.7%) for the control and treatment groups respectively under the inverse linear (gamma) process. After the maximum observed time, the conditional distribution for the treatment group is exponential with rate 2.55 × 10 −2 and 2.59 × 10 −2 for the inverse linear and gamma process respectively, corresponding to an additional expected survival times of approximately 39.14 and 38.63. The expected survival time for the control group is 8.28 and 8.17 under the inverse linear and gamma processes respectively.
Ties as a result of numerical rounding
Up to this point, individuals having the same recorded survival time are regarded as failing simultaneously. We now consider the case where the actual failure times are distinct, so that tied values arise solely as a result of numerical rounding. The integral in the exponent is a continuous function of the risk set trajectory R(t), so an -perturbation of failure times has an O( ) effect on the integral, which is ignored. However, the remaining term is not a continuous Consider a tied failure time at which R(t + ) = R is the recorded risk set, D is the set of failures, and R(t− ) = R ∪D, so no individuals are censored at t. Given that these ties are the result of rounding, the associated event is a union over permutations σ : D → D of the failed individuals, and the probability is a sum of products
In the homogeneous case where w is counting measure, this reduces to
For the harmonic process, this is equal to
so the only effect on the likelihood function is to increase k from the number of distinct failure times to the total number of failures.
Approximations
If the set D is large then the corresponding set of orderings can become computationally intractable. We provide approximations to equation (21) in this case.
The first proposal is to approximate by equation (22). From the above, for harmonic process with no covariates, this is exact. The second proposal is comparable to the Breslow approximation. We approximate (∆Ψ)(w(R ∪ σ(1 : (i − 1))) by (∆Ψ)(w(R)). This yields the approximation
In the homogeneous case for the harmonic process the Breslow approximation is given by
. This can be seen as using the numerical approximation x ↑α ≈ x α . Finally, if w i is the weight associated to individual i then define the average weight,w by (#D) −1 i∈D w i . This leads to the average approximation
whereD denotes a set of #D individuals each with weightw. This exact in the homogeneous case.
Numerical example
We reconsider the leukemia dataset assuming ties are a result of numerical rounding. First, consider only patients in the treatment group. Then under each approximation the log-likelihood is maximized as ρ tends to infinity, and log(ν/ρ) equals 3.69. The likelihood for ρ is flat with an approximate 95% confidence interval for log(ρ) of [3.29, ∞]. Assuming ν ∝ ρ and letting ρ tend to infinity, the limiting distribution is such that survival times are identically distributed and independent exponential random variables with rate parameter λ equal to the ratio ν/ρ. While the likelihood is maximized as ρ tends to infinity for the leukemia dataset, this is not true for all possible risk functions, R(·). Now consider estimation for the complete leukemia dataset. Again, the maximum likelihood estimate for ρ is infinite under all approximations. In this case, ρ → ∞ corresponds to the survival times being independent and identically distributed with constant hazard rate, h i = exp(β 0 + β 1 · Z i ). Table 4 presents these estimates. In this case, β 0 = log(ρ/ν). The estimated expected survival time for the control and treatment groups are 8.67 and 39.89 respectively. These estimates correspond to the exact case as well as the Breslow approximation. The first and second proposed approximations lead to the estimation of the treatment effect of −1.53 as ρ tends to infinity, in line with the limiting case of iid exponential random variables. On the other hand, the average approximation overestimates the treatment effect (β = −1.76) as ρ tends to infinity.
Conditional survival distribution
We consider the effect of rounding on the conditional survival distribution. The continuous component is only affected by the -perturbation of failure times. For the harmonic process, the above implies that the discrete component is a product over failure times tj ≤t (∆ζ)(r + d) (∆ζ)(r) = tj ≤t r j + ρ r j + d j + ρ Thus the conditional survival distribution for the harmonic process given ρ and ν is unaffected by rounding, but the likelihood and parameter estimation are affected.
Discussion
We considered the set of exchangeable, consistent Markov survival processes. We see that they are defined by their characteristic index, ζ, which defines both the sequence of holding rates as well as the set of splitting rules, q(r, d). These processes are in correspondence with the set of completely independent random measures defined by their cumulant generating function, Ψ(t).
Markov survival processes exhibit multiple tied failure times, generating exchangeable partial rankings among individuals. We have shown the number of blocks depends on the characteristic index and corresponding splitting rule. For the harmonic and gamma processes, the rate is log 2 (n) and the fraction of individuals in the initial block is proportional to 1/ log(n).
Finally, we examine parameter estimation in the presence of censoring and covariate effects. We see that the risk set is still well defined when censored records are included. We then examine parameter estimation for a two-parameter Markov survival process, applying these methods data. We end with a discussion of the proportional conditional hazards model and the impact of ties as the result of numerical rounding. We see that weights are easily incorporated, marginally affecting parameter estimation, while ties as a consequence of numerical rounding can have a large impact on the maximum likelihood estimates. 
