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ISOMONODROMY ASPECTS OF THE TT*
EQUATIONS OF CECOTTI AND VAFA
III. IWASAWA FACTORIZATION AND ASYMPTOTICS
MARTIN A. GUEST, ALEXANDER R. ITS, AND CHANG-SHOU LIN
Abstract. This paper, the third in a series, completes our de-
scription of all (radial) solutions on C∗ of the tt*-Toda equations
2(wi)tt¯ = −e
2(wi+1−wi)+e2(wi−wi−1), using a combination of meth-
ods from p.d.e., isomonodromic deformations (Riemann-Hilbert
method), and loop groups.
We place these global solutions into the broader context of so-
lutions which are smooth near 0. For such solutions, we compute
explicitly the Stokes data and connection matrix of the associated
meromorphic system, in the resonant cases as well as the non-
resonant case.
This allows us to give a complete picture of the monodromy
data, holomorphic data, and asymptotic data of the global solu-
tions.
1. Introduction
In [15] we observed that the Iwasawa factorization of a certain loop
group provides the link between two objects studied by Cecotti and
Vafa ([5],[6]) in their classification of supersymmetric field theories.
On the one hand there is the chiral ring, a holomorphic object, re-
lated to Frobenius manifolds and quantum cohomology. On the other
hand there is the renormalization group flow, represented by a smooth
function which combines holomorphic and antiholomorphic data, gen-
eralizing a variation of Hodge structures. This function is a solution of
the (nonlinear) topological-antitopological fusion equations — the tt*
equations.
The link is a generalization of the well known correspondence be-
tween holomorphic functions and solutions of the Liouville equation,
although much less explicit because an infinite-dimensional factoriza-
tion is involved. We have studied this correspondence for an equation
(introduced by Cecotti and Vafa) related to the Toda equations, which
we call the tt*-Toda equations.
2000 Mathematics Subject Classification. Primary 81T40; Secondary 53D45,
35Q15, 34M40.
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It is known that the tt*-Toda equations are integrable. Nevertheless,
considerable effort is required to integrate them, and what Cecotti and
Vafa call the “magical” expected properties of these solutions were left
as conjectures in [5],[6]. While the mirror symmetry aspects have been
shown to fit into self-consistent frameworks in both physics and algebra,
the geometric framework needs differential equations and properties of
their solutions. The purpose of our project is to establish these proper-
ties rigorously and explicitly, without using unduly abstract machinery.
For any fixed l ∈ {0, 1, . . . , n} the tt*-Toda equations are
(1.1) 2(wi)tt¯ = −e
2(wi+1−wi) + e2(wi−wi−1), wi : C∗ → R, i ∈ Z
where, for all i, wi = wi+n+1 (periodicity), wi = wi(|t|) (radial con-
dition), and wi + wl−i−1 = 0 (“anti-symmetry”). In previous articles
[13], [14], we have proved by elementary p.d.e. methods that the global
solutions (on C∗) are characterized by their asymptotics as |t| → 0, or
by their asymptotics as |t| → ∞, as predicted by Cecotti and Vafa. In
this article we shall establish more of their properties.
An alternative characterization involves “holomorphic data”, which
is perhaps closer to the underlying geometry and physics. It is well
known to differential geometers that the loop group Iwasawa factoriza-
tion method produces a local solution of the periodic Toda equations
near z0 ∈ C from any matrix of the form

p0
p1
. . .
pn


where each function pi = pi(z) is holomorphic in a neighbourhood of
z0 (see the Appendix of [15] for a summary, with further references).
Thus, for any suitable p0, . . . , pn (incorporating the radial and anti-
symmetry conditions), we obtain a local solution w0, . . . , wn of the
tt*-Toda equations. The difficulty lies in identifying the holomorphic
data which corresponds to solutions defined globally on C∗. In [15] we
used p.d.e. methods to identify these solutions in terms of asymptotic
data γi, where 2wi(|t|) ∼ γi log |t| as t → 0. Then we observed that
this data corresponds to
pi(z) = ciz
ki
for certain (real) ki and ci. We gave a simple formula for ki in terms of
asymptotic data, but not yet for ci (cf. the remarks at the end of [15]).
The theory of isomonodromic deformations provides deeper informa-
tion, and a third kind of data, which will allow us to compute ci. This
theory applies because of the radial condition (as was pointed out by
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Dubrovin in [8]). It was shown in [13] that, in this context, the coun-
terparts of the γi or the ki are certain entries s
R
i of Stokes matrices
of an associated meromorphic connection, and that there are explicit
bijective correspondences
asymptotic data
γi
←→
Stokes data
sRi
←→
holomorphic data
ki
between the three kinds of data.
In this paper we shall extend these correspondences further, to the
case of radial solutions of (1.1) which are defined near t = 0. That is,
we do not insist that wi be defined on all of C
∗, just in a punctured
neighbourhood of t = 0. Even though our main concern is the global
solutions, the “complete picture” is visible only in this broader context.
Here (in the generic case — the meaning of which will be explained
shortly) we have
2wi(|t|) ∼ γi log |t|+ ρi + o(1)
as t→ 0 where ρi is an independent real parameter (related to ci). The
counterparts of the ρi or the ci are certain entries e
R
i of “connection
matrices”. We shall show how to compute all of this data explicitly —
for local solutions near t = 0 and, in particular, for global solutions on
C∗.
Thus, for local solutions near t = 0, we shall obtain bijective corre-
spondences
asymptotic data
γi, ρi
←→
Stokes data
sRi , e
R
i
←→
holomorphic data
ki, ci
For the global solutions, the supplementary data ρi, e
R
i , ci must be de-
termined by γi, s
R
i , ki. We have shown in [14] that the global solutions
are characterized by (a condition equivalent to) the very simple con-
dition eRi = 1. Our computation of the e
R
i will allow us to give the
explicit conditions on ρi, ci, which are rather more complicated.
Let us be more specific. In this article we focus on “case 4a” (the
first of the 10 cases with n = 3, 4, 5 which are listed in Table 1 of [13]).
Here we have n = 3, l = 0 and w0 + w3 = 0 = w1 + w2, hence
γ0 + γ3 = 0 = γ1 + γ2, ρ0 + ρ3 = 0 = ρ1 + ρ2
and also
k1 = k3, c1 = c3.
We restrict to this case primarily for readability. All methods in this
article work equally well for the other 9 cases, and indeed for general
n.
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We recall (Table 2 of [13] and Corollary 4.2 of [14]) that the data
γi, s
R
i , ki are related in this case by
γ0 =
3α0−2α1−α2
N
sR1 = −2 cos
π
N
α0 + 2 cos
π
N
α2
γ1 =
α0+2α1−3α2
N
sR2 = −2 + 4 cos
π
N
α0 cos
π
N
α2
where αi = ki+1, N = α0+α1+α2+α3 = α0+2α1+α2.
These formulae are unaffected by rescaling αi 7→ kαi, k ∈ R>0, and
the correspondence
(sR1 , s
R
2 )↔ (γ0, γ1)↔ (α0, α1, α2, α3) mod R>0
is bijective. The condition α0, α1, α2, α3 ≥ 0 corresponds to the condi-
tion 0 ≤ γ0+ 1 ≤ γ1+ 3 ≤ 4, and this is the parameter space of global
solutions (see [13]). It is a closed triangular region. By the generic
case we mean the case α0, α1, α2, α3 > 0; this means the interior of the
region.
Holomorphic data and asymptotic data of local solutions.
For local (near t = 0) radial solutions, we have the additional param-
eters ρi ∈ R (asymptotic data) or ci > 0 (holomorphic data). Again,
ρ0, ρ1 are unaffected by rescaling ci 7→ lci, l ∈ R>0. Let us normalize
the αi and ci so that c0c1c2c3 = 1 and α0+α1+α2+α3 = 1. Then it is
easy to show (Proposition 4.7) that the ρi are related to the ci by
eρ0 = c0 2
−6α0+4α1+2α2
eρ1 = c−12 2
−2α0−4α1+6α2
and this (together with the relation between the γi and the αi) gives a
bijection between the γi, ρi and the normalized αi, ci.
Holomorphic data and monodromy data of local solutions.
Next we describe the monodromy data, which is associated to a com-
plex o.d.e. of the form
dΨ
dλ
= AΨ.
The coefficient matrix A depends explicitly on a particular local solu-
tion w0, . . . , wn of (1.1), and the o.d.e. is meromorphic in λ with poles
of order 2 at λ = 0,∞. The monodromy data of this system consists
of the Stokes matrices at the poles and the connection matrix, and
it is known that these are independent of t. It follows from general
principles (the Riemann-Hilbert correspondence; see [3] for a version
which covers our situation) that such data parametrizes the local radial
solutions of (1.1). For local radial solutions near t = 0 we establish this
directly, but our main results are that we can give precise formulae for
the correspondence, in the following way.
First, the Stokes matrices are equivalent to the sR1 , s
R
2 above (they
are the same for all local solutions near 0, in particular for the global
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solutions). Next, the connection matrix is equivalent to certain param-
eters eR1 , e
R
2 and our main result (in the generic case, Theorem 4.5) is
an explicit formula for them. In terms of the normalized holomorphic
data we have (Corollary 4.6):
eR1 = c0
Γ(α0
N
)Γ(α0+α1
N
)Γ(α0+α1+α2
N
)
Γ(α1
N
)Γ(α1+α2
N
)Γ(α1+α2+α3
N
)
eR2 = c
−1
2
Γ(α3
N
)Γ(α3+α0
N
)Γ(α3+α0+α1
N
)
Γ(α2
N
)Γ(α2+α3
N
)Γ(α2+α3+α0
N
)
Combining these with the above formulae for ρ0, ρ1, we can express
eR1 , e
R
2 in terms of the asymptotic data (Corollary 4.8):
eR1 = e
ρ0 22γ0
Γ(γ0
4
+ 1
4
)Γ(γ0+γ1
8
+ 1
2
)Γ(γ0−γ1
8
+ 3
4
)
Γ(γ1−γ0
8
+ 1
4
)Γ(−γ0+γ1
8
+ 1
2
)Γ(−γ0
4
+ 3
4
)
eR2 = e
ρ1 2γ1
Γ(γ1−γ0
8
+ 1
4
)Γ(γ0+γ1
8
+ 1
2
)Γ(γ1
4
+ 3
4
)
Γ(−γ1
4
+ 1
4
)Γ(−γ0+γ1
8
+ 1
2
)Γ(γ0−γ1
8
+ 3
4
)
Global solutions.
As the global solutions are given by eR1 = e
R
2 = 1, for these solutions
we have (Corollary 5.2):
c0 =
Γ(α1)Γ(α1+α2)Γ(α1+α2+α3)
Γ(α0)Γ(α0+α1)Γ(α0+α1+α2)
c2 =
Γ(α3)Γ(α3+α0)Γ(α3+α0+α1)
Γ(α2)Γ(α2+α3)Γ(α2+α3+α0)
Here α1 = α3 but we write them separately to indicate the pattern.
For asymptotic data this becomes (Corollary 5.3):
ρ0 = − log 2
2γ0
Γ(γ0
4
+ 1
4
)Γ(γ0+γ1
8
+ 1
2
)Γ(γ0−γ1
8
+ 3
4
)
Γ(γ1−γ0
8
+ 1
4
)Γ(−γ0+γ1
8
+ 1
2
)Γ(−γ0
4
+ 3
4
)
ρ1 = − log 2
2γ1
Γ(γ1−γ0
8
+ 1
4
)Γ(γ0+γ1
8
+ 1
2
)Γ(γ1
4
+ 3
4
)
Γ(−γ1
4
+ 1
4
)Γ(−γ0+γ1
8
+ 1
2
)Γ(γ0−γ1
8
+ 3
4
)
This formula was obtained by Tracy and Widom in [20] by the method
of Fredholm determinants, although they were not able to identify the
relevant solutions with the class of all smooth solutions on C∗.
To perform these calculations it is very convenient to make use of the
Iwasawa factorization. This arises in the following way. The fundamen-
tal solution of the meromorphic o.d.e. is a function which takes values
in the loop group of SLn+1C. The Iwasawa factorization relates this
to the fundamental solution of a simpler meromorphic o.d.e. dΦ
dλ
= BΦ
whose coefficient matrix B is given directly by the holomorphic data.
This has poles of order 2, 1 at λ = 0,∞ (instead of 2, 2), and it can be
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solved “explicitly”. The Iwasawa factorization allows us to compute
the connection matrix of dΨ
dλ
= AΨ from that of dΦ
dλ
= BΦ.
The Iwasawa factorization is an effective tool for studying flat con-
nections with compact structure group, because in that case there is
only one “Iwasawa cell”. Equation (1.1) with the opposite sign (the
usual Toda equation) is a typical example. But for equation (1.1) the
structure group is noncompact, and in this situation there is no guar-
antee that the factorization of the fundamental solution matrix can be
carried out, because there are many Iwasawa cells and there is no guar-
antee that a solution remains within a single cell. It is a consequence
of our results that the Iwasawa factorization is possible for all z ∈ C∗
only when ci takes the specific value above.
Resonance.
In the sense of classical o.d.e. theory, our equation dΨ
dλ
= AΨ is non-
resonant. However, when the coefficient matrix A corresponds to an
interior point of the space of global solutions, the monodromy is better-
behaved — in particular, it is semisimple. At boundary points the
monodromy is not semisimple. This phenomenon is directly related to
resonance (in the classical sense) of the simpler o.d.e. dΦ
dλ
= BΦ. This
makes the computation of the connection matrix more complicated,
and we carry it out separately in sections 6-8.
To explain the nature of the results, we note first that, in the generic
case, the essential ingredient of the connection matrix (for dΨ
dλ
= AΨ)
is a diagonal matrix
E =


eR1
eR2
1/eR2
1/eR1


(see Theorem 4.5). In the boundary case this becomes
EF
where E is diagonal but F is unipotent (Theorem 7.8 and Table 4). It
turns out that F reflects exactly the unipotent part of the monodromy
of the simpler o.d.e. dΦ
dλ
= BΦ.
In the boundary case, the parameters eR1 , e
R
2 must be replaced by
new parameters eR1 , f
R
1 or f
R
1 , f
R
2 . The global solutions are given by
eR1 = 1, f
R
2 = 0 or f
R
1 = f
R
2 = 0. The asymptotic data may be computed
as before, but now it involves derivatives of gamma functions.
As a concrete example we mention here the “most resonant” situ-
ation, which is given by the vertex (γ0, γ1) = (3, 1) of the triangular
ISOMONODROMY ASPECTS III: ASYMPTOTICS 7
region of solutions. The corresponding global solution has an impor-
tant physical or geometrical origin, namely the quantum cohomology
of CP 3 (see [16, 15]).
Here the asymptotic formula 2wi(|t|) ∼ γi log |t|+ ρi + o(1) must be
replaced by
2w0(t) = 3 log |t|+ log
(
− 1
24
ζ(3)− 4
3
γ3
eu
− 4γ2
eu
log |t|
4
−4γeu log
2 |t|
4
− 4
3
log3 |t|
4
)
+O(|t|4 log6 |t|)
2w0(t) + 2w1(t) = 4 log |t|+ log
(
− 1
12
γeuζ(3) +
4
3
γ4
eu
+ (− 1
12
ζ(3)
+16
3
γ3
eu
) log |t|
4
+ 8γ2
eu
log2 |t|
4
+ 16
3
γeu log
3 |t|
4
+ 4
3
log4 |t|
4
)
+O(|t|4 log6 |t|)
(see Corollary 8.3). We refer to sections 7, 8 for other explicit formulae
of this kind.
The paper is organised as follows. In section 2 we introduce four con-
nection forms α, ω, ωˆ, αˆ. Except for ωˆ, these were used in our previous
articles, but now we need more details of the gauge transformations
relating them. In section 3 we give the Stokes and connection matrices
of ωˆ. In section 4 we use the Iwasawa factorization to compute the
connection matrix of αˆ corresponding to local solutions of (1.1) near
t = 0. In section 5 we characterize the global solutions in terms of
monodromy data, holomorphic data, and asymptotic data. Sections
3-5 concentrate on the generic case; the modifications needed for the
non-generic case are made in sections 6-8. We have made some effort
to simplify the presentation there, and omit repetitive computations.
But the non-generic case is rather involved, and the general reader is
advised to glance at the notation at the start of section 6, then jump
to section 8 to see a summary of the results.
Acknowledgements: The first author was partially supported by JSPS
grant (A) 25247005, and the second author was partially supported by
NSF grant DMS-1361856. Both are grateful to Taida Institute for
Mathematical Sciences for financial support and hospitality. We would
like to express our sincere appreciation to Yuqi Li, who verified numer-
ically all our asymptotic formula, thereby revealing several errors in
our original calculations. Numerical aspects of the tt*-Toda equations
will be discussed by him in a future article.
2. Preliminaries: four connection forms
In this section we introduce the four connection forms ω, ωˆ, α, αˆ which
will be used to study equation (1.1). Although α, αˆ appeared already
in [13] and [14], some new details are given here, in order to establish
the precise relation with ω, ωˆ.
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2.1. The connection form α.
Definition 2.1. Let α = (wt +
1
λ
W T )dt+ (−wt¯ + λW )dt¯, where
w = diag(w0, . . . , wn), W =


ew1−w0
. . .
ewn−wn−1
ew0−wn

 ,
W T denotes the transpose of W , and λ is a complex parameter.
Equation (1.1) is equivalent to dα+α∧α = 0, i.e. the condition that
the connection ∇ = d+α has curvature zero. This is the compatibility
condition for the linear system{
Ψt = (wt +
1
λ
W )Ψ
Ψt¯ = (−wt¯ + λW
T )Ψ
(2.1)
where Ψ takes values in the Lie group SLn+1C (the invertible complex
n+1 × n+1 matrices with determinant 1). In other words, it is the
condition for the existence of a (local) basis of flat sections of d + α
or of the dual connection d − αT , i.e. the existence of Ψ such that
αT = dΨΨ−1.
Consider the following automorphisms τ, σ, c of the Lie algebra sln+1C
(the complex n+1× n+1 matrices with trace 0):
τ(X) = d−1n+1Xdn+1
σ(X) = −∆XT∆
c(X) = ∆X¯∆
where dn+1 = diag(1, ω, . . . , ω
n), ω = e2π
√
−1 /(n+1), and
∆ = ∆l,n+1−l =
(
Jl
Jn+1−l
)
, Jl =


1
. .
.
1

 (l × l matrix).
We use the same notation for the corresponding automorphisms of the
Lie group SLn+1C: for A ∈ SLn+1C this means
τ(A) = d−1n+1Adn+1
σ(A) = ∆A−T ∆
c(A) = ∆A¯∆.
It is easy to verify that α has the following properties.
Cyclic symmetry: τ(α(λ)) = α(e2π
√−1 /(n+1)λ)
Anti-symmetry: σ(α(λ)) = α(−λ)
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Reality: c(α′(λ)) = α′′(1/λ¯) where α = α′dt+ α′′dt¯.
2.2. The connection form ω.
Closely related to the C∞ connection form α is the holomorphic con-
nection form ω, defined as follows:
Definition 2.2. Let ω = 1
λ
ηdz, where
η =


p0
p1
. . .
pn


and each pi = pi(z) is a holomorphic function.
In our earlier articles [15],[16] the form ω was in the background,
providing the link with quantum cohomology. In parts I and II of this
series ([13],[14]), it was not used at all. However, in this part III, ω
will be essential.
The cyclic symmetry condition τ(ω(λ)) = ω(e2π
√
−1 /(n+1)λ) is satis-
fied for any pi. We shall impose the anti-symmetry condition σ(ω(λ)) =
ω(−λ); this means that{
p0 = pl, p1 = pl−1, . . .
pl+1 = pn, pl+2 = pn−1, . . .
The third symmetry, the reality condition, is not relevant to ω.
Let us review the relation between α and ω as we shall need this later
on (cf. sections 4 and 5 of [15]). Given ω as above, and a basepoint z0,
let L = L(z, λ) be the (unique) local holomorphic solution of the o.d.e.
L−1Lz = 1λη, L|z=z0 = I.
Let
L = LRL+
be the Iwasawa factorization1 of L, where c(LR(z, z¯, 1/λ¯)) = LR(z, z¯, λ),
and L+(z, z¯, λ) =
∑∞
i=0 Li(z, z¯)λ
i, L0 = diag(b0, . . . , bn), bi > 0. This
factorization is valid (i.e. the C∞ maps LR, L+ exist and are unique)
for all z in some neighbourhood of z0. We have LR|z=z0 = I = L+|z=z0.
Both LR and L+ satisfy the cyclic symmetry and anti-symmetry con-
ditions. From this one can deduce that L−1
R
dLR must be of the form
1This means the Iwasawa factorization for the complex loop group ΛSLn+1C with
respect to the real form given by the involution γ(λ) 7→ c(γ(1/λ¯)), γ ∈ ΛSLn+1C.
See [19], [11], [1], [18] for more information on Iwasawa factorizations.
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α = (a+ 1
λ
AT )dz + (−a¯ + λA¯)dz¯, where
a = diag(a0, . . . , an), A =


A1
. . .
An
A0


and Ai = pibi/bi−1, ai = (log bi)z. As α = L−1R dLR, the zero curvature
equation dα + α ∧ α = 0 holds, which means
(2.2) (ai)z¯ + (a¯i)z = −|Ai+1|
2 + |Ai|
2.
Thus, the holomorphic form ω gives rise to C∞ functions ai, Ai near z0
which satisfy the p.d.e. (2.2).
To establish the relation with our p.d.e. (1.1), let us introduce
(2.3) wi = log bi/|hi|, G = diag(|h0|/h0, . . . , |hn|/hn) = |h|/h
where the hi are holomorphic functions. If we choose the hi so that
(2.4) p0h0/hn = p1h1/h0 = · · · = pnhn/hn−1 (= ν, say)
hence νn+1 = p0 . . . pn, then direct calculation gives
(LRG)
−1d(LRG) = wzdz + 1λW
Tνdz − wz¯dz¯ + λWν¯dz¯.
The zero curvature equation (2.2) becomes
(2.5) 2(wi)zz¯ = −|ν|
2e2(wi+1−wi) + |ν|2e2(wi−wi−1).
Then the change of variable2 dt/dz = ν gives (LRG)
−1d(LRG) = (wt+
1
λ
W T )dt+ (−wt¯ + λW )dt¯ = α, and (2.5) gives the tt*-Toda equations
(1.1).
Any choice of h0 and n+1-th root ν = (p0 . . . pn)
1
n+1 determines all the
hi, as hi = h0ν
i(p1 . . . pi)
−1. If we impose the natural anti-symmetry
condition {
h0hl−1 = 1, h1hl−2 = 1, . . .
hlhn = 1, hl+1hn−1 = 1, . . .
then h0 (and hence all hi) are uniquely determined in terms of the pi.
For example, in the case n = 3, l = 0, we have p1 = p3 and h0h3 = 1,
h1h2 = 1, and we obtain
(2.6) h0 = p
−3/8
0 p
2/8
1 p
1/8
2 = h
−1
3 , h1 = p
−1/8
0 p
−2/8
1 p
3/8
2 = h
−1
2 .
This completes our summary of the relation between α and ω. We re-
gard ω as “holomorphic data” for the construction of (local, near any
2In [13],[14], for economy of notation, we wrote both (1.1) and (2.5) with z.
Here, to avoid confusion, we use t for α and (1.1), and z for ω and (2.5).
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point z0) solutions of (1.1). To study such solutions by the isomon-
odromy method, we introduce two further connections ωˆ, αˆ next.
2.3. The connection form ωˆ.
From now on, we consider only pi of the special form
pi = ciz
ki
with ci > 0, ki ∈ R. As in section 1, let us write
αi = ki + 1
and
c =
n
Π
i=0
ci, N =
n
Σ
i=0
αi.
Then the coordinate t (given by dt/dz = ν = (p0 . . . pn)
1
n+1 ) can be
taken as
t = n+1
N
c
1
n+1 z
N
n+1 .
The special form of the pi can be interpreted as a homogeneity (or
scaling-invariance) condition on the flat connection d + ω. We shall
show that it leads to an extended flat connection d + ω + ωˆ, where ωˆ
represents a covariant derivative in the λ-direction. As we shall see,
d+ ωˆ is a meromorphic connection with poles at λ = 0 and λ =∞. It
is an elementary but fundamental fact that the flatness of d + ω + ωˆ
implies that the monodromy data of ωˆ at these poles is independent of
t.
The homogeneity condition also gives the radial property of the cor-
responding local solutions wi of equation (1.1), i.e. that they depend
only on |t|. This follows from the discussion of αˆ in the next subsection.
The relation between ωˆ and ω is well known and often stated, though
not often explained, in the literature. Therefore we shall give two
explanations, one computational and one theoretical. Both will be
used later on.
The first approach is based on the weighted homogeneity of matrix
entries, where the weights of the variables are declared to be
wt(λ) = 2, wt(z) = 2
N
(n + 1), wt(t) = 2.
A function f = f(z, λ) is said to have weight k if (2∂λ+
2
N
(n+1)∂z)f =
kf , where ∂λ = λ
∂
∂λ
, ∂z = z
∂
∂z
(and similarly for f = f(t, λ)). The
following notation will also be convenient:
Definition 2.3.
(i) Let m = diag(m0, . . . , mn), where wt(hi) = 2mi.
(ii) Let cˆ = diag(cˆ0, . . . , cˆn), where hi = cˆit
mi.
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We can observe now that the (i, j) entry of the matrix-valued 1-form
ω = 1
λ
ηdz has weight 2(mj − mi) (if it is nonzero). If ω = L
−1Lzdz
for some L with L(0) = I, then the (i, j) entry of L would also have
weight 2(mj −mi). In this case, let us consider gL where
g(λ) = diag(λm0 , . . . , λmn) = λm.
Then all entries of the i-th column of gL have weight 2mi. Thus
(2∂λ +
2
N
(n+ 1)∂z)(gL) = (gL)2m.
We obtain
(gL)−1(gL)λ = −n+1N
z
λ
(gL)−1(gL)z + 1λm
= −n+1
N
z
λ
L−1Lz + 1λm
= −n+1
N
z
λ2
η + 1
λ
m.
This calculation motivates3 the introduction of the connection form
ωˆ = (gL)−1(gL)λ dλ:
Definition 2.4. ωˆ =
[
−n+1
N
z
λ2
η + 1
λ
m
]
dλ.
It can be verified that the extended connection d+ ω + ωˆ is flat.
The more abstract approach involves the rank n+1 D-moduleDz/(T0),
where Dz is the ring of differential operators in z and (T0) is the left
ideal of Dz generated by the operator
T0 = ∂z
n
Π
k=1
(∂z −
k
Σ
j=1
αj)−
zn+1
λn+1
n
Π
j=0
pj.
In the rest of this article we give detailed calculations only in the case
n = 3, l = 0 (case 4a in Table 1 of [13]), so, for simplicity, let us focus
on this. Here we have c1 = c3, α1 = α3, and hi is given by (2.6). From
Definition 2.3 we have
(2.7)
{
m0 =
1
2N
(−3α0 + 2α1 + α2) = −m3
m1 =
1
2N
(−α0 − 2α1 + 3α2) = −m2
and
(2.8)

cˆ0 = h0/t
m0 =
(
N
4
)m0 c−3−2m080 c 2−4m081 c 1−2m082 = cˆ−13
cˆ1 = h1/t
m1 =
(
N
4
)m1
c
−1−2m1
8
0 c
−−2−4m1
8
1 c
3−2m1
8
2 = cˆ
−1
2
The operator
T0 = ∂z(∂z − α1)(∂z − (α1 + α2))(∂z − (α1 + α2 + α3))−
z4
λ4
p0p1p2p3
is related to the flat connection d+ω in the following way (see Chapter
4 of [12] for more details).
3At this point we have not proved the existence of L with L(0) = I; we are just
using L as motivation. Neither Definition 2.4 nor the flatness of d+ω+ ωˆ depends
on the existence of L.
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The equation for flat sections of the (dual) connection d− ωT is
(2.9) ∂zY =
z
λ
ηTY, Y =


y0
y1
y2
y3

 .
This system corresponds to the scalar equation
T0 y0 = 0
for y0, together with the formulae
y1 = (zp1)
−1λ∂z y0
def
= P1 y0
y2 = (zp2)
−1λ∂z(zp1)−1λ∂z y0
def
= P2 y0
y3 = (zp3)
−1λ∂z(zp2)
−1λ∂z(zp1)
−1λ∂z y0
def
= P3 y0
Conversely, starting with the scalar operator T0, the connection form
ω may be recovered by expressing the operator ∂z : [P ] 7→ [∂zP ] on
Dz/(T0) with respect to the basis P0 = 1, P1, P2, P3. The operators
P0, P1, P2, P3 have weights
0, 2− 8
N
α1, 4−
8
N
(α1 + α2), 6−
8
N
(α1 + α2 + α3)
respectively. From the formula (2.4) defining the hi, and the fact that
wt(hi) = 2mi, we have
(2.10) 4
N
αi = mi−1 −mi + 1.
Thus wt(Pi) = −2m0 + 2mi.
The extended connection ωˆ arises because T0 is a homogeneous differ-
ential operator (of weight 0): the D-module can be extended by adding
λ as a new variable and the “Euler vector field” as a new relation. This
extended D-module
Dz,λ/(T0, ∂λ +
4
N
∂z)
also has rank 4 (by direct calculation, or by the criterion of Corollary
4.19 of [12]) and P0, P1, P2, P3 is still a basis. One obtains the connec-
tion form ωˆ of Definition 2.4 by expressing the operator ∂λ : [P ] 7→
[∂λP ] with respect to the (modified) basis λ
m0P0, λ
m0P1, λ
m0P2, λ
m0P3.
(This modification by λm0 makes ωˆ have trace zero, which is convenient
for later use.) The advantage of this second approach is that ωˆ arises
naturally from the D-module, without consideration of (hypothetical)
solutions L.
The scalar operator corresponding to ωˆ is
Tˆ0 = (∂λ−m0)(∂λ−m1+1)(∂λ−m2+2)(∂λ−m3+3)−
44
N4
z4
λ4
p0p1p2p3.
This is obtained by substituting ∂z = −
N
4
∂λ into λ
m0T0λ
−m0 , and using
the fact that ∂λλ
−m0 = λ−m0(∂λ −m0).
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The equation for flat sections of d− ωˆT is
(2.11) ∂λYˆ =
[
− 4
N
z
λ
ηT + m
]
Yˆ , Yˆ =


yˆ0
yˆ1
yˆ2
yˆ3

 = λm0Y.
This system corresponds to the scalar equation
Tˆ0 yˆ0 = 0
for yˆ0 = λ
m0y0, together with the expressions for the yˆi in terms of yˆ0:
yˆ1 = −
N
4
(zp1)
−1λ(∂λ −m0) yˆ0
def
= Pˆ1 yˆ0
yˆ2 =
(
−N
4
)2
(z2p1p2)
−1λ(∂λ −m1)λ(∂λ −m0) yˆ0
def
= Pˆ2 yˆ0
yˆ3 =
(
−N
4
)3
(z3p1p2p3)
−1λ(∂λ −m2)λ(∂λ −m1)λ(∂λ −m0) yˆ0
def
= Pˆ3 yˆ0
The scalar equation will be useful for calculations in section 3.
2.4. The connection form αˆ.
Just as ωˆ = (gL)−1(gL)λdλ can be obtained from ω = L−1Lzdz, we
obtain an extended connection form αˆ = (gLRG)
−1(gLRG)λdλ from
α = (LRG)
−1d(LRG) = (LRG)−1(LRG)tdt + (LRG)−1(LRG)t¯dt¯. As we
shall have no use for the scalar operator (or D-module) in this case,
and the weighted homogeneity calculation is very easy, we shall just
give the latter.
Let us note first that LR (and L+) has the same homogeneity as L,
i.e. the (i, j) entry has weight 2(mj − mi). Here we assume that L
satisfies L|z=0 = I and we assign wt(z¯) = −wt(z). Now, the weights of
the diagonal entries of both g and G−1 are m0, m1, m2, m3. Hence all
entries of gLRG have weight zero. This means (∂λ + ∂t− ∂t¯) gLRG = 0
(the variables t, t¯ have weights 2,−2). Hence
(gLRG)
−1∂λ(gLRG) = −(gLRG)−1∂t(gLRG) + (gLRG)−1∂t¯(gLRG)
= −(LRG)
−1∂t(LRG) + (LRG)−1∂t¯(LRG)
= −t(wt +
1
λ
W T ) + t¯(−wt¯ + λW )
= − t
λ
W T − twt − t¯wt¯ + t¯λW
= − t
λ
W T − xwx + t¯λW where x = |t|.
This motivates the introduction of αˆ = (gLRG)
−1(gLRG)λdλ:
Definition 2.5. αˆ =
[
− t
λ2
W T − 1
λ
xwx + t¯ W
]
dλ.
The extended connection d+ α + αˆ is flat. We note that the weight
of W (and hence of each wi) is zero; this means that wi = wi(t, t¯) is
radial, i.e. wi = wi(|t|).
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3. Monodromy data for ωˆ
The meromorphic connection d + ωˆ has poles of order 2 (at λ = 0)
and 1 (at λ = ∞). We shall see that the associated meromorphic
differential equation
(3.1) dΦ
dλ
=
[
− 4
N
z
λ2
ηT + 1
λ
m
]
Φ
admits a solution with an integral representation, whose asymptotic be-
haviour at λ = 0,∞ can be calculated, and that all monodromy data
can be obtained from this. This approach is well known (see for exam-
ple [2] and more recently, in our context, [9] and [17]). Nevertheless,
we shall carry it out explicitly in this section, as the results available in
the literature do not cover what we need. The conclusions are stated in
Theorem 3.7 (Stokes matrices) and Theorem 3.13 (connection matrix).
To streamline the presentation we shall follow closely our treatment
of αˆ in section 4 of [13] and section 2 of [14], as ωˆ has similar behaviour
at λ = 0 . For αˆ the meromorphic differential equation is
(3.2) dΨ
dλ
=
[
− t
λ2
W − 1
λ
xwx + t¯W
T
]
Ψ.
Putting ζ = λ/t converts this to
(3.3) dΨ
dζ
=
[
− 1
ζ2
W − 1
ζ
xwx + x
2W T
]
Ψ,
which is the equation used for all Stokes calculations in [13], [14]. We
shall not use ζ in this section, but in our Stokes calculations we shall
assume that t > 0 for compatibility with [13], [14]. This has no effect
on the results as all monodromy data is independent of t.
Analysis at λ = 0.
The Stokes analysis of (3.1) at λ = 0 is very similar to that of (3.2).
The only difference is the diagonalizing matrix for the leading term
− 4
N
z
λ2
ηT of (3.1). By formula (2.4), we have
ηT = ν hΠ h−1, Π =


1
1
1
1

 , h =


h0
h1
h2
h3

 .
Then4, from Π = Ωd4Ω
−1,
Ω =


1 1 1 1
1 ω ω2 ω3
1 ω2 ω4 ω6
1 ω3 ω6 ω9

 , d4 =


1
ω
ω2
ω3

 , ω = eπ2√−1 ,
4We have used the notation ω = e
pi
2
√
−1 as well as ω = 1
λ
ηdz, but the intended
meaning will be clear from the context.
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we obtain ηT = ν(hΩ)d4(hΩ)
−1. This gives
− 4
N
z
λ2
ηT = − t
λ2
O0d4O
−1
0
where O0 = hΩ. Here we have used t =
4
N
c
1
4 z
N
4 and ν = c
1
4 z
N−4
4 (see
section 2.3), to write 4
N
zν = t.
It follows (e.g. from [10], Proposition 1.1) that there is a unique
formal solution of the form
Φ
(0)
f = O0(I +O(λ))e
t
λ
d4 .
Let us choose initial Stokes sector
Ω
(0)
1 = {λ ∈ C
∗ | − 3π
4
< arg λ < π
2
},
and then define successive Stokes sectors in the universal covering C˜∗
by
Ω
(0)
k+ 1
4
= e−
π
4
√
−1Ω
(0)
k (k ∈
1
4
Z),
as in section 4 of [13] and section 2 of [14]. Then (e.g. from [10],
Theorem 1.4) there exist unique holomorphic solutions Φ
(0)
k on Ω
(0)
k
such that Φ
(0)
k ∼ Φ
(0)
f as λ→ 0 in Ω
(0)
k .
The Stokes matrices Rk for (3.1) are defined by
Φ
(0)
k+1 = Φ
(0)
k Rk.
We define matrices Pk by Φ
(0)
k+ 1
4
= Φ
(0)
k Pk. Thus Rk = PkPk+ 1
4
Pk+ 2
4
Pk+ 3
4
.
Like (3.2), equation (3.1) has certain symmetries. We state the fol-
lowing results without proof, as they may be obtained easily by the
method of Lemmas 4.1, 4.3, 4.5 in [13].
Lemma 3.1. (Symmetries of Φ
(0)
k )
Cyclic symmetry:
d−14 Φ
(0)
f (ωλ) Π
−1 = Φ(0)f (λ)
d−14 Φ
(0)
k− 1
2
(ωλ)Π−1 = Φ(0)k (λ)
Anti-symmetry:
∆Φ
(0)
f (ω
2λ)−T 4d−14 = Φ
(0)
f (λ)
∆Φ
(0)
k−1(ω
2λ)−T 4d−14 = Φ
(0)
k (λ)
Lemma 3.2. (Symmetries of Pk)
Cyclic symmetry: Pk+ 1
2
= ΠPk Π
−1
Anti-symmetry: Pk+1 = d4 Pk
−T d−14
Thus, all matrices Rk, Pk can be determined from P1, P1 1
4
. Using the
same method as in section 4 of [13], it can be shown that these have
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the form
(3.4) P1 =


1
ω
5
2 rR1 1
1 ω−
1
2 rR1
1

 , P1 14 =


1
1 ωrR2
1
1


where rR1 , r
R
2 ∈ R. The fact that r
R
1 , r
R
2 are real follows from the “ele-
mentary reality condition” ωˆ(λ¯) = ωˆ(λ) (which holds because we are
assuming z > 0 in this section). The argument is exactly the same as
in Proposition 4.6 of [13].
As in [13], [14], the triviality of the formal monodromy leads to the
formula Φ
(0)
k−2(e
2π
√
−1λ) = Φ
(0)
k (λ). From this we obtain the monodromy
of Φ
(0)
k :
Φ
(0)
k (e
2π
√
−1λ) = Φ
(0)
k (λ)RkRk+1.
The cyclic symmetry gives RkRk+1 = (PkPk+ 1
4
Π)4.
Analysis at λ =∞.
As λ =∞ is a regular singular point, the situation is simpler. Let us
consider first the non-resonant case, which we take to meanmi−mj /∈ Z
for all i, j. (The resonant case will be discussed at length in section
6.) By Theorem 1.2 of [10] (for example), there is a unique solution of
(3.1) of the form
Φ(∞)(λ) =
(
I +O( 1
λ
)
)
λm =
(
I +O( 1
λ
)
)
e(log λ)m.
For compatibility with the notation at λ = 0, let us choose the usual
branch of log λ on the sector Ω
(0)
1 (which takes positive values when
λ > 1), then extend by analytic continuation.
Lemma 3.3. (Symmetries of Φ(∞) in the non-resonant case)
Cyclic symmetry: d−14 Φ
(∞)(ωλ)d4ω−m = Φ(∞)(λ)
Anti-symmetry: ∆Φ(∞)(ω2λ)−Tω2m∆ = Φ(∞)(λ)
Proof. It is easy to check that d−14 Φ
(∞)(ωλ) is also a solution of (3.1),
hence d−14 Φ
(∞)(ωλ) = Φ(∞)(λ)C for some constant C. But
d−14 Φ
(∞)(ωλ) = d−14
(
I +O( 1
λ
)
)
ωmλm
=
(
I +O( 1
λ
)
)
λmωmd−14 ,
so C = ωmd−14 . This gives the cyclic symmetry.
Similarly, ∆Φ(∞)(ω2λ)−T is a solution, and we have
∆Φ(∞)(ω2λ)−T = ∆
(
I +O( 1
λ
)
)
ω−2mλ−m
=
(
I +O( 1
λ
)
)
∆ω−2mλ−m
=
(
I +O( 1
λ
)
)
λm∆ω−2m,
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and this must be Φ(∞)(λ)∆ω−2m. 
Connection matrices.
The connection matrices Dk are defined by
Φ(∞) = Φ(0)k Dk.
From this, and the definitions of Rk, Pk above, we have immediately:
Lemma 3.4. Dk = RkDk+1 and Dk = PkDk+ 1
4
for all k ∈ 1
4
Z.
Thus, all connection matrices Dk can be determined from D1.
Lemma 3.5. (Symmetries of Dk in the non-resonant case)
Cyclic symmetry: Dk+ 1
2
= ΠDk d4 ω
−m
Anti-symmetry: Dk+1 =
1
4
d4Dk
−T ω2m∆
Proof. The left hand side of the cyclic symmetry of Lemma 3.3 is
d−14 Φ
(∞)(ωλ)d4ω−m = d
−1
4 Φ
(0)
k− 1
2
(ωλ)Dk− 1
2
d4ω
−m. By the cyclic sym-
metry of Lemma 3.1, this is Φ
(0)
k (λ)ΠDk− 1
2
d4ω
−m. The right hand side
is Φ(∞)(λ) = Φ(0)k (λ)Dk. We obtain Dk = ΠDk− 1
2
d4ω
−m.
Similarly, the left hand side of the anti-symmetry condition of Lemma
3.3 is
∆Φ(∞)(ω2λ)−Tω2m∆ = ∆Φ(0)k−1(ω
2λ)−TD−Tk−1ω
2m∆
= Φ
(0)
k (λ)
1
4
d4D
−T
k−1ω
2m∆
(using Lemma 3.1 again). The right hand side is Φ(∞)(λ) = Φ(0)k (λ)Dk,
so Dk =
1
4
d4D
−T
k−1ω
2m∆. 
Corollary 3.6. In the non-resonant case we have:
Cyclic symmetry: D−1k (PkPk+ 1
4
Π)Dk = d
−1
4 ω
m
Anti-symmetry: Dk = Rk
1
4
d4D
−T
k ω
2m∆
Proof. Lemma 3.4 gives Dk = PkDk+ 1
4
= PkPk+ 1
4
Dk+ 1
2
and Dk =
RkDk+1, so the assertions follow from the previous lemma. 
The monodromy of Φ(∞) is visible directly from its definition, as we
have
Φ(∞)(e2π
√
−1λ) = Φ(∞)(λ)ω4m.
From Φ(∞) = Φ(0)k Dk and Φ
(0)
k (e
2π
√
−1λ) = Φ
(0)
k (λ)RkRk+1 (above) we
obtain the “cyclic relation”
RkRk+1 = Dk ω
4mD−1k .
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Note that this can also be obtained by iterating the cyclic symmetry
(4 times) or the anti-symmetry condition (2 times).
Theorem 3.7. (Stokes matrices of ωˆ) The Stokes matrices P1, P1 1
4
are
given by (3.4), with:
rR1 = 2 cos
π
4
(2m0 + 3) + 2 cos
π
4
(2m1 + 1)
rR2 = −2 + 2 cos
π
2
(m0 +m1) + 2 sin
π
2
(m0 −m1)
Proof. By Corollary 3.6, D−1k PkPk+ 1
4
ΠDk = ω
md−14 , so the eigenval-
ues of PkPk+ 1
4
Π are e
π
2
√
−1m0 , ω−1e
π
2
√
−1m1 , ω−2e−
π
2
√
−1m1 , ω−3e−
π
2
√
−1m0 .
On the other hand, the characteristic polynomial of P1P1 1
4
Π is x4 −
ω
5
2 rR1 x
3−ωrR2 x
2−ω−
1
2 rR1 x−1. Hence r
R
1 = ω
− 5
2 e
π
2
√
−1m0+ω−
3
2 e−
π
2
√
−1m0+
ω
1
2 e
π
2
√−1m1 +ω−
1
2 e−
π
2
√−1m1 = 2 cos
(
π
2
m0 +
3π
4
)
+2 cos
(
π
2
m1 +
π
4
)
, and
similarly rR2 = −2 + 2 cos
π
2
(m0 +m1) + 2 sin
π
2
(m0 −m1). 
Remark 3.8. In sections 4 and 7, by using the Iwasawa factorization
when ki ≥ −1, we shall show that r
R
i = s
R
i where s
R
i is the correspond-
ing Stokes data for the connection αˆ. We shall see in section 5 that
mi = −γi/2, hence 2m0+ 3 = −γ0+3, 2m1+ 1 = −γ1+1. The above
formulae for rRi then agree with the formulae for s
R
i in Corollary 4.2 of
[14]. As a side-benefit, this resolves the sign ambiguity of sR1 in Theo-
rem B of [13] and Proposition 2.1 of [16], when ki ≥ −1. However, it is
important to note that Theorem 3.7 itself holds without any restriction
on ki.
An explicit solution.
Following the strategy described at the beginning of this section, to
compute the connection matrixD1 (and hence allDk) we shall make use
of a specific solution given by an integral formula. This is similar to the
analysis of the standard Barnes integral for hypergeometric functions.
It will be convenient to use a normalized version of the operators
T0, Tˆ0, namely
T = (∂s − a0)(∂s − a1)(∂s − a2)(∂s − a3)− s
4,
where ∂s = s
∂
∂s
. This gives T0 if we put s = t/λ (with λ held constant)
and
(3.5) ai =
4
N
(α1 + · · ·+ αi) = m0 −mi + i (i = 1, 2, 3), a0 = 0.
Note that ∂s = ∂t =
4
N
∂z and s
4 = 4
4
N4
z4
λ4
p0p1p2p3. On the other hand
we obtain λ−m0 Tˆ0λm0 if we put s = t/λ with t held constant. In this
case ∂s = −∂λ.
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Proposition 3.9. For any c < 0, the formula
g0(s) =
∫ c+√−1∞
c−√−1∞
Γ(a0
4
− t)Γ(a1
4
− t)Γ(a2
4
− t)Γ(a3
4
− t)2−8ts4tdt
defines a function which is holomorphic on {s ∈ C∗ | − π
2
< arg s < π
2
}.
This function (and its analytic continuation to the universal covering
C˜∗) satisfies Tg0(s) = 0.
Proof. Assuming the convergence of the integral, and using the prop-
erty Γ(k + 1) = Γ(k)k of the gamma function, it is easy to verify that
g(s) =
∫ c+√−1∞
c−√−1∞
Γ(a0
4
− t)Γ(a1
4
− t)Γ(a2
4
− t)Γ(a3
4
− t)e
√
−1πδts4tdt
satisfies Tg(s) = 0 if e
√−1 πδ = 4−4, i.e. if e
√−1πδ+8 log 2 = 1. We obtain
g0 if we take
√−1 πδ = −8 log 2.
Stirling’s formula Γ(z) ∼ e−ze(z−
1
2
) log z(2π)
1
2 (for −π
2
< arg z < π
2
)
shows that, in fact, the integral converges for −π
2
< arg s < π
2
. 
More generally, we note that
gn(s) =
∫ c+√−1∞
c−√−1∞
Γ(a0
4
− t)Γ(a1
4
− t)Γ(a2
4
− t)Γ(a3
4
− t)2−8ts4te2π
√
−1ntdt
defines a solution of Tg(s) = 0, the integral formula being valid on the
sector −π
2
− π
2
n < arg s < π
2
− π
2
n. This follows also from the proof
above.
Corollary 3.10. (Behaviour at s = 0 in the non-resonant case)
g0(s) = C0u0(s) + C1s
a1u1(s) + C2s
a2u2(s) + C3s
a3u3(s)
where
Ci = 2π
√−1 2−2ai Γ(ai+1−ai
4
)Γ(ai+2−ai
4
)Γ(ai+3−ai
4
)
and each ui(s) = 1 +
∑∞
j=1 ui,js
4j is a convergent power series in a
neighbourhood of s = 0. Here ai is given by (3.5) with the convention
that ai+4 = ai.
Proof. We shall compute g0 by integrating along the line from c−
√−1R
to c+
√−1R and closing the contour with a semicircle of radius R to the
right of this line. As R→∞ the integral over the semicircle approaches
zero. Thus, by the Residue Theorem, (−2π
√−1 )−1g0(s) is equal to the
sum of the residues of Γ(−t)Γ(a1
4
− t)Γ(a2
4
− t)Γ(a3
4
− t)2−8ts4t.
All poles of this function lie in the right half plane. Indeed, the func-
tion Γ(t) has poles at 0,−1,−2, . . . and the residue at −k is (−1)k/k!.
It follows that Γ(ai
4
−t) has poles at ai
4
, ai
4
+1, ai
4
+2, . . . and the residue
at ai
4
+ k is −(−1)k/k!.
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In the non-resonant case, Γ(a0
4
− t)Γ(a1
4
− t)Γ(a2
4
− t)Γ(a3
4
− t)2−8ts4t
has simple poles at ai
4
+ k where i = 0, 1, 2, 3 and k = 0, 1, 2, . . . . Thus
(−2π
√−1 )−1g0(s) =
∞∑
k=0
− (−1)
k
k!
2−8ks4k Γ(a1
4
−k)Γ(a2
4
−k)Γ(a3
4
−k)
+
∞∑
k=0
− (−1)
k
k!
2−8k−2a1s4k+a1 Γ(−a1
4
−k)Γ(−a1
4
+ a2
4
−k)Γ(−a1
4
+ a3
4
−k)
+
∞∑
k=0
− (−1)
k
k!
2−8k−2a2s4k+a2 Γ(−a2
4
−k)Γ(−a2
4
+ a1
4
−k)Γ(−a2
4
+ a3
4
−k)
+
∞∑
k=0
− (−1)
k
k!
2−8k−2a3s4k+a3 Γ(−a3
4
−k)Γ(−a3
4
+ a1
4
−k)Γ(−a3
4
+ a2
4
−k)
Using Γ(v) = Γ(v − k) (v−1)!
(v−k−1)! , we obtain
(2π
√−1 )−1g0(s) = Γ(a14 )Γ(
a2
4
)Γ(a3
4
)u0(s)
+ Γ(−a1
4
)Γ(a2
4
− a1
4
)Γ(a3
4
− a1
4
)2−2a1sa1u1(s)
+ Γ(−a2
4
)Γ(a1
4
− a2
4
)Γ(a3
4
− a2
4
)2−2a2sa2u2(s)
+ Γ(−a3
4
)Γ(a1
4
− a3
4
)Γ(a2
4
− a3
4
)2−2a3sa3u3(s)
as required. 
Proposition 3.11. For −π
2
< arg s < π
2
, we have g0(s) =
π
√−1 ( s
4
)
a1+a2+a3
4
∫ ∞
0
∫ ∞
0
∫ ∞
0
e
− s
4
(
x1+x2+x3+
1
x1x2x3
)
3
Π
j=1
x
aj
4
−1
j dx1dx2dx3.
Proof. Substituting Γ(k) =
∫∞
0
e−ττk−1dτ into the definition of g0, and
putting x = − log s
42−8
τ0τ1τ2τ3
, we obtain
g0(s) =
∫ ∞
0
∫ ∞
0
∫ ∞
0
∫ ∞
0
e−
∑3
i=0 τi
3
Π
i=1
τ
ai
4
−1
i
(∫ c+√−1∞
c−√−1∞
e−xtdt
)
dτ0
τ0
dτ1dτ2dτ3.
For the inner integral, the substitution t = c+
√−1 y would give∫ c+√−1∞
c−√−1∞
e−xtdt = √−1 e−xc
∫ ∞
−∞
e−
√
−1xydy = 2
√−1 e−xc lim
R→∞
sinxR
x
.
Hence g0(s) =
lim
R→∞
2
√−1
∫ ∞
0
∫ ∞
0
∫ ∞
0
∫ ∞
0
e−
∑3
i=1 τi
3
Π
i=1
τ
ai
4
−1
i
(
e−τ0e−xc sinxR
x
dτ0
τ0
)
dτ1dτ2dτ3.
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Performing the τ0-integral of the quantity in parentheses, after the
change of variable from τ0 =
s42−8
τ1τ2τ3
ex to x, we obtain
lim
R→∞
∫ ∞
0
e
− s42−8
τ1τ2τ3
ex
e−xc sinxR
x
dx = lim
R→∞
∫ ∞
0
e
− s42−8
τ1τ2τ3
ey/R
e−yc/R sin y
y
dy
= e
− s42−8
τ1τ2τ3
∫ ∞
0
sin y
y
dy = 1
2
πe
− s42−8
τ1τ2τ3 .
This gives
g0(s) = π
√−1
∫ ∞
0
∫ ∞
0
∫ ∞
0
e−
∑3
i=1 τi
3
Π
i=1
τ
ai
4
−1
i e
− s42−8
τ1τ2τ3 dτ1dτ2dτ3.
Rescaling by τi = lxi, with l = s/4, we obtain the stated formula. 
Corollary 3.12. (Behaviour at s =∞) For −π
2
< arg s < π
2
,
g0(s) ∼
√−1 π
5
22−2m0+
1
2 sm0e−s
as s→∞.
Proof. We shall apply Laplace’s method to the formula for g0 in Propo-
sition 3.11. For a (real) function φ on (0,∞) whose only critical point
is a nondegenerate minimum at c, this says that
∫∞
0
f(x)e−sφ(x)dx ∼
f(c)e−sφ(c)(2π)
1
2 s−
1
2φ′′(c)−
1
2 as s→∞ with −π
2
< arg s < π
2
.
The only critical point of 1
4
(x1 + x2 + x3 + (x1x2x3)
−1) in the region
0 < x1, x2, x3 <∞ occurs at (x1, x2, x3) = (1, 1, 1). The Hessian matrix
is diagonalizable, with eigenvalues 1
4
, 1
4
, 1. We obtain
g0(s) ∼ π
√−1 ( s
4
)
a1+a2+a3
4 e−s (2π)3/2 s−3/2 (4−2)−1/2
=
√−1 π5/2 s
a1+a2+a3
4
− 3
2 e−s 2−
a1+a2+a3
2 27/2
=
√−1 π5/22−2m0+1/2sm0e−s,
where we have used a1+a2+a3
4
− 3
2
= m0 at the last step. 
Computation of connection matrices.
To compute the connection matrix D1, we can express Φ
(0)
1 in terms
of g0 by using Corollary 3.12, and Φ
(∞) in terms of g0 by using Corollary
3.10. To do this, we need a basis of solutions of the scalar equation,
and the natural candidate would be four consecutive functions such
as g0, g1, g2, g3. However, these fail to produce a solution with the
same asymptotics as Φ
(0)
1 on Ω
(0)
1 . Therefore, the proof of the following
theorem begins by expressing Φ
(0)
1 in terms of suitable combinations of
functions gn.
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Theorem 3.13. (Connection matrix for ωˆ in the non-resonant case)
If mi −mj /∈ Z for all i, j, then the connection matrix D1 is given by
the formula
D1 =
√−1 π
5
2 2−2m0+
1
2 (PK)−T Γ−1cˆ−1
where
P =


1 ω
1
2 rR1
1
1
1

 , K =


ω2m0 ω2m1−2 ω2m2−4 ω2m3−6
ωm0 ωm1−1 ωm2−2 ωm3−3
1 1 1 1
ω−m0 ω−(m1−1) ω−(m2−2) ω−(m3−3)

 ,
and
Γ = diag(C0, C1a1, C2a2(a2−a1), C3a3(a3−a1)(a3−a2))
cˆ = diag(cˆ0, cˆ1, cˆ2, cˆ3).
The Ci are as in Corollary 3.10, ai = m0−mi+ i, and the cˆi are as in
(2.8).
Proof. (i) Expression for Φ
(0)
1 . The cyclic symmetry for Φ
(0)
k (Lemma
3.1) gives d4Φ
(0)
1 (ω
−1λ)Π = Φ(0)1
2
(λ) = Φ
(0)
3
4
(λ)P−11
2
= Φ
(0)
1 (λ)P
−1
3
4
P−11
2
.
This is a formula relating the columns of Φ
(0)
1 (λ). Let us denote the
third column by J(λ).
Using the anti-symmetry condition, and the “elementary reality con-
dition” ωˆ(λ¯) = ωˆ(λ), we find that
P 1
2
=


1
1
ω
5
2 rR1 1
ω−
1
2 rR1 1

 P 34 =


1
1
ωrR2 1
1

 .
This gives
Φ
(0)
1 (λ) =

 | | | |d−24 J(ω2λ)−d−14 ω 52 rR1 J(ωλ) d−14 J(ωλ) J(λ) d4J(ω−1λ)
| | | |

 .
The rows of Φ
(0)
1 are obtained from the first row, which we denote by
φ
(0)
1 , by differentiation (see section 2). For φ
(0)
1 the above formula gives
(3.6) φ
(0)
1 (λ)
T = P


j(ω2λ)
j(ωλ)
j(λ)
j(ω−1λ))

 , P =


1 ω
1
2 rR1
1
1
1

 ,
where j denotes the first entry of J .
We claim that
(3.7) j(λ) = λm0κ−10 cˆ0 g0(s)
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where
κ0 =
√−1 π
5
22−2m0+
1
2 .
As Φ
(0)
1 is a fundamental solution of (3.1), the functions j(ω
2λ), j(ωλ),
j(λ), j(ω−1λ) are a basis of solutions of Tˆ0yˆ0 = 0, hence there exist
a, b, c, d (independent of λ) such that
λm0g0(s) = aj(ω
2λ) + bj(ωλ) + cj(λ) + dj(ω−1λ).
By definition of Φ
(0)
1 we have Φ
(0)
1 ∼ hΩ(I+O(λ))e
t
λ
d4 as λ→ 0 in Ω
(0)
1 ,
hence (j(ω2λ), j(ωλ), j(λ), j(ω−1λ))P T ∼ h0(et/λ, eωt/λ, eω
2t/λ, eω
3t/λ) =
h0(e
s, e
√
−1 s, e−s, e−
√
−1 s). This holds in particular on the positive real
axis λ > 0, as λ → 0 (i.e. for s > 0, as s → ∞). Here we have
λm0g0(s) → 0, while j(ω
2λ), j(ωλ), j(ω−1λ) are unbounded or oscil-
late with fixed amplitude. We deduce that a = b = d = 0, thus
λm0g0(s) = cj(λ).
As j(λ) ∼ h0e
−t/λ = h0e−s and g0(s) ∼
√−1 π
5
22−2m0+
1
2sm0e−s (Corol-
lary 3.12), we obtain c = h−10 λ
m0sm0
√−1π
5
22−2m0+
1
2 = cˆ−10 κ0. This gives
j(λ) = c−1λm0g0(s) = κ−10 cˆ0λ
m0g0(s), as claimed.
From (3.6) and (3.7) we can express φ
(0)
1 in terms of g0. To facilitate
comparison with φ(∞) later in the proof, however, let us convert from
s (= t/λ) to λ. Since T = λ−m0Tˆ0λm0 , g(λ) = λm0g0(s) is a solution of
Tˆ0yˆ = 0, so we can write
λm0g0(s) = A0λ
m0f0(λ)+A1λ
m1−1f1(λ)+A2λm2−2f2(λ)+A3λm3−3f3(λ)
where the Ai are independent of λ. From Corollary 3.10 we deduce
that
A0 = C0, A1 = t
a1C1, A2 = t
a2C2, A3 = t
a3C3
(and fi(λ) = ui(s)).
Now, by (3.7) we have
j(λ) = κ−10 cˆ0
(
A0λ
m0f0 + A1λ
m1−1f1 + A2λm2−2f2 + A3λm3−3f3
)
.
Substituting this into (3.6) we find that
(3.8) φ
(0)
1 (λ)
T = κ−10 cˆ0 PKA


λm0f0
λm1−1f1
λm2−2f2
λm3−3f3


where
K =


ω2m0 ω2m1−2 ω2m2−4 ω2m3−6
ωm0 ωm1−1 ωm2−2 ωm3−3
1 1 1 1
ω−m0 ω−(m1−1) ω−(m2−2) ω−(m3−3)

,


A0
A1
A2
A3

.
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(ii) Expression for Φ(∞). In order to relate Φ(∞) to g0, we note that
the functions λm0f0, λ
m1−1f1, λm2−2f2, λm3−3f3 are just the solutions of
the scalar o.d.e. Tˆ0 yˆ0 = 0 provided by the Frobenius method (as the
indicial roots m0, m1− 1, m2− 2, m3− 3 are distinct modulo Z). From
these we obtain another fundamental solution
ΦFrob =


− yˆ −
− Pˆ1yˆ −
− Pˆ2yˆ −
− Pˆ3yˆ −

 , yˆ = (λm0f0, λm1−1f1, λm2−2f2, λm3−3f3)
of (3.1), where the Pˆi are the differential operators introduced at the
end of section 2.3.
We must have ΦFrob = Φ(∞)F for some constant matrix F . From the
above formula for ΦFrob we find F = diag(F0, F1, F2, F3) with
F0 = 1
F1 =−
N
4
(zp1)
−1(m1−1−m0)
F2 =
(
−N
4
)2
(z2p1p2)
−1(m2−2−m0)(m2−1−m1)
F3 =
(
−N
4
)3
(z3p1p2p3)
−1(m3−3−m0)(m3−2−m1)(m3−1−m2)
These expressions may be simplified further. The identity p1
h1
h0
. . . pi
hi
hi−1
=
νi =
(
N
4
tz−1
)i
gives zip1 . . . pi =
(
N
4
)i
tih0h
−1
i . Using hi = cˆit
mi (Defi-
nition 2.3), we obtain t−ih−10 hi = t
−(m0−mi+i)cˆ−10 cˆi. Using the notation
ai = m0 −mi + i of (3.5), we obtain
F0 = 1
F1 = t
−a1 cˆ−10 cˆ1a1
F2 = t
−a2 cˆ−10 cˆ2a2(a2 − a1)
F3 = t
−a3 cˆ−10 cˆ3a3(a3 − a1)(a3 − a2)
which will be convenient for future use.
As the first rows are related by φFrob = φ(∞)F , we have
(3.9) φ(∞)(λ)T = F−1


λm0f0
λm1−1f1
λm2−2f2
λm3−3f3

 .
(iii) The computation of D1. We may now compute the connection
matrix D1 satisfying Φ
(∞)(λ) = Φ(0)1 (λ)D1. It suffices to consider the
first rows, which are related by φ(∞)(λ) = φ(0)1 (λ)D1, orD
−T
1 φ
(∞)(λ)T =
φ
(0)
1 (λ)
T . Comparing (3.8) and (3.9), we obtain
D−T1 = κ
−1
0 cˆ0 PKAF = κ
−1
0 PKΓcˆ
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where
Γ = cˆ0AF cˆ
−1 = diag(C0, C1a1, C2a2(a2−a1), C3a3(a3−a1)(a3−a2)),
as required. 
4. Monodromy data for αˆ
Let us recall some essential notation from [14] concerning the mero-
morphic system (3.3), which has poles of order 2 at ζ = 0 and ∞.
At ζ = 0 we have the formal solution Ψ
(0)
f = P0(I+O(ζ))e
1
ζ
d4 , where
P0 = e
−wΩ. We take Stokes sectors Ω(0)k as in section 3. On Ω
(0)
k we
have the fundamental solution Ψ
(0)
k , and we define Stokes matrices by
Ψ
(0)
k+1 = Ψ
(0)
k S
(0)
k , Ψ
(0)
k+ 1
4
= Ψ
(0)
k Q
(0)
k .
At ζ = ∞ we have the formal solution Ψ
(∞)
f = P∞(I + O(
1
ζ
))ex
2ζd4 ,
where P∞ = ewΩ−1. We take Ω
(∞)
1 = {ζ ∈ C
∗ | − π
2
< arg ζ < 3π
4
} as
initial Stokes sector, and then Ω
(∞)
k+ 1
4
= e
π
4
√
−1Ω
(∞)
k , k ∈
1
4
Z. On Ω
(∞)
k
we have the fundamental solution Ψ
(∞)
k , and we define Stokes matrices
similarly by Ψ
(∞)
k+1 = Ψ
(∞)
k S
(∞)
k , Ψ
(∞)
k+ 1
4
= Ψ
(∞)
k Q
(∞)
k .
The data at 0 is related to the data at ∞ by Q
(0)
k = d4Q
(∞)
k d
−1
4 .
The connection matrices Ek are defined by
Ψ
(∞)
k = Ψ
(0)
k Ek.
We shall focus on the connection matrix E1, as the Ek are related to
each other by d−14 Ek = Q
(∞)
k− 1
4
−1 d−14 Ek− 1
4
Q
(∞)
k− 1
4
.
All this data refers to the connection form αˆ. It should be emphasized
that αˆ depends on a particular (local) solution (w0, w1,−w1,−w0) of
(1.1). In our previous article [14], by solving a Riemann-Hilbert prob-
lem, we proved that E1 takes the special value
(4.1) Eglobal1 =
1
4
CQ
(∞)
3
4
, C =

 1 1
1
1


for the solutions of (1.1) which are globally defined on C∗.
In this section, by using the monodromy data of ωˆ from the previous
section, and by using the Iwasawa factorization to relate ωˆ and αˆ, we
shall compute E1 for the larger class consisting of radial solutions of
(1.1) which are smooth near 0. This means that the wi depend only
on |t| and are smooth on a punctured disk of the form 0 < |t| < ǫ, for
some ǫ > 0.
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We begin with the “generic case”. This means that αi > 0, which
allows us to assume that L|z=0 = I and hence that the Iwasawa factor-
ization L = LRL+ is valid in some neighbourhood of z = 0.
We also assume the “non-resonant condition” mi −mj /∈ Z. Both of
these assumptions will be relaxed in section 6.
Theorem 4.1. (Connection matrix for αˆ in the generic and non-
resonant case) Let w0, w1 be radial solutions of (1.1) on some interval
0 < |t| < ǫ obtained from holomorphic data pi = ciz
ki, 0 ≤ i ≤ 3.
Assume that ki > −1 for all i (the generic condition) and mi−mj /∈ Z
for all i, j (the non-resonant condition). Let αˆ be the corresponding
meromorphic connection form. Then
Ek =
1
4
Dk∆ D¯
−1
7
4
−k d
3
4C,
where Dk is as in section 3. In particular this gives
E1 = D1∆D¯
−1
1 d
−1
4 E
global
1 ,
where Eglobal1 is given in (4.1).
We begin by summarizing the strategy of the proof, which is moti-
vated by a calculation in [4], with reference to the diagram below. On
the left hand side we have Φ(∞) = (gL)T , because (gL)T = LT g is a
solution of (3.1) and has the correct type to be the canonical solution
at λ =∞ (in the non-resonant case). We recall that g(λ) = λm.
Ψ(∞)
Z
Φ(∞) = (gL)T Iwasawa ❴❴❴❴❴ (gLRG)T
Φ(0)
D
❴❴❴❴❴❴❴ Ψ(0)
Y
From section 2, (gLRG)
T is a solution of (3.2), so it differs from the
canonical solutions Ψ
(0)
k , Ψ
(∞)
k by matrices Yk, Zk:
Ψ
(0)
k = (gLRG)
TYk, Ψ
(∞)
k = (gLRG)
TZk.
Thus, Ek = Y
−1
k Zk, so we have to calculate Yk, Zk. It will follow from
the Iwasawa factorization that Yk = D
−1
k . The reality condition gives
a relation between Yk and Zk, allowing us to calculate Zk. This will
lead to the formula of the theorem.
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We prepare for the proof by examining the relation between Φ(0) and
Ψ(0). By definition, as λ→ 0 in Ω
(0)
k , we have:
Φ
(0)
k ∼ O0(I +O(λ))e
t
λ
d4
Ψ
(0)
k ∼ P0(I +O(λ))e
t
λ
d4
Since O0 = hΩ and P0 = e
−wΩ, we have
(4.2) P0 = Gb
−1O0
where G = |h|/h and b = |h|ew as in section 2.
Proposition 4.2. With the assumptions of Theorem 4.1, we have Yk =
D−1k .
Proof. From the Iwasawa factorization L = LRL+ and the definition of
Yk, we have
Ψ
(0)
k = (gLRG)
TYk = (L
−1
+ G)
T (gL)TYk.
Now, (gL)T = Φ(∞) = Φ(0)k Dk and Φ
(0)
k ∼ O0(I + O(λ))e
t
λ
d4 , so we
obtain
Ψ
(0)
k = GL
−T
+ Φ
(0)
k DkYk
∼ Gb−1O0(I +O(λ))e
t
λ
d4DkYk
when λ → 0 (using L+ ∼ b). By (4.2), this is P0(I + O(λ))e
t
λ
d4DkYk.
But Ψ
(0)
k ∼ P0(I +O(λ))e
t
λ
d4 , so we conclude that DkYk = I. 
It will follow from this that (3.1) and (3.2) have exactly the same
Stokes data at λ = 0:
Corollary 4.3. S
(0)
k = Rk = DkD
−1
k+1 and Q
(0)
k = Pk = DkD
−1
k+ 1
4
.
Proof. We have (gLRG)
TYk+1 = Ψ
(0)
k+1 = Ψ
(0)
k S
(0)
k = (gLRG)
TYkS
(0)
k .
Hence S
(0)
k = Y
−1
k Yk+1, which is DkD
−1
k+1, by the proposition. By
Lemma 3.4, Rk = DkD
−1
k+1. Hence S
(0)
k = Rk. A similar argument
applies to Q
(0)
k . 
Now we turn to the relation between Yk and Zk. This comes from
the “loop group reality” condition for (3.2):
(4.3) Ψ
(0)
k (1/λ¯) = ∆Ψ
(∞)
7
4
−k(λ)C 4d4.
It is proved by observing that ∆Ψ(1/λ¯) is a solution of (3.2) whenever
Ψ(λ) is, from which one sees that ∆Ψ
(0)
f (1/λ¯) must be Ψ
(∞)
f (λ) times
a constant matrix (cf. Step 1 in section 4 of [13] and the discussion
before Lemma 2.4 of [14]).
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Proposition 4.4. With the assumptions of Theorem 4.1, we have Zk =
1
4
∆ Y¯ 7
4
−k d
3
4C.
Proof. From Ψ
(0)
k = (gLRG)
TYk and LR(1/λ¯) = ∆LR(λ)∆ (this is the
property c(LR(1/λ¯)) = LR(λ) of section 2; for simplicity we are omit-
ting explicit dependence on z, z¯ from the notation), we have
Ψ
(0)
k (1/λ¯) = G¯ LR(1/λ¯)
T
g(1/λ¯) Y¯k = G¯ ∆ LR(λ)
T ∆ g(1/λ¯) Y¯k.
From Ψ
(∞)
7
4
−k = (gLRG)
TZ 7
4
−k we obtain
LR(λ)
T = G−1Ψ(∞)7
4
−k(λ)Z
−1
7
4
−kg(λ)
−1.
Substituting this into the previous formula gives
Ψ
(0)
k (1/λ¯) = G¯∆G
−1 Ψ(∞)7
4
−k(λ) Z
−1
7
4
−k g(λ)
−1∆g(1/λ¯) Y¯k
= ∆ Ψ
(∞)
7
4
−k(λ) Z
−1
7
4
−k ∆ Y¯k.
Comparing this with (4.3) above, we obtain C 4d4 = Z
−1
7
4
−k∆ Y¯k, i.e.
Z 7
4
−k = ∆ Y¯k d
−1
4
1
4
C. This gives the stated formula for Zk. 
Proof of Theorem 4.1. By definition, Ek = Y
−1
k Zk. Proposition
4.2 gives Yk = D
−1
k , and Proposition 4.4 gives Zk =
1
4
∆ Y¯ 7
4
−k d
3
4C.
Combining these, we obtain the formula for Ek. Putting k = 1 gives
E1 =
1
4
D1∆ D¯
−1
3
4
d34C. By Lemma 3.4, D 3
4
= P 3
4
D1. Now, P 3
4
= Q
(0)
3
4
=
d4Q
(∞)
3
4
d−14 , and (by direct calculation) Q¯
(∞)
3
4
= (Q
(∞)
3
4
)−1 and CQ(∞)3
4
=
Q
(∞)
3
4
C. Hence E1 =
1
4
D1∆D¯
−1
1 P¯
−1
3
4
d34C =
1
4
D1∆D¯
−1
1 d
−1
4 Q
(∞)
3
4
d4d
3
4C =
D1∆D¯
−1
1 d
−1
4 E
global
1 . 
Let us make the formula in Theorem 4.1 for E1 more explicit. This
will allow us to introduce “connection matrix parameters” eR1 , e
R
2 which
correspond to the (normalized) parameters c0, c1, c2, c3 in the holomor-
phic data. These parameters measure the extent to which E1 differs
from Eglobal1 =
1
4
CQ
(∞)
3
4
.
Theorem 4.5. (Connection matrix for αˆ in the generic and non-
resonant case) With the assumptions of Theorem 4.1, and using the
notation of Theorem 3.13, the connection matrix E1 is given by the
formula
E1 = (PK)
−T


eR1
eR2
1/eR2
1/eR1

 (PK)T Eglobal1
where
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eR1 = cˆ
−2
0
Γ(4−a1
4
)Γ(4−a2
4
)Γ(4−(a1+a2)
4
)
Γ(a1
4
)Γ(a2
4
)Γ(a1+a2
4
)
, eR2 = cˆ
−2
1
Γ(a1
4
)Γ(4−a2
4
)Γ(4−(a2−a1)
4
)
Γ(4−a1
4
)Γ(a2
4
)Γ(a2−a1
4
)
.
Here cˆ0 = c
− 1
2
0 c
1−2m0
8
(
N
4
)m0
and cˆ1 = c
1
2
2 c
−1−2m1
8
(
N
4
)m1
are as in (2.8).
Proof. Substituting D1 = κ0 P
−TK−T Γ−1cˆ−1 (Theorem 3.13) into the
formula E1 = D1∆ D¯
−1
1 d
−1
4 E
global
1 (Theorem 4.1), we obtain
E1 = P
−TK−TΓ−1cˆ−1 ∆ cˆΓK¯T P¯ Td−14 E
global
1 .
By direct calculation we have K¯ = −d4K∆, so K¯
T = −∆KTd4. More-
over, d4P¯
Td−14 = P
T . Thus
E1 = −P
−TK−TΓ−1cˆ−1∆ cˆΓ∆KTP T Eglobal1 .
Now, we have
Γ−1cˆ−1∆cˆΓ∆ = diag
(
cˆ3Γ3
cˆ0Γ0
,
cˆ2Γ2
cˆ1Γ1
,
cˆ1Γ1
cˆ2Γ2
,
cˆ0Γ0
cˆ3Γ3
)
.
From Corollary 3.10 and Theorem 3.13, we obtain:
Γ0 = 2π
√−1 Γ(a1
4
)Γ(a2
4
)Γ(a1+a2
4
)
Γ1 = −2π
√−1 22−2a1 Γ(4−a1
4
)Γ(a2
4
)Γ(a2−a1
4
)
Γ2 = 2π
√−1 24−2a2 Γ(a1
4
)Γ(4−a2
4
)Γ(4−(a2−a1)
4
)
Γ3 = −2π
√−1 26−2a1−2a2 Γ(4−a1
4
)Γ(4−a2
4
)Γ(4−(a1+a2)
4
)
These give the stated formulae. 
Thus E1 is expressed entirely in terms of s
R
1 , s
R
2 , e
R
1 , e
R
2 (and the pos-
itive normalization constants c, N which may be chosen freely).
We can now express the eRi purely in terms of holomorphic data. For
completeness we give the expressions for the Stokes data sRi (from [14])
as well:
Corollary 4.6. (Monodromy data in terms of holomorphic data) With
the assumptions of Theorem 4.1, we have
sR1 = −2 cos π
α0
N
+ 2 cosπ α2
N
sR2 = −2 + 4 cosπ
α0
N
cos π α2
N
and
eR1 = c0 c
−1+2m0
4 N−2m0
Γ(α0
N
)Γ(α0+α1
N
)Γ(α0+α1+α2
N
)
Γ(α1
N
)Γ(α1+α2
N
)Γ(α1+α2+α3
N
)
eR2 = c
−1
2 c
1+2m1
4 N−2m1
Γ(α3
N
)Γ(α3+α0
N
)Γ(α3+α0+α1
N
)
Γ(α2
N
)Γ(α2+α3
N
)Γ(α2+α3+α0
N
)
.
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Proof. It suffices to convert the formulae in Theorem 4.5 from ai to αi,
using (3.5), i.e. ai =
4
N
(α1 + · · ·+ αi). 
To complete the picture, we shall express the eRi in terms of the
asymptotic data, but first we have to explain what this data is. In
the generic case, radial solutions of (1.1) which are smooth on some
interval of the form (0, ǫ) satisfy
2wi(t) ∼ γi log |t|+ ρi + o(1)
as t → 0, for some ρi ∈ R. This can be predicted from the p.d.e.
point of view (and we shall also prove it in the next proposition). It
is also clear from the o.d.e. point of view that local solutions need two
parameters for each wi. However, it is difficult to find formulae for
ρ0, ρ1 by differential equations methods. Theorem 4.5 gives ρ0, ρ1 as
follows. For completeness we repeat the formulae for γ0, γ1 here as
well.
Proposition 4.7. With the assumptions of Theorem 4.1, we have
2wi(t) ∼ γi log |t|+ ρi + o(1) as t→ 0, where
γ0 = −2m0 =
1
N
(3α0 − 2α1 − α2)
γ1 = −2m1 =
1
N
(α0 + 2α1 − 3α2)
and
ρ0 = −2 log cˆ0 = −2 log c
− 1
2
0 c
1−2m0
8
(
N
4
)m0
ρ1 = −2 log cˆ1 = −2 log c
1
2
2 c
−1−2m1
8
(
N
4
)m1 .
Proof. From section 2 we have wi = log bi/|hi|, and from the Iwasawa
factorization (in the generic case) bi = 1 + o(1) as t → 0, so 2wi =
−2 log |hi| + o(1). From Definition 2.3 we have |hi| = |cˆit
mi |, hence
2wi = −2mi log |t| − 2 log cˆi + o(1). The formula for γ0, γ1 (which was
already known from [13], [14]) is given by (2.7). The formula for ρ0, ρ1
is given by (2.8). 
Using this, we can give the eRi (and the s
R
i ) purely in terms of as-
ymptotic data:
Corollary 4.8. (Monodromy data in terms of asymptotic data) With
the assumptions of Theorem 4.1, we have
sR1 = −2 cos
π
4
(γ0 + 1)− 2 cos
π
4
(γ1 + 3)
sR2 = −2− 4 cos
π
4
(γ0 + 1) cos
π
4
(γ1 + 3)
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and
eR1 = e
ρ0 22γ0
Γ(γ0
4
+ 1
4
)Γ(γ0+γ1
8
+ 1
2
)Γ(γ0−γ1
8
+ 3
4
)
Γ(γ1−γ0
8
+ 1
4
)Γ(−γ0+γ1
8
+ 1
2
)Γ(−γ0
4
+ 3
4
)
eR2 = e
ρ1 2γ1
Γ(γ1−γ0
8
+ 1
4
)Γ(γ0+γ1
8
+ 1
2
)Γ(γ1
4
+ 3
4
)
Γ(−γ1
4
+ 1
4
)Γ(−γ0+γ1
8
+ 1
2
)Γ(γ0−γ1
8
+ 3
4
)
.
Proof. The eR1 , e
R
2 are given by combining Theorem 4.5 with cˆi = e
− 1
2
ρi
and the formula ai = −
1
2
γ0 +
1
2
γi + i from (3.5). 
5. The global solutions
We recall that points of the triangular region
{(γ0, γ1) ∈ R
2 | 0 ≤ γ0 + 1 ≤ γ1 + 3 ≤ 4}
parametrize solutions5 of the tt*-Toda equations (1.1), and that in
sections 3,4 we have been considering points in the interior of this
region. For these global solutions on C∗, the constants ρ0, ρ1 must be
determined by γ0, γ1, and we shall now give formulae for them. We
shall deduce this from the corresponding formulae for the holomorphic
data.
It follows from Theorem 4.5 and [13], [14] that the global solutions
are characterized, amongst solutions which are smooth near 0, as those
for which the connection matrix E1 takes the special value E
global
1 =
1
4
CQ
(∞)
3
4
. From Theorem 4.5 and its proof, the following equivalent
conditions are immediate:
Corollary 5.1. Let w0, w1 be radial solutions of (1.1) on some interval
0 < |t| < ǫ obtained from holomorphic data pi = ciz
ki, 0 ≤ i ≤ 3, with
ki > −1. Assume that mi − mj /∈ Z for all i, j. Then the following
conditions (i)-(iii) are equivalent:
(i) E1 =
1
4
CQ
(∞)
3
4
(ii) eR1 = e
R
2 = 1
(iii) D1 = d4D¯1∆
The holomorphic data and asymptotic data of the global solutions
follow from this and Corollaries 4.6 and 4.8:
5This is for n = 3, l = 0 in equation (1.1), i.e. case 4a of [13].
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Corollary 5.2. (Holomorphic data for global solutions) In the situa-
tion of Corollary 5.1, when (i)-(iii) hold, we have
c0 = N
2m0 c
1−2m0
4
Γ(α1
N
)Γ(α1+α2
N
)Γ(α1+α2+α3
N
)
Γ(α0
N
)Γ(α0+α1
N
)Γ(α0+α1+α2
N
)
c2 = N
−2m1 c
1+2m1
4
Γ(α3
N
)Γ(α3+α0
N
)Γ(α3+α0+α1
N
)
Γ(α2
N
)Γ(α2+α3
N
)Γ(α2+α3+α0
N
)
where c = c0c
2
1c2 and N = α0+2α1+α2.
Proof. Take eR1 = e
R
2 = 1 in Corollary 4.6. 
Corollary 5.3. (Asymptotic data for global solutions) In the situation
of Corollary 5.1, when (i)-(iii) hold, we have
2w0(t) = γ0 log |t| − log 2
2γ0
Γ(γ0
4
+ 1
4
)Γ(γ0+γ1
8
+ 1
2
)Γ(γ0−γ1
8
+ 3
4
)
Γ(γ1−γ0
8
+ 1
4
)Γ(−γ0+γ1
8
+ 1
2
)Γ(−γ0
4
+ 3
4
)
+ o(1)
2w1(t) = γ1 log |t| − log 2
2γ1
Γ(γ1−γ0
8
+ 1
4
)Γ(γ0+γ1
8
+ 1
2
)Γ(γ1
4
+ 3
4
)
Γ(−γ1
4
+ 1
4
)Γ(−γ0+γ1
8
+ 1
2
)Γ(γ0−γ1
8
+ 3
4
)
+ o(1)
as t→ 0.
Proof. Take eR1 = e
R
2 = 1 in Corollary 4.8. 
This agrees with the formulae of Tracy and Widom on page 699 of
[20]. Their conjecture concerning the region of validity of the formula
was established in section 6 of our previous article [14].
We recall that the asymptotics as t→∞ of all global solutions were
computed in Theorem 4.1 of [14]:
w0(t) + w1(t) = − s
R
1 2
− 3
4 π−
1
2 |t|−
1
2 e−2
√
2|t| +O(|t|−1e−2
√
2|t|)
w0(t)− w1(t) = s
R
2 2
− 3
2 π−
1
2 |t|−
1
2 e−4|t| +O(|t|−1e−4|t|)
where the Stokes parameters sR1 , s
R
2 are given in terms of γ0, γ1 by
Corollary 4.8. Thus we have solved the connection problem (to find
the explicit relation between asymptotic data at zero and infinity) in
the generic and non-resonant case. To complete the picture we shall
consider the remaining cases in sections 6 to 9. In the literature only
partial results for these cases are available (in [21]).
6. Resonance: the connection matrix for ωˆ
Theorems 4.1 and 4.5, our main results so far, were proved under
certain assumptions, namely
(i) αi > 0 for all i (generic case)
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(ii) mi −mj /∈ Z for all i 6= j (non-resonant case).
Condition (i) specifies the points (γ0, γ1) which are in the interior of
the triangular region parametrizing solutions. It was needed in the
Iwasawa factorization argument in Theorem 4.1.
Condition (ii) is related to the canonical solution of the λ-system
(3.1) at infinity, which is, in general, of the form
Φ(∞)(λ) =
(
I +O( 1
λ
)
)
λmλM ,
for some nilpotent matrix M . Condition (ii) ensures that M = 0.
In fact, condition (i) alone is sufficient to ensure that M = 0. This is
because the explicit solution given in Proposition 3.9 and its expansion
in Corollary 3.10 are valid for all interior points (we have 0 < a1
4
<
a2
4
< a3
4
< 1 for such points, so the integrand has only simple poles).
On the other hand it turns out that all boundary points are resonant
in the sense that M is nonzero.
To investigate these boundary points, it will be convenient to divide
the boundary into six disjoint components, three (open) edges and
three vertices, as shown in Figure 1.
Figure 1. The six boundary components.
Our strategy will be the same as in sections 3-5, but there are signifi-
cant new aspects, which we summarize briefly now. We begin by giving
the value of the matrixM for each boundary component. We shall find
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the same formulae for the Stokes matrices as in the non-resonant case.
However, the connection matrix D1 for ωˆ depends very much on the
boundary component, and the current section is devoted to computing
this. In section 7 we shall use D1 to compute the corresponding connec-
tion matrix E1 for αˆ. The Iwasawa factorization argument of section
4 does not apply to the boundary points, but we shall use a modified
argument based on [7]. This will allow us to calculate E1 in the reso-
nant cases. After that (section 8), we shall give the holomorphic and
asymptotic data for all local solutions near t = 0, and characterize the
global solutions in terms of this data, as in the non-resonant case.
Let us begin with the canonical solution Φ(∞)(λ) =
(
I +O( 1
λ
)
)
λmλM
of (3.1) at infinity. In Table 1 we give m = diag(m0, m1, m2, m3) for
each of the six components, together with the parameters a1, a2, a3.
The latter were introduced in (3.5), and will be convenient here also.
(γ0, γ1) (m0, m1, m2, m3) (a1, a2, a3)
E1 (γ0, 1) (m0,−
1
2
, 1
2
,−m0) (
a
2
, a
2
, a), 0<a=2m0+3<4
E2 (−1, γ1) (
1
2
, m1,−m1,−
1
2
) (a, 4−a, 4), 0<a= 3
2
−m1<2
E3 (γ0, γ0−2) (m0, m0+1,−m0−1,−m0) (0, a, a), 0<a=2m0+3<4
V1 (3, 1) (−3
2
,−1
2
, 1
2
, 3
2
) (0, 0, 0)
V2 (−1, 1) (1
2
,−1
2
, 1
2
,−1
2
) (2, 2, 4)
V3 (−1,−3) (1
2
, 3
2
,−3
2
,−1
2
) (0, 4, 4)
Table 1. The six boundary components.
We shall compute M by comparing Φ(∞) with the solution ΦFrob of
(3.1) which is obtained by applying the Frobenius method to the scalar
o.d.e. Tˆ0 yˆ0 = 0. This is of the form
ΦFrob =


− yˆ −
− Pˆ1yˆ −
− Pˆ2yˆ −
− Pˆ3yˆ −

 , yˆ = (yˆ(0), yˆ(1), yˆ(2), yˆ(3))
where the Pˆi are the differential operators defined in section 2, and the
yˆ(i) are of the form
(6.1)


yˆ(0)
yˆ(1)
yˆ(2)
yˆ(3)

 = λET


λm0
λm1−1
λm2−2
λm3−3




f0
f1
f2
f3


where E is nilpotent and f0, f1, f2, f3 are holomorphic near λ =∞.
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Proposition 6.1. We have ΦFrob = Φ(∞)FU where F is diagonal
and U is unipotent. The nilpotent matrix M in the canonical solu-
tion Φ(∞)(λ) =
(
I +O( 1
λ
)
)
λmλM is M = FU E (FU)−1 = FEF−1 =
−cˆEcˆ−1. The matrices E and F are given in Table 2, and the matrix
U is given in the Appendix.
E cˆ0cˆ
−1
i Fi (0 ≤ i ≤ 3)
E1 E1,2 1,
1
2
at−
a
2 ,−1
2
at−
a
2 , 1
4
a3t−a
E2 E3,0 −4a1a2t
−4, a1t−a, a2(a2−a1)ta−4, 4a1a2t−4
E3 E0,1 + E2,3 1,−1, a
2t−a,−a2t−a
V1 E0,1 + E1,2 + E2,3 1,−1, 1,−1
V2 E3,0 + E1,2 −16t
−4, 2t−2,−2t−2, 16t−4
V3 E3,0 + E0,1 + E2,3 16t
−4,−16t−4, 16t−4,−16t−4
Table 2. The matrices E, F in Proposition 6.1. Ei,j
(0 ≤ i, j ≤ 3) denotes the matrix with 1 in the (i, j)
position and 0 elsewhere.
Proof. We shall just give the details for the case (E1), as the other
cases are very similar. Here we have
Tˆ0 = (∂λ −m0)(∂λ +
3
2
)2(∂λ +m0 + 3)−
44
N4
z4
λ4
p0p1p2p3,
with indicial roots m0,−
3
2
,−3
2
,−m0 − 3. The Frobenius method gives
a unique basis of solutions yˆ of the form
yˆ(0) = λm0f0
yˆ(1) = λ−
3
2 f1
yˆ(2) = λ−
3
2 f1 log λ+ λ
− 3
2f2
yˆ(3) = λ−m0−3f3
where fi(λ) = 1+
∑∞
j=1 fi,jλ
−4j for i = 0, 1, 3 and f2(λ) =
∑∞
j=1 f2,jλ
−4j .
This assumes that m0 6= −1,−
1
2
, 0. However, as in the interior case,
the explicit formula for g0 shows that no further logarithms arise for
these points. In the notation of (6.1), this shows that E = E1,2 (column
1 of Table 2).
Explicit calculation using the differential operators Pˆi shows that
ΦFrob has the form
F
(
I +O( 1
λ
)
)
λmλE1,2U, U =

 1 1 − 2a
1
1


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where
F0 = 1
F1 =−
N
4
(zp1)
−1(−3
2
−m0) = t
− a
2 cˆ−10 cˆ1
1
2
a
F2 =
(
−N
4
)2
(z2p1p2)
−1(−3
2
−m0) = t
− a
2 cˆ−10 cˆ2 (−
1
2
a)
F3 =
(
−N
4
)3
(z3p1p2p3)
−1(−3− 2m0)(−32 −m0)
2 = t−a cˆ−10 cˆ3
1
4
a3.
(cf. the proof of Theorem 3.13). This gives the matrix F (column 2 of
Table 2).
It follows that ΦFrob =
(
I +O( 1
λ
)
)
λmλMFU = Φ(∞)FU , with M =
FUE1,2(FU)
−1 = FE1,2F−1 = −cˆE1,2cˆ−1. Thus we have computed M
and it has the properties stated in the proposition. 
Now we have to modify Lemma 3.3, Lemma 3.5, and Corollary 3.6
to take account of M .
Lemma 6.2.
Cyclic symmetry: d−14 Φ
(∞)(ωλ)ω−Mω−md4 = Φ(∞)(λ)
Anti-symmetry: ∆Φ(∞)(ω2λ)−Tω2M
T
ω2m∆ = Φ(∞)(λ)
Proof. If Φ(∞)(λ) = (I+O( 1
λ
))λmλM is the canonical solution, then (cf.
Lemma 3.5) d−14 Φ
(∞)(ωλ) is also a solution of (3.1), hence d−14 Φ
(∞)(ωλ) =
Φ(∞)(λ)C for some constant C. Now,
d−14 Φ
(∞)(ωλ) = d−14 (I +O(
1
λ
))ωmλmωMλM
= (I +O( 1
λ
))λm(d−14 ω
m)λMωM
= (I +O( 1
λ
))λmλM(d−14 ω
m)ωM
because d−14 ω
m commutes with λM . Hence C = d−14 ω
mωM , and this
gives the cyclic symmetry. Similarly, using ∆λ−2m∆ = λ2m and ∆λ−2M
T
∆ =
λ−2M , we have
∆Φ(∞)(ω2λ)−T = ∆(I +O( 1
λ
))ω−2mλ−mω−2M
T
λ−M
T
= (I +O( 1
λ
))ω2mλmω−2Mλ−M∆
= (I +O( 1
λ
))λmλM∆ω−2mω−2M
T
where we have used ω2mλ−M = λMω2m at the last step. This gives
∆Φ(∞)(ω2λ)−T = Φ(∞)(λ)∆ω−2mω−2M
T
, which is the anti-symmetry
condition. 
Lemma 6.3.
Cyclic symmetry: Dk+ 1
2
= ΠDk ω
−Mω−md4
Anti-symmetry: Dk+1 =
1
4
d4Dk
−T ω2M
T
ω2m∆
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Proof. This follows from Lemma 6.2 (cf. the proof of Lemma 3.5). 
Corollary 6.4.
Cyclic symmetry: D−1k (PkPk+ 1
4
Π)Dk = d
−1
4 ω
mωM
Anti-symmetry: Dk = Rk
1
4
d4D
−T
k ω
2MTω2m∆
Proof. This follows from Lemma 6.3 (cf. the proof of Corollary 3.6). 
The fact that PkPk+ 1
4
Π is conjugate to d−14 ω
mωM (and hence has the
same eigenvalues as d−14 ω
m) implies that the Stokes data is given by
the same formulae as before. Therefore, no modifications to Theorem
3.7 are needed.
Next we turn to the main task of this section, the calculation of D1 in
the boundary cases. Proposition 3.9 still gives a solution of Tg0(s) = 0,
but Corollary 3.10 (the s-expansion of g0(s)) must be modified because
g0(s) now has higher order poles.
Recall that if g0(s) is a solution of Tg0(s) = 0, then g(λ) = λ
m0g0(s) =
λm0g0(t/λ) is a solution of Tˆ0g(λ) = 0.
Proposition 6.5. We have λm0g0(s) = A˜0yˆ
(0)+A˜1yˆ
(1)+A˜2yˆ
(2)+A˜3yˆ
(3)
where A˜0, A˜1, A˜2, A˜3 are given in terms of a1, a2, a3 in the Appendix.
Proof. This is a routine calculation using the Laurent expansion of the
gamma function. For reference we give the latter at the end of this
section as Lemma 6.7. We give the case (E1) in full here, referring
to the Appendix for a complete list of results, which are obtained by
exactly the same method. In this case we have a1 = a2 =
1
2
a3 =
1
2
a, so
g0(s) =
∫ c+√−1∞
c−√−1∞
Γ(−t)Γ(a
8
− t)2Γ(a
4
− t)2−8ts4tdt.
Let us write X = 2−8s4. As in Corollary 3.10, (−2π√−1 )−1g0(s) is
equal to the sum of the residues of Γ(−t)Γ(a
8
− t)2Γ(a
4
− t)X t, which
has simple poles at t = k, t = a
4
+ k and double poles at t = a
8
+ k
(k = 0, 1, 2, . . . ).
It is well known (and follows from Lemma 6.7) that
Γ(−t) =
rk
t− k
+O(1)
near t = k where
rk = −(−1)
k/k!
so the contribution from the poles t = k of Γ(−t) is
∑∞
k=0 rkG(k)X
k
where G(t) = Γ(a
8
− t)2Γ(a
4
− t).
Similarly, the contribution from the poles t = a
4
+ k of Γ(a
4
− t) is∑∞
k=0 rkH(
a
4
+ k)X
a
4
+k where H(t) = Γ(−t)Γ(a
8
− t)2.
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To calculate the residues at the double poles t = a
8
+ k of Γ(a
8
− t)2
we use the fact (again from Lemma 6.7) that
Γ(a
8
− t) = rk
t−(a
8
+k)
+ lk +O(t− (
a
8
+ k))
near t = a
8
+ k where
lk = rk(γeu − hk) with hk = 1 +
1
2
+ · · ·+ 1
k
and γeu denotes the Euler-Mascheroni constant. (We put h0 = 0.)
Hence
Γ(a
8
− t)2 =
r2k
(t−(a
8
+k))2
+ 2rklk
t−(a
8
+k)
+O(1).
Let us write F (t) = Γ(−t)Γ(a
4
− t). Then the Taylor expansion of
F (t)X t at a
8
+ k is of the form
F (t)X t = xk + yk(t− (
a
8
+ k)) +O((t− (a
8
+ k))2),
where xk = F (
a
8
+k)X
a
8
+k, yk = F
′(a
8
+k)X
a
8
+k+F (a
8
+k)X
a
8
+k logX .
The residue of Γ(−t)Γ(a
8
− t)2Γ(a
4
− t)X t at a
8
+ k is 2rklkxk + r
2
kyk =
2r2k(γeu−hk)xk+ r
2
kyk, and the contribution from the poles t =
a
8
+k is
∞∑
k=0
2r2k(γeu−hk)F (
a
8
+k)X
a
8
+k+r2kF
′(a
8
+k)X
a
8
+k+r2kF (
a
8
+k)X
a
8
+k logX.
Summing all three contributions, and multiplying by λm0 , we obtain
a solution of Tˆ0yˆ = 0, which therefore must be a linear combination of
the Frobenius solutions (6.1). Let us write λm0g0(s) = A˜0yˆ
(0)+A˜1yˆ
(1)+
A˜2yˆ
(2) + A˜3yˆ
(3). Using X = 2−8t4λ−4, and logX = log 2−8t4 − 4 log λ,
by inspection we obtain the formulae for the A˜i which are listed in the
Appendix. 
The analysis of equation (3.1) at λ = 0 remains the same as in
section 3. Proposition 3.11 and Corollary 3.12 apply equally well to
the boundary case, so we may proceed now to the analogue of Theorem
3.13:
Theorem 6.6. The connection matrix D1 is given by the formula
D1 =
√−1 π
5
2 2−2m0+
1
2 (PK˜)−T Γ˜−T cˆ−1
where P, cˆ are as in Theorem 3.13, and K˜, Γ˜ are given in the Appendix.
The matrices P, K˜, Γ˜ depend on m, but not on cˆ.
Proof. (i) Expression for Φ
(0)
1 . As in the proof of Theorem 3.13 we
have
φ
(0)
1 (λ)
T = P


j(ω2λ)
j(ωλ)
j(λ)
j(ω−1λ))

 ,
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where j(λ) = κ−10 cˆ0λ
m0g0(s) and κ0 =
√−1 π
5
22−2m0+
1
2 . By Proposition
6.5,
j(λ) = κ−10 cˆ0(A˜0, A˜1, A˜2, A˜3)


yˆ(0)
yˆ(1)
yˆ(2)
yˆ(3)


= κ−10 cˆ0(A˜0, A˜1, A˜2, A˜3)λ
ETλm
′


f0
f1
f2
f3


where m′ = (m0, m1− 1, m2− 2, m3− 3). From this we obtain, for any
k ∈ Z,
j(ωkλ) = κ−10 cˆ0(A˜0, A˜1, A˜2, A˜3)(ω
k)E
T
(ωk)m
′


yˆ(0)
yˆ(1)
yˆ(2)
yˆ(3)

 ,
as fi(ωλ) = fi(λ) and λ
ET commutes with ωm
′
(= d−14 ω
m).
Let us apply the identity
(a1, a2, ... , ar)

 br... . . .
b2
. . .
. . .
b1 b2 ··· br

 = (b1, b2, ... , br)

 ar... . . .
a2
. . .
. . .
a1 a2 ··· ar


to the term (A˜0, A˜1, A˜2, A˜3)(ω
k)E
T
(when ET is lower triangular; oth-
erwise an analogous identity holds). We obtain
(A˜0, A˜1, A˜2, A˜3)(ω
k)E
T
= ok A˜
for certain 1×4, 4×4 matrices ok, A˜ where ok depends only on ω (and
k) and A˜ depends only on A˜0, A˜1, A˜2, A˜3. It follows that
φ
(0)
1 (λ)
T = κ−10 cˆ0 PK˜A˜


yˆ(0)
yˆ(1)
yˆ(2)
yˆ(3)


where
K˜ =


− o2(ω
2)m
′
−
− o1(ω)
m′ −
− o0 −
− o−1(ω−1)m
′
−

 .
In this way, we obtain the matrices K˜, A˜ listed in the Appendix.
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For example, in the case (E1), where m′ = (m0,−32 ,−
3
2
,−m0 − 3),
we apply the above identity (with r = 2) to the sub-matrices
(A˜1, A˜2)
(
1 0
log ωk 1
)
= (log ωk, 1)
(
A˜2 0
A˜1 A˜2
)
,
and this gives ok = (1, logω
k, 1, 1) and A˜ =


A˜0
A˜2
A˜1 A˜2
A˜3

.
(ii) Expression for Φ(∞). From Proposition 6.1 we have
φ(∞)(λ)T = F−1U−TφFrob(λ)T = F−1U−T


yˆ(0)
yˆ(1)
yˆ(2)
yˆ(3)

 .
(iii) The computation of D1. Inserting the results of (i) and (ii) into
D−T1 φ
(∞)(λ)T = φ(0)1 (λ)
T , we obtain
D−T1 = κ
−1
0 cˆ0 PK˜A˜U
TF = κ−10 PK˜Γ˜cˆ
where Γ˜ = cˆ0A˜ U
TF cˆ−1. This gives the stated formula for D1. 
We end this section by recalling the Laurent expansion of the gamma
function, which was used in the proof of Proposition 6.5. (The first two
terms suffice for all cases except the vertices (V1) and (V3); in those
cases the first four terms are needed.)
Lemma 6.7. The Laurent expansion of Γ(−t) at its simple pole t = 0
is
Γ(−t) = −Γ(1)t−1 + Γ′(1)− 1
2
Γ′′(1)t+ 1
3!
Γ′′′(1)t2 +O(t3)
= r0t
−1 + l0 +m0t+ n0t2 +O(t3)
where r0 = −1, l0 = −γeu, m0 = −
1
2
(γ2
eu
+ 1
6
π2), n0 =
1
6
(−γ3
eu
− 1
2
π2γ
eu
−
2ζ(3)). Here γ
eu
= limn→∞ 1+ 12+· · ·+
1
n
−log n (the Euler-Mascheroni
constant), and ζ(3) =
∑∞
k=1 k
−3.
Proof. This follows from the Taylor expansion −Γ(−t+1) = tΓ(−t) =
r0 + l0t +m0t
2 + n0t
3 + O(t4) together with the well known values of
the derivatives of the gamma function at t = 1. 
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7. Resonance: the connection matrix for αˆ
We have to modify the Iwasawa factorization argument in Theorem
4.1. There we assumed ki > −1, which allowed us to choose a funda-
mental solution L such that L|z=0 = I. But on the boundary we have
(some) ki = −1, and we need a new argument when this happens.
Proposition 7.1. There is a unique fundamental solution L of the
o.d.e. L−1Lz = 1λη of the form L = eS, where
e = z
1
λ
ΛT , Λ = −N
4
M = −N
4
FEF−1, S = I +O(zN/λ4)
with the properties (i) S|z=0 = I, (ii) S is homogeneous in the sense
that the (i, j) entry of S has weight 2(mj −mi).
Proof. Substituting L = eS into L−1Lz = 1λη, we obtain the equation
S−1Sz = 1λη −
1
λ
1
z
S−1ΛTS
for S. Observe that η − 1
z
ΛT contains only zp with p > −1. (For
example, in the case (E1), we have Λ = c2E = c2E1,2 with k2 = −1
and ki > −1 if i 6= 2, so η −
1
z
ΛT = c0E0,3z
k0 + c1E1,0z
k1 + c2E2,1z
−1 +
c3E3,2z
k3 − c2E2,1z
−1 = c0E0,3zk0 + c1E1,0zk1 + c3E3,2zk3 .) Hence there
exists a unique solution near z = 0 with S|z=0 = I. The coefficients of
this equation have the stated homogeneity property, hence S does as
well. 
Lemma 7.2. We have Φ(∞) = (g˜L)T z−Λ where g˜ = (λmλM)T .
Proof. Let Φ = (g˜L)T where g˜ = (λmλM)T . As g˜ is independent of z,
g˜L satisfies (g˜L)−1(g˜L)zdz = 1ληdz = ω.
We claim that all entries of the i-th column of g˜L have weight 2mi.
Since λmz
1
λ
ΛT = zΛ
T
λm, we have
g˜L = λM
T
λmz
1
λ
ΛTS = λM
T
zΛ
T
λmS.
Since the weights of λ, z are 2, 8
N
respectively, the factor
λM
T
zΛ
T
= zΛ
T
λM
T
has all (nonzero) entries of weight zero. Hence the entries of g˜L have
the same weights as those of λmS. Now, the (i, j) entry of S has
weight 2(mj − mi), and the diagonal elements of λ
m have weights
2m0, 2m1, 2m2, 2m3. This justifies the claim.
As in section 2.3, this implies that (g˜L)−1(g˜L)λdλ = ωˆ, i.e. Φ =
(g˜L)T is a solution of (3.1). On the other hand, we have (g˜L)T =
ST z
1
λ
ΛλmλM = (I+O(zN/λ4))λmλMzΛ, so this must be Φ(∞)(λ)zΛ. 
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Now we are ready for the Iwasawa factorization. Recall (section
2) that this means the Iwasawa factorization for the complex loop
group ΛSLn+1C with respect to the real form ΛRSLn+1C = {γ ∈
ΛSLn+1C | c(γ(1/λ¯)) = γ(λ)}.
Proposition 7.3. For each of the boundary cases, there exists6 a loop
γ ∈ ΛSLn+1C with the following properties.
(i) The Iwasawa factorization
γL = (γL)R(γL)+
exists near z = 0.
(ii) The (i, j) entry of (γL)+ has weight 2(mj −mi).
(iii) (γL)+ = diag(b0, b1, b2, b3) +O(λ) with b0b3 = 1 = b1b2.
The loop γ and the functions bi are given in Table 3. In general
(γL)R, (γL)+ are multi-valued, but each bi is a single valued function
of |z| near z = 0.
γ bi = Xi(I + o(1)) as z → 0; ℓ|z| = log |z|
E1
(
1
1 −λ
1
1
)
X0 = 1, X1 = (1−2c2ℓ|z|)
1
2
E3
(
1 −λ
1
1 −λ
1
)
X0 = (1−2c1ℓ|z|)
1
2 , X1 = (1−2c1ℓ|z|)−
1
2
V1 see Proof see Note 1 for X0, X1
V2
(
1
1 −λ
1
−λ 1
)
X0 = (1−2c0ℓ|z|)−
1
2 , X1 = (1−2c2ℓ|z|)
1
2
Table 3. The loop γ and the functions bi in Proposition 7.3.
Note 1. In the case (V1), we have X0 = (−1 − c2ℓ|z| − 2c1c2ℓ2|z| −
4
3
c21c2ℓ
3
|z|)
1
2 , X0X1 = (−c2c
−1
1 +
1
4
c22c
−2
1 − (2c2 − c
2
2c
−1
1 )ℓ|z| + 2c
2
2ℓ
2
|z| +
8
3
c1c
2
2ℓ
3
|z| +
4
3
c21c
2
2ℓ
4
|z|)
1
2 .
Note 2. The tt*-Toda equations have the symmetry w 7→ ∆w∆. In
our situation (n = 3) this means that (−w1,−w0) is a solution when-
ever (w0, w1) is a solution. In terms of Figure 1, this corresponds to
6It turns out that γ is essentially unique — the ambiguity in γ leads only to an
insignificant reparametrization of the solutions of the tt*-Toda equations.
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reflection in the line γ0+ γ1 = 0. Therefore, regarding the asymptotics
of the functions wi, it suffices to treat the cases (E1),(E3),(V1),(V2).
From now on we restrict to these cases.
Proof. We use the method of Theorem 4.1 of [7]. We give the details
for the case (E1), then state the modifications needed for the other
cases.
In general, an Iwasawa factorization U = URU+ with U+ = b +
O(λ) is equivalent to a Birkhoff factorization V = V−V+ for V =
c(U)(1/λ¯)−1U(λ), as
V = c(U)(1/λ¯)−1U(λ) = c(U+)(1/λ¯)−1c(UR)(1/λ¯)−1URU+
= c(U+)(1/λ¯)
−1U+(λ),
which can be expressed in the form V−V+ with V− = I + O(1/λ) and
V+ = b
2 +O(λ).
First we shall establish the local (near z = 0) Iwasawa factorization
of Y = γe, then deduce that of U = γeS (= γL). In the case (E1) we
write γ (from Table 3) as
γ = d−1λ Adλ, A =
(
1
1 −1
1
1
)
, dλ =
(
1
λ
λ2
λ3
)
.
Let us introduce
(7.1) ∆1 = A
T∆A−T .
We shall make use of the properties
(i) γ satisfies the cyclic symmetry and anti-symmetry conditions
τ(γ(λ)) = γ(ωλ) and σ(γ(λ)) = γ(−λ), and
(ii) ∆1Λ = −Λ∆1
(both of which are easily verified). The first is needed so that γL lies
in the (complex, twisted) loop group that we are using, hence also its
Iwasawa and Birkhoff factors. The second will be used in the following
paragraph and later in the proof of Proposition 7.7.
Let us now compute Z = c(γe)(1/λ¯)−1(γe)(λ). First we observe that
(γe)(λ) = d−1λ Adλ d
−1
λ z
ΛT dλ = d
−1
λ Az
ΛT dλ, c(γe)(1/λ¯) = ∆dλAz¯
ΛT d−1λ ∆.
Hence
Z = ∆dλz¯
(−ΛT )A−1d−1λ ∆ d
−1
λ Az
ΛT dλ
= λ−3∆dλz¯(−Λ
T )A−1∆A zΛ
T
dλ
= λ−3d−1λ dλ∆dλ ∆
T
1 z¯
ΛT zΛ
T
dλ by (ii) above
= d−1λ ∆∆
T
1 e
2 log |z|ΛTdλ.
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Inserting the value of ∆1 from (7.1) we obtain
(7.2) Z = d−1λ

 1 1−2c2 log |z| −1
1 0
1

dλ.
If it exists, the Birkhoff factorization Z = Z−Z+ must be of the form
(7.3) Z−Z+ = d
−1
λ

 1∗ 1
∗ ∗ 1
∗ ∗ ∗ 1

 dλ d−1λ

X20 ∗ ∗ ∗X21 ∗ ∗
X22 ∗
X23

 dλ.
The existence of the factorization (near z = 0) now follows from an
explicit computation of the Xi (cf. [11], Chapter 14, Step 2). This
may be done by equating the upper principal k × k minors of (7.2)
and (7.3). By the anti-symmetry condition in (i) above we must have
X0X3 = 1 = X1X2, so it suffices to do this for k = 1, 2. We obtain
X20 = 1, X
2
0X
2
1 = 1−2c2 log |z|,
respectively. The fact that these are positive for z close to (but not
equal to) zero shows that the Birkhoff factorization Z = Z−Z+ exists
in some punctured neighbourhood of zero, and hence also the Iwasawa
factorization Y = YRY+, with single-valued Xi.
Next, we can deduce the existence of the local (near z = 0) Iwasawa
factorization of U = γL. For this we consider
V = c(γL)(1/λ¯)−1(γL)(λ) = c(S)(1/λ¯)−1Z(λ)S(λ),
where Z(λ) = d−1λ ∆∆
T
1 e
2 log |z|ΛT dλ as above.
We claim that W = Z(λ)−1c(S)(1/λ¯)−1Z(λ)S(λ) is well-defined in a
neighbourhood of z = 0 (including at z = 0). This follows from the fact
that limz→0 z log |z| = 0, hence limz→0 Z(λ)−1c(S)(1/λ¯)−1Z(λ)S(λ) =
I. Thus we can write
c(S)(1/λ¯)−1Z(λ)S(λ) = Z(λ)W (λ) = Z−(λ)Z+(λ)W (λ).
As the local (near z = 0) Birkhoff factorization of Z+(λ)W (λ) exists,
so does that of Z−(λ)Z+(λ)W (λ), and its “positive factor” is of the
form b2 = X2(I + o(1)). This completes the proof for the case (E1).
The cases (E3) and (V2) are very similar. For the case (E3) we take
γ = d−1λ Adλ with
A =
(
1 −1
1
1 −1
1
)
, dλ =
(
1
λ
λ2
λ3
)
and for the case (V2)
A =
(
1
1 −1
1
−1 1
)
, dλ =
(
λ3
1
λ
λ2
)
.
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For the case (V1) we take dλ = diag(1, λ, λ
2, λ3) and any A such that
∆1 = A
T∆A−T =


1 1 1
2
c2
c1
1
1 c2
c1
1
2
c2
c1
1 1
1




1
−1
1
−1

 .
This ensures that property (ii) holds, as in the case (V1) case we have
Λ = c1E0,1 + c2E1,2 + c1E2,3 (Table 2 of section 6). Direct calculation
shows that A exists and is essentially unique. 
The existence of the Iwasawa factorization allows us to carry out the
construction of
α = [(γL)RG]
−1d[(γL)RG] = (wt + 1λW
T )dt+ (−wt¯ + λW )dt¯,
as in section 2.2. Here w0, w1, w2, w3 are defined again by wi = log bi/|hi|
but now b0, b1, b2, b3 are as in Proposition 7.3 (Table 3).
Using this, we can define αˆ =
[
− t
λ2
W T − 1
λ
xwx + t¯ W
]
dλ as in sec-
tion 2.4.
Lemma 7.4. Let Ψ = (g˜γ−1(γL)RG)T . Then Ψ satisfies equation
(3.2).
Proof. By definition [(γL)RG]
−1d[(γL)RG] = α. As g˜γ−1 is indepen-
dent of z, we have [g˜γ−1(γL)RG]−1d[g˜γ−1(γL)RG] = α as well.
We claim that all entries of g˜γ−1(γL)RG have weight zero. This would
imply that [g˜γ−1(γL)RG]−1[g˜γ−1(γL)RG]λdλ = αˆ, by the argument of
section 2.4.
To prove the claim, we observe that g˜γ−1(γL)R(γL)+G = g˜γ−1γLG =
g˜LG = λM
T
λmz
1
λ
ΛTSG = λM
T
zΛλmSG. Since (γL)+G and SG have
the same weights, so do g˜γ−1(γL)R and λM
T
zΛλm, and so do g˜γ−1(γL)RG
and λM
T
zΛλmG. The latter has weight zero, so this completes the
proof. 
The diagram in section 4 must now be modified as follows:
Ψ(∞)
Z
Φ(∞) = (g˜L)T z−Λ Iwasawa❴❴❴❴ (g˜γ−1(γL)RG)T
Φ(0)
D
❴❴❴❴❴❴❴❴ Ψ(0)
Y
Here Φ(∞) = Φ(0)k Dk as in section 3, but now we define Yk and Zk by
Ψ
(0)
k = (g˜γ
−1(γL)RG)TYk, Ψ
(∞)
k = (g˜γ
−1(γL)RG)TZk.
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Using this we shall obtain the following modification of Theorem 4.1:
Theorem 7.5. The connection matrix Ek is given by the formula
Ek =
1
4
Dkz
Λ∆1(D 7
4
−kzΛ)
−1 d34C, C =

 1 1
1
1


where Dk is as in section 6 and ∆1 is defined by (7.1). In particular
this gives
E1 = (D1z
Λ)∆1 (D1zΛ)
−1 d−14 E
global
1
where Eglobal1 =
1
4
CQ
(∞)
3
4
as in (4.1).
The proof will be given later. It depends on the following modifica-
tions of Propositions 4.2 and 4.4.
Proposition 7.6. Yk = (Dkz
Λ)−1.
Proof. This is similar to the proof of Proposition 4.2. We have
Ψ
(0)
k = (g˜γ
−1(γL)RG)TYk
= (g˜γ−1(γL)(γL)−1+ G)
TYk
= ((γL)−1+ G)
T (g˜L)TYk.
Since (g˜L)T = Φ(∞)zΛ = Φ(0)k Dkz
Λ, and Φ
(0)
k ∼ O0(I + O(λ))e
t
λ
d4 , we
obtain
Ψ
(0)
k ∼ Gb
−1O0(I +O(λ))e
t
λ
d4Dkz
ΛYk
= P0(I +O(λ))e
t
λ
d4Dkz
ΛYk
when λ → 0. But Ψ
(0)
k ∼ P0(I + O(λ))e
t
λ
d4 , so we conclude that
Dkz
ΛYk = I. 
Proposition 7.7. Zk =
1
4
∆1 Y¯ 7
4
−k d
3
4C, where ∆1 is as in (7.1).
Proof. This is similar to the proof of Proposition 4.4 From Ψ
(0)
k =
(g˜γ−1(γL)RG)TYk we obtain
Ψ
(0)
k (1/λ¯) = G¯ (γL)R(1/λ¯)
T
(g˜γ−1)(1/λ¯)
T
Y¯k
= G¯ ∆(γL)R(λ)
T∆ (g˜γ−1)(1/λ¯)
T
Y¯k.
From Ψ
(∞)
7
4
−k = (g˜γ
−1(γL)RG)TZ 7
4
−k = G(γL)
T
R
(g˜γ−1)TZ 7
4
−k, we obtain
(γL)T
R
= G−1Ψ(∞)7
4
−kZ
−1
7
4
−k(g˜γ
−1)−T .
Substituting this into the previous formula gives
Ψ
(0)
k (1/λ¯) = G¯∆G
−1 Ψ(∞)7
4
−k(λ) Z
−1
7
4
−k (g˜γ
−1)−T∆ (g˜γ−1)(1/λ¯)
T
Y¯k.
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Now, we have G¯∆G−1 = ∆. Furthermore, we claim that
(7.4) (g˜γ−1)−T∆ (g˜γ−1)(1/λ¯)
T
= ∆1.
From these two facts we have Ψ
(0)
k (1/λ¯) = ∆Ψ
(∞)
7
4
−kZ
−1
7
4
−k∆1Y¯k. On the
other hand, from (4.3) we know that Ψ
(0)
k (1/λ¯) = ∆Ψ
(∞)
7
4
−k(λ)C 4d4.
Comparing these, we deduce that C 4d4 = Z
−1
7
4
−k∆1 Y¯k, as required.
It remains to establish (7.4). We have g˜ = (λmλM)T and (using the
notation of the proof of Proposition 7.3) γ = d−1λ Adλ, ∆1 = A
T∆A−T .
Thus the left hand side of (7.4) is
λ−Mλ−m(dλATd−1λ )∆(d
−1
λ A
−Tdλ)λ−mλ−M .
Observe that λ−mdλ commutes with AT in all cases. Thus we obtain
λ−MATλ−mdλ d−1λ ∆d
−1
λ dλλ
−mA−Tλ−M = λ−MATλ−m∆λ−mA−Tλ−M =
λ−MAT∆A−Tλ−M = λ−M∆1λ−M . By property (ii) in the proof of
Proposition 7.3 this is equal to ∆1, as M = −
4
N
Λ. 
E F eRi , f
R
i
E1

 eR1 1
1
1/eR1



 1 1 fR1
1
1

 eR1 = − A˜3F3A˜0F0
fR1 = −
F2
F1
− 2
A˜♭1
A˜2
E3

 eR1 eR1
1/eR1
1/eR1



 1 fR11
1 fR1
1

 eR1 = A˜3F2A˜1F0
fR1 = −
F3
F2
−
A˜♭2
A˜3
−
A˜♭0
A˜1
V1 I

 1 f
R
1
1
2
(fR1 )
2 fR2
1 fR1
1
2
(fR1 )
2
1 fR1
1

 fR1 = F1F0 − 2 A˜♭2A˜3
fR2 = see Note
V2 I

 1 1 fR1
1
fR2 1

 fR1 = −F2F1 − 2 A˜♭1A˜2
fR2 = −
F0
F3
− 2
A˜♭3
A˜0
Table 4. The matrices E ,F in Theorem 7.8.
Note. In the case (V1), we have
fR2 =
F3
F0
− (F1)
2
(F0)2
A˜♭2
A˜3
+ 2F1
F0
(A˜♭2)
2
(A˜3)2
− 2
(A˜♭2)
3
(A˜3)3
+ 2
A˜♭1A˜
♭
2
(A˜3)2
− 2
A˜♭0
A˜3
.
Proof of Theorem 7.5. From Propositions 7.6 and 7.7 we have Ek =
Y −1k Zk = (z
−ΛD−1k )
−1 1
4
∆1z−ΛD−17
4
−kd
3
4C. This is the required formula
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forEk. We deduce the formula forE1 exactly as in the proof of Theorem
4.1 (the generic case). 
In view of Theorem 7.5, let us introduce the notation
D♭1 = D1z
Λ.
Explicitly, using Theorem 6.6, this gives
D♭1 = κ0cˆ
−1
0 (PK˜)
−T (A˜)−T (FU)−1zΛ
= κ0cˆ
−1
0 (PK˜)
−T (A˜)−T z−
N
4
E(FU)−1
because Λ = −N
4
M = −N
4
(FU)E(FU)−1 (Proposition 6.1).
Introducing the analogous notation
(7.5) A˜♭ = A˜z
N
4
ETUT ,
we can write D♭1 = κ0cˆ
−1
0 (PK˜)
−T (A˜♭)−TF−1. The matrices A˜♭i are listed
in the Appendix. They are independent of z. It follows that the con-
nection matrices Ek are (as expected) independent of z.
Theorem 7.8. The connection matrix E1 is given by the formula
E1 = (PK˜)
−TEF(PK˜)T Eglobal1
where the diagonal matrix E and the unipotent matrix F are are given
in Table 4.
Proof. Let us substitute (D♭1 =) D1z
Λ = κ0cˆ
−1
0 (PK˜)
−T (A˜♭)−TF−1 (see
above) into E1 = (D1z
Λ)∆1 (D1zΛ)
−1 d−14 E
global
1 (Theorem 7.5). Noting
that κ0 and A˜
♭ are pure imaginary, we obtain
E1 = (PK˜)
−T (A˜♭)−TF−1∆1F (A˜♭)T (PK˜)T d−14 E
global
1 .
Now, by direct calculation we have
(7.6) ¯˜K = −d4K˜∆0
where the (symmetric) matrix ∆0 is given in the Appendix. Hence
E1 = −(PK˜)
−T (A˜♭)−TF−1∆1F (A˜♭)T∆0K˜Td4P¯ Td−14 E
global
1 .
As in the proof of Theorem 4.5 we have d4P¯
Td−14 = P
T , so
E1 = −(PK˜)
−T (A˜♭)−TF−1∆1F (A˜
♭)T∆0(PK˜)
T Eglobal1
= −(PK˜)−TXT (PK˜)T Eglobal1
where X = ∆0(A˜
♭)F∆T1 F
−1(A˜♭)−1.
It is now straightforward to write −XT as EF , where E ,F are as
stated in Table 4. For example, in the case (E1), we have
∆0=
(
1
−1
1
1
)
,∆1=
(
1
−1 1
1
1
)
, A˜♭=

 A˜0 A˜2
A˜♭1 A˜2
A˜3

,
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hence X is of the form
( ∗ ∗∗ ∗ ∗
)
, from which the expressions in Table
4 for eR1 , f
R
1 are obtained. 
8. Resonance: the global solutions and their asymptotics
As in the non-resonant case, the Iwasawa factorization (Proposition
7.3) leads to asymptotic expressions for the solutions wi which are
smooth near t = 0. We still have wi = log bi/|hi| with |hi| = |cˆit
mi | =
|cˆit
−γi/2|, but now there is an extra term as we have bi = Xi(1 + o(1))
instead of bi = 1 + o(1). We obtain:
(8.1) 2wi(t) = γi log |t|+ logX
2
i cˆ
−2
i + o(1)
as t → 0, where Xi is given in Table 3 (section 7). If Xi is constant
(as in the non-resonant case), the error term o(1) is sufficient to ensure
that we have obtained a parametrization of such solutions. If Xi is not
constant it is necessary to improve the error term. This can be done
by examining the proof of Proposition 7.3 more carefully — the error
comes from neglecting the factor Z−1c(S)(1/λ¯)−1ZS, and is always of
the form ǫ = O(|t|k logℓ |t|) for some k, ℓ > 0. The precise values of
k, ℓ > 0 will not play any role so we omit them below.
The global solutions are our main interest, and, at this point, we have
at our disposal all necessary information about them. First, Theorems
7.5 and 7.8 provide the following analogue of Corollary 5.1:
Corollary 8.1. The following conditions (i)-(iii) are equivalent:
(i) E1 =
1
4
CQ
(∞)
3
4
(= Eglobal1 )
(ii) E = I = F (i.e. all eRi = 1 and all f
R
i = 0)
(iii) D1z
Λ = d4D1zΛ∆1 (i.e. D
♭
1 = d4D¯
♭
1∆1)
As in the non-resonant case, we may use this criterion to give explic-
itly the holomorphic data and asymptotic data of the global solutions.
We shall discuss the case (E1) in detail, then state the results for the
other cases, which are obtained in exactly the same way.
As explained above, from (8.1) and Table 3 we obtain
(8.2)
{
2w0(t) = γ0 log |t|+ log cˆ
−2
0 + o(1)
2w1(t) = log |t|+ log (1− 2c2 log |z|) cˆ
−2
1 + ǫ
as t → 0. Note that γ1 = 1 for the second formula as we are in the
case (E1). We can rewrite
(1− 2c2 log |z|)cˆ
−2
1 = cˆ
−2
1 −
N
2
log |z| as cˆ−21 =
N
4c2
by (2.8)
= cˆ−21 − 2 log
|t|
4
+ 1
2
log c
N4
as t = 4
N
c
1
4 z
N
4
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and then the second formula of (8.2) becomes
2w1(t) = log |t|+ log
(
cˆ−21 − 2 log
|t|
4
+ 1
2
log c
N4
)
+ ǫ.
In order to apply Corollary 8.1, we shall convert cˆ−20 , cˆ
−2
1 into mon-
odromy data. The monodromy data is given in Table 4 of section 7.
Using the formulae there, with the explicit values of the matrices F
(Table 2 of section 6) and A˜ (Appendix), we obtain:
(8.3)
{
eR1 = −
A˜3F3
A˜0F0
= −2−2ata
H(a
4
)
G(0)
1
4
a3t−acˆ−20 = −cˆ
−2
0 2
−2−2aa3
H(a
4
)
G(0)
fR1 = −
F2
F1
− 2
A˜♭1
A˜2
= cˆ−21 + γeu +
4
a
+ 1
2
(logF )′(a
8
) + 1
2
log c
N4
These allow us to convert the asymptotic formulae (8.2) into
(8.4)
{
2w0(t) =γ0 log |t|+ log
(
−eR1 2
2+2aa−3G(0)/H(a
4
)
)
+ o(1)
2w1(t) =log |t|+log
(
fR1 −γeu−
4
a
− 1
2
(logF )′(a
8
)−2 log |t|
4
)
+ǫ
For the global solutions we have (by (ii) of Corollary 8.1) eR1 = 1 and
fR1 = 0. Substituting these values into (8.4), we obtain the asymptotics
of the global solutions. The holomorphic data of the global solutions
(represented by cˆ0, cˆ1 in this case) can also be found by putting e
R
1 = 1
and fR1 = 0 in (8.3). This completes our treatment of the case (E1).
For the other cases, exactly the same procedure — taking the explicit
data from Tables 2, 3, 4, and the Appendix — gives the holomorphic
data and asymptotic data listed in the two corollaries below.
We recall that the original form of the holomorphic data (Definition
2.2) was pi(z) = ciz
ki = ciz
αi/z (0 ≤ i ≤ 3), and that this was trans-
formed into diagonal matrices cˆ, m in Definition 2.3. Explicit formulae
are given in (2.8), (2.10), and Proposition 4.7. We use the data cˆ, m
below.
Corollary 8.2. (Holomorphic data for global solutions in the resonant
cases) The holomorphic data cˆ (for the corresponding range of m) is
listed below. Edges and vertices refer to Figure 1 in section 6.
(E1) (m0, m1) = (
a
2
− 3
2
,−1
2
), 0 < a < 4 (top edge)
cˆ20 = −2
−2−2aa3H(a
4
)/G(0)
cˆ−21 = −γeu −
4
a
− 1
2
(logF )′(a
8
)− 1
2
log c
N4
(E3) (m0, m1) = (
a
2
− 3
2
, a
2
− 1
2
), 0 < a < 4 (diagonal edge)
cˆ0cˆ1 = 2
−2aa2Q(a
4
)/P (0)
cˆ1cˆ
−1
0 = −γeu −
2
a
− 1
4
(logP )′(0)− 1
4
(logQ)′(a
4
)− 1
2
log c
N4
(V1) (m0, m1) = (−
3
2
,−1
2
) (top right vertex)
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cˆ−10 cˆ1 = 2γeu +
1
2
log c
N4
cˆ−20 =
4
3
γ3
eu
+ 1
24
ζ(3) + γ2
eu
log c
N4
+ 1
4
γ
eu
log2 c
N4
+ 1
48
log3 c
N4
(V2) (m0, m1) = (
1
2
,−1
2
) (top left vertex)
cˆ20 = −γeu − 2−
1
2
(logS)′(1)− 1
2
log c
N4
cˆ−21 = −γeu − 1−
1
2
(log T )′(1
2
)− 1
2
log c
N4
The (products of) gamma functions F,G,H, . . . appearing here are
defined in the Appendix.
Finally we reach our goal, the asymptotic data. Recall that all local
solutions w near t = 0 have the leading term asymptotics 2w(t) ∼
γ log |t|. In the non-resonant case we have 2w(t) ∼ γ log |t| + ρ, and
the diagonal matrices γ, ρ parametrize all such solutions. Therefore,
for global solutions, the parameter ρ is determined by γ, and we gave
an explicit formulae for it in Corollary 5.3. In the resonant cases, we
have:
Corollary 8.3. (Asymptotic data for global solutions in the resonant
cases) The asymptotics at zero of the global solutions (for the corre-
sponding range of γ) are listed below. Edges and vertices refer to Fig-
ure 1 in section 6. We use the notation ψ = (log Γ)′ = Γ′/Γ and
ǫ = O(|t|k logℓ |t|) for some k, ℓ > 0.
(E1) −1 < γ0 < 3, γ1 = 1 (top edge)
2w0(t)=γ0 log |t|+ log
(
−22+2aa−3G(0)/H(a
4
)
)
+ o(1)
=γ0 log |t|+ log
(
2−2γ0Γ(3−γ0
4
)Γ(3−γ0
8
)2Γ(γ0+1
4
)−1Γ(γ0+5
8
)−1
)
+ o(1)
2w1(t)=log |t|+ log
(
−γ
eu
− 4
a
− 1
2
(logF )′(a
8
)−2 log |t|
4
)
+ ǫ
=log |t|+ log
(
−γ
eu
− 4
3−γ0+
1
2
ψ(γ0−3
8
)+ 1
2
ψ(3−γ0
8
)−2 log |t|
4
)
+ ǫ
(E3) −1 < γ0 < 3, γ1 = γ0 − 2 (diagonal edge)
2(w0 + w1)(t)=(γ0+γ1) log |t| − 2 log
(
2−2aa2Q(a
4
)/P (0)
)
+ o(1)
= (γ0+γ1) log |t| − 2 log
(
22γ0−2Γ(γ0+1
4
)2Γ(3−γ0
4
)2
)
+ o(1)
2(w0 − w1)(t)
=2 log |t|+2 log
(
−γ
eu
− 2
a
− 1
4
(logP )′(0)− 1
4
(logQ)′(a
4
)−2 log |t|
4
)
+ ǫ
=2 log |t|+2 log
(
−γ
eu
− 2
3−γ0 +
1
2
ψ(3−γ0
4
)+ 1
2
ψ(γ0−3
4
)−2 log |t|
4
)
+ ǫ
(V1) γ0 = 3, γ1 = 1 (top right vertex)
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2w0(t) = 3 log |t|+ log
(
− 1
24
ζ(3)− 4
3
γ3
eu
− 4γ2
eu
log |t|
4
− 4γ
eu
log2 |t|
4
−4
3
log3 |t|
4
)
+ ǫ
2(w0+w1)(t) = 4 log |t|+log
(
− 1
12
γ
eu
ζ(3) + 4
3
γ4
eu
+ (16
3
γ3
eu
− 1
12
ζ(3)) log |t|
4
+8γ2
eu
log2 |t|
4
+ 16
3
γ
eu
log3 |t|
4
+ 4
3
log4 |t|
4
)
+ ǫ
(V2) γ0 = −1, γ1 = 1 (top left vertex)
2w0(t) = − log |t| − log
(
−γ
eu
− 2− 1
2
(logS)′(1)− 2 log |t|
4
)
+ ǫ
= − log |t| − log (−2γ
eu
+ 2 log 2− 2 log |t|) + ǫ
2w1(t) = log |t|+ log
(
−γ
eu
− 1− 1
2
(log T )′(1
2
)− 2 log |t|
4
)
+ ǫ
= log |t|+ log (−2γ
eu
+ 2 log 2− 2 log |t|) + ǫ
This list covers all resonant cases for which γ0 + γ1 ≥ 0. The re-
maining cases (E2),(V3) have γ0 + γ1 < 0. The asymptotics for these
cases may be obtained by applying the transformation (w0, w1) 7→
(−w1,−w0) (see Note 2 following Table 3). In the case (V2) we have
γ0 + γ1 = 0 and in fact w0(t) + w1(t) = 0 for all t, so our p.d.e. re-
duces to the sinh-Gordon equation (w0)tt¯ = sinh(4w0), for which the
asymptotics given above are well known.
We remark that the normalization constants c, N in the formulae
(8.3) and (8.4) for local solutions cancel out in the asymptotics of the
global solutions (as they should). The appearance of c, N in (8.3) and
(8.4) reflects the fact that our parametrization of the local solutions
depends on our conventions for the Iwasawa factorization.
The asymptotics as t → ∞ of all solutions (including the resonant
cases) were stated at the end of section 5. Thus we have solved the
connection problem (to find the explicit relation between asymptotic
data at zero and infinity) also in the resonant cases.
9. Appendix
We list the matrices K˜, U, A˜ appearing in the formula
D1 = κ0 (PK˜)
−T Γ˜−T cˆ−1 = κ0 cˆ−10 (PK˜)
−T (A˜UTF )−T
of Theorem 6.6. Here κ0 =
√−1 π
5
2 2−2m0+
1
2 , cˆ is given in (2.8), and F
is given in Table 2. We also list the matrices ∆0 and A˜
♭ = A˜z
N
4
ETUT
appearing in the formula
E1 = (PK˜)
−TEF(PK˜)TEglobal1 , EF = −(A˜
♭)−TF−1∆1F (A˜♭)T∆0
of Theorem 7.8. As explained in Note 2 following Theorem 7.3, we
restrict to the cases (E1),(E3),(V1),(V2). To save space we use the
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abbreviation
ℓω = log ω =
1
2
√
−1π
here.
Formulae for the case (E1)
K˜ =


ω2m0 ω−32ℓω ω−3 ω−2m0−6
ωm0 ω−
3
2 ℓω ω
− 3
2 ω−m0−3
1 0 1 1
ω−m0 ω
3
2 (−ℓω) ω
3
2 ωm0+3

 U =


1
1 − 2
a
1
1


A˜ =


A˜0
A˜2
A˜1 A˜2
A˜3

 A˜♭ =


A˜0
A˜2
A˜♭1 A˜2
A˜3

 ∆0 =


1
−1
1
1


A˜0 = 2π
√−1 G(0)
A˜1 = −2π
√−1 2−at
a
2F (a
8
)
(
2γeu + (logF )
′(a
8
) + log 2−8t4
)
A˜2 = 2π
√−1 22−at
a
2F (a
8
)
A˜3 = 2π
√−1 2−2ata H(a
4
)
A˜♭1 = −2π
√−1 2−at
a
2F (a
8
)
(
2γeu +
8
a
+ (logF )′(a
8
) + log c
N4
)
where F (t) = Γ(−t)Γ(a
4
− t), G(t) = Γ(a
8
− t)2Γ(a
4
− t), H(t) =
Γ(−t)Γ(a
8
− t)2.
Formulae for the case (E3)
K˜ =


ω2m02ℓω ω2m0 ω−2m0−62ℓω ω−2m0−6
ωm0ℓω ωm0 ω−m0−3ℓω ω−m0−3
0 1 0 1
ω−m0 (−ℓω) ω−m0 ωm0+3(−ℓω) ωm0+3

 U =


1
1
1 − 2
a
1


A˜ =


A˜1
A˜0 A˜1
A˜3
A˜2 A˜3

 A˜♭ =


A˜1
A˜♭0 A˜1
A˜3
A˜♭2 A˜3

 ∆0 =


−1
1
−1
1


A˜0 = −2π
√−1P (0) (2γeu + (logP )′(0) + log 2−8t4)
A˜1 = 2π
√−1 22P (0)
A˜2 = −2π
√−1 2−2ataQ(a
4
)
(
2γeu + (logQ)
′(a
4
) + log 2−8t4
)
A˜3 = 2π
√−1 22−2ataQ(a
4
)
A˜♭0 = −2π
√−1P (0)
(
2γeu + (logP )
′(0) + log c
N4
)
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A˜♭2 = −2π
√−1 2−2ataQ(a
4
)
(
2γeu +
8
a
+ (logQ)′(a
4
) + log c
N4
)
where P (t) = Γ(a
4
− t)2, Q(t) = Γ(−t)2.
Formulae for the case (V1)
K˜ =


ω−3 1
3!
(2ℓω)3 ω−3 12! (2ℓω)
2 ω−3 2ℓω ω−3
ω−
3
2 1
3!
ℓ3ω ω
− 3
2 1
2!
ℓ2ω ω
− 3
2 ℓω ω
− 3
2
0 0 0 1
ω
3
2 1
3!
(−ℓω)3 ω
3
2 1
2!
(−ℓω)2 ω
3
2 (−ℓω) ω
3
2

 U = I
A˜ =


A˜3
A˜2 A˜3
A˜1 A˜2 A˜3
A˜0 A˜1 A˜2 A˜3

 A˜♭ =


A˜3
A˜♭2 A˜3
A˜♭1 A˜
♭
2 A˜3
A˜♭0 A˜
♭
1 A˜
♭
2 A˜3

 ∆0 =


1
−1
1
−1


A˜0 = −2π
√−1 (N0 +M0ℓ+ 12L0ℓ
2 + 1
6
R0ℓ
3)
A˜1 = 2π
√−1 (4M0 + 4L0ℓ+ 2R0ℓ2)
A˜2 = −2π
√−1 (16L0 + 16R0ℓ)
A˜3 = 2π
√−1 (64R0)
A˜♭0 = −2π
√−1 (N0 +M0ℓ0 + 12L0ℓ
2
0 +
1
6
R0ℓ
3
0)
A˜♭1 = 2π
√−1 (4M0 + 4L0ℓ0 + 2R0ℓ20)
A˜♭2 = −2π
√−1 (16L0 + 16R0ℓ0)
where ℓ = log 2−8t4 and ℓ0 = log cN4 . The constants N0,M0, L0, R0 are
defined by
Γ(−t)4 = R0t
−4 + L0t−3 +M0t−2 +N0t−1 +O(1).
From Lemma 6.7, their values are: R0 = 1, L0 = 4γeu,M0 = 8γ
2
eu
+ 1
3
π2,
N0 =
32
3
γ3
eu
+ 4
3
γeuπ
2 + 4
3
ζ(3).
Formulae for the case (V2)
K˜ =


ω1 ω−32ℓω ω−3 ω−72ℓω
ω
1
2 ω−
3
2 ℓω ω
− 3
2 ω−
7
2 ℓω
1 0 1 0
ω−
1
2 ω
3
2 (−ℓω) ω
3
2 ω
7
2 (−ℓω)

 U =


1
1 − 1
2
1
− 5
4
1


A˜ =


A˜0 A˜3
A˜2
A˜1 A˜2
A˜0

 A˜♭ =


A˜0 A˜♭3
A˜2
A˜♭1 A˜2
A˜0

 ∆0 =


1
−1
1
−1


A˜0 = −2π
√−1 2−6t4S(1)
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A˜1 = −2π
√−1 2−4t2T (1
2
)
(
2γeu + (log T )
′(1
2
) + log 2−8t4
)
A˜2 = 2π
√−1 2−2t2T (1
2
)
A˜3 = 2π
√−1 2−8t4S(1) (2γeu − 1 + (logS)′(1) + log 2−8t4)
A˜♭1 = −2π
√−1 2−4t2T (1
2
)
(
2γeu + 2 + (log T )
′(1
2
) + log c
N4
)
A˜♭3 = 2π
√−1 2−8t4S(1)
(
2γeu + 4 + (logS)
′(1) + log c
N4
)
where T (t) = −tΓ(−t)2, S(t) = Γ(1
2
− t)2.
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