Abstract
1 Introduction intuitive idea. We would expect that most components would take care of modelling the 105 central part of the distribution and therefore, have a tail index close to zero. If the tail of the 106 underlying distribution is heavy, we would then expect that some components would have a 107 tail index close to the tail index of the underlying distribution.
108
We evaluate the conditional hybrid Pareto mixture on rainfall-runoff data from the a mixture is able to adapt to asymmetry, multi-modality and tail heaviness that might be 124 present in the conditional distribution of the runoff. The neural network which learns the relationship between the covariates and the mixture parameters is able to approximate prop-126 erly the highly non-linear relationship between rainfall and runoff. The conditional hybrid
127
Pareto mixture provides a conditional density model that has proven to perform well on 128 many kind of data sets (see [CB08a] its capacity to extrapolate beyond the sample range might be poor.
143
The hybrid Pareto distribution was put forward as a way to transfer the extrapolation properties of the GPD [EKM97] to mixture models. The hybrid Pareto distribution is a smooth extension of the GPD to the whole real axis. This new distribution is built by stitching a GPD tail to a Gaussian, while enforcing continuity of the resulting density and of its derivative. In this work, we focus on runoff data which is heavy-tailed so we let ξ > 0 in the GPD density:
Let α be the junction point and given by:
where the dependent parameters are α (ξ, μ, σ 
The re-weighting factor γ ensures that the density integrates to one and is given by: Our goal is to provide a model of the river runoff at a future time step. We have at our 155 disposal rainfall data in the hydrographic basin of interest which influences river runoff.
156
We therefore look into modelling the distribution of the runoff at time t + 1 given covariate between the covariates and the mixture parameters and the latter accounts for the complexity 180 of the conditional density (in particular, the multi-modality and asymmetry). The conditional mixture parameters are the neural network parameters ω. These are learned by minimizing the negative conditional log-likelihood on the training data:
where the sum is over the training set
hybrid Pareto conditional mixture model evaluated at the data point i. penalty term based on the prior density of Equation (1): 
209
The two-component mixture of Equation (1) 
215
The conditional mixture parameters ω are now learned by minimizing a new cost function, the negative conditional log-likelihood minus the penalty term:
where the first sum is over the training set D n , the second sum in the penalty term is over gives the smallest cost in terms of negative conditional log-likelihood on data unseen during 227 training (the validation set) is selected. the prediction horizon to 6 and 12 hours, the hourly data are aggregated to form 6h and 12h 255 time steps. To this end, we take the average of the runoff and the sum of the rainfall over 256 the appropriate time period. This means that the lengths of our initial data sets in Table   257 1 are divided by the length of the time steps. We thus have three different models, one for 258 each time step.
259
We assume that given the covariate vector X t , the Y t are independent and identically the Orgeval basin data are summarized in Table 2 for each time step (1h, 6h, 12h). The percentage of observed runoff on the test set which fall into the confidence interval. We can 277 see that it is pretty close to the expected one. A mesure of goodness-of-fit is the so-called
where y i is the observed runoff,ŷ i is the 279 prediction andȳ is the sample average. The closer R 2 is to one, the better the prediction is.
280
The R-square is computed on the test set and the conditional median of the trained model 281 is used to predict the runoff. We can see from the last row of order to leave more data for the training set. The prediction is possibly more challenging on 286 6h, which uses a similar test set.
288
The river runoff for the test period is illustrated in the left column of Figure 
Synthetic Data

302
We generate synthetic data which resemble the runoff data in the sense that there are cycles and that the tail indexes are in the same range. Let Y be a random variable distributed according to a Fréchet distribution whose parameters are functions of an input variable X.
Then the distribution function of Y |X = x is given by:
The Fréchet distribution is a canonical heavy-tail distribution: the tail of most heavy-tailed distribution eventually behaves like the Fréchet tail. The input variable X is distributed according to a standard Normal distribution. We chose the following sine-shaped functional form for the dependence function ξ(·) : 
309
are presented on a test set, distinct from the training set, which consists of 10 000 pairs of 310 observations generated according to the conditional Fréchet distribution described above.
311
The model selected via five-fold cross-validation for the training set of Figure 6 has eight 
