Abstract-Landmines are affecting the lives and livelihoods of millions of people around the world. A number of detection techniques, developed for use with impulse ground penetrating radar, are described, with emphasis on a Kalman filter based approach.
• thermal imaging (TI) and electrooptical (EO) sensors-detect evidence of a buried object, such as disturbed ground or the thermal effect of having a mine just below the surface [5] , [6] ; • biological sensors such as dogs, pigs, bees, and birds [7] ; • chemical sensors, such as thermal fluorescence and chromatographic techniques-detect airborne and water borne presence of explosive vapors [8] . In this discussion, we will concentrate on Ground Penetrating Radar (GPR) [9] . This ultrawide band radar provides centimeter resolution to locate even small targets. GPR operates by detecting the dielectric contrasts in the soils, which allows it to locate even nonmetallic mines. Unfortunately, this technology can suffer false alarm rates as high as that of metal detectors.
There are two distinct types of GPR, time-domain and frequency domain. Time domain or impulse GPR transmits discrete pulses of nanosecond duration and digitizes the returns at GHz sample rates. Frequency domain GPR systems transmit single frequencies either uniquely, as a series of frequency steps, or as a chirp. The amplitude and phase of the return signal is measured. The resulting data is converted to the time domain. As with metal detection, GPR automatic detection [10] and classification algorithms are being developed.
In this discussion, we deal with buried anti-tank (AT) and anti-personnel (AP) landmines which require close approach or contact to activate. Trip wire activated area mines and newer off-route or side-attack mines are a danger that has not been specifically addressed here. GPR (ImGPR) system developed by the Commonwealth Scientific and Industrial Research Organization (CSIRO), Australia, has been used for these measurements [11] . The system collects 127 returns, or soundings, per second, each composed of 512 samples with 12 bit accuracy. The sounding range may vary from 4 ns to 32 ns. The GPR system uses bistatic bow-tie antennas which transmit wideband, ultrashort duration pulses (see Fig. 1 ).
A dielectric anomaly in the soil may cause the signal to be reflected back to a separate receiver antenna. This information is converted from nanoseconds to milliseconds so that it may be digitized by a conventional A/D converter for processing and display. The center frequency and bandwidth of the transmitted pulse can be varied by changing the antenna and are chosen with respect to the required depth of penetration, soil type and size of the object to be detected. In this experiment, we used antennas with a center frequency 1.4 GHz and 80% bandwidth.
The GPR unit is suspended above the ground surface at a height of between 0.5 to 2 cm. Its motion is controlled by a stepper motor unit running along a track at a constant velocity, as shown in Fig. 2 . Since the motion of the GPR is controlled by a stepper motor, with constant speed, running on a straight track, these samples correspond to distances from the starting point of the run.
The measurements form a two dimensional matrix, referred to as a radargram or B scan, and is used for visual inspection of the data on the acquisition computer and in laboratory analysis. A sample radargram showing two targets at approximately 55 cm and 100 cm is displayed in Fig. 3 . A return at a certain position along the distance axis is called an A scan. An example of A scans in the presence and absence of a surrogate mine are displayed in Fig. 4 .
Some of the targets used in the trial are listed in Table I . Three of the targets were surrogate land-mines developed by the Defence Science and Technology Organization (DSTO) countermine research project, Salisbury, South Australia [11] , [12] . These targets, referred to as ST-AP(1), ST-AP(2), and ST-AP(3), are surrogate AP mines modeled after the M14, PMN, and PMN-2 blast mines, respectively. The PMN and PMN-2 are AP mines with nonmetallic casings. The M14 is an AP mine with almost no metal content and small size. As such, it is a very difficult target to detect.
III. SIGNAL PROCESSING METHODS

A. Kalman Filtering Method
1) Principle:
The radargram data is divided into nonoverlapping horizontal strips which correspond to layers of approximately constant depth. In general, one trace of the measured GPR data can be modeled as [13] A set of Kalman filters is used to estimate the background and target signals from noisy observations. In the quiescent phase, the vector is estimated as , written in predictor-corrector format, using a set of equations given in Table II The augmented state is initialized at the trace (or distance) by setting the bias to zero and the error covariance matrix to
2) Detection:
In the quiescent state, the algorithm uses a test based on the measurement prediction error (or innovation)
to detect the position of a possible target. The target is characterized by a "large" innovation. The detection model for a fixed trace is as follows for H K For a given trace , we compute the measurement prediction error , the updated measurement prediction covariance matrix , and the normalized innovation squared (NIS)
Under the null hypothesis H are distributed with degrees of freedom (recall that is the sum of squared independent Gaussian variables). For a fixed trace , each strip is tested using the test with the significance level so that In the case when H is rejected for at least of the total strips, the null hypothesis is rejected for the whole trace. A target is declared present if for at least consecutive GPR traces the null hypothesis is rejected. In that case, we decide to change to, or activate, the augmented state model. When the target detection is declared at a position , the augmented state is initialized at and is given by , where and are suitably chosen constants. c) Notes:
• If represents the spatial position where detection first occurred. If we choose , we assume that the target started before it was first detected.
• This proposed target algorithm cannot determine the end of the target. However, for the purposes of evaluation here, we assume that the width of the target is known. This information is used to re-activate the lower state model. • For noisier backgrounds, it is suggested to compute the detection statistic as a moving sum of NIS over a sliding window of length as . 3) Background Adaptation: In order to account for natural variations in the background, the noise covariance matrix must be continually updated, when in the quiescent state model only, through . The scaling factor is determined by comparing the NIS to a set of thresholds, as described in Table III where . This approach was motivated by the continuous noise level adjustment technique presented in [14] .
4) Dependency Between Layers:
Although in the formulation of the above procedure, it was assumed that a target may be present in only one of the layers, the true effect of a landmine return may not be confined to one section of the GPR return. That is, the presence of a target is likely to trigger detection decisions in more than one of the hypothesis tests. Similarly, false alarms should occur independently in the tests, and, in the case of the usual "statistical" false alarms present in hypothesis testing, they do. However, physical soil anomalies may trigger effects visible in multiple layers, as for landmine targets. As a result, the multiple hypotheses are not independent, and though the nominal levels of each of the individual tests may be specified, the nominal global level of significance cannot.
B. Background Subtraction
Perhaps the most common and basic form of target detection uses the model depicted in Fig. 5 . This model translates to the analytic form (2) The objective is to test the presence or absence of a target, that is, H against K . Under H, the difference between the estimated signal and the target-free signal (or background) will be small, while under K, there will be a difference due to the return from the buried target. The target detection procedure tests the significance of this difference, using amplitude detection. This suggests the statistic, where is an estimator of the background signal. The hypothesis H is rejected if is larger than a threshold, , where is obtained empirically.
The estimator relies on the assumption that background clutter has slow spatial variation, and, therefore, can be adaptively estimated from previous traces in several ways.
• Averaging across all traces-a quick estimate since it is only calculated once for a data set. Since it can be assumed that even under H there will be some variation in the background return between the start and the end of the recordings, it may not be very accurate. Only in tightly controlled, homogeneous environments may these differences be assumed to be negligible. • The median across all traces-is also susceptible to spatial variations, though the median may provide a more accurate measure where the data is skewed.
• Running means or medians-by choosing an appropriately wide moving window, an estimate of the background is formed by taking the mean or median of the surrounding traces. The window must be wide enough to allow an accurate estimate to be made, with low variance, while narrow enough to avoid introducing effects from the changes in the local background characteristics.
C. Matched Filter Deconvolution
By considering the wave propagation path through the soil as a channel or filter, another signal model can be used. Consider a convolutive relationship, as shown in Fig. 6 . This can be written as H
where and is the channel or filter impulse response. The input is either H or K . The signal , which indicates the presence of the target, is clearly different to due to the different model. Under H and, therefore, is simply the observed response from background only. The estimation of is equivalent to the background estimation process used for background subtraction.
By deconvolving the observations, by an appropriate estimate of the background signal, , amplitude detection can be performed on using the test statistic deconv where deconv indicates the deconvolution operation.
D. Wavelet Packet Decomposition
Due to the transient nature of the backscattered waveform, it is natural to investigate wavelet based techniques in the analysis of ImGPR returns. However, due to the variation from trace to trace in the relative positions of the receiver antenna and the buried targets, time shifts in the corresponding returns can be expected. As a result, we suggest the so-called Translation Invariant Wavelet Packet Decomposition (TIWPD) [15] .
Briefly, TIWPD is achieved by searching for the best basis that minimizes an entropy based cost function. At each level of resolution, the signal is decomposed and an entropy-based cost function evaluated. This is compared to the equivalent cost function when the signal is shifted, to find the best basis. The wavelet based detection procedure [16] consists of the steps in Table IV .
The distribution of the test statistic used here remains unresolved, although it appears Gaussian under H. We recommend that the median of the test statistics under H be estimated from traces known or assumed to be target-free [16] . This median is multiplied by an appropriate constant, , to set the threshold. Experimentally, it has been found that is an appropriate value.
E. Trimmed Average Power
The idea behind the trimmed mean approach is that the existence of a target is indicated by a change in the "average" signal power from one trace to another [17] . The average power of a signal (i.e., ImGPR trace) is estimated using the trimmed mean of the periodogram. It was found that the amount of right trimming was far more critical to performance than left trimming. This was expected since a target should increase the power of the return and the periodogram ordinates are positive and skewed to the right. Therefore the ordinates removed by the effect of left trimming will be of low magnitude and relatively unaffected by the presence of a target. From testing over a number of target scenarios, soil types and nominal levels of significance, right trimming of 5% was found to be best and for the remainder of the paper, trimming of 5% is used. Optimal trimming parameters may be determined through a bootstrap procedure to minimize estimator variance [17] .
IV. COMPARISON AND DISCUSSION
Our comparison of the signal processing techniques described above will be based on detection rates, false alarm rates, and computational complexity. To do this, we use receiver operating characteristic (ROC) curves and computational time [18] .
A. ROC Evaluation
Due to the large number of parameters in the detection algorithms, the comparison of the various detection techniques is not a straight-forward task. A commonly used method to compare detector performance is through ROC curves. The rates of false alarm and correct detection are found for varying nominal levels of significance. ROCs are considered to be a good way to compare detectors as they incorporate both these performance indicators.
In using the available data sets, the unknown ground truth and spatial variation of the background create difficulties. Strictly speaking, it is not possible to simply run the detectors over target-free or target-present data and estimate the probabilities of false alarm and correct detection as the average number of detections. There is a correlation between the background component of traces, and, therefore, a correlation between the detection decisions, unless it can be asserted that the effect of the background is completely removed. Several techniques can be used for background estimation, as discussed in Section III B. Here, a moving window of background traces is used for background estimation.
A test area is manually identified from the target-present recordings to find the detection rate, . The same area of ground is then tested in the target-free recordings to find the false alarm rate, . The testing procedure is described in Tables V and VI. The threshold setting area in step 1 of Table V was chosen to start at 150 traces before the start of the test area and to finish 50 traces before the start of the test area for the results to be shown here. The assumption in step 1 of Table V may not be strictly correct, since, although the test area definitely contains a target, the area immediately before it may still contain some effects from the target too. Here, we assume that these effects are too small to trigger a detection. If this is not the case, this implies that the detection of the target has occurred on the edge of the target rather than in the test area.
Thresholds are set from a small target-free area. If recordings of larger, target-free areas were made, this may be expanded. For the testing here, 100 traces were used for threshold setting. Therefore, some of the resulting ROCs may not seem smooth.
ROCs are presented in Figs. 7 and 8. All targets were buried at a depth of 5 cm. We choose background estimation lengths of and traces. For each technique, the best estimation length was found for each soil type and used in the ROCs shown. It can be stated that the Kalman filter based technique appears to have the best overall performance by a significant margin. Although the ROCs do not show that it is the best for all scenarios, it does not fail under any of them. All other detectors can be shown to perform poorly in one or more cases-in particular ST-AP(3) in loam, where the probability of detection is often lower than the probability of false alarm. This is worse than an equal chance decision and is highly undesirable as it indicates a complete failure of the detector.
Deconvolution appears to also have good performance, except for ST-AP(1) in clay, but is probably the best for ST-AP (2) and ST-AP(3). The remaining three detection methods achieve 1) Clay Soil: While the Kalman filter based approach was the most successful in clay, the trimmed average power was seen to be the next best. Deconvolution proved to be ineffective in detecting the ST-AP(1) targets, yet not for ST-AP(2) or ST-AP(3).
2) Loam Soil: Again, the Kalman filter yielded the best detection. The ST-AP(1) and ST-AP(2) mines were more detectable than in clay, though the opposite can be said for ST-AP(3). The wavelet and background subtraction were again very similar; however, the former may be said to be slightly better due to its false alarm performance, as will be discussed later.
3) Background Estimation Length: Some detectors appear to be more sensitive to the number of traces used to estimate the background. Tables VII and VIII give recommended lengths that produce the best detection results for different scenarios. The entries under the heading "Overall" are those that were used in the ROCs shown above.
Testing indicates that little difference can be seen for the Kalman Filter detector with varying , since detection rates were often very close to 1. No single background estimation length can be recommended for all cases, although the Deconvolution method appeared to vary the least-taking on "optimal" values of either 10 or 30. By contrast, the best values for the trimmed average power method varied wildly.
If assessments of the relative performance of the techniques are made on the best results for each detector for each scenario, the Kalman filter is still the best. The trimmed average power is the next, rather than deconvolution. 
4) Nominal Level of Significance and Probability of False
Alarm: As noted previously, the nominal level of significance cannot be set for the Kalman filter based technique due to the correlation between the multiple hypotheses. Plots for the remaining techniques, showing the relationship between the nominal level, , and the observed false alarm rate, , are shown below in Figs. 9 and 10 .
The false alarm rate should not be dependent on the target under consideration. However, we notice significant variations here. Different test areas, corresponding to different physical areas of ground, were considered for different target cases. This is the cause of the variation observed.
A general statement can be made that the level is better maintained in clay, especially at the lower levels of . This would be the operating region of a landmine detector. Exceeding the nominal level appears to be more prevalent at higher levels. The wavelet based detector appears to be best at maintaining the level, while the trimmed mean power and deconvolution methods often fail at quite low levels.
In loam, failure to maintain the level may indicate anomalies in the soil at these locations, especially when using the test region corresponding to the ST-AP(2) and ST-AP(3) cases. This view is strengthened by noting that the test region used to find the false alarm rates for the ST-AP(1) case was far from the others. Table IX are the number of flops required by the Matlab code used for the evaluation of and using a background estimation length of . The Kalman filter based approach can be seen to be very computationally expensive compared to the other methods. The next most demanding technique, deconvolution, is approximately 20 times faster. Not surprisingly, background subtraction has the lightest load.
B. Computational Load
Shown in
V. CONCLUSION
We have presented some signal processing techniques for use with GPR and compared their detection performance using receiver operating characteristic curves. We have found that the way the background is estimated and the number of traces considered in this estimation has an impact on the analysis results. An adaptive background estimate yields the best results in terms of reducing the probability of false alarm.
An analyst should consider plotting the ROC curves for all techniques for the particular environment they are working in (type of soil, type of target, depth, target size, etc.) before deciding on the best algorithm to use. It is seen from the ROCs shown here that the Kalman filter based detector provides the best overall performance.
It may be significant to note that the Kalman filter approach explicitly incorporates the background component of the signal return into its model, while the others are essentially different methods of detecting a change in a background-adjusted trace. The cost of the superior performance of the modified Kalman filter approach is the substantial increase in computational load. While significant time savings may be made through optimization and the parallelization of the Kalman filter code, it will remain a more complicated approach than the background subtraction, deconvolution, trimmed average power and, to a lesser extent, wavelet based detectors. A multiple test procedure may be incorporated into the Kalman filter approach in the future to allow the setting of the nominal global level of significance.
After the Kalman filter, the trimmed average power appears to achieve good detection performance for a relatively light computational load. The encouraging results that flow from trimming may lead to its application in the calculation of different test statistics to improve performance. The deconvolution technique could be improved by incorporating modeling into the system and parameterization of the input signal. This will transform the problem toward system identification with known input signal model.
The results shown in this paper cover a significant subset of the available targets and soils. However, significant variations in the results were observed for the target and soil combinations tested. This made it difficult to draw clear conclusions in some cases. Different methods of evaluating ROCs may yield different results and the extrapolation of these conclusions to other targets and soils may not be valid.
It is felt that the detection performance comparison framework developed here will greatly assist in the refinement, development and extension of existing and new detectors for the detection of landmines. Similar detection algorithms need to be developed and tested for other sensors. A fused system using multiple techniques and sensors may, ultimately, result.
