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We introduce Partially Coherent Direct Sum (PCDS) quantum channels, as a generalization of
the already known Direct Sum quantum channels. We derive necessary and sufficient conditions
to identify the subset of those maps which are degradable, and provide a simplified expression for
their quantum capacities. Interestingly, the special structure of PCDS allows us to extend the
computation of the quantum capacity formula also for quantum channels which are explicitly not
degradable (nor antidegradable). We show instances of applications of the results to dephasing
channels, amplitude damping channels, and combinations of the two.
I. INTRODUCTION
Since the seminal work of Shannon [1] the analysis
of the performances of communication means has been
rephrased into the search of the maximum information
transmission rates achievable by noisy channels. Once
the possibility of exploiting quantum-mechanical effects
to perform communication was brought to the light,
the same approach was directed towards noisy quantum
channels, opening the road to the field of quantum com-
munication [2–4].
While the features of quantum information can bring
advantages w.r.t. classical settings, the qualitatively dif-
ferent phenomena that typically are involved when deal-
ing with quantum systems on the other hand might con-
stitute challenging obstacles, see as an example the often
intractable regularizations needed for the definitions of
channel capacities [5]. Even when the channel considered
exhibits useful properties, e.g. degradability, in absence
of further symmetries maximizations over Hilbert spaces
can reveal themselves computationally hard, especially
in higher dimensions. This makes the study, in terms
of information capacities, of a wide realm of channels
unattractive and unexplored, despite quantum informa-
tion in higher dimensions being a well established field
of research, showing potential advantages either from the
quantum computation (see e.g. [6–9]) and quantum com-
munication (see e.g. [10–13]) perspectives, and now also
increasingly experimentally accessible [14–22]. All this
considered, methods to overcome these kind of obstacles
are still researched and this paper aims to contribute to
this corpus of literature. Specifically, we present com-
pact expressions for the quantum capacity and entangle-
ment assisted quantum capacity of a new class of channels
that we called Partially Coherent Direct Sum (PCDS)
maps, a generalization of the direct sum (DS) channels
described in [23], whose formalism appears in a variety
of contexts [24–30]. We draw attention to this category
of channels because their capacity is in principle exactly
computable with reduced complexity also for high dimen-
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sional systems. In this sense, the knowledge already ac-
quired about low dimensional quantum channels can be
exploited to compose new PCDS channels, while the in-
troduction of the PCDS can push the study of all acces-
sible zoology of low dimensional channels. In addition
to that, through the techniques here developed, in some
cases we are able to evaluate exactly the quantum capac-
ity even if the channel can be proven not to be degrad-
able [31]. Finally we also see that PCDS channels, despite
the similar construction, have higher capacities w.r.t. DS
channels, in other words they exhibit an activation phe-
nomenon [32–37] associated with the direct sum structure
of the Hilbert space.
The manuscript is organized as follows: in Sec. II we in-
troduce the model for the channels we consider; in Sec III
we analyze complementary channels and degradability
properties; in Sec. IV we study the quantum capacity
and entanglement assisted quantum capacity; in Sec V
we apply results to instances of quantum channels that
include dephasing channels, amplitude damping channels
and combinations of the two. Conclusions and perspec-
tives are presented in Sec. VI while technical material is
presented in the Appendix.
II. THE MODEL
Let us start fixing some notation: given HX and HY
two Hilbert spaces associated with two (possibly unre-
lated) quantum systems X and Y, we shall use the sym-
bol
LX→Y := {ΘˆYX : HX −→ HY} , (1)
to represent the set of linear operators ΘˆYX mapping the
input vectors of X into the output vectors of Y, and the
symbol SX = S(HX) to describe the special subset of of
LX→X formed by the density operators ρˆXX of the system
X. We also define
MX→Y := {ΦYX : LX→X −→ LY→Y} , (2)
to be the set of super-operators ΦYX which transform
operators ΘˆXX ∈ LX→X into elements of LY→Y indi-
cating with M(cpt)X→Y the special subset formed by the
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2quantum channels ofMX→Y, i.e. by the super-operators
ΦYX which are Completely Positive and Trace preserv-
ing (CPT). Finally, for X6=Y we shall use the special
symbol
M(off)X→Y := {Φ(off)YX : LX→Y −→ LX→Y} , (3)
to describe linear mappings Φ
(off)
YX which connect opera-
tors LX→Y into themselves.
Consider next C, a quantum system described by an
Hilbert space HC admitting the following direct sum de-
composition
HC = HA ⊕HB , (4)
with HA and HB two nontrivial subspaces of dimensions
dA, dB = dC − dA, associated with projectors PˆAA and
PˆBB which fulfill the orthonormalization conditions
PˆAAPˆBB = PˆBBPˆAA = 0 , PˆAA + PˆBB = IˆCC , (5)
IˆCC being the identity operator on HC. Accordingly any
operator ΘˆCC ∈ LC→C mapping the space of C into itself
can then be written as a sum of diagonal and off-diagonal
block terms, i.e.
ΘˆCC =
⊕
X,Y=A,B
ΘˆYX ≡
[
ΘˆAA ΘˆAB
ΘˆBA ΘˆBB
]
, (6)
where for X,Y = A,B, ΘˆXY is an element of LY→X de-
fined by the identity
ΘˆXY ≡ PˆXXΘˆCCPˆYY . (7)
Let now ΦCC ∈M(cpt)C→C be a CPT channel mapping C
into itself: we say that it is a Partially Coherent Direct
Sum (PCDS) map if it preserves the block structure (6),
i.e. if we can identify super-operators ΦAA ∈ MA→A,
ΦBB ∈ MB→B, Φ(off)AB ∈ M(off)B→A, and Φ(off)BA ∈ M(off)A→B
such that
ΦCC
[
ΘˆAA ΘˆAB
ΘˆBA ΘˆBB
]
=
[
ΦAA[ΘˆAA] Φ
(off)
AB [ΘˆAB]
Φ
(off)
BA [ΘˆBA] ΦBB[ΘˆBB]
]
, (8)
for all inputs ΘˆCC ∈ LC→C, or in brief
ΦCC = ΦAA + ΦBB + Φ
(off)
AB + Φ
(off)
BA . (9)
Quantum channels which can be cast in form (9) arise
whenever the quantum system C is affected by a (possibly
noisy) evolution that preserves the relative populations
associated with the subsystems HA and HB, but (pos-
sibly) deteriorates the quantum coherence among them.
In the Appendix it is shown that a necessary and suffi-
cient condition for this to happen is that given {Mˆ (j)CC}j
a Kraus set [38] for ΦBB, its elements must only involve
diagonal terms when cast into the block form (6), i.e.
Theorem II.1. A quantum channel ΦCC described by a
Kraus set {Mˆ (j)CC}j admits the PCDS structure (9) if and
only if
Mˆ
(j)
CC = Mˆ
(j)
AA + Mˆ
(j)
BB , (10)
or equivalently that Mˆ
(j)
AB = Mˆ
(j)
BA = 0, for all j.
The explicit proof of this result is given in Appendix A
where we also show that the maps on the right-hand-side
of Eq. (9) can be expressed in terms of the operators
Mˆ
(j)
AA and Mˆ
(j)
BB of Eq. (10) as
ΦXX[· · · ] =
∑
j
Mˆ
(j)
XX · · · Mˆ (j)†XX , (11)
for all X=A,B and
Φ
(off)
XY [· · · ] =
∑
j
Mˆ
(j)
XX · · · Mˆ (j)†YY , (12)
for all X 6=Y=A,B. Notice that in particular Eq. (11) im-
plies that the diagonal terms define proper CPT chan-
nels on A and B respectively, i.e. ΦAA ∈ M(cpt)A→A and
ΦBB ∈ M(cpt)B→B, with Kraus sets provided by {Mˆ (j)AA}j
and {Mˆ (j)BB}j .
One can easily check that given Φ′CC,Φ
′′
CC ∈ M(cpt)C→C
fulfilling the constraint (9), then the same holds true for
both the channel pΦ′CC + (1− p)Φ′′CC with p ∈ [0, 1] and
for the channel Φ′CC ◦Φ′′CC with “ ◦ ” representing super-
operator composition. The first property implies that
the set of PCDS quantum evolutions is closed under con-
vex convolution, while the second property, together with
the observation that the identity channel IdCC is also
trivially PCDS, tells us that the set forms a semi-group
under channel concatenation. Observe also that a spe-
cial instance of PCDS transformations is provided by the
purely dephasing channels ∆
(κ)
CC, which induce the map-
ping
∆
(κ)
CC
[
ΘˆAA ΘˆAB
ΘˆBA ΘˆBB
]
=
[
ΘˆAA κΘˆAB
κ∗ΘˆBA ΘˆBB
]
, (13)
with κ being a complex parameter of norm |κ| ≤ 1. In-
voking the semi-group property mentioned above, it then
follows that starting from any PCDS channel ΦCC, de-
scribed as in (9) for some proper choice of the maps ΦAA,
ΦBB, Φ
(off)
AB , and Φ
(off)
BA , we can construct an entire family
of new PCDS elements
Φ
(κ)
CC ≡ ∆(κ)CC ◦ ΦCC = ΦCC ◦∆(κ)CC , (14)
whose off-diagonal components are rescaled versions of
Φ
(off)
AB , and Φ
(off)
BA , i.e.
Φ
(κ)
CC = ΦAA + ΦBB + κΦ
(off)
AB + κ
∗Φ(off)BA , (15)
(the commutativity property exhibited in Eq. (14) fol-
lows from the linearity of the super-operators Φ
(off)
AB and
3Φ
(off)
BA ). In particular by setting κ = 0, Eq. (15) describes
the Direct Sum (DS) channels discussed in Ref. [23]
which completely suppress coherence amongHA andHB.
This special condition is met whenever the Kraus ele-
ments (10) of a PCDS map are given by operators that
have support exclusively either on HA or on HB, a con-
straint that we can summarize in terms of the following
simple relation
Mˆ
(j)
AA 6= 0 =⇒M (j)BB = 0 , ∀j . (16)
It is worth stressing that the properties discussed above,
as well as the results we are going to present in the fol-
lowing sections, admit a simple generalization in case of
multi-block decompositions of the map PCDS – see Ap-
pendix C.
III. COMPLEMENTARY CHANNELS AND
DEGRADABILITY CONDITIONS FOR PCDS
MAPS
We remind that, via the Stinespring dilation theorem
[39], given ΦXX ∈M(cpt)X→X a generic CPT transformation
on an arbitrary system X, its complementary channel can
be identified with a CPT map Φ˜EX ∈ M(cpt)X→E coupling
X with the (sufficiently large) auxiliary quantum system
E that plays the role of the system environment. Given
{M (j)XX}j a Kraus set for ΦXX and a fixed set {|jE〉}j of
orthonormal vectors on the Hilbert space HE of E, the
action of Φ˜EX on a generic operator ΘˆXX ∈ LX→X can
be expressed as
Φ˜EX[ΘˆXX] =
∑
j,j′
|j′E〉〈jE| Tr
[
M
(j′)†
XX M
(j)
XXΘˆXX
]
, (17)
(notice that due to the arbitrariness of the choice of
{|jE〉}j , Φ˜EX can always be redefined up to a unitary
rotation on E). We also remind that the map ΦXX is
said to be degradable [31] if we can identify a connecting
CPT quantum channel ΛEX ∈ M(cpt)X→E which allows us
to reconstruct the action of Φ˜EX by acting on the corre-
sponding output of ΦXX, i.e.
Φ˜EX = ΛEX ◦ ΦXX . (18)
Similarly we say that ΦXX is antidegradable if exists
ΛXE ∈M(cpt)E→X such that
ΦXX = ΛXE ◦ Φ˜EX . (19)
In the case of DS channel ΦCC, using Eq. (16) and the
orthogonality between Mˆ
(j)
AA and Mˆ
(j)
BB, from Eq. (17) one
can then easily verify that for all input operators ΘˆCC the
following identity holds
Φ˜EC[ΘˆCC] = Φ˜EA[ΘˆAA] + Φ˜EB[ΘˆBB] , (20)
Φ˜EA and Φ˜EB being, respectively, the complementary
channels associated with the diagonal components ΦAA
and ΦBB entering in the decomposition (9), and where
ΘˆAA and ΘˆBB are the diagonal terms of Eq. (6) – we re-
fer the reader to Appendix B for a physical insight on this
identity. Notice also that, while for generic PCDS chan-
nels ΦCC the operators Φ˜EA[ΘˆAA] and Φ˜EB[ΘˆBB] may
have nontrivial commutation relations, in the special case
of the DS channels Φ
(0)
CC [23] they have always zero over-
lap, i.e.
Φ˜
(0)
EA[ΘˆAA]Φ˜
(0)
EB[ΘˆBB] = Φ˜
(0)
EB[ΘˆBB]Φ˜
(0)
EA[ΘˆAA] = 0 , (21)
implying that, in this scenario, the sum appearing in
Eq. (20) is indeed a direct sum.
We can now prove a necessary and sufficient condition
for the degradability of a generic PCDS channel ΦCC
which establishes that such property only depends upon
the diagonal blocks entering in the decomposition (9):
Theorem III.1. A PCDS quantum channel ΦCC is
degradable if and only if all of its diagonal block terms
ΦAA, ΦBB are degradable too.
Proof:– First of all let us show that the degradability of
ΦAA and ΦBB implies the degradability of ΦCC. Indeed
for X = A,B, let ΛXE be the CPT connecting maps from
X to E, which allows us to express Φ˜XX in terms of ΦXX
as in (18). Consider then the super-operator ΛEC from
C to E defined as
ΛEC[ΘˆCC] ≡ ΛEA[ΘˆAA] + ΛEB[ΘˆBB] , (22)
which is CPT thanks to the fact that both ΛEA and
ΛEB fulfill the same constraint by hypothesis – see Ap-
pendix B 1 for details. Furthermore for all ΘˆCC we have
ΛEC ◦ ΦCC[ΘˆCC] = ΛEC
[
ΦAA[ΘˆAA] Φ
(off)
AB [ΘˆAB]
Φ
(off)
BA [ΘˆBA] ΦBB[ΘˆBB]
]
= ΛEA ◦ ΦAA[ΘˆAA] + ΛEB ◦ ΦBB[ΘˆBB
]
= Φ˜EA[ΘˆAA] + Φ˜EB[ΘˆBB] = Φ˜EC[ΘˆBB] ,
that proves that ΦCC is degradable with degrading chan-
nel (22).
Let’s now show next that if ΦCC is degradable then
also ΦAA and ΦBB must be degradable. For this purpose,
given ΛEC the CPT transformation from C to E which
allows us to reconstruct Φ˜EC from ΦCC, from Eqs. (9)
and (20) we get
Φ˜EB[ΘˆAA] + Φ˜EB[ΘˆBB] =
∑
X,Y=A,B
(ΛEC ◦ ΦYX)[ΘˆYX] ,
(23)
which must hold true for all ΘˆYX ∈ LX→Y. In the par-
ticular setting ΘˆBB = ΘˆAB = ΘˆBA = 0, this implies that
for all ΘˆAA ∈ LA→A we have
Φ˜EA[ΘˆAA] = (ΛEC ◦ ΦAA)[ΘˆAA] = (ΛEA ◦ ΦAA)[ΘˆAA] ,
(24)
4where in the last identity we introduced
ΛEA[· · · ] ≡ ΛEC[PˆAA · · · PˆAA] , (25)
by exploiting the fact that ΦAA maps operators of A into
A, i.e. that PˆBBΦAA[ΘˆAA] = ΦAA[ΘˆAA]PˆBB = 0. Since
(25) is CPT – see Appendix B 1, we can finally conclude
that ΦAA is degradable. The degradability of ΦBB can
be proved in the same way. 
IV. COMPUTING THE QUANTUM CAPACITY
OF PCDS CHANNELS
As firstly shown in [40–42], the quantum capacity
Q(ΦXX) of a channel ΦXX is expressed as:
Q(ΦXX) = lim
n→∞
1
n
max
ρˆ
(n)
XX∈S(H⊗nX )
J(Φ⊗nXX; ρˆ
(n)
XX), (26)
where J(ΦXX; ρˆXX) is the coherent information and is
defined as
J(ΦXX; ρˆXX) ≡ S(ΦXX(ρˆXX))− S(Φ˜EX(ρˆXX)) , (27)
being S(ρˆXX) ≡ −TrX [ρˆXX log2 ρˆXX] the von Neumann
entropy and Φ˜EX the complementary channel of ΦXX
as defined in Eq. (17). As already mentioned in the
introduction, the challenging aspect of the computation
of the quantum capacity is given by the regularization
over the number n of channel uses, since the behavior
for many uses doesn’t scale linearly w.r.t. the single
shot formula, due to the well known property of non
additivity of quantum channels. The issue can be
bypassed when the channel is degradable (see Sec. IV A)
for which the single letter formula is sufficient [31], or
antidegradable (the complementary channel is degrad-
able) for which, due to no-cloning argument, we have
Q(ΦXX) = 0. Since we’ll make use of this feature, it is
finally worth noticing that from the invariance of the the
von Neumann entropy under unitary transformations it
follows that the capacity formula reported above does
not depend on the specific form of the complementary
channel which, as already mentioned, can be chosen
freely up to a unitary rotation acting on the environment
E – see more about this in App. B.
Moving now towards DS and PCDS channels, in
Ref. [23] it was shown that the quantum capacity of DS
channels is given by the maximum of the quantum ca-
pacity of their diagonal contributions, i.e. expressed in
our notation
Q(Φ
(0)
CC) = max{Q(ΦAA), Q(ΦBB)} , (28)
with ΦAA and ΦBB its diagonal block terms. The
presence of non-zero off-diagonal contributions in (9) is
clearly bound to challenge the above result. To be-
gin with, invoking the channel data-processing inequal-
ity (DPI) [2–4, 43–45] from Eq. (14), it follows that the
right-hand-side of (28) is an explicit lower bound for the
quantum capacity of an arbitrary PCDS channel ΦCC
having the same diagonal block terms of Φ
(0)
CC , i.e.
Q(ΦCC) ≥ Q(Φ(0)CC) = max{Q(ΦAA), Q(ΦBB)} , (29)
paving the way to higher communication performances.
The easiest way to see this is by comparing the case of
the identity map IdCC, which has capacity
Q(IdCC) = log2 dC = log2(dA + dB) , (30)
with the case of the completely dephasing channel ∆
(κ=0)
CC
of Eq. (13) which shares the same diagonal terms of IdCC
(i.e. ΦAA = IdAA and ΦBB = IdBB), but which, accord-
ing to (28), has instead quantum capacity equal to
Q(∆
(κ=0)
CC ) = max{log2 dA, log2 dB} . (31)
Exploiting the results of the previous section we are going
to set this observation on a broader context, computing
the explicit value of the quantum capacity of large class
of PCDS channels. Interestingly enough this will allow
us to determine the quantum capacity of channels which
are not degradable.
A. The quantum capacity of degradable PCDS
channels
Consider the case of a PCDS channel ΦCC which is
degradable. According to [31] we can hence express it in
terms of the following single-letter expression
Q(ΦCC) = max
ρˆCC∈SC
J(ΦCC; ρˆCC) , (32)
with J(ΦCC; ρˆCC) the single-use coherent information
functional introduced in Eq. (27). Observe next that
from (8) and the monotonicity of S under block diago-
nalization, it follows that
S(ΦCC(ρˆCC)) = S
([
pΦAA[τˆAA] Φ
(off)
AB [ρˆAB]
Φ
(off)
BA [ρˆBA] (1− p)ΦBB[τˆBB]
])
≤ S
([
pΦAA[τˆAA] 0
0 (1− p)ΦBB[τˆBB]
])
(33)
= S (pΦAA[τˆAA]) + S ((1− p)ΦBB[τˆBB])
= pS (ΦAA[τˆAA]) + (1− p)S (ΦBB[τˆBB]) +H2(p) ,
where given p ≡ Tr[ρˆAA], we introduced the density
matrices of A and B defined as τˆAA = ρˆAA/p and
τˆBB = ρˆBB/(1− p), and where H2(p) ≡ −p log2 p− (1−
p) log2(1 − p) is the binary entropy function. Consid-
ering then that (33) can be saturated by focusing on
density matrices ρˆCC with zero off-diagonal bocks (i.e.
ρˆAB = ρˆBA = 0), and using the fact that according to
5Eq. (20) Φ˜EC(ρˆCC) does not depend upon such terms,
Eq. (32) reduces to
Q(ΦCC) = max
p∈[0,1]
{
H2(p) (34)
+ max
τˆAA∈SA
max
τˆBB∈SB
Jp(ΦAA; τˆAA,ΦBB; τˆBB)
}
,
which now involves an optimization only on the diago-
nal components of ρˆCC. The functional Jp appearing in
the above expression can be expressed as a rescaled con-
vex convolution of the coherent information terms of the
channels ΦAA and ΦBB, i.e. explicitly
Jp ≡ pJ(ΦAA; τˆAA) + (1− p)J(ΦBB; τˆBB)
−∆Sp(Φ˜EA[τˆAA], Φ˜EB[τˆBB]) (35)
where for generic density matrices ρˆ′EE and ρˆ
′′
EE of E, we
introduced
∆Sp(ρˆ
′
EE, ρˆ
′′
EE) ≡ S
(
pρˆ′EE + (1− p)ρˆ′′EE
)
−pS (ρˆ′EE)− (1− p)S (ρˆ′′EE) ,(36)
which is non-negative due to the concavity of the von
Neumann entropy. Notice that by simply specifying the
above expression for the extreme cases p = 1 and p = 0
one can easily verify that (34) correctly complies with
the bound (29). On the contrary, an upper bound for
Q(ΦCC) can be obtained by dropping ∆Sp(ρˆ
′
EE, ρˆ
′′
EE) in
the right-hand-side of Eq. (35), leading to the following
inequality
Q(ΦCC) ≤ max
p∈[0,1]
{
H2(p) + pQ(ΦAA) + (1− p)Q(ΦBB)
}
= log2(2
Q(ΦAA) + 2Q(ΦBB)) , (37)
where we introduced Q(ΦAA) and Q(ΦBB) using the op-
timization over τˆAA and τˆBB, and where in the second
line we carried out the maximization over p. This bound
makes physical sense as it implies that the dimension of
the optimal noiseless subspace of ΦCC cannot be larger
than the direct sum of the noise-free subspace associ-
ated with the channels ΦAA and ΦBB when used indepen-
dently. Notice also that the inequality (37) is saturated
by taking ΦCC to be the identity channel.
B. Entanglement-assisted quantum capacity
formula for PCDS channels
For the sake of completeness we report here the
value of the entanglement assisted quantum capac-
ity QE(ΦXX) [46–48] for the case of arbitrary (non-
necessarily degradable) PCDS channels. We remind that
if we allow shared entanglement between sender and
receiver the reliable transferring of quantum messages
through the map ΦXX can be improved via teleportation.
The associated improvement is captured by the following
expression
QE(ΦXX) =
1
2
max
ρXX∈SX
I(ΦXX; ρˆXX) , (38)
where now
I(ΦXX; ρˆXX) ≡ S(ρˆXX) + J(ΦXX; ρˆXX) , (39)
is the quantum mutual information, which being sub-
additive needs no regularization even if the map ΦXX
is not degradable.
In this case, besides Eq. (33) we also invoke the in-
equality
S(ρˆCC) ≤ pS (τˆAA) + (1− p)S (τˆBB) +H2(p) , (40)
which can be derived along the same line of reasoning.
Replacing all this into (38) we get
QE(ΦCC) = max
p∈[0,1]
{
H2(p) (41)
+
1
2
max
τˆAA∈SA
max
τˆBB∈SB
Ip(ΦAA; τˆAA,ΦBB; τˆBB)
}
,
where now
Ip ≡ pI (ΦAA; τˆAA) + (1− p)I (ΦBB; τˆBB)
−∆Sp(Φ˜EA[τˆAA], Φ˜EB[τˆBB]) , (42)
with I (ΦAA; τˆAA) and I (ΦBB; τˆBB) the quantum mutual
information functional (39) of ΦAA and ΦBB respectively.
As in the case of the formula (34) we can get a lower
bound for it by taking p = 0, 1 and an upper bound
by dropping the term ∆Sp(Φ˜EA[τˆAA], Φ˜EB[τˆBB]) in (42),
leading to the inequality
QE(Φ
(0)
CC) ≤ QE(ΦCC) ≤ log2(2QE(ΦAA) + 2QE(ΦBB)) ,
(43)
with QE(Φ
(0)
CC) = min{QE(Φ(0)AA), QE(Φ(0)BB)} [23].
C. The special case of ΦBB = IdBB
We now focus on the special case where the diagonal
block ΦBB of the PCDS channel ΦCC defined in Eq. (9)
corresponds to the identity map IdBB. Under this condi-
tion HB is a decoherence-free subspace for the commu-
nication model, implying that the value of Q(ΦCC) can
always be lower bounded by log2 dB, a condition that
is automatically granted by the inequality (29), noticing
that in this case Q(ΦBB) = log2 dB. Deeper insight on
the model arises by observing that from Eq. (17) we get
Φ˜EB[ΘˆBB] = |0E〉〈0E| TrB[ΘˆBB] , (44)
6with |0E〉 being an element of the orthonormal set {|jE〉}j
of HE. Accordingly from Eq. (35) we have
Jp = pS (ΦAA[τˆAA]) + (1− p)S (τˆBB)
−S
(
pΦ˜EA(τˆAA) + (1− p)|0〉E〈0|
)
≤ pS (ΦAA[τˆAA]) + (1− p) log2 dB
−S
(
pΦ˜EA(τˆAA) + (1− p)|0〉E〈0|
)
, (45)
the upper bound being achieved by taking as input τˆBB
for B the completely mixed state PˆBB/dB. Hence the
capacity formulas (34) and (41) now write respectively
Q(ΦCC) = max
p∈[0,1]
{
H2(p) + (1− p) log2 dB (46)
+ max
τˆAA∈SA
{
pS (ΦAA[τˆAA])
−S(pΦ˜EA[τˆAA] + (1− p)|0E〉〈0E |)
}}
,
which holds true for all choices of CPT maps ΦAA that
are degradable, and
QE(ΦCC) = max
p∈[0,1]
{
H2(p) + (1− p) log2 dB (47)
+
1
2
max
τˆAA∈SA
{
pS (τˆAA) + pS (ΦAA[τˆAA])
−S(pΦ˜EA[τˆAA] + (1− p)|0E〉〈0E |)
}}
,
that instead applies also for non degradable CPT maps
ΦAA – both expressions now involving only an optimiza-
tion with respect to τˆAA and p.
Notice that the relatively simple expression reported in
Eq. (46) paves the way to refine a little the lower bound
discussed in Sec. IV for general PCDS channels. In par-
ticular, assume that there exists a density matrix ρˆ∗AA
of A such that the complementary channel Φ˜EA of Φ˜AA
fulfills the following identity
Φ˜EA[ρˆ
∗
AA] = |0E〉〈0E | , (48)
with |0E〉 being the pure vector that via Eq. (44) defines
the action of Φ˜EB. Interestingly enough, in Appendix B 2
we show that this special requirement can always be met
if the channel ΦAA admits a fixed point state that is pure
(examples of those maps are provided by the cases stud-
ied in Sec. V B and Sec. V C). Under the hypothesis (48),
setting τˆAA = ρˆ
∗
AA in the right-end-side of Eqs. (46) and
dropping a positive term we can then arrive to the in-
equality
Q(ΦCC) ≥ max
p∈[0,1]
{
H2(p) + (1− p) log2 dB
}
= log2(dB + 1) , (49)
which for log2(dB + 1) > Q(ΦAA) represents an improve-
ment with respect to the the general lower bound given
in Eq. (29). At physical level Eq. (49) implies that un-
der the condition (48) the model admits the presence of
a decoherence-free subspace whose dimension dB + 1 is
slightly larger than the value dB that is granted for free
by having the block B preserved during the evolution.
An interesting consequence of (49) can finally be drawn
by comparing it with Eq. (37). Indeed in the present
case, due to the fact that Q(ΦBB = IdBB) = log2 dB,
such upper bound reduces
Q(ΦCC) ≤ log2(2Q(ΦAA) + dB) , (50)
whose right-hand-side term exactly matches that of the
lower bound (49) whenever Q(ΦAA) = 0. Putting all this
together we can then arrive to the following observation
Lemma IV.1. Let ΦCC be a PCDS quantum chan-
nel (9) with ΦBB = IdBB. If ΦAA is a zero-capacity
(i.e. Q(ΦAA) = 0), degradable map admitting a pure
fixed point state then we have
Q(ΦCC) = log2(dB + 1) . (51)
Explicit examples of ΦCC obeying the structural con-
straints imposed by the Lemma will be presented in
Secs. V B and V C, together with a rather important con-
sequence of the identity (51).
V. APPLICATIONS
Here we report few applications of the identity (46)
that allows us to fully characterize the quantum capacity
of a large class of nontrivial PCDS quantum channels,
including some specific examples of CPT maps which are
not degradable.
A. Purely Dephasing channels
As a first example of PCDS channels ΦCC described in
Sec. IV C we focus on the purely dephasing maps ∆
(κ)
CC of
Eq. (13). Accordingly in this case both ΦBB and ΦAA are
the identity transformation and we can assign the Kraus
set of the model by taking the following operators
Mˆ
(0)
CC = κPˆAA + PˆBB , Mˆ
(1)
CC =
√
1− |κ|2PˆAA . (52)
Via Eq. (17) this leads us to (44) for the complementary
channel Φ˜EB and to
Φ˜EA[ΘˆAA] = |v(κ)E 〉〈v(κ)E | TrA[ΘˆAA] , (53)
where now |vE〉 is the pure state vector
|v(κ)E 〉 ≡ κ|0E〉+
√
1− |κ|2|1E〉 . (54)
Since in the present case ΦAA is the identity channel,
hence degradable, we can compute the quantum capacity
7of ∆
(κ)
CC via the single letter formula (46) which, by triv-
ially upper-bounding S (ΦAA[τˆAA]) with log2 dA, rewrites
as
Q(∆
(κ)
CC) = max
p∈[0,1]
{
H2(p) + p log2 dA + (1− p) log2 dB
−S(p|v(κ)E 〉〈v(κ)E |+ (1− p)|0E〉〈0E|)
}
= log2 dB + max
p∈[0,1]
{
H2(p) + p log2(dA/dB)
−H2
(
1+
√
1−4p(1−p)(1−|κ|2)
2
)}
. (55)
In the limiting cases |κ| = 1 (no noise) and κ = 0 (full
dephasing) the maximization can be explicitly performed
leading to the expected results of Eqs (30) and (31), re-
spectively. For all the other choices of κ we resort to
numerical evaluation and report the obtained results in
Fig. 1 a). Partial analytical information can however be
recovered by noticing that the function we have to op-
timize with respect to p depends, apart from the noise
coefficient |κ|, only upon the ratio dA/dB: from this fact,
by simple analytical considerations it follows that func-
tions Q(∆
(κ)
CC) associated with models with same value
of ratio dA/dB will only differ by an additive constant.
Furthermore, in the special case where dA/dB = 1 the
maximization can be again carried out analytically, e.g.
by noticing that the associated functional is symmetric
for exchange of p and 1−p: accordingly we can conclude
that in this case the optimal value for p is 1/2, implying
Q(∆
(κ)
CC) = 1−H2((1− |κ|2)/2) + log2(dA) , (56)
an expression which for dA = 1 correctly reproduces the
capacity formula of Ref. [31] for the qubit (dC = 2)
dephasing channel. It’s worth noticing from Fig. 1 a)
that depending on the combination of (dA, dB) a struc-
ture among the channels emerges. The noiseless subspace
associated with dB defines a “multiplet” of curves that
converge to log2(dB) at κ ∼ 0 and spread with increasing
κ toward the values log2(dA+dB), never intersecting each
other. Intersections can take place between elements of
different multiplets, as happens e.g. for the curves (3,3)
and (1,4). In this case we can see that when κ & 0.75,
having 3 decohering levels and 3 noiseless performs better
than having only 1 decohering level and 4 noiseless.
Similar conclusions can be drawn for the entanglement
assisted capacity of ∆
(κ)
CC, which from (47) we express as
QE(∆
(κ)
CC) = max
p∈[0,1]
{
H2(p) + p log2 dA + (1− p) log2 dB
−1
2
S(p|v(κ)E 〉〈v(κ)E |+ (1− p)|0E〉〈0E|)
}
= log2 dB + max
p∈[0,1]
{
H2(p) + p log2(dA/dB)
−1
2
H2
(
1+
√
1−4p(1−p)(1−|κ|2)
2
)}
, (57)
whose values are plotted in Fig. 1 b) (notice again that for
dA = dB the optimization can be performed analytically
resulting in QE(∆
(κ)
CC) = 1− 12H2((1−|κ|2)/2)+log2(dA)).
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FIG. 1: a) Quantum capacity Q of the purely dephasing chan-
nel ∆
(κ)
CC of Eq. (13) for some values of the couple (dA, dB)
w.r.t. the dephasing parameter |κ|2. For dA = dB = 1 we
recover the quantum capacity of the qubit dephasing chan-
nel of [31]. b) Entanglement assisted quantum capacity QE
of ∆
(κ)
CC for some values of the couple (dA, dB) w.r.t. the de-
phasing parameter |κ|2. It is worth observing that the curves
associated with the same value of the ratio dA/dB differs only
by an additive constant as predicted in the main text, and
that the presence of the entanglement resource removes the
degeneracy of the Q(∆
(κ)
CC) capacity for κ = 0. The monotonic
behavior of the plotted curves follows from the channel DPI
and from the trivial composition rules obeyed by the maps
∆
(κ)
CC.
B. Multi-level Amplitude Damping channels
As a second example we now focus on a multi-level
version of the qubit Amplitude Damping channel [49],
8hereafter indicated as MAD channels in brief, which de-
scribes the probability for levels of a dC-dimensional sys-
tem to decay into each other [51]. In their most general
from, given {|iC〉}i=0,··· ,dC−1 an orthornormal basis for
HC, these maps can be assigned by introducing the set
of Kraus operators {Mˆ (0)CC}
⋃{Mˆ (ij)CC }i<j formed by the
dC(dC − 1)/2 matrices
Mˆ
(ij)
CC ≡
√
γji |iC〉〈jC| , ∀i < j , (58)
with γji real quantities on the interval [0, 1] describing
the decay rate from the j-th to the i-th level (see Fig. 2)
and fulfilling the conditions
ξj ≡
∑
0≤i<j
γji ≤ 1 , ∀j = 1, · · · , dC − 1 , (59)
and by the extra term
Mˆ
(0)
CC ≡ |0C〉〈0C|+
∑
1≤j≤dC−1
√
1− ξj |jC〉〈jC| . (60)
Besides providing effective description of the noisy evolu-
tion of energy dissipation of atomic models, MAD chan-
nels have a rather reach structure. Limit cases are those
where all the γji are zero, corresponding to the iden-
tity channel IdCC, and the cases where equality holds
in Eq. (59) leaving the level j totally depopulated. Most
importantly for us, by properly tailoring the values of the
parameters γji, MAD channels can be used to construct
nontrivial examples of PCDS channels. This happens,
for instance, whenever the set of rates which are explic-
itly non zero, can be split into two distinct groups of
γji characterized by values of the indexes j, i which span
disjoint sets – see caption of Fig. 2. For the purpose of
the present analysis we shall focus on the special class of
these channels characterized by a single non-zero decay
rate [51]. Without loss of generality we choose the not
null decaying parameter γ ∈ [0, 1] to be the one connect-
ing levels |0C〉 and |1C〉 which we’ll indicate then with the
symbol Ω
[γ]
CC. Under this condition the Kraus set contains
only two terms
Mˆ
(01)
CC ≡
√
γ |0C〉〈1C| , (61)
Mˆ
(0)
CC ≡ |0C〉〈0C|+
√
1− γ |1C〉〈1C|+
∑
2≤j≤dC−1
|jC〉〈jC|
which can be easily cast in the PCDS canonical form of
Theorem II.1 by identifying HA with the bi-dimensional
(dA = 2) subset spanned by the vectors |0A〉 ≡ |0C〉,
|0A〉 ≡ |1C〉, and HB with the Hilbert space of di-
mension dB = dC − 2 spanned by the vectors {|iB〉 ≡
|(i + 2)C〉}i=0,··· ,dB−1. Accordingly Ω[γ]CC can be ex-
pressed as in (9) with the diagonal terms given respec-
tively by the identity map IdBB on B, and by the stan-
dard qubit Amplitude Damping Channel (ADC) Ω
[γ]
AA
described by the Kraus elements Mˆ
(01)
AA ≡
√
γ |0A〉〈1A|
Mˆ
(0)
AA ≡ |0A〉〈0A|+ (1− γ) |1A〉〈1A|. Notice also that any
|0Ci
FIG. 2: Schematic representation of a MAD channel acting
on a system C of dimension dC = 4: each arrow represents
a decaying process where given j > i, the upper level |jC〉
tends to relax toward the lower level |iC〉 at rate γji. Notice
that by construction the ground state |0C〉 is a fixed point of
the evolution. An example of a PCDS map can be obtained
for instance by imposing γ30 = γ31 = γ31 = γ21 = 0 (in this
case A and B are both bi-dimensional subsets spanned by
the vectors |0C〉, |1C〉 and |2C〉, |3C〉, respectively. The single
non-zero decay rate MAD channel Ω
[γ]
CC is finally obtained by
taking γ10 = γ and setting all the other rates equal to zero:
notice that in this case restricting the input states to the 3-
dimensional subspace spanned by |0C〉, |2C〉, and |3C〉, they
will be preserved by the action of the noise.
even value of dC can be seen as the dimension of a tensor
Hilbert space HC1 ⊗HC2 s.t. dC1dC2 = dC. We can then
see the MAD channel Ω
[γ]
CC as a fully correlated ADC onHC1 ⊗HC2 analogous to those studied by D’Arrigo et al.
in Ref. [50] for dC1 = dC2 = 2 which damps the 2-qubits
state |11〉 in |00〉 and leaves the subspace spanned by |01〉
and |10〉 untouched.
We now proceed with the explicit evaluation of the
quantum capacity of Ω
[γ]
CC. As a preliminary observation
we establish two facts that hold true for the entire spec-
trum of the values of the parameter γ. First of all, as in
the case of their qubit counterpart ΩAA, the set of MAD
channel ΩCC is closed under channel composition: in par-
ticular given γ1, γ2 ∈ [0, 1], we have Ω[γ1]CC ◦ Ω[γ2]CC = Ω[γ3]CC
with γ3 ≡ γ1 + γ2− γ1γ2. Noticing that γ3 is larger than
γ1 and γ2, we can hence invoke the coherent information
DPI to establish that Q(Ω
[γ]
CC) must be monotonically de-
creasing w.r.t. γ, i.e.
Q(Ω
[γ]
CC) ≥ Q(Ω[γ
′]
CC) ∀γ ≤ γ′ . (62)
Second we notice that for all γ values we have that the
dC−1 dimensional subspace H′C, spanned by all the vec-
tors of the basis {|iC〉}i=0,··· ,dC−1 but |1C〉, is fully pre-
served by the action of Ω
[γ]
CC, i.e. Ω
[γ]
CC[ρˆCC] = ρˆCC for
all ρˆCC ∈ S(H′C). Accordingly the model allows for the
reliable transfer of at least log2(dC − 1) qubits, leading
9to the following inequality
Q(Ω
[γ]
CC) ≥ log2(dC − 1) = log2(dB + 1) , (63)
which subsides the lower bound Q(Ω
[γ]
CC) ≥ log2 dB that
follows from Eq. (28).
Let’s then proceed with the explicit evaluation of the
capacity. To begin with, we remind that the qubit ADC
Ω
[γ]
AA is known to be degradable for 0 ≤ γ ≤ 1/2 and
antidegradable for 1/2 ≤ γ ≤ 1 [49]: invoking hence
Theorem III.1 we can conclude that the MAD channel
Ω
[γ]
CC is degradable if and only if 0 ≤ γ ≤ 1/2. For this
values (and only for those values) we can hence com-
pute Q(Ω
[γ]
CC) with the single letter formula (46). Specif-
ically, remembering that the complementary channel of
the qubit ADC map Ω
[γ]
AA for given γ is unitarily equiva-
lent to the qubit ADC map Ω
[1−γ]
AA [49], we can write
Q(Ω
[γ]
CC) = max
p∈[0,1]
{
H2(p) + (1− p) log2 dB (64)
+ max
τˆAA∈SA
{
pS
(
Ω
[γ]
AA[τˆAA]
)
−S(pΩ[1−γ]AA [τˆAA] + (1− p)|0A〉〈0A|)
}}
,
where without loss of generality we identified the vector
|0E〉 of the environment E with the ground state |0A〉
of A. A numerical evaluation of this function is reported
in Fig. 3 a) for different choices of dB. Notice in particular
that for γ = 1/2 we get
Q(Ω
[1/2]
CC ) = log2(dB + 1), (65)
something that can be analytically proven as a direct con-
sequence of Lemma IV.1, due to the fact that in this case
Q(Ω
[γ=1/2]
AA ) = 0 (the channel Ω
[γ=1/2]
AA being both degrad-
able and antidegradable), and Ω
[γ=1/2]
AA admits the pure
state |0A〉 as fixed point [49], i.e. Ω[γ=1/2]AA [|0A〉〈0A|] =|0A〉〈0A|.
What about the capacity of Ω
[γ]
CC for γ > 1/2? In this
case Eq. (64) does not necessarily apply due to the fact
that Ω
[γ]
CC is provably not degradable. Observe that in
this regime, at variance with its qubit counterpart Ω
[γ]
AA,
Ω
[γ]
CC is also certainly non antidegradable as a trivial con-
sequence of the bound (63) which prevents the quantum
capacity from being zero. Accordingly the explicit evalu-
ation of Q(Ω
[γ]
CC) for γ > 1/2 would require in principle to
pass through the cumbersome regularization of Eq. (26).
It turns out however that in this case we can explicitly
compute Q(Ω
[γ]
CC) showing that it must keep the constant
value it achieved for γ = 1/2, i.e.
Q(Ω
[γ]
CC) = log2(dB + 1), ∀γ ∈ [1/2, 1] . (66)
This indeed follows from Eq. (65), the monotonicity con-
dition (62), and the lower bound (63) which together
implies
Q(Ω
[1/2]
CC ) ≥ Q(Ω[γ]CC) ≥ log2(dB + 1) . (67)
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FIG. 3: Normalized quantum capacities a) and entanglement
assisted quantum capacities b) of single decay MAD channel
Ω
[γ]
CC for various dimensions dC. Notice that the dC = 2 case
corresponds to the qubit ADC [49] and the dC = 4 case to the
fully correlated ADC of [50]. The channel is degradable only
for γ ≤ 1/2; for higher values of the rate the quantum capacity
is constant and equal to log2(dB + 1), see Eq. (67). The non
increasing functional dependence of Q(Ω
[γ]
CC) and QE(Ω
[γ]
CC)
upon γ is a consequence of the composition rule of the MAP
channels and by the channel DPI.
All these results have been summarized in Fig. 3 a). In
Fig. 3 b) instead we report the value of QE(Ω
[γ]
CC) as a
function of γ which can be easily computed as in Eq. (47),
which, following the same reasoning that led us to (64),
rewrites now as
QE(Ω
[γ]
CC) = max
p∈[0,1]
{
H2(p) + (1− p) log2 dB (68)
+
1
2
max
τˆAA∈SA
{
pS (τˆAA) + pS
(
Ω
[γ]
AA[τˆAA]
)
−S(pΩ[1−γ]AA [τˆAA] + (1− p)|0A〉〈0A|)
}}
.
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C. MAD channel plus block dephasing
As a final example we now consider the capacity of
channels obtained by composing the MAD transforma-
tions introduced in the previous section with the dephas-
ing channels ∆
(κ)
CC that acts over the non diagonal blocks,
as shown in Eq. (14), i.e. the maps
Ω
[γ](κ)
CC ≡ ∆(κ)CC ◦ Ω[γ]CC = Ω[γ]CC ◦∆(κ)CC . (69)
As usual let us start with some preliminary observations.
Invoking the channel DPI and the internal composition
rules of the sets Ω
[γ]
CC and ∆
(κ)
CC we can establish the quan-
tum capacities of Ω
[γ](κ)
CC to be monotonically decreasing
in γ and monotonically increasing in |κ|, i.e.
Q(Ω
[γ](κ)
CC ) ≥ max{Q(Ω[γ
′](κ)
CC ), Q(Ω
[γ](κ′)
CC )} , (70)
for all γ ≤ γ′ and for all |κ| ≥ |κ′|. Furthermore, again
from DPI, it follows that the quantum capacity of Ω
[γ](κ)
CC
is always smaller than or equal to the corresponding value
associated with the MAD channel Ω
[γ]
CC, as well as the
quantum capacity of ∆
(κ)
CC we computed in Sec. V A, i.e.
Q(Ω
[γ](κ)
CC ) ≤ min{Q(Ω[γ]CC), Q(∆(κ)CC)} . (71)
In particular for κ = 0 (full dephasing), from Eq. (28) we
get
Q(Ω
[γ](0)
CC ) = max{Q(Ω[γ]AA), log2 dB} , (72)
which, considering that the capacity Q(Ω
[γ]
AA) of the
qubit ADC channel Ω
[γ]
AA is always upper bounded by 1,
is clearly always smaller than or equal to the lower
bound (63) of Q(Ω
[γ]
CC) as well as smaller than or equal
to the value of Q(∆
(0)
CC) given in Eq. (31).
To compute the exact value of Q(Ω
[γ](κ)
CC ) for κ 6= 0, ob-
serve that as Ω
[γ](κ)
CC shares the same diagonal block term
of Ω
[γ]
CC, it will enjoy the same degradability properties
of the latter – see Theorem III.1. In particular this im-
plies that, irrespectively of the value of κ, Ω
[γ](κ)
CC is again
degradable if and only if γ ≤ 1/2. Accordingly we can
express Q(Ω
[γ](κ)
CC ) using the single letter formula (46). In
Fig. 4 a) we report the solution for the case dC = 3 ob-
tained by solving numerically the optimization over the
input state τˆAA – see Appendix D for details.
To obtain the value of Q(Ω
[γ](κ)
CC ) also for 1/2 ≤ γ ≤ 1
where the channel is explicitly not degradable, we resort
to produce coinciding upper and lower bounds for such
quantity. Specifically, we notice that, irrespectively of the
value of γ, if we restrict the possible input states to the
subspace spanned by |0〉C, |2〉C we see that Ω[γ](κ)CC acts
just like the qubit dephasing channel, whose quantum
capacity corresponds to the value given in Eq. (56) com-
puted at dA = 1 [31] and which gives our lower bound,
i.e.
Q(Ω
[γ](κ)
CC ) ≥ 1−H2((1− |κ|)/2) . (73)
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FIG. 4: a) Quantum capacity of the channel Ω
[γ](κ)
CC w.r.t.
the damping parameter γ and the dephasing parameter |κ|.
Notice that the map is degradable if and only if γ ≤ 1/2. For
γ ≥ 1/2 the capacity no longer depends upon γ and it is given
by Eq. (75). b) Entanglement assisted quantum capacity of
the channel Ω
[γ](κ)
CC w.r.t. the damping parameter γ and the
dephasing parameter |κ|.
An upper bound for Q(Ω
[γ](κ)
CC ) for γ > 1/2 instead di-
rectly follows from Eq. (74) in the form
Q(Ω
[γ](κ)
CC ) ≤ Q(Ω[1/2](κ)CC ) . (74)
Now we compute Q(Ω
[γ](κ)
CC ) ∀κ at γ = 1/2 and numer-
ically we verify that it coincides with (73). Accordingly
we can conclude that
Q(Ω
[γ](κ)
CC ) = 1−H2((1− |κ|)/2 , ∀γ ≥ 1/2 , (75)
as reported in Fig. 4 a).
Finally we perform the maximization in (47), which
gives us QE(Ω
[γ](κ)
CC ), reported in Fig. 4 b).
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VI. CONCLUSIONS
We firstly introduced the new class of Partially Coher-
ent Direct Sum channels. We showed that an explicit
and compact formula for the quantum capacity and en-
tanglement assisted quantum capacity is attainable given
suitable degradability conditions of the sub-blocks chan-
nels. Since for degradable channels quantum capacity
Q and private classical capacity Cp are equivalent [52],
the degradability provides us also the latter. Since the
expression of QE differs from the entanglement assisted
classical capacity CE just by a factor 1/2 [46, 47], given
the former we have immediately the latter. We are also
able to exhibit upper and lower bounds which, in some
occasions, also allow us to state exactly the quantum ca-
pacity of non degradable channels. We applied the results
to instances of the purely dephasing channels, qubit ADC
and combinations of the two, the choice of qubit ADC
made here though was adopted for the sake of simplicity.
The same approach can be straightforwardly applied to
higher dimensions ADC when known to be degradable
[51] or in general to “extend” any other finite dimen-
sional degradable channel. The new approach is imme-
diately generalizable to PCDS composed by n > 2 block
channels and, since the maximization is reduced to sub-
blocks, the overall problem complexity is considerably
lower, making a large class of higher dimensional noisy
channels capacities accessible.
We acknowledge support from PRIN 2017 “Taming
complexity with quantum strategies”.
Appendix A: Necessary and sufficient conditions for
PCDS quantum channels
Here we discuss necessary and sufficient conditions for
a quantum channel ΦCC ∈ M(cpt)C→C to admit the PCDS
block-structure defined in Eq. (8). We start by observing
that when introducing this special decomposition we did
not explicitly require the diagonal blocks ΦAA and ΦBB
to be CPT (indeed we merely asked them to be elements
of the super-operators sets MA→A and MB→B): this
property however is automatically imposed by the CPT
constraint on ΦCC – see the derivation that follows.
We now give an explicit proof of Theorem II.1. First
of all, assume that the element Mˆ
(j)
CC of the Kraus set
{Mˆ (j)CC}j of ΦCC fulfills the identity (10). Accordingly for
all ΘˆCC ∈ LC→C we can write
ΦCC[ΘˆCC] =
∑
j
Mˆ
(j)
CCΘˆCCMˆ
(j)†
CC
=
∑
j
 ∑
Y=A,B
Mˆ
(j)
YY
 ΘˆCC
 ∑
X=A,B
Mˆ
(j)†
XX

=
∑
j
∑
X,Y=A,B
Mˆ
(j)
YYΘˆYXMˆ
(j)†
XX , (A1)
which can be cast into the form (9) with the super-
operators ΦAA, ΦAA, Φ
(off)
AB , Φ
(off)
BA defined as in Eqs. (11)
and (12). Notice in particular that with this choice, for
X = A,B the diagonal component writes
ΦXX[· · · ] =
∑
j
Mˆ
(j)
XX · · · Mˆ (j)†XX , (A2)
with the operators Mˆ
(j)
XX fulfilling the constraints∑
j
Mˆ
(j)†
XX Mˆ
(j)
XX = PˆXX
∑
j
Mˆ
(j)†
CC Mˆ
(j)
CCPˆXX
= PˆXXIˆCCPˆXX = PˆXX , (A3)
implying that {Mˆ (j)XX}j is a proper Kraus set for a map
action on X, i.e. that ΦXX is indeed a CPT element of
MX→X, as anticipated in the introduction of the present
section.
Consider now the reverse property, i.e. assume that
exist ΦAA ∈ MA→A, ΦBB ∈ MB→B, Φ(off)AB ∈ M(off)B→A,
and Φ
(off)
BA ∈ M(off)A→B such that Eq. (8) holds true for all
possible choices of ΘˆCC ∈ LC→C. Observe then that this
in particular implies
0 = PˆBBΦCC[PˆAA]PˆBB =
∑
j
PˆBBM
(j)
CCPˆAAM
(j)†
CC PˆBB
=
∑
j
(
PˆBBM
(j)
CCPˆAA
)(
PˆBBM
(j)
CCPˆAA
)†
=
∑
j
|M (j)BA|2 ,
which is verified if and only if
Mˆ
(j)
BA = Mˆ
(j)
AB = 0 ∀j , (A4)
or equivalently if and only if (10) holds true. 
Appendix B: Complementary maps via Stinespring
dilation
Given ΦXX ∈ M(cpt)X→X a generic CPT transformation
acting on an arbitrary system X, we can always express
it as
ΦXX[· · · ] = TrE[UˆXEXE(· · · ⊗ |0E〉〈0E|)Uˆ†XEXE] , (B1)
where E is an auxiliary (environmental) quantum system,
TrE[· · · ] is the partial trace over E, |0E〉 a pure state vec-
tor of the Hilbert space HE of E, and finally UˆXEXE is a
unitary transformation onHX⊗HE. For future purposes,
it is worth stressing that, by taking the dimensionality
of HE to be sufficiently large, we can make sure that the
dependence of the representation (B1) upon the specific
choice of ΦXX is completely carried on by just UˆXEXE,
giving us the freedom of fixing |0E〉 irrespectively of the
map we want to represent. In the above setting a Kraus
set for ΦXX is e.g. obtained in terms of the operators
Mˆ
(j)
XX = 〈jE|UˆXEXE|0E〉 , (B2)
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with {|jE〉}j an orthonormal basis of HE. The comple-
mentary channel of ΦXX instead can be defined as the
CPT transformation Φ˜EX ∈ M(cpt)X→E that transforms in-
put from X into output of E via the mapping
Φ˜EX[· · · ] = VˆEETrX[UˆXEXE(· · · ⊗ |0E〉〈0E|)Uˆ†XEXE]Vˆ †EE ,
(B3)
where now the partial trace is performed over X. In the
above expression VˆEE is a unitary operator on E which
can be chosen freely: we inserted it to explicitly stress
that, as already mentioned in the main text, the comple-
mentary channel of a CPT map is defined up to a uni-
tary rotation on the environmental system of the model.
Anyway, unless explicitly stated, hereafter we shall as-
sume VˆEE to be the identity operator – notice that under
this assumption, thanks to Eq. (B2), Eq. (B3) reduces
exactly to Eq. (17) reported in the main text.
An alternative way to derive (20) can now be obtained
by first introducing the the unitary operators UˆAEAE ∈
LAE→AE and UˆBEBE ∈ LBE→BE which provide, respec-
tively, the Stinespring representations (B1) of the diago-
nal components ΦAA and ΦBB of the PCDS channel ΦCC.
Observe now that while the unitary operator UˆAEAE
(UˆBEBE) is formally defined on HA⊗HE (HB⊗HE) only,
we are allowed to extend it to the full space HC⊗HE by
imposing the condition PˆBUˆAEAE = UˆAEAEPˆB = 0 (resp.
PˆAUˆBEBE = UˆBEBEPˆA = 0). With this choice hence
we can write the normalization condition for UˆAEAE and
UˆBEBE as
Uˆ†AEAEUˆAEAE = PˆAA ⊗ IˆEE ,
Uˆ†BEBEUˆBEBE = PˆBB ⊗ IˆEE , (B4)
with the projectors PˆAA and PˆAA playing the role of the
the identity transformations on HA and HB respectively.
In view of these observations a Stinespring representa-
tion (B1) for the PCDS channel ΦCC can now be assigned
by adopting the following coupling
UˆCECE = UˆAEAE + UˆBEBE , (B5)
which is a unitary transformation on HC⊗HE thanks to
(B4) and (5), and which, thanks to (B2) automatically
fulfills the necessary and sufficient PCDS condition (10).
To verify (20) now observe that for an arbitrary vector
|ΨC〉 ∈ HC we can write
UˆCECE(|ΨC〉 ⊗ |0E〉) = UˆAEAE(|ΨA〉 ⊗ |0E〉) (B6)
+ UˆBEBE(|ΨB〉 ⊗ |0E〉) ,
where for X = A,B, |ΨX〉 ≡ PˆXX|ΨC〉. Tracing over C
from the above expression we get that the action of Φ˜EC
on |ΨC〉 can be expressed as
Φ˜EC[|ΨC〉〈ΨC|] = Φ˜EA[|ΨA〉〈ΨA|] + Φ˜EB[|ΨB〉〈ΨB|] ,
(B7)
where for X = A,B, Φ˜EX is the complementary map of
ΦXX, and where we used the fact that UˆAEAE(|ΨA〉⊗|0E〉)
lives on HA⊗HE and therefore has zero overlap with the
C components of UˆBEBE(|ΨB〉 ⊗ |0E〉), which instead is
on HB ⊗HE.
1. Structure of the connecting channels
Here we show that if ΛEA and ΛEB entering in Eq. (22)
are both CPT then also ΛEC is CPT. To see this remem-
ber that given ΦYX ∈MX→Y a super-operator mapping
the system X into Y, it is CPT if and only if it admits a
Kraus set formed by operators Mˆ
(j)
YX that fulfill the nor-
malization condition∑
j
Mˆ
(j)†
YX Mˆ
(j)
YX = IˆXX , (B8)
with IˆXX the identity on HX, or alternatively the asso-
ciated projector in case HX is a sub-space on a larger
space. Consequently, since we assumed by hypothesis
that this is the case for ΛEA and ΛEB appearing in (22),
it follows that a Kraus set for ΛEC is given by the set
{Mˆ (j1)EA , Mˆ (j1)EB }j1,j2 as indeed we have∑
j1
Mˆ
(j1)†
EA Mˆ
(j1)
EA +
∑
j2
Mˆ
(j2)†
EB Mˆ
(j2)
EB = PˆAA + PˆBB
= IˆCC . (B9)
2. Pure fixed point channels
Here we show that if the quantum channel ΦAA ∈
M(cpt)A→A admits as fixed point a pure state |Ψ∗A〉 ∈ HA,
then condition (48) can be fulfilled by setting ρˆ∗AA =
|Ψ∗A〉〈Ψ∗A|. To show this, let us consider the unitary op-
erator UˆAEAE that allows us to express ΦAA and its as-
sociated complementary channel ΦEA in the Stinespring
representation given by Eqs. (B1) and (B3). The fixed
point condition of |Ψ∗A〉 imposes us to have
ΦAA[|Ψ∗A〉〈Ψ∗A|] = |Ψ∗A〉〈Ψ∗A| , (B10)
which can be satisfied if and only if the following identity
holds true:
UˆAEAE|Ψ∗A〉 ⊗ |0E〉 = |Ψ∗A〉 ⊗ |0′E〉 , (B11)
with |0′E〉 being some pure state of E. Accordingly from
(B3) it follows that
Φ˜EA[|Ψ∗A〉〈Ψ∗A|] = VˆEE|0′E〉〈0′E|Vˆ †EE , (B12)
where now we make explicit use of the freedom of redefin-
ing Φ˜EA up to an arbitrary unitary transformation VˆEE.
The condition (48) can finally be enforced by simply se-
lecting VˆEE so that
VˆEE|0′E〉 = |0E〉 . (B13)
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Appendix C: Generalization to the multi-block
decomposition
Consider the case in which the Hilbert space of C de-
composes in a direct sum of n different subspaces
HC = HA1 ⊕HA2 ⊕ · · · ⊕ HAn , (C1)
where for ` = 1, · · · , n, HA` represents a Hilbert space of
dimension dA` , with
dC =
n∑
`=1
dA` . (C2)
A PCDS CPT channel ΦCC ∈ M(cpt)C→C is now defined by
the following structural constraint which generalizes the
one we presented in Eq. (9):
ΦCC =
n∑
`=1
ΦA`A` +
n∑
` 6=`′=1
Φ
(off)
A`A`′
, (C3)
with ΦA`A` ∈ MA`→A` and Φ(off)A`A`′ ∈ M
(off)
A`→A` . Follow-
ing the same derivation we presented for the n = 2 one
can verify that the CPT constraint on ΦCC imposes all
the diagonal terms ΦA`A` to be CPT as well. Further-
more Theorem II.1 still holds true in the following form
Theorem C.1. A quantum channel ΦCC described by a
Kraus set {Mˆ (j)CC}j admits the PCDS structure (9) if and
only if
Mˆ
(j)
CC =
n⊕
`=1
Mˆ
(j)
A`A`
, (C4)
or equivalently that Mˆ
(j)
A`A`′
= 0, for all j and for all
` 6= `′.
In the above expression for all ΘˆCC ∈ LC→C we defined
ΘˆA`A`′ ≡ PˆA`A`ΘˆCCPˆA`′A`′ . (C5)
with PˆA`A` being the orthogonal projector on HA` . Ac-
cordingly Eqs. (11) and (12) get replaced by
ΦA`A` [· · · ] =
∑
j
Mˆ
(j)
A`A`
· · · Mˆ (j)†A`A` ,
Φ
(off)
A`A`′
[· · · ] =
∑
j
Mˆ
(j)
A`A`
· · · Mˆ (j)†A`′A`′ . (C6)
Similarly Eq. (20) becomes now
Φ˜EC =
n∑
`=1
Φ˜EA` , (C7)
with Φ˜EA` being the complementary channel of ΦA`,A`
while Theorem III.1 is replaced by the more general state-
ment
Theorem C.2. A PCDS quantum channel ΦCC (C3)
is degradable if and only if all its diagonal block terms
ΦA`A` are degradable too.
It then follows that for ΦCC degradable we can express
the quantum capacity as
Q(ΦCC) = max
P
max
τˆA`A`
{
H(P ) +
n∑
`=1
p`S (ΦA`A` [τˆA`A` ])
−S
(
n∑
`=1
p`Φ˜EA` [τˆA`A` ]
)}
, (C8)
with P a generic probability set {p}`, H(P ) =
−∑` p` log p` its Shannon entropy, and τˆA`A` density
matrices of HA` .
Appendix D: The channel Ω
[γ](κ)
CC for dC = 3
When dC = 3 a Kraus set of Ω
[γ](κ)
CC expressed w.r.t. the
canonical base elements {|0C〉 , |1C〉 , |2C〉}, can be writ-
ten as
Mˆ
(0)
CC =
1 0 00 √1− γ 0
0 0 κ∗
 , Mˆ (1)CC =
0
√
γ 0
0 0 0
0 0 0
 ,
Mˆ
(2)
CC =
0 0 00 0 0
0 0
√
1− |κ|2
 ,
(D1)
leading to
Ω
[γ](κ)
CC [ρˆCC] =
ρ00 + γρ11
√
1− γρ01 κρ02√
1− γρ∗01 (1− γ)ρ11 κ
√
1− γρ12
κ∗ρ∗02 κ
∗√1− γρ∗12 ρ22
,
(D2)
where for i, j = 0, 1, 2 we set ρij = 〈iC|ρˆCC|jC〉, and
Ω˜
[γ](κ)
EC [ρˆCC] =
1− γρ11 + |κ|2ρ22
√
γρ01 κ
∗√(1− |κ|2)ρ22√
γρ∗01 γρ11 0
κ
√
(1− |κ|2)ρ∗22 0 (1− |κ|2)ρ22
,
(D3)
for the complementary map defined on a Hilbert space
spanned by the vectors {|0E〉 , |1E〉 , |2E〉}.
Notice that expressing the input states ρˆCC in terms of
the τˆAA and τˆBB density matrices as in Eq. (33), Eq. (D3)
can be equivalently written as
Ω˜
[γ](κ)
EC [ρˆCC] = pΩ˜
[γ]
EA[τˆAA] + (1− p)|v(κ)E 〉〈v(κ)E | , (D4)
with Ω˜
[γ]
EA, the complementary channel of the MAD chan-
nel Ω
[γ]
AA, defined by the 2× 2 matrix
Ω˜
[γ]
EA[τˆAA] =
(
1− γ1τ11 √γ1τ01√
γ1τ
∗
01 γ1τ11
)
, (D5)
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on the Hilbert space spanned by the vectors |0E〉 and
|1E〉, and with |v(κ)E 〉 being defined as
|v(κ)E 〉 ≡ κ|0E〉+
√
1− |κ|2|2E〉 , (D6)
which has the same structure of (54) but it involves dif-
ferent basis vectors in order to account for the presence
of the MAD contribution to Ω
[γ](κ)
CC .
Now, considering the fact that both ADC and dephas-
ing are covariant w.r.t. the action of the group of diago-
nal orthogonal matrices [51, 53], the maximization of the
coherent information is attained by exploring only diag-
onal states. Consequently, from Eq. (46) and (D4) the
quantum capacity is obtained by:
Q(Ω
[γ](κ)
CC ) = max
p∈[0,1]
{
H2(p) + max
τ11∈[0,1]
{pH2(γτ11)
+ l0 log2 l0 + l+ log2 l+ + l− log2 l−}
} (D7)
where

l0 = pτ11γ
l+ =
1
2 (1− pγτ11+√
4(1− p)p(|κ|2 − 1)(1− γτ11) + (1− pγτ11)2)
l− = 12 (1− pγτ11−√
4(1− p)p(|κ|2 − 1)(1− γτ11) + (1− pγτ11)2).
(D8)
Notice how this method allows us to reduce to just 2 the
parameters involved in the maximization, compared to
the at least 8 needed for a generic qutrit state.
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