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Assessing Intervention Effects in a
School-Based Nutrition Intervention Trial:
Which Analytic Model Is Most Powerful?
Jessica B. Janega, PhD
David M. Murray, PhD
Sherri P. Varnell, MS, PhD
Jonathan L. Blitstein, MS
Amanda S. Birnbaum, PhD, MPH
Leslie A. Lytle, PhD
This article compares four mixed-model analyses valid for group-randomized trials (GRTs) involving a
nested cohort design with a single pretest and posttest. This study makes estimates of intraclass correlations
(ICCs) available to investigators planning GRTs addressing dietary outcomes. It also provides formulae demon-
strating the potential benefits to the standard error of the intervention effect (σ∆) from adjustments for both fixed
and time-varying covariates and correlations over time. These estimates will allow other researchers using these
variables to plan their studies by estimating a priori detectable differences and sample size requirements for any
of the four analytic options. These methods are demonstrated using data from the Teens Eating for Energy and
Nutrition at School study. Mixed-model analyses of covariance proved to be the most powerful analysis in that
data set. The formulae may be applied to any dependent variable in any GRT given corresponding information
for those variables on the parameters that define the formulae.
Keywords: group-randomized trial; analytic methods; power
Group-randomized trials (GRTs) are comparative studies in which the units of assign-
ment are identifiable groups and the units of observation are members of those groups.1
GRTs are one of the best comparative designs available when investigators wish to
explore the effects of interventions delivered at the group level. They are widely used in
public health, education, and sociology.2,1 An example would be a school-based health
promotion study in which schools are randomly assigned to conditions (e.g., intervention
and control) and students within those schools are followed over time to assess the effect
of the intervention.
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Such trials employ different units of assignment (e.g., school) and observation (e.g.,
student); this poses a number of design and analytic problems absent when individuals
are randomized to conditions.1 One problem is that observations taken from members of
the same identifiable group are likely to have something in common, due to commonality
in selection, exposure, or mutual interaction.3 This commonality is indexed by an intra-
class correlation (ICC) and reflects a component of variance attributable to the groups,
σ g
2 , in addition to the usual variation attributable to the members within those groups,σ m
2 .
Another problem is that the degrees of freedom (df) for the test of the intervention effect
are defined by the number of groups per condition rather than the number of members per
group, so that df are usually limited.
When the ICC is ignored in the analysis of the intervention effect in a GRT, simulation
studies have shown that the Type I error rate can be badly inflated.4-6 However, when the
ICC is properly reflected in the analysis, power may be limited, due in part to the extra
variation attributable to the groups and due in part to the limited df available to estimate
that extra variation. Given that several valid analyses are available for GRTs, it is impor-
tant to know how they compare in terms of power and whether it is possible to determine,
in advance, the circumstances under which one method would be more powerful than
another. We explore those issues using data from the Teens Eating for Energy and Nutri-
tion at School (TEENS) study.7
We will first give a general description of four analytic models commonly used in
GRTs that employ a pretest-posttest design. We will then present the methods and discuss
the results from TEENS in light of these models. Finally, we will show how to use the
results from TEENS to estimate detectable differences and sample size requirements;
the most powerful model will yield the smallest detectable difference and will require the
smallest sample size, other factors constant. Although the formulae in this article are
applied to nutrition-oriented variables, they can be adapted for use in planning any GRT
as long as appropriate estimates are available; fortunately, such estimates are increasingly
available in the published literature.8 We have previously reported estimates of ICC based
on the pretest data from TEENS,9 and this report builds directly on that work.
The Four Models
The TEENS study employed a nested cohort design with a single pretest and a single
posttest. For this most common GRT design, several valid analytic models exist.1 This
article will focus on four: mixed-model analysis of variance (ANOVA), mixed-model
analysis of covariance (ANCOVA), repeated-measures ANOVA, and repeated-measures
ANCOVA. Given a pretest-posttest nested cohort design with two study conditions, all
four of these models have 1 df for the test of the intervention effect, allowing us to com-
pare the models in terms of power using the standard error of the intervention effect, σ∆.
The value of σ∆ is affected by several factors, including the ICC, variance reduction due to
regression adjustment for covariates, and variance reduction due to over-time correlation
within individuals and groups. As such, σ∆ may increase or decrease according to the
analytic model.
The simplest of these analyses is the mixed-model ANOVA, which uses posttest data
only. In this analysis, the intervention effect is the unadjusted simple difference between
the intervention and control condition means. The main advantage of this option is that it
is the simplest of the four models and so requires the fewest assumptions. At the same
time, it does not take advantage of any improvements in precision that may result from
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regression adjustment for covariates or over-time correlation and so may not be very
efficient.
The mixed-model ANCOVA is a second option. Here, we analyze the posttest data
with regression adjustment for baseline covariates, including the baseline value of the
dependent variable if appropriate. The intervention effect for the ANCOVA is the simple
difference between the condition means at posttest after adjustment for any difference
attributable to baseline covariates. Compared to the mixed-model ANOVA, the mixed-
model ANCOVA carries additional assumptions related to regression adjustment, but
they are easily tested. The main advantage of this model is that it often has a smaller σ∆
and therefore greater efficiency. In addition, the ANCOVA estimates the regression coef-
ficient relating the pretest and posttest based on the data, rather than based on any pre-
sumed structural relationship.
The mixed-model repeated-measures ANOVA is a third option. This analysis models
time explicitly, and the intervention effect is the net difference between intervention and
control condition pretest and posttest means. Compared to the mixed-model ANOVA,
this model carries an additional assumption of constant correlation over time, but that
assumption is safe with only two time intervals. The mixed-model ANOVA has the
advantage of estimating the intervention effect as a net difference, which is often intu-
itively attractive to investigators. Another advantage is that it will have increased
precision when the over-time correlation is large. One disadvantage is that σ∆ is larger
by a factor of 2, so that the over-time correlation must be greater than .5 to realize any
advantage in precision, other factors constant. Another disadvantage is that the regression
coefficient relating the pretest and posttest is presumed to be 1.0, and that may not be cor-
rect given the data.
The fourth option is a mixed-model repeated-measures ANCOVA. The intervention
effect is the net difference among the adjusted condition pretest and posttest means. This
analysis combines the advantages and disadvantages of the mixed-model repeated-
measures ANOVA and the mixed-model ANCOVA.
Formulae for Detectable Difference and Sample Size
The ICC is the proportion of the total random variance that is due to the group. For a
simple mixed-model ANOVA, the total random variance for the dependent variable y is
σ σ σy m g
2 2 2= + (1)








where m:g:c reflects the nesting of members within groups and groups within condi-
tions.1
Both the mixed-model ANOVA and ANCOVA use the same formula for σ∆. For the
ANOVA and ANCOVA, a general formula for σ∆ is provided by Murray1 as
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As noted above, the total variance in the dependent variable y isσ y
2 . The ICCm:g:c is calcu-
lated as shown in Equation 2. The member component of variance can be written as
σ σm y
2 2= (1 − ICCm:g:c) and the group component as σ σg y
2 2= (ICCm:g:c). The θm and θg
reflect any change in σ m
2 or σ g
2 due to regression adjustment for covariates, if any. Ad-
justments for covariates are defined as the ratio of the unadjusted and adjusted compo-
nents of variance, either for members or for groups. If there is no regression adjustment
for covariates, then θm and θg are equal to 1. For θm and θg to reduce the σ∆ in the
ANCOVA, they must have values less than 1. Because the simple ANOVA does not
employ regression adjustment for covariates, θm and θg would automatically be set equal
to 1 in using Equation 3.
For the mixed-model repeated-measures ANOVA and ANCOVA, a general formula


















Here, most of the terms are defined as in Equation 3, but they will have different values
because they are estimated from the pretest and posttest data rather than just from the
posttest data. New in Equation 4 are the ryy(g) and ryy(m), which are correlations over time for
groups and members within groups, respectively; those correlations cannot be estimated
from the posttest data alone. There is also an additional 2 in the numerator of Equation 4
because the intervention effect is defined as a net difference among four means (interven-
tion and control conditions at pretest and posttest). This additional 2 is what makes it nec-
essary for correlations over time to exceed .5 before the repeated-measures analyses will
be more efficient than the nonrepeated-measures analyses.
Power in a GRT is reflected in the ability of the analysis to find a small detectable dif-
ference, defined as
∆ ∆= +σ α β
2 2( )t tcritical: /2 critical: (5)
Here, the critical t values are chosen based on acceptable Type I and Type II error rates
and the available df, and the variance of the intervention effect is the squared value of σ∆
taken either from Equation 3 or 4. Expanding Equation 5 using Equation 3 gives
∆ =
− +2(σ θ σ θy m g c m y m g c gm t
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mg (7)
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Df are calculated as 2(g – 1) for all four models, as long as there are just two time intervals
(pretest and posttest) and two conditions (intervention and control).
Power in a GRT is also reflected in having a small required sample size of groups per
condition. To calculate the number of groups required to achieve the desired power given
the mixed-model ANOVA or ANCOVA, we can rewrite Equation 6 to solve for g:
g
m ty m g c m y m g c g=
− +2(σ θ σ θ2 21( ) ( ( )) )(: : : :ICC ICC critical: /2 critical:
2




Here, θm and θg are set equal to 1 in the ANOVA.
For the repeated-measures ANOVA and ANCOVA, we can rewrite Equation 7 to solve
for g:
g
r my m g c yy m m y m g c= ×
− − +
2 2
(σ θ σ2 21 1( )( ) ( ( )): : ( ) : :ICC ICC ( ) )( )( )1
2− +r t tyy g gθ α βcritical: / 2 critical:
2m∆
(9)
Here too, θm and θg are set equal to 1 in the repeated-measures ANOVA.
With the appropriate estimates, we can identify the analysis that provides the smallest
σ∆. That analysis will give us the smallest detectable difference and require the fewest
groups per condition, other factors constant. As such, it will be the most powerful analy-
sis among the four under consideration.
MATERIALS AND METHODS
The TEENS Study Design and Survey Procedures
TEENS is a GRT involving 16 Minneapolis–St. Paul, Minnesota, middle schools.7
TEENS implemented school-, classroom-, and family-level interventions to reduce
cancer-related dietary risk behaviors by increasing fruit and vegetable servings and
reducing total fat consumption in seventh and eighth graders. TEENS focused on a lower
income population and included only districts in which at least 20% of the students were
eligible for free or reduced-price lunches. Participating schools were also required to
have both seventh and eighth graders in the same building and to enroll at least 30 students
per grade. In 14 districts, 33 schools were eligible, and of those, 20 schools in 9 districts
agreed to participate. Schools that refused to participate did so due to time constraints,
personnel changes, and lack of interest in the school food-environment component of the
intervention. Of the 20 schools that agreed to participate, 1 was used in a pilot study and 3
others were excluded due to scheduling conflicts. The remaining 16 schools were ran-
domly assigned from matched pairs to control and intervention conditions; schools were
pair-matched based on the proportion of seventh graders expected to receive the school-
based components of the intervention and on the proportion of seventh graders receiving
free or reduced-price meals. Evaluation of the TEENS project included classroom sur-
veys at baseline and follow-up and 24-hour dietary recall interviews from a random
subsample of those students at baseline and follow-up.
Baseline data were gathered in the fall semester of 1998 (fall seventh grade). Trained
staff members administered baseline surveys to students in a required seventh-grade
class. Staff members noted absences and made one follow-up visit per school to reach as
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many absent students as possible. Of the 4,050 eligible seventh graders, 95 (2.3%) were
absent from school during two survey attempts, 77 (1.9%) were excluded due to parental
or student refusal, and 3,878 (95.9%) completed the in-class survey.
Trained interviewers conducted 24-hour recalls using laptop computers and the Min-
nesota Nutrition Data System (NDS Version 2.6/8a/23, Nutrition Coordinating Center,
University of Minnesota). Eight hundred twenty students were randomly selected and
invited to participate. Of these students, 174 (21.3%) were missed due to absence or
scheduling problems, 6 (0.7%) were excluded due to parental or student refusal, and 640
(78.0%) completed the recall. An average of 30 and 50 students were measured in each of
the control and intervention schools, respectively, in 15- to 30-minute interviews. Stu-
dents participated in dietary recalls Monday through Thursday, with absentees seen later
in the week whenever possible. Trained staff members conducted dietary recalls individ-
ually in a quiet location. Dietary recalls consisted of students reporting the type and
amount of all foods and beverages consumed in the previous day. Experimenters pro-
vided food models and other portion-size prompts for students to increase accuracy in
reporting.
The research team collected follow-up survey data and 24-hour recall data in the
spring semester of 2000 (spring eighth grade) using the same procedures as those used for
seventh graders at baseline. Of the 3,878 seventh graders who provided baseline survey
data, 3,010 (77.6%) provided follow-up survey data as eighth graders. Thus, the loss to
follow-up rate for the survey was 22.4%. An analysis of the baseline data showed that stu-
dents who were lost to follow-up were more likely to report minority status, single-parent
households, and eligibility for the free- or reduced-price lunch program; they were less
likely to report two parents working full time and parents with higher levels of educa-
tional attainment.
At follow-up, 113 (17.7%) of the 640 students who completed baseline 24-hour
recalls were no longer enrolled. Of the remaining 527, follow-up recalls were obtained
for 509 (96.6%). Thus, the loss to follow-up rate was 20.5% for the recalls. Students who
provided a follow-up 24-hour dietary recall were no different than those students who did
not provide follow-up recall data on any of the 24-hour dietary recall variables measured
at baseline. Even so, those who were lost to follow-up for the 24-hour recall were more
likely to report Native American or mixed ethnicity and single-parent households and
less likely to report two parents working full time and parents with higher levels of educa-
tion. Those who were lost to follow-up also had higher vegetable scores and lower scores
for the “choices” measure from the survey.
Variables of Interest and Their Measures
The 24-hour dietary recall data were coded to compute total energy intake and total
cholesterol consumed as well as percentage of energy from total fat and saturated fat. The
24-hour recall also provided counts of fruit servings and vegetable servings as well as a
total fruit and vegetable count. The NDS program initially included french fries in the
vegetable counts; we computed modified vegetable and total fruit and vegetable count
variables by excluding french fries from the vegetable category.
Other variables were taken from the school survey.10 Demographic variables included
gender (male or female), race (White, Black, Hispanic, Asian, Native American, mixed,
or other), household structure (two parents at home or another arrangement), parents’
education attainment (student reports that both parents have at least some high school
education, one parent has vocational school or some college training, one parent has com-
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pleted college, both parents have at least completed college, data are missing or student
does not know parental education status, or other), parents’employment status (both par-
ents work full time, one parent works full time, or other), and eligibility for the free or
reduced-price lunch program (yes or no).
Fruit and vegetable intake was measured using a modified and validated version of the
Behavioral Risk Factor Student Survey.11 This version measured the frequency of con-
suming fruit juices, fruit, green salad, potatoes, carrots, and vegetables during the past
year. The six items were weighted and summed to estimate the average number of daily
servings of fruits, vegetables, and fruits and vegetables combined.9 Baseline measure-
ments of typical fruit and vegetable intake had good internal consistency (Cronbach’s
alpha = .75).10 Separate subscores for fruit and vegetable intake were also estimated.
A 9-item scale assessed typical food choices. Students were asked to indicate which
item in nine different pairs of foods they would choose to eat most of the time. Examples
include “cookies OR popcorn without butter” and “plain baked potato OR french fries.”
Responses were coded and summed so that higher scores reflect a greater tendency to
choose lower fat foods. This measure was adapted from a previously published 17-item
scale used with adolescents.12 Both test-retest reliability and internal consistency at base-
line were moderate (Spearman r = .65 and Cronbach’s alpha = .67).10
A similar scale, adapted from a 17-item scale used with adolescents,12 was used to
assess nutrition knowledge. This scale presented students with 10 food-item pairs and
asked them to choose which food they thought was “better for your health.” Test-retest
reliability for this scale was low (Spearman r = .43), whereas internal consistency at base-
line was high (Cronbach’s alpha = .94).10 An additional single item asking “How many
servings of fruits and vegetables should teens have each day?” offered three possible
responses ranging from “1-2 servings” to “5 or more servings.” Test-retest reliability for
this item was low (Spearman r = .41).10
Two items assessed physical activity.13 First, students were asked to indicate how often
they were physically active for at least 20 minutes at a time, with a five-category Likert-
type response scale ranging from most of the time to never. The second item asked the stu-
dents how hard they breathed during physical activity, with a four-category Likert-type
response scale ranging from breathing much harder than usual to breathing the same as
usual. The physical activity measure combined these items on a 0 to 9 scale where higher
values indicated greater physical activity (Spearman r = .66).10
Four items assessed common sedentary activities. Two items measured the number of
hours per day of TV watching on weekdays and weekends using a five-category Likert-
type scale ranging from I don’t watch TV during the weekdays (weekend) to more than 4
hours per day. The other two items measured hours per weekday and weekend day spent
playing video games, with similar response categories. The four items combined formed
a scale ranging from 4 to 20 where higher values indicated more sedentary activity. Test-
retest reliability for sedentary behavior was good (Spearman r = .86); internal consis-
tency at baseline was also good (Cronbach’s alpha = .73).10
Analysis Methods
To be able to compare the four analytic models, they had to be run on the same individ-
uals. As a result, individuals who did not provide complete information at baseline and at
follow-up for all variables of interest were excluded from the analysis. Separate exclu-
sions were made for analyses involving the 24-hour recall variables because those vari-
ables were only measured in a subset of the students eligible for the school survey.
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After those exclusions, we applied the four mixed-model analyses to each of the
dependent variables using either PROC MIXED or the GLIMMIX macro using SAS ver-
sion 8.2.14 MIXED implements the general linear mixed-model and is appropriate for
models that specify multiple sources of random variation, all distributed Gaussian.15 The
GLIMMIX macro implements the generalized linear mixed-model and is appropriate for
models that specify multiple random effects, all distributed Gaussian, except for a non-
Gaussian residual error distribution.15 The GLIMMIX macro iteratively calls the MIXED
procedure until it converges on a solution for the fixed- and random-effect parameter esti-
mates. The GLIMMIX macro allows the specification of a variety of link and variance
functions. To conduct Poisson regression for count variables, we specified a log link and a
Poisson error function. PROC MIXED was used for analyses of normally distributed
dependent variables: total energy, total cholesterol, percentage of energy from total fat,
percentage of energy from saturated fat, food choices, nutrition knowledge, physical
activity, and sedentary behavior. We specified a log link and Poisson error function in the
GLIMMIX macro for count variables (fruit and vegetable servings).
The mixed-model ANOVA was performed on the posttest data only. From that analy-
sis, we obtained estimates of the group and member components of variance for each
dependent variable. As noted in Equation 1, the sum of these two variance components is
the total variance for the dependent variable (σ y
2 ). We estimated the ICCm:g:c for each
dependent variable using Equation 2, with a preliminary step for the count variables to
rescale the parameter estimates from a log scale to a linear scale, adapting procedures
described in Murray1 (pp. 239-240). We estimated σ∆ using Equation 3.
In the mixed-model ANCOVA, we adjusted for the baseline value of the dependent
variable, gender, ethnicity, age at baseline, whether the child had one or two parents in the
home at baseline, whether the child was eligible to receive free or reduced-price lunches
at baseline, parental employment status at baseline, and parental education attainment at
baseline. From that analysis, we estimated for each variable σ σm g
2 2, , and σ y
2 , adjusted for
the covariates. We calculated θm and θg as the ratio of the adjusted and unadjusted σ m
2 and
σ g
2 , per Murray,1 drawing on the results of the mixed-model ANOVA for the unadjusted
estimates. We estimated σ∆ using Equation 3.
The mixed-model repeated-measures ANOVA was performed on the pretest and
posttest data. This analysis models time explicitly and provides estimates of σ σm g
2 2, , and
σ y
2 , as well as estimates of the over-time correlation at the group, ryy(g), and member, ryy(m),
levels. The estimates of σ σm g
2 2, , and σ y
2 usually differ from those obtained in the mixed-
model ANOVA, because they are based on the pretest and posttest data, rather than on the
posttest data alone. We estimated σ∆ using Equation 4.
In the mixed-model repeated measures ANCOVA, we adjusted for several time-
varying covariates: age, whether the child reported one or two parents in the home,
whether the child was eligible for free or reduced-price lunches, parental employment
status, and parental education level. The mixed-model repeated measures ANOVA was
also performed on the pretest and posttest data. We calculated θm and θg as the ratio of the
adjusted and unadjusted σ m
2 and σ g
2 , per Murray,1 drawing on the mixed-model repeated-
measures ANOVA for the unadjusted estimates. We estimated σ∆ using Equation 4.
RESULTS
All 16 participating schools completed the study. Of the 640 students who provided
baseline 24-hour recall, 21 were judged unreliable by the study nutritionist and 21 did not
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have baseline survey data, leaving 598 reliable recalls with survey data. Of that number,
314 were included in the analyses reported here and 214 (35.8%) were excluded, either
because they were missing at follow-up or missing a value for at least one variable of
interest. Students who were excluded had significantly higher values on all dependent
variables from the 24-hour recall than those who were included. Students excluded also
were less likely to report living with two parents.
Of the 3,878 students who provided baseline survey data, 3,009 were included in the
analyses reported here and 869 (22.4%) were excluded; of the exclusions, 868 did not
complete the follow-up survey and 1 student was missing a value for at least one variable
of interest. Students excluded were significantly different from those included on all
dependent variables from the survey except sedentary behavior: those included were
reported significantly higher nutrition knowledge and physical activity and significantly
lower values for the other dependent variables. Students excluded also were less likely to
report living with two parents, more likely to report eligibility for the free and reduced-
price lunch program, less likely to report both parents employed full time, less likely to
report higher levels of parents’educational attainment, and more likely to self-identify as
a member of a minority ethnic group.
Table 1 presents results for the four mixed-models for the 24-hour recall dependent
variables. To illustrate, consider the variable energy. The mean energy intake during the
previous 24 hours in the sample was 2,217.5 kcal. The ICCm:g:c was estimated as 0.0364 in
the mixed-model ANOVA, which is fairly large for a school-based GRT. Regression
adjustment for covariates was helpful, as reflected in the fractional values for the θg and
θm in the mixed-model ANCOVA. The ICCm:g:c was estimated as 0.0297 in the mixed-
model repeated-measures ANOVA. As noted earlier, the estimates from the mixed-model
ANOVA and from the mixed-model repeated-measures ANOVA often differ somewhat,
because they are taken from overlapping but different data sets (repeated measures analy-
ses include both pretest and posttest measures). Regression adjustment for covariates was
not helpful in the mixed-model repeated-measures ANCOVA, as reflected in the values
for the θg and θm. Energy intake was correlated over time, though much more so at the
level of the school than at the level of the student. The mixed-model ANCOVA produced
the lowest value for σ∆, suggesting that it would be the most powerful of the four analyses
for this variable.
This pattern held quite generally in Table 1, where for eight of the nine dependent vari-
ables, the mixed-model ANCOVA was the most powerful analysis, producing the lowest
σ∆. In Table 1, the σ∆ from the mixed-model ANCOVA was 5.5% smaller on average than
the next smallest σ∆. For the ninth variable (servings of vegetables), the mixed-model
ANCOVA produced the second-lowest σ∆, but the difference in σ∆ between the mixed-
model ANCOVA and the mixed-model ANOVA was negligible (0.3%). Several of the
models estimated negative variance components for several of the variables; we will
return to this point in the discussion.
Table 2 provides the corresponding estimates for the school survey variables. For five
of the seven dependent variables, the mixed-model ANCOVA was the most powerful
analysis, producing the lowest σ∆. In Table 2, the σ∆ from the mixed-model ANCOVA
was 15.6% smaller on average than the next smallest σ∆. Of the remaining two dependent
variables, the mixed-model repeated-measures ANCOVA was the most powerful model
for physical activity, whereas the mixed-model repeated-measures ANOVA was the most
powerful model for nutrition knowledge. For these variables, the σ∆ from the mixed-
model ANCOVA was 5.0% larger on average than that of the model with the smallest σ∆.

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































None of the survey variables were estimated to have negative variance components under
any of the four models.
DISCUSSION
Comparison of the Four Models
The mixed-model ANCOVA resulted in the lowest σ∆ for 13 of the 16 variables exam-
ined for this article. The advantage of the mixed-model ANCOVA over the simple unad-
justed model and the repeated-measures models was due to the use of fixed covariates,
particularly the baseline measure of the dependent variable, and the simple comparison
between two means used in calculating σ∆. As seen in Equations 3 and 4, the repeated-
measures models have an additional 2 in the numerator of σ∆ because that effect involves
four means; unless the over-time correlations are strong enough (greater than .5 on aver-
age), the additional 2 will result in a larger σ∆ than in the mixed-model ANOVA or
ANCOVA performed on posttest data alone. Three dependent variables did not fit this
pattern: servings of vegetables (recall data), nutrition knowledge, and physical activity
(survey data). In the case of servings of vegetables, the mixed-model ANOVA was the
most powerful model, suggesting that neither adjustment for covariates nor over-time
correlations significantly reduced σ∆. The mixed-model repeated-measures ANOVA
yielded the smallest σ∆ for nutrition knowledge, which benefited from an explicit adjust-
ment for time, but not from adjustments due to covariates. Finally, the mixed-model
repeated measures ANCOVA yielded the smallest σ∆ for physical activity, which bene-
fited from both explicit adjustment for time and adjustment for time-varying covariates.
Negative Variance Estimates
When variance component estimates are negative, correlations over time can fall out-
side the range of –1 to 1. Although negative variance components are a nuisance in this
way, it is necessary to allow these components to be estimated as negative to preserve the
nominal Type I error rate in GRTs.1 At the same time, for purposes of sample size or
power calculations, it would be prudent to fix negative estimates at zero to avoid under-
sizing the study.
Previous TEENS ICC Estimates
We previously published estimates of ICCm:g:c developed from the pretest data from
the TEENS study.9 In that article, we reported estimates for ICCm:g:c from a mixed-model
ANOVA (labeled there as Model 1), which was quite similar to the mixed-model ANOVA
applied in the analyses reported here. A comparison of the unadjusted ICCm:g:c from the
previous and current articles will identify a number of variables for which the estimates of
ICCm:g:c are quite different in the two reports, even when the variables were measured
using the same procedures; examples include energy, measured via the 24-hour recall;
and average daily servings of fruits and vegetables, measured via school survey. That
comparison will identify other variables for which the estimates of ICCm:g:c are quite simi-
lar in the two reports; an example is physical activity, measured via school survey. More-
over, there is no clear pattern as to which estimates are smaller. It is very natural then to
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ask both why some of the estimates are so different between the two articles, whereas oth-
ers are so similar, and which set of estimates is preferred.
The answer to the first question is quite simple: The estimates are often different
because they were based on different data and slightly different models, so that it is quite
plausible that they would not agree. The ICCs reported in the earlier paper were based on
pretest data alone (fall seventh grade), and they were based on the entire sample providing
useable data at pretest; the ICCs reported here for the analogous mixed-model ANOVA
were based on posttest data alone (spring eighth grade), and they were based on the sam-
ple providing useable data at both pretest and at posttest. In addition, study condition was
included in the analysis reported here, where we expected some condition effect, whereas
it was omitted from the analysis reported earlier because there was no expectation for any
condition effect in the pretest data. That the differences in the ICCs were observed for
some variables and not for others simply means that they were not systematically related
to these methodological differences.
The answer to the second question is also simple: Use the estimates reported in this
article, because they are based on the circumstances most likely to be obtained at the end
of another trial. Most investigators will focus on their follow-up data, will include study
condition in their analysis, and will limit their sample to those with useable data at both
pretest and posttest.
The fact that for so many variables, the estimates based on pretest data alone were so
different from the estimates based on follow-up data raises questions about the utility of
estimates based on pretest data alone. Unfortunately, there are very few articles that have
published ICCm:g:c estimates based on follow-up data,
16-18 whereas there are many articles
based on pretest data alone. We have long assumed that estimates based on pretest data
were conservative and so encouraged investigators to use those estimates absent better
information. The fact that several of the variables had much lower ICCm:g:c estimates in
our earlier article compared to the analyses reported here suggests that assumption is not
necessarily safe and underscores the need to plan future studies using estimates that
reflect the design and analysis proposed for the study. They also underscore the need to
publish estimates based on follow-up data, as we are doing here.
Detectable Difference and Sample Size Calculations
To demonstrate how to use these results, we will consider an example from the school
survey data, though these formulae are applicable to both the school survey data and the
24-hour recall data. Let us consider a study designed to increase the average number
of daily servings of fruits and vegetables among junior high school students. Assume a
pretest-posttest control group design following a cohort of students in schools random-
ized to conditions as in the design employed in TEENS. The study could be planned based
on a simple mixed-model ANOVA, mixed-model ANCOVA, mixed-model repeated-
measures ANOVA or mixed-model repeated-measures ANCOVA. Using the results from
the mixed-model ANCOVA analysis of the school survey variable “average daily serv-
ings of fruit and vegetables” available in Table 2, we can compute a detectable difference
using Equation 6. Degrees of freedom for the analysis are equal to c(g – 1) where c repre-
sents the number of conditions and g represents the number of groups per condition; if we
plan on 10 schools per condition, df are 18 and the critical t values are 2.101 and 0.862 for
a two-tailed Type I error rate of 5% and 80% power. Given 100 members per group, the
detectable difference is computed using Equation 6 as
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Thus, based on this example, there would be adequate power to detect a change in average
daily servings of fruits and vegetables of 0.5522, or just over half of a serving per day. The
same analysis using the results from the mixed-model ANOVA gives a detectable differ-
ence of 0.6393, which is a 15.8% increase in the size of the detectable difference from the
mixed-model ANCOVA. Likewise, the mixed-model repeated-measures ANOVA gives a
detectable difference of 0.6309, a 14.3% increase, whereas the mixed-model repeated-
measures ANCOVA gives a detectable difference of 0.6162, which is 10.4% higher than
the mixed-model ANCOVA.
If we were interested in detecting an even smaller change in daily servings of fruits and
vegetables, for example, an increase of half a serving per day (∆ = .5), we could use the
sample size calculation formula in Equation 8 to determine the number of groups neces-
sary for an ANCOVA. To do so, we would select the appropriate ICC and calculate
σ y
2 from Table 1. Assume that there are 100 members per group:
g
m ty m g c m y m g c g=
− +2 12 2( ( ) ( ( )) )(: : : :σ θ σ θICC ICC critical: /2 critical:












This calculation is not final, as the t values were based on g = 10 and c(g – 1) = 18 df.
The calculated result is 12.196, which must be rounded up to 13. Df based on 13 schools
per condition would be 2(13 – 1) = 24, and the proper t values would be 2.06 and 0.857.
Recalculating with those t values gives
g
m ty m g c m y m g c g=
− +2 12 2( ( ) ( ( )) )(: : : :σ θ σ θICC ICC critical: /2 critical:












Rounding up, we have a result of g = 12. Revising the t values based on 2(12 – 1) = 22 df
gives a calculated g of 11.943, which is consistent with the value used to select the t val-
ues, so we can stop; two or three iterations are often necessary in this kind of calculation,
for exactly this reason. The result of g = 12 means that to detect an intervention effect of
half a serving in a mixed-model ANCOVA using these estimates, we would randomize a
minimum of 12 groups to each condition to have 80% power with a Type I error rate of
5%. By comparison, both the mixed-model ANOVA and the mixed-model repeated-
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measures ANOVA would require 16 groups per condition for the same half-serving
effect. The mixed-model repeated-measures ANCOVA would require 15 groups per con-
dition. This pattern again illustrates the increased power associated with the mixed-
model ANCOVA for this endpoint.
Recommendations
In the case of the dietary variables in the pretest-posttest TEENS data set, it is clear that
the mixed-model ANCOVA was the most powerful analytic method for most of the vari-
ables examined. However, we must also keep in mind that these results are based on a sin-
gle data set and so this pattern may not hold for other data sets. Other models may be pre-
ferred for other variables or under other circumstances. When proper estimates are
available, informed decisions regarding the proper analysis are possible.
This study makes ICCs and other important parameter estimates available to investiga-
tors planning GRTs with dietary measures as the outcomes of interest. It also provides
formulae demonstrating the potential benefits to σ∆ of both adjustments for fixed and
time-varying covariates, as well as correlations over time. These formulae can be used
with any endpoint; our example is limited to dietary outcomes, though good estimates
from other data sets can be used to compute a priori power analyses for other outcomes,
and those estimates are increasingly available.8 The estimates presented here will allow
other researchers using these variables to plan their studies by performing a priori power
analyses for any of the different analysis options, and weighing the potential benefits, to
choose the most appropriate analysis for their budget and available means.
Implications for Research
When researchers have access to estimates of over-time correlations and potential
adjustments for both time-varying and fixed covariates, two main guidelines can be use-
ful in planning future studies. First, correlations over time must be about .5 or larger to be
beneficial, as they must compensate for the additional 2 in the numerator of the variance
of the intervention effect. When estimates of over-time correlation do not exceed .5, there
is generally no benefit to power to selecting a mixed-model repeated-measures analysis.
Second, in terms of adjustments for covariates, θ as defined below should be less than 1






















Researchers would do well to design studies with endpoints that are accurately mea-
sured. Researchers should also design studies with covariates that are appropriately
related to the endpoints of the study. Measuring fixed covariates at baseline (including the
baseline measurement of the dependent variable) allows the use of a mixed-model
ANCOVA. The better the covariates, the more σ∆ is potentially reduced, and the better the
power in the study. Time-varying covariates should also be measured at pretest and
posttest so that the option of using a mixed-model repeated-measures ANCOVA is open.
Publishing estimates of ICC, θm and θg, and ryy(m) and ryy(g) will allow other researchers
to use these estimates in choosing the most appropriate analysis model for their data set.
Performing a priori power and sample size calculations is vitally important for planning
772 Health Education & Behavior (December 2004)
research. Without such calculations, even the best designs may be undersized and yield
disappointing results. By choosing the best analysis model via detectable difference or
sample size calculations, researchers can determine the best way to plan a study.
Implications for Practice
Practitioners should be alert as they read and evaluate research based on the allocation
of identifiable social groups to study conditions. Health education and behavior change
studies are now commonly conducted in hospitals, clinics, schools, worksites, churches,
and other identifiable social groups. Studies that allocate such groups to study conditions
face extra design and analytic challenges, as described at the beginning of this article.
Absent clear evidence that the authors were cognizant of those issues and planned for
them both in their design and their analysis, practitioners should be cautious about taking
any reported findings at face value. The wrong analyses can lead to p values that overstate
the significance of the findings, and readers who skim too lightly over the methods run the
risk of disseminating intervention programs that may not be as effective as they appear.
Authors who include an open discussion of the issues presented here are more likely to
have planned and executed their study properly and more likely to be presenting results
that can be taken at face value.
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