For stochastic differential equations (SDEs) with a superlinearly growing and globally one-sided Lipschitz continuous drift coefficient, the classical explicit Euler scheme fails to converge strongly to the exact solution. Recently, an explicit strongly convergent numerical scheme, called the tamed Euler method, is proposed in [Hutzenthaler, Jentzen, & Kloeden (2010) ; Strong convergence of an explicit numerical method for SDEs with nonglobally Lipschitz continuous coefficients, arXiv:1010.3756v1] for such SDEs. Motivated by their work, we here introduce a tamed version of the Milstein scheme for SDEs with commutative noise. The proposed method is also explicit and easily implementable, but achieves higher strong convergence order than the tamed Euler method does. In recovering the strong convergence order one of the new method, new difficulties arise and kind of a bootstrap argument is developed to overcome them. Finally, an illustrative example confirms the computational efficiency of the tamed Milstein method compared to the tamed Euler method.
Introduction
We consider numerical integration of stochastic differential equations (SDEs) in the Itô's sense dX t = µ(X t )dt + σ(X t )dW t , X 0 = ξ, t ∈ [0, T ].
(1.1)
We assume that W t is an m-dimensional Wiener process defined on the complete probability space (Ω, F , P) with an increasing filtration {F t } t≥0 satisfying the usual conditions. And the initial data ξ is independent of the Wiener process. (1.1) can be interpreted mathematically as a stochastic integral equation
where σ i (x) = (σ 1,i (x), ..., σ d,i (x)) T for x ∈ R d , i ∈ {1, 2, ..., m} and the second integral is the Itô integral.
This article is concerned with the strong approximation problem (see, e.g., Section 9.3 in Kloeden and Platen [12] ) of the SDEs (1.2). More precisely, on a uniform mesh with stepsize h = T N defined by T N : 0 = t 0 < t 1 < t 2 < · · · < t N = T , N ∈ N, we want to compute a numerical approximation Y n : Ω → R d , n ∈ {0, 1, ..., N} with Y 0 = ξ such that
for a given precision ε > 0 with the least possible computational effort. The strong convergence problem becomes very important because efficient Multi-Level Monte Carlo (MLMC) simulations rely on the strong convergence properties [3] . The simplest and most obvious idea to solve the strong approximation problem (1.3) is to apply the explicit Euler scheme [15] Y n+1 = Y n + hµ(Y n ) + σ(Y n )∆W n , Y 0 = ξ, n = 0, 1, ..., N − 1, (1.4) where ∆W n = W t n+1 − W tn . The method is strongly convergent with order one half if the coefficients µ, σ satisfy the global Lipschitz condition (see, for instance, [12] ). Unfortunately, it has recently been shown in [7] that the explicit Euler scheme fails to provide strong convergent solution to the SDEs with super-linearly growing drift coefficient. It is well-known that the backward Euler method can promise strong convergence in this situation, see e.g., [4] . But the backward Euler method is an implicit method, which requires additional computational effort to solve an implicit system. Recently in [9] , the authors proposed an explicit method, called tamed Euler method, for (1.2)
Hereμ is a modification of µ. This tamed Euler scheme is proved to converge strongly with the standard convergence order 0.5 to the exact solution of (1.2) if the drift coefficient function is globally one-sided Lipschitz continuous and has an at most polynomially growing derivative. On the one hand, the explicit Milstein scheme is another numerical scheme for SDEs that achieves a strong order of convergence higher than that of the explicit Euler scheme (1.4) . In fact the explicit Milstein scheme has strong convergence order of one if the coefficient functions of stochastic Taylor expansions satisfy both the global Lipschitz condition and the linear growth condition(see [12] ). The explicit Milstein method [12, 16] applied to (1.1) reads
where
Since the explicit Milstein scheme and the explicit Euler scheme coincide when applied to the SDEs with additive noise, we can deduce from the results in [7] that the explicit Milstein scheme generally does not converge in the mean-square sense to the exact solution solution of the SDEs with super-linearly growing drift coefficient. Accordingly, we follow the idea from [9] and replace µ(Y n ) in (1.6) withμ(Y n ) to derive a tamed Milstein method
which we expect to be strongly convergent with order one in the non-globally Lipschitz case.
On the other hand, although Milstein-type schemes may achieve a strong convergence order higher than that of Euler type schemes, additional computational effort is required to approximate the iterated Itô integrals I tn,t n+1 j 1 ,j 2 for every time step [13] . This will enable the Milstein-type schemes to lose their advantage over the Euler-type schemes in computational efficiency. In this article we restrict our attention to SDEs with commutative noise, in which case the Milstein scheme can be easily implemented without simulating the iterated Itô integrals. In this situation, Milstein-type method is much more computational efficient than Euler-type method. More precisely, let the diffusion matrix σ fulfill the so-called commutativity condition:
In many applications the considered SDE systems possess commutative noise (see [12] ). Thanks to the property I tn,t n+1
n , j 1 = j 2 , in this case the tamed Milstein method (1.8) takes a simple form as 10) where δ j 1 ,j 2 = 1 for j 1 = j 2 and δ j 1 ,j 2 = 0 for j 1 = j 2 ,μ is the modification of µ as defined in (1.5).
The main result of this article shows that the tamed Milstein scheme (1.10) converges strongly with the standard convergence order one to the exact solution of SDEs with commutative noise if the drift coefficient µ is globally one-sided Lipschitz continuous and has at most polynomially growing first and second derivatives. The diffusion coefficient σ and the coefficient function of stochastic Taylor expansion L j 1 σ j 2 , j 1 , j 2 ∈ {1, ..., m} are assumed to be globally Lipschitz continuous. It is worthwhile to mention that a similar approach as used in [9] is evoked to obtain uniform boundedness of p-th moments of numerical solutions produced by the tamed Milstein method. We also introduce similar stochastic processes D n that dominate the tamed Milstein approximation on appropriate subevents Ω n (see Section 2 for more details). With bounded p-th moments at hand, our main effort is to show for the time continuous tamed Milstein methods there exists a family of real numbers
The key difficulty is that relative to previous analysis [9] a sharper estimate of the term J (see (3.35)) must be obtained to get the strong convergence order one. To overcome this difficulty, a certain kind of bootstrap argument is exploited (see the estimate of J for more details). To the best of our knowledge, this is the very first paper to successfully recover the strong convergence order one for the Milstein-type method under non-globally Lipschitz condition. The rest of this paper is arranged as follows. In the next section, uniform boundedness of p-th moments are obtained. And then the strong convergence order of the tamed Milstein method is established in Section 3. Finally, an illustrative example confirms the strong convergence order of one and the computational efficiency of this scheme compared to the tamed Euler scheme.
2 Uniform boundedness of p-th moments Throughout this article, N ∈ N is the step number of the uniform mesh defined in the previous section. Moreover, we use the notation
Furthermore, we make the following assumptions.
Assumption 2.1 Let µ(x) and σ i (x), i = 1, ..., m be continuously differentiable and there exist positive constants K ≥ 1 and c ≥ 1, such that ∀x,
Note that the globally one-sided Lipschitz condition (2.1) on the drift µ and the globally Lipschitz condition (2.2) on the diffusion σ have been widely used in the literatures, e.g., [4, 5, 6, 7, 8, 9] . To prove uniform boundedness of p-th moments of the numerical solution, we follow the ideas in [9] to introduce the appropriate subevents Ω n and dominating stochastic processes D n
The following lemmas are needed in order to prove uniform boundedness of p-th moments.
Lemma 2.2 Let Y n , D n and Ω n be given by (1.10),(2.6) and (2.5), respectively. Then
Proof. First of all, note that ∆W n ≤ 1 on Ω n+1 for all 0 ≤ n ≤ N − 1 and N ∈ N. The globally Lipschitz continuity of σ and L j 1 σ j 2 , j 1 , j 2 ∈ {1, 2, ..., m}, and the polynomial growth bound on µ ′ imply that, on
Moreover, the Cauchy-Schwarz inequality and the inequality a · b ≤
for all a, b ∈ R give that
on Ω and 0 ≤ n ≤ N − 1. Here we denote
Additionally, the global Lipschitz continuity of σ, L j 1 σ j 2 implies that for x ≥ 1
and 13) and the globally one-sided Lipschitz continuity of µ gives that
Furthermore, the polynomial growth bound on µ ′ implies that
. Combining (2.12)-(2.15), we get from (2.10) that
}, we derive from (2.11) and (2.13) that
where the fact that |∆W
}. Now combining (2.9) and (2.18), and using mathematical induction method as used in the proof of Lemma 2.1 in [9] finish the proof.
Proof. This result is identical to Lemma 2.3 in [9] with only different λ.
Lemma 2.4 Let α n be given by (2.7). Then for all p ≥ 1
Proof. We set
.
(2.21) Note that Lemma 2.4 in [9] has proved that
Consequently it remains to prove the boundedness of the second term on the right-hand side of (2.21). One can easily verify that the discrete stochastic process z n−1 k=0 α 2 k , n ∈ {0, 1, ..., N} is an {F tn : 0 ≤ n ≤ N}-martingale for every z ∈ {−1, 1}. Since the exponential function is convex, the discrete stochastic process exp z n−1 k=0 α 2 k , n ∈ {0, 1, ..., N} is a positive {F tn : 0 ≤ n ≤ N}-submartingale for every z ∈ {−1, 1}. Therefore, the Doob's maximal inequality gives that
The Cauchy-Schwarz inequality, (2.13) and Lemma 2.3 give that
This together with (2.23) completes the proof.
Lemma 2.5 Let D n be given by (2.6). Then for all N ≥ 8λpT and p ≥ 1
Proof. Note that D n here takes the same form as D N n in [9] , with only different α n . With Lemma 2.3 and Lemma 2.4 at hand, one can follow the proof of Lemma 2.5 in [9] to derive the desired result.
Lemma 2.6
Let Ω N be given by (2.5) with n = N. Then for all p ≥ 1
Proof. The proof is identical to the proof of Lemma 2.6 in [9] . Before establishing the main result of this section, we also need two Burkholder-Davis-Gundy type inequalities.
k×m be a predictable stochastic process satisfying P(
Here the vectors e 1 = (1, 0, ..., 0)
are orthogonal basis of vector space R m .
Proof. Combining Doob's maximal inequality and Lemma 7.7 of Da Prato, G., and Zabczyk [2] gives the desired assertion.
The following is a discrete version of the Burkholder-Davis-Gundy type inequality (2.26).
Lemma 2.8 Let k ∈ N and let Z l : Ω → R k×m , l ∈ {0, 1, ..., N − 1} be a family of mappings such that Z l is F lT N /B(R k×m )-measurable. Then for all 0 ≤ n ≤ N and p ≥ 2
Theorem 2.9 Let Y n be given by (1.10). Then for all p ∈ [1, ∞)
where the notation M k comes from (2.11). Using (2.2), the triangle inequality and the BurkholderDavis-Gundy type inequality in Lemma 2.8 we have
For the fourth term on the right-hand side of (2.29), the estimate in the second inequality of (2.13) and the independence of Y k and ∆W k imply that
Using Burkholder-Davis-Gundy type inequality (2.27) and mutual independence of ∆W k gives 1 2 . Inserting (2.32) into (2.31) we obtain that 
Thus taking square of both sides shows that
(2.35)
In the next step Gronwall's lemma gives that
. Due to the N on the right-hand side of (2.36), (2.36) does not complete the prove. However, exploiting (2.36) in an appropriate bootstrap argument will enable us to establish (2.28). First, Hölder's inequality, Lemma 2.6 and the estimate (2.36) show that
(2.37)
In addition, Lemma 2.2 and Lemma 2.5 imply that
Combining (2.37) and (2.38) finally completes the proof.
Strong convergence order of the tamed Milstein method
In order to recover the strong convergence order one for the tamed Milstein method, we additionally need the following assumptions. Throughout this section C p,T is a generic constant that might vary from one place to another and depends on µ, σ, the initial data ξ, and the interval of integration [0, T ], but is independent of the discretisation parameter. 
Here, for a two times continuous differentiable function f :
In the following convergence analysis, we prefer to write the tamed Milstein method in the form of (1.8), rather than (1.10). We now introduce appropriate time continuous interpolations of the time discrete numerical approximations. More accurately, we define the time continuous approximationȲ s such that for s ∈ [t n , t n+1 )
where we use the notation
It is evident thatȲ tn = Y n , n = 0, 1, ..., N, that is,Ȳ t coincides with the discrete solutions at the grid-points. We can rewriteȲ t as an integral form in the whole interval [0, T ]
where n s is the greatest integer number such that t ns ≤ s. Combining (1.2) and (3.4) gives
In what follows, we also use deterministic Taylor formula frequently. If a function f :
d is twice differentiable, the following Taylor's formula holds [1] 
where R 1 (f ) is the remainder term
Here for arbitrary a, h 1 , h 2 ∈ R d the derivatives have the following expression
ReplacingȲ s − Y ns in (3.6) with (3.3) and rearranging lead to
By the definitions (1.7) and (3.8), it can be readily checked that
Therefore replacing f in (3.9) by σ i and taking (3.11) into account show that
Theorem 3.2 Let conditions in Assumptions 2.1 and 3.1 and (1.9) be fulfilled. Then there exists a family of real numbers
The following five lemmas are used in the proof of Theorem 3.2.
Lemma 3.3 Let conditions in Assumptions 2.1 be fulfilled. Then for all p ≥ 1, 1 ≤ j 1 , j 2 ≤ m the following estimates hold
Proof. It immediately follows from Theorem 2.9 by considering (2.4) and (2.12)-(2.15). 
Lemma 3.4 Let conditions in Theorem 3.2 be fulfilled. Then for all
Proof. Let n t be the greatest integer number such that t nt ≤ t. From (3.3) we havē
Following the same line as estimating (2.29), one can readily derive the first estimate. For the second estimate, we use (2.4) and Hölder's inequality to obtain
Taking Lemma 3.4 into account and using the same argument as in the previous section, one can obtain
, and then complete the proof easily by considering (3.18) and Lemma 3.4.
Lemma 3.6 Let p ≥ 1 and let conditions in Theorem 3.2 be fulfilled. Then for i = 1, 2, ..., m
Due to Theorem 2.9 and Lemma 3.4 we can find some suitable constant C p,T such that
where the polynomial growth condition (3.1) on µ ′′ (x), Lemma 3.5, Hölder's inequality and Jensen's inequality were also used. Now we return to R 1 (µ) L p (Ω;R d ) . Replacing f in (3.10) with µ gives
Following the same line as estimating (2.32) and noticing that s − t ns ≤ h, one can similarly arrive at 1 2
Further, using Hölder's inequality we derive from Lemma 3.
Now, using the independence of Y ns and ∆W
s , and combining (3.21), (3.22), (3.23) and (3.24), one can show
In a similar way as estimating
Our proof of Theorem 3.2 also needs the following Burkholder-Davis-Gundy type inequality for discrete-time martingale (see Theorem 3.28 in [11] and Lemma 5.1 in [8] ).
Lemma 3.7 Let Z 1 , ..., Z N : Ω → R be F /B(R)-measurable mappings with E Z n p < ∞ for all n ∈ {1, ..., N} and with E[Z n+1 |Z 1 , ..., Z n ] = 0 for all n ∈ {1, ..., N}. Then
for every p ∈ [2, ∞), where c p are constants dependent of p, but independent of n.
Proof of Theorem 3.2. Applying Itô's formula to (3.5) gives
For the integrand of the first term in (3.28), we use (2.1) and the Cauchy-Schwarz inequality to arrive at
For the integrand of the third term in (3.28), one can use an elementary inequality, the notation (3.12) and (2.2) to get
(3.30)
Inserting (3.29) and (3.30) into (3.28) and using the notation (3.12) show
and thus for p ≥ 4
(3.32)
For the last term on the right-hand side of (3.32), we use (2.2), (2.26), the Cauchy-Schwarz inequality and elementary inequalities to derive
At the same time, replacing f in (3.9) by µ and using the Cauchy-Schwarz inequality and elementary inequalities give 2 sup
where we denote
Inserting (3.33) and (3.34) to (3.32) yields
(3.36)
Therefore it remains to estimate J as (3.35). Using (3.3), (3.19) and (3.12) shows
where ζ nu ∈ F tn u is defined by
To begin with, we establish the estimate
which is frequently used later. Using Hölder's inequality, Lemma 3.3 and Lemma 2.7, we know that for 0
and 
For J 2 , using Hölder's inequality, (2.2), (2.26), elementary inequalities and (3.39) gives
For J 3 , similarly as above we obtain that
where (3.20) and (3.39) were also used. Now, it remains to estimate J 4 and J 5 . We split J 4 into two terms as follows: Recall that ζ k ∈ F t k for k = 0, 1, ..., N − 1. It can be readily verified that the discrete time process ds + C p,T h 2 .
(3.58)
The Gronwall inequality gives the desired result for p ≥ 4. Using Hölder's inequality gives the assertion for 1 ≤ p < 4 and the proof is complete.
An illustrative example
In [9] , the authors have demonstrated the computational efficiency of the tamed Euler scheme, compared to the implicit Euler method. In this section we compare computational efficiency of the tamed Milstein scheme and the tamed Euler scheme. To this end we choose a simple SDE (1.1) dX t = −X 5 t dt + X t dW t , X 0 = 1 (4.1)
for t ∈ [0, 1]. Figure 1 depicts the root mean-square errors (1.3) as a function of the stepsize h in log-log plot, where the expectation is approximated by the mean of 5000 independent realizations. As expected, the tamed Milstein scheme gives an error that decreases proportional to h, whereas the tamed Euler scheme gives errors that decrease proportional to h 1 2 . To show the efficiency of the tamed Milstein method clearly, we present in Figure 2 the root mean-square errors of both methods as function of the runtime when N ∈ {2 10 , ..., 2 17 } and the mean of 1000 independent paths are used to approximate the expectation in (1.3). Suppose that the strong approximation problem (1.3) of the SDE (4.1) should be solved with the precision ε = 0.001. From Figure 2 , one can detect that N = 2 10 in the case of the tamed Milstein method (1.10) and that N = 2 16 in the case of the tamed Euler method (1.5) achieves the desired precision ε = 0.001 in (1.3) . Moreover, the tamed Milstein scheme requires 8.1860 seconds while the tamed Euler scheme requires 147.9230 seconds to achieve the precision ε = 0.001 in (1.3) . The tamed Milstein method is for the SDE (4.1) with commutative noise thus much faster than the tamed Euler method. 
