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Ternary alloys such as InxGa1-xAs are important components of many 
electronic and optical devices.[1-3] Understanding surface reconstructions is an 
important aspect of controlling the quality of these devices because the type of 
domains present can alter the morphology and adversely affect the formation of 
abrupt heterointerfaces.[4]  A lack of abrupt heterointerfaces can cause 
deviations in the composition profile in the direction of primary growth.  This 
deviation may give rise to distortions of the conduction and valence band edge 
profiles and these distortions can adversely affect the desired properties of the 
device.  Ternary alloys such as InxGa1-xAs are ideally suited for studying 
surface reconstructions because the composition of the resulting film can be 
altered allowing for the nucleation of many different types of surface 
reconstructions.   
Surface reconstructions play a crucial role in the epitaxial growth of III-
V compound semiconductors.  Surface reconstructions occur when the surface 
atoms rearrange themselves in a way that minimizes the free energy of the 
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system.  The free energy of the surface is high relative to the bulk due to the 
large density of dangling interatomic bonds with unpaired electrons.  Most III-
V compound semiconductors like GaAs ideally have a zinc-blend structure.[5]  
While one hybridized atom from each type combine, some hybrid atoms cannot 
form a bond at the surface.  This leads to unreconstructed surfaces with 
unsaturated dangling bonds.  In order to eliminate such dangling bonds, the 
surface undergoes complex reconstructions.[6]  Annealing semiconductor 
surface at high temperature provides the energy necessary for the atoms to 
rearrange themselves and results in a variety of similar surface 
reconstructions.[5] 
Extensive research has gone into understanding semiconductor surface 
reconstructions resulting in well over 100 experimental and theoretical 
reconstruction types.[6-12]  From this research a set of general principles can 
be formulated in relation to semiconductor surface reconstructions.  Of these 
the ones of most importance to this research include the principle that the 
surface reconstruction observed will be the lowest energy structure that is 
kinetically available under the conditions used for sample preparation.[11]  
Also, in many cases semiconducting surfaces can lower their energy via atomic 
relaxation.[11]   
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The goal of this work is the study of surface reconstructions on ternary 
alloy films. InxGa1-xAs is a convenient ternary alloy to study due to its 
importance in optoelectronic and heterojunction devices as well as the ability to 
grow this structure at multiple compositions and on different substrates 
including InAs, GaAs, and InP.[1, 13-15]  The In0.81Ga0.19As films possess a 
1.9% lattice mismatch when grown on an InP substrate.  This introduces 
enough strain to allow for the study of the effect of strain on the stability of 
surface reconstructions while not being so high that it severely hampers the 
range of growth temperatures and film thicknesses that can be studied prior to 
roughening in the film. 
Although a large volume of research has gone into investigating surface 
reconstructions on binary III-V semiconductors, not nearly as much time has 
been spent studying these domains on ternary alloys such as InxGa1-xAs.  This 
can be problematic given the importance of InxGa1-xAs films in applications 
such as those mentioned previously.  A parameter that is critical to the growth 
of these high quality devices is the presence of abrupt interfaces.  Surface 
reconstructions are thought to affect the composition of the topmost layers due 
to surface segregation, although the exact mechanics remain unclear.[16, 17]  
One would not expect to see multiple domains coexisting on the surface of 
compound semiconductors, however there is evidence of this occurring.[18, 19]  
It is unclear what mechanisms allow for the coexistence of multiple 
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reconstruction domains although research indicates it could be related to either 
surface thermodynamics or film composition.[19, 20]  The structural anisotropy 
of the reconstructions can affect the kinetic factors for adsorption, diffusion and 
desorption of different species.  It is known that the anisotropy is related to 
residual strain in the film but the full effect of strain remains unclear.  Finally, 
surface reconstructions have been shown affect the film morphology by 
providing nucleation points for islands but theoretically pits should also work 
as an initial stress relaxation mechanism.[21] 
The aforementioned phenomena have not been consistently studied 
previously and represent the impetus of my investigation.  As a result, the focus 
of this research entails the study of the coexistence of surface reconstruction 
domains on strained heteroepitaxial films (Chapter 3), a thermodynamic model 
of the coexistence of (nx3) and β2(2x4) reconstructions (Chapter 4), and pit 
nucleation during the growth of compressively strained In0.81Ga0.19As/InP(001) 
layers (Chapter 5).  The ultimate goal of the research is to develop a 
quantitative understanding of the connection between surface reconstructions 
on In0.81Ga0.19As/InP and film thickness, growth conditions, surface energy, and 
morphological evolution.  The content of this thesis is organized as follows: 
Chapter 2 – “Experimental techniques and procedures” This chapter 
presents the process used to setup the experiments, as well as the general 
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experimental procedures used for analyzing the data.  More details about 
specific experimental procedures are provided in each subsequent chapter as it 
relates to the specific experiments being discussed. 
Chapter 3 – “Coexistence of Surface Reconstruction Domains on 
Strained Heteroepitaxial Films” The coexistence of β2(2x4) and (nx3) 
reconstructions on the surface of In0.81Ga0.19As films is discussed in this 
chapter.  Surfaces of In0.81Ga0.19As/InP thin films grown by molecular beam 
epitaxy (MBE) and imaged by in vacuo scanning tunneling microscopy (STM), 
was observed to consist of small anisotropic regions of a β2(2x4) 
reconstruction in a matrix of a disordered (nx3) reconstruction.  The presence 
of β2(2x4) reconstructions is stable across a range of growth conditions, and 
surface coverage data indicates that film thickness and growth temperate may 
affect the nucleation and growth of the β2(2x4) reconstruction.  Specifically, 
the surface coverage of the β2(2x4) was found to vary depending on the film 
thickness and it was observed that growth temperature also affects the β2(2x4) 
surface coverage.  The dependence of these phenomena on surface morphology 
and indium segregation is discussed. 
Chapter 4 – “Thermodynamic Model of the Coexistence of (nx3) and 
β2(2x4) Reconstructions” This chapter discusses the thermodynamics of 
the stability of β2(2x4) and (nx3) reconstructions on the growing surface of 
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In0.81Ga0.19As/InP.  A thermodynamic model that incorporates elastic 
relaxation, unit strain energy, and anisotropy at the boundaries is used to 
determine the free energy on the surface.  The shape and size distribution of 
these domains is consistent with anisotropic elastic relaxation at the domain 
boundaries.  A correlation between the thermodynamic model and experimental 
results is also discussed. 
Chapter 5 – “Pit Nucleation During the Growth of Compressively 
Strained In0.81Ga0.19As/InP(001) Layers”    This chapter presents new 
observations regarding the transition to three-dimensional (3D) growth for 
In0.81Ga0.19As films grown on InP(001) substrates.  In particular, thin films of 
InxGa1-xAs are observed to develop either islands or pits on the surface to 
relieve lattice mismatch strain after some critical thickness depending on the 
composition.  A correlation between the film composition and the surface 
energy is presented.  Once the pits form, their behavior is similar to that of 
islanding, resulting in an “inverse” Stranski Krastanov growth mode.  Analysis 
of the atomic surface structure near and far away from formed pits is 
considered and correlated to island formation. 
Chapter 6 – “Summary and Conclusions”     This chapter 







Experimental Techniques and Procedures 
 
In this chapter the experimental techniques used for sample analysis as 
well as growth procedures are briefly discussed.  More detailed information 
about specific techniques and procedures will be provided in subsequent 
chapters as needed.   
Molecular Beam Epitaxy (MBE) 
Molecular beam epitaxy is an extremely versatile tool used in the growth 
of metal, semiconducting, and insulating films.[22-24]  Molecular beam refers 
to the unidirectional flow of the atoms of the individual elements that make up 
the film, while epitaxy describes the ordered deposition of the epilayer upon the 
substrate in a manner that results in the epilayer growing with the same 
crystalline orientation as the substrate.  The high degree of precision in the 
control of the beam flux makes MBE ideal for electronic and optoelectronic 
device fabrication where precision growth is essential.    
All samples discussed in this work were grown using a solid sourced EPI 
930 MBE system equipped with Ga, In, As, Al, Sb, Bi, Si, and Be cells with 
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valved crackers for Sb and As.  This MBE system consists of five main 
chambers: a load-lock sample introduction chamber, a growth chamber where 
film deposition occurs, an in vacuo scanning tunneling microscopy chamber, an 
in vacuo focused ion beam chamber, and a buffer chamber that is used transfer 
samples between the various chambers.  A pressure of approximately 10-11 torr 
is maintained in the growth chamber using a Physical Electronics ion pump 
combined with a CTI Cryogenics High Vacuum cryo pump.  
Scanning Tunneling Microscopy (STM) 
Scanning tunneling microscopy (STM), based on the concept of quantum 
tunneling, can resolve electronic structures on an angstrom length scale on the 
solid surfaces of clean conducting materials.[5]   STM is a short range order 
tool that has proven useful in the understanding of mixed reconstruction 
domains since the individual domains can be imaged and analyzed unlike long 
range order techniques such as RHEED.  
The STM images used in this work are from a modified UHV-400 RHK 
beetle-type microscope.  Initially, Pt-Ir tips manufactured by Materials 
Analytical Services were used without modification.  Later, tungsten tips 
chemically etched on site were used employing an etching technique outlined 
later in this section.  All samples analyzed using the STM are filled states 
images with a constant 100 pA current and bias voltages typically ranging 
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between -2.65 and -3.30 V.  Scan sizes used for this work range from 200 to 
5000 Å.  Typical base pressures in the STM chamber during imaging ranged 
from 9x10-11 to 9x10-9 torr. 
Etching of Tungsten Tips 
This procedure is intended to produce sharper, more stable tips than the 
mechanically sharpened Pt-Ir tips commercially available from Materials 
Analytical Services.  For this procedure the STM tips were made from 99.9% 
pure polycrystalline tungsten wire with a diameter of 0.25mm.  The wires are 
initially cut to a length of 2 cm, long enough to ensure that the final etched 
STM tip is of sufficient length.  The tungsten wires are then cleaned with 
acetone and deionized water to remove any residual oils from handling.  Next, 
the tungsten wires are electropolished in a bath of 2M NaOH to remove the 
native oxide layer.  The electropolishing occurs with the NaOH solution heated 
to 70-80 degrees while being mechanically agitated.  A stainless steel ring is 
also placed in the solution to act as a cathode during electropolishing.  The 
tungsten wires are placed in the center of the stainless steel ring to ensure an 
even electric field is applied and immersed 1.5 cm into the solution as shown in 




Figure 2.1: Polishing/Etching setup [25] 
 
A 5 mA DC voltage is applied and the wires are allowed to polish for 
approximately 5 minutes.  The outer surface of the tungsten wires will appear 
bright and shiny following this procedure if the native oxide layer has been 
successfully removed.  This same technique is used in conjunction with shutoff 
circuitry to electrochemically etch the STM tips.[25]  
This technique has been shown to produce STM tips with a radius of 
curvature of ~7 nm at the apex as shown in Figure 2.2.[25]  The large radius of 
curvature is likely due to the reformation of the native oxide layer prior to SEM 
analysis and therefore should have a much smaller radius of curvature when 
11 
 
installed in the STM due to the shorter time period left at atmospheric pressure.  
Anecdotal evidence using these STM tip during the latter part of the research 
presented in this work indicated that the electrochemically etched tips are more 
stable and need less conditioning prior to use when scanning the surface of 
In0.81Ga0.19As films. 
 




Reflection High Energy Electron Diffraction (RHEED) 
Some information concerning the surface morphology, ordering, and 
sample growth rates was obtained using a RH15 Reflection high Energy 
electron Diffraction (RHEED) manufactured by Staib Instruments.  Typical 
operating conditions are with the electron gun producing a high energy beam at 
15 kV and 1.6 A.   
 Diffracted electrons interfere constructively at specific angles based on 
the surface structure and atomic spacing.  Different reconstructions on the 
surface can be identified due to differences in the intensity of fractional order 
spots in the diffraction pattern.  Phase diagrams using RHEED have been 
mapped out for several kinds of semiconducting materials including GaAs and 
InAs.[7, 26] 
Despite the advantages of using RHEED to analyze surface 
reconstructions, there are drawbacks to this technique that limits its use.  
RHEED averages the surface structure over a relatively large area making it 
difficult to discern disorder on the surface as well as periodic changes in the 
atomic ordering due to the presence of more than one reconstruction.  
Furthermore, RHEED fails to describe the physical atomic surface structure.   
The reconstructions found on the surface of ternary alloys are not well 
understood at this time.  RHEED investigations looking at the surface of 
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InxGa1-xAs films have shown that the surface is comprised of commensurate 
(2x3) as well as incommensurate (2xn) diffraction patterns.[16]  By assuming 
that the (2x3) reconstruction constitutes a uniform phase on the surface the 
author was able to conclude that the commensurate (2x3) surface composition 
was approximately In0.67Ga0.33As while the incommensurate (2xn) phase 
appears as the (2x3) phase transitions to a c(4x4).  However, this assumption is 
not necessarily true and several other models have also been suggested for this 
reconstruction.[27, 28] 
X-Ray Diffraction (XRD) 
Verification of the In0.81Ga0.19As film’s composition post growth was 
carried out using a Bede D1 High Resolution X-Ray Diffractometer.  In this 
study omega-2theta scans were carried out over the (004).  Dynamic 
simulations were used to fit the data and determine film composition and, in 
some cases, the strain relaxation in the film. 
Atomic Force Microscopy (AFM) 
Larger scale images of the surface of the In0.81Ga0.19As films were 
obtained using a Digital Instruments NanoScope IIIa AFM in the tapping mode.  
Typical scan sizes were 1-10 μm.  AFM measurements were used primarily to 
analyze surface morphology including roughening, islanding, and pitting. 
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Quantitative Determination of Feature Statistics 
Analysis of the surface coverage of the β2(2x4) reconstructions on STM 
images was obtained using Image Metrology’s Scanning Probe Image 
Processor (SPIP) software.  This software is intended primarily for processing 
nano and micro scale microscopy.  In order to process STM images for use in 
surface coverage analysis the raw SM3 file format native to RHK’s XPMPro 
STM software must first be opened in SPIP.  SPIP can read and process SM3 
files so there is no need to convert the raw image file to another image format 
(e.g. tiff).  Leaving the STM files in the SM3 format preserves scan area and z-
depth information.  Also, the ideal STM image will contain flat terraces with no 
step edges.  Since the surface coverage technique used in SPIP relies on the fact 
that the β2(2x4) lies 1.5 Å above the (nx3) background the STM images with 
step edges will not be able to select  β2(2x4) reconstructions sitting on the 
lower step. 
After opening the SM3 file in SPIP the image must be flattened.  Failure 
to properly flatten the image prior to processing will make it more difficult for 
the software to select the β2(2x4) domains and leads to more noise in the data.  
After flattening activate the grain analysis dialog window.  In this window 
there are several grain analysis options that you must select from.  Set the 
“segment type” to “grains” if analyzing β2(2x4) domains or “pores” if pits are 
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being processed.  Then set the “detection method” to “threshold”.  In threshold 
mode only pixels that lie above the detection level if processing β2(2x4) 
domains or below the detection level if processing pits.  The “detection level” 
defines the minimum z-value needed for a pixel to be regarded as part of a 
segment.  Adjust the detection level until the domains of interest are 
highlighted.  Alternatively, the domains can be selected by adjusting the color 
limit in the color scale editor.  In grain mode the lower color limit of the color 
bar reflects the detection level and in pore mode the upper color limit marker 
indicates the threshold value.   
Select the result dialog box to show size statistics related to the domains 
selected.  The kinds of statistics shown can be selected in the preferences 
section.  After selecting the optimal detection level there will likely still be 
some noise in the form of smaller features that are not part of the domains you 
are analyzing.  Remove them by deselecting all data points in the results dialog 
box that have an area less than 1.28 nm2, the area of a single β2(2x4) dimer as 
measured on a STM image using SPIP.  There may also be a need to manually 
deselect certain larger features such as nucleating islands by setting the pointer 
to the “deselect” mode and clicking on the highlighted regions that need to be 
removed from the size statistics.  The surface coverage data shown in the 
results dialog box is now ready to be analyzed.  The overall surface coverage is 
given at the top of the dialog box and underneath this is more detailed size 
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information about the individual features selected.  All of the data from the 
dialog box can be imported into a spreadsheet by pressing the “copy all” button 
at the top of the dialog box and pasting this data into the spreadsheet of your 
choice. 
Figure 2.3 is a STM image with the β2(2x4) domains highlighted using 
SPIP.  Even though all of the extraneous features highlighted in Fig. 2.3 are 
deselected in the results dialog box, they still remain highlighted on the image.  





Figure 2.3: STM Image of the β2(2x4) reconstructions highlighted using SPIP 
image analysis software. 
 
General Growth Procedures  
Samples were grown using an EPI 930 molecular beam epitaxy system 
with solid source In and Ga cells and a valved cell for As4.  The growth rates 
were calibrated using RHEED intensity oscillations, and the growth 
temperature was monitored using a pyrometer, calibrated by observing the 
temperature at which the oxide desorption for an InP(001) substrate occurs.  
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The growth rate of each of the alloy components were calibrated using RHEED 
oscillations. All In0.81Ga0.19As  samples presented in this work are grown on top 
of a 0.5 μm thick In0.53Ga0.47As buffer layer lattice matched to InP(001).  This 
buffer layer is deposited at a total group III growth rate R=0.5 ML/s.  Growth 
rates for the buffer layer are verified using RHEED intensity oscillations during 
deposition.  An example of a typical set of RHEED intensity oscillations is 
shown in Figure 2.4.   
 




After deposition of the buffer layer the sample was annealed for 25 
minutes while ramping to the In cell temperature required for the deposition of 
an In0.81Ga0.19As film.  The In0.81Ga0.19As films, which possess a lattice 
mismatch of 1.9% in compression with respect to the substrate, were grown to 
thicknesses 10<h<60 ML, as noted.  These films were also grown under 
conditions that maintained layer-by-layer growth (465≤T≤515°C, 
0.5≤R≤1.1ML/s, 2≤ FAs4 ≤ 4ML/s).  At the end of growth, all samples were 
quenched under the same As4 flux used during growth, after which the samples 
were transferred in vacuo to a STM.  This procedure has been shown to result 
in a surface morphology that is planar with occasional 2D islands, having an 











This chapter details the coexistence of reconstructions on the surface of 
In0.81Ga0.19As.  Surface reconstructions play a crucial role in the epitaxial 
growth of III-V compound semiconductors.  Understanding surface 
reconstructions is an important aspect of controlling the quality of electronic 
and optical devices because the type of domains present can alter the 
morphology and adversely affect the formation of abrupt heterointerfaces.[4]  
A lack of abrupt heterointerfaces can cause deviations in the composition 
profile in the direction of primary growth.  This deviation may give rise to 
distortions of the conduction and valence band edge profiles and these 
distortions can adversely affect the desired properties of the device.  Ternary 
alloys such as InxGa1-xAs are ideally suited for studying surface reconstructions 
because the composition of the resulting film can be altered allowing for the 
nucleation of many different types of surface reconstructions.  Understanding 
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what types of reconstructions form on the surface and under what conditions 
will aid in the design of optoelectronic devices and increase production quality.  
The primary goal of this work is to show that surfaces of 
In0.81Ga0.19As/InP thin films grown by molecular beam epitaxy and imaged by 
in vacuo scanning tunneling microscopy, are observed to consist of small 
anisotropic regions of a β2(2x4) reconstruction in a matrix of a disordered 
(nx3) reconstruction.  The presence of β2(2x4) is stable across a range of 
growth conditions, and surface coverage data indicates that film thickness and 
growth temperate may affect the nucleation and growth of the β2(2x4) 
reconstruction, indicating that film roughness and indium segregation length 
may play a role in domain stability and the resulting surface coverage of 
β2(2x4). 
The contents of this chapter are organized in the following manner:  
Section 3.2 (“Background”) discusses the β2(2x4) and (nx3) surface 
reconstructions and where they are most commonly found on semiconducting 
thin films.  This section also discusses indium surface segregation on strained 
InxGa1-xAs alloys.  Section 3.3 (“Experimental Procedure”) details the 
methods used to grow high quality InGaAs films used for this study.  Section 
3.4 (“Coexistence of surface reconstructions on In0.81Ga0.19As/InP(001) 
films”) presents in detail the surface reconstructions seen on the 1.9% lattice 
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mismatched In0.81Ga0.19As films when imaged using STM.  Particular attention 
is given to the surface coverage of the β2(2x4) reconstruction and its 
dependence on growth temperature (Section 3.4.1) and total film thickness 
(Section 3.4.2).  The results are summarized in Section 3.4.3.  The experimental 
results from Section 3.4 are the discussed in detail in Section 3.5 
(“Discussion”) paying particular attention to the influence of indium 
segregation (Section 3.5.1) and surface morphology (Section 3.5.2) on the 
surface coverage of the β2(2x4).  The main conclusions of this chapter are 
summarized in Section 3.6 (“Conclusions”). 
3.2 Background 
This section provides information regarding some of the reconstructions 
found on the surface of III-V semiconductors including under what conditions 
they appear.  Proposed atomic structures are discussed and related to STM 
images of the surface.  This section also provides information relevant to 
phenomena observed in mismatched films including segregation and surface 
roughening. 
The effect of strain on the formation of surface reconstructions is not 
well understood.  The InxGa1-xAs/InP system is an ideal way to study growth 
the effect of strain on surface reconstructions  because samples can be grown 
either lattice matched to the substrate or with a lattice mismatch that is either 
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positive (tensively strained) or negative (compressively strained).  25 ML of 
In0.27Ga0.73As was grown on GaAs(001) resulting in films possessing a 1.9% 
lattice mismatch.[29]  This film resulted in the coexistence of two different 
reconstructions on the surface, namely α2(2x4) and (4x3) reconstructions.  
In0.81Ga0.19As films of the same thickness grown on InP(001) also shows two 
different reconstructions on the surface, a β2(2x4) and a disordered (nx3) that is 
similar to those found on (4x3) reconstructed surfaces observed for III-Sb(001) 
binary compounds. 
The β2(2x4) is a reconstruction commonly found on binary surfaces 
such as InAs or GaAs.[30-32]  The β2(2x4) structure consists of two As dimers 
in the top  atomic layer and one As dimer in the second sublayer per unit 
cell.[32] Figure 3.1 shows the side and top view of a ball-and-stick model for 
the β2(2x4) reconstruction. Both the topmost arsenic layer and the second 
cation layer are incomplete, and the former one contains two As-As dimers 
with their bond axis oriented along the (

11 0) direction. The incomplete surface 
layer results in trenches running in the (

11 0) direction where As atoms from 





Figure 3.1: (a) Side view of the β2(2x4) reconstruction and (b) a top view of 
the same reconstruction. Both the topmost arsenic (empty sphere) layer and 
the second (cation) layer are incomplete, and the former one contains two As-
As dimers with their bond axis oriented along the [

11 0]. The dimer bonds are 
shown in black. The incomplete surface layer results in trenches running in 
the [

11 0] where As atoms from the third layer are visible and form a third 
As-As dimer (seen in top view).[33] 
 
The β2(2x4) model was confirmed by STM, which showed the topmost 
row consisting of two As-As dimer separated by a row of two missing dimers.  
Figure 3.2 is a line scan and STM image of In0.27Ga0.73As/GaAs(001) showing 
the β2(2x4) reconstruction after growth.  Line scans show that the β2(2x4) sits 
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on top of the background (nx3) reconstruction.  This STM image clearly 
suggests that the β2(2x4) reconstruction consists of row of two As-As dimers 
separated by a rows of two missing As dimers.  Figure 3.2 shows a faint dark 
line across the center of each cluster, which is indicative of the separation of 
the two dimers within each unit cell.  The large white features are believed to 
be extra arsenic atoms condensed on the surface with missing dimer rows 
running parallel to the [

11 0].[34]  The β2(2x4) model was also later confirmed 
by X-ray diffraction and RHEED experiments, and was also found to be stable 
according to first principle calculations.[35-43] 
 
 
Figure 3.2: 200 Å x 200 Å STM image of the surface of 




The (nx3) reconstruction is not well understood at this time although it is 
generally accepted that a x3 reconstruction is formed over a wide range of 
growth conditions on InxGa1-xAs surfaces.[28]  One reconstruction model 
proposed primarily on the basis of XRD studies is a (2x3) model.  This model, 
shown in figure 3.3, consists of a topmost layer of As dimers with the first 
cation layer having a composition of 67% indium and 33% gallium being fixed 






Figure 3.3: Ball and stick model of the (2x3) reconstruction unit cell as 
proposed by Sauvage-Simkin.[17] 
 
Theoretical models such as ab initio calculation of the (2x3) 
reconstruction have found that this is the most stable among several reasonable 
3x structures.[45]  However, this model does not account for the high degree of 
local disorder found in STM images of the 3x surface and isn’t consistent with 
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observations.[46]  Furthermore, the (2x3) model does not obey the electron 
counting rule (ECR).[47] 
A second x3 model based on a voltage dependent STM study proposes a 
disordered (4x3) structure with three cation-cation dimer rows in the upper 
layer and a cation-anion heterodimer offset by one surface unit spacing in the 
[110] direction.  This unique alloy reconstruction is closely related to the (4x3) 








Figure 3.4: (a) RHEED patterns after deposition of the In0.53Ga0.47As film.  
(b)-(c) STM images of the surface of the same film grown at T = 465 °C, R = 
0.5 ML/s, FAs = 2 ML/s, and V/III ratio = 4.  The RHEED pattern shows a 
(4x3) and this is confirmed by STM images showing a (4x3) reconstruction 
with a 4a spacing in the [

11 0] and a 3a spacing along the [110].[18] 
  
Figure 3.4 shows the RHEED pattern and STM images of an 
In0.53Ga0.47As film that is lattice matched to the InP(001) substrate.  The 
RHEED pattern shows very weak streaks separated by a d/4 spacing in the 
[110] direction, where d is the spacing of the primary diffraction rods.  The 
RHEED pattern in the [

11 0] azimuth exhibits very strong streaks separated by 
a d/3 spacing.  The filled states (-2.3 V, 100 pA) STM images shown in Fig. 3.4 
(b)-(c) shows a highly disordered array of equiaxed spots with some local 
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symmetry apparent upon closer inspection in Fig. 3.4(c).  In particular, there is 
a reconstruction domain that possesses a 4a spacing along the [

11 0] and a 3a 
spacing in the [110], where a = 4.1 Å is the bulk lattice spacing along the {110} 
family of directions.[18]  This arrangement forms the (4x3) pattern observed by 
RHEED. 
Figure 3.5 is a proposed ball and stick model for the disordered (4x3) 
reconstruction shown in Fig. 3.4 with some atoms omitted for clarity. The small 
black atoms are the bulk As, the white are the bulk metal, the larger black 
atoms are the surface As, and the white crosshatched atoms are the surface 
metal.  In this model the (4x3) structure contains three cation-cation dimer rows 
in the topmost layer, with a cation-anion heterodimer offset by one surface unit 
spacing in the [110] direction.[18]  The raised dot features observed in the STM 
image in Fig. 3.4 are produced by the heterodimer.  This model is in agreement 
with observed RHEED and STM images and also obeys the electron counting 
rule while allowing for semiconducting surfaces.  However, questions have 
been raised about the energy costs related to forming metal dimers in an arsenic 




Figure 3.5: Ball and stick model of the (4x3) reconstruction unit cell in 
agreement with the RHEED and STM images shown in Fig. 3.4.[44]  
 
Recently, surfaces of InxGa1-xAs have been observed with multiple 
reconstruction domains coexisting on the surface.  In the case of 
In0.27Ga0.73As/GaAs(001), the surface contains a mixture of disordered (4x3) 
and α2(2x4) reconstructions.[29]  These reconstructions are stable on the 
surface across a wide range of film thicknesses.  The stability of the surface 
reconstructions with increasing film thickness was attributed to indium 
enrichment of the surface via indium segregation as well as strain.[29]     
Changing the indium composition significantly alters the types of 
reconstructions present on the growing surface.  Figure 3.6 shows a filled state 
(-3.15 V, 100pA) STM image of a 25 ML thick In0.81Ga0.19As/InP film grown 
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at T = 465 °C, R = 1.1 ML/s, FAs4 = 2.4 ML/s, and V/III flux ratio = 2.2.  The 
In0.81Ga0.19As/InP(001) film is observed with multiple reconstruction types 
coexisting on the surface, but in this case the α2(2x4) seen on the surface of 
In0.27Ga0.73As is replaced with β2(2x4) reconstructions on the surface of the 
In0.81Ga0.19As films.[18]  This β2(2x4) reconstruction is one of the most 
pronounced features on the surface comprising 55% of the surface.  Defects 
along the rows such as kinks or trench-filling defects are also occasionally 
observed. 
 
Figure 3.6:  STM image of In0.81Ga0.19As showing that the surface is 





Surface segregation is an important fundamental problem in materials 
science since it is vital to understanding the atomic scale structure and 
roughness of III–V heterostructure interfaces.  Surface segregation can affect 
the composition profile of thin epitaxial layers of ternary and quaternary III-V 
compounds resulting in a deviation from abrupt interfaces.[50] Segregation is 
the process where binding and elastic energy differences between different 
atomic species from the same periodic group, and between surface and bulk 
sites, result in the migration to the surface of one species.[51]  This results in 
the enrichment of the growth surface by a given species relative to the bulk and 
a delayed incorporation of the species at the onset of a ternary compound 
growth[52, 53].  Many attempts have been made, both experimentally[54-58] 
and theoretically[59-61], to understand the mechanisms and general trends in 
surface segregation. However, a high sensitivity of segregation to the growth 
conditions, temperature, V-III ratio, strain in the epitaxial layer due to lattice 
constant mismatch and a large number of factors influencing this process make 
it difficult to describe the segregation adequately.[62]  In the MBE growth of 
III–V compound semiconductors containing indium, it has been reported that a 
considerable amount of In segregates at the surface.[50] 
Recent studies suggest the presence of β2(2x4) on the surface is related 
to indium segregation from the sublayer to the surface.[58]  Surface segregation 
in strained InxGa1-xAs films has been shown to lead to an enrichment of indium 
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at the surface relative to the bulk composition.[29, 50, 51, 62]  Experimental 
evidence suggests that the indium segregation length in strained InxGa1-xAs 
films is related to the growth temperature.  Figure 3.7 summarizes the 
temperature dependence of the In surface segregation length obtained using 
secondary-ion mass spectroscopy (SIMS).  The In segregation length decreases 
with decreasing growth temperature due to the kinetically limited exchange of 
atoms from the bulk to the surface.[57]  Indium desorption, as seen from the 
integrated ion count of SIMS, was also observed to decrease by an order of 
magnitude above 500 °C for InxGa1-xAs films grown with a V/III ratio = 4 in 
this study.  This is most likely due to indium desorption from the surface. 
 
Figure 3.7:  Temperature dependence of indium surface segregation length 




Recent experiments have suggested that the In segregation length in 
strained InxGa1-xAs alloys can also be calculated by observing the magnitude of 
the decrease in RHEED intensity oscillations during deposition.  Figure 3.8(a) 
shows a typical RHEED oscillation recorded during the deposition of 
In0.2Ga0.8As films on GaAs(001) substrates at 520 °C.  The strong dampening 
in the magnitude of the intensity oscillations observed in Fig. 3.8(a) is usually 
associated with the strained growth of In0.2Ga0.8As on GaAs due to a lattice 
mismatch.  This mismatch results in quicker roughening of the surface as the 
film thickness increases.  Such an argument fails to adequately explain why the 
dampening also occurs during deposition on vicinal substrates where the step-




Figure 3.8: (a) RHEED oscillations of In0.2Ga0.8As grown on GaAs at 520 °C.  
Dashed lines represent the best fits of the maxima of the RHEED data.[63]  (b) 
RHEED intensity data during the deposition of In0.2Ga0.8As films grown at 
different temperatures, as noted.[63] 
 
RHEED measurements have confirmed that when In0.2Ga0.8As films are 
deposited on GaAs at high growth temperatures the dampening in the RHEED 
intensity oscillations increases with respect to films grown at lower substrate 
temperatures.[63]  Figure 3.8(b) is the best fits of the RHEED intensity data of 
In0.2Ga0.8As layers grown at 460 °C ≤ Tg ≤ 520 °C with a growth rate of 0.96 
ML/s.  The magnitude of the decrease in RHEED intensity oscillations during 
growth for the film grown at 520 °C is much larger than the decrease in 
37 
 
RHEED intensity at 500 °C.  Relating the decay constant in the RHEED 
intensity oscillations to the characteristic length over which the effects of 
indium segregation can be effectively felt as defined by Muraki et al[57] results 
in a calculation of the segregation coefficient (R) that is in excellent agreement 
with the R calculations obtained by Kaspi and Evans[53] using temperature-
programmed desorption mass spectroscopy.  The segregation coefficient was 
calculated using the envelope function from the decrease in the magnitude of 
the RHEED Intensity.  By measuring the dampening of the magnitude in 
RHEED intensity (I), a segregation coefficient may be calculated.  In particular, 
the expression: 
I = I0 + I1exp(-t / τ)               Equation 3.1 
was used to express the dampening of the magnitude of the RHEED intensity. 
[63]  In this expression I0 and I1 are constants, t is the growth time, and τ is the 
decay constant that is most important in the analysis of the RHEED intensity (t 
and τ can be expressed in MLs by multiplying them by the growth rate).[63]  
The physical meaning of τ can be better understood in relation to the 
characteristic length introduced in the Muraki et. al.[57] equation for the 
segregation coefficient written as: 
 R = exp(-1 / δ)                         Equation 3.2 
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where δ is a characteristic length over which the effects of the segregation 
phenomenon can be effectively sensed.  If it is assumed that the strong 
dampening in the magnitude of the InGaAs RHEED oscillations is somehow 
related to the presence of a population of In atoms on the surface that are 
generated by the segregation process, then it is possible to calculate the 
segregation coefficient in terms of τ (in MLs) instead of δ.[63] 
The validity of the RHEED model was also checked using 
photoluminescence (PL) spectroscopy measurements at 1.4 k of the quantum 
well structures formed on the surface.  Noting that indium segregation produces 
a blueshift of the quantum well optical emission due to lower In content in the 
well, the electron and heavy-hole confinement energies of the quantum well 
can be related to the segregation coefficient.  The values of R obtained using 
this method were also in excellent agreement with the results obtained by 
interpreting RHEED intensity decay coefficients.[63] 
The growth of strained epitaxial films has many uses including the 
creation of metastable thin films with properties that differ from the bulk 
material.  The use of ternary alloys like InxGa1-xAs allow for flexibility in 
tailoring the electrical and optical properties of the final devices.  However, 
surface roughening is a serious obstacle to producing high quality devices 
because the surface roughening partially releases the stress in strained 
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heterostructures resulting in deleterious effects to their electronic and optical 
properties.[64]  The mechanisms of surface roughening have been extensively 
studied with particular emphasis on the critical thickness.  Critical thickness 
refers to the thickness above which the growth mode changes from vicinal to a 
three-dimensional growth on a roughened surface.  This results in an incoherent 
interface and partial relaxation of the film.[65, 66]  Beyond the critical 
thickness a network of dislocations can act to relieve the misfit while growth 
continues three-dimensionally on a roughened surface. 
Figure 3.9 are a series of AFM images showing the development of the 
growing surface of In0.1Ga0.9As/GaAs(001) above the critical thickness as a 
function of film thickness.[67]  The surface becomes increasingly grainy as the 
film thickness increases, contributing to increased surface roughening.  Also, 
the size of the grains increase with increasing thickness and the shape of the 
grains elongate in the [11 0].  At higher thicknesses, the elongated grains 
coalesce into ripple formations suggesting that the interface between the film 




Figure 3.9: AFM images of In0.1Ga0.9As/GaAs(001) showing the surface 




Investigations in surface roughening on lattice mismatched InxGa1-xAs 
have found that the critical thickness depends on both the growth temperature 
and amount of lattice mismatch (i.e. misfit strain).  Several studies have noted 
that increasing the amount of strain decreases the critical thickness of InxGa1-
xAs films since strain is a primary driving force of roughening.[69, 70]  Growth 
temperature has a similar effect on the critical thickness decreasing the critical 
thickness at higher temperatures, presumably due to the creation of kinetic 
barriers to generation of dislocations.[71]  Hence, thicker pseudomorphic films 
can be grown at lower temperatures or with a lower lattice mismatch. 
Surface roughening and indium segregation are important during the 
growth of lattice mismatched films because they can affect the types of 
reconstructions that nucleate on the surface and the subsequent behavior.  This 
chapter will investigate the behavior of β2(2x4) and (nx3) reconstructions on 
the surface of In0.81Ga0.19As and how indium segregation and roughening of the 
surface contribute to the trends observed. 
3.3 Experimental procedure 
The substrates were initially heated to a temperature T=550 °C under a 
typical As4 growth flux of 2 ≤ FAs4 ≤ 4 monolayers per second (ML/s) to 
remove the oxide layer, after which the temperature was immediately lowered 
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to T=485 °C.  The growth rate of each of the alloy components were calibrated 
using RHEED oscillations. A 0.5 μm thick In0.53Ga0.47As buffer layer lattice 
matched to InP(001) was deposited at a total group III growth rate R=0.5 ML/s.  
After deposition of the buffer layer the sample was annealed for 25 minutes 
while ramping to the In cell temperature required for the deposition of an 
In0.81Ga0.19As film.  The In0.81Ga0.19As films are grown on the In0.53Ga0.47As 
buffer layer, leading to a lattice misfit of 1.9% (misfit = (af-as)/af, where af = 
5.9801 Å and as = 5.8686 Å are the lattice parameters of the In0.81Ga0.19As film 
and InP(001) substrate, respectively) in compression.  These films were grown 
to thicknesses of 10 ≤ h ≤ 60 ML and growth temperatures of 465 ≤ Tg ≤ 515 
°C, as noted.  These films were also grown under conditions that maintained 
layer-by-layer growth (Rtot = 1.1 ML/s, FAs4 = 4 ML/s).  Film thickness and 
growth rate are confirmed with RHEED oscillations during growth.  Figure 
3.10 is a RHEED image from a In0.81Ga0.19As film grown at 495 °C showing 
the deposition of 20 pseudomorphic monolayers grown layer-by-layer.  The 




Figure 3.10 RHEED oscillations showing the film was grown to a thickness 
of 20 ML at a growth rate of 1.1 ML/sec. 
 
Composition for both the lattice-matched buffer layer and the 
In0.81Ga0.19As film was verified post growth using X-ray diffraction.  Figure 
3.11 is a XRD Ω-2θ scan taken of a thick (~300 ML) In0.81Ga0.19As film grown 
at a growth temperature of Tg = 485 °C.  The In0.53Ga0.47As buffer layer is 
lattice matched to the InP substrate.  As a result the peak corresponding to the 
buffer layer is hidden behind the stronger InP substrate peak.  Using the BEDE 
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PeakSplit software, the InxGa1-xAs peak found at -2400 arcsecs was estimated 
to correspond to a film composition of x=0.81.  This compositional analysis 
was repeated for each growth temperature used in the experiments presented in 
this chapter.      
At the end of growth, all samples were quenched under the same As4 
flux used during growth, after which the samples were transferred in vacuo to a 
STM.  This procedure has been shown to result in a surface morphology that is 
planar with occasional 2D islands, having an RHEED pattern that possesses the 





Figure 3.11: Omega-2theta scan confirming that the In0.53Ga0.47As buffer 
layer is latticed matched to the InP(001) substrate.  RADS simulation data 
confirms peak at -2400 arcsecs corresponds to an InxGa1-xAs films with a 
x=0.81 indium composition. 
 
 
3.4 Coexistence of Surface Reconstructions on In0.81Ga0.19As/InP(001) 
Films  
A mixture of different reconstruction domains are known to coexist on 
the surface of In0.81Ga0.19As/InP.  Figure 3.12 is a filled state (-2.99 V, 100 pA) 
500 x 500 Å STM image and corresponding line scan of a h=40 ML 
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In0.81Ga0.19As/InP film deposited at T=475°C.  The atomic surface structure 
consists of a disordered (nx3) surface with domains of β2(2x4).  The (nx3) 
domain is denoted by white hash marks in Fig. 3.12.  It is characterized by 
parallel rows that have a 3a spacing along the [110], where a=4.1 Å is the bulk 
lattice spacing along the {110} directions.  Spots are also visible along the 
rows, which have some regularity in the spacing of dimers along the rows in 
the [ 011 ] approximately equal to a 4a spacing, although defects such as kinks 
along the reconstruction rows disrupt the long range order along the [ 011 ]. A 
β2(2x4) reconstruction is also apparent (circled in Fig. 3.12).  This 
reconstruction consists of a pair of dimers along the [ 011 ] separated by an As-
dimer terminated trench.  The line scan in Fig. 3.12 shows that the β2(2x4) 
appears to lay ~1-1.5 Å above the (nx3) surface reconstruction.  The resolution 
of the β2(2x4) regions changes with bias and this is consistent with other 
published reports.[72]  However, the apparent height of the β2(2x4) 
reconstructed regions does not change when the bias is reversed suggesting that 
the apparent height of the β2(2x4) domains is indeed half a monolayer above 
the (nx3) reconstructions, and is not simply due to chemical differences 
between the various regions.[73] Therefore, it is reasonable to assume that the 
β2(2x4) domains do nucleate on top of the (nx3) surface.  This would also be 
consistent with experiments and models that suggest that there is an indium 
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floating layer at the surface of strained InxGa1-xAs alloys.[74]  The floating 
layer is believed to be the β2(2x4) reconstruction. 
 
 
Figure 3.12: (a) Filled state in vacuo 500 x 500 Å STM (-2.99 V, 100 pA) 
image of a h=40 ML In0.81Ga0.19As/InP film deposited at T=475°C, R=0.5 
ML/s, FAs4=2.5 ML/s, and V/III flux ratio=5.  (4x3)/(nx3) reconstructions are 
denoted by hash marks with regions of β(2x4) domains of circled. (b) Line 
scan of the surface of the In0.81Ga0.19As indicated by the black hashed line on 




Figure 3.13 shows the RHEED patterns during growth and upon cooling 
of the In0.81Ga0.19As/InP film.  The <110> azimuths of the lattice matched 
In0.53Ga0.47As/InP buffer layer are shown in Fig. 3.13(a).  The buffer layer 
RHEED pattern exhibits very weak streaks separated by d/4 along the [110] 
azimuth (d is the spacing of the primary diffraction rods), while the pattern 
along the [ 011 ] displays streaks separated by d/3.  Thus, the reconstruction for 
the buffer layer is a (4x3), in agreement with published reports.[18, 75]  The 
RHEED pattern is somewhat different for the In0.81Ga0.19As film immediately 
after growth (Fig. 3.13(b)).  Along the [110] azimuth, strong streaks are 
separated by d/2, while along the [ 011 ] streaks are separated by d/4 resulting in 
a (2x4) reconstruction.  Upon cooling (Fig. 3.13(c)), the [110] azimuth remains 
unchanged, as do the d/4 and 3d/4 streaks in the [ 011 ] azimuth, but the d/2 
streak disappears.  All of this indicates an asymmetric (2x3) reconstruction that 
arises due to scattering from different sized domains formed from the same 
basic building blocks.[46]  In other words, the surface is comprised of a 
mixture of the (nx3) and 2(2x4) reconstructions as seen in the STM data (Fig. 
3.12).  It is likely that domains of (nx3) are present at the growth temperature 
as well, but are not visible in the RHEED pattern due to the high degree of 





Figure 3.13: RHEED patterns after the deposition of latticed matched 
In0.53Ga0.47As/InP exhibiting a weak (4x3) reconstruction (A) and 
In0.81Ga0.19As immediately after growth (B) and upon cooling (C) showing a 
(2x4) reconstruction. 
 
Considering only the difference in the surface energy of the two 
reconstructions, the fact that both the (2x4) and (nx3) reconstructions are 
present on the surface is surprising.  Although there is still some uncertainty as 
to the details of the atomic arrangement of the (nx3) reconstruction, it has been 
suggested that the (nx3) phase has a somewhat higher surface energy than the 
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2(2x4) phase across a wide range of surface energy conditions.[33]  In this 
case, the (nx3) domain’s surface energy should equal that of the 2(2x4) only 
for one chemical potential (or set of growth conditions).  However, many 
groups report that the coexistence of 2(2x4) and (nx3) domains is robust over 
a large range of temperatures and compositions in InGaAs films.[18, 33, 49, 
76] 
It may be possible that the coexistence of these two reconstructions is 
due to the fact that the surface is rapidly quenched.  That is, the mixture of the 
two phases represents a nonequillibrium condition.  Annealing experiments 
show a decrease in the coverage of the (2x4) reconstruction as a function of 
annealing time and temperature.[29]  However, XPS on those surfaces show 
that the In composition at the surface also decreases presumably due to 
desorption of In.[29]  Thus, it is unclear from those experiments whether the 
change in coverage is a result of equilibration, or a change in the surface 
composition, and thus a change in the equilibrium conditions more generally. 
 
3.4.1 β2(2x4) Surface Coverage Correlated with Film Thickness 
Little is known about the correlation between film thickness and the 
surface coverage of the β2(2x4) reconstruction.  The residual strain energy in 
51 
 
the film increases with increasing film thickness.  If strain energy affects the 
development of reconstructions then a set of experiments growing 
In0.81Ga0.19As films of varying thicknesses would help to elucidate any 
connections. 
At a given thickness, the sample experiment was often repeated several 
times in order to verify surface coverage.    This was also necessitated by the 
difficulty in producing high resolution images without significant noise using 
the in vacuo STM.  Multiple samples were also prepared in order to improve 
the statistical significance of the data obtained.  Experiments were repeated 
using an InP substrate cut from the same wafer with InxGa1-xAs layers grown 
under the same conditions as other samples for a given data point.  Care was 
taken to use the same mounting puck for each experiment and at least four, but 
sometimes as many as ten, samples were prepared for STM analysis for every 
data point.  Figure 3.14 is a series of STM images all grown to a thickness of 
20 ML.  Although there is some variance in the β2(2x4) surface coverage all of 





Figure 3.14: Filled states STM images of several 20 ML thick In0.81Ga0.19As 
films used in analyzing the β2(2x4) surface coverage. 
 
Figure 3.15 is a series of STM images of In0.81Ga0.19As/InP(001) with 
thicknesses between 10 ≤ h ≤ 60ML.  All other growth parameters remain 
constant.  A mixture of (4x3)/(nx3) and 2(2x4) reconstructions are seen on the 
growing surface of the films across a range of film thicknesses with the surface 
coverage of the 2(2x4) reconstruction increasing between 10 ML and 20 ML 
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before tailing off at higher thicknesses.  Details about the surface coverage of 
the 2(2x4) in Fig. 3.15 are summarized in Table 3.1.  At 10 ML the 2(2x4) 
reconstructions comprises approximately 9.31% of the surface while the 
remainder of the surface is covered in (nx3).  When the film thickness is 
increased to 20 ML the resulting surface structure still consists of 2(2x4) and 
(nx3) reconstructions.  The surface coverage of the 2(2x4) has increased to 
15.98% and these reconstructions appear to align in a denser array of rows that 
are parallel to the [ 011 ].  At 10 ML individual rows of 2(2x4) dimmers tend 
to form with an average chain length of 3±2 dimers.  On the 20 ML STM 
image in Fig. 3.15 there are several spots where four or more rows are aligned 
parallel to each other and the average chain length has risen to 5±3 dimers.  The 
2(2x4) surface coverage begins to decrease with increasing thickness above 
20 ML and by 30 ML the surface coverage has fallen to 8.21%.  The surface 
coverage continues to decrease as the thickness increases up to the critical 
thickness.  A decrease in the 2(2x4) surface coverage at higher thicknesses 
has been attributed to an increase in roughening in the layer, which is seen in 
the AFM images of thicker films.[29]  This suggests that the two 




Figure 3.15: In situ STM (-2.88 V, 100 pA) images of In0.81Ga0.19As/InP.  If 
growth temperature is kept constant and the total thickness of the In0.81Ga0.19As 
layer is allowed to vary from 10 ML < h < 60 ML, a mixture of (4x3)/(nx3) and 
β2(2x4) are observed on the growing surface.  All sample were grown with Tg= 







Thickness β2(2x4) Length β2(2x4) Area Coverage 
10 ML 3±2 dimers 11.25±1.31 nm
2 9.56±0.32% 
20 ML 11±3 dimers 33.44±4.77 nm
2 15.89±0.61% 
30 ML 8±4 dimers 17.83±1.59 nm
2 8.21±0.27% 
40 ML 3±2 dimers 10.89±2.81 nm
2 5.43±0.19% 
50 ML 5±2 dimers 17.36±6.75 nm
2 4.82±0.14% 
60 ML 4±2 dimers 13.53±8.32 nm
2 5.01±0.12% 
Table 3.1: Details about the surface coverage of the β2(2x4) 
reconstructions shown in Fig 3.15 including the dimer length, domain 
area, and total surface coverage. 
 
 
3.4.2 Coexistence as a function of growth temperature 
A set of experiments varying the growth temperature would be useful in 
proving that the two reconstructions are stable across a range of growth 
temperatures, in agreement with previously published reports for 
reconstructions found on other semiconducting alloys.[33, 76, 77]  Figure 3.16 
is a series of in vacuo STM images of In0.81Ga0.19As/InP(001) where the growth 




Figure 3.16: In situ STM (-2.88 V, 100 pA) images of In0.81Ga0.19As/InP.  
Temperature is the only growth condition varied from 465 °C ≤ T ≤ 515 °C.  A 
mixture of (4x3)/(nx3) and β2(2x4) domains are stable on the growing surface of 
In0.81Ga0.19As/InP(001) across a range of growth temperature.  All samples are 
10 ML thick with RGa= 0.5 ML/s, and V/III flux= 4 (after five minute anneal). 
 
Details about the surface coverage of the 2(2x4) in Fig. 3.16 are 
summarized in Table 3.2.  At 465 °C, the STM image in Fig. 3.16 is comprised 
of approximately 2% β2(2x4) with the remainder of the surface covered in 
(nx3).  The β2(2x4) reconstruction aligns in isolated chains of 3±2 dimers long.  
When the growth temperature is increased 475 °C the chain length has risen to 
5±3 dimers and a few parallel chains of β2(2x4) reconstructions are beginning 
to appear.  Surface coverage of the β2(2x4) continues to increase with 
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increasing temperature through 515 °C.  At higher temperatures film 
roughening prevents quantitative analysis of the surface reconstructions using a 
STM.  As the temperature increases the β2(2x4) clusters into larger adjacent 
rows and the average chain length also continues to increase.  These images 
show that there is a mixture of (4x3)/(nx3) and 2(2x4) reconstructions that are 
stable across a range of growth temperatures. 
 
 
Temperature β2(2x4) Length β2(2x4) Area Coverage 
465 °C 3±2 dimers 8.02±0.73 nm
2 1.83±0.08% 
475 °C 5±3 dimers 11.41±1.09 nm
2 5.20±0.14% 
485 °C 5±4 dimers 10.60±0.92 nm
2 6.87±0.21% 
495 °C 5±3 dimers 14.13±0.87 nm
2 9.31±0.31% 
505 °C 7±4 dimers 16.05±2.04 nm
2 10.36±0.51% 
515 °C 9±5 dimers 19.19±3.63 nm
2 13.98±0.55% 
Table 3.2: Details about the surface coverage of the β2(2x4) 
reconstructions shown in Fig 3.16 including the dimer length, domain 
area, and total surface coverage. 
 
3.4.3 Summary of Results  
The coexistence of the β2(2x4) and (nx3) reconstructions is robust over a 
wide range of growth conditions.  Figure 3.17 is a plot of the surface coverage 
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data of β2(2x4) reconstructions on In0.81Ga0.19As as a function of film 
thickness.  Experimental data for different temperatures are plotted.  Across the 
growth temperatures studied the maximum film thickness was limited by the 
roughening of the film, which inhibits the ability of the STM tip to remain 
stable enough to successfully image the surface.  At Tg = 465 °C the surface 
coverage of the β2(2x4) slowly increases from approximately 1.9% at 10 ML to 
almost 9% at 50 ML.  This is followed by a decrease to just over 7% above 50 
ML.  This trend of the surface coverage increasing followed by a decrease at 
higher thicknesses is consistent across the growth temperatures presented.  At 
Tg = 475 °C the maximum β2(2x4) surface coverage of 11% occurs at 35 ML, 
15 ML less than the thickness of the maximum surface coverage at Tg = 465 
°C.  The thickness where the maximum surface coverage is observed continues 
to decrease as the growth temperature is increased and at Tg = 515 °C the 




Figure 3.17: A plot of the β2(2x4) surface coverage as a function of film 
thickness and growth temperature.  The dashed lines are guides for the eye 
with different temperatures highlighted in different colors to better illustrate 







In general, the coverage of the β2(2x4)  increases with increasing film 
thickness, followed by a decrease in coverage at the highest thicknesses.  This 
decrease at higher thicknesses has been attributed to increased roughening of 
the layer.[78]  The thickness at which the maximum coverage is observed is 
related to the growth temperature.  Indium segregation is also related to the 
surface coverage of the β2(2x4).[58]  In this section the influence of indium 
surface segregation and surface morphology are discussed in more detail. 
 
3.5.1 Indium Segregation in In0.81Ga0.19As/InP(001) Films 
The surface coverage of the β2(2x4) is related to the growth temperature, 
as shown in Fig. 3.17.  The maximum surface coverage for a given temperature 
series increases with increasing temperature to 495 °C before tailing off at 
higher temperatures.  It is proposed that the formation of β2(2x4)  domains is 
related to indium segregation.[49, 58, 79]  There is also experimental evidence 
that suggests that the magnitude of dampening in RHEED intensity oscillations 
is related to the indium segregation coefficient.[63]  Figure 3.18 shows a set of 
two RHEED intensity oscillations during the depositions of In0.81Ga0.19As at 
485 °C(blue dashed oscillations at top)  and 505 °C(solid red oscillations at 
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bottom).  The magnitude of the decay in intensity oscillations for films grown 
at 505 °C (measured by subtracting the minimum RHEED intensity from the 
maximum intensity of the oscillations at the beginning and end of growth) is 
greater than the initial magnitude of the decay for films grown at 485 °C as 
measured using Eqn. 3.1 and Eqn. 3.2.  In other words the magnitude of the 
decay in intensity during growth is the parameter that is being examined as 
evidence of indium segregation, not the global maximum intensity relative to 
another sample grown at a different temperature.  
It is well known that the indium segregation length is larger at high 
temperature because the exchange of atoms between the sublayers and the 
surface becomes more kinetically limited as the growth temperature is 
decreased.[57]  The decrease in the initial magnitude of the RHEED intensity 
oscillations at lower temperature in Figure 3.18 is evidence of a corresponding 
decrease in the indium segregation length.  This result is consistent with the 
maximum β2(2x4) surface coverage trends on In0.81Ga0.19As, which increase 
through 495 °C.  Therefore it is reasonable to expect that the increase in the 
global maximum surface coverage of the β2(2x4) with increasing growth 
temperature is related to indium segregation.   
The decay constant for the RHEED oscillations shown in Fig. 3.18 was 
obtained using Eqn. 3.1 and then multiplied by the growth rate to obtain a value 
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of the decay constant expressed in MLs.  The segregation coefficient and 
segregation length can now be calculated using the decay constant instead of 
the characteristic length.  The results show that a segregation coefficient of R = 
0.84 at Tg = 505 °C and R = 0.74 at Tg = 495 °C.  Therefore, the effective 
length over which the effects of the segregation phenomena can occur rises 
from 3.3 ML at Tg = 495 °C to 5.7 ML at Tg = 505 °C, resulting in an increase 
of ~73%.[63]  This is consistent with the coverage trends shown in Fig. 3.17 





A decrease in the β2(2x4) surface coverage above 495 °C as observed in 
STM images is likely due to indium desorption from the surface.  Indium 
desorption is more dominant at higher temperatures, particularly above 
 
Figure 3.18:  RHEED intensity oscillation for In0.81Ga0.19As films grown at 
485 °C (blue dashed oscillations at top) and 505 °C (solid red oscillations at 
bottom).  The magnitude of the decay in intensity oscillations for films 
grown at 505 °C is greater than the magnitude of decay in intensity 
oscillations for films grown at 485 °C. 
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500°C.[57]  Desorption reduces the surface population of indium atoms, 
resulting in a corresponding decrease in the indium segregation length.  
Indium segregation also plays a role in the relationship between β2(2x4)  
surface coverage and film thickness.  Across all of the temperature regimes 
studied the β2(2x4) surface coverage initially increases with increasing film 
thickness.  As the film get thicker there are additional indium atoms available 
in the bulk to segregate to the surface layer.  In other words, the segregation of 
indium to the surface for thin film is limited by the number of indium atoms 
available in the bulk.  At Tg = 465 °C, the indium segregation length in InGaAs 
films has been measured at 1.4 nm.[57]  At this temperature only a few 
monolayers below the surface would be available to contribute indium atoms.  
By Tg = 495 °C, the indium segregation length has increased to 2.1 nm.[57]  
This increase in the segregation length is consistent with the maximum β2(2x4) 
surface coverage, which increases from 8.8% to 15.9% over the same 
temperature range. 
 
3.5.2 Influence of Surface Morphology on Coexistence 
Analysis of the β2(2x4) surface coverage with increasing thickness 
shows that the coverage initially increases with film thickness followed by a 
decrease at higher thicknesses.  While the initial increase in β2(2x4) coverage 
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can be attributed to indium segregation, the mechanisms behind the decrease in 
the surface coverage at higher thicknesses are not well understood at this time.   
Figure 3.19 shows a graph of the surface coverage of the β2(2x4) 
reconstructions (blue) and surface roughness data (red) for In0.81Ga0.19As films 
grown at 485 °C for thicknesses 10 ML ≤ h ≤ 70 ML.  The roughness data was 
obtained from ten point roughness analysis.  Initially, the surface coverage of 
the β2(2x4) domains increases with increasing thickness  up to 20 ML before 




Figure 3.19: Plot of the surface coverage of the β2(2x4) reconstructions 
(blue) and surface roughness data (red) for In0.81Ga0.19As films.  AFM 




β2(2x4) reconstructions are thought to be stabilized by strain in the film 
as a result of a lattice mismatch.[80]  It is well known that surface roughening 
is a common strain relief mechanism in films grown with a high lattice 
mismatch, especially at or near the critical thickness.  The driving force behind 
roughening is that although the surface area increases the roughening allows for 
the partial relaxation of strain due to elastic deformation of the film.  AFM 
images taken at each thickness plotted in Fig. 3.19 show a change in surface 
morphology at 60 ML and above.  At lower thickness the In0.81Ga0.19As surface 
is vicinal and characterized by layer-by-layer growth similar to 20 ML AFM 
image shown in Fig. 3.19.  At 60 ML AFM micrographs show that the surface 
morphology has transitioned to a mounded three-dimensional growth mode like 
the AFM of the surface shown at 70 ML in Fig. 3.19.  This evidence suggests 
that there is roughening in the film that is relieving residual strain in the film.  
This is consistent with the surface coverage data that shows that as the surface 
roughness increases the β2(2x4) coverage decreases.  If the β2(2x4) domains 
are indeed stabilized by strain then their surface coverage should decrease if the 






3.6  Conclusions 
Surfaces of In0.81Ga0.19As/InP grown by molecular beam epitaxy and 
imaged by in vacuo scanning tunneling microscopy were studied in this 
chapter.  The main conclusions are summarized as follows: 
(1) The surface of In0.81Ga0.19As films was observed to consist of small 
anisotropic regions of a β2(2x4) reconstruction in a matrix of a 
disordered (nx3) reconstruction.   
(2) The presence of β2(2x4) is stable across a range of growth conditions 
and material properties including growth temperature and total film 
thickness.   
(3) Indium segregation length plays a role in domain stability and the 
resulting surface coverage of β2(2x4).  Surface coverage data shows 
that growth temperate affects the nucleation and growth of the β2(2x4) 
reconstruction.  
(4) The β2(2x4) domains are strain stabilized.  Surface coverage data of 
films shows that the total film thickness plays a role in the stability of 
β2(2x4) domains.  AFM images and surface roughness analysis shows 
that there is a transition from vicinal to mounded growth at thicknesses 










As seen in Chapter 3, multiple reconstruction domains can coexist on the 
surface of In0.81Ga0.19As across a wide range of growth conditions.  It is 
believed that elastic relaxation at the boundaries of the β2(2x4) reconstruction 
and strain energy play a role in thermodynamically stabilizing the surface 
reconstruction domains.  Anisotropy at the boundaries can affect the final shape 
of stable reconstruction domains.  This chapter presents a thermodynamic 
model originally developed by Tromp et. al.[19] for triangular shaped domains 
on Si(11) and modified in order to help understand the stability of the β2(2x4) 
and (nx3) reconstructions on the surface of In0.81Ga0.19As.  This model 
incorporates elastic relaxation, unit strain energy, and anisotropy at the 
boundaries to determine the free energy on the surface.  The thermodynamic 
model is used to analyze experimental results for In0.81Ga0.19As/InP and the 
model fits the data reasonably well. 
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The contents of this chapter are structured in the following manner.  
Section 4.2 (“Background”) discusses the energetics of a mixed 
reconstruction surface with rectangular shaped domains under stress.  
Consideration will also be given to the effects of anisotropy in the elastic 
relaxation term.  Section 4.3 (“Experimental Procedure”) details the methods 
used to grow the In0.81Ga0.19As films used to fit the model.  Section 4.4 
(“Thermodynamic model”) presents in detail the thermodynamic model 
paying particular attention to a free energy equation incorporating elastic 
relaxation of rectangular shaped domains and the inclusion of anisotropy in the 
elastic relaxation term of the model.  The thermodynamic model derived in 
Section 4.4 is discussed in detail in Section 4.5 (“Discussion”) paying 
particular attention to the influence of surface energy (Section 4.5.1), the 
geometry of the domains (Section 4.5.2), and the importance of elastic 
relaxation when modeling the domains seen on the surface of In0.81Ga0.19As 
(Section 4.5.3).  The effects of anisotropy in the boundary energy term is also 
discussed (Section 4.5.4) and a comparison to the experimental data is 
presented (Section 4.5.5).  The main conclusions of this chapter are 






The nucleation and growth of surface reconstructions at low temperature 
is often discussed in terms of kinetics.  In the past few years, studies utilizing 
STM and AFM have greatly improved the understanding of kinetic processes 
such as the adsorption of atoms onto a surface, the diffusion of these atoms 
once on the surface, and their attachment to a growing nucleus.  At low 
temperature adatom diffusion is slow and a deposition flux will usually result in 
adatom concentrations that far exceed the equilibrium concentration of atoms 
on the surface.  These conditions are not necessarily true at higher deposition 
temperatures.  At higher temperatures the equilibrium adatom concentration on 
the surface can be so high that an incoming growth flux may only slightly 
increase the surface concentration.  For high temperature growths reversible 
collective phenomena are more important than individual atomic events and 
thermodynamics have a larger impact on the nucleation and growth of 




Figure 4.1: Image of the surface of Si(111) showing a (7x7) domain in a (1x1) 
background on large step-free terraces.  The difference in surface stress 
between the two domains results in force monopoles at the phase boundaries 
(arrows).[19] 
 
Recently, research has gone into understanding the nucleation and 
growth of mixed reconstruction domains on the surface of semiconducting 
surfaces via a thermodynamic model.[19]  The surface free energy of the 
Si(111) surface was analyzed with respect to the (7x7) and disordered (1x1) 
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reconstructions observed on the surface and shown in Fig. 4.1.  The surface 
stresses of these two reconstructions differ with the (7x7) reconstruction being 
tensile relative to the (1x1).  As a result of these different reconstructions the 
surface of Si will lower its overall strain energy by elastic relaxation. In this 
case the more compressive regions will tend to elastically expand while tensile 
regions will contract.  The free energy costs associated with forming a single 
triangular shaped (7x7) domain with sides of length L in a matrix of (1x1) is 
given by: 
∆𝐺 = 3𝐿𝛽 +
 3
4
𝐿2∆𝛾 + 𝑈 𝐿 + 𝐸𝑐  [19]        Equation 4.1 
    The first term in Eq. 4.1 represents the energetic cost of the boundary 
between the (7x7) and (1x1) boundary.  β represents the boundary energy per 
unit length and 3L represents the total length of the (7x7) boundary.  The 
second term in Eq. 4.1 accounts for the differences in the surface energy 
between the two reconstructions.  Δγ represents the difference in energy 




U(L) is the energy gained through elastic relaxation at the boundaries and Ec 
represents the energy costs associated with the corners of the triangular domain. 
The same general approach used for the triangular (7x7) domains found 
on Si(111) can also be applied more generally to the coexistence of multiple 
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rectangular shaped  domains.  Taking into account the boundary energy, 
surface energy, elastic energy and rectangular geometry yields a change in the 
free energy equal to: 
∆𝐺 = 2 𝑠 + 𝑡 𝛽 + 𝑠𝑡∆𝛾 + 𝑈 𝑠, 𝑡 + 𝐸𝑐  [19]  Equation 4.2 
where s and t represent the length and width of the rectangular domain.  
For a given rectangular domain it is useful to consider the energy associated 
with a domain with a given area A=st.  Given a fixed area the domain can 
optimize its shape by varying the value of s and t under the constraint A=st in 
order to minimize the elastic and boundary energy.  Using Eqn. 4.2 to analyze 
this shape distribution yields some interesting results.  Figure 4.2 is a plot of the 
area of a rectangular domain versus length or width calculated using Eqn. 4.2.  
When the area of the domain is kept small the equilibrium shape is always 
square (s=t).  As the domain area increases the square shape becomes 
energetically unfavorable, eventually leading to a bifurcation above a critical 





Figure 4.2: Graph of the area of a rectangular shaped domain versus length or 
width derived using Eqn. 4.2.  Small domains have a square geometry but 
above a critical size the shape will always transform into a rectangle of width s 
and length t.[19] 
  
 The exact value of the critical area depends on the ratio of the boundary 
energy to the elastic relaxation energy per unit length (F0).  As the boundary 
energy increases, the square shape remains stable at higher sizes as it 
minimizes the boundary length for a given area.  But as the squares increase in 
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size elastic relaxation becomes less effective eventually leading to a bifurcation 
regardless of the ratio of β to F0.   
The form of U(x,y), the elastic relaxation energy, has been determined 
by continuum elasticity theory for the case where an isolated rectangular 
domain is subjected to an isotropic biaxial stress.[81]  Li and coworkers[81] 
have shown that under these conditions, the elastic relaxation energy of a 
rectangular domain is given by: 
𝑈 𝑥, 𝑦 = 2𝑈1 𝑥 + 2𝑈1 𝑦 + 2𝑈2 𝑥, 𝑦 + 2𝑈3 𝑥,𝑦 + 2𝑈3 𝑦, 𝑥     
Equation. 4.3 
where U1(x) is the energy contained in an isolated boundary, U2(x,y) is the 
interaction between the sides of a domain that meet at a corner, and U3(x,y) is 
the interaction between parallel sides of the isolated boundary.  The terms that 
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where υ is Poisson’s ratio, a is the lower limit of integration (i.e. a approaches 












where f is the magnitude of the difference in the stress between the 
reconstruction domains, and M is the Young’s modulus.[81] 
 The free energy costs associated with the formation of a mixed 
reconstruction domain as shown by Tromp et. al. can be extended to include the 
coexistence of the β2(2x4) and (nx3) domains found on the surface of 
In0.81Ga0.19As if the free energy equation is modified to include the rectangular 
geometry of the reconstructions and the biaxial stress found on these films.  
What follows is a discussion of the role thermodynamics plays in the nucleation 
and growth of β2(2x4) reconstructions in a matrix of (nx3). 
 
4.3 Experimental Procedure 
Samples were grown using an EPI 930 molecular beam epitaxy system 
with solid source In and Ga cells and a valved cell for As4.  The growth rates 
were calibrated using reflection high-energy electron diffraction (RHEED) 
intensity oscillations, and the growth temperature was monitored using a 
pyrometer, calibrated by observing the temperature at which the oxide 
desorption for an InP(001) substrate occurs.  The substrates were initially 
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heated to a temperature T=550°C under a typical As4 growth flux of 2 ≤ FAs4 ≤ 
4 monolayers per second (ML/s) to remove the oxide layer, after which the 
temperature was immediately lowered to T=485°C.  The growth rate of each of 
the alloy components were calibrated using RHEED oscillations. A 0.5 μm 
thick In0.53Ga0.47As buffer layer lattice matched to InP(001) was deposited at a 
total group III growth rate R=0.5 ML/s.  After deposition of the buffer layer the 
sample was annealed for 25 minutes while ramping to the In cell temperature 
required for the deposition of an In0.81Ga0.19As film.  These films were also 
grown under conditions that maintained layer-by-layer growth.  At the end of 
growth, all samples were quenched under the same As4 flux used during 
growth, after which the samples were transferred in vacuo to a Scanning 
Tunneling Microscope (STM).  This procedure has been shown to result in a 
surface morphology that is planar with occasional 2D islands, having an 
RHEED pattern that possesses the same symmetry as during deposition.[29] 
 
4.4 Thermodynamic Model 
The deposition of strained In0.81Ga0.19As on top of an InGaAs buffer 
layer lattice matched to InP(001) has been shown to lead to the formation of a 
mixture of distinct surface reconstructions.[18, 33, 49, 73, 76]  Figure 4.3 is a 
filled state (-2.99 V, 100 pA) 500 x 500 Å STM image of a h=30 ML 
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In0.81Ga0.19As/InP film deposited at T=485°C, R=0.5 ML/s, FAs4=2.5 ML/s, and 
V/III flux ratio=5.  The atomic surface structure consists of a disordered (nx3) 
surface with domains of β2(2x4).   
 
Figure 4.3: STM image of In0.81Ga0.19As showing that the surface is comprised 
of areas of β2(2x4) surrounded by a disordered matrix of (4x3). 
 
Considering only the difference in the surface energy of the two 
reconstructions, the fact that both the (2x4) and (nx3) reconstructions are 
present on the surface is surprising.  Although there is still some uncertainty as 
to the details of the atomic arrangement of the (nx3) reconstruction, it has been 
suggested that the (nx3) phase has a somewhat higher surface energy than the 
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2(2x4) phase across a wide range of surface energy conditions.[33]  In this 
case, the (nx3) domain’s surface energy should equal that of the 2(2x4) only 
for one chemical potential (or set of growth conditions).  However, many 
groups report that the coexistence of 2(2x4) and (nx3) domains is robust over 
a large range of temperatures and compositions in InGaAs films.[18, 33, 49, 
76] 
It may be possible that the coexistence of these two reconstructions is 
due to the fact that the surface is rapidly quenched.  That is, the mixture of the 
two phases represents a nonequillibrium condition.  Annealing experiments 
show a decrease in the coverage of the (2x4) reconstruction as a function of 
annealing time and temperature.[29]  However, XPS on those surfaces show 
that the In composition at the surface also decreases, presumably due to 
desorption of In.[29]  Thus, it is unclear from those experiments whether the 
decrease in coverage is a result of equilibration, or a change in the surface 
composition, and thus a change in the equilibrium conditions more generally.   
Instead we propose that the coexistence of these reconstructions is 
thermodynamically stabilized by the elastic relaxation between the 
reconstruction domains.  The free energy of the surface containing multiple 
reconstruction domains has been shown to be ∆𝐺 = 2 𝑥 + 𝑦 𝛽 + 𝑥𝑦∆𝛾 +
𝐹0𝑈(𝑥,𝑦) (Eqn. 4.5).[19]  F0U(x,y) is the elastic relaxation energy, where F0 is 
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 , f is the magnitude of the 
difference in the stress between the reconstruction domains, M is the Young’s 
modulus, and ν is Poisson’s ratio.[19, 81]  The form of U(x,y) has been 
determined by Li and coworkers[81] using continuum elasticity for the case 
where an isolated rectangular domain is subjected to an isotropic biaxial stress 
and taking into account the elastic interactions of each of the domain 
boundaries, and is only a function of x and y. 
Figure 4.4 represents a rectangular shaped domain similar to the β2(2x4) 
in a matrix of a different surface reconstruction like the disordered (nx3).  In 
Fig. 4.4 x and y are the width and length of one of the β2(2x4) reconstruction 
along the [110] and [ 011 ] directions, respectively.  The energy to form the 
boundary between the β2(2x4) and (nx3) domains () is highlighted in beige.  
The surface energy difference between the domain and the surrounding surface 
() is highlighted in orange while the constant energy associated with the 
corners of the domain is highlighted in purple (Ec).  The black arrows represent 
the elastic relaxation energy U(x,y).  
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Figure 4.4: Schematic of a rectangular shaped reconstruction in a background 




This section details the importance of the elastic relaxation term in the 
thermodynamic model.  The stability of the coexistence is compared in the 
model using both small and large elastic relaxation terms.  A discussion of the 
effect anisotropy in the boundary energy term has on the geometry of the 
domains is also considered along with a comparison of the thermodynamic 
model with experimental data. 
83 
 
4.5.1 Importance of elastic relaxation in the thermodynamic model 
Inspection of Eqn. 4.5 shows that the coexistence of reconstruction 
domains may be induced by the addition of elastic relaxation at the boundaries.  
Because the elastic relaxation term in Eqn. 4.5 is negative, this term will act to 
lower the total free energy of the system for F0>0.   Figure 4.5(a) is a contour 
plot of the total free energy as a function of the domain width and length for 
Δγ=1 meV/Å2, β=1 meV/Å, F0=10 meV/Å (Appendix A).  The darker shades 
represent lower total free energies.  Figure 4.5(a) shows that for small values of 
F0, the positive surface energy and boundary energy terms dominate and there 
is a tendency for the domain to shrink (i.e. the coexistence is not favored).  
Figure 4.5(b) shows a plot of the total free energy as a function of the length (or 
width) of the domain for increasing domain areas (D=20 Å2, 55 Å2, 100 Å2) 
(Appendix B).  These values were chosen arbitrarily in order to illustrate the 
behavior of these equations.   Black squares on the plot indicate where the 
domain shape is square.  For small areas (D=20 Å2 in Fig. 4.5a) the minimum 
energy occurs for a single value of the length (or width), that is, for square 
domains. As the domain size increases, the overall energy of the domain 
increases due to the increase in surface area and boundary length.  Above some 
critical size, which is solely based upon the ratio of the boundary energy (β) 
and the elastic relaxation energy (F0),[81] the stable shape becomes 
multivalued in length (or width), thus resulting in a rectangular domain.  In fact 
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for domains with an area confined to D=55 Å2 and 100 Å2 as seen in Fig. 
4.5(b), the square shaped domains sit at a local maximum.  In the case of small 
values of F0, the only way to observe the coexistence of reconstruction domains 
is if the kinetics of the system are such that global equilibrium cannot be 
achieved.  This may be the case if the system is quenched, thus freezing in the 
metastable state, or if other kinetic factors, such as anisotropic diffusivity, 






Figure 4.5: (a) Contour plot of the total free energy as a function of the domain 
width and length for Δγ=1 meV/Å2, β=1 meV/Å, F0=10 meV/Å.  The darker 
shades represent lower total free energies. (b) Plot of the total free energy as a 
function of the length (or width) for increasing domain areas (D=20 Å2, 55 Å2, 
100 Å2).  These values were chosen arbitrarily in order to illustrate the behavior 
of these equations.   Black squares and gray triangles on the plot indicate where 




For larger values of F0 the elastic relaxation is such that the coexistence 
of the surface reconstruction domains is globally stable.  Figure 4.6(a) is a 
contour plot of the total free energy as a function of the domain width and 
length for Δγ=1 meV/Å2, β=1 meV/Å, F0=30 meV/Å (Appendix A).  Again, 
the darker shades represent lower total free energies.  Figure 4.6(a) shows that 
for larger values of F0, the elastic relaxation energy terms dominate and the 
coexistence of domains is stabilized when the reconstruction takes on a 
rectangular shape.  Figure 4.6(b) shows a plot of the total free energy as a 
function of the length or width of the domain for increasing domain areas 
(Appendix B).  Overall, the energy decreases with increasing domain area, 
indicating that larger domain sizes are more stable, and that coexistence of 
reconstruction domains is thermodynamically favored.  As before, there is a 
critical size above which rectangular domains are stabilized, as indicated by the 
square dots in Fig. 4.6(b).  If the system is allowed to reach equilibrium, the 
domains would continue to grow in area, and take on a shape that is infinitely 
long and vanishing narrow.  In other words, the equilibrium reconstruction 






Figure 4.6: (a) Contour plot of the total free energy as a function of the domain 
width and length for Δγ=1 meV/Å2, β=1 meV/Å, F0=30 meV/Å.  The darker 
shades represent lower total free energies. (b) Plot of the total free energy as a 
function of the length (or width) for increasing domain areas (D=20 Å2, 55 Å2, 
100 Å2).  These values were chosen arbitrarily in order to illustrate the behavior 
of these equations.   Black squares and gray triangles on the plot indicate where 
the domain shape is square and rectangular, respectively. 
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4.5.2 Anisotropy in the boundary energy term 
In the discussion so far, the boundary energy is assumed to be isotropic; 
anisotropy in this term, however, eliminates the appearance of square domains 
all together.  Figure 4.7 shows plots of the length and width of the domains as a 
function of domain size for Δγ=1 meV/Å2, F0=30 meV/Å, βx=1 meV/Å, and 
varying βy.  For an isotropic boundary energy (βx= βy indicated by the solid line 
in Fig. 4.7), the length and width are equal for sizes below the critical domain 
size.  For large domains, however, the length and width take on dissimilar 
values (rectangular domains) with increasing size, and the aspect ratio (domain 
length/domain width) also increases with increasing size.  This reflects the 
ability of the elastic relaxation term to lower the total energy of the system.  For 
anisotropic boundary energy, that is when (βx ≠ βy indicated by the hashed lines 
in Fig. 4.7), square domains are not stable for any domain size.  Instead, the 
length and width of the domains are never equal, and the aspect ratio always 




Figure 4.7: Plot of the experimental data (dots) for the dependence of the 
length and width of the domains as a function of area for films deposited at 
T=505°C, RGa= 0.5 ML/s, h=20 ML, and V/III flux= 5.  The solid line was 
produced using the model for isotropic domains with Δγ=1 meV/Å2, βx=1 
meV/Å, βy=1 meV/Å, F0=30 meV/Å, a=1.9 Å, ν=0.3.  Dashed lines were 
produced using the model for anisotropic boundary energies (Bx/ By=10 and Bx/ 
By=30). 
 
Our experimental results are consistent with this thermodynamic picture.  
Figure 4.7 also plots the experimental data for the dependence of the length and 
width of the domains as a function of area for films deposited at T=505°C.   



























meV/Å, βy=30 meV/Å, F0=30 meV/Å, a=1.9 Å, ν=0.3.   These values were 
chosen as a best fit of our data, however, they are consistent with those found 
for other systems.  For example, the unit strain energy for the coexistence of the 
(1x1) and (7x7) reconstructions in Si was found to be 35.65 meV/Å,[82] close 
to the value of 30.0 meV/Å used for the model that best fits our experimental 
data.  The value for the change in the surface energy between the (nx3) and the 
β2(2x4) is not known, however, the dependence of the domain shape is not 
very sensitive to this value.  A more precise determination of the β and F0 will 
require additional experiments and ab initio calculations.  Nonetheless, these 
results show that the form of the equation predicts the shape distribution of the 
reconstruction domains reasonably well. 
The boundary anisotropy varies with the growth temperature.  Figure 4.8 
is a plot of the boundary energy anisotropy of the β2(2x4) reconstructions as a 
function of temperature.  The points were obtained by fitting the experimental 
data to Eqn. 1, assuming that Δγ=1 meV/Å2, βx=1 meV/Å, F0=30 meV/Å, and 
varying βy.  Figure 4.8 shows that the anisotropy of the boundary energy more 
than doubles over a 70° temperature increment.  This temperature dependence 
of the boundary energy is consistent with results for the stiffness of silicon 
steps,[83] and indicates that the configurational entropy along the [ 011 ] 




Figure 4.8: Plot of the boundary energy anisotropy as a function of growth 
temperature.  The points were obtained by fitting the experimental data to Eqn. 
4.5, assuming that Δγ=1 meV/Å2, βy=1 meV/Å and F0=30 meV/Å. 
 
Ultimately, the β2(2x4) domains want to reach an equilibrium shape that 
will provide the greatest amount of elastic relaxation.  As a result of the 
boundary energy anisotropy, this shape will tend towards domains that are 
infinitely long along the [ 011 ] and vanishingly narrow along the [110].  This 
would effectively result in the self-assembly of a nanoscale 1D pattern on the 
surface of In0.81Ga0.19As/GaAs films.  Prior work has shown that long and 














do form, and persist on very rough surfaces as well[84] suggesting that 
controlling the shape and distribution of these domains can result in 
nanostructure formation.  More work will be needed in this area to better 
understand under what conditions this 1D pattern formation is allowed to form. 
4.6 Conclusions 
The deposition of InGaAs, strained 1.9% in compression with respect to 
the substrate, leads to a surface composed of a (nx3) reconstruction with 
domains of β2(2x4).  The conclusions of this chapter are summarized as 
follows: 
(1) This work shows that a combination of thermodynamic models from 
Li and Tromp may be applied to the size distribution of 
reconstructions in heteroepitxial films. 
(2) This demonstrates the importance of the boundary anisotropy on the 
formations of nanostructures in the plane of the terrace.   
(3) For large unit strain energy, this coexistence is globally stable with an 
equilibrium domain shape that is infinitesimally narrow and infinitely 
long.   
(4) Experimental data is consistent with this picture, showing that the 
shape of the domains becomes more anisotropic with increasing 










The growth of heteroepitaxial films with a moderate (~2%) lattice 
mismatch usually occurs in the Stranski-Krastanov (SK) mode,[85] where 
planar wetting layers initially form followed by the nucleation and growth of 
coherent three-dimensional (3D) features above some critical thickness. 
Theoretically, both islands and pits can relieve strain,[86] but experimentally 
only islands are typically observed as the initial mechanism of strain relief.[87]  
The difficulty associated with the formation and growth of pits is in their ability 
to reach a critical size for stable growth.  Because the growth of a pit requires 
that atoms are removed, a growth flux tends to annihilate the pit before it 
reaches a critical size.  The formation of pits on the surface has been observed 
to occur under certain circumstances nonetheless.  Pits have been shown to 
form on the surface of In0.27Ga0.73As/GaAs(001) films, but not until after island 
nucleation.[88] In this case, the islands act as sinks for atoms on the surface, 
reducing the average number of adatoms in their vicinity thus increasing the 
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likelihood of pit formation. Pits also have been reported in the SiGe systems 
under kinetically limited growth conditions; that is, at relatively high growth 
rates and low temperatures.[89]  Bouville and coworkers have shown that 
materials parameters such as lattice mismatch and surface energy, or growth 
conditions such as temperature and growth rate can significantly impact the 
type of 3D features present on the surface and its subsequent development.[86] 
The aim of this study is to show that there is a growth regime in lattice 
mismatched films of In0.81Ga0.19As/InP(001) where pits rather than islands form 
on the surface above a critical thickness.  This result demonstrates 
experimentally that islands and pits are analogous structures and that the SK 
growth mode can result in different types of morphological feature evolution, 
depending on the materials parameters and growth conditions.  The ability to 
control the type of features that assemble during growth will provide new 
pathways for achieving novel nanostructures. 
The remainder of this chapter is structured as follows.  Section 5.2 
(“Background”) presents a comprehensive overview of Stranski Krastanov 
growth in strained heteroepitaxial films.  Section 5.3 (“Experimental 
Procedure”) details the film growth and sample characterization procedures 
for the InGaAs films used for this study.  Section 5.4 (“Pit Nucleation During 
the Growth of Compressively Strained In0.81Ga0.19As/InP(001) Layers”) 
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presents in detail the experimental results and statistical analysis of nucleation 
and growth of pits during the growth of thin films of In0.81Ga0.19As.  Particular 
attention is given to the surface coverage and geometry of the pits and its 
dependence on total film thickness (Section 5.4.1), growth temperature (Section 
5.4.2), and growth rate (Section 5.4.3).  The experimental results from Section 
3.4 are the discussed in detail in Section 5.5 (“Discussion”) paying particular 
attention to strain relaxation, surface energy and their correlation with the 
nucleation and growth of pits.  The main conclusions of this chapter are 
summarized in Section 5.6 (“Conclusions”). 
 
5.2 Background 
The deposition of thin films on crystalline substrates using MBE can 
occur in one of three primary growth modes: Frank-van der Merwe, Volmer-
Weber, or Stranski-Krastanov.  Frank-van der Merwe growth describes two-
dimensional layer-by-layer growth in films with little to no lattice mismatch.  
Volmer-Weber describes the three-dimensional growth of highly mismatched 
or otherwise dissimilar thin films.  For films grown with similar materials and a 
moderate lattice mismatch a two step Stranski-Krastanov growth mode is 
common.  In the case of the SK growth mode flat two-dimensional layers are 
initially deposited followed by a transition to three-dimensional growth above a 
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critical thickness (tSK).  This growth mode has been the subject of numerous 
studies involving metal and semiconducting materials, including InxGa1-xAs 
alloys.  
The SK growth mode has been observed experimentally for a variety of 
InxGa1-xAs alloys.[14, 46, 54, 74, 90-93]  The SK transition is an energetically 
driven, but kinetically limited process. The islands form from a planar surface 
in order to reduce the strain energy of the film, when the amount of energy 
relieved surpasses the cost associated with the creation of new surface.  In fact, 
the SK transition can be eliminated altogether in InxGa1-xAs alloys grown on 
GaAs(001) substrates when x<0.20 as a result of the low misfit.[14, 91]  In 
InxGa1-xAs alloys where the SK transition does occur typically only islanding is 
observed above the critical thickness.[87]  Figure 5.1 shows a three-
dimensional view of quantum sized islands that have nucleated on the surface 
of In0.25Ga0.75As/GaAs(001) above the SK transition.[90]  Similar observations 
of SK growth has been observed in other InxGa1-xAs/GaAs(001) alloys with a 




Figure 5.1: 3D AFM image of pits forming on the surface of 
In0.25Ga0.75As/GaAs(001) above tSK.[90] 
 
Theoretically, both islands and pits can relieve strain.  Figure 5.2 is a 
cross section of the shapes assumed for islands or pits above tSK.  The shape of 
pits are geometrically the inverse of islands and the effect of strain relaxation in 
the film is similar as well.[87]  The morphological development during 
deposition would also be similar, with flat layer-by-layer growth followed by 




Figure 5.2: Cross-sectional view of the shape assumed for islands or pits on 
the surface of moderately strained films above tSK.  Length and height are 
denoted by s and h, respectively.  Edges are oriented at an angle θ with 
respect to the surface of the film. [87] 
 
 The difficulty for pit formation is in their ability to reach the critical size 
during growth.  Because the growth of a pit requires that atoms are removed, a 
growth flux tends to annihilate the pit before it reaches a size that is stable.  
Nonetheless, the formation of pits on the surface has been observed to occur 
under certain circumstances.  Pits have been shown to form on the surface of 
In0.27Ga0.73As/GaAs(001) films, but typically they do not appear until after 
island nucleation.  Figure 5.3 a-c shows a typical sequence in the evolution of 
the surface morphology of In0.27Ga0.73As/GaAs(001) grown at different 
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thicknesses. The morphology of the film at h=31 ML (Fig. 5.3(a)) consists of a 
flat wetting layer, on top of which 3D islands have begun to nucleate, 
indicating that the critical thickness for island formation already has been 
exceeded.  At h=42 ML (Fig. 5.3(b)) the density of 3D islands increases, and 
the islands begin to coalesce locally.  At h=47 ML (Fig. 5.3(c)) the surface is 
contains a high density of close-packed islands.  Also apparent in this image are 
the pits that form only adjacent to clusters of islands.  At even greater 
thicknesses (not shown), the islands and pits coalesce into ripple arrays aligned 
along the [

11 0].[88]  Thus, the nucleation and growth of pits in this system 





Figure 5.3:  1x1 μm AFM images of In0.27Ga0.73As/GaAs films grown at 
grown at T=485°C, R=1.1 ML/s, and V/III flux ratio=4 at film thicknesses as 
noted.  The height scale is 15 nm for (a) and (b) and 20 nm for (c).[94] 
 
Pitting prior to island nucleation has been reported in other material 
systems such as SiGe, but typically these pits are only observed under 
kinetically limited growth conditions, that is at relatively high growth rates and 
low temperatures.[89]  Nonetheless, a theoretical model by Bouville et. al. has 
shown that materials parameters such as lattice mismatch and surface energy, 
or growth conditions such as temperature and growth rate can significantly 
impact the type of 3D features present on the surface at equilibrium and 
predicts that there is a growth regime where pits should nucleate before 
islands.[86] 
Adatom concentration (η) is the key to understanding the nucleation of 
pits on the surface of III-V films grown at equilibrium.  Figure 5.4 shows how 
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η varies between two islands separated by a distance 2l.  The adatom 
concentration is lowest at the edge of an island (ηedge) because the islands act as 
a sink for the adatoms impinging on the surface during deposition.  If the 
adatom concentration is too high then pits will not nucleate and grow before 
incoming adatoms fill the void.  Thus pits cannot nucleate or grow at adatom 
concentrations above a threshold value, defined as ηceil.   If ηceil is lower than 
ηedge pitting is precluded everywhere on the surface.  If ηceil is higher than ηedge 
but lower than ηmid (defined as the adatom concentration midway between two 
islands) pitting will occur on the surface but only adjacent to islands.  When 
ηceil is higher than the adatom concentration everywhere on the surface then 






Figure 5.4:  Graph showing the variation of the adatom concentration η 
between two islands separated by a distance 2l, as a function of 
position.[86] 
 
Material parameters and growth conditions such as lattice mismatch and 
surface energy can also impact the surface morphology and the ability for pits 
to form on the surface.  Figure 5.5 shows where different morphological 
regimes will form as a function of surface and strain energy.  At low mismatch 
and high surface energies neither islands nor pits nucleate and the film remains 
planar (regime 0).  As the surface energy decreases pits can form but only 
adjacent to pits (regime IA) and at even lower surface energies pitting can 
occur delocalized to any island formation (ID).  As the surface energy 
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continues to decrease pits can nucleate and grow even before islands form 
(regime P).  Thus, this model predicts that there is a regime where pits will 
nucleate and grow on the surface before islands as the primary mechanism of 
strain relaxation in films above tSK.[86]  The model also predicts that material 
systems with a high mismatch are more likely to form pits as the driving force 
(elastic energy relaxation) is higher.  However, films grown with a high lattice 
mismatch also have a low critical thickness such as InAs/GaAs where the tSK is 
on the order of 1-2 ML.  Therefore, pitting may be prevented in highly 






Figure 5.5:  Graph showing predicted domains of several morphological 
regimes as a function of surface and strain energy.  Two experimental systems 
are denoted for comparison, In0.27Ga0.73As/GaAs (  ) and InSb/InAs (   ).  The 
geometry of the pits is accounted for in the evaluation of the surface 
energy.[86] 
  
Deposition rate and growth temperature can also affect the surface 
morphology.  Figure 5.6 is a graph showing the predicted experimental growth 
regimes as a function of deposition rate and growth temperature for a single 
materials system.  The model predicts several different surface morphologies 
for a given set of growth conditions.  For the lowest growth rates and 
temperatures the film is expected to remain planar with neither pits nor islands 
nucleating on the surface.  As the growth temperature increases and the 
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deposition rate remains low, the nucleation and growth of pits alone is 
expected.[86] 
 
Figure 5.6:  Graph showing various predicted morphology regimes as a 
function of growth temperature and deposition rate.[86] 
 
Thus pitting is predicted to nucleate instead of islands on the surface of strained 
thin films as the initial strain relief mechanism although experimentally only 
islands are typical seen first.  Pits are known to grow on the surface, but only 




5.3 Experimental Procedure 
Samples were grown using a molecular beam epitaxy system with solid 
source In and Ga cells and a valved cell for As4.  The growth rates were 
calibrated using reflection high-energy electron diffraction (RHEED) intensity 
oscillations, and growth temperature was monitored using a pyrometer, 
calibrated by observing the temperature at which the oxide desorption for an 
InP(001) substrate occurs.  The substrates were initially heated to a temperature 
T=530°C under a typical As4 growth flux of FAs4 = 2.2 monolayers per second 
(ML/s) to remove the oxide layer, after which the temperature was immediately 
lowered to T=485 °C. A 0.5 μm thick In0.53Ga0.47As buffer layer lattice matched 
to InP(001) was deposited at a total group III growth rate R=0.5 ML/s, which 
results in a planar surface morphology as verified by ex situ atomic force 
microscopy (AFM).  After deposition of the buffer layer, the samples were 
annealed for 20 minutes while ramping to the In cell temperature required for 
the deposition of the strained InGaAs films.  The In0.81Ga0.19As films, which 
possess a lattice mismatch of 1.9% in compression with respect to the substrate 
(f = (af - as)/as being the lattice misfit with af and as representing the lattice 
parameter of the film or substrate, respectively) were grown to thicknesses 
40<h<70 ML, as noted.  Growth temperatures for the In0.81Ga0.19As films vary 
between 475 ≤ T ≤ 515 °C and growth rates vary between 0.5 ≤ R≤  1.25 
ML/sec, as noted.  The film composition for both the lattice-matched buffer 
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layer and the In0.81Ga0.19As film was verified post growth by characterizing 
thick samples using X-ray diffraction (XRD). 
  The In0.27Ga0.73As films, which also possess a lattice mismatch of 1.9% 
in compression relative to the GaAs(001) substrate, were grown on top of a 
GaAs buffer layer at T=485°C, R=1.1 ML/sec, and to thicknesses 31<h<47 ML 
as noted.  At the end of growth, all samples were quenched under the same As4 
flux used during growth resulting in a film possessing the same RHEED pattern 
upon cooling as the film possesses during deposition.  This procedure was 
found to maintain the gross features of the surface structure present during 
growth.[84]  Once cooled the samples were transferred in vacuo to a scanning 
tunneling microscope (STM) (-2.88 V, 100 pA) for analysis.  All the samples 
were also characterized ex situ using AFM.   
 
5.4 Pit Nucleation During the Growth of Compressively Strained 
In0.81Ga0.19As/InP(001) Layers  
 This section presents results from the nucleation and growth of pits on 
the surface of In0.81Ga0.19As.  The presence of these pits are observed as a 
function of film thickness, growth temperature, and growth rate.  Information 




5.4.1 Dependence on Film Thickness 
The surface energy, which in the case of InGaAs is altered by the In 
composition, dictates whether islands or pits appear above the critical thickness 
for a given lattice mismatch.  A comparison of the island sizes and densities of 
the In0.27Ga0.73As/GaAs(001) films grown at different thicknesses shown in Fig. 
5.3 is given in Table 5.1.  Both the island surface coverage and the island 
density increase more than three-fold when the film thickness increases from 
31 ML to 47 ML.  The average island length in the [ 011 ] increases slightly 
while the vertical aspect ratio (defined as the height or depth in the [001] 
divided by the length in the [ 011 ]) remains nominally constant. The lateral 
aspect ratio, defined as the length of the pit or island in the [ 011 ] relative to the 
[110], increases with increasing thickness as a result of island coalescence.  Pits 
appear on these films for h = 47 ML, but only adjacent to the islands. These 
pits are small relative to the islands and cover less than one percent of the 
surface.  At even greater thicknesses (not shown), the islands and pits coalesce 
into ripple arrays aligned along the [

1 1  0].[93, 96]  Even though it has been 
shown theoretically that pits are just as efficient at relieving lattice mismatch 
strain as islands,[97] the formation of pits is hampered during deposition as the 
incoming flux tends to annihilate the pits before they reach critical size.  This 
tendency may be overcome in the vicinity of islands where the adatom 
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concentration is depleted,[93] thus resulting in morphologies consisting of both 
islands and pits as seen in Fig. 5.3(c). 
 
 
 31ML 42ML 47ML 
Density 115±10.9 um
-1 191±4.2um-1 358±5.0um-1 
Coverage 10.5±1.2% 22.8±1.7% 50.8±0.6% 
Length [ 011 ] 32.9±7.1nm 34.2±3.3 nm 41.4±3.1 nm 
Lateral Aspect Ratio 2.5±0.56 2.49±0.32 2.9±0.43 
Vertical Aspect Ratio 0.46±0.07 0.44±0.06 0.48±0.05 
Table 5.1: Comparison of islands on the surface of In0.27Ga0.73As shown 
in Figure 5.3 (a)-(c). 
 
In0.81Ga0.19As/InP films have the same lattice mismatch (f=1.9%) as the 
In0.27Ga0.73As /GaAs films, but exhibit a completely different morphological 
evolution in keeping with an “inverse” SK growth mode.  While both the 
In0.27Ga0.73As/GaAs and In0.81Ga0.19As/InP samples are planar below the critical 
thickness, the In0.81Ga0.19As films favor 3D pitting instead of 3D island 
formation at higher thicknesses. Figure 5.7 shows a series of AFM micrographs 
of In0.81Ga0.19As/InP(001) films deposited with increasing thickness from 40 
ML ≤ h ≤ 50 ML.  The dimensions and density of the pits seen on the surface in 
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Fig. 5.7 are given in Table 5.2.  At thicknesses just above the SK transition 
(Fig. 5.7(a)) the surface is comprised of a flat wetting layer onto which a couple 




Figure 5.7:  A series of 1x1μm AFM images comparing the development of 
the surface morphology on the surface of In0.81Ga0.19As grown at T=515°C, 
R=1.2 ML/s, and V/III flux ratio=4 for various thicknesses as noted.  Dashed 
line (b) denotes the location of line scan shown in Fig. 5.8. 
 
 
 40ML 45ML 50ML 
Density 0.33±0.09um
-1 55.2±4.91um-1 72.7±6.23um-1 
Coverage 0.10±0.07% 8.46±0.56% 9.81±0.44% 
Length [ 011 ] 16.1±2.8nm 65.4±4.4nm 111.9±17.2nm 
Lateral Aspect Ratio 1.37±0.23 2.65±0.34 3.94±0.38 
Vertical Aspect Ratio 0.23±0.04 0.19±0.01 0.12±0.03 
Table 5.2: Comparison of pits on the surface of In0.81Ga0.19As shown in 
Figure 5.7. 
 
At higher thicknesses, many diamond-shaped pits are observed with the 
side walls 26° away from the [ 011 ].  Figure 5.8 is a line scan of pits and an 
island shown in Fig. 5.7(b).  This, combined with other line scans, reveal that 
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interior walls make angles of ~81° or ~98° angles with respect to the (001) 
plane.  Together this data suggests that the pit walls are {136}, in agreement 
with previous reports of the shape of islands and pits in the InxGa1-xAs 
system.[96]   
The surface coverage of the pits increases with increasing thickness, in 
this case by two orders of magnitude to almost 10% of the surface at 50 ML.  
At higher thicknesses (Fig. 5.7(c)) the pits begin to coalesce along the [ 011 ] 
direction, as can be seen with the islands in Fig. 5.3(c).  This morphological 
evolution is analogous to the nucleation, growth, and coalescence observed for 
material systems for which islands initially nucleate.  One possible explanation 
for the formation of pits is the presence of threading dislocations in the strained 
film either coming up from the buffer layer or originating in the film itself.  





Figure 5.8:  Line scan of the island and pits denoted by the dashed line in Fig. 
5.7(b).  Facets are indicated in blue. 
 
Transmission electron microscopy (TEM) was used to determine if the 
pits are a result of dislocations in the film.  Figure 5.9 is a cross-sectional TEM 
image of a 0.5 μm thick In0.81Ga0.19As layer grown at T=505°C, R=1.2 ML/s, 
and V/III flux ratio=4.  This image shows a large pit that has formed in the 
In0.81Ga0.19As as denoted by the arrow.  This pit terminates a few monolayers 
before the buffer layer begins, consistent with previous observations.  A portion 
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of the In0.53Ga0.47As buffer layer is also shown in Fig. 5.9 in the lighter grey 
regions.  This, combined with other cross-sectional TEM images, do not show 
any evidence dislocations under the pits.  This suggests that these pits are not 
the result of dislocations and are the result of some other phenomena that will 
be discussed in Section 5.5.  
 
Figure 5.9: Cross-sectional TEM image of a 0.5 μm thick In0.81Ga0.19As layer 
grown at T=505°C, R=1.2 ML/s, and V/III flux ratio=4. 
 
5.4.2 Dependence on Growth Temperature 
In addition to material properties, growth conditions impact the 
appearance of pits in a mechanism similar to strain-induced islanding.  A series 
of films were grown as a function of growth temperature in order to study its 
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effect on the critical thickness for pit formation and pit nucleation.   Figure 5.10 
is a series of AFM micrographs of In0.81Ga0.19As films deposited at 475 °C ≤ T 
≤ 505 °C.  Table 5.3 compares the pits shown in Fig. 5.10 and demonstrates 
that growth temperature affects the surface coverage, size, and shape of the pits 
on the surface.  At low temperature no pits are seen and the surface remains 
relatively smooth.  By 495 °C over 11% of the surface is covered with pits.  At 
505 °C the pits cover almost 18% of the surface, due not only to an increase in 
the number of pits on the surface but also because the pits are larger at higher 
temperatures.  These trends are to be expected given that mass transport is 
enhanced as temperature increases and mimic the effect of growth temperature 








Figure 5.10: 1x1μm AFM images of In0.81Ga0.19As films grown at h=60 ML, 
R=1.2 ML/s, and V/III flux ratio=4, for (a) T=475°C (b) T=495°C (c) T=505°C. 
 
 
 475°C 495°C 505°C 
Density --- 86.8±9.3um
-1 108±8.8um-1 
Coverage 0% 11.2±0.7% 17.7±2.2% 
Length [ 011 ] --- 84.4±6.2nm 115.1±7.3nm 
Lateral Aspect Ratio --- 2.92±0.23 3.18±0.44 
Vertical Aspect Ratio --- 0.18±0.01 0.14±0.01 
Table 5.3: Comparison of pits on the surface of In0.81Ga0.19As shown in Figure 
5.9. 
 
5.4.3 Dependence on Growth Rate 
Growth rate also alters the onset of pitting in a manner similar to what is 
observed for islanding.   Figure 5.11 shows two AFM images of In0.81Ga0.19As 
films grown at R = 0.5 ML/sec and R = 1.25 ML/sec.  Both images have 
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multiple pits on the surface with an occasional island although the pits and 
islands in Fig. 5.11(a) are larger than the 3D features in the film grown at a 
higher growth rate in Fig. 5.11(b).  This is consistent with longer diffusion 
lengths of adatoms at slow deposition rates.[98]  It should be noted that the 
depth of the pits in Fig. 5.10 and Fig. 5.11 terminates a few monolayers before 
the buffer resulting in a vertical aspect ratio less than 0.23, similar to the pits 
shown in Fig. 5.7(b) and Fig. 5.7(c).  Line scans show the sides of the 3D 
island adjacent to two pits in Fig. 5.10(b) is bound by the {136} family of 
facets, similar to the line scan of the island shown in Fig. 5.8. 
 
Figure 5.11: 1x1μm AFM images of In0.81Ga0.19As films grown at T=505°C, 





 0.5ML/sec 1.25ML/sec 
Density 104±6.9um
-1 97.2±8.1um-1 
Coverage 15.40±1.0% 17.70±0.5% 
Length [ 011 ] 163.1±8.4nm 131.2±5.3nm 
Lateral Aspect Ratio 3.2±0.11 2.94±0.13 
Vertical Aspect Ratio 0.10±0.02 0.12±0.01 




In contrast to the islands shown in Fig. 5.3 on In0.27Ga0.73As, the pits 
present on the surface of In0.81Ga0.19As elongate in the [ 011 ] with increasing 
thickness.  This is most likely due to anisotropy in the diffusion of adatoms 
arising from the surface reconstructions on these surfaces.[99, 100]  The 
vertical aspect ratio was observed to decrease with increasing thickness.  At 40 
ML (Fig. 5.7(a)) the nascent pits possess a sharp apex at their bottom, and the 
vertical aspect ratio is ~0.23, consistent with expectations for {136} facets 
pits.[101]  As the pits continue to grow line scans reveal that although the 
interior walls maintain their {136} facets, the base of the pits truncate to the 
(001).   As a result, the vertical aspect ratio decreases to ~0.19 at 45 ML and 
further decreases to ~0.12 at 50 ML.  Figure 5.8 shows one of the pits in the 45 
119 
 
ML In0.81Ga0.19As film terminating at 123 Å or ~40 ML.  The depth of this pit 
is about 5 ML from the end of the In0.81Ga0.19As film and the start of the buffer 
layer.  In addition the (001) base of the pit can clearly be seen in this line scan.  
This in contrast to the smaller, more shallow pit that forms a sharp apex at its 
base and terminates halfway through the In0.81Ga0.19As film.  This suggests that 
the thickness of the In0.81Ga0.19As film itself is a physical constraint to the depth 
of the pits.  This may due to the fact that the buffer layer has a lower 
concentration of indium which increases the surface energy.  Thus exposure of 
the buffer layer is energetically unfavorable. 
This morphological evolution is distinctly different than what is 
observed in other pit-forming systems such as SiGe deposited at low 
temperatures and high growth rates.[89]  In that system, pits and islands 
nucleate adjacent to one another.  In these experiments using In0.81Ga0.19As, 
islands only occasionally form next to pits, as seen in Fig. 5.7(b).  Because the 
growth temperature is relatively high and the growth rate is relatively low, the 
adatoms released from the pits as they grow have a large diffusion length and 
thus can migrate away from pits.   
Analogous to island formation, pits develop in order to relieve lattice 
mismatch strain in the film.  RHEED can be used to determine the in-plane 
lattice parameter of the films during growth by measuring the separation of the 
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diffraction rods and has been used to show that islanding relieves lattice 
mismatch strain.[66, 102]  Figure 5.12 shows a plot of the in-plane lattice 
parameter measured during the deposition of an In0.81Ga0.19As film grown at 
T=475 °C. AFM analysis of films grown at this temperature between 10<h<70 
ML shows that the onset of pit formation occurs at approximately 60 ML.  The 
RHEED experiment shows that the in-plane lattice parameter of the 
In0.81Ga0.19As film during growth remains near the lattice parameter of the InP 
substrate (5.8686 Å) for the majority of growth.  The in-plane lattice parameter 
increases abruptly at 55 ML to a value of 5.94 ±0.01Å, close to the 5.9801 Å 
lattice parameter of a relaxed In0.81Ga0.19As film, after which the growth was 
stopped.  An AFM image taken of the film post growth is included in Fig. 5.12 
and shows that pits did nucleate on the surface of this film. Together this data 
demonstrates that the appearance of pits is related to the relaxation of the in-





Figure 5.12: Plot of the lattice parameter obtained by measuring the separation 
of the RHEED diffraction rods during the deposition of an In0.81Ga0.19As film 
grown at T=475 °C and R=1.2 ML/sec.  Arrows denote the beginning and end 
of growth.  Inset is a 1x1μm AFM image taken after growth showing pits on 
the surface of this sample. 
 
 
Even though pit nucleation has rarely been reported for lattice 
mismatched films in the absence of islanding, models predict that for the 
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appropriate residual strain or surface energy pits will form prior to the 
nucleation of islands.[86]  Bouville et. al. showed that the type of 3D features 
that appear on the growing surface depends on both the strain and surface 
energies of the film.  For a given strain, islands form at high surface energy, 
pits at low surface energies, and a combination of islands and pits at 
intermediate values.  While the precise values of the surface energy of InGaAs 
alloys is not known, it is reasonable to predict that the surface energy decreases 
with increasing In content based on the lower cohesive energy of InAs 
compared to GaAs.[103]  Furthermore, it is known that In surface segregates in 
these systems,[51, 62] also compatible with the notion that In lowers the 
surface energy of the film.   Rigorous calculation of the surface energy of these 
alloyed surfaces require detailed understanding of the atomic surface structure 
of these films, which can be quite complex.  Nonetheless, all of these 
observations, including now the fact that higher In content films form pits prior 
to islands, are consistent with the decrease of surface energy as In content 
increases. 
The presence of reconstructions on the surface can also impact the 
nucleation and growth of pits and islands on the surface.  It is known that both 
(nx3) and β2(2x4) reconstructions coexist on the surface of In0.81Ga0.19As/InP 
films.[18]  Figure 5.13 is a set of two filled state 500 x 500 Å STM images of a 
h = 50ML In0.81Ga0.19As/InP film in the vicinity of a pit (Fig. 5.13(a)) and away 
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from any pits (Fig. 5.13(b)).  The atomic structure of this alloy surface consists 
of two distinct reconstructions: a disordered (nx3) surface with domains of 
β2(2x4).[18, 49] 
 
Figure 5.13: Filled state (-2.88 V, 100 pA) 500 x 500 Å STM images of a 
h=50ML In0.81Ga0.19As/InP film deposited at T=505°C, R=0.5 ML/s, FAs4=2.2 
ML/s, and V/III flux ratio=4.  Images were taken (a) near island/pit formations 
and (b) isolated from any 3D growth.   
 
The distribution of the different reconstruction domains varies in the 
vicinity of the pits.  Figure 5.13 shows that the area surrounding the pit is 
clustered with β2(2x4) reconstructions, while areas of the same sample further 
away from the pits have far fewer and smaller β2(2x4) domains, suggesting that 
their surface energy favors pit formation.  Surface coverage data was averaged 
over six different regions near pits as well as fourteen different regions that are 
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at least 1000 Å from the nearest pit and showed that away from the pits, the 
coverage of the β2(2x4) is 15.7%, while close to the pits it is 29.6%.  Recent 
β2(2x4) reconstruction models suggest that this reconstruction is indium 
enriched relative to the rest of the surface.[88]  A nascent island can be seen 
forming on top of the β2(2x4) reconstruction, suggesting that this 
reconstruction may also act as a nucleation point for islands.    Therefore, the 
type of reconstructions present on the growing surface of the films may affect 
the physical characteristics of the island and pit formations on the surface. 
 
5.6 Conclusions 
In summary, the nucleation of pits on the surface of In0.81Ga0.19As during 
MBE growth was investigated.  The conclusions of this chapter are as follows: 
(1) An “inverse” SK growth mode was discovered where pitting is 
favored instead of islanding above the critical thickness.  This is due 
to a higher surface energy of this film compared to the strain energy.   
(2) The morphological evolution of pits is completely analogous to that 
of islands, in that the feature density increases proportionally with 
film thickness, and the critical thickness increases with decreasing 
growth temperature and increasing growth rate.  These pits form on 
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the surface before islands, consistent with previous models but rarely 
seen experimentally.  
(3) These results show that other pathways are available to achieve 






Summary and Conclusions 
 
Surfaces of In0.81Ga0.19As/InP grown by molecular beam epitaxy and 
imaged by in vacuo scanning tunneling microscopy and atomic force 
microscopy were investigated in this work.  The focus of this research entails 
the study of the coexistence of surface reconstruction domains on strained 
heteroepitaxial films, a thermodynamic model of the coexistence of (nx3) and 
β2(2x4) reconstructions, and pit nucleation during the growth of compressively 
strained In0.81Ga0.19As/InP(001) layers.  The ultimate goal of the research is to 
develop a quantitative understanding of the connection between surface 
reconstructions on In0.81Ga0.19As/InP and film thickness, growth conditions, 
surface energy, and morphological evolution. 
The surface of In0.81Ga0.19As films was observed to consist of small 
anisotropic regions of a β2(2x4) reconstruction in a matrix of a disordered 
(nx3) reconstruction.  It was shown that the presence of β2(2x4) is stable across 
a range of growth conditions and material properties including growth 
temperature and total film thickness.  Surface coverage data shows that growth 
temperature may affect the nucleation and growth of the β2(2x4) 
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reconstruction. This indicates that indium segregation length may play a role in 
domain stability and the resulting surface coverage of β2(2x4).  Surface 
coverage data also shows that the total film thickness may also play a role in 
the stability of β2(2x4) domains.  AFM images and surface roughness analysis 
shows that there is a transition from vicinal to mounded growth at thicknesses 
coinciding with a decrease in the β2(2x4) coverage.  This suggests that the 
β2(2x4) domains are strain stabilized and their surface coverage depends on the 
residual strain in the film. 
A thermodynamic model shows that elastic relaxation at the boundaries 
stabilize the mixed domains by lowering the total free energy.  This work 
shows that this model may be applied to the size distribution of reconstructions 
in heteroepitxial films, and demonstrates the importance of the boundary 
anisotropy on the formations of nanostructures in the plane of the terrace.  For 
large unit strain energy, this coexistence is globally stable with an equilibrium 
domain shape that is infinitesimally narrow and infinitely long.  Experimental 
data is consistent with this picture, showing that the shape of the domains 
becomes more anisotropic with increasing domain size and growth temperature. 
Finally, the nucleation of pits on the surface of In0.81Ga0.19As during 
growth was investigated and an “inverse” SK growth mode was discovered 
where pitting is favored instead of islanding above the critical thickness.  This 
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is due to a higher surface energy of this film compared to the strain energy.  
The morphological evolution of pits is completely analogous to that of islands, 
in that the feature density increases proportionally with film thickness, and the 
critical thickness increases with decreasing growth temperature and increasing 
growth rate.    These pits form on the surface before islands, consistent with 
previous models but rarely seen experimentally. These results show that other 







Mathematica code for a thermodynamic model that outputs a contour plot 
of the total free energy as a function of the domain width and length. 
 
(*A set of materials parameters*) 
(* materials constants *) 
g=1. (* surface energy *); 
bs= 1. (* boundary energy along s *); 
bt=1. (* boundary energy along t *); 
F=30. (*elastic force*); 
a=.4(* cutoff *); 
v=0.3 (* poisson ratio *); 
(* elastic energy component *) 
elastic[s_,t_]:=F (-2 (1-v) s Log[s/E a]-2 (1-v) t Log[t/E a]+2 (s+t)-4 (1-v) 
+t (1-v) Log[( +t)/( -t)]+s (1-v) Log[( +s)/(
-s)]); 
(* surface energy component *) 
surface[s_,t_]:= g s t ; 
(* boundary energy component *) 











(* total free energy, neglecting energy contribution of the corners *) 
energy[s_, t_]:= elastic[s,t]+surface[s,t]+boundary[s,t] 
 
(* below is the procedure to find the position in s of the energy minimum for a 
given value of area .  An initial guess for the minimum is required *) 
 
(*First guess*) 
areamin=10.; (*min value of t *) 
areamax=4000.; (* max value of t *) 
darea=100. ; (*increment in t*) 
guess=.1; (* initial guess for the local minimum in s *) 
 
(* this finds the minima in the energy for a given area and returns an array of 






(*this converts the root to a usable number.  Resulting list is of the minimum 






(*this is a list of the min energy, the value of s at that energy, and the area for 





areamin=10.; (*min value of t *) 
areamax=4000.; (* max value of t *) 
darea=100. ; (*increment in t*) 
guess=2000.; (* initial guess for the local minimum in s *) 
 
(* this finds the minima in the energy for a given area and returns an array of 






(*this converts the root to a usable number.  Resulting list is of the minimum 
energy, value of s at that energy, and the area*) 
solPoints=Table[{sol[[t,1]],s/.sol[[t,2]]},{t,1,Length[sol]}]; 
 
(*this is a list of the min energy, the value of s at that energy, and the area for 


































contour=ContourPlot[energy[s,t], {s, 0.01,400}, {t, 0.01,400}] 
 
(*another set of materials parameters*) 
(* materials constants *) 
g=1. (* surface energy *); 
bs= 1. (* boundary energy along s *); 
bt=10. (* boundary energy along t *); 
F=30. (*elastic force*); 
a=.4(* cutoff *); 
v=0.3 (* poisson ratio *); 
(* elastic energy component *) 
elastic[s_,t_]:=F (-2 (1-v) s Log[s/E a]-2 (1-v) t Log[t/E a]+2 (s+t)-4 (1-v) 
+t (1-v) Log[( +t)/( -t)]+s (1-v) Log[( +s)/(
-s)]); 
(* surface energy component *) 
surface[s_,t_]:= g s t ; 
(* boundary energy component *) 
boundary[s_, t_]:= 2 s bs + 2 t bt; 
 
 
(* total free energy, neglecting energy contribution of the corners *) 











(* below is the procedure to find the position in s of the energy minimum for a 
given value of area .  An initial guess for the minimum is required *) 
 
(*First guess*) 
areamin=10.; (*min value of t *) 
areamax=4000.; (* max value of t *) 
darea=100. ; (*increment in t*) 
guess=.1; (* initial guess for the local minimum in s *) 
 
(* this finds the minima in the energy for a given area and returns an array of 






(*this converts the root to a usable number.  Resulting list is of the minimum 




(*this is a list of the min energy, the value of s at that energy, and the area for 







areamin=10.; (*min value of t *) 
areamax=4000.; (* max value of t *) 
darea=100. ; (*increment in t*) 
guess=2000.; (* initial guess for the local minimum in s *) 
 
(* this finds the minima in the energy for a given area and returns an array of 






(*this converts the root to a usable number.  Resulting list is of the minimum 




(*this is a list of the min energy, the value of s at that energy, and the area for 




































contour=ContourPlot[energy[s,t], {s, 0.01,400}, {t, 0.01,400}] 
 
 
(*another set of materials parameters*) 
(* materials constants *) 
g=1. (* surface energy *); 
bs= 1. (* boundary energy along s *); 
bt=45. (* boundary energy along t *); 
F=30. (*elastic force*); 
a=.4(* cutoff *); 
v=0.3 (* poisson ratio *); 
(* elastic energy component *) 
elastic[s_,t_]:=F (-2 (1-v) s Log[s/E a]-2 (1-v) t Log[t/E a]+2 (s+t)-4 (1-v) 
+t (1-v) Log[( +t)/( -t)]+s (1-v) Log[( +s)/(
-s)]); 
(* surface energy component *) 
surface[s_,t_]:= g s t ; 
(* boundary energy component *) 
boundary[s_, t_]:= 2 s bs + 2 t bt; 
 
 
(* total free energy, neglecting energy contribution of the corners *) 













(* below is the procedure to find the position in s of the energy minimum for a 
given value of area .  An initial guess for the minimum is required *) 
 
(*First guess*) 
areamin=10.; (*min value of t *) 
areamax=4000.; (* max value of t *) 
darea=100. ; (*increment in t*) 
guess=.1; (* initial guess for the local minimum in s *) 
 
(* this finds the minima in the energy for a given area and returns an array of 






(*this converts the root to a usable number.  Resulting list is of the minimum 




(*this is a list of the min energy, the value of s at that energy, and the area for 







areamin=10.; (*min value of t *) 
areamax=4000.; (* max value of t *) 
darea=100. ; (*increment in t*) 
guess=2000.; (* initial guess for the local minimum in s *) 
 
(* this finds the minima in the energy for a given area and returns an array of 






(*this converts the root to a usable number.  Resulting list is of the minimum 




(*this is a list of the min energy, the value of s at that energy, and the area for 




































contour=ContourPlot[energy[s,t], {s, 0.01,400}, {t, 0.01,400}] 
 








Mathematica code for a thermodynamic model that outputs a contour plot 




(g=1.`;) (bs=1.`;) (bt=1.`;) (F=27.`;) (a=0.4`;) (v=0.3`;)  
 
(elastic[s_,t_]:=F (-2 (1-v) s Log[(s a)/\[ExponentialE]]-2 (1-v) t Log[(t 




 (surface[s_,t_]:=g s t;)  
 





um[energy[s,area/s],{s,guess},Method->Newton], {area,areamin, areamax, 



























>{{Hue[0.0]},{Hue[0.1]}, {Hue[.4]}, {Hue[.6]}, {Hue[.8]}}, PlotRange->{-
7000,2000}] 
 
areapoints=List[{ ,energy[ , ]}, { ,energy[ ,
]},{ ,energy[ , ]},{ ,energy[ ,
]},{ ,energy[ , ]},{ ,energy[
, ]}, 
   { ,energy[ , ]}   ]; 
400. 400. 400. 1000. 1000.
1000. 3000. 3000. 3000. 6000. 6000.
6000. 10 000. 10 000. 10 000. 20 000. 20 000.
20 000.



















Export["energyvarealF27.xls",{axs, rec400, rec1000, 
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