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Abstract
Brownian particles restricted to narrow, quasi-one dimensional channels exhibit a dynamic transition
from single file diffusion (SFD) to normal diffusion for tracer particle diffusion as the channels’ confinement
becomes less severe and the pore diameter is wide enough for the particles to hop past each other. The
dynamics of a tracer particle in the crossover regime can be described in terms of a hopping time, τhop, that
measures the average time for a tagged particle to escape the cage formed by its immediate left and right
neighbors. The hopping time contains all the details of the systems such as the density, particle–particle and
particle–wall interactions and has a potential to lead to a better understanding of diffusion and the control
of transport in confined single file fluids.
The main goal of this thesis is to develop a Transition State Theory (TST) approach to the calculation
of the hopping time in Single file fluids. The method rigorously transforms the process of a particle escaping
its cage, in a many particle single-file system, into a problem involving two particles attempting to pass each
other in a small system isobaric–isothermal ensemble. The validity of this approach is examined theoretically
and computationally for a system of two–dimensional ideal gas particles and a two–dimensional hard disc
system. The proposed method correctly predicts the hopping times for the full range of pore radii studied for
the ideal gas system. For the case of hard discs, inclusion of the prefactor calculations is necessary, because
of its dependency on the channels’ diameter, and leads to a quantitative prediction of hopping time.
To demonstrate the effect particle-particle interactions have on diffusion in single file fluids, the hopping
time and TST barriers are calculated for a system of soft repulsive discs with Uij =
1
rαij
, and α = 5−100. The
result shows the method overestimates the hopping time for the narrower channels and underestimates it for
the wider channels, which could be related to the assumptions made in deriving the partition function for
the system, and also the kinetic prefactor calculations. Nevertheless, the method resulted in a quantitative
prediction of hopping times within a factor of two.
It has previously shown that various components of a mixture may experience different hopping barriers,
leading to differences in tracer particle mobility. This thesis explores the possibility that enantiomers confined
to a chiral channel exhibit different hopping times. The free energy barriers for the R- and S- enantiomers of
Bromochlorofluoromethane, CHFClBr, inside carbon nanotubes are calculated using the TST isothermal
isobaric ensemble method, but are found to exhibit no difference. However, when the molecule, channel
shapes, and interactions are modified to enhance the chiral interaction, the R- and S- enantiomers exhibit
differences in their free energy barriers. In addition, reversing the chirality of the modified nanotube, reverses
the relative heights of the barrier obtained for the two pairs of enantiomers, confirming that the chirality
plays an important role in controlling the hopping barrier heights.
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Chapter 1
Background
1.1 Introduction
Diffusion is the bridge between the microscopic and macroscopic world and is originated from the random
thermal motion of molecules in all states of matter with rates that vary over many orders of magnitude.
The rate of the diffusion varies from 0.00001cm/min in solids to 5 cm/min in gases. In liquids, its rate is
about 0.05 cm/min at room temperature. Diffusion successively happens along with other phenomena and
when it has the slowest rate in the sequence, it can be used to control the overall rate of the process. For
example, diffusion is the limiting factor in efficiency of commercial distillations, in liquid–liquid extractions,
in acid–base reactions, and also in reactions which involve using porous catalysts [9].
Diffusion of liquids in structured geometries is observed from the nano– to the microscale in a large
variety of natural and artificial confined geometries such as living biological cells [10], nanoporous materials
and zeolites [11, 12, 13], carbon nanotubes [14, 15, 16], ion channels [17], micro–fluidic channels [18, 19, 20, 21],
confined colloids [22, 23], and metal organic framework [24, 25]. Understanding particle motion within such
systems that have widths of a few molecular diameters is a fundamental problem in statistical mechanics [26].
The geometrical confinement of the system imposed on the motion of the particles is what all these systems
have in common. A good model system for such confined geometries is one, two, or three dimensional
channels or pores. In narrow channels, with restricted geometries, the dynamics of tracer particle diffusion is
largely influenced by the confinement of the system which may significantly differ from the normal diffusion
behavior. In a system of Brownian particles, when the channel becomes so narrow that two particles cannot
pass each other, the diffusion switches from normal to Single File Diffusion (SFD). In normal diffusion, the
mean square displacement of a tagged particle increases linearly with time but in SFD the mean square
displacement of a tagged particle increases linearly with the square root of time because the particles are
permanently caged.
The transport dynamic of liquids in confined narrow channels become more interesting when the channel
diameter is just above the particles passing thresholds, where particle passing is rare but still possible. In
such systems, at short times, the particles are caged by their left and right neighbors, and exhibit single
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file diffusion behavior. However, after some time the particles will finally hop their neighbors, and in a long
time limit their diffusion become Fickian [27, 28]. The dynamics of the particles in the transition region,
from single file to normal diffusion can be characterised in terms of a hopping time, τhop, that measures the
average time a particle takes to escape its cage. The interesting feature of this phenomenological theory is
that the hopping time captures all the important factors that contribute to the diffusive properties of the
fluid. The hopping time is also directly related to the tracer particle diffusion via Dx ∼ (τhop)1/2 and can
be measured numerically, if not analytically [28, 29, 30, 31, 32].
Based on a simple Transition State Theory (TST) approach [30, 31], the average time that it takes for two
particles to pass each other, τhop, is related to the normalized probability of finding two particles on top of
each other. The goal of the present research is to develop a TST model for calculating τhop as a predictive tool
for understanding the fundamental properties of diffusion in a variety of confined systems. Small differences
in the free energy barrier associated for particle passing can lead to a significant difference in their diffusion
coefficient. Beside the scientific interest in understanding the new physics resulting from small system
effects, a better understanding of the confinement effects on diffusion is necessary for many agricultural,
pharmaceutical and geophysical industries. For example, diffusion can be used for time–controlled drug
delivery by controlling the diffusion of protein drugs through nano–channels [21], for the separation of
mixtures [29, 33, 34, 35], or the extraction of oil in porous rocks in the oil industry [36].
This Chapter is organized as follows: Section 1.2 provides an introduction and review of diffusion in
confined geometries, highlighting the difference between single and normal tracer particle diffusion. Section
1.3 reviews the development of the phenomenological hopping time theory for the diffusion coefficient (Dx)
in quasi–one–dimensional systems. Section 1.4 describes the development and the applications of Transition
State Theory (TST) in activated processes in liquids. Section 1.5 focuses on the application of the isobaric-
isothermal (N,P, T ) ensemble for small systems in the nanoscale regime, as this forms the appropriate
ensemble for a particle caged between two neighbors. Section 1.6 describes the scope of the thesis.
1.2 Diffusion in Liquids
1.2.1 Normal Diffusion
In a one dimensional (1d) steady state system, where the concentration does not change with time, Fick’s
first law is written as
Ji = −Dx(dci
dx
), (1.1)
where Ji represents the flow of particles i across a reference plane (z) which is defined to be perpendicular
to the direction of the flow, Dx is the diffusion coefficient along the x direction, and ci is the concentration
of a labeled particle i. It should be mentioned that Fick’s first law is a simplified version of his second law
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of diffusion, where (dcidx ) 6= 0. For systems that are not in a steady state, the concentration change in units
of time at any position is proportional to the flux change at that position,
∂ci
∂t
= −∂Ji
∂x
=
∂[Dx(∂ci/∂x)]
∂x
. (1.2)
Assuming that the diffusion coefficient, Dx, is independent of the concentration then,
∂ci(x, t)
∂t
= Dx
∂2ci
∂x2
. (1.3)
This is the Fick’s fundamental law of diffusion, known as the second Fick law of diffusion. Fick faced
difficulties verifying the validity of his equation due to complications in regards to measuring the second
derivative of a concentration versus distance. However, he was successful in completing a series of experiments
for a unique system of salt in water which was performed only in stationary states, where ∂c∂t = 0 [37, 38].
He studied the diffusion of salt in water through different length cyliderical tubes that were connected to
salt and pure water reservoirs. And he measured the amount of salt diffusing out of the terminal section of
the tubes as a function of time [38].
After Fick’s phenomenological approach on the basics of diffusion, Albert Einstein provided atomistic
insight into diffusion by considering the “random walk” of the diffusing particles. The random walk of
particles was discovered for the first time by Robert Brown (1773-1858) when he studied the motion of
small particles in a sample of fluid containing living pollen grains [39]. While examining the motion of the
immersed particles in water, he observed that they are consistently and randomly moving, with their motion
causing changes in the particles position, and changes in their direction. He concluded that “These motions
were such as to satisfy me that, after frequently repeated observation, they arose neither from currents in the
fluid, nor from its gradual evaporation, but belonged to the particle itself”. In 1905 Einstein discovered the
mathematical form of Brownian motion, when he was studying the suspension of particles in a fluid as his
doctorate thesis on osmotic pressure. He showed that for the steady state, and where the solute molecules
are much larger than the solvent molecules, the diffusion coefficient of a suspended Brownian particle is given
by [38],
D =
kBT
6piωR
, (1.4)
where kB is the Boltzmann constant, and T is the temperature, ω is the solvent viscosity, and R is the
particles’ radius. Einstein made two assumptions, (1) he described the successive position of a tagged
particle within a sufficiently small time intervals, t, by assuming the tagged particle’s move is independent
of the movement of all the other particles, and (2) he assumed that in a long time limit, the displacement,
∆x, of the particles in a given time interval along a given direction, x, can be described by a symmetrical
Gaussian distribution function, f(∆x), (the theory of Brownian motion). Based on these assumptions, he
obtained an equation for the diffusivity of the particles, at the microscopic level,
Dx =
1
2τ
∫ +∞
−∞
∆x2f(∆x)d∆x =
1
2t
〈∆x2t 〉. (1.5)
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This equation is called the Einstein relation and connects a macroscopic quantity, the diffusion coefficient,
to a microscopic one which is the mean square displacement of the particles. Eq. 1.5 in 3d is [38]
〈∆x2t 〉 = 6Dt. (1.6)
In 1965-1967, Jepsen [40], Lebowitz and Percus [41] calculated the exact solution for a self distribution
function, fs(x− x0, ν, t/ν′), for a tagged particle in an infinite many–body system of one–dimensional hard
rods with diameter of σ which results in Einstein relation. In this system, the hard spherical particles
undergo deterministic dynamics involving elastic collisions, that allows the particles to simply exchange
velocities at each collision. The self distribution function gives the probability density of finding a particle at
position x with velocity ν′ at time t when it was initially located at x0 with velocity ν at t = 0. Integrating
fs(x − x0, ν, t/ν′) over x and averaging it over the particles’ initial positions, x0, yields the conditional
velocity distribution function,
hs(ν, t/ν
′) =
∫
fs(x− x0, ν, t/ν′)dx. (1.7)
Considering the velocity distribution function being Gaussian, the equilibrium velocity distribution function,
h0(ν
′), is defined as
h0(ν) = (2pi/βm)
−1/2 exp[−βmν2/2], (1.8)
where β = 1/kBT and m is the particle mass. Multiplying hs(ν, t/ν
′) by the equilibrium velocity distribution
function, h0(ν
′), yields the self–velocity distribution function. The velocity auto–correlation function can be
obtained from the self–velocity distribution as
ψ(t) =
∫
νhs(ν, t/ν
′)ν′h0(ν)dνdν′. (1.9)
The self diffusion coefficient, Dx, can be obtained from the velocities by integrating the defined velocity
auto–correlation function,
Dx =
∫ ∞
0
ψ(t)dt. (1.10)
In the long time limit, Dx for the system of hard rods reduces to,
Dx =
1− ρσ
ρ
∫ ∞
0
νg(ν)dν, (1.11)
where g(ν) is the normalized function of the initial velocities. The probability density function for the system,
P (x, t), calculates the probability of finding the tagged particle at position x which was initially located at
the origin. At higher concentrations, the probability of finding a particle at location x at time t, P (x, t), will
be higher, and the opposite is true at lower concentrations. Therefore, the concentration term in Eq. 1.3
can be replaced by the probability density function to give P (x, t)
∂P (x, t)
∂t
= Dx
∂2P (x, t)
∂x2
. (1.12)
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By assuming that at t = 0, the particles are initially located at the origin, P (x, 0) = δ(x), where δ(x) is
Dirac delta function, the probability distribution function reduces to a Gaussian,
P (x, t) =
N√
4piDxt
exp (−x2/4Dxt), (1.13)
where N is the total number of particles in the system. Taking the variance of Eq. 1.13 yields,
〈∆x2t 〉 = 2Dxt. (1.14)
where 〈∆x2t 〉 = 〈(x(t)− x(0))2〉 is the mean square displacement, MSD, of a tagged particle at time t. The
translational Brownian motion of particles or molecules which is originated from random fluctuations of
particles in space can be related to the diffusion coefficient. Particles’ motion in a system of interacting
particles is described by Eq. 1.14 and diffusion behavior of systems obeying this equation is called normal
diffusion where the MSD of particles increases linearly with time [42].
1.2.2 Single File Diffusion
Harris [43] and Levitt [44] discovered that a tagged particle in a one–dimensional (1d) system of hard rods
with a Brownian background exhibits anomalous diffusion behavior, where the MSD increases linearly as
the square root of time, instead of normal diffusion behavior. In systems with single file diffusion behavior
the sequence of particles either remains the same over time or stays the same for long enough that the
diffusive motion of the particles is controlled by the strong constraint of single–file systems [45]. To satisfy
this condition in the quasi–one–dimensional system of hard rods, the radius of the channel is required to be
smaller than the particle passing threshold. In this system, P (x, t) is given by
P (x, t) =
√
ρ/(1− ρσ)
2 (piDxt)1/4
exp (−(ρ/(1− ρσ))|x− x0|2[pi/
√
16Dxt]) (1.15)
where ρ is the density of the rods and σ is the particle diameter. The variance is then,
〈∆x2t 〉 = 2fxt1/2, (1.16)
where fx is the 1d single–file mobility factor [44, 45, 46] defined by,
fx = l
√
D0
pi
=
1− ρσ
ρ
√
D0
pi
= D0
√
2tc
pi
, (1.17)
where l is the averaged longitudinal free volume between two nearest neighbors in a single–file system, σ is
the particles’ diameter, ρ is the 1d number density, D0 the intrinsic diffusion coefficient of a single particle,
and tc = l
2/2D0 is the average time that it takes for the particles to collide. Eq. 1.16 shows that, unlike
the normal diffusion, in single file systems the MSD of a tracer particle along the tube axis increases as
the square root of time. The movement of individual particles in such quasi–one–dimensional channels,
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where their mutual passage is restricted (or not allowed), is described by single file diffusion (SFD). The
concept of SFD has been used in both experimental and theoretical studies. Single file diffusion is observed
in various physical, chemical, and biological processes such as ions and water passing through narrow pores
in biological membranes [10, 17, 22, 47, 48], diffusion in molecular sieves such as zeolites [12, 13, 49, 50],
carbon nanotubes [51], or metal organic frameworks [24, 25], and charge-carrier diffusion in one dimensional
channels [52]. At the molecular level, SFD has been verified in adsorbate molecules confined in zeolites
using pulsed field gradient nuclear magnetic resonance (NMR) [49, 53, 54] and gas mixtures restricted to
polycrystalline dipeptide channels [55]. However, observing SFD in NMR studies is subjected to uncertainty
in systems where different diffusion mechanism might be responsible [14, 15]. Single file diffusion has also
been observed in nano– and micro–fluidic devices [19, 20], and colloidal systems [22, 23]. For example, Wei
et al. [22] showed the evidence of single file diffusion for a well-defined system of colloidal spheres inside a set
of quasi one-dimensional circular channels created by photolithography. They also calculated the probability
distribution of the displacement of the individual particles in their experiment and showed that it is in a good
agreement with the probability distribution obtained by Harris [43] and Levitt [44] for single file systems,
see Eq. 1.15.
It is important to point out that the collective mass transport properties of a single file fluid are not
effected by the anomalous dynamics of a tracer particle [56, 57, 58, 59, 60]. In particular, normal diffusion
can be mapped onto SFD system by considering the exchange of particle identities when two particles collide
during a trajectory. This is possible when particles in the system are identical so that after two particles
have collided it is not possible to distinguish between passing and non-passing events. As a result, the total
displacement of the particles in a quasi-one-dimensional system is not governed by the anomalous MSD of
a tracer particle. The evolving density profile in a single file diffusion is then expected to be the same as
normal diffusion and the for the system MSD is expected to follow the behaviour captured in Eq. 1.14.
However, the relationship between tracer diffusion and the collective mass transport properties of multi-
component systems remains an open question. In this case, it is no longer possible to exchange the identities
of the different particle species when they collide, so a particle can become trapped between its neighbours
of a different type. This suggest that some elements of mass transport, such as the diffusion of two species
as they mix may be influenced by SFD tracer particle diffusion.
1.2.3 Single File to Normal Diffusion Crossover Regime
Understanding the mechanism and diffusion behavior of fluids inside porous materials plays an important role
in the success of technologies that rely on the porous materials for separation purposes [45, 61, 62, 63, 64, 65].
In studying diffusion of fluids in narrow pores and channels, a topic of particular interests is the single file
to normal diffusion crossover regime [66, 67]. When fluids are diffusing in quasi–one–dimensional channels,
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increasing the channel radius just above passing threshold for particles will create a transition region from
single file to normal diffusion, where the particles passing is unlikely but still possible. In the crossover regime,
when the passage of particles is not dominating, particles exhibit single file diffusion behavior between the
jumps and therefore the mean square displacement will be proportional to the square root of the observation
time. However, in the long time limit, particles will be able to jump and pass each other and they will exhibit
normal diffusion behavior, where the mean square displacement increases linearly with time. In order to
observe single file diffusion in the crossover regime, the time intervals between the mutual interaction of
adjacent particles in a single file system must be frequent enough to create a correlated movement of the
particles. In addition, in the single file to normal diffusion crossover regime the average time that it takes
for a tagged particle to escape its local cage must be long compared to the mean time that it takes for a
particle to encounter its neighbors [29, 45].
The transition from single file to normal diffusion has been observed in simulation studies of hard
spheres [2, 28] and Lennard–Jones particles in confined systems [2, 45]. Figure 1.1 shows the transition
from single file to normal diffusion in a computational study of diffusion in a three–dimensional system of
hard spheres confined into a structureless cylindrical hard channel using Monte Carlo (MC) simulation meth-
ods [2]. At short times, the MSD increases linearly with time because in this region the intrinsic random
motion of a free particle dominates. At intermediate times there is the crossover to SFD as the particles are
temporarily caged by their neighbors. In this regime the MSD is proportional to ∼ t1/2. The crossover to
normal diffusion then occurs as the particles are able to hop pass each other, and the MSD increases linearly
with time, t. When the channels’ radius is narrow, Rp = 1.015, it takes longer for the particles to jump
out of their local cages, so that the crossover from SFD to normal diffusion occurs at later times. As the
channels gets wider, it becomes easier for the particles to pass and the crossover regime becomes shorter.
This was also a subject of interest in experimental studies, and despite the difficulties associated with an
ideal experimentally accessible single file system, there is evidence that supports the occurence of the single
file diffusion through experimetal studies [54, 62, 64, 68].
1.3 Hopping Time
Mon and Percus [28] defined hopping time, thop, as the average time that it takes for a particle to escape
the local cage created by its immediate left and right neighbors in a single–file system. Hopping time can
be calculated either through theoretical or numerical studies [3, 28, 29, 30, 31, 32], and can be connected to
the long time diffusion coefficient as follows: in the crossover regime, for times less than the hopping time,
t < τhop, the particles will have a MSD that obeys single file diffusion dynamics [28],
〈(xt − x0)2〉SFD ∝ χl(D0t)1/2, (1.18)
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Figure 1.1: The MSD as a function of time, t, for a system of hard spheres confined to a cylindrical
channel with hard walls with different pore radii, Rp. The dashed lines represent the proportionality
of MSD with ∼ t and ∼ t1/2, respectively, for comparision [2]. Reprinted with permission from ref.
[3].
.
where D0 is the intrinsic diffusion coefficient for the basic particle motion, l is the averaged longitudinal free
volume between two nearest neighbors, and χ varies based on the distribution of jumps in the basic particle
motion. Mon and Percus stated that at t > τhop the tagged particle will make a jump and again will perform
SFD for another t = τhop. The hopping event can occur in either direction and therefore, asymptotically,
the particles perform ordinary diffusion in a long time limit, t τhop. In Eq. 1.18 the time, t, and distance
traveled at t = τhop can be rescaled in units of τhop, giving,
〈(xt − x0)2〉/t = χl(τhop)1/2/τhop ∝ l/(τhop)1/2, (1.19)
where for finite τhop the linear time dependency of the MSD for Fickian diffusion can be recovered. They
concluded that for a system of hard spheres in hard wall cylindrical pores, in the crossover regime, the tracer
particle diffusion coefficient, Dx, is proportional to the τhop as,
Dx ∝ l/(τhop)1/2. (1.20)
The above derivation was also probed for systems of hard disks in a narrow channel with hard walls [32],
hard disk mixtures in a narrow channel with hard walls [29], and hard and soft spheres (with hard and
Lennard Jones (LJ) potentials, respectively) confined to narrow pores with hard and LJ walls [3]. The
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results showed that Eq. 1.20 was valid for all the studies performed under the condition that the channels
diameter is narrow enough for the particles to allow them to experience the SFD diffusion for t < τhop.
This simple phenomenological theory links the long time diffusive dynamics of the fluid to a single local
parameter, τhop. The appealing feature of this theory is that a local parameter captures the effect of all
important details of the system such as the particle-particle interactions, the particle-wall interactions, and
the density.
As mentioned earlier, the above derivation, Eq. 1.20, is valid when the channels’ radius is just above the
particles’ passing threshold, which for a system of hard particles with diameter of σ, would be near Rp = σ.
However, when the hopping time is short the distance that a particle travels between hops will be proportional
to the average distance between the particles, so that the Dx will be proportional to τ
−1
hop [3, 29, 66].
1.4 Transition State Theory and Fick–Jacobs Analyses for Hop-
ping Time
A number of different approaches have been proposed for the calculation of the hopping time, with the
main goal of finding how the hopping time scales with changing pore radius. The escape process can be
characterized by using the mean first passage time (MFPT) or transition state theory (TST) descriptions.
Based on the MFPT approach, τhop is the average time that it takes for a diffusing particle to pass another
particle for the first time, having started from a random point in configurational space. In a study performed
by Bowles, Mon, and Percus [30], the MFPT was calculated for a simple two–dimensional (2d) system of
hard disks inside a rectangular hard box. It examined cases where the particles were either diffusing or
moving inertially and investigated the τhop scaling, η, as a function of the height of the box as the particle
passing threshold is approached,
τhop ∼ (Rp − σ)−η. (1.21)
Here, 2Rp denotes the box height and σ is the disk diameter, so that the passing threshold occurs when
Rp = σ. Two approximate methods of the Fick–Jacobs (FJ) analysis [69, 70] and TST approach [30] were
used to drive the scaling behavior of hopping time.
1.4.1 Fick–Jacobs Analyses
Fick–Jacobs analysis can be used to reduce two or three dimensional problems to one dimensional problems
by projecting the transverse degrees of freedom onto the longitudinal degrees of freedom using a Zwangzig
operator technique [71, 72]. As a result, the FJ approach provides an approximate one-dimensional descrip-
tion of diffusion for the systems with a space-dependent diffusion coefficient [73]. The FJ approach gives
a more accurate approximation of diffusion in systems under which the particle distributions equilibrate
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faster in transverse directions compared to the longitudinal directions. Later on, the applicability of the FJ
approach was intensively investigated for strongly corrugated channels and channels with growing width [74],
and different techniques were proposed in order to improve its accuracy [75, 76]. The authors showed that
many properties of entropic particles’ transport can be successfully predicted by the FJ approach. However,
it is not applicable for wide channels and systems with rapidly growing corrugation.
1.4.2 Transition State Theory
A diverse range of fields such as the study of reaction kinetics, diffusion, nucleation theory, and molecule
transportation all address the problem of escape from meta-stable states [77]. It was quickly recognized
that since rate processes are phenomena that take place on a long-time scale in comparison to the dynamic
time scales which characterizes the states of local stability, they are characterized by rare events. Through
an extensive discussion given by Svante Arrhenius [78] about various reaction rate data, which vary on
a logarithmic scale, the discipline of rate theory was created as a function of the inverse temperature β =
(kBT )
−1. The rate coefficient k, or simply the rate of escape, follows the Van’t Hoff-Arrhenius law as [78, 79],
k = ϑ exp(−βU), (1.22)
where U represents the activation threshold potential and ϑ is a prefactor. However, a comprehensive and
more detailed consideration needs to be given to the significance of activation energy, U , and the pre-factor,
ϑ, before further development can occur. The magnitude of the pre-exponential factor ϑ in the Van’t Hoff-
Arrhenius equation, is one of the important problems to be addressed. Transition State Theory which
was developed almost simultaneously in 1935 by Eyring [80], and Evans and Polanyi [81] addressed this
issue successfully. Transition State Theory is an activated rate theory which uses an equilibrium based
approach where the barrier recrossing effect is not considered. In classical theory, transition state theory
is recognized with a “dividing surface” which separates reactant and product regions of configuration space
(more generally, of phase space). Therefore, the transition state theory’s rate constant is proportional to
the total flux of classical trajectories across the dividing surface from the reactant to the product side. This
can be calculated by either using the microcanonical TST approach, which uses a delta-function weighting
and counts only trajectories of a given total energy, or the canonical TST approach, which uses a Maxwell-
Boltzmann weighting at a given temperature. The microcanonical TST assures no trajectory of the given
energy crosses the transition state dividing surface more than once, whereas the canonical TST is exact if no
trajectory of any energy whatsoever crosses the transition dividing surface more than once. Consequently,
the exact (equilibrium) rate constant will be over estimated should re-crossing occur, meaning that the
clasical TST provides an upper bound to the true classical rate constant [82].
When barrier re-crossing events are rare, usually attributed to the high barrier height at the dividing
surface, the estimates provided by TST are effective. Particles passing each other in a single file system can
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be characterized as a rare event, where the relatively high energy barrier makes it difficult for the particles
to overcome it when passing each other. Once the particles have crossed this threshold, they remain in their
new stable state, the product side, rather than re-crossing the barrier and returning to their original state,
the reactant side. A general approach to barrier crossing, developed by Bennett [83] and Chandler [84],
is applicable to the cases where the barrier is high in comparison to the thermal energy in the system and
reduces to TST when the re-crossing can be ignored. All the approaches have a common underlying principle
that the barrier crossing rate is proportional to the probability of finding the system at the top of the barrier.
Calculating this probability, even when barrier crossing is rare, is made possible by computational techniques
now available [85]. The time of escape, τhop, is then inversely proportional to the crossing rate. Therefore,
for a canonical system of particles trying to pass each other within confinement of a channel the time of
escape, τhop, based on Eq. 1.22 can be expressed as
ln τhop = lnA+ β∆F , (1.23)
where A is defined as the hopping time prefactor, ∆F is obtained from the reaction coordinate dependent
Helmoltz free energies, and τhop is inversely related to the crossing rate in the Van’t Hoff-Arrhenius law, see
Eq. 1.22.
1.4.3 Literature Review on Hopping time Scaling
The Fick–Jacobs approximation was used by Bowles, Mon, and Percus to obtain a one–dimensional treatment
for the problem of two hard discs in a rectangular hard box [30]. They assumed that the MFPT is equivalent
to the hopping time, τhop, and defined it as the average time that it takes for a particle to swap places
with one of its immediate left and right neighbors in the longitudinal direction of the channels. The second
assumption is that they use a reduced or coarse grained description of the system by using a variational
principle to project out the degrees of freedom of particles in y coordinates to achieve a one–dimensional
diffusion equation in the longitudinal hopping time reaction coordinate. The hard disc system is an ideal
model system for studying phase transitions and evaluating the existence of activated dynamic scaling. For
hard discs systems, it is expected to have a divergence in hopping time at Rp = σ, as the hopping event goes
to zero at this region. Their results show that the hopping time diverges as a power low with an exponent
of η = −3/2, according to the following equation,
τhop ∼ (Rp − σ)−3/2. (1.24)
The key assumption in deriving this equation (based on FJ approach) is that the system rapidly reaches
equilibrium in y direction and the density in the y coordinate is uniform. In order for this to be true, the
dynamics of the motion must be diffusive rather than inertial. Eq. 1.24 was obtained analytically. The
11
key advantage of this theoretical formalism is that, even though the assumptions that are made in driving
this equation are system dependent, the effects of varying systems’ parameters such as particle–particle
interactions and channels’ size effects are still the same and can be evaluated systematically. Their results
showed that the hopping time exponent ranged from η = 1.97 to η = 1.42, as the time step was decreased for
a fixed range of pore radii, respectively. The shortest time steps show agreement with the FJ approximation.
In their work, in addition to the FJ scheme, the TST approach approximation was explored with inertial
particle dynamics simulation to study the hopping time scaling exponent. It was shown that based on the
TST, the rate of a dynamical process, 1/τhop, where the particles’ moves are mainly inertially rather than
diffusively, is proportional to the probability of finding the system over an entropic barrier. For a given
temperature, T , this rate is calculated using the Boltzmann weighting function [77]. Bowles et al. [30]
showed that for the model of two hard disks in a box as the passing threshold is approached the τhop is
proportional to
τhop ∼ Z(Rp − σ)−2, (1.25)
where Z is the equilibrium partition integral. In another work, Zhou and Zwanzig [86] had shown that a
simple TST predicts the exponent of −2 for the hopping time scaling in the region of particles’ passing
threshold. This disagreement in the hopping time scaling exponent, η, changing from −3/2 to −2, obtained
from two different approximate methods of the dimensional reduction Fick-Jacobs scheme and the transition
state theory, respectively, could originate from the type of particle dynamics. As mentioned earlier, the
Fick-Jacobs scheme predicts the scaling of −3/2 by considering diffusive motion for the articles while the
transition state theory gives the scaling of −2 by considering inertial moves for the particles. However,
a computational study of hopping times for a system of 2d particles in a narrow hard wall channel [32]
using two different dynamics for particles’ motion, stochastic kinetic MC and inertial molecular dynamic
simulation, produced the exponent of η = −2 for both cases. They also performed a simulation study of
hopping time for hard sphere particles confined into hard cylindrical pores and the exponent η was found
to be equal to the dimensionality of the system, η = −3. A later simulation study of the hopping time
using a finite difference method confirmed that the exponent η = −2 for the same system of two hard disks
in a hard wall channel [31]. This suggested that the scaling law exponent for hopping time might be a
universal exponent depending on the dimensionality of the system and therefore independent of the details
of the system’s dynamics. However, to date the reason for the disagreement in the hopping time scaling
exponent obtained from the approximate methods, the reduced Fick–Jacob scheme and the transition state
theory approach, remains unclear. Mon, in more recent Brownian dynamics simulations [87, 88], revisited
their previously published result [30] and concluded that the scaling exponent is independent from the time
step. His result also showed the TST approach is only valid when the pore radius is closed to the particles’
passing threshold, and in this limit Brownian dynamic simulations always predict the exponent of −2. It
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has been suggested that near the passing threshold the dimensional reduction FJ scheme may no longer be
valid because in this region the projected channel geometry is varying rapidly. Sane´ et al. [66] performed
a Brownian dynamics simulation to investigate the validity of Eq. 1.25 for a model of colloidal particles
with a strongly repulsive potential, U ∝ 1/r48, for colloid-colloid and colloid-wall interactions. Their result
was in agreement with TST. In more recent work from the Bowles group [3], the power law exponent for
hopping time was investigated for systems of hard and soft spheres (with hard and LJ potentials, respectively)
confined to narrow pores with hard and LJ walls. They obtained exponent η = −3 when the channel radius
was close to the particles’ passing threshold and the particles’ interaction was purely hard. For the systems
that they studied, it was also shown that the power law behavior for hopping time is no longer valid for
the soft potential models, where the particles could always pass each other, except in the limit Rp → 0.
Comparing their result with Sane´ et al. work, it was suggested that even though τhop does not obey Eq.
1.25 for systems with no clear passing threshold, it might be possible to find an effective divergence under
which the hopping events become rare on the time scale of the simulation and Eq. 1.25 is applicable. More
importantly, their result shows that TST is still applicable in predicting the right type of hopping behavior
for the systems with no clear passing threshold where the hopping exponent is no longer obeying Eq. 1.25.
They studied a wide class of systems through soft repulsive potentials and Lennard-Jones (LJ) potential
and developed a model by focusing on calculations of the free energy barrier associated with two particles
passing. It was shown that there is a restriction in configuration space due to the particle-particle exclusion
effect which creates a free energy barrier with a transition state located at the point that two particles
are side by side in the plane perpendicular to the longitudinal axis of the channel. This suggests the key
elements of the activated particle hopping should be adequately captured by a two-particle description at
low densities, where the transition state should not be affected by the presence of the other particles. The
reaction coordinate for the hopping process is defined is as, xc = x2 − x1, where x1 and x2 are the positions
of the particles along the longitudinal axis of the pore so that the transition state, x∗c , is located at xc = 0.
The canonical partition function for two particles trying to pass each other along the reaction coordinate is
expressed as,
QR(x
′
c) =
1
N !Λ3N
∫
exp(−βU(r))δ(x′c − xc) dxc, (1.26)
where N is the number of particles, Λ is the de Broglie wavelength, and β = 1/kBT , with kB being
Boltzmann’s constant and T the temperature. U(r) is the interaction potential energy as a function of the
distance between the particles, and x′c denotes the configuration space associated with a chosen point along
the reaction coordinate, and is obtained by applying the delta function,
∫
δ(x′c − xc)dxc =
1 if x
′
c = xc
0 if x′c 6= xc.
(1.27)
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The reaction coordinate dependent free energy was defined as,
FR(x
′
c) = −kBT lnQR(xc). (1.28)
.
Bowles et al. calculated τhop, ∆F , and the diffusion coefficient, Dx, for different systems with particles
interacting via hard, repulsive and Lennard-Jones (LJ) potential for a wide range of pore radii=0.93− 1.5.
Their results show that ln τhop is linear in ∆F for all the system they studied, as predicted via Eq. 1.23.
Yet their results were not able to provide a quantitative measure of the hopping time. They argued that
the free energy barrier in Eq. 1.23 is related to the probability of finding the particles on top of each other
at the TS relative to finding them anywhere else in the whole configuration space, while their simulation
method calculated the probability of finding the system at the TS relative to the probability of finding the
particles at xc = 2σ. Therefore, it is necessary to correctly normalize the free energy calculations to achieve
a quantitative prediction of hopping time. It was also suggested that the prefactor A in Eq. 1.23 must also
be determined.
Nevertheless, the simplicity of this approach, which reduces the problem of a many body system of
particles diffusing inside a single file system to the problem of two particles hopping each other at the
transition state is an attractive one. The main goal of this study is developing a model which is capable
of quantitative prediction of hopping time. In particular, it is worth highlighting that the caged particle is
effectively contained within a fluctuating cell formed by its neighbor which suggests using a constant pressure
ensemble may help resolve the issue of normalization.
1.5 The Small Isobaric–Isothermal Ensemble
In the thermodynamic limit, fluctuations away from the most probable microstates are not significant,
therefore the thermodynamics of the system can be characterized by the properties of the states associated
with the maximum term in the probability distribution. It can be shown that the maximum term for one
ensemble can be obtained through the partition function of another ensemble. That is to say, for the purpose
of calculating systems’ properties all the ensembles can be alternatively used and choosing a particular
ensemble is simply a matter of mathematical convenience. However, these fluctuations become increasingly
significant as the system size decreases. In the nanoscale regime, considering the types of fluctuations which
are available to the system is critical when choosing an appropriate ensemble. It also becomes important to
consider the particulars of how the ensemble itself is formulated, as in the case of the isobaric–isothermal
N, p, T ensemble, where the volume is a continuous variable [4, 89, 90, 91, 92, 93, 94].
In the case of a small constant pressure and temperature ensemble, the system is immersed in a bath which
applies a constant pressure and temperature to the system. The final form of N, p, T ensemble for a small
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system is determined by how the surrounding communicates with the system and how the external pressure
is applied to the system. In the N, p, T ensemble, the system could be separated from the surrounding either
via a physical boundary (wall) or a mathematical construct or constraint. The volume of the system is
determined by the boundary and it allows the system’s volume to fluctuate against the externally imposed
pressure. An example of a mathematically defined boundary arrives when conserving the formation of
clusters during vapor phase nucleation, where the boundary defines the volume of the cluster [95, 96, 97].
Therefore, the nature of the boundary influences the final form of the N, p, T ensemble. And again, as the
surface effects are negligible in the thermodynamic limit the nature of the boundary also becomes negligible
in this limit [4].
The isobaric–isothermal ensemble has been extensively used in Monte Carlo simulations as most exper-
imental observations are performed under conditions of constant pressure and temperature. In order to
compare experimental and theoretical results with each other, it is necessary to ensure a proper formulation
for a small isobaric–isothermal ensemble. The original formulation of the ensemble which was introduced by
Guggenheim [98] is given by,
∆(N, p, T ) =
∑
V
Q(N,V, T )e−pV/kBT , (1.29)
where Q(N,V, T ) is the canonical partition function for N particles contained in a volume V at temperature
T , kB is Boltzmann’s constant and p is the external pressure which is applied to the system. This equation,
which is derived on analogy to the other ensembles, is mathematically correct, however, Guggenheim did not
describe over which set of volumes the sum was supposed to proceed. One can neglect this problem when
applying the constant pressure ensemble to systems in the thermodynamic limit because fluctuations away
from the most probable microstates are not significant, and the thermodynamics of the system can be char-
acterized by the properties of the states associated with the maximum term in the probability distribution.
Therefore, as the system size increases and becomes macroscopic, ∆ can be substituted by its maximum
term, Q(N,V, T ), so that we are dealing only with the canonical ensemble at the thermodynamic limit.
However, in the nanoscale regime this becomes the main unsatisfactory feature of the N, p, T ensemble as
the fluctuations become increasingly important as the size of the system decreases [4, 89, 90, 91, 92, 93, 94].
For the systems where the volume is a continuous variable, the summation in Eq. 1.29 can be replaced with
an integral to help to remove the conceptual difficulty related to the sum being taken over an undefined set
of volumes,
∆(N, p, T ) =
∫
V
Q(N,V, T )e−pV/kBT dV . (1.30)
The partition function in Eq. 1.30 is not dimensionless and incorrectly has units of volume. Different
attempts have been made to resolve the dimensionality problem associated with the partition function for
the isobaric–isothermal ensemble [91, 93]. The integral must contain a volume scale, Vo, to render the
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partition function dimensionless such that
∆(N, p, T ) = (Vo)
−1
∫
V
Q(N,V, T )e−pV/kBT dV . (1.31)
The question of defining an appropriate volume scale was first addressed by Attard [91], who derived a
volume scale based on axioms that were developed within information theory [99]. Afterward, Koper and
Reiss [93] developed a physical approach, starting with the microcanonical ensemble, to drive a new volume
scale. Sack [90] showed that the choice of Vo is selected arbitrarily in the thermodynamic limit and reduces
to
Vo =
kBT
p
. (1.32)
However, for systems not in the thermodynamic limit, Vo is related to the system’s volume and must be
taken inside the integral in Eq. 1.31. In the nanoscale regime, the values of the volume scale will be based
on the systems’ properties such as the number of particles and the type of the boundary which is used to
define the volume. Determining the effect and the properties of the boundary is of great importance as the
exact form of the volume scale is determined by the nature of the boundary that is defined for a small N, p, T
ensemble. For instance, if the boundary is a physical object and is assigned by a mass and momentum, the
volume scale is treated as a constant and may stay outside of the integral in Eq. 1.31. On the other hand, if
the boundary is a mathematical construct with no additional degrees of freedom introduced to the system,
Vo becomes volume dependent and must be placed inside the integral in Eq. 1.31 [93].
These concerns were addressed by Corti [4] who developed a rigorous approach to the isobaric–isothermal
ensemble for small systems which eliminates the need to define a volume scale. A summary of Corti’s
derivation for a small system n, p, T ensemble is provided in the rest of this section, which highlights the
detailed elements of the method.
The canonical ensemble partition function for the macroscopic system of N monoatomic particles in the
thermodynamic limit, N →∞ and V →∞, is given by,
Q(N,V, T ) =
1
N !ΛdN
∫
V
e−βUNdr1 ... drN , (1.33)
where Λ is the de Broglie wavelength, d is the dimensionality of the system, UN is the total interaction energy
of the N particles in the system, and the dr1...drN terms show the volume elements for all the particles.
The particles’ position will be integrated over the entire volume V .
Corti’s analysis begins by dividing the canonical partition function for a macroscopic system of N par-
ticles, in a volume V and temperature T , into two systems which includes a small subsystem of n particles
(n  N) in a sub–volume v located at a point r0, and a surrounding system of N − n particles in the
remaining volume, V − v (see Fig. 1.2). The potential term in Eq. 1.33 can be written as
UN = Un + UN−n + Uσ. (1.34)
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Figure 1.2: The figure illustrates division of a macroscopic canonical system into a small subsystem
of n particles with volume v (inside the dashed circle) and temperature, T , with the remaining N −n
particles located in volume V − v and temperature T in the surroundings (outside the dashed circle).
where Un is the potential energy of the n particles in the small volume interacting with each other, UN−n is
the potential energy of the remaining particles in the surrounding bath interacting with each other, and Uσ is
the interaction between the particles inside the small subsystem and the N −n particles in the surroundings.
Since the small subsystem of n particle system is defined as a n, p, T ensemble, the volume occupied by
the n particles, v, is allowed to fluctuate continuously between v and v + dv such that the remaining N − n
particles are always outside of this sub–volume. Corti defines a partition function, Qn,vN dv, that represents
all the possible configurations of the macroscopic system under which there are N − n particles outside of
v + dv and n particles inside of the fluctuating sub-volume, v + dv, so that∫
Qn,vN dv = Q(N,V, T ). (1.35)
The probability of having n particles in a volume between v and v + dv can be formulated as
Pn(v)dv =
Qn,vN dv
Q(N,V, T )
, (1.36)
noting Qn,vN is a density of states and Q
n,v
N dv will be a pure number. Based on the Corti’s analysis, the
subsystem’s boundary is a mathematical concept which separates the n particles from the surroundings.
Since the boundary is a mathematical constraint, no additional degrees of freedom will be introduced to the
system. In practice, for calculating the thermodynamic properties of the small subsystem, it is necessary to
define an effective potential, without using an external potential energy, that does not allow the surrounding
particles to enter the subsystem, v, and keeps the n particles inside the volume v. This is achieved by setting
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the potential energy to be zero for the configurations that are allowed and infinite otherwise. When a local
fluctuation in volume occurs for the subsystem, the boundary must be able to identify the new volume states
of the subsystem.
The challenge is how to include the unique specifications of the exact volume of the n particles without over
counting the configuration. This problem is illustrated in Fig. 1.3, which shows two volume specifications
for one configuration of n particles surrounded by the same configuration of the N − n particles in the
surrounding bath. Therefore, it is necessary to make sure that each configuration of the macroscopic system,
N particles, corresponds to only one specific volume state of the particle inside the subsystem. To define
each volume state taken by the n particles, it is necessary to select a reference point in V to be the origin of
the system, r0. However, Fig. 1.4 shows that even by selecting a particular reference point, there could be
several different volumes centered at the origin which correspond to the same configuration of the n particles
which also result in counting the configurations redundantly in Eq. 1.35. This problem can be resolved by
tying the system’s volume, v, to the location of a particle inside the small system, dv, which is called the
“shell particle”. Therefore, any volume change inside the small system will correspond to a new configuration
of the N−particle system (regardless of any change in the configuration of the surrounding N −n particles).
Since the boundary which separates the small system from its surrounding is a mathematical concept, it will
not require additional degrees of freedom as it is attached to the degrees of freedom of the system. As a
result, the redundant counting of configurations is eliminated, as is the need to specify a volume scale Vo.
Otherwise, Eq. 1.35 will over count configurations of the N particle system.
Corti showed that based on the shell particle approach partition function, Qn,vN dv can be written as
Qn,vN dv =
N !
(n− 1)!(N − n)!
1
N !ΛdN
∫
dv
dr1
∫
v+dv
e−β(Un+Uσ)dr2...drn
∫
V−(v+dv)
e−βUN−ndrn+1. . . drN
=
N !
(n− 1)!(N − n)!
dv
N !ΛdN
∫
v+dv
e−β(Un+Uσ)dr12...dr1n
∫
V−(v+dv)
e−βUN−ndrn+1. . . drN ,
(1.37)
where shell particle is labeled as particle 1, and dr12...dr1n are the relative coordination of the remaining N−1
particles with respect to the position of the shell molecule. In Eq. 1.37, the first binomial coefficient stands
for different ways that one can arrange N particle into n−1, N −n, and the shell particle, indistinguishably.
The second denominator, N !, is added due to the indistinguishably of all the N particles. If the particles in
the surroundings, N − n, are fixed, in a frozen configuration, Eq. 1.37 yields
Qn,vN dv =
dv
(N − n)!Λd(N−n)
∫
V−(v+dv)
Q∗n,v e
(−βUN−n)(dr)N−n, (1.38)
where (dr)N−n = dr1(n+1) . . .dr1N and Q∗n,v is a partition function which is defined for notational conve-
nience as,
Q∗n,vdv =
dv
(n− 1)!Λdn
∫
v+dv
e−β(Un+Uσ)(dr)n−1. (1.39)
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Figure 1.3: Two possible volume states of equal size (large solid circles) that correspond to the same
configuration of the small system n, p, T ensemble. The blue shaded circles correspond to the particles
inside the small system n, p, T ensemble and the unshaded circles represent the N − n partices in the
surrounding bath. Reprinted with permission from ref. [4].
Equation 1.38 can also be rewritten as [92]
Qn,vN dv = Q(N − n, V − v, T )〈Q∗n,v〉o dv, (1.40)
where Q(N − n, V − v, T ) denotes the partition function of N − n particles in a volume V − v, and 〈Q∗n,v〉o
is the ensemble average of Q∗n,v over the configurations of the N − n particles in V − v,
〈Q∗n,v〉o =
∫
V−v Q
∗
n,v e
(−βUN−n)(dr)N−n∫
V−v e
(−βUN−n)(dr)N−n
. (1.41)
Based on Eq. 1.35 the canonical partition function can be be rewritten as,
Q(N,V, T ) =
∫ V
0
Q(N − n, V − v, T )〈Q∗n,v〉odv, (1.42)
so that the probability of having a given configuration inside the n particle system, Pn(v)dv, can be expressed,
Pn(v)dv =
Q(N − n, V − v, T )〈Q∗n,v〉odv
Q(N,V, T )
. (1.43)
By definition [100], the Helmoltz free energy of a system is related to the canonical partition function as
Q(N,V, T ) = exp(−βF ). (1.44)
Substituting Eq. 1.44 in Eq. 1.43 will result in [101, 102],
Q(N − n, V − v, T )
Q(N,V, T )
= e−β[F (N−n,V−v)−F (N,V )]. (1.45)
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Figure 1.4: Several different volumes centered at the origin, r0, which corresponds to the same
configuration of n particles inside the small n, p, T ensemble. The exact volume of the system is
defined uniquely by the shell molecule, the red shaded circle, confined to a shell of volume dv, while
all the remaining particles n− 1 are confined within v. Reprinted with permission from ref. [4].
Since the N − n system is in the thermodynamic limit, n N and v  V , which gives [103]
µ =
(
∂F
∂(N − n)
)
V,T
, (1.46)
F (N − n, V − v) = F (N,V )− n
(
∂F (N − n, V )
∂(N − n)
)
V−v≈V
− v
(
∂F (N,V − v)
∂(V − v)
)
N−n≈N
, (1.47)
where µ is the chemical potential of the bath and
p = −
(
∂F
∂(V − v)
)
N,T
, (1.48)
is the pressure imposed by external particles on an empty cavity of size v. Using Eqs. 1.46, 1.47, and 1.48
in Eq. 1.45 gives,
Q(N − n, V − v, T )
Q(N,V, T )
= eβnµ e−βpv. (1.49)
Substituting Eq. 1.49 into Eq. 1.43 then yields,
Pn(v)dv = e
βnµ e−βpv〈Q∗n,v〉odv, (1.50)
which also satisfies the normalization condition,∫
Pn(v)dv = 1. (1.51)
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In this integral, exp(βµ) is independent of v and can be taken out of the integral, finally allowing the partition
function for the small system isobaric–isothermal ensemble, ∆, to be defined as,
∆ =
∫
〈Q∗n,v〉o e−βpvdv. (1.52)
This partition function, unlike that defined by Eq. 1.30, is dimensionless since 〈Q∗n,v〉odv is a pure number.
Based on Corti’s derivation, the volume scale in Eq. 1.31 has been absorbed inside the integral by using
the shell particle approach. The implicit volume scale in Eq. 1.52 depends on v and this dependency goes
away in the thermodynamic limit [93]. If the interaction between the subsystem and the surroundings are
negligible, Eq. 1.52 becomes
∆ =
∫
Q∗n,v e
−βpvdv. (1.53)
Corti [94] showed that the small isobaric–isothermal ensemble partition function, ∆, is related to the
thermodynamic potential, Gˆ, via
Gˆ = −kT ln ∆. (1.54)
where
Gˆ = 〈U∗〉+ p 〈v〉 − TS, (1.55)
where 〈· · · 〉 denotes the ensemble average and U∗ is the internal energy in the presence of a shell particle. It
is important to note that in this equation, Gˆ differs from the Gibbs free energy of the small system, unless it
is in the thermodynamic limit, because it includes information related to the surrounding bath, such as the
surroundings chemical potential, and also the volume fluctuations at thermodynamic limit will be different
from the volume fluctuations sampled by the small system.
Corti also discusses the applicability of the shell particle approach for the systems where an isobaric–
isothermal system’s boundary is a physical object with an assigned mass rather than a mathematical con-
straints [4]. The nature of boundary influences the final form of the partition function for different types of
systems, and when the boundary is a physical object, which is distinguishable from the n particles inside the
small system, the degrees of freedom of the boundary must be taken into account. The canonical ensemble for
the n particle system which includes the boundary is defined as Qn,B,vdvB , where B is the physical boundary
with its center of mass is located within dvB . Note that the boundary is treated as a particle within the
small system but is distinguishable from the remaining n particles. A momentum partition function can be
extracted from the canonical ensemble partition function as
Qn,B,vdvB = Q
′
n,B,v
dvB
Λ3B
, (1.56)
where Q′n,B,v is the remaining part of Qn,B,vdvB after extracting the momentum partition function of the
boundary. By assuming a large system size where the interactions between the surrounding and small system,
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including the boundary, is small, Eq. 1.56 reduces to
∆ =
1
Λ3B
∫
vB
Q′n,B,ve
−βpvdvB . (1.57)
When the boundary is distinguishable from the n particles and the surrounding and has its own degrees of
freedom, the volume redundancies are not a problem anymore. However, the volume scale still appears in
Eq. 1.57 which for this case is equal to the cube of de Broglie wavelength of the boundary. Corti concluded
that in small systems, the choice and type of boundary affects the ensemble average, and must be chosen so
that it conforms to the system’s actual physical situation.
To investigate the system size effect on the ensemble average for isobaric–isothermal ensembles obtained
from shell particle approach, using Eq. 1.53, and the original algorithm which uses Eq. 1.31, Corti performed
multiple MC simulations using both methods and compared the results [94]. His model consists ofN identical,
structureless LJ particles confined to a spherical system volume, where the interactions between the small
system and its surrounding are ignored. The results indicate that the ensemble averages obtained from two
methods differ from each other and the differences are significant when the system size are small. For larger
system sizes, these differences become negligible. This highlights the importance of correctly formulating
the partition function for small isobaric–isothermal ensembles to eliminate the problem of redundancy via
shell particle approach.
1.6 Scope of the Thesis
In order to understand the diffusive properties of individual tracer particles in single file fluids, and therefore
use it for a variety of applications in SFD in single file systems, it is useful to develop a transition state
theory which is capable of predicting τhop. The goal of this thesis is to develop a method which is capable
of predicting hopping times quantitatively for various confined fluids using a simple system of two particles
trying to hop each other within the confinement of the channel. This thesis will address the following
questions:
• Can TST provide a quantitative measure of the hopping times in single file systems?
• How does the inter-molecular potential influence the hopping time in a single file system?
• Is there a difference in free energy barriers for enantiomers, attempting to pass each other inside a
chiral carbon nanotube (CNT)?
This thesis is organized as follows:
• Chapter 2 addresses the first question by developing and testing a transition state theory for the
quantitative prediction of the hopping time using a small system n, pl, T ensemble, consisting of two
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particles attempting to pass each other in a quasi–one–dimensional channel. The chapter provides a
derivation of the partition function using a small system n, pl, T ensemble for two types of systems
that are analytically tractable: A two-dimensional (2d) system of ideal gas particles confined between
hard walls and a two-dimensional system of hard discs confined between hard walls. This is followed
by a description and application of the Monte Carlo (MC) simulation method to calculate the free
energy barriers associated with two particles passing each other at the transition state and the direct
measurement of hopping times in large systems for comparison. This chapter highlights the key fea-
tures of the method which allows the study of diffusive properties of a single file system consisting of
thousands of fluid particles by the simulation of only two particles. The results of this research have
been published in Journal of Chemical Physics, titled as “Diffusion in quasi-one-dimensional Channels:
A small system n,p,T transition state theory for hopping times.” by S. Ahmadi and R. K. Bowles [5].
• Chapter 3 focuses on the second question and investigates the effects of the interaction potential on
the diffusion for a 2d system of soft repulsive discs interacting via [U(rij) = (σ/rij)
α] confined within
a channel with hard walls over a range of different channel sizes and degrees of particles softness, 1/α.
This work shows that the proposed transition state theory model is able to quantitatively predict the
hopping time for the systems studied. This chapter also highlights how this approach can be used to
efficiently explore and optimize particles diffusion inside single file systems. The results of this research
have been published in Journal of Chemical Physics, titled as “The effect of soft repulsive interactions
on the diffusion of particles in quasi–one–dimensional channels: A hopping time approach.” by S.
Ahmadi, M. Schmidt, R. J. Spiteri, and R. K. Bowles [1].
• Chapter 4 addresses the third question and investigates the potential application of SFD in the crossover
regime for the separation of chiral molecules confined to chiral channels. Different enantiomers confined
to a chiral channel may exhibit different hopping times, because they have different free energy barriers
while attempting to pass each other which would lead to different hopping times for each component
that could be used for separation. This idea is tested by calculating the free energy barriers for hopping
of a chiral molecule confined to chiral carbon nanotubes.
• Chapter 5 includes the conclusion remarks and proposals for future studies.
1.7 Description of the Candidate’s Contribution
The Ph.D. candidate is the primary lead of the current research work along with supervision of Dr. Richard
K. Bowles.
For the second and third chapter of the thesis, the Ph.D. candidate performed the analytical derivation
of the partition function for the systems that were studied. She performed all the simulation work and
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the data analysis of the result with help provided by Dr. Bowles. The results of the second chapter have
been published in Journal of Chemical Physics, titled as “Diffusion in quasi-one-dimensional channels: A
small system n,p,T transition state theory for hopping times.” by S. Ahmadi and R. K. Bowles [5]. The
results of the third chapter have been published in the Journal of Chemical Physics, titled as “The effect of
soft repulsive interactions on the diffusion of particles in quasi–one–dimensional channels: A hopping time
approach.” by S. Ahmadi, M. Schmidt, R. J. Spiteri, and R. K. Bowles [1]. As indicated above, the PhD
candidate is the primary author of the paper, and the second author of the paper is M. Schmidt, from Dr. R.
J. Spiteri’s group. M. Schmidt contributed by performing the free energy optimization described in Sections
3.2.4 and 3.3.4. The Ph.D. candidate was involved in performing all the other simulation work and also
analyzing and interpreting the results obtained from the simulation and optimization.
For the fourth chapter of the thesis, the Ph.D. candidate defined the model and developed all the method-
ology to simulate the diffusion of enantiomers. She primarily conceptualized all the result with the help
provided by Dr. Bowles. The results from the fourth chapter are being prepared for publication.
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Chapter 2
A Transition State Theory for Hopping Time
2.1 Introduction
The goal of this chapter is to develop a method which is capable of the quantitative calculation of hopping
times, using the principles underlying transition state theory. The key element in achieving the quantitative
prediction of the hopping time is the calculation of the barriers associated with particles passing each other.
To evaluate the method, two relatively simple systems will be studied, a two–dimensional (2d) ideal gas
system and a 2d hard discs system. These confined hard discs systems provide a simple model to study the
properties of confined fluids while making the analytic calculations tractable.
In this work, it will be shown that the free energy barrier calculations, using the small n, p, T ensemble
approach, provide a good estimation of the hopping times for both systems studied. For the case of the
ideal gas model, the method is in agreement with the hopping time theory and can successfully predict the
hopping time behavior for the entire range of channel radii. For the case of the 2d hard discs system, the
model works well when the channels are sufficiently narrow, however, it breaks down when the channels
becomes wider. The results of the work described in this Chapter have been published in reference [5].
The chapter is organized as follows: Section 2.2 provides a detailed description of deriving the partition
functions for the systems studied in this work, the 2d ideal gas and 2d hard disc systems, using the small
system n, p, T approach, and developing a transition state model for quantitative analysis of hopping times
for confined fluids. The 2d ideal gas system is defined as point like particles located in a 2d channel, and 2d
hard disk system is defined as disc like particles with diameter σ located in a 2d channel. Section. 2.3 gives
a description of the simulation techniques used in this work to calculate the free energy barriers associated
with two particles passing each other, the hopping times kinetic prefactor calculations using the two particle
system, and the direct measurement of the hopping times for large systems. Section 2.4 outlines the results
and application of the proposed model to both systems. Section 2.5 contains the discussion based on the
obtained results.
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2.2 Developing a Transition State Theory Model for Hopping
Times
2.2.1 Free Energy Barrier Calculations for Hopping Times
What happens in a very small fraction of phase space is an important factor in determining the rate of
activated processes like chemical reactions, which is well described by TST despite its relative simplicity. In
single file diffusion when the particles are diffusing in a sufficiently narrow tube, the hopping event is the
rate limiting step. Since the probability of having both particles cross each other at the transition state is a
rare event, calculating the barrier–crossing rate, which is inversely related to the hopping time, with good
statistical accuracy will not be feasible even in a very long simulation. Here, a Transition state theory is
developed, which involves calculating the height of free energy barrier associated with the activated process
of two particles, as well as determining the kinetic prefactor.
Phenomenologically, the time it takes for a hopping event to occur, by a particle jumping over the cage
created by its local neighbors, is inversely proportional to the rate and is given by,
τhop =
1
ϑ exp(−β∆G∗) =
A
P ∗
= Aeβ∆G
∗
, (2.1)
where ϑ is a kinetic prefactor (see Eq. 1.22), ∆G∗ is the height of the Gibbs free energy barrier when two
particle are passing each other at the TS, A is the hopping time prefactor which is defined as 1/ϑ, and P ∗
is the probability of finding the system in the transition state.
Figure 2.1(b) illustrates how the the small n, p, T system is used in this work to study the TST free
energy barrier associated with particles passing each other in a quasi-one dimensional channel by hopping
past one of their neighboring particles. In this study, the system consists of n = 2 particles confined to a
long, uniform, two dimensional channel which extends longitudinally along the x−axis and has a radius Rp
in the y−axis. The center of the channel is located at the point r0 and the shell particle is located at +L/2
so that the total length of the cell is L. The cell’s volume in two dimension is defined v = 2RpL. The channel
radius is kept fixed so that fluctuations in the volume will be associated to the longitudinal displacement of
the shell particle and are given by [5],
dv = 2RpdL. (2.2)
The small system isobaric–isothermal partition function given by Eq. 1.53 then becomes,
∆ =
∫
Q∗n,ve
−βpl2RpL2RpdL, (2.3)
where pl is the longitudinal pressure acting on both ends of the channel [104]. Particle 1 is the shell particle,
the location of which determines the boundary at one end of the cell and the integration of the shell particle
over its y−axis degree of freedom results in 2Rp factor in the integral.
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Figure 2.1: (a) A configuration of a macroscopic canonical system divided into a small subsystem
of n particles with volume v and temperature T , centered at r0, with a shell molecule, and the
remaining N − n particles located in volume V − v and temperature T in the surroundings. (b) The
two dimensional small n, pl, T ensemble, centered at r0, with a shell particle located at L/2 and the
caged particle located at a longitudinal distance from the shell particle, xc. (c) The transition state,
for the hopping process, where xc = 0 [5].
.
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Particle 2 in our system represents the caged particle. The reaction coordinate for the hopping process is
defined as the longitudinal separation of the caged particle from the shell particle along x axis, xc = x1−x2,
and as shown in Fig. 2.1(c) the transition state occurs at xc = 0. To obtain the configuration space associated
with specific points, ∆x′c , anywhere along the reaction coordinate, a delta function is applied to Eq. 2.3 as
∆x′c dxc =
∫
L
Q∗n,v,T e
−βpl2RpL δ(x′c − xc)2Rp dL, (2.4)
such that ∫
δ(x′c − xc)dxc =
1 if x
′
c = xc
0 if x′c 6= xc.
(2.5)
The partition function for the system can be obtained via
∆ =
∫
xc
∆xc dxc. (2.6)
The probability of having the caged particle at x′c is then,
P (x′c) dxc =
∆x′c dxc
∆
, (2.7)
where P (x′c) is a probability density and ∫ ∞
0
P (xc) dxc = 1. (2.8)
Finally, the Gibbs free energy barrier for particle hopping, ∆G∗, is directly related to the probability of
finding the caged particle in the transition state by,
β∆G∗ = − lnP ∗ (2.9)
where
P ∗ =
∫ x∗c
0
P (xc)dxc, (2.10)
and the transition state region is defined as the distance located within the range of the reaction coordinate,
xc = 0 − x∗c . Since the configuration space of the transition state is a restricted subset of all the possible
configurations available to the system, the work required to bring the caged particle from anywhere in the
cage into the transition state will always be positive and is represented by ∆G∗. As shown in the case of
heterogeneous nucleation [105], using the entire configuration space accessible to the system as the reference
state in calculating the energy barrier, results in remarkable improvement in calculating rates using TST [5].
The dividing surface, TS, between two neighboring particles that are trying to pass each other occurs at
xc = 0, along the reaction coordinate. However, a transition region within x
∗
c can be defined to ensure that
the probability P ∗ in Eq. 2.9 remains dimensionless, rather than representing a probability density. In this
work, the size of the transition region, x∗c , was selected to be small relative to the size of the fundamental
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particle motion which is responsible to move the particle from one side of the TS to another with high
probability. If x∗c is chosen to be too large, then the transition state will include the configurations that do
not contribute to the barrier crossing, which would lead to poor and most likely under estimation of the
hopping time [5].
It should be mentioned that the system consists of only two particles so there is only one transition state
for each hopping event. It could be argued that the local cage for a central particle should be defined by
two particles, one on each side, which will give rise to two transition states. However, each transition state
involves two particles, and when they pass each other they both escape their cages for each hopping event.
Therefore, we only need to count one transition per caged particle. In addition, adding the third particle to
the system would require the use of two shell molecules to define the volume which would make the analysis
more complicated. Due to the symmetry of the system, adding the third particle would also complicate the
definition of reaction coordinate, which measures the longitudinal distance between the caged particle and
the shell particle [5].
According to transition state theory, the hopping time is a product of two factors: (1) the hopping
prefactor A and (2) the free energy barrier at transition state (see Eq. 2.1). The free energy barrier is related
to the probability of finding the system in the transition state, and the hopping prefactor A is related to the
rate at which two particles pass each other at the transition state, barrier crossing rate.
The Bennett–Chandler scheme [84, 106, 107] is applied to compute the crossing rate for a transition
between two states, A and B, that are separated by a free energy barrier and produces a more general
approach that reduces to TST. Based on the Bennett-Chandler scheme the reaction can be describes as a
first-order phenomenological rate law:
∆PA(t) = ∆PA(0)e
−t/τ , (2.11)
where PA is the probability of having the system in state A and ∆PA(t) stands for the difference between
PA and its equilibrium value at time t. To quantitatively formulate the rate, it is necessary to determine the
characteristic nA and nB functions, which specify whether the system is in state A or state B. A reaction
coordinate for the system is defined in a way that connects the two states together. Considering x∗c as the
reaction coordinate at the transition state that separates state A from state B, the characteristic function
is defined as,
nA = Θ(x
∗
c − xc), (2.12)
nB = Θ(xc − x∗c), (2.13)
where Θ is the Heaviside function [108]. The following microscopic expression can be used to determine the
rate constant, kAB [109]:
29
kAB =
〈x˙cδ(xc − x∗c)Θ(xc(t)− x∗c)〉eq
Θ(x∗c − xc)
= M(t), (2.14)
where δ is the Dirac delta function, x˙c is the velocity of the tragectories at the TS , and M(t) is the time
correlation function and explicitly depends on time. However, kAB does not depends on time so Eq. 2.14 is
only valid if and when M(t) reaches a constant value after an initial transitory period [84, 109].
For a Markov process, and under the assumption of a perfect reaction coordinate, and ideal crossing
events, where the particles do not recross the barrier to their initial state, transition state theory can provide
a good estimation for the transition rate, using the free energy and the average velocity of the particles at
the top of the energy barrier [85, 109]. Under this assumption, the crossing rate can be calculated by taking
the limit t→ 0+ in the expression for the transition rate in Eq. 2.14 [108]:
kTST = lim
t→0+
M(t)
=
〈|x˙∗c |〉eq
2
P0(x
∗
c)
=
〈|v∗c |〉eq
2
P0(x
∗
c).
(2.15)
and the hopping time is directly connected to the transition rate, kTST , as follows
τhop =
1
kTST
. (2.16)
The first contribution in the Eq. 2.15 is the average flux of the trajectories over the top of the barrier, 〈|v∗c |〉,
and the second term is the probability density of finding both particles at the top of the barrier [108]. The
method for calculating the free energy barriers or probabilities was already described, using the two particle
small n, pl, T ensemble, therefore, the remaining challenge is to calculate the average flux of the trajectories
over the top of the barrier. This can be achieved in simulation by considering an ensemble of configurations
located in the transition state and measuring the time evolution of xc [1].
It should be mentioned that those trajectories that recross the free energy barrier should ideally not
contribute to the transition rate, kAB . However, kTST includes the trajectories that recross the barrier as
well. Therefore, the TST approach overestimates the true crossing rate which leads to a lower predicted
hopping times. The barrier recrossing is a classic problem in TST and there are many advanced methods in
the literature [110, 111, 112, 113, 114, 115, 116] that are quantifying the recrossing effects.
2.3 Simulation Method
2.3.1 Free Energy Barrier Calculations
Corti [94] showed that the shape of the small system volume, which also represents the simulation cell,
affects the probability of a trial MC move being accepted in the small n, p, T ensemble. In this study, the
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interactions between the particles in the cell and those in the surroundings, Uσ, are neglected and only
the case of n particles confined to the two dimensional channel described in Fig. 2.1(b) is considered in
calculating the partition function for the system, which can be written as [5]
∆ =
1
(N − 1)!Λ2n ×
∫ ∫ ∫ ∫
e−βUne−βpl2RpLdLdy1dxn−1dyn−1, (2.17)
where degrees of freedom of the n − 1 particles are defined by the integrals over the dxdy coordinates of
the n− 1 particles within the small system, the degrees of freedom of the shell particle over the diameter of
the channel is defined by the integral over dy1, and the degrees of freedom of the shell particle associated
with the volume of the cell is defined by the integral over dL. If a scale factor xi = Lx¯i is introduced, then
Eq. 2.17 can be expressed as [5],
∆ =
1
(N − 1)!Λ2n ×
∫ ∫ ∫ ∫
Ln−1e−βUne−βpl2RpLdLdy1dx¯n−1dyn−1, (2.18)
where Un becomes a function of the scaled coordinate system. There is no need to rescale the y−coordinates
when the shell particle moves, because only changes in the longitudinal dimension of the shell particle (the
cell) has an effect on the volume fluctuations. The probability of finding the system in a configuration
specified by x¯n, yn, in a volume with the cell length in the range L to L+ dL, is then [5],
P (x¯n, yn;L)dL ∝ Ln−1e−βUne−βpl2RpLdL, (2.19)
and the acceptance probability for a trial move from an old to a new configuration in the MC simulation
becomes,
acc(old→ new) = min(1, exp { − β[Unewn − Uoldn ]
− βpl2Rp[Lnew − Lold] + (n− 1) ln[Lnew/Lold] }).
(2.20)
Although the analysis is applied to the two dimensional channels studied here, Eq. 2.20 can be extended for
studying three dimensional, quasi-one dimensional channels, by including an appropriate geometric factor
for the channel cross section in the pressure-volume term, as long as fluctuations in the volume only involve
changes in L.
Using MC simulation, the probability, P (xc)dx, of finding the caged particle in a volume dx at a longitu-
dinal distance xc from the transition state is calculated directly. The small isobaric–isothermal simulations
are performed by confining n = 2 particles to a channel with radius, Rp, and length, L, under the condition
β = 1 and βpl = 1. The volume of the small system, with its center located at the origin, is defined by
particle one, which is the shell particle, and is located at L/2. The second particle, caged particle, is placed
within the cell between −L/2 and L/2. The MC moves for the two dimensional ideal gas and two dimensional
hard discs are proceed as follows: After a random selection of a particle, it is moved randomly by a step δx
and δy, up to a maximum displacement of |∆x| = |∆y| = 0.05σ. If the trial displacement of a particle results
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in an overlap with another particle or causes the particle to leave the channel, the move is immediately
rejected. When the shell particle is chosen, the trial move will also change the volume, by changing L by
2δx and the position of the second particle, the caged particle, needs to be rescaled to ensure it remains
inside the sub–volume. At the end of each move, the probability of accepting the move is determined using
Eq. 2.20. It should be mentioned that in order to have a positive volume so that v > 0, the position of the
shell particle must remain positive during the simulation. For each state point studied, 2 × 107 MC cycles
are used to obtain equilibrium and data is collected over the next 108 − 109 MC cycles, depending on the
total number of data points collected at the transition state. Each MC cycle consists of n = 2 MC moves.
Simulation runs were sufficiently long to ensure the transition state region, xc < ∆xc, was sampled at least
100 times. The configurations are sampled at every 1000 MC cycles to ensure that they are not correlated.
The probability is calculated by building a histogram of configurations versus the reaction coordinate using
bin sizes of ∆xc = x
∗
c = 0.005σ for the ideal gas and ∆xc = x
∗
c = 0.03σ, and ∆xc = x
∗
c = 0.05σ for the hard
discs. The probability densities are calculated by dividing the probabilities by the bin size, ∆xc [5].
2.3.2 Crossing Rate Calculations and Simulation Details
According to Eq. 2.15 and as mentioned earlier in Section 2.2, the crossing rate, kTST , is the product of two
contributions, the average velocity of the particles at the top of the energy barrier and the probability of
having the system at TS. The MC simulation details for calculating the probabilities at the transition state
are provided in Section 2.3.1. In order to calculate the average flux of the trajectories over the top of the
barrier at the equilibrium, it is necessary to generate weighted configurations at the transition state, within
x∗c , after the system reaches equilibrium. The n, pl, T system, is used to generate the weighted configurations.
The average flux of the trajectories for the system is calculated using a N,V, T ensemble simulation for two
hard discs over the range of channel radii, Rp = 1.01− 1.2. In this system, the average velocity is equal to
the average displacements of the reaction coordinate, and is calculated via
〈v∗c 〉 =
〈 |xc(t+ ∆t)− xc(t)|
∆t
〉
, (2.21)
where xc(t=0) = x1(t=0)− x2(t=0) is the particles longitudinal distance from each other before the MC moves
start, and xc(t=1) = x1(t=1) − x2(t=1) is the reaction coordinate at t = 1. The average in Eq. 2.21 is
taken over the 800 initial configurations generated by the small n, pl, T ensemble simulation. To obtain
〈v∗c 〉, the canonical ensemble (N,V, T ), simulations with two hard discs, N = 2, are used with the standard
Metropolis MC scheme [85] and the particles are moved as a simple approximation to Brownian motion [117].
The MC simulation is performed as follows: configurations at the transition state are used as the starting
configurations for the MC simulations. The unit of time for the MC simulation is defined as N = 2 attempted
particle moves and each simulation is performed for one time step, ∆t = 1. For each starting configuration,
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one particle is selected randomly and is moved by a step δx and δy, up to a maximum displacement of
|∆x| = 0.06σ and |∆y| = 0.12σ. The move is immediately rejected if the trial displacement causes any of
two particles to overlap with each other or with the hard wall. According to the standard Metropolis MC
probabilities, the probability of accepting a trial move from an old to a new configuration is calculated by:
acc(old→ new) = min
(
1, exp
{
−β[Unewn − Uoldn ]
})
. (2.22)
2.3.3 Hopping Time Calculations
The hopping time is defined as the average time that a particle requires to pass one of its caging nearest
neighbors in a single file system, and can be calculated using MC simulations performed in the canonical
ensemble. The hard disc system consists of N = 500 particles, with diameter σ, and confined to a two
dimensional channel. The channel has a radius Rp along the y–axis and length L along the x direction,
with periodic boundaries that are applied longitudinally. The standard Metropolis MC scheme [85], which
is applied as a simple approximation to Brownian motion [117] is used to move the particles during the
simulation. A MC trial move involves the random selection of a particle, which is moved by a random
selection of a trial step in both the x– and y–directions up to a defined maximum step size. For hard
disc system, the hopping time, τhop(sim), calculations are performed under two different dynamics (step
size): one with a maximum step size of |∆x| = |∆y| = 0.05σ and the other one with maximum step size
of |∆x| = 0.06, |∆y| = 0.12σ. If the trial move causes a particle to overlap with another particle or with
the wall it will be rejected, and the particle will be returned to its original position, otherwise it will be
accepted. Each MC cycle is counted as a unit of time during the simulation and is comprised of N MC trial
moves. For hard discs system, in order to avoid particles overlap at the beginning of the simulation, they
are placed evenly along the channel and placed randomly across the tube in a way that they do not overlap,
then the system is equilibrated over 2× 107 MC cycles. Before the data collection, each particle’s cage was
identified as their immediate left and right neighboring particles, and the particles initial hopping times is
set to zero. Each particle’s hopping time is calculated by counting the number of MC cycles that it takes for
the particle to escape its cage. At the end of each MC cycle, if a particle jumps out of its cage the hopping
time for the particle is recorded, then is reset to zero, and the new caging neighbors for the particles are
identified. Data is collected over 5×107 MC cycles and the average hopping time, τhop, is calculated over all
hopping times recorded for all particles. The ideal gas system consists of N = 100 particles, with diameter
σ = 0, and confined to a two dimensional channel. For the ideal gas system, the hopping time calculations
are performed with a maximum step size of |∆x| = |∆y| = 0.01σ and data is collected over 5 × 107 MC
cycles [5].
The direct measurements of the hopping time, τhop(sim), obtained using the N,V, T ensemble, must be
performed at a thermodynamic state point consistent with the pressure used in the free energy calculations.
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To obtain the correct state point, the density associated with each system with a different radius is calculated
separately using the n, pl, T ensemble where βpl = 1.0, n = 1000, and 10
8 MC cycles are used after the
system reaches the equilibrium. MC simulations for the density calculations involves the random selection
of a particle, which is moved by a random selection of a trial step in both the x– and y–directions up to a
maximum step size of |∆x| = |∆y| = 0.05 − 0.1σ to ensure 80% of the trial moves are accepted. The shell
particle approach is used. The average volume, 〈V 〉, for each system is obtained by sampling the data at
every 10, 000 MC steps and the density for each system is calculated as ρ = N/ 〈V 〉, for both the ideal gas
and hard disc systems. Table 2.1 shows the density range, ρ = N/ 〈V 〉, obtained for both the ideal gas and
hard disc systems at the different radii. The density range calculated for the hard disc system using only
two particles is ρ = 0.54 − 0.65, which is significantly higher than that obtained for the large system. This
results from the lack of interactions with the surrounding in the two particle system, allowing the system to
sample smaller volume configurations that would be inaccessible if more particles were present. When the
density is calculated for a system of three particles in the n, pl, T ensemble, the density range reduced to
ρ = 0.47 − 0.53. This suggests that for hopping time calculations using the two–particle system could be
improved by accounting for the interactions between the small system and the surroundings, i.e., by inclusion
of Uσ [5].
In addition, the small n, pl, T ensemble lacks the periodic boundary condition and the interaction of the
particles are limited to those inside the sub–volume. This results in an over estimation of the densities if
the system size is too small. To illustrate the importance of achieving a large enough system size for the
density calculations, the equation of state is calculated for the 2d hard disc systems with different number of
particles and is compared with the analytical result obtained for the same system using the transfer matrix
method, with Rp = 0.55 − 0.93 [6]. Fig. 2.2 shows the simulation result obtained for the equation of state
for the 2d hard disc system, plV/nkBT , as a function of the occupied volume, φ = npiσ
2/4V , using different
numbers of particles inside the small n, pl, T system, n = 3 − 100, at Rp = 0.55 and over a wide range of
pressures, pl = 1− 60. In this figure, the solid line represents the analytical result obtained for the 2d hard
disc system, using the transfer matrix method [6], developed by Kofke et al. [104]. To ensure good estimates
of the pressure, a system size of N = 500 particles was used [5].
Systems Rp/σ ρ
2d-ideal gas 1.1-1.2 1.00
2d-Hard discs 1.01-1.2 0.27-0.30
Table 2.1: Densities for the idea gas and hard sphere systems for different radii, at βp = 1.0.
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Figure 2.2: The equation of state for the 2d system of hard discs in a 2d channel with hard walls as
a function of occupied volume, φ. The round symbols represent the analytical result obtained using
a transfer matrix method [6] and the triangle symbols represent the simulation result obtained from
the small n, pl, T ensemble method.
.
2.4 Results
2.4.1 Two–dimensional Ideal Gas Systems
The hopping barrier is first calculated for a two-dimensional ideal gas system, when the particles have no
interactions so that Uσ = Un = 0. Also, the particles are confined between −Rp and Rp due to their hard
interaction with the walls. The reaction coordinate partition function for this system can be written as [5],
∆xcdxc =
dxc
Λ4
∫ +Rp
−Rp
∫ +Rp
−Rp
∫ ∞
xc
e−βpl2RpL dLdy1dy2. (2.23)
In Eq. 2.23, the position of the caged particle bounds the length of the cell in its lower limit. Solving the
integrals over y1 and y2 independently and then integrating the result over L gives,
∆xcdxc =
2Rp
Λ4
e−βpl2Rpxc
βpl
dxc. (2.24)
The full partition function for the system can then be obtained by integrating over the remaining xc coor-
dinate to yield
∆ =
2Rp
βplΛ4
∫ ∞
0
e−βpl2Rpxc dxc
=
1
β2p2lΛ
4
.
(2.25)
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Calculating the system volume, using the partition function obtained in Eq. 2.25, demonstrates that the
correct partition function for the system was obtained. The system’s volume is given by
V = 2Rp 〈L〉 = − 1
β
(
∂ ln ∆
∂pl
)
n,T
=
2
βpl
=
n
βpl
, (2.26)
which is the expected equation of state for an ideal gas [4].
The probability of finding the caged particle at a point xc along the reaction coordinate is obtained by
using Eqs. 2.24 and 2.25 in Eq. 2.7 as,
P (xc)dxc = βpl2Rp e
−βpl2Rpxc dxc. (2.27)
The probability of finding the caged particle within a region dxc of the transition state, where xc = 0, is
then,
P (0)dxc = βpl2Rpdxc. (2.28)
Figure 2.3 shows that the free energy density, − lnP (xc), increases linearly as a function of xc, with a
slope of βpl2Rp, which reflects the fact that increasing xc increases the lower bound on the accessible volume
fluctuations, and restricting the total number of configurations available to the system. Even though it might
seem that the hopping process for an ideal gas particle is “barrier–less”, it actually takes work to restrict
the two particles to the transition state region relative to having the caged particle located anywhere within
the small system volume. This necessarily requires a positive free energy barrier ∆G∗, given by Eq. 2.9,
which includes an integral of the normalized probability over a small region of the reaction coordinate in the
transition region. It can also be seen in Fig. 2.3 that the probability density obtained from the simulations
match the results obtained from the exact analysis, which is not surprising for such a simple problem, but
it provides a proof of principle and suggests that the simulation approach is capable of being applied to
systems with more complicated particle–particle and particle–wall interactions [5].
Figure 2.4 shows a plot of ln τhop(sim), which is obtained from N = 100 particle hopping time simulations,
versus the analytical free energy barrier calculations for two ideal gas particles hopping at the TS over the
entire range of channel radii studied, Eqs. 2.27 and 2.9 were used, with x∗c = 0.005. The slope of one for this
plot confirms that our TST approach, using the small system isobaric–isothermal ensemble, has a potential
to be used for hopping times calculations in quasi–one dimensional systems. The intercept results in the
kinetic prefactor A = 0.90 which is related to the velocity of the particles moving out of the transition state
region. Equation 2.28, with Eq. 2.1, suggests that τhop for the two–dimensional ideal gas particles should
vary linearly as R−1p , with a slope ∼ A/2βplx∗c (see Fig. 2.5) [5].
2.4.2 Two–dimensional Hard Discs System
Here the free energy barriers associated with two hard discs passing each other while diffusing inside a two–
dimensional channel with hard walls is calculated [5]. Due to the particle–particle exclusion effect arising
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Figure 2.3: Free energy density, −lnP (xc) as a function of the reaction coordinate, xc, over a range
of pore radii at fixed pressure, βpl = 1.0, for the 2d ideal gas system. The solid lines represent
results from the theory (see Eq. 2.27). The points represent the data obtained from simulation (see
Section 2.3 for details) [5].
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Figure 2.4: ln τhop as a function of β∆G
∗ for the 2d system of ideal gas particles for different pore
radii, Rp = 1.1 − 4.0, obtained from simulation. The dashed line is the best linear fit to the data
and has a slope of 0.98. The error bars represent the standard deviation in the measured hopping
times [5].
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Figure 2.5: τhop, as a function of the inverse channel radius 1/Rp, for the 2d system of ideal gas
particles. The dashed line is a linear fit to the data with a slope of 83.6. The error bars represent the
standard deviation in the measured hopping times [5].
from the hard interaction between the particles, it will be more difficult for the particles to escape their cage
when the channel width becomes narrower. For this system, the particle–particle interaction is defined as
UHD(rij) =
0 if rij ≥ σ,∞ if rij < σ, (2.29)
where σ is the diameter of the hard particles and rij = |ri − rj | is the the distance between two particles.
The particle–wall interaction is given by,
UWHS(rˆij) =
0 if |yi| ≤ Rp − σ/2,∞ if |yi| > Rp − σ/2, (2.30)
where yi is the y–coordinate of the particle. The low pressure cases are considered in this work, where the
interactions between the particles inside the sub–volume and those in the surrounding can be neglected.
Setting Uσ = 0 then makes the solution to the small system n, pl, T partition function analytically tractable.
The reaction coordinate partition function for this system is then given by [5],
∆xcdxc =
2dxc
Λ4
∫ ∞
xc
e−βpl2RpLdL
∫ Rp−σ2
−Rp+σ2 +σ2
dy1
∫ y1−σ2
−Rp+σ2
dy2
=
(2Rp − σ − σ2)2
Λ4βpl(2Rp − σ) e
−(2Rp−σ)βpl xcdxc,
(2.31)
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where,
σ2 =

√
σ2 − x2c if |xc| ≤ σ,
0 if |xc| > σ.
(2.32)
The factor of two appears in the reaction coordinate partition function to count the configurations for which
the order of particle 1 and 2 in the y–coordinate is reversed. Integrating Eq. 2.31 over xc and considering
the pairwise nature of σ2 yields [5],
∆ =
1
β2p2lΛ
4
[
1 +
2e−βpl(2Rp−σ) [βplσ(2Rp − σ) + 1] + β2p2l σ2(2Rp − σ)2 − 2
(2Rp − σ)4
− piσ[Is(z)− Ls(z)]
2Rp − σ
]
,
(2.33)
where Is(z) is the modified Bessel function of the first kind, and Ls(z) is the modified Stuve function, both
with s = 1 and z = βplσ(2Rp − σ) [118].
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Figure 2.6: Free energy density, −lnP (xc) as a function of xc, at fixed pressure, βpl = 1.0, over
radius of Rp/σ = 1.01 − 3 for the 2d hard disc system. The solid lines represent results from the
theory and the points represent the data obtained from the simulation [5].
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Figure 2.6 shows the probability density, − lnP (xc), as a function of xc for the channels with radius in
the range Rp/σ = 1.01−3. For all the radii, where xc > σ the two discs behave like the particles in the ideal
gas system because in this region they do not exclude volume with respect to each other. When xc < σ,
the volume exclusion of the two discs results in a restriction in configuration space. However, the volume
exclusion effect becomes negligible when the channel diameter is wide and the free energy density behaves
close to linear in the region xc < σ. By decreasing the channels diameter, in the region where xc < σ, there
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Figure 2.7: Log–Log plot of 1/P (0) as a function of the discs passing threshold, Rp − σ. The solid
line shows the theoretical results obtained from Eq. 2.34, the points are the free energy results for
the free energy simulations and the dashed line is a guide to show the limiting slope of −2. Insert:
Log–Log plot of 1/P (0) as a function of 2Rp− σ shows the wide channel scaling behavior for hopping
times obtained from the theory, Eq. 2.34, (solid line) and the simulation (points). The dashed line is
a guide to highlight the limiting slope of −1 [5].
is a maximum which is located near xc = 1 and moves toward xc = 0 as Rp → σ. This unexpected behavior
arises because of two competing factors. When the diameter of the channels decreases, due to the increase in
the excluded volume interaction between the two discs, the number of accessible configurations available to
the system decreases which results in higher free energy density as the two discs get closer to the transition
state. On the other hand, when xc < σ, the number of accessible configurations increases because less
work needs to be performed against the external pressure (the pressure–volume work) [5]. The free energy
profile, using the small system isobaric–isothermal ensemble, significantly differs from that obtained using
the canonical ensemble where the free energy maximum is always located where the particles are passing
each other at xc = 0 [3]. Instead, the free energy maximum in the system is not located at the transition
state, i.e. at xc = 0, which represent where the particles are passing each other and exchanging their position
as part of the hopping process.
Based on Eq. 2.32, at the transition state σ2 = σ, and by replacing Eq. 2.31 and Eq. 2.33 in Eq. 2.7 one
can obtain the probability of finding the caged particle at the transition state, P (0)dxc, as [5]
P (0)dxc =
4(Rp − σ)2dxc
Λ4βpl(2Rp − σ)∆. (2.34)
Based on TST, the hopping time is inversely proportional with the probability of finding the system at the
TS, τhop ∼ 1/P (0), and Eq. 2.34 confirms that the hopping time diverges with the exponent η = −2.
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In the hard disc model, when the channel radius approaches the passing threshold for the particles,
Rp → σ, the excluded volume interaction restrains the particles from passing each other. In this region, the
hopping time is expected to diverge as a power law, ∼ (Rp−σ)η, for the systems with hard particle–particle
and particle–wall. Once the channel radius reaches the passing threshold, Rp = σ, and becomes smaller,
the discs will be permanently caged between their neighbors. The Fick–Jacobs analysis [70], which uses a
reduced dimensionality approach by projecting the diffusion of the two discs on to a one–dimensional reaction
coordinate [71, 72] predicts η = −3/2, while TST [30] predicts η = −2. Simulation studies of hopping time
predicts the scaling factor of η = −2, which is in agreement with the TST result. However, the scaling factor
is predicted only when the channels are verry narrow [32, 87]. Figure 2.7 also illustrates the hopping times
behavior for hard discs diffusing in very narrow channels compared to the wider channels. The figure shows
that the hopping times scaling factor approaches to η = −2 for the very narrow channels, Rp = 1.01− 1.2,
and it crosses over to the wide channels scaling, η = −1, for the wider channels, ∼ (2Rp − σ)−1, which is
consistent with the ideal gas system results, under conditions where 2Rp  σ [5].
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Figure 2.8: ln τhop versus β∆G
∗ for hard discs inside different size 2d channels with radii, Rp =
1.01−1.20. The points represent the data obtained from the simulation with x∗c = 0.03 and x∗c = 0.05.
Figure 2.8 shows ln τhop as a function of β∆G
∗ for hard discs inside different size channels with Rp =
1.01 − 1.2. The hopping times were calculated under two different dynamics, with maximum step sizes of
|∆x| = |∆y| = 0.05σ, and |∆x| = 0.06σ and |∆y| = 0.12σ. The free energy barriers at the TS were obtained
for two different choices for the transition state width, x∗c = 0.03 and x
∗
c = 0.05. This figure shows how the
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Figure 2.9: The prefactor term as a function of channel’s radii, Rp = 1.01 − 1.2, with x∗c = 0.05,
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hopping behavior of the particles changes based on their dynamics and how β∆G∗ varies by changing x∗c .
The dependency of the hopping time on the particles dynamics is more dominant for the narrower channels
than it is for the wider channels. However, the free energy calculation is independent of the dynamics but it
depends on the choice for the transition state region, x∗c . The non–linear dependency between the hopping
times and the free energy barriers suggests that the kinetic prefactor (see Eq. 2.1) has a dependency on
Rp as well and the prefactor calculations must be taken into account in order to achieve a useful formalism
for the hopping time calculations. Fig. 2.9 shows how the kinetic prefactor varies by changing the channels
radii and clearly reflects the dependency of the hopping time on the dynamics.
Finally, Fig. 2.10 shows ln τhop(sim) as a function of 1/kTST for hard discs inside different size channels
Rp = 1.01−1.2. Including the kinetic prefactor calculations, which accounts for the dynamics of the hopping
times and also depends on the transition state region choice, x∗c , and Rp, results in a good quantitative
prediction of hopping times for both cases.
2.5 Discussion
The diffusion behavior of fluids confined to single file systems can be understood using the hopping time
approach. The attractive feature of this approach is that all the effects that might influence the motion of
tracer particles inside narrow channels are contained within a single parameter, τhop, which measures the
average time that it takes for a particle to to hop one of its immediate neighbors. A hopping event in a
single file system can be considered as an activated process and therefore are amenable to the application
of TST. The calculation of the height of the free energy barrier for hopping for a small size system with
volume fluctuations is the challenge that needed to be solved. For a system with volume fluctuations the
appropriate ensemble to use is the isobaric–isothermal ensemble, however, the bulk thermodynamics results
are only applicable to a systems in the thermodynamic limit, but not for a nanoscale size system. This is
due to the system size dependency of the volume scale for the isobaric–isothermal ensemble [5].
It was shown that that the small system isobaric–isothermal ensemble introduced by Corti, can overcome
the problem of overcounting the configurations when considering the volume fluctuations for a finite size
isobaric–isothermal ensemble. In this work, the small system isobaric–isothermal ensemble combined with
the TST was used to develop a method which only requires the simulation of two particles to measure the
free energy barrier for particles hopping [5]. This method provides an accurate prediction of the hopping
time for large size systems, which consist of hundreds of particles, and require expensive simulation time.
As noted earlier, the method calculates the power law exponent of η = −1 for the 2d ideal gas system,
τ ∼ 1/Rp, and η = −2 for the 2d hard discs model with narrower channels, τ ∼ (Rp − σ)−2, as predicted
by TST. Based on the TST assumption, the trajectories that recross the barrier to their initial state do not
contribute to the rate. This results in an over estimation of the rate and consequently underestimation of
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the predicted hopping times. However, when the channels are narrower the proposed method overestimates
the hopping times. One possible explanation of this could be related to the assumption that was made in
defining the partition function for the small n, pl, T ensemble, which neglects the interaction between the
small system and its surroundings. How the interaction between the small system and its surroundings
affects the crossing barrier is not clear and it will depend on the type of interactions between the small
system and its surroundings and also the nature of the wall. As a result, it is expected for the model to work
well where the interactions between the sub–system and the surroundings are minimal such as low pressure
cases [5].
The presented method can effectively predict the hopping time and therefore the dynamics of diffusion, in
the crossover regime, for fluids confined to sufficiently narrow channels. In the crossover regime, the hopping
time is proportional to the diffusion coefficient through Eq. 1.20, where the hopping barrier is relatively high.
However, Mon and Percus [28] showed that Eq. 1.20 might be applicable to predict the hopping behavior for
the wider channels, where the barrier is only a few kBT , but with a different hopping time exponents. In this
work, it was shown that for the case of hard discs confined to wider channels the hopping exponent follows
the wide channels scaling behavior with η = 1. To apply this model for the wider channels it is essential to
account for the interactions between the small system and the surroundings [5].
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Chapter 3
Hopping Times Calculations for Repulsive Fluids
3.1 Introduction
In quasi–one–dimensional channels particles are arranged in a single file and within confined local cages
which are formed by each particle’s left and right nearest neighbor along the channel. In the long time
limit, when particles can jump out of their local cages by passing their neighbors, normal Fickian diffusion
is observed. For the tracer particle, particle–particle exclusion effects and the relatively narrow structure of
the channel, which restricts the available configuration space for the particles when they attempt to pass
each other, produces a free energy barrier. When the barrier is high, hopping is a rare event and can be
considered as an activated process that can be addressed using TST. As mentioned earlier in Chapter 2, the
hopping time is inversely related to kTST and can be obtained via Eqs. 2.15 and 2.16 [84, 106, 108, 119].
The small system isobaric–isothermal (n, p, T ) ensemble developed by Corti et al. [4, 92] is used to
calculate the free energy barrier required for a particle when it is escaping its local cage by hopping past
one of its neighbors. The detailed description of this approach can be found in Sections 1.5 and 2.2. In
summary, the method considers the isobaric–isothermal ensemble for a small system of n particles with a
volume, v, which is immersed in a larger system with N − n particles with a fixed volume, V − v. Both
systems have a fixed temperature, T . The volume of the small system is defined by a shell particle, one
particle of the n particle system, and is limited to a region dv, located at the boundary of the small system.
Tying the volume of the small system to the location of the shell particle helps to avoid the over counting of
configurations associated with the volume fluctuations of the small system. The volume fluctuation of the
small system is integrated over the degrees of freedom of the surrounding N − n system and creates a small
system isobaric–isothermal ensemble without a need for introducing a system size dependent volume scale.
The previous chapter developed a method which is capable of the quantitative prediction of the hopping
times for two–dimensional hard discs model [5]. This chapter aims to address the second question posed
in this thesis and quantitatively and qualitatively studies particle–particle interaction effects on diffusion in
confined fluids. To achieve this, the hopping times obtained for a system of repulsive discs confined to a hard
walled channel, using the TST and a small system ensemble consisting of two particles, are compared to the
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hopping times which are measured directly from simulation of a large system, consisting of 500 particles. In
addition, the hopping times are obtained for different degrees of particle softness and provide information
about the repulsion effect of the interaction potential on hopping times, and hence diffusion. In this work,
it will be shown that both the free energy barriers and the kinetic prefactor are important elements in
achieving a good qualitative and quantitative estimation of hopping time and the proposed transition state
theory method is a useful approach for obtaining both elements. In addition, this highlights the benefits of
using the TST approach as an effective tool for diffusion optimization.
This chapter is organized as follows: Section 3.2 describes the model and outlines the simulation methods
used to calculate the hopping times using the TST method and direct measurement of the hopping time for
large systems. This section will finish by a description of the hopping time optimization method. Section
3.3 outlines the simulation result and discussion, and the conclusions are summarized in Section 3.4.
3.2 Model and Methods
3.2.1 Model
To study the effect of the interaction potential on diffusion behavior a two–dimensional system of repulsive
discs confined to a narrow two–dimensional channel with hard walls is considered. The channel has a radius
of Rp, which extends in the y−axis, and length of L, along the x−axis. The center of the channel is chosen
to define the origin of the coordinate system. The particles interact through an inverse–power–law potential,
U(rij) = (
σ
rij
)α : α = 5− 100, (3.1)
where rij = |ri − rj | is the distance between particles i and j, α is the power-law exponent that describes
the repulsion strength of the potential,  is the interaction strength and the interaction potential is cut off
at rc = 2.5σ. The larger the α value the harder the repulsive potential. The quantity 1/α identifies the
softness of the interacting potential, and 1/α = 0, with α → ∞, describes the hard sphere potential. The
interaction potential between the particles and the wall is chosen to be hard and is given by,
UW (yi) =
0 if |yi| ≤ R− σ/2,∞ if |yi| > R− σ/2, (3.2)
with yi being the y–coordinate of a particle. All the simulations are performed using reduced units. In
addition to the repulsive system which is defined above, the simulations are carried out for the equivalent
two dimensional hard sphere system, under the same conditions used to study the soft particles, to provide
a direct comparison between the result obtained from the repulsive discs system with the result obtained
from the hard discs system in Chapter 2.
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3.2.2 Free Energy Calculations
Monte Carlo simulation is used to calculate the free energy barriers for particles hopping using a small
isobaric–isothermal ensemble, n, p,T . The small system ensemble simulations are performed by confining
n = 2 particles to a channel with radius, Rp, and length L, under conditions with β = 1 and βpl = 1.0.
The volume of the small system, with its center located at the origin, is defined by the location of particle
one, which is the shell particle, and is placed at L/2. Particle two, the caged particle, is located within the
cage between −L/2 and L/2. The MC moves proceed as follows: After a random selection of a particle, it
is moved randomly by a step δx and δy, up to a maximum displacement of |∆x| = 0.06σ and |∆y| = 0.12σ.
If the trial displacement of results in an overlap with the wall or if it puts particle two outside the cage
the move is immediately rejected. When the shell particle is chosen, the trial move will also change the cell
length by 2δx and the position of the caged particle is rescaled to ensure it remains within the volume. As
the volume of the small system is defined by the location of the shell particle, its position remains positive
during the simulation to ensure v > 0 [1]. The MC acceptance probability for a trial move from an old to a
new configuration is given by,
acc(old→ new) = min(1, exp { − β[Unew − Uold]
− βpl2Rp[Lnew − Lold] + (n− 1) ln[Lnew/Lold] }).
(3.3)
For each system, the ∆G∗ values are obtained from 20 independent runs. For each run, 2× 107 MC cycles
are used to obtain equilibrium and data is collected over the next 8× 108 MC cycles, where each MC cycle
includes n = 2 MC moves. The configurations are sampled every 1000 MC cycles to ensure that they are
not correlated. The probability is calculated by building a histogram of configurations versus the reaction
coordinate using bin sizes of ∆xc = x
∗
c = 0.05σ. The free energy along the reaction coordinate is calculated
using the probabilities, β∆G = − lnP . The error bars represent the standard deviation of ∆G∗ over the 20
runs. Systems with α = 5 − 100 and Rp/σ = 1.01 − 1.10 are considered. It is required to use probability
density to calculate the transition rate, according to Eq.2.15, which is obtained by dividing the transition
state probability at TS, P ∗, by the bin size, ∆xc.
The average velocity, 〈v∗c 〉, at which the system crosses the barrier is obtained from Eq. 2.21. To
obtain the velocities, the canonical ensemble (N,V, T ) simulations, with N = 2 particles, are used with the
standard Metropolis MC scheme [85] being used to move particles, as a simple approximation to Brownian
motion [117]. The MC simulation is performed as follows: A transition state configuration is used as starting
the initial condition and satisfies xc < 0.05. Each MC cycle, which represents the unit of time, is defined
as n = 2 attempted particle moves and each simulation is performed for one MC cycle, ∆t = 1. For each
initial configuration, one particle is selected randomly and is moved by a step δx and δy, up to a maximum
displacement of |∆x| = 0.06σ and |∆y| = 0.12σ. The move is immediately rejected if the trial displacement
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causes any of two particles to overlap with the hard wall; otherwise the probability of accepting the trial
move is calculated according to the standard Metropolis MC probabilities. The transition state configurations
were taken from free energy barrier simulations which performed in the small n, pl, T ensemble. The average
velocity for each system is calculated over 1000 distinct initial configurations. The hopping time is then
obtained from the transition rate according to Eq. 2.16 [1].
3.2.3 Hopping Time Calculations
The hopping times are directly measured for all the systems studied using canonical (N,V, T ) simulations
for systems of N = 500 repulsive discs confined to channels with radius, Rp, and length, L. The results
obtained from direct hopping time measurements, τhop(sim), are used as a test to compare against the result,
produced by the TST method. The dynamics used for the MC simulations, to achieve a direct measurement
of hopping time, are the same as that described for the free energy calculations. Periodic boundary condition
are applied along the channels longitudinal direction for the (N,V, T ) simulations. Each MC move consists
of the random selection of a particle and moving it in a random direction by step size of δx ad δy and
up to a maximum displacement of |∆x| = 0.06σ and |∆y| = 0.12σ. Each MC cycle, defined as N = 500
attempted particle moves, representing the unit of time, t, for the simulation. Initially, particle positions
are distributed evenly along the channel and randomly across the width of the channel. Before collecting
data, 3 × 107 MC cycles are performed to ensure the system has reached equilibrium and data is collected
over the next 5 × 107 to 3 × 108 MC cycles, depending on the system, to ensure the average hopping time
converges. At the beginning of collecting data, the initial hopping time is set to zero and each particle’s cage
is defined as their immediate left and right neighbors. The number of MC cycles that each particle takes to
jump outside of their local cages is counted as their hopping time. After a particle jumps outside its cages,
its new cage is identified and the particle’s hopping time is reset back to zero. The hopping time, τhop(sim),
is obtained as the average over all the hopping times recorded for each particles is calculated. To check the
system size effect on the calculated hopping times, different simulations were performed with N = 100−800.
The result confirmed N = 500 is sufficiently large to account for system size effects [1].
The direct measurement of the hopping time in large system is performed in the canonical ensemble, rather
than the constant isobaric–isothermal ensemble, because volume fluctuations at constant p cause particle
positions to be rescaled, which can lead to error in the hopping time estimation. To ensure the N,V, T
ensemble simulations are performed at the correct state point the appropriate linear density, ρl = N/L,
for each system (Rp, α) is calculated using the n, pl, T ensemble where βpl = 1.0, n = 500. The shell
particle approach is used for the density calculations, as it has been shown that for the large system sizes,
the standard isobaric isothermal ensemble and the small shell particle method provide the same result at
low pressures [5]. The MC trial moves are the same as that outlined in Section 3.2.2 for the free energy
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Figure 3.1: Linear density, ρl, vs α for different channel radii. The densities are calculated using
n, pl, T ensemble and shell particle method [1].
.
calculations (Eq. 3.3). The maximum displacement of |∆x| = 0.06σ and |∆y| = 0.12σ results in an MC
acceptance ratio of 85 − 92%. The system is equilibriated over 107 MC cycles before collecting data, and
then the average density for each system is obtained by sampling the data every 10, 000 MC cycles over the
period 5 × 107 MC cycles. Figure 3.1 shows that the density increases with increasing channels diameter,
but remains relatively constant as α varies [1].
3.2.4 Optimization Method
To highlight the possible application of this approach, the pythOPT global optimization problem–solving
software environment [120] was used to search for the interaction parameters, 1/α values, that would result
in the highest hopping barrier and therefore the slowest diffusion rate for the systems studies here. The
pythOPT environment offers multiple global optimization solvers as well as a suite of benchmark prob-
lems and routines for performance analysis [1]. The Guaranteed Convergence Particle Swarm Optimization
(GCPSO) solver [121] was used in this study. During the optimization, the MC free energy simulation
method outlined in Section 3.2.2 is used to calculate the free energies corresponding to different values of
α. The prefactor calculations is not included during the optimization process, but can easily be included for
quantitative analysis. A total of 50 swarm particles and 106 function evaluations were used for each GCPSO
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simulation. The total optimization process, for a single radius, takes approximately five central processing
unit (CPU)–days.
3.3 Simulation Results and Discussion
3.3.1 Hopping Times
To study how particle–particle interactions influence their diffusion properties, the result obtained from
direct measurements of hopping times from the large system simulations are investigated [1]. Figure 3.2
shows that τhop(sim) initially increases for all the channel radii as the potential moves from softer particles
(larger 1/α values) toward harder interactions (smaller 1/α values). The initial increase in the hopping
times is greater for the narrower channels than it is for the wider channels. For a fixed channel size, this
behavior is consistent with the expectation that it will be harder for particles to pass each other if it is
energetically more difficult to bring them together. Furthermore, in the limit of Rp → σ and when the
particle–particle interaction becomes harder (1/α → 0), the hopping time must diverge [30], causing their
dynamics to switch from normal diffusionl to SFD. However, Fig 3.2 shows the hopping times go through
an unexpected maximum, initially increasing as the particles’ hardness increases and then decreasing to the
hard disc interaction at 1/α = 0. The existence of this maximum suggests that for each channel size there is
a range of α values where softer particles find it harder to diffuse than the harder particles. As the channels
diameter become narrower this maximum sharpens and its location moves toward the lower values of 1/α [1].
3.3.2 Gibbs Free Energy and Hopping Prefactor
The rest of this section examines how the free energy barrier required for two particles to pass each other
can quantitatively predict the large system hopping time behavior [1]. Figure 3.3 shows the Gibbs free
energy profile as a function of separation of the two particles along the reaction coordinate for both hard
discs system, α = ∞, and repulsive discs systems with α = 5 and α = 100. For all the cases, at larger xc
values, the interaction between the particles become negligible so they are able to move freely across the
entire diameter of the channel. The ∆G increases linearly as it did for the ideal gas system (see section
2.4). The free energy exhibits a minimum at xc ≈ σ and starts to increase again with decreasing xc because
the repulsive interaction between the particles restricts the available configuration space for the particles,
and increases the energy of interactions. The free energy minimum is sharp for the hard disc system and
it becomes shallower as the interactions become softer. Decreasing xc results in a fast increase in the free
energy barrier for the harder interaction and it shows a slower increase for the softer case, α = 5. When
the channels are very narrow, as shown in Fig. 3.3, the maximum in the free energies is located at the
geometrically defined transition state, where particles are located on top of each other, xc = 0. However, for
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Figure 3.2: ln τhop(sim) as a function of 1/α for different channel radii. ln τhop(sim) indicates the
hopping times directly measured from simulation [1].
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Figure 3.3: Gibbs free energy profile vs the reaction coordinate, xc, for repulsive systems with α = 5
and α = 100 and the hard disc system with α =∞ with Rp/σ = 1.01 [1].
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the wider channels the competing effects between the pressure–volume work and the restriction in available
configuration space moves the maximum between xc = 0 and xc = 1. Nevertheless, it is important to note
that because each hopping event is associated with particles exchanging their position at xc = 0, it is the
probability of being at the geometric transition state that determines the hopping time and the diffusion
coefficient [1].
Figure 3.4 shows the height of the free energy barriers at the transition state, ∆G∗, as a function of parti-
cles’ softness for all the systems studied. When compared, the measurements of the TST successfully predict
the hopping time general trends that were obtained via the direct hopping time simulations, ln τhop(sim) (see
Fig. 3.2). In addition, the position of the free energy barrier maximum can be located for all channel radii
using this result. Figure 3.5 shows the kinetic prefactor term as a function of α for all the channel radii. The
strong dependency of the prefactor on α for the narrower channels could be the reason for disappearance of
the maxima in the hopping time calculations by outweighing the effect of the decreasing free energy (compare
Fig. 3.2 and Fig. 3.4). For wide channels the dependency of the prefactor on α becomes negligible and this
allows the hopping time trend to follow the free energy behavior. This result emphasizes the importance
of including the properties of prefactor even for the narrow channels where the free energy barriers is the
dominating factor in hopping times calculations. Figure 3.5 also illustrates the strong dependency of the
prefactor on the channel width when the interaction are relatively hard. This dependency on the channels
diameter decreases when particles are softer [1].
0 0.05 0.1 0.15 0.2
1/α
5
6
7
8
9
10
11
β ∆
G
*
Rp=1.01
Rp=1.02
Rp=1.03
Rp=1.05
Rp=1.07
Rp=1.10
Figure 3.4: Gibbs free energy barrier at the transition state, β∆G∗, as a function of 1/α for different
channel radii [1].
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Figure 3.5: The prefactor term, − ln(〈|v∗c |〉 /2.0), as as a function of 1/α for different channel radii [1].
Figure 3.6 shows the ratio of τhop(TST ), obtained from the theory, and the direct hopping time mea-
surements as a function of channels radii for different interaction potentials. The result indicates that there
is a factor of two difference between the theory and the actual hopping time calculations over the range of
channel radii studied. The theory underestimates the hopping times for the wider channels and it overesti-
mates it for the narrower channels. Our plot also suggests the error could potentially increase further as the
channel becomes narrower. Transition state theory is expected to underestimate the hopping time for all the
cases because it neglects trajectory recrossing, which is consistent with the result for narrow channels. To
achieve improved predictions of the hopping time in this regime, it is necessary to perform calculations that
account for the recrossing effects and help to correct terms associated with the kinetic prefactor. It is also
important to note that the proposed method, which uses the two particle approach, makes an additional
assumption by which it neglects the interactions between the small system and its surrounding bath. The
theory would be exact if these interactions were included in the calculation of the small n, pl, T partition
function. This assumption results in errors in the free energy calculations, and in particular, in the free en-
ergy barrier calculations for softer particles and wider channels where the the long range interaction between
the small system and its surrounding bath may become more important. For example, it is expected that
the accuracy of the method improves for the narrower channels because the fluid structure becomes more
single file and as a result the effect of the long range interactions decreases. Nevertheless, the simplicity
of the method in capturing the general features of the hopping times for confined fluids makes it a useful
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Figure 3.6: Comparison of the predicted hopping time obtained from the theory, τhop(TST ), with
the directly measured hopping time via simulation, τhop(sim), for different values of α and Rp. The
dashed line represents the perfect agreement [1].
method in determining factors that might influence diffusion behavior in highly confined fluids [1].
3.3.3 Transition State Partition Function
To analyze the origin of the maximum in the free energy barrier height as a function of particles softness,
observed in Fig. 3.4, a transition state partition function is defined for the two particle system. The analytical
derivation of the full partition function for the 2d system involves the integration of the repulsive potential
over multiple variables, so a simplified analysis is carried out to calculate the partition function for the system
when it is located at the transition state. This system can be characterized by a partition function for two
particles in one-dimensional line (see Fig. 3.7). The one-dimensional transition state partition function for
the system can be written as [1],
Q1d =
2
2!Λ2
∫ 2Rr
0
dr1
∫ 2Rr−r1
0
e−βU(rij)drij , (3.4)
where Λ = (h2/2pimkBT )
1/2 is the thermal de Broglie wavelength for a particle with mass m, h is Plank
constant, Rr = Rp − σ/2 is the reduced channel radius which is defined as the accessible channel width
for the center of the discs due to the hard wall interaction, rij = r2 − r1 > 0 is the distance between two
particles, U(rij) is the interaction potential defined earlier via Eq. 3.1. The factor of two appears in Eq. 3.4
in order to account for both possible particle orders on the line. The Helmholtz free energy for the transition
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state, relative to two ideal gas particles, is then given by [1],
β∆F ∗1d = − ln (Q1d/Qig) , (3.5)
where Qig = (1/2!Λ
2)(2Rp)
2 is the ideal gas partition function. It should be mentioned that due to ideal gas
particles point like nature they can sample the entire width of the channel, 2Rp [1]. The energetic, E, and
entropic, S, contributions to the free energy, F = E − TS, can then be obtained using the usual canonical
ensemble expressions, 〈E〉 = kBT 2(∂ lnQ/∂T )N,V and S = kB lnQ+ 〈E〉 /T , respectively.
Figure 3.7: A schematic representation of the one-dimensional transition state [1].
Figure 3.8 shows that the one–dimensional partition function, defined for the system when it is located
at the transition state, can be used to capture the general effects of the interaction potential parameter and
the channel radius on the hopping free energy barriers. Even though, in the one–dimensional model, the
location of the maximum in the free energy barrier height differs from that in the actual system it still is
able to show how the maximum evolves with changes in the channel radius. However, the transition state
partition function cannot be used to estimate the hopping time because it does not provide information
about the probability of finding the system at the transition state.
The model also can be used to examine how the energetic and entropic contributions to the free energy
barrier at the TS relate to the maximum in the free energy barrier as a function of particles softness. Figure
3.9 shows the entropic and energetic variations at the transition state as a function of particles softness for
a fixed channel radius, Rp = 1.01. For the hard disc case, with 1/α = 0 and E = 0, the barrier is entirely
entropic in nature and the particle–particles interaction creates a restriction in accessible configuration space
for two particles. As the interaction becomes softer, by increasing 1/α, it allows particles to overlap with
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Figure 3.8: Helmholtz free energy for the one-dimensional transition state ensemble as a function of
1/α for different channel radii [1].
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each other, causing their energy and entropy relative to ideal gas system to increase. However, for small
values of 1/α the energetic cost increases more rapidly than the entropy, leading to an increase in β∆F ∗.
Increasing 1/α further causes the energy to plateau while the entropy continues to increase which leads an
overall decrease in the hopping barrier, and the formation of a maximum in β∆F ∗.
3.3.4 Optimization
The hopping time approach is a useful tool for studying diffusion in single file systems as all the factors
that influence the fluids diffusion are captured within a single parameter, τhop. This suggests τhop could be
used as a target for the optimization of diffusion in these systems. Considering the fact that the proposed
TST model is capable of capturing the overall hopping time behavior and only requires simulation of a two
particle system, it is used in this work to evaluate τhop as a part of optimization scheme.
Global Optimization Quadratic fit
R 1/α β∆G∗ 1/α β∆G∗
1.01 0.0107 10.095 0.0104 10.084
1.03 0.0123 7.978 0.0165 7.947
1.05 0.0215 6.957 0.0292 6.950
1.07 0.0429 6.294 0.0425 6.289
1.10 0.0585 5.603 0.0626 5.601
Table 3.1: Values of 1/α and β∆G∗ at the maximum in the hopping free energy barrier obtained
from GCPSO simulation and by quadratic fit to the data in Fig. 3.4 [1].
The pythOPT global optimization problem–solving software environment method was used to obtain the
interaction parameters, 1/α values, for which the system exhibits the highest hopping barrier and therefore
the slowest tracer particle diffusion. The goal is to identify the location of the maxima in Fig. 3.4 under
which the τhop will be longest.
To compare the optimization result with the simulation result, a quadratic polynomial was fit, using the
five points around the maximum, for each of the free energy curves in Fig. 3.4, to obtain the free energy
maxima. Table 3.1 compares the result obtained from the optimization with the systematic simulation result
for β∆G∗. The result show that despite to the sensitivity of optimization problems [122] due to having a
noisy function for the free energy barriers with considerably large standard deviations in the result obtained
for β∆G∗, i.e. for Rp = 1.01, the agreement is relatively good.
This example demonstrates the potential application of the method in either obtaining a desired tracer
diffusion rate in various engineering devices. In practice, the optimization could include a variety of param-
eters that might influence the diffusion such as particle–particle and particle–wall interaction parameters,
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channel size or particle size.
3.4 Conclusions
The hopping time is an interesting phenomenological parameter because it contains information about the
system factors, such as the density and particle-particle and particle-wall interactions, that determine the
dynamic behavior of quasi–one–dimensional fluids. It was shown that the quantitative prediction of hopping
time can be achieved using the proposed TST method which uses an small isobaric–isothermal ensemble to
calculate the free energy barriers associated with two particles passing each other at the transition state.
Studying the hopping time behavior of a 2d system of repulsive particles shows that kinetic prefactor is
potential dependent and must be included in hopping time calculations. It was shown that combining these
two factors, the free energy barrier and the kinetic prefactor, gives a good estimation of hopping time for all
the potential and channel radii studied in this work. In addition, the TST method can be used as a tool for
studying the interparticle interaction effect in the dynamics of single file systems.
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Chapter 4
Hopping Barriers of Enantiomers inside Carbon Nano–
Tubes
4.1 Introduction
Molecules that contain the same molecular formula and the sequence of the bonded atoms but with different
spatial arrangements of their atoms are known as stereoisomers. Chiral compounds are classified as a specific
type of stereoisomers. Chiral and chirality were used for the first time in a footnote of a lecture given by Sir
William Thomson at Oxford University Junior Scientific Club on May 16, 1893. In the first sentence of the
famous footnote he says [123] “I call any geometrical figure, or group of points, chiral, and say that it has
chirality, if its image in a plane mirror, ideally realized, cannot be brought to coincide with itself”. And based
on the most recent IUPAC definition [124], chirality is defined as a geometric property of a rigid molecule,
with a non deforming geometrical figure, which is not superimposable on its mirror image. Chirality of an
object is related to its symmetry which is determined using certain symmetry operations such as rotational,
mirror, inversion, and translation symmetry. A molecule that has a plane of symmetry or other symmetry
elements, such as inversion center, is usually achiral. Thus, a molecule that has no symmetry element of the
second kind is called chiral.
One way to distinguish between two enantiomers of a chiral molecule is the direction of rotation of plane–
polarized light. The molecule is called dextrorotatory ((d) or (+)) if the rotation of plane–polarized light is
clockwise or to the right; and the molecule is called levorotatory ((I) or (-)); if the rotation of plane–polarized
light is counterclockwise or to the left. The second method distinguishes between enantiomers based on their
absolute chemical configuration. When a special configuration of atoms around a chiral center is clockwise,
the enantiomer is defined right–handed or type R, otherwise it is S-enantiomer (left–handed). When R
and S enantiomers of a molecule within a mixture are presented in equimolar amounts, the mixture is
called a racemic mixture. Racemic mixtures are optically inactive, because the left and right rotations of
plane–polarized light are counterbalanced due to the equal concentrations of each enantiomer. Additionally,
enantiomers exhibit almost the same physical and chemical properties when they are located in an achiral
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environment. However, their behavior changes when they are located in a chiral environment or when they
interact with other chiral components [7].
Natural properties of amino acids and sugars, as the building blocks of peptides, proteins, and polysac-
charides are determined by their chirality. It has been shown that because of chirality, living organisms
exhibit different responses to each enantiomer found in drugs, agrochemicals, food additives, flavors or fra-
grances components, and waste compounds [125, 126]. Often one isomer will be responsible for the intended
action (eutomer), while the other (distomer) can elicit a very different and, for the most part, unwanted
response [127, 128]. For example, different enantiomes of chiral pesticides may result in different environ-
mental activities, durability and strength, or final products when they are broken down under enzymatic
pathways [129, 130, 131]. Also, enantiomers of a racemic drug may show different pharmacological activi-
ties in biological systems, such as differences in their distribution, metabolic, and excretion behavior [132].
Examples of stereoselectivity for various receptors can also be found in the human body. S-asparagine to
the human tongue produces a bitter taste, while R-asparagine transmits a more pleasant sweet quality. The
human nasal membrane also demonstrates this with S-carvone smelling like caraway, and R-earvone smelling
like mint [133]. These example illustrate the importance of using the appropriate enantiomer and develop-
ing methods for synthesizing enantiopure components [134]. It should be noted that the selective synthesis
of one enantiomer, asymmetric synthesis, and development of new strategies for asymmetric synthesis is a
continuing challenge [135].
The separation of chiral molecules is of considerable interest because of the chiral nature of living systems
such as bio–organic molecules. Chiral separation traditionally has been known as some of the most chal-
lenging analytical separation. Enantiomers display the exact same physical and chemical properties when
interacting with achiral environments, leaving a large part of traditional separation methods (e.g., distilla-
tion and liquid-liquid extraction) that operate on the assumption of difference in solubilities or boiling points
unable to leverage those disparities [136].
Louis Pasteur was the first to successfully resolve a racemic mixture into its individual enantiomers and
to discover steriochemistry [137]. He showed that the sodium ammonium salt of racemic acid or paratartaric
acid (PTA) crystallized as a mixture of two crystal type with left–handed and right–handed properties, and
he separated these crystals, using a pair of tweezers. When he dissolved them separately he observed that
each crystal has the same optical activity in magnitude as the other, but opposite in directions. Pasteur
concluded that PTA is a 1:1 mixture of dextro−tartaric, (+)-TA, and levo−tartaric acid, (−)-TA. He related
the opposite optical activity of these substances to the chirality of their molecules, he also concluded that
the chirality effect of these molecules might be as a result of helical arrangements of the atoms in their
structure [138]. Since then many different strategies have been developed for the separation of enantiomers,
though different racemic mixtures respond with varying degrees to the same strategy. Fig. 4.1 produces a
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Figure 4.1: Analytical and preparative techniques that are used for separation of enantiomers.
Reprinted with permission from ref. [7].
.
schematic representation of the primary groups of methods for enantiomeric separation. The majority of
techniques are inefficient and costly due to combinations of time intensive procedures, such as crystallization
and chromatography, and/or the requirement of large amounts of organic solvents [7]. The prevalent method
for obtaining enantiomeric pure drugs is chiral chromatography. In achiral chromatography, the relative net
differences in analyte interactions with the mobile-phase and stationary-phase environments is the driving
factor for separation. In chiral separation, the ability of the enantiomers to interact stereospecifically with a
chiral environment is the crucial factor [136]. With this technique, the stationary phase should be chiral and
the enantiomers should have easy access to the molecules of the stationary phase, a challenging objective to
accomplish [139].
Another approach involves selectively transporting the target enantiomer into a receiver solution on the
other side of a synthetic enantioselective membrane [140, 141, 142]. In some physiological processes, the
translocation of chiral components across biological membranes is important, such as the passage of sugars
and antibiotics through cell membranes or the outer membrane of bacteria [143]. Lee et al. [144] introduced
an enantiomeric separation method of a chiral drug by using an innovative bio–nanotube membrane design,
utilizing alumina films with cylindrical pores of monodisperse nanoscopic diameters e.g., 20 nm. By attaching
an antibody that stereospecifically binds with a particular enantiomer in the drug to the inner walls of the
nanotubes translocation of the enantiomer was achieved. Meanwhile the enantiomer with less of a propensity
to bind with the antibody does not translocate, there by separating the two.
In general, enantioseparation factors are quite limited in a large number of instances, reducing the amount
of mechanistic models that can be identified through experimental techniques. This suggests, molecular
modeling can be a worthwhile tool, for advancing the understanding of chirality and chiral separation. In
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a Molecular Dynamics (MD) simulation study [145], the possibility of selective transportation of a pair
of enantiomers (R– and S–phenylglycine) was studied, using a modified silica nanotube with amino acids
attached to the pore wall. The nanotube mimics the structure of an artificial protein channel in a cell
membrane. They showed that the enantioselectivity of their modified channel could be due to different
interaction of the enantiomers with the immobilized amino acids on the wall. It was demonstrated that
the different average dipole orientations and also the translational-rotational motion of the chiral molecules
result in selective chiral transportation inside the nanotube.
The goal of this chapter is to address the third question posed on this thesis: Is there a difference in free
energy barrier to hopping for enantiomers in a chiral nanotube that could potentially lead to enantiomeric
separation? To address this question, the following hypothesis is proposed: Different enantiomers confined
into a chiral channel exhibit different free energy barriers while attempting to pass each other.
The proposed hypothesis is tested by calculating the free energy barriers for hopping for a pair of enan-
tiomers confined to a chiral carbon nanotube where the free energy profiles are obtained for (R−, R−),
(S−, S−), and (S−, R−) pairs of a chiral molecule, using the TST approach developed in Chapter 2. In this
chapter, it is shown that under certain circumstances different enantiomers of a chiral molecule may exhibit
different free energy barriers when passing each other within a chiral tube.
This chapter is organized as follows: Section 4.2 gives a brief introduction about carbon nanotubes
as ideal pore models for studying the unique properties of confined fluids. Section 4.3 describes the model
defined in this work for simulation studies of enantiomers inside carbon nanotubes. This section also includes
computational details in defining the pair interaction potential and the interaction parameters. Section 4.4
gives a detailed description of the Monte Carlo simulation techniques used in this work to calculate the free
energy barriers associated with the different pairs of enantiomers passing each other within the confinement of
the nanotubes. Section 4.5 contains the simulation results and discussion, and the conclusions are summarized
in Section 4.6.
4.2 Structures and Properties of Carbon Nanotubes
According to classical fluid mechanics, as the radius of a nanoscale channel decreases the work demanded to
move fluid through it increases greatly, thus the energy necessary for nanoscale pumping mechanisms becomes
impractically great. These energy requirements can be vastly reduced when using channels with enhanced
fluid flow. Researchers have demonstrated both numerically [146, 147, 148, 149] and experimentally [150,
151, 35] that CNT based membranes benefit from a mechanism which enhances fluid flow in these channels
dramatically. It has also being shown that CNTs have the ability to mimic natural protein channels. When
using CNTs as biomimetic channels, they have shown the capability to increase the efficiency of fluid transfer
considerably. Applications for these channels include drug delivery, water purification, chemical separation,
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sensing and in nanofluidic and gating devices [151, 150, 152]. Therefore, greater insight into the control of
liquid transport and in manufacturing liquid transfer devices could be gained by understanding the diffusion
of fluids and flow rates in nanoscale channels. The properties of carbon nanotubes, specifically their simple
periodic and clearly defined atomic structure, their large length to diameter ratio, and their chemical stability,
allow for them to be ideal models for studying single file fluids in simulation studies.
Figure 4.2: Definition of chiral vector and chiral angle on a graphene sheet for CNT(2,4). a1 and a2
are the unit cell vectors of the two-dimensional lattice formed by the graphene sheet. Reprinted with
permission from ref. [8].
Currently there are two general types of nanotubes produced, single walled (SWNT) [153, 154] and multi-
walled (MWNT). As the name suggests, SWNTs are made up of a single sheet of graphene rolled to form
a seamless cylinder consisting of a diameter in the order of 1 nm and lengths that reach in to centimeters.
MWNTs consist of an arrangement of SWNTs, nested concentrically, with a separation of 0.35 nm, which
resembles the basal plane separation in graphite [155]. The diameters of MWNTs can range from 2 to
100 nm with lengths in tens of microns. The way in which a graphene sheet is rolled directly affects many
of the characteristics of the resulting nanotube. The process of rolling establishes a specific axial direction,
because it breaks the symmetry of the planar system. The axial direction is defined by the relative direction
of the hexagonal lattice. The nanotube can be metallic, semi–metallic, or semi–conducting depending on
the relation between the axial direction and the unit vectors which describe the hexagonal lattice. Semi–
conducting nanotubes have band–gaps that are inversely proportional with the diameter of the tube, which
varies between 0.18−1.8 eV for the widest to narrowest SWNTs that are stable at the given diameters [156].
Single walled nanotubes are classified using a single chiral vector,
−→
C , which connects a chosen origin
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atom to a second atom, (see Fig. 4.2), and follows the equation [8]
−→
C = n−→a1 +m−→a2. (4.1)
Here n and m are integer numbers, and −→a1 and −→a2 are the unit cell vectors of the two–dimensional lattice
formed by the graphene sheets. The direction of the nanotube length, the nanotube axis, is perpendicular
to this chiral vector (see Fig. 4.2). The circumference of the nanotube which is defined by the length of the
chiral vector
−→
C and is given by [8]
c = |−→C | = a
√
(n2 + nm+m2), (4.2)
where the value a is the length of the unit cell vector −→a1 and −→a2. The length a can be used to calculate the
carbon–carbon bond length, acc, and it follows the equation [8]
a = |−→a1| = |−→a2| = acc
√
3. (4.3)
For graphite, the carbon–carbon bond length, acc = 0.1421 nm, and the same value is usually used for
nanotubes [157]. However, due to the curvature of the tube, the actual bond length is expected to be slightly
larger and a value such as acc = 0.144 nm should be a better approximation [158, 159, 160]. The diameter
of the carbon nanotube is thus given by the equation,
z =
acc
√
3
pi
√
(n2 + nm+m2). (4.4)
The chiral angle, (shown in Fig. 4.2), is defined as the angle between the chiral vector and zigzag nanotube
axis and is given by,
γ = tan−1(
m
√
3
m+ 2n
). (4.5)
The pair of integers (n,m), which is related to the chiral vector, is used to describe nanotubes. Three types
of CNTs are introduced using (n,m) values: “armchair” type tubes with n = m, and γ = 30◦, “zigzag”
type tubes with m = 0, and γ = 0◦, and “chiral” tubes with n 6= m where γ takes a value between 0◦ and
30◦. The chirality of the nanotube affects the optical, mechanical, and electronic properties of the nanotubes
and is determined by (n,m) values, such that with |n−m| = 3q the nanotubes are metallic and those with
|n−m| = 3q ± 1 are semiconducting (q is an integer) [8].
4.3 Model Description
A simple rigid model of a chiral molecule is used to study the hopping barriers of enantiomers inside CNTs.
The model consists of a central atom bonded to four different atoms in tetrahedral coordination. The
properties of molecules confined to narrow carbon nanotubes are mainly controlled by the van der Waals
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interactions. In this study, the Lennard–Jones (LJ) potential (see Eq. 4.6) is used to describe the pair po-
tential interactions between the molecules, and also between each chiral molecule and the carbon nanotubes.
The CNT structures are considered rigid as well. The pair interactions are defined such that each site “a” on
the molecule “i” interacts with all the other sites “b” on the other molecule “j”, so the energy of interaction
is given by
U
(a,b)
ij = 4ε
(a,b)
ij
(σ(a,b)ij
r
(a,b)
ij
)12
−
(
σ
(a,b)
ij
r
(a,b)
ij
)6 , (4.6)
where i and j are used for molecules and a and b are for sites on each molecule, r
(a,b)
ij = |rai − rbj | denotes
the distance between two interacting sites located on two molecules, ε
(a,b)
ij is the LJ potential’s well-depth,
and σ
(a,b)
ij is the cross collision diameter. The Lorentz–Berthelot [161] rules were used to obtain the cross
interaction parameters so that σij and εij are given by
σ
(a,b)
ij =
σ
(a)
i + σ
(b)
j
2
, (4.7)
ε
(a,b)
ij =
[
ε
(a)
i ε
(b)
j
]1/2
. (4.8)
atom x y z lCi(A˚)
C 0.0 0.0 0.0 0.0
H 0.618342137 –0.618342137 –0.618342137 1.071
F –0.763834405 0.763834405 –0.763834405 1.323
Cl –1.015559122 –1.015559122 1.015559122 1.759
Br 1.113708668 1.113708668 1.113708668 1.929
Table 4.1: The list of coordinates for atoms in molecule R− CHFClBr. lCi(A˚) is the bond length
between the central atom, C, and the surrounding atoms, i.
It is well known that carbon with four different substituent atoms forms a chiral molecule. In this study,
Bromochlorofluoromethane (CHFClBr) is chosen as a basic chiral molecule with two optical enantiomers
denoted as R−CHFClBr and S−CHFClBr. The chemical criteria for labeling the R− and S− enantiomers
is as follows: The surrounding four atoms (all attached to the cental C atom) are labeled from (1) to (4)
according to their molecular mass, Br → (1), Cl → (2), F → (3), and H → (4). The central atom is
visualized to be located in the plane of the paper and the lightest molecule, in this case H → (4) is placed
perpendicular to the plane of the paper and pointing away from the viewer. If the rotation from atom (1)
to (3) is clockwise, the enantiomer is labeled as R−, and if the rotation is counterclockwise the enantiomer
will be denoted as S− [162], (see Fig. 4.3). The x, y, and z coordination of the atoms forming the R− and
S − CHFClBr are included in Tables 4.1 and 4.2.
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Figure 4.3: A schematic of the tetrahedral model for S− and R− enantiomers inside a cylindri-
cal tube. The central of mass for the S− enantiomer, the shell molecule, is located at +L/2 (the
enantiomer with the central atom in red color) which defines the volume. The caged molecule, R−
enantiomer in this case, is randomly placed within the cage (the enantiomer with the central atom in
blue color).
atom x y z lCi(A˚)
C 0.0 0.0 0.0 0.0
H –0.618342137 0.618342137 –0.618342137 1.071
F 0.763834405 -0.763834405 -0.763834405 1.323
Cl –1.015559122 –1.015559122 1.015559122 1.759
Br 1.113708668 1.113708668 1.113708668 1.929
Table 4.2: The list of coordinates for atoms in molecule S − CHFClBr. lCi(A˚) is the bond length
between the central atom, C, and the surrounding atoms, i.
Each molecule consists of a central LJ sphere, C atom, attached to the four LJ spheres, H, F , Cl, and
Br atoms, in a tetrahedral coordination with a bonding angle of 109.5◦. The LJ interaction parameters,
obtained from reference [163], are summarized in Table 4.3. In reference [163], Quantum Mechanics (QM)
calculations are applied at the Hartree–Fock level using the GAUSSIAN 94 program [164] and the 6−311+G∗
basis set (6− 311 +G∗//6− 311 +G∗) to obtain the optimized geometry and the energy of CHFClBr. The
bond lengths and the angles are calculated using the SPARTAN’14 [165] at the Hartree–Fock level and the
6− 311 +G∗ basis set.
In very narrow CNTs, SFD behavior is observed where the hopping time is infinite and molecules’ motion
is restricted to one dimension [146, 166, 167]. Sufficient increase in the channel width will allow transverse
motion and will reduce the hopping time and free energy barrier associated with the molecules passing each
other. However, a large increase in the channel width will let the particles to easily pass, leading to normal
diffusion, so the system is no longer located at its transition region from SFD to normal diffusion. To avoid
this problem, different width CNTs are examined to find the appropriate channel size where hopping events
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atom σ(A˚) ε(kJmol−1)
C 3.60 0.209
H 2.50 0.125
F 2.75 0.339
Cl 3.47 1.112
Br 3.65 1.647
Table 4.3: Lennard–Jones interaction parameters for molecule CHFClBr .
are finite but infrequent enough for the enantiomers to show SFD for a long time between their hops. The
CNT(10,6) is chosen as the reference CNT with radius= 5.47A˚.
To investigate the effect of structural changes to the enantiomers and the wall, on the hopping barriers, a
modified chiral molecule is defined as R−C ′H ′F ′Cl′Br′ and S−C ′H ′F ′Cl′Br′, where the atoms have smaller
radius, σ, compared to the reference molecule, and a modified CNT is defined with increased interaction
parameters, and different carbon diameters on the wall. Tables 4.4 shows the new radii defined for the
modified chiral molecule. For the modified molecule, the bond lengths are mainly kept the same, except for
the bond length for C ′ −H ′ which is increased from 1.071 A˚ to 1.171 A˚. Table 4.5 contains the interaction
parameters and carbon diameters on the wall defined for the reference and modified CNTs.
atom σ(A˚) ε(kJmol−1)
C ′ 2.0 0.209
H ′ 0.65 0.125
F ′ 1.4 0.339
Cl′ 1.9 1.112
Br′ 2.44 1.647
Table 4.4: Lennard–Jones interaction parameters for molecule C ′H ′F ′Cl′Br′.
nanotube σwallC (A˚) ε
wall
C (kJmol
−1)
Reference CNT 3.6 0.209
Modified CNT 2.0-2.5 5.209
Table 4.5: Carbon diameters on CNT walls, and Lennard–Jones interaction parameters chosen for
the reference CNT models and modified CNTs .
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4.4 Simulation Methods
4.4.1 Free Energy Barrier Calculations
To calculate the free energy barriers associated with two enantiomers passing each other inside a CNT,
Monte Carlo simulations are performed using the small n, pl, T ensemble, described in Section 2.2, with
T = 298.15K and pl = 100 atm.
Because of the relatively high free energy barriers around the TS (≈ 20 kBT ) the direct MC sampling
method is not feasible, as this will result in a poor data sampling around the transition state. Therefore,
to lower the statistical error in sampling data around the TS, the Umbrella Sampling technique [85, 168],
with a harmonic biasing potential and multiple window sampling, is used to obtain the free energy barrier
profiles along the reaction coordinate, xc. A spring constant of k = 5kBT and a total of 45 independent
overlapping simulation windows separated by 1A˚ were used to calculate the free energy profile along the
reaction coordinate in the region, xc = 0− 45A˚. For each biasing window, the weighted free energy barrier
calculations for hopping is carried out as follows: one of the enantiomers, is selected as the shell molecule
and its center of mass is initially located at L/2 = 10.0A˚ and the second enantiomer is chosen to be the
caged particle and is placed randomly within the cage, −L/2 and +L/2. For each chosen umbrella window, a
total of 107 MC cycles are performed before collecting data, to ensure the equilibrium, and a total of 2× 108
MC cycles are performed to collect data, with configurations being sampled every 25000 MC cycles. Each
MC cycle includes n = 2 trial moves. The trial move for each molecule could either be a translational or a
rotational move. The trial moves are conducted with equal frequency. The translational moves are performed
with maximum step size of |∆x| = |∆y| = |∆z| = 0.1 − 0.12A˚. The rotational moves for the molecules are
characterized by two angles in the intervals [0 − pi] and [0 − 2pi]. The rotational moves are performed with
a maximum change in both rotational angles of 45◦. When the shell molecule is chosen, the trial move will
also change the cell length by 2δx and the position of the caged molecule is rescaled to ensure it remains
within the cell, −L/2 and +L/2. As the volume of the small system is defined by the location of the shell
molecule, its position must remain positive during the simulation to ensure v > 0. The total energy, U , is
the sum of the pair interactions between the sites on one molecule and all the sites on the second molecule,
and also between all sites on both the molecules and the carbon atoms on the CNT wall, located within the
longitudinal distance of xc =
[
2.5× (σai + σwallC )/2.0
]
A˚ from each molecule. In the translational move, the
new position of the molecular centers of mass for the chosen molecule is selected and then the new potential
energy Unew for the system is calculated. The MC acceptance probability for a trial translational move is
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calculated using the equation,
acc(old→ new) = min(1, exp { − β[Unew − Uold]
− βpl2Rp[Lnew − Lold] + (n− 1) ln[Lnew/Lold] }).
(4.9)
In the rotational move, the chosen molecule is rotated and the new energy, Unew, for the system is calculated
in the same way that is done for the translational move. If the rotational move leads to a configuration of
lower energy, ∆U < 0 where ∆U = Unew−Uold, the move is accepted. Otherwise, the possibility of accepting
the rotational move is calculated via the equation
acc(old→ new) = min
(
1, exp
{
−β[Unewn − Uoldn ]
})
. (4.10)
The Multistate Bennett Acceptance Ratio (MBAR) [169] is used to reconstruct the free energy profile
from the weighted probabilities obtained from the simulation. The free energies are normalized and the final
∆G values are obtained as an average over 5–15 independent runs and the error bars are calculated as the
standard deviation from the average in ∆Gs.
4.5 Simulation Results and Discussion
4.5.1 Free Energy Barriers for Pairs of CHFClBr Enantiomers inside CNT(10,6)
The free energy barriers are calculated for three pairs of CHFClBr enantiomers confined to CNT(10,6):
• A pair of (R)– and (R)– enantiomers, (RR)
• A pair of (S)– and (S)– enantiomers, (SS)
• A pair of (S)– and (R)– enantiomers, (SR)
The high free energy barriers associated with the two molecules attempting to pass inside the relatively
narrow CNT, results in poor sampling of the configuration space around the TS. As explained in Section.
4.4, Umbrella Sampling methods are used in this work to enhance the sampling around the TS. To construct
a good sampling distribution around the TS, it is necessary to make sure the molecules are able to rotate
and sample different orientations. Increasing the value of spring constant, used for the umbrella potential,
increases the number of sampled configurations around the TS, however, due to the non-spherical structure of
the molecules it also restricts their relative orientations at the TS. Special care was taken into account to find
an optimal spring constant, k = 5kBT , and maximum rotational angle, 45
◦, which enhances the sampling
and at the same time does not restrict the orientation of the molecules. Figure 4.4 illustrates the unit vectors
which are defined for each molecule to obtain the relative orientation of two molecules with respect to each
other. Vectors ~f and ~g represent the direction of C − Br and C −H bonds on each molecule and ~V1 and
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~V2 are defined as the cross product of ~f and ~g for each molecule, ~V1 = ~f1 × ~g1 and ~V2 = ~f2 × ~g2. The angle
between ~V1 and ~V2 is denoted by θ, and is used to represent the relative orientation of two enantiomers.
Figure 4.4: The schematic picture shows the unit vectors, V1 and V2, which θ angle between them,
cos(θ) = ~V1. ~V2, which is used to show the relative orientation of two molecules. ~V1 = ~f1 × ~g1 and
~V2 = ~f2 × ~g2.
.
Figure 4.5 shows θ obtained for different pairs of CHFClBr enantiomers inside a CNT(10,6), when their
center of mass is located around the TS region, xc ∼ 0.0A˚. The result shows that there is two equally preferred
angles that two enantiomers take with respect to each other and it also indicates that the enantiomers are
able to rotate and switch between these two angles within the confinement of the tube. These two angles are
energetically equally favorable. It should be noted that θ only gives information about the angle between
V1 and V2 vectors of two enantiomers and not their absolute orientation that would determine the exact
structural orientation of the enantiomers with respect to each other and the nanotube. Therefore, this angle
by itself is not sufficient enough to give insights about the absolute orientation of two enantiomers within
the tube. Studying the enantiomers’ orientations at the TS and its relation to their free energy barrier when
they are passing each other is an interesting subject to be investigated, however, it is outside the scope of
the current work.
Figure 4.6 shows the free energy profile obtained for the pairs of S − CHFClBr and R − CHFClBr
enantiomers inside the CNT(10,6) with Radius= 5.47A˚. ∆G∗ is located at xc = 0 and the result shows that
a pair of S−CHFClBr enantiomers passing each other inside a CNT(10,6) exhibit no significant difference
in the free energy barrier compared to a pair of R−enantiomers. Hovever, the failure of the carbon nanotube
to effectively distinguish between the two enantiomers of CHFClBr does not rule out the possibility that
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Figure 4.5: The relative orientation of two enantiomers, (θ), when xc ∼ 0.0A˚ as a function of MC
cycles for two pairs of S −CHFClBr and R−CHFClBr enantiomers inside a modified CNT(10,6).
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Figure 4.6: Gibbs free energy profile, ∆G, as a function of xc = (0 − 3)A˚ for three pairs of S −
CHFClBr and R − CHFClBr enantiomers inside a CNT(10,6) with radius=5.47 A˚. Inset: Free
energy as a function of whole reaction coordinate: xc = (0 − 40)A˚ for three pairs of R − CHFClBr
and S−CHFClBr enantiomers inside a CNT(10,6). ∆G values in xc = (0−10)A˚ region are obtained
from 10 independent runs and in xc = (10− 40)A˚ region are obtained from a single run.
.
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chirality can affect diffusion in single file systems in all cases. It may be that the chiral interaction between
the enantiomers and the CNT is too weak in this case [144, 145, 170]. Or the diameter of the CNT(10,6)
is still too wide to have an effect. The spherical–like structure of the enantiomers could also make it hard
for the chiral tube to pick the difference between the two enantiomers and therefore results in similar free
energy barriers for the enantiomers. The combination of all the factors must be considered to effectively
investigate their combined effects on the diffusion behavior of the enantiomers inside the chiral tubes.
4.5.2 Free Energy Barrier Calculations for Pairs of CHFClBr Enantiomers in-
side Modified CNTs
To examine the chiral interaction effect on the free energy barriers associated with two enantiomers passing
each other, the LJ interaction parameters defined for C atoms on the CNT(10,6), εwallC , is increased from
εwallC = 0.209kJmol
−1 to εwallC = 5.209 kJmol
−1, to define the modified CNT(10,6), and the free energy
barriers are calculated for the pairs of CHFClBr enantiomers. Fig. 4.7 shows the free energy profile
obtained for three binary pairs of S − CHFClBr and R − CHFClBr, inside the modified CNT(10,6).
Increasing the LJ interactions of C atoms on the wall with the enantiomers (with all the atoms present
in each enantiomer’s structure), results in higher energy barrier required for passing within the same size
CNT(10,6). Stronger interactions between the wall and enantiomers creates some differences in the free
energy profile between a pair of S− and R− enantiomers at xc = 0.5 − 3.0A˚. However, the difference goes
away in the transition state region where xc = 0.0A˚.
Figure 4.8 shows θ between each pair of enantiomers for two pairs of S−CHFClBr and R−CHFClBr
enantiomers inside the CNT(10,6), when their center of mass is located around the TS region, xc ∼ 0.0 A˚.
Unlike the two equally preferred angles that the two enantiomers take when they were placed inside a
reference CNT(10,6), an unmodified CNT(10,6), (see Fig. 4.5), in this case, the enantiomers prefer one
orientation (θ = 125◦) over the other (θ = 25◦) when they are placed inside the modified CNT(10,6), (see
Fig. 4.8). Figure 4.9 shows the interaction energy between the enantiomers and the CNT wall when they
are placed inside a CNT(10,6) and a modified CNT(10,6) with increased LJ interaction parameters. The
result shows when the enantiomers are placed within a CNT(10,6) they take two angles with respect to each
other, θ ' 25◦ and θ ' 125◦, (see Fig. 4.5) and since both these angles are energetically the same (see Fig.
4.9 (a)) they are able to switch back and forth between both orientations when located at the TS region.
However, when they are placed inside the modified CNT(10,6), θ ' 125◦ is energetically preferred over the
other orientation (see Figs. 4.8 and 4.9 (b)). Therefore, when each pair of enantiomers are passing each
other inside the modified CNT(10,6) they are limited to fewer possible orientations, giving rise to the higher
free energy barrier, β∆G∗ ' 31 (see Fig. 4.7).
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Figure 4.7: Gibbs free energy, ∆G, as a function of xc = (0−4.5)A˚ for three pairs of S−CHFClBr
and R−CHFClBr enantiomers inside a modified CNT(10,6) with increased LJ interaction parameter
for C atoms on the wall, εwallC = 5.209 kJmol
−1. ∆G values are obtained from 5 independent runs.
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Figure 4.8: The relative orientation of two enantiomers (θ) as a function of MC cycles, when
xc ∼ 0.0A˚, for two pairs of S−CHFClBr andR−CHFClBr enantiomers inside a modified CNT(10,6)
with increased LJ interaction parameter for C atoms on the wall, εwallC = 5.209kJmol
−1.
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Figure 4.9: (a) S−, S − CHFClBr and R−, R − CHFClBr enantiomers LJ interaction with
CNT(10,6) walls as a function of θ when they are located around the transition state, xc ∼ 0.0A˚.
(b) S−, S−CHFClBr and R−, R−CHFClBr enantiomers LJ interaction with modified CNT(10,6)
walls with increased LJ interaction parameter for C atoms on the wall as a function of θ when they
are located around the transition state, xc ∼ 0.0A˚.
.
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4.5.3 Free Energy Barrier Calculations for Pairs of Modified C ′H ′F ′Cl′Br′ Enan-
tiomers inside Modified CNTs
This section investigates how changing the structure of the enantiomers and also controlling the radius
of the channel can affect their hopping barriers inside the modified chiral CNTs. A modified molecule,
C ′H ′F ′Cl′Br′, and modified CNTs are defined using the parameters listed in Tables. 4.4 and 4.5. To build
the structure of the modified enantiomers, the bond lengths are kept the same as the reference molecule,
CHFClBr, except for the C ′−H ′ length, but the diameters of the atoms were reduced, which provides a less
spherical structure for the molecules. Figure 4.10 provides a schematic comparison between the reference,
CHFClBr, and the modified, C ′H ′F ′Cl′Br′ molecules.
CNTs can be considered as single sheets of graphite which is rolled at different angles (which depends
on n and m index of CNTs). Choosing different rolling angles results in different nanotube properties and
different diameters for nanotubes. Therefore, changing the n and m indexes to obtain wider or narrower
tubes will result in tubes with different chirality and also one cannot incrementally change the diameter of
the tube as the diameter is determined based on the chosen n and m indexes. To keep the chirality fixed
and have a control over the diameter of the CNTs, the size of the carbon atoms diameters on the modified
CNT(8,3) walls are varied between σwallC = 2.0 − 2.5A˚. Therefore, a modified CNT(8,3) with σwallC = 2.0A˚
results in the widest tube, and a modified CNT(8,3) with σwallC = 2.5A˚ results in the narrowest tube.
Figure 4.11 shows the free energy profile obtained for three pairs of modified S − CHFClBr and
R − CHFClBr enantiomers inside a modified CNT(8,3) with σwallC = 2.0A˚ and Radius = 3.85A˚. This
is the widest tube and the result shows that there is no difference between the hopping barrier for different
mixtures of S− and R− enantiomers. However, there is a significant drop in the hopping barrier for the mod-
ified enantiomers inside the modified CNT(8,3), β∆G∗ ' 5.1, compared to hopping barrier for CHFClBr
enantiomers inside the CNT(10,6), β∆G∗ ' 31 (see Fig. 4.7). One possible explanation could be that
the relative diameter of CNT(8,3) to the size of modified enantiomers is wider than that of CNT(10,6) to
CHFClBr enantiomers. Another explanation could be related to the modified molecule’s structure which is
less spherical. As a result the modified enantiomers can take orientations under which the hopping becomes
more likely. Figure 4.12 shows the interaction energy between the modified enantiomers and the modified
CNT(8,3) wall. The result shows that both enantiomers can take all the possible orientations which is
reflected by θ. Figure 4.12 also indicates that all these angles are energetically the same, which suggest
the enantiomers are free to take any orientation which would make their hopping easier. As a result the
enantiomers are encountering a smaller barrier to overcome when they are passing each other.
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Figure 4.10: (a) Reference molecule CHFClBr structure (b) Modified molecule C ′H ′F ′Cl′Br′
structure.
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Figure 4.11: Gibbs free energy profile, ∆G, as a function of xc = (0 − 3.0)A˚ for three pairs of
modified S − C ′H ′F ′Cl′Br′ and R − C ′H ′F ′Cl′Br′ enantiomers inside a modified CNT(8,3) with
increased LJ interaction parameter for C atoms on the wall, εwallC = 5.209 kJmol
−1 and σwallC = 2.0A˚.
∆G values are obtained from 15 independent runs.
.
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Figure 4.12: (a) S−, S − C ′H ′F ′Cl′Br′ and R−, R − C ′H ′F ′Cl′Br′ enantiomers LJ interaction
with modified CNT(8,3) walls, with σwallC = 2.0A˚, as a function of θ when they are located around the
transition state, xc ∼ 0.0A˚.
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4.5.4 Chirality Effect on the Hopping Barrier
In order to investigate the chirality effect on the hopping barrier for different pairs of enantiomers of the
modified C ′H ′F ′Cl′Br′, it is necessary to have access to a sufficiently narrow tube to ensure the SFD to
normal diffusion region is long enough to observe single file diffusion behavior in the system. Fig. 4.13
(a), (b), and (c) shows the free energy profile obtained for three pairs of modified S − C ′H ′F ′Cl′Br′ and
R − C ′H ′F ′Cl′Br′ enantiomers inside a modified CNT(8,3) with σwallC adjusted to: (a) σwallC = 2.3A˚, (b)
σwallC = 2.4A˚, and (c) σ
wall
C = 2.5A˚. The result indicate that there is a difference in the free energy barrier
for the different pairs of enantiomers inside modified CNT(8,3) for all the chosen radii. Fig. 4.13 (a), (b),
and (c) shows that the pairs of R − C ′H ′F ′Cl′Br′ enantiomers represent higher hopping barrier compared
to the pairs of S − C ′H ′F ′Cl′Br′ enantiomers for all the channel radii. Also, it can be seen, from Fig.
4.13, that the free energy gap between the enantiomers increases by decreasing the nanotube diameter.
If the chirality of the nanotube plays a role in the diffusion behavior of the two enantiomers it would be
expected that the free energy barriers flip by reversing the chirality of the tube. Therefore, the same free
energy calculations were performed for the modified enantiomers inside the nanotubes with reversed chirality,
CNT(3,8)s. Figure 4.13 (d), (e), and (f) shows the free energy profile obtained for three pairs of modified
S − CHFClBr and R − CHFClBr enantiomers inside a modified CNT(3,8) with σwallC adjusted to: (d)
σwallC = 2.3A˚, (e) σ
wall
C = 2.4A˚, and (f) σ
wall
C = 2.5A˚. The result shows that there is a difference in the free
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energy barrier for the different pairs of enantiomers for all the chosen radii for a modified CNT(3,8). This
behavior is similar to that is observed for a modified CNT(8,3), however, when the enantiomers are placed
inside a modified CNT(3,8) the pair of S − C ′H ′F ′Cl′Br′ enantiomers exhibit a higher hopping barriers.
The results clearly show that the free energy barriers flip when the chrality of the tube is reversed. This
suggests that the chirality has an effect in deriving the free energy gap between two enantiomers of modified
CHFClBr enantiomer.
4.5.5 Free Energy Barrier Calculations for Pairs of Modified C ′H ′F ′Cl′Br′ Enan-
tiomers inside Modified CNT(6,6)
Figure 4.14 provides the free energy profile obtained for three pairs of modified S − C ′H ′F ′Cl′Br′ and
R−C ′H ′F ′Cl′Br′ enantiomers inside an achiral modified CNT(6,6) with increased LJ interaction parameter
for C atoms on the wall, εwallC = 5.209 kJmol
−1, σwallC = 2.4A˚, and Radius = 4.06A˚. In this case, the height of
the free energy barrier at the transition state, ∆G∗ ' 6.5 kJmol−1, is similar to the height of the barrier for
the modified CNT(8,3) and CNT(3,8), with σwallC = 2.3A˚. This suggests that the relative size of the channels
to the enantiomers are comparable. Observing no difference in the hopping barriers for two enantiomers
obtained for the achiral CNT(6,6) to the difference in their hopping barriers for the modifed CNT(8,3) and
CNT(3,8) indicates that the difference in the hopping barrier for two enantiomers could originate from the
chirality effect of the nanotubes, modified CNT(8,3) and CNT(3,8).
4.5.6 Periodic Wall Interaction Effect
In the partition function analysis for the the small n, pl, T ensemble introduced by Corti, and explained
in Sections 1.5 and 2.2, it is assumed that the small system ensemble is restricted to a uniform spherical,
or a symmetrical shape volume and therefore choosing the location of the center of the tube is arbitrary.
However, in the current Chapter, the free energy barriers were investigated for different pairs of enantiomers
confined to carbon nanotubes, where the wall which defines the volume of the small system is no longer
symmetrical. To address these concerns, the interaction of the two pairs of a modified enantiomers with a
confining modified CNT(8,3) is calculated while they are located on top of each other and moving across the
nanotube. Figure 4.15 shows the two pair of modified S−, S − C ′H ′F ′Cl′Br′ and R−, R − C ′H ′F ′Cl′Br′
interaction with the the modified CNT(8,3) wall, while both enantiomers are located on top of each other
and are gradually shifted along the longitudinal direction of the nanotube. The result indicates that the
energy fluctuations varies very rapidly so that the periodicity of the tube is very short compared to the big
fluctuations in the channels’ volume. Therefore, it could be concluded that the location of the center of the
tube and where it is chosen probably does not affect the free energy calculation result.
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Figure 4.13: Gibbs free energy profile, ∆G, as a function of xc = (0 − 3.0)A˚ for three pairs of
modified S − C ′H ′F ′Cl′Br′ and R − C ′H ′F ′Cl′Br′ enantiomers inside a modified CNT(8,3), ((a),
(b), and (c), and modified CNT(3,8), (d), (e), and (f), with increased LJ interaction parameter for C
atoms on the wall, εwallC = 5.209 kJmol
−1 and σwallC adjusted to: (a) and (d) σ
wall
C = 2.3A˚, (b) and (e)
σwallC = 2.4A˚, and (c) and (f) σ
wall
C = 2.5A˚. ∆G values for each case are obtained from 15 independent
runs.
.
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Figure 4.14: Gibbs free energy profile, ∆G, as a function of xc = (0 − 3.0)A˚ for three pairs of a
modified S−C ′H ′F ′Cl′Br′ and R−C ′H ′F ′Cl′Br′ enantiomers inside a modified and achiral CNT(6,6)
with increased LJ interaction parameter for C atoms on the wall, εwallC = 5.209 kJmol
−1 and σwallC on
the wall adjusted σwallC = 2.4A˚. ∆G values are obtained from 15 independent runs.
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Figure 4.15: (a) S−, S−C ′H ′F ′Cl′Br′ and R−, R−C ′H ′F ′Cl′Br′ enantiomers LJ interaction with
a modified CNT(8,3) walls, with σwallC = 2.0 A˚, as a function of the CNT(8,3) length.
.
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4.6 Conclusion
It was shown that by choosing an effective interaction parameter between the enantiomers and CNTs and
also relatively narrow nanotubes, chiral effects become apparent and enantiomers exhibit different free energy
barriers while attempting to pass each other. The existence of different free energy barriers suggests different
hopping times for two enantiomers of a chiral molecule and therefore different tracer particle diffusion
behavior. It remains an open question as to whether differences in tracer diffusion in multicomponent
systems influences the long time transport properties of the system, but if the hopping times play a role in
the transport, then SFD could be used as a useful tool for separation of racemic mixtures and it suggests
that the methods developed here can be used to explore separation in the systems that the chirality plays
a significant role in diffusion of enantiomers inside nanotubes. As a result, the proposed approach can be
used as an effective tool in investigating the chirality effect on the diffusion of enantiomers inside narrow
chiral channels and also separation of mixtures. Despite its simplicity, this method provides a qualitative
description of hopping time for the systems studied here. For a quantitative prediction of hopping time, the
kinetic prefactor must also be determined. It is important to note that, confirming the existence of different
diffusion behaviors for two enantiomers inside chiral nanotubes requires direct measurements of hopping
times as well.
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Chapter 5
Discussion, Conclusions, and Future Work
5.1 Discussion and Conclusions
The subdiffusive behavior of a tagged particle confined into a narrow channel is the key feature of Single File
Diffusion. This results in a slowdown in tracer diffusion rate inside single file systems compared to the bulk
diffusion behavior [43, 44]. When the channel is wide enough, the particles can pass each other which leads to
normal diffusion in the long time limit. In the crossover regime between SFD and normal diffusion, hopping
events are rare and the particles perform SFD on intermediate time scales, before eventually passing[66, 67].
Percus and Mon [28] developed a simple phenomenological approach that connects the longtime diffusion
coefficient to a hopping time that measures the average time required for a particle to escape its local cage.
The hopping time theory is an attractive approach to understanding diffusion in single file systems because
it is able to describe the long time dynamic behavior of the tracer particle in terms of a single, short time
parameter. Furthermore, the hopping time contains information about all the system parameters, such as
particle–particle, particle–wall interaction and density, that influence diffusion[3, 28, 29, 31]. The main goals
of this thesis were addressing a few interesting questions that relate to the dynamics of fluids in single file
systems and its potential applications. The first goal of this thesis was to provide a quantitative measure of
the hopping times in single file systems, using transition state theory. The second goal of this work was to
investigate the inter–molecular potential influence on the hopping time in a single file system. The final focus
of the thesis was exploring the possibility that different enantiomers of a chiral molecule interact differently
with a chiral tube, creating a difference in their hopping barrier, which could be used to control the tracer
particle diffusion of different components of a mixture.
The activated nature of hopping process in these systems makes transition state theory a good candidate
for the calculation of the hopping time, τhop. Based on TST, the rate at which two particles pass each other
is proportional to the probability of finding the system at the top of the transition barrier[30, 31]. The
challenge here is to correctly calculate the probability of being in the transition state for a system consisting
of a particle caged between its neighbors, which is not in the thermodynamic limit, and exhibits volume
fluctuations. Formulating the statistical ensemble for describing nano–scale systems has been a challenge,
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because such systems are strongly influenced by their surrounding medium. For the case of the N, p, T
ensemble, the system is immersed in a surrounding bath which imposes a fixed external pressure to the
system via a physical or mathematical boundary that defines the system’s volume and allows it to fluctuate.
For a N, p, T ensemble, where the volume is considered as continuous variable, the partition function defined
by Eq. 1.31 requires a volume scale, Vo, to ensure it remains dimensionless. In the thermodynamic limit, the
choice of the volume scale is arbitrary, however, for small systems the volume scale is system size dependent
and therefore must be taken inside the integral.
In this work, the issue of the volume scale is overcome by applying Corti’s shell particle approach[4, 94, 92]
to a system of two particles confined to a single file channel [5, 1, 4]. The shell particle defines the volume
of the system, as described by Corti, but it also acts as the caging neighbor particle that must be passed in
order for a hopping event to occur. The reaction coordinate for the hopping process can then be defined as
the longitudinal distance between the shell particle and the cage particle.
To test the validity of the TST approach, the free energy barriers and hopping times were calculated
for a two dimensional ideal gas system and a two dimensional hard disc system, where the results can be
analytically calculated. The hopping times obtained from the theory were also compared to τhop measured
directly in the simulation of large systems. The linear relationship between lnτhop and ∆G
∗ with the slope of
unity for all the radii studied for ideal gas system (Section 2.4), confirms that the probabilities are correctly
normalized, using the TST method with a shell particle.
In deriving the partition function for the small n, pl, T system (see Section 2.2), an assumption is made
by which the potential interactions between the small system and its surroundings are neglected. This
assumption is correct for the ideal gas system, however, it is not correct for other systems, where the
particles are interacting with each other and their surrounding media. As a result, the method is restricted
to narrow channels and low pressure conditions, where the interaction between the small system and its
surrounding is negligible. The results of this work confirm the validity of the proposed method for the
quantitative measure of hopping times for the systems studied (Chapter 2 and Chapter 3). However, for
the cases where the interactions between the small system and its surrounding are not negligible, such as
systems with soft, longer range potentials, including the interaction potential term in partition function, Uσ,
can improve the accuracy of the method. Nevertheless, the simplicity of the proposed method in capturing
the general trends in hopping time, by determining the factors that influence diffusion, makes it a great
tool for studying diffusion in such systems. Comparing Figs. 3.2 and 3.4 confirms that TST method, which
only relies on free energy barrier calculations associated with two particles passing each other at the TS, is
capable of predicting the general trends in hopping time for the systems studied here.
In addition, it was shown that the kinetic prefactor, which appears in the hopping time calculations,
has a dependency on the channels’ diameter, and also on the particles’ interaction parameters. Because of
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this dependency, the inclusion of the prefactor term to the free energy calculations is necessary in achieving
a quantitative prediction for hopping time. This effect is clearly demonstrated for both hard discs and
repulsive discs systems confined between hard wall channels. For hard discs systems, the prefactor has a
dependency on the channel width that becomes more dominant as the channel becomes narrower. The
same effect is observed for the repulsive particles. For the narrower channels and with relatively harder
interactions, smaller 1/α values, the prefactor is strongly potential dependent. However, this dependency
becomes negligible for the softer particles and wider channels.
Investigating particle softness effect on their hopping time behavior reveals an unexpected maximum
for both the free energy barrier and hopping times as a function of particles softness for the 2d system of
repulsive discs. Transition state theory developed here allows the position of this maximum to be determined
and investigates how it is influenced by varying the system parameters. It was shown that the presence of
the hopping barrier maximum as a function of particles softness originates from a competition between the
energy and entropy in the transition state as the interaction parameters are varied. Unlike the hard particle
interactions, when the particles are soft they are allowed to overlap with each other, which results in an
increase in the energy and the entropy of the system relative to the ideal gas. Studying the 1d ensemble of
states associated with the transition state shows that the entropy gradually increasing when the particles
softness increases, moving from 1/α = 0 to 1/α = 0.2. However, the energy grows more rapidly for small
1/α before it finally plateaus as the 1/α value is increased. This results in an initial increase in the height
of the barrier followed by a decrease as the particles become softer, i. e. for larger 1/α values.
Chapter 3, demonstrates that the two particle n, pl, T ensemble can successfully predict the influence
of the particle–particle interaction potential on the long time diffusion behavior of the interacting repulsive
discs system. In particular, the method is capable of the quantitative prediction of the hopping time to
within a factor of two. However, the method does overestimate the hopping time for the narrower channels
and underestimates it for the wider channels. This could originate from a few assumptions that were
considered in the developing the method using TST and small system ensemble. It is expected for the TST
to underestimate the hopping time as it does not consider the barrier recrossing effects that can lead to a
higher free energy barrier. In addition, in constructing the small system n, pl, T ensemble the interaction
effects between the particles within the small system and their surrounding bath was not included in the
derivation of the partition function for the system. This can result in errors in the free energy calculations,
being more dominant for the wider channels and for the systems with longer range potentials and more
negligible for the narrower channels and harder potentials. In addition, in the kinetic prefactor calculation,
only two particles were considered, which neglects the role of second neighbors in particle transition rate,
that may have influence on the escape of a particle from its cage. Including the interaction potential between
small system particles and its surrounding, Uσ, and improvements that account for trajectory recrossing at
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the transition state, which lead to a better estimation of the prefactor term, should enhance the accuracy
of the method. However, despite all the assumptions made, the simplicity of the proposed method and its
accuracy which predicts the hopping times within a factor of two, makes it a useful tool in understanding
diffusion in highly confined fluids.
The simplicity of the method also makes it ideal for the prediction of the dynamics properties of particles
confined to narrow channels and is a good candidate to be used for determining the optimal pore radius,
interaction parameters between the particles, and the type of particle–wall interaction for diffusion in single
file systems. To demonstrate the general principles, the hopping time approach and TST method were used
to obtain the interaction parameter that corresponded to the slowest diffusion rate for the particles in the
systems of repulsive discs studied in Chapter 3. This highlights the attractive feature of the hopping time
approach, which can be used as a tool to optimize and influence dynamics and mobility of tracer particle
in single file systems. Because of the TST’s simplicity, and efficiency in predicting hopping time trends, it
was used for the hopping time evaluations during the optimization process. It was shown that the result
obtained from the optimization were in agreement with the result predicted by TST method.
It has long been suggested that single file diffusion in the cross over regime could be used to separate
mixtures of different sized particles [29, 33, 34, 35]. For example, choosing the right sized channel can lead
to dual mode diffusion, where the large particles are unable to pass and diffuse slowly performing SFD while
the smaller particles can hop, allowing them to diffuse quickly. The final goal was to explore the possibility
that subtle differences in the potential interaction of a mixture would be sufficient to cause the particles of
a mixture to exhibit different hopping times, that may lead to differences in diffusion. If so, this approach
could be used to control the diffusion of different components of a mixture for the purpose of separation.
In particular, it was proposed that enantiomers of a chiral molecule might interact differently with a chiral
channel which could result in differences in their hopping barrier when passing each other inside a chiral
nanotube. To shed light on this hypothesis, the free energy profile for different pairs of two enantiomers
of a chiral molecule, CHFClBr, inside a chiral carbon nanotube, CNT(10,6), were calculated. The initial
results showed that there is no notable difference between the hopping barrier for a pair of R− CHFClBr
enantiomers compared to a pair of S − CHFClBr enantiomers.
However, this does not rule out the possibility that the chirality can affect the hopping behavior of enan-
tiomers inside chiral nanotubes in general, altering the interactions of the system, it was found that beside
the chirality of the channel, the structure of the chiral molecule, and the interaction parameters between the
channel and the molecules inside the system play an important role in determining the height of the hopping
barrier for the different enantiomer pairs. A modified C ′H ′F ′Cl′Br′ molecule, with a less spherical structure
compared to the reference CHFClBr molecule, and a modified CNT(8,3), which provides a control over
the diameter of the channel while keeping the chirality of the channel fixed, were defined. The free energy
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profiles show that the hopping barrier is higher for the pair of modified R−C ′H ′F ′Cl′Br′ enantiomers than
the pair of modified S−C ′H ′F ′Cl′Br′ enantiomers when confined to the modified CNT(8,3). The existence
of the free energy gap confirms that the modified chiral tube, modified CNT(8,3), is able to differentiate
between the two enantiomers of the modified chiral molecule. Furthermore, reversing the chirality of the
tube results in a flip in the hopping barriers for the enantiomers, such that inside a CNT(3,8), with reversed
chirality, the pair of S−C ′H ′F ′Cl′Br′ enantiomers exhibit a higher hopping barrier. This confirms that the
chirality of the tube plays an important role in creation of the hopping barrier gap between two enantiomers.
In addition, the effect of the channel width on the hopping barrier gap between two enantiomers under
the same chirality effect was investigated. The result shows that the difference between the hopping barrier
for two pairs of the enantiomers increases by decreasing the channel diameter, while keeping the chirality
of the tube fixed. This finding is in agreement with the previous result [29], which indicates reducing the
channel size increases the relative height of the hopping barrier.
The difference in the free energy barriers between two different pairs of enantiomers passing each other
inside a chiral tube, is an interesting result, that suggests that different enantiomers may exhibit different
rate of diffusion that can be used for enantiomeric separation if a suitable chiral channel can be found.
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5.2 Future Outlook
5.2.1 Improvements to the Transition State Theory Calculations
The small system isothermal-isobaric partition function, developed by Corti [4] is a key element of the
of barrier calculations developed in this thesis. It provides a rigorous formulation of the partition function
without the need for a system size dependent volume scale and accounts for the volume fluctuations associated
with the motion of particles forming the cage. In defining the partition function for a small n, pl, T ensemble,
considered here, it was assumed the interactions between the small system and its surrounding, Uσ, are
negligible. Although the assumption is valid for very narrow channels and for the systems exposed to low
external pressure, it becomes more complicated for the systems with longer range interaction potentials or
systems with wider channels. For the purpose of quantitative prediction of hopping time, neglecting the
small system’s interaction with its surrounding bath results in errors as the hopping time is sensitive to
the height of free energy barrier. Therefore, the inclusion of Uσ in the partition function and a deeper
understanding of how it can influence the free energy barrier associated with particles passing each other
inside the small system becomes important and needs to be addressed. The challenge in inclusion of the
Uσ in the partition function is associated with the average term, 〈Q∗n,v〉o, which appears in the calculation
of the partition function and is stated via Eq. 1.52. This term indicates ensemble averaging of the small
system over all the configurations of the remaining particles, N − n, in the surrounding bath. In a study
performed by Bowles et al. [171], they studied the interaction of clusters with their surroundings and they
used a strategy that separates out the interactions between two systems, a cluster consists of n particles
and its surroundings system consists of N − n particles. This approach can be used to decouple the small
n, pl, T ensemble from its surrounding bath, which includes the Uσ calculations only in the surrounding
system, and obtain a partition function which deals with each system separately. The advantage of using
this approach is that decoupling the two systems won’t require simulation of a large size system for the free
energy calculations and Uσ can be calculated separately and simply added to the whole partition function.
In addition, to achieve a quantitative prediction for the hopping time, the kinetic prefactor calculation is
added to the free energy barrier calculations. However, calculating the prefactor uses a two particles system
simulation, ignoring the other particles presence and their interaction effect on the transition rate. Tracking
the transition rate for a chosen particle within a larger system could result in a more accurate estimation
for the kinetic prefactor and can improve the overall accuracy of the proposed model.
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5.2.2 Understanding Molecular Orientation and Channel Effects on the Hop-
ping Barrier
It was demonstrated in Chapter 4 that increasing the interaction parameters between the carbon nanotube
and enantiomers changes the preferred angles, θ, that the molecules take with respect to each other. This
gives rise to a few questions: How does changing or increasing the chirality of the tube affect the molecules
orientation inside the tube? How can the orientation of the molecules at the transition state affect their
hopping barrier? Can an increase in the difference in the free energy barrier between two enantiomers be
used as a tool to quantify the chirality effect of the channel?
One way to approach these questions is to build a well defined channel, where the chirality and structure
of the channel could be changed while keeping the other parameters of the channel fixed, such as the radius.
Investigating the structural effect of the channel (chirality effect) on the difference between two molecules
hopping barrier and also their orientation at the transition state can be analyzed in such models. For
example, changing the helicity of the tube, adding different chiral functional groups to the outside of the
pore, and varying the inner diameter of the tube while keeping the chirality fixed and studying their effect on
the molecules hopping barrier can be studied. The result would give insight into the effect of the channel on
the molecules orientation, and their hopping barrier, and how this can be controlled by changing the chirality
of the tube or its interaction parameters with the molecules. In addition, it could be verified how changing
the structure of a given molecule can affect their chirality. For example, adding or removing a functional
group to the structure of a chiral molecule or adding chiral proteins to the outer wall of a nanotube might
increase or change the chirality effect. Furthermore, using the tubes where the degree of the chirality can
be easily manipulated and controlled while keeping the other parameters fixed can lead to more effective
separation techniques.
It is important to investigate the channels structural effect on particles hopping barrier as well. For
example, it was shown that the periodicity of the CNTs used in Chapter 4, might not influence the hopping
barriers for the enantiomers. However, predicting the free energy barriers for the molecules confined to the
channels with variable diameters, which is a common challenge in experimentally synthesizing channels, is
still an open question that needs to be addressed. It will be interesting to know, how the hopping time and
the dynamics of diffusion in these channels change. For example, does the average free energy barrier or the
slowest barrier determine the diffusion rate?
5.2.3 Achieving a Measurable Separation
The dynamics of molecules in single file systems are connected to their hopping time and tracer diffusion
coefficient which suggests the TST approach has the potential to be used as an effective tool for optimizing
88
Figure 5.1: A schematic illustration for separation of enantiomers, showing the density profile for
each components of a mixture along the longitudinal axis of a nanopore.
the separation of mixtures. For example, dual mode diffusion has been observed in binary mixtures of small
molecules diffusing inside the molecular sieve zeolite AlPO4 − 5, which depends on the size ratio between
the diameter of the component and diameter of the channel [62, 64, 65]. It was also established in this thesis
that the different pairs of enantiomers of a simple chiral molecule exhibit differences in their free energy
barrier when they are confined to a narrow chiral channel. The existence of a free energy gap between two
enantiomers of a chiral molecule suggests different hopping time for each component when they are present
as a mixture, which should lead to different rates of tracer diffusion. However, the question of how big of a
difference in the free energy barrier is required for achieving an effective and measurable separation is still
open.
One way to approach this question is to estimate the ratio between two component’s diffusion coefficients,
using their hopping times such that,
Dx1
Dx2
=
√
τhop2
τhop1
=
√
A2
A1
eβ (∆G
∗
2−∆G∗1), (5.1)
where Dx1 and Dx2 are diffusion coefficients for component 1 and 2 in a binary mixture, τhop1 and τhop2 are
their hopping times, A1 and A2 are their kinetic prefactors, and ∆G
∗
1 and ∆G
∗
2 are each components’ free
energy barrier at the transition state. Eq. 5.1 provides a measure of the difference between each component’s
tracer diffusion coefficient based on their hopping time which is ultimately based on their hopping barrier.
The difference in diffusion coefficient between two component of a mixture suggests that separation could be
achieved as long as it is possible to choose a long enough channel length. However, based on the nature of
the pore and the application, it might not be easily feasible. For example, Eq. 5.1 suggests that a difference
of 2 kBT in the barriers leads to a Dx1/Dx2 of 2.82 in their tracer diffusion coefficient, assuming A1 = A2.
To obtain detailed information about achieving measurable separation in the time scale of a simulation and
determining a desirable pore length for the separation, it would be necessary to perform a direct separation
simulation. For example, for the case of enantiomers, in order to determine weather the free energy gap
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obtained between two enantiomer is sufficient enough to achieve a separation, a simulation process can be
performed as follows: at the start of the simulation, a large size system consists of both enantiomers in a
1 : 1 ratio is placed at the opening of a long chiral nanotube and let the system to be equilibrated at a
chosen constant temperature. A biased step size in the forward direction of the tube is applied to make sure
the motion is in the direction of the nanotube axis. In analyzing the simulation result, the average density
profile for each component that crosses a certain area within the nanotube axis can be used as a measure
of separation. If the separation process is successful and it can be achieved within the simulation time and
chosen nanotube length, the density profile is expected to be similar to the one illustrated in Fig. 5.1.
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