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Abstract. This paper aims at justifying LWF and AMP chain graphs
by showing that they do not represent arbitrary independence models.
Specifically, we show that every chain graph is inclusion optimal wrt the
intersection of the independence models represented by a set of directed
and acyclic graphs under conditioning. This implies that the indepen-
dence model represented by the chain graph can be accounted for by a
set of causal models that are subject to selection bias, which in turn can
be accounted for by a system that switches between different regimes or
configurations.
1 Introduction
Chain graphs (CGs) are graphs with possibly directed and undirected edges,
and no semidirected cycle. They have been extensively studied as a formalism
to represent independence models. CGs extend Bayesian networks (BNs), i.e. di-
rected and acyclic graphs (DAGs), and Markov networks, i.e. undirected graphs.
Therefore, they can model symmetric and asymmetric relationships between
the random variables of interest. This was actually one of the main reasons for
developing them. However, unlike Bayesian and Markov networks whose inter-
pretation is unique, there are three main interpretations of CGs as independence
models: The Lauritzen-Wermuth-Frydenberg (LWF) interpretation [12,16], the
multivariate regression (MVR) interpretation [6,7], and the Andersson-Madigan-
Perlman (AMP) interpretation [1,17]. A fourth interpretation has been proposed
in [9] but it has not been studied sufficiently and, thus, it will not be discussed
in this paper. It should be mentioned that any of the three main interpretations
can represent independence models that cannot be represented by the other two
interpretations [37].
Along with other reasons, DAGs can convincingly be justified by the fact that
each of them represents a causal model. Whether this is an ontological model
is still debated. However, it is widely accepted that the causal model is at least
epistemological and thus worth studying [24]. Of the three main interpretations
of CGs, however, only MVR CGs have a convincing justification: Since MVR
CGs are a subset of maximal ancestral graphs without undirected edges, ev-
ery MVR CG represents the independence model represented by a DAG under
marginalization [35, Theorem 6.4]. That is, every MVR CG can be accounted
for by a causal model that is partially observed. Unfortunately, LWF and AMP
CGs cannot be justified in the same manner because (i) LWF and AMP CGs can
represent independence models that cannot be represented by maximal ances-
tral graphs [35, Section 9.4], and (ii) maximal ancestral graphs can represent all
the independence models represented by DAGs under marginalization and con-
ditioning [35, Theorem 4.18]. In other words, LWF and AMP CGs can represent
independence models that cannot be represented by any DAG under marginal-
ization and conditioning. Of course, LWF and AMP CGs can be justified by
the fact that they improve the expressivity of DAGs, i.e. they can represent
more independence models than DAGs [26]. However, this is a weak justifica-
tion unless those independence models are not arbitrary but induced by some
class of knowledge representatives within some uncertainty calculus of artificial
intelligence, e.g. the class of probability distributions [39, Section 1.1]. This is
exactly what the authors of [17,27,28,40] do by showing that every LWF and
AMP CG is faithful to some probability distribution. However, this does not
strengthen much the justification unless these probability distributions are not
arbitrary but they represent meaningful systems or phenomena. This is exactly
what the authors of [15] do. In particular, the authors show that every LWF CG
includes the independence model induced by the equilibrium probability distri-
bution of a dynamic model with feed-back. The downside of this justification is
that the equilibrium distribution may not be reached in finite time and, thus,
it may not coincide with the distribution that represents the behaviour of the
dynamic model at any finite time point. Therefore, there is no guarantee that the
CG includes the independence model induced by the latter, which is the goal.
The authors are aware of this and state that their justification should better
be understood as an approximated one. Another work in the same vein is [11],
whose authors show that some LWF CGs are inclusion minimal wrt the result of
temporal aggregation in a DAG representing a spatio-temporal process. Unfor-
tunately, the authors do not show whether their result holds for every LWF CG.
Yet another work along the same lines is [31], whose author shows that every
AMP CG is faithful to the independence model represented by a DAG under
marginalization and conditioning. It is worth noting that the DAG contains de-
terministic nodes, because the result does not hold otherwise [34]. Finally, the
author of [38] presents the following justification of LWF CGs. Each connec-
tivity component of a LWF CG models an area of expertise. The undirected
edges in the connectivity component indicate lack of independencies in the area
of expertise. The directed edges in the CG indicate which areas of expertise are
prerequisite of which other areas. However, the author does not describe how
the independencies in the local models of the areas of expertise get combined to
produce a global model of the domain, and how this model relates to the one
represented by the CG.
In this work, we show that every LWF and AMP CG G is inclusion opti-
mal wrt the intersection of the independence models represented by a set of
DAGs under conditioning. In other words, we show that (i) the independencies
represented by G are a subset of the intersection, and (ii) the property (i) is
not satisfied by any CG that represents a proper superset of the independencies
represented by G. Note that if there exists a CG that is faithful to the inter-
section, then that CG is inclusion optimal. In general, several inclusion optimal
CGs exist and they do not necessarily represent the same independence model.
Therefore, in principle, one prefers the inclusion optimal CGs that represent
the largest number of independencies. However, finding any such CG seems ex-
tremely difficult, probably NP-complete in the light of the results in [29]. Thus,
one is typically content with finding any inclusion optimal CG. An example of
this are the algorithms for learning inclusion optimal BNs [5,22] and LWF CGs
[32]. This is also why we are content with showing in this paper that every LWF
and AMP CG is inclusion optimal wrt the intersection of the independence mod-
els represented by a set of DAGs under conditioning. The intersection can be
thought of as a consensus independence model, in the sense that it contains all
and only the independencies upon which all the DAGs under conditioning agree.
We elaborate further on the term consensus in the paragraph below. The fact
that every LWF and AMP CG originates from a set of DAGs under conditioning
implies that the independence model represented by the former can be accounted
for by a set of causal models that are subject to selection bias, which in turn can
be accounted for by a system that switches between different regimes or configu-
rations. Two examples of such a system are the progression of a disease through
different stages, and the behaviour of a broker alternating between looking for
buying and selling opportunities. We have recently introduced a new family of
graphical models aiming at modeling such systems [2,3]. In summary, we provide
an alternative justification of LWF and AMP CGs that builds solely on causal
models and does not involve equilibrium distributions or deterministic nodes,
which may seem odd to some readers. Our hope is that this strengthens the case
of LWF and AMP CGs as a useful representation of the independence models
entailed by causal models.
Before we proceed further, it is worth discussing the relationship between our
justification of LWF and AMP CGs and belief aggregation. First, recall that a
BN is an efficient representation of a probability distribution. Specifically, a BN
consists of structure and parameter values. The structure is a DAG representing
an independence model. The parameter values specify the conditional proba-
bility distribution of each node given its parents in the BN structure. The BN
represents the probability distribution that results from the product of these con-
ditional probability distributions. Moreover, the probability distribution satisfies
the independence model represented by the BN structure. Belief aggregation con-
sists in obtaining a group consensus probability distribution from the probability
distributions specified by the individual members of the group. Probably, the two
most commonly used consensus functions are the weighted arithmetic and geo-
metric averages. The authors of [25] show that belief aggregation is problematic
when the consensus and the individual probability distributions are represented
as BNs. Specifically, they show that even if the group members agree on the BN
structure, there is no sensible consensus function that always returns a proba-
bility distribution that can be represented as a BN whose structure is equivalent
to the agreed one [25, Proposition 2]. The only exception to this negative re-
sult is when the individual BN structures are decomposable and the consensus
function is the weighted geometric average [25, Sections 3.3-3.4]. However, the
authors also point out that this negative result does not invalidate the arguments
of those who advocate preserving the agreed independencies, e.g. [13] and [33,
Section 8.12]. It simply indicates that a different approach to belief aggregation
is needed in this case. They actually mention one such approach that consists
in performing the aggregation in two steps: First, find a consensus BN structure
that preserves as many of the agreed independencies as possible and, second,
find consensus parameter values for the consensus BN structure. The first step
has received significant attention in the literature [8,18,19,20,23]. A work that
studies both steps is [4].1 We have also studied both steps [10,29]. The two step
approach described above is also suitable when some of the group members are
able to contribute with a BN structure but not with parameter values. This sce-
nario is not unlikely given that people typically find easier to gather qualitative
than quantitative knowledge.
Our justification of LWF and AMP CGs implicitly advocates preserving
the agreed independencies, because the DAGs in the justification are combined
through the intersection of the independence models that they represent and,
thus, the agreed independencies are kept. As shown above, this is a sensible
advocation. Therefore, in this paper we make use of it to propose a sensible jus-
tification of LWF and AMP CGs. The DAGs in our justification are hand-picked
to ensure that the combination thereof produces the desired result. This raises
the question of how to combine a set of arbitrary DAGs under marginalization
and conditioning into a LWF or AMP CG. In this paper, we also investigate
this question. Ideally, we would like to find a LWF or AMP CG that is inclu-
sion optimal wrt the intersection of the independence models represented by
the DAGs under marginalization and conditioning. Unfortunately, this problem
seems extremely hard. So, we actually study a simpler version of it. Note that
this problem corresponds to the first step of the approach to belief aggregation
described above. The second step, i.e. combining the parameter values associated
to the DAGs, is beyond the scope of this paper.
The rest of the paper is organized as follows. In Section 2, we introduce some
preliminaries and notation. In Section 3, we present our justification of LWF
and AMP CGs. In Section 4, we discuss how to combine arbitrary DAGs into a
LWF or AMP CG. We close with some discussion in Section 5.
2 Preliminaries
In this section, we review some concepts from graphical models that are used
later in this paper. Unless otherwise stated, all the graphs in this paper are
defined over a finite set V . Moreover, they are all simple, i.e. they contain at most
one edge between any pair of nodes. The elements of V are not distinguished from
1 Unfortunately, we could not get access to this work. So, we trust the description of
it made in [25, Section 3.5].
singletons. The set operators union, intersection and difference are given equal
precedence in the expressions. The term maximal is always wrt set inclusion.
If a graph G contains an undirected or directed edge between two nodes V1
and V2, then we write that V1 − V2 or V1 → V2 is in G. The parents of a set of
nodes X of G is the set paG(X) = {V1∣V1 → V2 is in G, V1 ∉X and V2 ∈X}. The
children of X is the set chG(X) = {V1∣V1 ← V2 is in G, V1 ∉ X and V2 ∈X}. The
neighbors of X is the set neG(X) = {V1∣V1 − V2 is in G, V1 ∉ X and V2 ∈ X}.
The boundary of X is the set bdG(X) = neG(X) ∪ paG(X). The adjacents of X
is the set adG(X) = neG(X) ∪ paG(X) ∪ chG(X). A route between a node V1
and a node Vn in G is a sequence of (not necessarily distinct) nodes V1, . . . , Vn
st Vi ∈ adG(Vi+1) for all 1 ≤ i < n. If the nodes in the route are all distinct, then
the route is called a path. A route is called undirected if Vi − Vi+1 is in G for
all 1 ≤ i < n. A route is called descending if Vi → Vi+1 or Vi − Vi+1 is in G for
all 1 ≤ i < n. A route is called strictly descending if Vi → Vi+1 is in G for all
1 ≤ i < n. The descendants of a set of nodes X of G is the set deG(X) = {Vn∣
there is a descending path from V1 to Vn in G, V1 ∈ X and Vn ∉ X}. The strict
ascendants of X is the set sanG(X) = {V1∣ there is a strictly descending path
from V1 to Vn in G, V1 ∉ X and Vn ∈ X}. A route V1, . . . , Vn in G is called a
semidirected cycle if Vn = V1, V1 → V2 is in G and Vi → Vi+1 or Vi − Vi+1 is in G
for all 1 < i < n. A chain graph (CG) is a graph whose every edge is directed or
undirected st it has no semidirected cycles. Note that a CG with only directed
edges is a directed and acyclic graph (DAG), and a CG with only undirected
edges is an undirected graph (UG). A set of nodes of a CG is connected if there
exists an undirected path in the CG between every pair of nodes in the set.
A connectivity component of a CG is a maximal connected set. We denote by
coG(X) the connectivity component of the CG G to which a node X belongs.
A chain α is a partition of V into ordered subsets, which we call blocks. We say
that a CG G and a chain α are consistent when (i) for every edge X → Y in G,
the block containing X precedes the block containing Y in α, and (ii) for every
edge X −Y in G, X and Y are in the same block of α. Note that the blocks of α
and the connectivity components of G may not coincide, but each of the latter
must be included in one of the former.
LetX , Y , Z andW denote four disjoint subsets of V . An independence model
M is a set of statements of the formX ⊥MY ∣Z, meaning that X is independent of
Y given Z. Moreover,M is called graphoid if it satisfies the following properties:
Symmetry X⊥MY ∣Z ⇒ Y ⊥MX ∣Z, decomposition X ⊥MY ∪W ∣Z ⇒X ⊥MY ∣Z,
weak union X⊥MY ∪W ∣Z ⇒X ⊥MY ∣Z ∪W , contraction X⊥MY ∣Z ∪W ∧X ⊥M
W ∣Z ⇒X ⊥MY ∪W ∣Z, and intersection X ⊥MY ∣Z∪W ∧X⊥MW ∣Z∪Y ⇒X ⊥M
Y ∪W ∣Z. Moreover, M is called compositional graphoid if it is a graphoid that
also satisfies the composition property X ⊥MY ∣Z ∧X ⊥MW ∣Z ⇒X⊥MY ∪W ∣Z.
By convention, X⊥M∅∣Z and ∅⊥MY ∣Z.
We now recall the semantics of LWF and AMP CGs. A section of a route ρ
in a LWF CG is a maximal undirected subroute of ρ. A section V2 − . . . − Vn−1
of ρ is a collider section of ρ if V1 → V2 − . . . − Vn−1 ← Vn is a subroute of ρ.
Moreover, ρ is said to be Z-open with Z ⊆ V when (i) every collider section of ρ
has a node in Z, and (ii) no non-collider section of ρ has a node in Z.
A node B in a route ρ in an AMP CG G is called a triplex node in ρ if
A→ B ← C, A→ B−C, or A−B ← C is a subroute of ρ. Note that maybe A = C
in the first case. Note also that B may be both a triplex and a non-triplex node
in ρ. Moreover, ρ is said to be Z-open with Z ⊆ V when (i) every triplex node
in ρ is in Z, and (ii) every non-triplex node in ρ is outside Z.2
Let X , Y and Z denote three disjoint subsets of V . When there is no Z-open
route in a LWF or AMP CG G between a node in X and a node in Y , we say that
X is separated from Y given Z inG and denote it asX⊥GY ∣Z. The independence
model represented by G, denoted as I(G), is the set of separations X ⊥GY ∣Z.
In general, I(G) is different depending on whether G is interpreted as a LWF or
AMP CG. However, if G is a DAG or UG, then I(G) is the same under the two
interpretations. Given a CG G and two disjoint subsets L and S of V , we denote
by [I(G)]SL the independence model represented by G under marginalization of
the nodes in L and conditioning on the nodes in S. Specifically, X ⊥GY ∣Z is in
[I(G)]SL iff X ⊥GY ∣Z ∪ S is in I(G) and X,Y,Z ⊆ V ∖L ∖ S.
We say that a CG G includes an independence model M if I(G) ⊆ M .
Moreover, we say that G is inclusion minimal wrt M if removing any edge from
G makes it cease to include M . We say that a CG Gα is inclusion minimal
wrt an independence model M and a chain α if Gα is inclusion minimal wrt
M and Gα is consistent with α. We also say that a CG G is inclusion optimal
wrt an independence model M if I(G) ⊆M and there exists no other CG H st
I(G) ⊂ I(H) ⊆M .
Finally, a subgraph of a CG G is a CG whose nodes and edges are all in G.
The subgraph of a CG G induced by a set of its nodes X is the CG over X that
has all and only the edges in G whose both ends are in X . A complex in a LWF
CG is an induced subgraph of it of the form V1 → V2 − . . .−Vn−1 ← Vn. A triplex
in an AMP CG is an induced subgraph of it of the form A→ B ← C, A→ B −C,
or A −B ← C.
3 Justification of LWF and AMP CGs
The theorem below shows that every LWF or AMP CGG is inclusion optimal wrt
the intersection of the independence models represented by some DAGs under
conditioning. The DAGs are obtained as follows. First, we decompose G into a
DAG GD and an UG GU , i.e. GD contains all and only the directed edges in G,
and GU contains all and only the undirected edges in G. Then, we construct a
DAG GS from GU by replacing every edge X − Y in GU with X → SXY ← Y .
The nodes SXY are called selection nodes. Let S denote all the selection nodes
in GS . Note that GD and GU are defined over the nodes V , but GS is defined
over the nodes V ∪ S.
2 See [17, Remark 3.1] for the equivalence of this and the standard definition of Z-open
route for AMP CGs.
Theorem 1. The LWF or AMP CG G is inclusion optimal wrt I(GD)∩[I(GS)]
S
∅
.
Proof. First, assume that G is a LWF CG. Assume to the contrary that there
exists a LWF CG H st I(G) ⊂ I(H) ⊆ I(GD) ∩ [I(GS)]
S
∅
. Note that G and H
must have the same adjacencies because, otherwise, there are two nodes X,Y ∈ V
that are adjacent in H but not in G, or vice versa. The first case implies that
X ⊥ GY ∣Z holds but X ⊥ HY ∣Z does not hold for some Z ⊆ V ∖X ∖ Y , which
contradicts that I(G) ⊂ I(H). The second case implies that X ⊥ GDY ∣Z or
X ⊥GSY ∣Z ∪ S does not hold for any Z ⊆ V ∖X ∖ Y . Then, X ⊥Y ∣Z is in I(H)
but not in I(GD)∩ [I(GS)]
S
∅
, which contradicts that I(H) ⊆ I(GD)∩ [I(GS)]
S
∅
.
Moreover, if G and H have the same adjacencies, then they must also have the
same complexes because, otherwise, there are two nodes X,Y ∈ V st X ⊥GY ∣Z
holds but X ⊥HY ∣Z does not hold for some Z ⊆ V ∖X∖Y , which contradicts that
I(G) ⊂ I(H). However, that G and H have the same adjacencies and complexes
contradicts that I(G) ⊂ I(H) [12, Theorem 5.6].
Now, assume that G is an AMP CG. Assume to the contrary that there exists
an AMP CG H st I(G) ⊂ I(H) ⊆ I(GD) ∩ [I(GS)]
S
∅
. Note that G and H must
have the same adjacencies, by a reasoning similar to the one used above for LWF
CGs. Then, they must also have the same triplexes because, otherwise, there are
two nodes X,Y ∈ V st X ⊥GY ∣Z holds but X ⊥HY ∣Z does not hold for some
Z ⊆ V ∖X ∖ Y , which contradicts that I(G) ⊂ I(H). However, that G and H
have the same adjacencies and triplexes contradicts that I(G) ⊂ I(H) as shown
in [1, Theorem 5] and [17, Theorem 6.1].
Unfortunately, the LWF or AMP CG G may not be faithful to I(GD) ∩
[I(GS)]
S
∅
. To see it, let G be A→ B −C ←D. Then, A⊥D∣B ∪C is in I(GD)∩
[I(GS)]
S
∅
but not in I(G). We doubt that one can prove (and so strengthen our
justification) that every LWF or AMP CG is faithful to the intersection of the
independence models represented by some DAGs under conditioning. However,
it is true that the decomposition of G into GD and GU is not the only one
that allows us to prove that G is inclusion optimal wrt to the intersection of
the independence models represented by some DAGs under conditioning. For
instance, we can also prove this result if G is decomposed into a set of DAGs
and UGs st none of them has more than one edge, or if G is decomposed into
a set of CGs st none of them has a subgraph of the form A → B −C. We omit
the proofs. In any case, this does not change the main message of this work,
namely that LWF and AMP CGs can be justified on the sole basis of causal
models. Having said this, we prefer the original decomposition because it is not
completely arbitrary: GD represents the relationships in G that are causal, and
GU those that are non-causal and need to be explained through conditioning.
Finally, note that the LWF or AMP CG G may not be the only inclusion
optimal CG wrt I(GD) ∩ [I(GS)]
S
∅
. To see it, let G be A → B −C ← D. Then,
any LWF or AMP CG that has the same adjacencies as G is inclusion optimal
wrt I(GD) ∩ [I(GS)]
S
∅
. Some of these other inclusion optimal CGs may even
be preferred instead of G according to some criteria (e.g. number of indepen-
dencies represented, or number of directed and/or undirected edges). However,
G is preferred according to an important criterion: It is the only one that has
all and only the strictly ascendant relationships (i.e. direct and indirect causal
relationships) between two nodes in V that exist in GD and GS .
4 Combining Arbitrary DAGs into a LWF or AMP CG
In this section, we study the opposite of the problem above. Specifically, let
G1, . . . ,Gr denote r arbitrary DAGs, where any Gi is defined over the nodes
V ∪ Li ∪ Si and it is subject to marginalization of the nodes in Li and condi-
tioning on the nodes in Si. We would like to find a LWF or AMP CG that is
inclusion optimal wrt ⋂ri=1[I(Gi)]
Si
Li
. However, this seems to be an extremely
hard problem. So, we study a simpler version of it in which we are only inter-
ested in those CGs that are consistent with a chain α. Then, our goal becomes
to find an inclusion minimal LWF or AMP CG wrt ⋂ri=1[I(Gi)]
Si
Li
and α. The
prior knowledge of α represents our a priori knowledge on which nodes may be
causally related and which nodes may be non-causally related. The latter de-
termine the blocks of α, and the former the ordering of the blocks in α. The
theorems below solve our problem. Specifically, they give a constructive charac-
terization of the unique LWF (respectively AMP) CG that is inclusion minimal
wrt a graphoid (respectively compositional graphoid) and a chain. Note that any
I(Gi) is a compositional graphoid [36, Theorem 1]. Moreover, it is easy to verify
that any [I(Gi)]
Si
Li
is also a compositional graphoid and, thus, ⋂ri=1[I(Gi)]
Si
Li
is
also a compositional graphoid. Thus, the theorems below apply to our problem.
Theorem 2. Let M denote an independence model, and α a chain with blocks
b1, . . . , bn. If M is a graphoid, then there exits a unique LWF CG Gα that is
inclusion minimal wrt M and α. Specifically, for each node X of each block
bi of α, bdGα(X) is the smallest subset of ⋃
i
j=1 bj ∖X st X ⊥M ⋃
i
j=1 bj ∖X ∖
bdGα(X)∣bdGα(X).
Proof. The theorem has been proven by [32, Lemma 1].
Theorem 3. Let M denote an independence model, and α a chain with blocks
b1, . . . , bn. If M is a compositional graphoid, then there exits a unique AMP CG
Gα that is inclusion minimal wrt M and α. Specifically, consider the blocks in
α in reverse order and perform the following two steps for each of them. First,
for each node X of the block bi, neGα(X) is the smallest subset of bi ∖ X st
X ⊥ M bi ∖ X ∖ neGα(X)∣⋃
i−1
j=1 bj ∪ neGα(X). Second, for each node X of the
block bi, paGα(X) is the smallest subset of ⋃
i−1
j=1 bj st X ⊥MV ∖X ∖ deGα(X) ∖
paGα(X)∣paGα(X).
3
Proof. Consider any X ∈ V . Assume that X ∈ bi. By construction, we have that
Y ⊥MV ∖ Y ∖ deGα(Y ) ∖ paGα(Y )∣paGα(Y )
3 Note that deGα(X) for any X ∈ bi is known when the second step for bi starts,
because neGα(X) for any X ∈ ⋃
n
j=i bj and paGα(X) for any X ∈ ⋃
n
j=i+1 bj have
already been identified.
for any Y ∈X ∪ neGα(X). Then,
Y ⊥MV ∖ Y ∖ deGα(Y ) ∖ paGα(X ∪ neGα(X))∣paGα(X ∪ neGα(X))
for any Y ∈X ∪ neGα(X) by weak union. Then,
X∪neGα(X)⊥MV ∖X∖deGα(X)∖paGα(X∪neGα(X))∣paGα(X∪neGα(X))
by repeated application of symmetry and composition. Then,
X⊥MV ∖X∖deGα(X)∖paGα(X∪neGα(X))∣paGα(X∪neGα(X))∪neGα(X)
by symmetry and weak union. Then,
X⊥M ⋃
i−1
j=1 bj ∖ paGα(X ∪ neGα(X))∣paGα(X ∪ neGα(X))∪ neGα(X)
by decomposition. This together with
X⊥M bi ∖X ∖ neGα(X)∣⋃
i−1
j=1 bj ∪ neGα(X)
which follows by construction, imply that
X⊥McoGα(X)∖X ∖ neGα(X)∣paGα(X ∪ neGα(X))∪ neGα(X)
by contraction and decomposition. This together with
X⊥MV ∖X ∖ deGα(X)∖ paGα(X)∣paGα(X)
which follows by construction, imply by decomposition that
X⊥MY ∣paGα(X ∪ neGα(X)) ∪ neGα(X)
for any Y ∈ coGα(X)∖X ∖ neGα(X), and
X⊥MY ∣paGα(X)
for any Y ∈ V ∖X∖deGα(X)∖paGα(X). These independencies plus those that
can be derived from them by applying the compositional graphoid properties are
exactly the independencies in I(Gα) [31, Theorems 5 and 6].
4 This implies that
Gα includes M .
5 In fact, Gα is inclusion minimal wrt M and α by construction
of neGα(X) and paGα(X).
Assume to the contrary that there exists another AMP CG Hα that is inclu-
sion minimal wrt M and α. Let X ∈ V denote any node st neGα(X) ≠ neHα(X).
Assume that X ∈ bi. Then,
X⊥M bi ∖X ∖ neGα(X)∣⋃
i−1
j=1 bj ∪ neGα(X)
and
X⊥M bi ∖X ∖ neHα(X)∣⋃
i−1
j=1 bj ∪ neHα(X)
because Gα and Hα include M . Then,
X⊥M bi ∖X ∖ [neGα(X)∩ neHα(X)]∣⋃
i−1
j=1 bj ∪ [neGα(X)∩ neHα(X)]
by intersection. However, this contradicts the definition of neGα(X), be-
cause neGα(X)∩neHα(X) is smaller than neGα(X). Consequently, neGα(X) =
neHα(X) for any X ∈ V .
Let i denote the largest block index st there is some X ∈ bi st paGα(X) ≠
paHα(X). Note that deGα(X) = deHα(X), because paGα(Y ) = paHα(Y ) for any
Y ∈ ⋃nj=i+1 bj and, as proven above, neGα(Y ) = neHα(Y ) for any Y ∈ V . Then,
X⊥MV ∖X ∖ deGα(X)∖ paGα(X)∣paGα(X)
and
X⊥MV ∖X ∖ deHα(X) ∖ paHα(X)∣paHα(X)
4 Theorems 5 and 6 in the work of [31] are stated for so-called marginal AMP CGs.
However, they also apply to AMP CGs because these are marginal AMP CGs without
bidirected edges.
5 This result may also be derived by adapting to general independence models the
results reported by [1, Section 4] for probability distribu
because Gα and Hα include M . Then,
X⊥MV ∖X ∖ deGα(X)∖ [paGα(X) ∩ paHα(X)]∣[paGα(X)∩ paHα(X)]
by intersection. However, this contradicts the definition of paGα(X), be-
cause paGα(X) ∩ paHα(X) is smaller than paGα(X). Consequently, paGα(X) =
paHα(X) for any X ∈ V . Therefore, Gα and Hα have the same edges, which is a
contradiction.
5 Discussion
The purpose of this paper has been to justify LWF and AMP CGs by show-
ing that they do not represent arbitrary independence models. Unlike previous
justifications, ours builds solely on causal models and does not involve equilib-
rium distributions or deterministic nodes, which may seem odd to some readers.
Specifically, for any given LWF or AMP CG, we have imagined a system that
switches between different regimes or configurations, and we have shown that
the given CG represents the different regimes jointly. To do so, we have assumed
that each of the regimes can be represented by a causal model. We have also
assumed that the causal models may be subject to selection bias. In other words,
we have assumed that each of the regimes can be represented by a DAG under
conditioning.
In this paper, we have also studied the opposite of the problem above, namely
how to combine a set of arbitrary DAGs under marginalization and conditioning
into a consensus LWF or AMP CG. We have shown how to do it optimally
when the consensus CG must be consistent with a given chain. The chain may
represent our prior knowledge about the causal and non-causal relationships in
the domain at hand. In the future, we would like to drop this requirement. We
would also like to find parameter values for the consensus CG by combining the
parameter values associated to the given DAGs.
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