Network cache allocation and management are important aspects of the design of an Information-Centric Network (ICN), such as one based on Named Data Networking (NDN). We address the problem of optimal cache size allocation and content placement in an ICN in order to maximize the caching gain resulting from routing cost savings. While prior art assumes a given cache size at each network node and focuses on content placement, we study the problem when a global, network-wide cache storage budget is given and we solve for the optimal per-node cache allocation.
When networks are virtualized (whether private of public CBNs), they become more flexible and dynamic in many aspects including in their caching capability. When these networks are deployed using ICN technology, they will be able to implement a dynamic cache feature. The network operator will now be able to size its ICN's cache dynamically to maintain good performance as the produced content changes and associated popularity evolves with the user demand profile. Given a network-wide cache budget M that the operator is willing to invest, the problem to address in this case is how should this budget be dynamically allocated among the network nodes to maximize performance under varying network conditions. Shifting cache capacity among network nodes over time will be an easy task within a CBN: the per-node cache storage capacity can be increased or decreased as needed (by acquiring or relinquishing storage blocks from/to the storage pool at the cloud site where the node is homed) while staying within the preset network-wide limit M . While the problem of assigning items to caches under given fixed cache sizes has already been studied, this cache capacity design problem has not, and it is the focus of this paper.
In this paper we address the modeling, analysis, and implementation of caching in cloud-based information centric networks. In these networks a subset of nodes act as the designated sources for content (data producers) while any node can be a data consumer that generates requests for data items, which get forwarded toward the designated producers. These requests may not reach the ultimate producer as ICN forwarding ends when reaching a node along the path that has cached the requested item in its Content Store (CS). When such a cache hit takes place, the requested item is served from the CS and sent back to the requesting node along the reverse path.
Literature on ICN caching is extensive [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] . With an ICN being a network of caches where each network node is equipped with a content store, designing a good caching solution involves the aspects of determining the size of each CS, deciding which data objects should be cached (placement strategy), and which ones should be evicted when needed (replacement strategy). An efficient caching solution brings many benefits as it (a) reduces the data producer load since consumer's requests would rarely be satisfied by the producer but rather by cashes, (b) significantly reduces the amount of network traffic and avoids bottlenecks caused by publishing data at a limited set of locations, and (c) offers users a faster content retrieval for an enhanced user experience. In other words, the investment in caching is expected to be of benefit to users, network operators, as well as content providers when it enables performance similar to content distribution networks (CDNs) by dynamically storing content in regions of high demand.
Our goal is to achieve an optimal caching solution that maximizes the caching gain by minimizing the aggregate routing costs due to content retrieval across the network. The network load made up of each user demand, which is determined by the rate of requests and the paths they follow, is typically dynamic and not known in advance.
As a result it is desirable to have adaptive caching solutions that can achieve optimal placement of data items in network caches without prior knowledge of the demands and be adaptive to any potential demand changes. In addition to being adaptive, caching needs to be distributed as well, since centralized solutions are not expected to be feasible when multiple administrative domains are involved. The network is expected to be more scalable when implementing distributed algorithms with caching decisions that rely only on locally available information.
Path replication, also known as Leave Copy Everywhere (LCE), is a popular caching strategy that is dynamic and distributed, and is often discussed in the literature [9] , [10] , [11] , [12] . When a data item is forwarded on the reverse path towards the consumer that requested it, it is cached at each intermediate node along the path. When a node's cache is full, a replacement takes place by evicting an already cached item using policies such as LRU, LFU, or FIFO. Despite its popularity, LCE has no performance guarantees and can be shown to be arbitrarily suboptimal [8] .
In this paper, we discuss our design of a distributed and adaptive caching solution with provable performance guarantees. Our main contributions are the following:
• While previous work with a similar problem formulation assumes that cache sizes are given and only deals with object placement in such fixed size caches, we address a more general problem where no assumption of fixed cache sizes is made but rather uses a global network-wide cache budget constraint, and design the optimal per-node cache capacity.
• We make use of a game theory framework to design a distributed algorithm for this problem by combining a distributed gradient estimation with the distributed constraint satisfaction methodology.
• We show that our game-based algorithm can provide suboptimal solutions within a factor (1 − 1/e − ) of optimum for any given small > 0 and without prior knowledge of the network demand.
• We present results from extensive simulations over a number of network topologies that show how our algorithm outperforms those based on fixed size caches.
The remainder of this paper is organized as follows. In Section II we review related work. We introduce the system model and formally state the problem in Section III. Centralized solutions to the problem are discussed in Section IV. Our main results on distributed algorithms are discussed in Section V along with a discussion on implementation issues. Numerical results are presented in Section VI and followed by conclusions in Section VII.
II. RELATED WORK
The offline problem we study amounts to maximizing a submodular function subject to matroid constraints.
Such problems are ubiquitous and appear in many domains (see Krause and Golovin [13] for a detailed overview).
Though NP-hard, there exist known approximation algorithms: Nemhauser et al. [14] show that the greedy algorithm produces a solution within 1/2 of the optimal. Vondrák [15] and Calinescu et al. [16] , [17] show that the so-called continuous-greedy algorithm produces a solution within (1 − 1/e) of the optimal in polynomial time, which cannot be further improved [18] . The latter requires sampling the so-called multi-linear relaxation of the objective.
Specifically in the context of caching gain maximization, Shanmugam et al. [19] and Ioannidis and Yeh [8] , [20] consider a more restricted version of our problem, in which (a) cache sizes are given, and (b) only object placements are optimized. Shanmugam et al. study this under a restricted topology, assuming homogeneous (i.e., equal-size) caches; Ioannidis and Yeh study the problem under arbitrary topology and cache sizes. The authors show in each of these settings, respectively, that the concave relaxation technique of Ageev and Sviridenko [21] also attains the 1 − 1/e approximation ratio; this algorithm is preferable to the continuous-greedy algorithm, as it eschews sampling. Ioannidis and Yeh further propose a distributed adaptive algorithm with the same approximation ratio, based on projected subgradient ascent of the relaxation function L (see Section IV-B). A similar approach can be used to jointly optimize both caching and routing decisions [22] , [23] .
In contrast to [8] , [20] , the setting we study does not assume fixed cache sizes. In optimization terms, our problem includes an additional global constraint, introduced through the global budget M . Feasible solutions still define a matroid under this additional constraint; moreover, we show that the concave relaxation technique of Ageev and Sviridenko [21] also applies to this offline setting. However, the global coupling through this constraint makes the projected gradient ascent method of Ioannidis and Yeh inadequate as a distributed adaptive algorithm. Our problem also resembles network resource allocation or utility maximization problems, where various decomposition techniques admit distributed implementations [24] . However, our (relaxed) global cost function is coupled in a such way that renders decomposition and decoupling approaches communication-expensive and complicated, let alone distributed adaptive implementation. This calls for a different approach. Specifically, we propose to employ the game theory-based framework in [25] , [26] , [27] , [28] for designing a distributed algorithm, where the global cost is embedded in the potential of a game. In contrast to [25] , [26] , [27] , [28] , however, we do not assume separability of the potential function, nor do we employ any decoupling technique; this is achieved by making use of the distributed gradient estimation scheme in [8] .
Finally, our work is also related to the problem of virtual machine (VM) allocation in cloud computing [29] , [30] , [31] , [32] -see also [33] , that jointly optimizes placement and routing in this context. Heterogeneity of host resources and VM requirements leads to multiple knapsack-like constraints (one for each resource) per host. Our storage constraints are simpler; as a result, in contrast to [29] , [30] , [31] , [32] , [33] , we can provide distributed algorithms with provable approximation guarantees.
III. PRELIMINARIES AND PROBLEM FORMULATION

A. Notational Conventions.
In what follows, we denote by R, N the sets of real and natural numbers, respectively. If A is a finite set, |A| denotes its cardinality. Let [·] X denote the projection operator onto the set X ; [·] + is the same as [·] R+ .
B. System Model
Consider a connected network G = (V, E) where V is the set of nodes and E ⊂ V × V is the set of links.
Nodes are equipped with caches (content stores), whose capacity can be adjusted as part of an optimized design.
As discussed above, the nodal cache size can be adjusted as needed by acquiring or relinquishing units of storage at the local cloud node (data center) part of the operator's deployed cloud. The local cache is used to store content items from a catalog made up of a set C, and subsequently serve requests for these items from the cache. We denote by M the total cache capacity that the network operator is willing to deploy network-wide, it reflects a limit on the operator's budget invested in network cache storage.
We denote byc v ∈ N the maximum cache capacity that can be allocated at node v; this restriction would typically be due to limits on the available physical storage at the cloud node where the network node v is homed. Note that it is more likely that the network limit M and the available physical storage in the cloud are such that the cv likely will likely not be reached. However, our model and the following analysis and design that follows is capable of handling both nodal-level and network-level capacity limits. We denote by x v,i ∈ {0, 1} for v ∈ V, i ∈ C the variable indicating if node v stores item i. To store these items, the capacity at node v is thus i∈C x vi , which must be less thanc v . Moreover, given the budget constraint, the total capacity v∈V i∈C x vi must be less than M .
We assume that, for each item i, there exists a set S i ⊂ V of nodes that serve as designated servers for that item (data producers): these nodes always store i, i.e., x vi = 1, ∀v ∈ S i . Requests arrive in the network and traverse predetermined paths towards the designated servers of each item. Formally, a request for item i ∈ C through path p = {p 1 , . . . , p K } ⊂ V is denoted by pair (i, p). We denote by R the set of all such requests. We assume that requests (i, p) ∈ R are well-routed, i.e., follow paths with no loops that terminate at designated servers in S i .
Moreover, requests for each element in R arrive according to independent Poisson processes with arrival rates λ (i,p) > 0; note that such assumption is standard for modeling request arrivals (e.g., [1] , [3] , [4] , [5] , [6] , [7] , [8] ,
A request (i, p) is routed following path p until it reaches a cache that has item i. Then, a response message carrying item i is generated and sent over p in the reverse direction back to the first node in p. We assume that the cost of routing an item over a link (i, j) ∈ E is w ij ∈ R + , while the cost of forwarding requests is negligible.
The goal of the network designer is to select (a) the cache capacity at each node, as well as (b) which items to store at each cache. The purpose of our design is to jointly allocate storage resources and item placement at each node in order to minimize routing costs. To be adaptive, this allocation should occur dynamically, without assuming prior knowledge of user demand for items. We formalize this optimization problem below.
C. Problem Statement
Recall that the network designer acquires storage at each network node from the local cloud node subject to a prescribed budget M . We seek a joint item placement and cache capacity allocation that minimizes the aggregate expected cost. In particular, let C 0 denote the expected cost when there are no items cached except for designated servers, i.e.,
In the presence of cached contents, the cost of serving a request (i, p) ∈ R is
Thus, the expected caching gain corresponding to an allocation X = {x vi } v∈V,i∈C is given by F (X) :
Formally, we seek to develop a distributed adaptive algorithm for the following problem:
Given a cache budget M for the whole network, design an allocation X so as to maximize the expected caching gain:
v∈V i∈C
where {c v } v∈V are nodal maximum allowable capacities.
For convenience, let D 1 denote the feasible set of (MaxCG), i.e.,
We seek both centralized, offline algorithms for this problem, as well as distributed, adaptive algorithms. In the former case, the designer has full knowledge of the demand (request arrival rates) and a full view of system parameters, and solves the problem offline. In the latter case, the caches themselves should adapt and update their capacities to solve the underlying optimization problem in a distributed fashion, by exchanging appropriate messages.
Remark 1: A special case is whenc v ≥ |C| for all v ∈ V, that is, local constraints (6) are redundant. Another special case is when M ≥ v∈Vc v , then constraint (7) is redundant and the problem reduces to that in [8] , which only considers decoupled constraint (6) . This paper will focus on the case M < v∈Vc v . Thus, our problem has both coupled constraints and coupled objective, and the algorithm in [8] is no longer applicable. In particular, constraint (7) induces a global constraint, coupling decisions throughout the network. Maintaining this constraint thoughout the network in a distributed fashion introduces a challenge not present in [8] , as we discuss below.
IV. CENTRALIZED APPROACHES
Since (MaxCG) is NP-hard [8] , we seek polynomial-time approximation algorithms for its solution.
A. Greedy Algorithms
Since F in (3) is a nonnegative, monotone and submodular function and the feasible set of (MaxCG) corresponds to a matroid constraint, the standard greedy algorithm generally yields can be achieved by the continuous greedy algorithm [34] , or by combining the standard greedy algorithm with a non-oblivious local search [35] . We adopt a different approach that will provide some insight on how to construct a distributed, adaptive algorithm.
B. Convex Relaxation
We first employ the approximation approach of [8] : this convexifies both the constraint set and the cost function.
In particular, the approximation algorithm proceeds as follows:
• First, use a continuous relaxation for Boolean variables, i.e.,
where
• Then, approximate the non-concave F by
which is concave and satisfies L(X) = f (X), ∀X ∈ D 1 . Moreover,
Thus, the resulting problem
is convex; in fact, it can be converted into a linear program. Thus an optimal solution Y * can be computed in strongly polynomial time. The optimal value of (13) is denoted by L * .
• Finally, apply the pipage rounding technique of Ageev and Sviridenko [21] to Y * , yielding a suboptimal
, to (MaxCG) that has 1 − e −1 approximation guarantee; see [8] for details.
Thus, we can use the RHS (computed in polynomial time) as another approximation ratio of [Y * ] pp D1 . In practice, this is often better than the theoretical ratio 1 − e −1 .
V. DISTRIBUTED ALGORITHM BASED ON POTENTIAL GAME
This section develops an algorithm for dealing with (MaxCG) based on the convex relaxation approach outlined in the previous section. First, we introduce another simple approximation to the nondifferentiable function L in (13) . Then we show that the game theory framework can be applied to the resulting problem. This game-theoretic approach allows us to adapt both cache capacities as well as content allocations in a distributed fashion.
A. Continuously differentiable approximation
The concave relaxation L, given by (11), is not differentiable. Consider:
where α ∈ (0, 1) is a small number and
is a lower bound of the function min{1, x} on R + . Thus,L is a concave lower bound of L and lim α→0 +L = L.
Thus, for sufficiently small α, the following problem is a good surrogate for (13):
As a side note, this approximation is useful for the problem considered in [8] , i.e., (MaxCG) without the global constraint (7). The authors employed a distributed subgradient algorithm with a diminishing step size and gainsmoothening to deal with the non-differentiability L. Here,L is differentiable with a Lipschitz continuous and bounded gradient. As a result, smooth (asynchronous) optimization algorithms such as distributed projected gradient with a constant step size can be used. This may also provide some insights into why the Greedy Path Replication (asynchronous with constant step size) in [8] has a good performance although rigorous analysis was absent.
Note also that one can consider other alternative approximations; e.g., using tanh(x) instead of sat(x) yields another lower bound of L that is strictly increasing, smooth, and strongly concave on X. This paper will focus on usingL given above, the smoothness and Lipschitz property of which are also valuable for the framework described next.
B. Potential game design
First, we restate (17) as follows:
s.t.
where y 
Here, we assume that each node v knows the value c In the following, we employ the game theory framework in [25] , [26] , [27] , [28] to design a distributed algorithm for this problem. In particular, we will design the state based potential game between the nodes so that they will converge to a pure Nash equilibrium that can be made arbitrarily close to an optimal solution of (18) . The crucial differences between our design and that in [26] , [27] , [28] are the nodal cost functions and the implementation of the learning algorithm. In particular, in contrast to [26] , [27] , [28] , we do not assume that cost functions are separable across nodes (indeed, the terms of the objective (17) are coupled), nor do we employ any decomposition technique (see also Remark 2 below).
1) Game model:
We begin by presenting a game played by node caches; the evolution of the game via appropriate dynamics, described below, eventually leads to a solution of (18) 
where the admissible action set of node v is:
These dynamics satisfy:
4. Nodal cost function: For a state Z and an admissible action profile {a v ∈ A v (y v )} v∈V , the cost function of node v is given by:
where (Ỹ ,ẽ) is the next state and µ > 0 is a penalty parameter. Here, the cost J v still involves the global (approximated) caching gain functionL, but as we will show later, each node does not need to evaluate
The second term in (25) represents a penalty of the differences in the estimation error terms between neighboring nodes. This is a potential game with the potential function (to be minimized) given by
This can be shown by noting that Φ µ (Z, 0) = Φ µ (Z, a) and that ∀a v ∈ A v (Z)
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2) Algorithm Description: We assume that time is partitioned into periods of equal length T , during which the nodes collect measurements from messages routed through them. Each node maintains and updates y v and the error term e v as follows.
• At period t = 0, each node v initializes y v (0) ∈ Ω v and e v (0)
• At period t > 0, node v exchanges e v (t) with its neighbors and computes action a v (t):
where γ v (t) denotes the step size of node v at iteration t. Here, ∇ yvL (Y ) can be computed in a distributed fashion as shown in Section V-D1 below. Then node v sendsê v→u (t) to node u ∈ N v and updates its state as follows:
It can be seen that the following forms are equivalent to (31)-(32) but are more convenient for implementation:
Remark 2: In [26] , [27] , [28] , the authors also provide a potential game-based algorithm for solving a (more general) constrained optimization problem, the design of which, if applied to (17) , would yield an exponentially large state space. Specifically, to decompose Φ µ , each node v would need to keep track and update a local estimate Y v of the state Y through exchanging information with direct neighbors. This would incur much more expensive communication and computational costs compared to our model and algorithm outlined above. Our advantage is gained by incorporating a distributed algorithm for each node to estimate partial gradients ofL. Such an algorithm requires only a simple message exchange protocol, which we describe in Section V-D1 below.
C. Convergence
Clearly, any Nash equilibrium is an optimal solution to the following problem:
Actions (29)- (30) follow the gradient descent directions of Φ µ (Z, a). Moreover, with initialization (28) and updates (31)- (32), it can be shown that for any t ≥ 0,
Thus,
The next result is obtained by following similar arguments as [27, Thm. 1]. We provide details as our proof departs from [27] because our objective function is non-separable (while it is decoupled in [27] ). Proof: First, (iii) is obvious. Second, since {Z, a} is a stationary state Nash equilibrium, we have
which are respectively equivalent to
Condition (41) and connectivity of G implies that
In any case, the following holds for any u ∈ V
This together with (iii) proves (ii). It remain to show (i). From (42) and using (ii) and (iii), we have for all v ∈ V
and
This clearly shows that y v is optimal to (38) .
The following result is obvious from Theorem 1-(i).
Corollary 1: As µ → ∞, the equilibria of the game constitute solutions to (18)- (19) .
Before proving the convergence of the algorithm, we summarize approximation steps introduced so far in dealing with the original problem (MaxCG). First, we relax the binary constraints (4) and approximate the objective function F by L in (11), thereby obtaining (13), a convex problem on the relaxed feasible set. Second, since L is nondifferentiable, we then replace it withL in (14) . Third, by resorting to the potential game theory, we effectively remove the global constraint (7) by adding a penalizing term toL, resulting (38) . In summary, we have the following approximations in terms of caching gains.
Theorem 2: For any small > 0, there exist µ sufficiently large and α sufficiently small such that (38) approximates (MaxCG) within (1 − 1/e − )-ratio in terms of the caching gain.
Proof: First, the approximation ratio of the first step in (44) is (1 − 1/e); see (12) . Second, the approximation errors in the last two steps can be made arbitrarily small by choosing sufficiently small α and large µ; see (16) and Corollary 1. Thus, we conclude that the 3-step approximation in (44) can achieve ratio (1 − − 1/e).
The following result establishes the convergence of the above algorithm for a uniform constant step size.
Theorem 3: Consider the algorithm described in Section V-B2 with γ v (t) ≡ γ such that
Then we have lim t→∞ Φ µ (Z(t), a(t)) = Φ * µ . Moreover, any limit point Y * of {Y (t)} is an optimizer of (38) .
Proof: Note that the gradient play is indeed the projected gradient algorithm applied to (35) where the gradient ∇Φ µ is Lipschitz continuous with a parameter
Thus, it follows from [36, Prop. 3.4 ] that the algorithm converges for any γ ∈ (0,γ 0 ). The rest of the proof follows from Theorem 1.
Note thatγ 0 is a theoretical bound for the gradient method, while step sizes larger thanγ 0 often still work in practice; of course, the larger the step sizes are, the closer to instability the algorithm is. In this paper, we focus on the case of uniform step size and synchronous communications, but it can be shown further that the algorithm is also robust to bounded communication delays, asynchronism of the nodes' clocks (or update times), and heterogeneous and time-varying nodal step sizes; see, e.g., [36, Chap. 3 and 7] and [25] .
Remark 3: Given a fixed µ, the global capacity constraint in (19) is likely to be violated due to the penalizing term in (38) . To reduce such violation, we can initialize v∈V c 0 v = (M − ) for some small ∈ (0, 1) and select
, where C 0 (or an upper boundC 0 ) can be estimated in a centralized fashion from history data or in a distributed manner as described in Section V-D2 below.
D. Implementation Considerations
This subsection details on how each node in the network can obtain information needed to implement the algorithm. This includes: online estimations of partial derivatives ∂ yviL , step size bound in (45) (for ensuring convergence), and an eviction policy for updating cache contents.
1) Distributed gradient estimation:
We adopt the mechanism used in [8] , [37] , namely, additional control messages are attached to the request and response traffic to gather needed information. This enables each node v to estimate partials ∂ yvL in a distributed fashion by using information in the messages passing by during each time interval T . In particular:
• Every time a node generates a new request (i, p) ∈ R, it also creates an additional control message m s to send over p along with the request. At node p 1 , m s (p 1 ) = y p1i . As this message is propagated to node p l , m s is updated as follows:
is found or the end of the path is reached (in which case u = p |p| ). Each visited node p l keeps a local copy of m s (p l ).
• Node u (found above) creates a control message m r to send back in the reverse direction. At u, m r (u) = 0.
• For each item i and each node v, let
as computed above. It can be seen that t vi is proportional to the partial derivative ofL for request (i, p) ∈ R,
i.e.,
where k p (v) denotes the position of v in p.
• It remains to show how each node v estimates the partial derivative ofL with respect to y vi , ∀i ∈ C. This is trivial if the rate λ (i,p) is known to all the nodes in path p; otherwise, each node needs to estimate it. To this end, let T vi denote the set of t vi collected by node v regarding item i during each time slot. Then it can be shown [8, Lem. 1] that
is an unbiased estimate of the partial derivative ∂ yviL .
2) Distributed estimation of γ 0 : To implement the algorithm, all nodes need to agree not only on a common µ and α, but also on the step size boundγ 0 in (45); the latter depends on C 0 , where we recall that
k=1 w p k+1 p k . Thus, we now focus on how to estimate C 0 or an upper bound in a distributed fashion.
First, we assume that each node v ∈ V knows the weight of the path
and an estimate (or an upper bound) of the associated rate, denoted byλ (i,p) , for any (i, p) ∈ R such that p 1 = v.
In fact, node v can compute w p simply by probing path p and the end node replying with a control message sent in the reverse direction to accumulate the weight of the path (this can be done a priori or periodically).
Then, every node v ∈ V can find
Clearly, v∈V C v0 ≥ C 0 . Moreover, by running an additional average consensus algorithm (e.g., [38] , [39] ) with initial conditions {C v0 } v∈V , all the nodes in V can compute v∈V Cv0 |V|
. For completeness, a detailed algorithm is given in Appendix A. It should be noted that such algorithm converges exponentially fast and independently from our main algorithm described above. Therefore, assuming that an upper boundN on |V| is known to all the nodes, they can findC
which clearly satisfiesC 0 ≥ C 0 .
Finally, we will choose µ = µ 0C0 for some µ 0 chosen a priori together with α, thereby having
3) Eviction policy: At the end of each iteration t, before deciding what to put in the cache, each node v needs to determine the maximum number of items that it can store. This number is based on the expected local caching capacity i∈C y vi (t), which can be fractional. Therefore, a local rounding scheme is needed; e.g., randomized rounding as in [8] . A simpler heuristic would be the following: node v determines a positive integer c v (t) ∈ [0,c v ]
such that:
• If the global constraint (7) is a hard constraint, then
• If (7) is a soft constraint, then c v (t) is the nearest to the sum i∈C y vi (t), i.e.,
Node v then places at most c v (t) content items, corresponding to the largest elements of y v (t), into its cache. (29), (47), and (48) respectively, can be encoded in very few bytes and in many cases can be piggybacked onto the existing traffic of Interest and Data packets that normally flow through each node. In particular, the message m s generated for request (i, p) ∈ R will be attached to the Interest packet for item i for as many hops as possible, while the corresponding reply m r will be attached, if possible, to the Data packet containing item i. Messageê v→u , u ∈ N v can be attached to any packet being transmitted from v to u, regardless of its type.
These messages do not need to be transmitted immediately if the link between v and u is idle: in this case they can be placed in a queue where they wait until the next available transmit opportunity or until a timeout expires, whichever occurs first. As a consequence, the overall overhead and storage of these messages are negligible.
In the case of an NDN network, since these messages are propagated in a hop-by-hop fashion, we recommend encoding them as NDNLPv2 header fields. If necessary, multiple messages can be attached to the same NDNLPv2 packet, providing further bandwidth savings.
We also note that the loss of one or more control messages can reduce the convergence rate of the algorithm, but will not affect its correctness.
VI. NUMERICAL EXAMPLES
In this section, we demonstrate the performance of our algorithm applied to several network topologies. a) Topologies: : We consider the networks shown in Table I . grid_2d is a two-dimensional square grid and expander is a Margulies-Gabber-Galil expander [40] . The next four graphs are random graphs sampled from a distribution. erdos_renyi is an Erdos-Renyi graph with parameter p = 0.1; small_world is a small-world graph [41] that consists of a grid with additional long-range links; graph watts_strogatz is generated according to the Watts-Strogatz model in [42] ; and barabasi_albert follows the preferential attachment model in [43] .
The last three graphs are the GEANT, Abilene, and Deutsche Telekom backbone networks [12] .
b) Experiment setup: : For each graph, we generate a catalog C and assign each item i ∈ C to a node selected uniformly at random (u.a.r.) from V. We select the weight of each edge u.a.r. from [0.01, 1] and a set of consumers Q ⊂ V u.a.r. Each consumer v ∈ Q requests an item i selected from C according to a Zipf distribution with parameter 1.2. The request is routed over the shortest path p between v and the designated server for item i. The set of requests is denoted by R. We choosec v = |C| and measurement/update period T = 1. Moreover, we let:
The actual error is often much less.
• µ = 1 4C 0 . Thus, by (50),γ 0 = 4 11C 0 .
• step size γ v ≡γ 0 , ∀v ∈ V.
• c as an upper bound of λ (i,p) , ∀(i, p) ∈ R for computingC 0 as in (49) (assumingN = |V|). Moreover, we reduce the budget from M to (M − |V|) at t = 16000. The simulation results are shown in Figure 1 , which clearly demonstrates adaptability and optimality of our algorithm.
As we can observe, from initial allocation Y (0) = X(0), the network quickly reaches total cache size M . After Table I . We show here the average and error bars of 10 runs for each scenario.
that, the caching gain is improved and nearly reaches upper bound L * , thereby implying near optimality.
Remark 4: (On adaptability) From simulations, the convergence rate of our algorithm seems to be sublinear (expected sinceL is not strongly concave). Thus, our algorithm is suitable for networks with not too fast changes.
We also compare the performance, in terms of caching gains (normalized to L * ), of our algorithm with the centralized solution approach using the equal node-capacity allocation across all topologies in Table I . Specifically, the latter fixes
i.e., (7) is redundant as v∈Vc v = M . Note that the optimal (relaxed) caching gain in equal node capacity, denoted by L * EC and obtained by solving (13) without global constraint (7), is not only an upper bound on caching gains of all suboptimal caching policies in the same setting, but also a lower bound of L * in (13) with global constraint (7) andc v = |C|. Significant gaps (ranging from 15% to 50%) between L * EC and other common caching strategies have been shown in [8] for a similar set of topologies. Here, we focus on showing improvement of F (X heu ) over L * EC . To this end, we run our algorithm for 10 4 time units with λ (i,p) = 1, ∀(i, p) ∈ R and estimate the steady state caching gain by averaging the objective values F (X heu ) over the last 10 3 time units. Fig. 2 shows the average results of 10 runs, which clearly demonstrate that our algorithm yields (near) optimal caching gains and outperform the best centralized solutions with equal capacity across all the topologies considered.
VII. CONCLUSIONS
We have designed a distributed and adaptive ICN caching scheme with optimality guarantees. Previous work in this area assumes that per-node cache sizes are predetermined constants and focuses on content placement. Our novel contribution addresses the problem of dynamic cache size design in emerging cloud-based networks that maximizes performance under varying network conditions. The resulting decentralized algorithm converges to cache allocations that are within a factor 1 − 1/e − from the optimal. In addition to optimal content placement, the algorithm reallocates a given network-wide cache budget among the nodes as needed to maintain optimal cache allocation as network user demand changes. While we assumed that requests for any content item have a predetermined (typically shortest) path to a producer, enhancing our solution to take into account dynamic non-shortest path routing (e.g., to avoid congested paths) is an important open question.
• local-degree weights: 
