We propose a simple algorithm which produces a new category of networks, high dimensional random Apollonian networks, with small-world and scale-free characteristics. We derive analytical expressions for their degree distributions and clustering coefficients which are determined by the dimension of the network. The values obtained for these parameters are in good agreement with simulation results and comparable to those coming from real networks. We prove also analitically that the average path length of the networks increases at most logarithmically with the number of vertices.
Introduction
Since the pioneering papers by Watts and Strogatz on small-world networks [1] and Barabási and Albert on scale-free networks [2] , complex networks have received considerable attention as an interdisciplinary subject [3, 4, 5] . Complex networks with very large clustering coefficient and very small APL. In this paper, motivated by the high dimensional Apollonian packings, we present a simple iterative algorithm for high dimensional random Apollonian networks (HDRAN) which extends the idea introduced in [36] . The introduced algorithm can concretize the problems of abstract high dimensional random Apollonian packings. Using the algorithm we determine relevant characteristics of HDRAN: scale-free degree distribution and large clustering coefficient which depend on the dimension of the Apollonian packing. Based on the algorithm, we prove also that the average path length of the networks increases logarithmically with the number of vertices. Therefore, these networks, HDRAN, have a small-world scale-free topology.
The construction of high dimensional random Apollonian networks
From the problem of Apollonian packing, a two-dimensional example of which is shown in Fig.1 , Andrade et al. introduced Apollonian networks [33] which were also independently proposed by Doye and Massen [34] . To produce a twodimensional Apollonian packing, we start with three mutually-touching disks all inside and in contact with a larger circle, the interstices of which are curvilinear triangles. In the first iteration disks are added inside each interstice in the initial configuration, such that these disks touch each of the disks that form the curvilinear triangles. Naturally, each added disk cannot fill all the space in the interstice, but instead gives rise to three smaller interstices. In the second iteration, further disks are added inside all of these new interstices, which again touch the surrounding disks. This process is then repeated for successive iterations. If we denote the number of iterations by t, where t = 0 corresponds to the initial configuration, as t → ∞ the space-filling Apollonian packing is obtained. Apollonian packing can be used as a basis for a network, where each disk is a vertex in the network and vertices are connected if the corresponding disks are in contact. We call this contact network a two-dimensional Apollonian network [33, 34] . The two-dimensional Apollonian network is only one example of a space-filling self-similar packing. In a similar way, one can construct high dimensional (d-dimensional d ≥ 2) Apollonian networks associated with other self-similar packings. Now we give a comprehensive account. Firstly, we shall examine d-dimensional Apollonian packings. The initial configuration that is directly equivalent to Fig. 1 [36] it is discussed the special case of d = 2. Here we will consider the general case. It should be note that we treat the initial bounding d-hypersphere on the same footing as the other d + 1 initial d-hyperspheres.
The iterative algorithm for high dimensional random Apollonian networks
In the iterative process for the construction of HDRAN, at each step for each new hypersphere added, d + 1 new interstices in the packing are created, that will be filled in one of the following iterations. Equivalently, for each new vertex added, d + 1 new curvilinear d-simplices are created in the network, into which vertices will be inserted in one of the following iterations. According to this process, we introduce a general iterative algorithm for HDRAN. We denote the d-dimensional random Apollonian network after t iterations by
Before introducing the algorithm we give the following definition. A complete graph K d (also referred in the literature as d-clique; see [38] ) is a graph without loops whose d vertices are pairwise adjacent. Then the d-dimensional random Apollonian network A(d, t) is constructed as follows. Initially (t = 0), A(d, 0) is the complete graph K d+2 (or (d+2)-clique). At each step, we choose an existing subgraph isomorphic to a (d+1)-clique that has never been selected before, then we add a new vertex and join it to all the vertices of the selected subgraph. The growing process is repeated until the network reaches the desired size. Note that when d = 2, our model is reduced to the maximal planar network of [37] . Furthermore, since the network size is incremented by one with each step, in this paper, we use the step value t to represent a vertex created at this step. We can see easily that at step t, the network consists of N = t + d + 2 vertices. The total degree equals (d + 1)(2t + d + 2). So, when t is large the average vertex degree at step t is equal approximately to a constant value 2(d + 1), which shows that the network A(d, t) is sparse like many real-life networks [3, 4, 5] .
Relevant characteristics of high dimensional random Apollonian networks
In this section we show that the dimension d is a tunable parameter which controls the relevant characteristics of a high dimensional random Apollonian network A(d, t).
Degree distribution
The degree distribution is one of the most important statistical characteristics of a network. We use the mean-field method [3] to predict the growth dynamics of the individual vertices, and calculate analytically the connectivity distribution P (k) and the scaling exponents. Note that, after a new vertex is added, the number of (d + 1)-cliques that can be chosen in the following step increases by d. Therefore, we can immediately see that after t steps, the number of (d + 1)-cliques ready for selection are dt + d + 2. Given a vertex, when its degree increases by one, the number of (d + 1)-cliques that contain the vertex increases by d − 1, so the number of (d + 1)-cliques containing the vertex i with degree
we can write for a vertex i
The solution of this equation, with the initial condition that vertex i was added to the network at t i with connectivity k i (t i ) = d + 1, is
The probability that a vertex has a connectivity k i (t) smaller than k, P (k i (t) < k), is
Assuming that we add the vertices at equal step intervals to the network, the probability density of t i is
Substituting this into Eq. (3) we obtain that
Thus the degree distribution is For large t
so the degree exponent is γ(d) =
In the case of d = 2, one has γ(2) = 3 [36] , while as d goes to infinity γ(∞) = 2. Thus by tuning the parameter d, it is possible to obtain a variety of scale-free networks with different exponents in the range, 2 < γ < 3. In Fig. 2 , the degree distributions P (k) at various values of the dimension d are displayed and we find that at any value of d, the simulated degree distribution is in good agreement with the analytic value.
Also, from Eqs. (2) and (7), we can notice that when t becomes large, the maximal degree of a vertex is roughly N 1/(γ−1) .
Clustering coefficient
The clustering coefficient of a vertex is the ratio of the total number of existing connections between all its k nearest neighbors and k(k − 1)/2, the number of all possible connections between them. The clustering of the graph is obtained averaging over all its vertices. We can derive analytical expressions for the clustering C(k) for any vertex with degree k. When a vertex is created it is connected to all the vertices of a (d+1)-clique whose vertices are completely interconnected. It follows that a vertex with degree k = d + 1 has clustering coefficient of one because all the (d+1)d/2 possible links between its neighbors actually exist. In the following steps, a newly-created vertex links the considered vertex whose d nearest neighbors are also connected by the new one at the same iteration step. Thus there is a one-to-one correspondence between the degree of a vertex and its clustering. For a vertex v of degree k, the exact expression for its clustering coefficient is
which depends on the degree k and the dimension d. This expression indicates that the local clustering scales as C(k) ∼ k −1 for large k. It is interesting to notice that a similar scaling has been observed in several real-life networks [29] .
The clustering coefficient C of HDRAN can be obtained as the mean value of C(k) with respect to the degree distribution P (k) expressed by Eq. (7). The result is
For d = 2, 3, 4, 5, 6, Eq. (9) yields numerical values of 0.768, 0.825, 0.855, 0.877 and 0.892, respectively. Note that for d=2 the value obtained is similar to the clustering in the coauthorship network in neuroscience (0.76) [3] . Thus the clustering C of HDRAN is high and increases along with the dimension d and approaches a limit of 1 when d gets large. In Fig. 3 , we present C vs dimension d for various values of the N, the network order. It is shown that C becomes larger as d is increased.
Average path length
The average path length of a network (APL) is defined as the number of edges in the shortest path between two vertices averaged over all pairs of vertices. Below, using the same approach than in [36] we will discuss the APL of HDRAN.
First we note that it is not very difficult to prove that for HDRAN and for any two arbitrary vertices i and j each shortest path from i to j does not pass through any vertices k satisfying that k > max(i, j).
If d(i, j) denotes the distance between i and j, we introduce the the total distance of a high dimensional random Apollonian network with order N as σ(N)
and we denote the APL by L(N), defined as:
According to the former remark, the addition of new vertices will not affect the distance between those already existing and we have:
Assume that the vertex N + 1 is added joining the (d + 1)-clique K composed of vertices w 1 , w 2 , · · · , w d , w d+1 then Eq. (12) can be rewritten as:
where
Constricting the clique K continuously into a single vertex w (here we assume that w ≡ w 1 ), we have D(i, w) = d(i, w). Since d(w 1 , w) = d(w 2 , w) = 0, Eq. (13) can be rewritten as:
where Γ = {1, 2, · · · , N} − {w 1 , w 2 , · · · , w d , w d+1 } is a vertex set with cardinality N − d − 1. The sum i∈Γ d(i, w) can be considered as the total distance from one vertex w to all the other vertices in our model with order N − d. The sum i∈Γ d(i, w) can be roughly approximated in terms of
Note that, as L(N) increases monotonously with N, it is clear that:
Combining (13), (14) and (15), one can obtain the inequation:
From (17), the variation of σ(N) would be given by
This equation leads to
where α is a constant. As σ(N) ∼ N 2 ln N, we have L(N) ∼ ln N. Note that as we have deduced equation (17) from an inequality, then L(N) increases at most as ln N with N. In Fig. 4 , we report the simulation results on the average path length L vs the dimension d for various values of the network order N, which agree well with the analytic results. Note that the APL decreases with the dimension d as the networks become more dense.
Conclusion and discussion
In summary, we have introduced an iterative algorithm for the construction of high dimensional random Apollonian networks associated with high dimensional random packings. The networks have the typical characteristics of many technological and social networks and are small-world with power-law degree distributions, thus they can model a variety of scale-free networks of the real-life world. We have computed the analytical expressions for the degree distribution and clustering coefficient and we show that they depend on the dimension. Also, the average path length of the networks grows logarithmically with the order of the HDRAN. Moreover, HDRAN are a generalization of the maximal planar network introduced in [37] . Future work should include studying in detail processes such as percolation, spreading, searching and diffusion taking place on HDRAN.
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