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MEASURE-GEOMETRIC LAPLACIANS ON THE REAL LINE
M. KESSEBO¨HMER, T. SAMUEL, AND H. WEYER
Abstract. Motivated by the fundamental theorem of calculus, and based on the works of Feller as well as Kac and Kreı˘n,
given an atomless Borel probability measure η supported on a compact subset of R, Freiberg and Za¨hle introduced a
measure-geometric approach to define a first order differential operator ∇η and a second order differential operator ∆η,
with respect to η. We generalise this approach to measures of the form η ≔ ν + δ, where ν is continuous and δ is
finitely supported. We determine analytic properties of ∇η and ∆η and show that ∆η is a densely defined, unbounded,
linear, self-adjoint operator with compact resolvent. Moreover, we give a systematic way to calculate the eigenvalues
and eigenfunctions of ∆η. For two leading examples, we determine the eigenvalues and the eigenfunctions, as well as
the asymptotic growth rates of the eigenvalue counting function.
1. Introduction and statement of main results
Kac posed the following famous question in [16]. “Can one hear the shape of a drum?” Namely, can one re-
construct the geometry of a n-dimensional manifold from the eigenvalues of the associated Laplacian. In 1964
Milnor [26] showed the existence of a pair of 16-dimensional tori whose associated Laplacians have the same
eigenvalues but which have different shapes. Subsequently, for a given n ≥ 4, Urakawa [29] produced the first
examples of domains in Rn with this property. The problem in two dimensions remained open until 1992, when
Gordon, Webb, and Wolpert [12] constructed a pair of regions in the plane that have different shapes but whose
associated Laplacians have identical eigenvalues. Nevertheless, as observed by Weyl [30], Berry [3, 4], Lapidus
et al. [21, 22, 23, 24, 25], Beals and Greiner [2] and many others, the spectrum of a Laplacian still tells us a lot
about the shape of the underlying geometric structure.
As a special case of the generalised Kreı˘n-Feller operator [6, 15], in [10] Freiberg and Za¨hle introduced a measure-
geometric approach to define a first order differential operator ∇η and a second order differential operator ∆η,η ≔
∇η ◦ ∇η, with respect to an atomless Borel probability measure η supported on a compact subset of R. In the case
that η is the Lebesgue measure, it was shown that ∇η coincides with the weak derivative. Moreover, a harmonic
calculus for ∆η,η was developed and, when η is a self-similar measure supported on a Cantor set, Freiberg and
Za¨hle proved that the eigenvalue counting function of ∆η,η is comparable to the square-root function. In [17] the
exact eigenvalues and eigenfunctions of ∆η,η were obtained and it was shown that the eigenvalues do not depend on
the given measure. Arzt [1], Freiberg [7, 8, 9], Fujita [11], and Kotani and Watanabe [20] have also considered the
Kreı˘n-Feller operator ∆η,Λ ≔ ∇η ◦∇Λ, where η denotes a continuous Borel probability measure and Λ denotes the
Lebesgue measure. In the case that η is a purely atomic measure, it has been shown in [2] that the eigenvalues of
∆η,Λ highly depend on the position and weights of the atoms. Interestingly, the operators ∆η,Λ and ∆η,η, in the case
that η is continuous, also appear as the infinitesimal generator of Liouville Brownian motion [14] and Liouville
quantum gravity [28].
In [18] it was shown that the framework of Freiberg and Za¨hle can be extended to include purely atomic measures
η. Unlike in the case when one has a measure with a continuous distribution function, it was proven that the
operators ∇η and ∆η,η are no longer symmetric. To circumvent this problem, the η-Laplacian was defined by
∆η = −∇∗η ◦ ∇η, where ∇∗η denotes the adjoint of ∇η. Further, a matrix representation for these operators was given
and shown to coincide with the normalised graph Laplacian of a cycle graph [5]. Moreover, the eigenvalues of ∆η
depend only on the weights of the atoms and are independent of the positions of the atoms.
In this article, we continue to develop the program of Freiberg and Za¨hle for measures of the form η = ν + δ,
where ν is continuous and δ is a finite sum of weighted Dirac point masses. Indeed, we show, for such an η, one
can define a first and a second order measure geometric differential operator, ∇η and ∆η = −∇∗η ◦ ∇η respectively.
Moreover, we determine properties of both operators; in particular, we show the following.
(M. Kessebo¨hmer and H. Weyer) FB 3 – Mathematik, Universita¨t Bremen, Bibliothekstr. 1, 28359 Bremen, Germany
(T. Samuel) School ofMathematics, University of Birmingham, Edgbaston, Birmingham, B15 2TT, UK
2010 Mathematics Subject Classification. 47G30; 42B35; 35P20.
Key words and phrases. measure-geometric Laplacians; spectral asymptotics; harmonic analysis.
1
Theorem 1.1. The operator ∆η is densely defined on the space L
2
η of square-η-integrable functions. Further, it is
linear, self-adjoint, non-positive and has compact resolvent.
For ease of exposition in the following result we assume that ν is a probability measure on (0, 1] with distribution
function Fν and let δ =
∑N
i=1 αiδzi with 0 < z1 < . . . < zN = 1.
Theorem 1.2. A square-η-integrable function f is an eigenfunction of ∆η with corresponding eigenvalue λ if and
only if it is of the form
f (x) =

a1 sin(bFν(x) + γ1) if x ∈ (0, z1],
...
...
aN sin(bFν(x) + γN) if x ∈ (zN−1, 1],
and λ = −b2, where b, a1, . . . , aN , γ1, . . . , γN ∈ R satisfy the following system of equations:
α jba j+1 cos(bFν(z j) + γ j+1) = a j+1 sin(bFν(z j) + γ j+1) − a j sin(bFν(z j) + γ j),
α jb
2a j sin(bFν(z j) + γ j) = a jb cos(bFν(z j) + γ j) − a j+1b cos(bFν(z j) + γ j+1),
for j ∈ {1, . . . ,N − 1}, and
αNba1 cos(γ1) = a1 sin(γ1) − aN sin(b + γN),
αNb
2aN sin(b + γN) = aNb cos(b + γN) − a1b cos(γ1).
Remark 1.3. To prove Theorem 1.1 , it is sufficient to consider the case when the continuous part ν of η restricted
to the interval between two consecutive atoms is either zero or Lebesgue, and to prove Theorem 1.2, it is sufficient
to consider the case when ν = Λ. Indeed, the general case follows by appropriately composing the operator with
the distribution function Fν as in [17].
Theorem 1.2 shows that the eigenvalues depend on the weights of the Dirac point masses and their positions
relative to ν, but that they are independent of the distribution of ν; this condition is different than that given for the
Kreı˘n-Feller operator ∆η,Λ, where η is a purely atomic measure, compare with [2].
Further, we investigate two leading examples in detail and determine their eigenvalues and eigenfunctions ex-
plicitly. In contrast to the classical theory and to the case of atomless measures we see that all eigenspaces are
one-dimensional; however, the asymptotic growth rate of the eigenvalue counting function Nη behaves as in the
classical situation, namely
lim
x→∞
πNη(x)√
x
= 1.
This article is structured as follows. In Section 2 we define the operators ∇η, ∇∗η and ∆η and prove that ∆η is a
densely defined self-adjoint operator on L2µ. Further, we show that∇η and∇∗η are closed, give an explicit description
of their domains and ranges, and prove that ∆η has compact resolvent. From this and Remark 1.3 we conclude
the proof of Theorem 1.1. In Section 3 we determine spectral properties of ∆η. We divide this section into three
parts. In the first part (Section 3.1), we give a system of equations which allows one to obtain the eigenvalues and
find a general form of the eigenfunctions, hence proving Theorem 1.2. In the second part (Section 3.2), we solve
the system of equations given in Theorem 1.2 for the case that N = 1 and illustrate the results in an example. The
third part (Section 3.3) deals with the case when N = 2 and when the Dirac point masses are uniformly distributed
and equally weighted. We end this final section with an example which illustrates our results in this latter setting.
2. The operators ∇η and ∆η
Let η denote a finite Borel measure on R and let a, b ∈ R be such that the convex hull of supp(η) is equal to
[a, b]. Here supp(η) denotes the support of η, that is, the smallest compact set with full measure. We assume that
η({a}) = 0 and set M = (a, b]. For K ⊆ M, we let η|K be the restriction of η to the set K, that is, η|K(A) ≔ η(A∩ K)
for all Borel sets A ⊆ R; the same notation is used for functions. When it is clear from context, we write η for
η|K . We denote the set of real-valued square-η-integrable functions with domain equal to M by L2η, defineNη to be
the set of L2η-functions which are constant zero η-almost everywhere, and let L
2
η ≔ L
2
η/Nη. Following convention,
when we write f ∈ L2η, we mean that there exists an equivalence class of L2η to which f belongs. When it is clear
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from context, we will use the same notation for a function f ∈ L2η and for the equivalence class in L2η to which it
belongs. We equip L2η with the inner product given by
〈 f , g〉η ≔
∫
f g dη.
We denote by ‖·‖η the associate L2η-norm. For d ∈ R we set dZ ≔ {dk : k ∈ Z} and let δdZ denote the Dirac comb
δdZ ≔
∑
k∈Z δdk. Here, for z ∈ R, we write δz for the Dirac point mass at z. For a function f : M → R we let
f : R → R be the periodic extension of f , that is f(x) = f (x) for all x ∈ M and f(x) = f(x + (b − a)k) for all x ∈ R
and k ∈ Z. We define the set D1η of η-differentiable functions by
D
1
η ≔
{
f ∈ L2η : there exists f ′ ∈ L2η with f(x) = f(y) +
∫
1[y,x)f
′ dη ∗ δ(b−a)Z for all x, y ∈ R with y < x
}
. (1)
Here η ∗ δ(b−a)Z denotes the convolution of the measure η and the Dirac comb δ(b−a)Z; see, for instance, [13] for the
definition of and results on convolutions of measures.
If f ∈ D1η , then f is left-continuous with discontinuities occurring only in a subset of {z1, . . . , zN }. As the function
f ′ defined in (1) is unique in L2η, the operator ∇η : D1η → L2η given by ∇η f ≔ f ′ is well-defined and called the
η-derivative. By the linearity of the integral equation in (1), it follows that ∇η is linear. Additionally, if f , g ∈ D1η
with f , g, then ‖ f − g‖η , 0. Thus, we may view D1η as a collection of real-valued square-η-integrable functions,
or as a collection of equivalence classes of L2η and in the latter setting, we define∇η accordingly; namely, if f ∈ D1η ,
then ∇η maps the equivalence class of f to the equivalence class of ∇η f .
Remark 2.1. Let C(M) denote the set of continuous functions f : M → R and let C1(M) denote the set of
f ∈ C(M) such that f is differentiable on (a, b) and left-differentiable at b. In the case that η is a continuous Borel
measure, the set D1η given in (1) is contained in C(M) and equal to the set D
η
1
given in [10], which, if η = Λ, is in
turn equal to the Sobolev space W1
2
. Moreover, an application of the fundamental theorem of calculus yields that
C1(M) is contained in D1
Λ
. Thus, we have C1(M) ⊆ D1
Λ
⊆ C(M) ⊆ L2
Λ
, where each set is dense with respect to
‖·‖Λ, in the succeeding one.
Remark 2.2. By Remark 1.3, and a rescaling and translation argument, it is sufficient to prove Theorem 1.1 under
the following assumptions. There exists N ∈ N and c = (c1, . . . , cN) ∈ {0, 1}N with c , 0, such that
(i) a = 0 and b = 1, in which case M = I ≔ (0, 1], and
(ii) η = Γ +
∑N
i=1 αiδzi , where 0 < z1 < · · · < zN = 1 and dΓ = (
∑N
i=1 ci1(zi−1,zi])dΛ.
Thus, throughout this section we assume that η has this form.
For convenience, we set zN+1 ≔ 1+ z1 and Ai ≔ (zi−1, zi], for i ∈ {1, . . . ,N}. Given a bounded interval J, following
convention, we let Jo denote the interior of J. Further, we let 1J denote the characteristic function on J, and in the
case that J = I, we write 1 for 1J .
As with the classical weak Laplacian, ∇η f reflects local properties of f . Indeed, we have, for i ∈ {1, . . . ,N},
∇η f (zi) = lim
εց0
f(zi + ε) − f(zi)
αi
and ∇η f (x) = f ′Γ(x), (2)
where x ∈ Ao
i
and f ′
Γ
∈ L2
Γ
is such that
f(x) = lim
εց0
f(zi + ε) +
∫
1[zi,x)f
′
Γ dΓ.
If ci = 1, then f
′
Γ
|Ao
i
coincides with the weak derivative, and if ci = 0, then f
′
Γ
|Ao
i
can be chosen arbitrarily.
Proposition 2.3. The set D1η is dense in L
2
η with respect to ‖·‖η.
Proof. For i ∈ {1, . . . ,N} we show, for given f ∈ L2
Λ
and ε > 0, that there exists g ∈ D1η with ‖ f − g‖η < ε.
Following this, for i ∈ {1, . . . ,N}, we construct a sequence (hn)n∈N in D1η with limn→∞‖hn − 1{zi}‖η = 0.
Let us begin by showing the first statement for a fixed i ∈ {1, . . . ,N − 1}; the case i = N follows by a similar
argument and is left to the reader. For 0 < ε < (zi+1 − zi)/2, n ∈ N0 and x ∈ (0, 1] set cε,n ≔ πn/(zi+1 − zi − 2ε) and
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fε,n(x) ≔
∫ x
0
f ′ε,n dΛ, where
f ′ε,n(x) ≔

−(32cε,n/ε) (x − (zi + ε/4)) if x ∈ (zi + ε/4, zi + 3ε/8],
(32cε,n/ε) (x − (zi + ε/2)) if x ∈ (zi + 3ε/8, zi + ε/2],
−cε,n cos ((2π/ε) (x − (zi + ε/2))) + cε,n if x ∈ (zi + ε/2, zi + ε],
2cε,n cos
(
2cε,n(x − (zi + ε))
)
if x ∈ (zi + ε, zi+1 − ε],
cε,n cos ((2π/ε) (x − (zi+1 − ε))) + cε,n if x ∈ (zi+1 − ε, zi+1 − ε/2],
−(32cε,n/ε) (x − (zi+1 − ε/2)) if x ∈ (zi+1 − ε/2, zi+1 − 3ε/8],
(32cε,n/ε) (x − (zi+1 − ε/4)) if x ∈ (zi+1 − 3ε/8, zi+1 − ε/4],
0 otherwise.
By definition, fε,n ∈ D1η , fε,n(x) = 0, for x ∈ I \ Aoi , and fε,n(x) = sin
(
2cε,n(x − (zi + ε))
)
, for x ∈ (zi + ε, zi+1 − ε).
Further, set
gε,n(x) ≔

−(1/2) cos ((2π/ε) (x − (zi + ε/2))) + 1/2 if x ∈ (zi + ε/2, zi + ε],
cos
(
2cε,n(x − (zi + ε))
)
if x ∈ (zi + ε, zi+1 − ε],
(1/2) cos ((2π/ε) (x − (zi+1 − ε))) + 1/2 if x ∈ (zi+1 − ε, zi+1 − ε/2],
0 otherwise.
Notice, gε,n ∈ D1η , gε,n(x) = 0, for x ∈ I \ Aoi , and gε,n(x) = cos
(
2cε,n(x − (zi + ε))
)
, for x ∈ (zi + ε, zi+1 − ε).
The functions fε,n and gε,n are differentiable (in the classical sense) and hence, by Remark 2.1, lie in D
1
η|Ai
. For
i ∈ {1, . . . ,N}, define Fi ≔ { fε,n, gε,n : 0 < ε < (zi+1 − zi)/2 and n ∈ N0}. From the fact that the set {x 7→
sin(2πnx/Λ(Ai)) : n ∈ N} ∪ {x 7→ cos(2πnx/Λ(Ai)) : n ∈ N0} forms a basis of L2Λ|Ai , it follows that the span of⋃N
i=1 Fi ⊆ D1η is a dense subset of L2Λ with respect to ‖·‖Λ.
For the second statement, again let i ∈ {1, . . . ,N − 1} be fixed; the case i = N follows by a similar argument and is
left to the reader. Let K be the smallest natural number with 1/K < min{zi − zi−1 : i ∈ {1, . . . ,N}}. We divide the
proof into four cases, namely when ci and ci+1 are zero or one.
In the case that the atom is isolated, that is ci = ci+1 = 0, the function h ≔ 1Ai lies in D
1
η and ‖h − 1{zi}‖η = 0. For
the cases when ci+1 = 1, we set, for n ∈ N with n ≥ K,
hn(x) ≔

(1 − cos(nπ(x − (zi − 1/n))))/2 if ci = 1 and x ∈ (zi − 1/n, zi + 1/n), orif ci = 0 and x ∈ (zi, zi + 1/n),
1 if ci = 0 and x ∈ (zi−1, zi],
0 otherwise.
Observe that lim
n→∞
‖hn − 1{zi}‖η = 0 and moreover, that hn ∈ D1η .
Finally, we consider the case ci = 1 and ci+1 = 0. For this let j ∈ {i + 2, . . . ,N} be the smallest such integer with
c j = 1. If no such j exists then let j ∈ {1, . . . , i} be the smallest such integer with c j = 1. Observe that in the first
case it is sufficient to approximate 1{zi,...,z j} and, in the second case, 1{z1,...,z j,zi,...,zN}. Here we prove the former of
these two cases as the latter follows analogously. For n ∈ N with n ≥ K, set
hn(x) ≔

(1 − cos(nπ(x − (zi − 1/n))))/2 if x ∈ (zi − 1/n, zi],
(1 − cos(nπ(x − (z j + 1/n))))/2 if x ∈ (z j, z j + 1/n],
1 if x ∈ (zi, z j],
0 otherwise.
By definition, we have lim
n→∞
‖hn − 1{zi,...,z j}‖η = 0 and hn ∈ D1η . 
From (1), if f ∈ D1η , then
〈∇η f ,1〉η =
∫
∇η f dη = 0, (3)
which implies that the zero function is the only constant function which can occur as an η-derivative.
Letting ̺ denote the (natural) quotient map from L2η to L
2
η/{c1 : c ∈ R}, in the following proposition we show that
the image of the range of ∇η under ̺ is dense in L2η/{c1 : c ∈ R}. By the continuity of the inner product 〈·, ·〉η, this
implies that the orthogonal complement of the range of ∇η is equal to the set of constant functions on I.
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Proposition 2.4. The image under ̺ of the range of ∇η is dense in the quotient space L2η/{c1 : c ∈ R}.
Proof. The set of bounded continuous functions CB(I) with domain equal to I is dense in L2η, and so the image
of E ≔ {g ∈ CB(I) : 〈g,1〉η = 0} under ̺ is dense in L2η/{c1 : c ∈ R}. For g ∈ E, setting f (x) = 〈g,1[0,x)〉η for
x ∈ I, observe that f is left-continuous and bounded, and so f ∈ L2η. Since g ∈ E, by (3), we have f ∈ D1η , where
∇η f = g. In other words, E is contained in the range of ∇η and hence the image of the range of ∇η under ̺ is dense
in L2η/{c1 : c ∈ R}. 
As in [18, 19], we use a Dirichlet form Eη to define the measure geometric Laplacian ∆η. For this we use the
following properties of unbounded operators; see for instance [27] for further details. The graph of a densely
defined linear operator T on L2η is Γ(T ) ≔ {( f , T ( f )) ∈ L2η × L2η : f ∈ Dom(T )}, where Dom(T ) denotes the domain
of T . In the case that Γ(T ) is closed in L2η × L2η, we say that T is closed. If T1 is a densely defined operator on L2η
and if Γ(T1) ⊇ Γ(T ), then T1 is called an extension of T . When T has a closed extension, T is said to be closable.
The smallest closed extension of T , denoted by T , is the closure of T .
For a densely defined operator T on L2η we let Dom(T
∗) be the set of f ∈ L2η for which there exists h ∈ L2η with
〈T (g), f 〉η = 〈g, h〉η for all g ∈ Dom(T ). For each such f ∈ Dom(T ∗), we define T ∗( f ) ≔ h. We refer to T ∗ as the
adjoint of T . We call T symmetric if Dom(T ) ⊆ Dom(T ∗) and T ( f ) = T ∗( f ), for all f ∈ Dom(T ). Equivalently, T
is symmetric if and only if 〈T ( f ), g〉η = 〈 f , T (g)〉η for all f , g ∈ Dom(T ). If in addition to T being symmetric, we
have that Dom(T ) = Dom(T ∗), then we say that T is self-adjoint.
Theorem 2.5 ([27]). If T is an unbounded, densely defined operator on L2η, then the following holds.
(i) The operator T ∗ is closed.
(ii) The operator T is closable if and only if Dom(T ∗) is dense in L2η in which case T = T
∗∗.
(iii) If T is closable, then (T )∗ = T ∗.
In the following proposition we show that the domain of ∇∗η is equal to
D
1∗
η ≔
{
f ∈ L2η : there exists f ∗ ∈ L2η with f(x) = f(y) +
∫
1(x,y]f
∗ dη ∗ δZ for all x, y ∈ R with x < y
}
. (4)
Notice, if f ∈ D1∗η , then f is right-continuous with discontinuities occurring only at points in a subset of
{z1, . . . , zN }. Moreover, if f , g ∈ D1∗η with f , g, then ‖ f − g‖η , 0. Thus, as with D1η , we may view D1∗η as
a collection of real-valued square-η-integrable functions, or as a collection of equivalence classes of L2η.
Proposition 2.6. The domain of ∇∗η is equal to D1∗η .
Proof. Let f ∈ Dom(∇∗η). Using the fact that 〈∇∗η f ,1〉η = 〈 f ,∇η1〉η = 〈 f , 0〉η = 0 and Fubini’s Theorem , we
obtain, for g ∈ D1η ,∫
1(0,1] f (∇ηg) dη =
∫
1(0,1](∇∗η f )g dη
=
∫
1(0,1](x)(∇∗η f )(x)
(
g(0) +
∫
1[0,x)(y)(∇ηg)(y) dη(y)
)
dη(x)
=
∫
1[0,1)(y)∇ηg(y)
∫
1(y,1](x)(∇∗η f )(x) dη(x) dη(y).
This, together with Proposition 2.4 and the fact that 〈1,∇ηg〉η = 0, implies ̺( f −
∫
1(·,1]∇∗η f dη) = 0. Hence, there
exists c ∈ R so that, for η-almost all y ∈ (0, 1],
f (y) −
∫
1(y,1]∇∗η f dη = c.
This yields that f is a right-continuous function with c = f(0). When setting f ∗ ≔ ∇∗η f , since f(0) = f (1) and
〈∇∗η f ,1〉η = 0, we have that f∗ fulfils the integral equation in (4) and therefore, Dom(∇∗η) ⊆ D1∗η .
For the reverse inclusion, let g ∈ Dom(∇η), f ∈ D1∗η and f ∗ be as in (4). By Fubini’s Theorem and the fact that
〈 f ∗,1〉η = 〈∇ηg,1〉η = 0, we have the following chain of equalities, which yields the result.∫
(∇ηg) f dη =
∫
∇ηg(y)
(
f (1) +
∫
1(y,1](x) f
∗(x) dη(x)
)
dη(y)
=
∫
f ∗(x)
∫
∇ηg(y)1[0,x)(y) dη(y)dη(x) =
∫
f ∗(x)g(x) dη(x) 
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Corollary 2.7. For f ∈ Dom(∇∗η), we have that ∇∗η f = f ∗, where f ∗ is defined as in (4).
The function ∇∗η f , when it exists, reflects local properties of f . Indeed, we have
∇∗η f (zi) = lim
εց0
f(zi) − f(zi − ε)
αi
and ∇∗η f (x) = f ∗Λ(x), (5)
for i ∈ {1, . . . ,N} and x ∈ Ao
i
∩ I, where f ∗
Λ
∈ L2
Λ
is equal to the negative of the weak derivative of f on Ao
i
, if
ci = 1 and otherwise can be chosen arbitrarily on A
o
i
.
Proposition 2.8. The operator ∇η is densely defined, unbounded and closed.
Proof. By Proposition 2.3, the operator ∇η is densely defined. Set K ≔ Γ(I) and define for m ∈ N and x ∈ I
gm(x) = sin(2πmFΓ(x)/K) ∈ D1η , in which case
∇ηgm(x) =
(2πm/K) cos(2πmFΓ(x)/K) if x ∈ I \ {z1, . . . , zN },0 otherwise.
This implies that ∇η is an unbounded operator as ‖gm‖η ≤ 1 +
∑N
i=1 αi and ‖∇ηgm‖η =
√
2πm. Theorem 2.5 gives
that ∇∗∗η is closed. To complete the proof, it suffices to show that Dom(∇η) = Dom(∇∗∗η ). However, this follows
by an analogously argument to that given in the proof of Proposition 2.6; noting, by a similar proof to that of
Proposition 2.3, we have D1∗η is dense in L
2
η with respect to ‖·‖η. 
The non-negative symmetric bilinear form E : D1η ×D1η → R defined by E( f , g) = Eη( f , g) ≔ 〈∇η f ,∇ηg〉η is called
the η-energy form. In our next result, we show that E is a Dirichlet form. With this at hand, we may then define
the η-Laplacian ∆η.
Proposition 2.9. The η-energy form E is a Dirichlet form with domain D1η .
Proof. Using the properties of the inner product 〈·, ·〉η and the operator ∇η it follows that E is bilinear, symmetric
and that E(u, u) ≥ 0, for all u ∈ D1η . Moreover, this yields that D1η equipped with 〈·, ·〉E ≔ 〈·, ·〉η +E(·, ·) is an inner
product space. All that remains is to show that D1η is complete with respect to the norm induced by 〈·, ·〉E and that
the Markov property holds.
If ( fn)n∈N is a Cauchy sequence in (D1η , 〈·, ·〉E), then both ( fn)n∈N and (∇η fn)n∈N are Cauchy-sequences in L2η. Hence,
there exist f˜0, f˜1 ∈ L2η with limn→∞‖ fn − f˜0‖η = 0 and limn→∞‖∇η fn − f˜1‖η = 0. Proposition 2.8 implies that
∇η f˜0 = f˜1. Thus, ( fn) converges to f˜0 ∈ D1η with respect to the norm induced by 〈·, ·〉E.
For the Markov property it is sufficient to show, for u ∈ D1η , that u+ ∈ D1η and |∇ηu+(x)| ≤ |∇ηu(x)| for all x ∈ I.
Here u+ ≔ min(max(u, 0), 1). Define, for x ∈ I \ {z1, . . . , zN },
u′+(x) ≔
∇ηu(x) if u(x) ∈ [0, 1],0 otherwise.
and for i ∈ {1, . . . ,N} set u′+(zi) ≔ limεց0(u+(x + ε) − u+(x))/αi. A direct calculation shows, for x, y ∈ R with
x < y, that this function fulfils u+(x) = u+(y) +
∫
1[y,x)u
′
+ dη ∗ δZ. Hence, u+ ∈ D1η with ∇ηu+ = u′+. By definition,
|∇ηu+(x)| ≤ |∇ηu(x)| for all x ∈ I \ {z1, . . . , zN}. In the case that x ∈ {z1, . . . , zN }, we have
lim
εց0
|u+(x + ε) − u+(x)| ≤ lim
εց0
|u(x + ε) − u(x)|,
and so, by (2), it follows that |∇ηu+(zi)| ≤ |∇ηu(zi)| for i ∈ {1, . . . ,N}. 
We write f ∈ D2η if f ∈ D1η and if there exists h ∈ L2η such that E( f , g) = −〈h, g〉η, for all g ∈ D1η . We
call the operator ∆η : D
η
2
→ L2η defined by ∆η f ≔ h the η-Laplacian. Notice, for an arbitrary g ∈ D1η , that
〈∇η f ,∇ηg〉η = −〈∆η f , g〉η, and thus ∆η = −∇∗η ◦ ∇η.
Theorem 2.10. The operator ∆η is densely defined on L
2
η, linear, self-adjoint and non-positive.
Proof. That the operator is densely defined follows from the observation that the functions fε,n, gε,n, h and hn, as
defined in Proposition 2.3, lie in D2η . Linearity follows from the linearity of ∇η and the bilinearity of the inner
product. The fact that ∆η is self-adjoint is a consequence of Theorem 2.5 and Proposition 2.8. Further, since
〈∆η f , f 〉η = −〈∇η f ,∇η f 〉η ≤ 0 we have the operator ∆η is non-positive. 
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We conclude this section with the following theorem, in which we show that ∆η has compact resolvent. For this
we use the following notation. We denote the closed unit ball in a normed space (X, ‖·‖) by B(X, ‖·‖) and for
i ∈ {1, . . . ,N}, let (W1,2
i
, ‖·‖i) denote the Sobolev space (W1,2(Aoi ), ‖·‖1,2).
Theorem 2.11. The operator ∆η has compact resolvent.
Proof. Let λ denote a fixed element of the resolvent set . We show the embedding π : D1η → L2η is compact, and
that (λ Id−∆η)−1 : L2η → D1η is continuous. This is sufficient to prove the result since the composition of a compact
operator and a continuous operator is compact.
Let ( fn)n∈N be a sequence in B(D1η , ‖·‖E). To show π is compact, it is sufficient to show that ( fn)n∈N has a convergent
subsequence with respect to ‖·‖η. It is known, for i ∈ {1, . . . ,N}, that the unit ball B(W1,2i , ‖·‖i) is compact in L2Λ.
By (2), if f ∈ B(D1η , ‖·‖E), then f |Aoi ∈ B(W
1,2
i
, ‖·‖i). This yields the existence of a subsequence (nk)k∈N such that
for i ∈ {1, . . . ,N} with ci = 1, the sequence ( fnk |Aoi )k∈N converges inW
1,2
i
. Combined with the Bolzano-Weierstrass
Theorem and the left continuity of elements in D1η , this yields the existence of a subsequence (nl)l∈N, such that
( fnl )l∈N converges with respect to ‖·‖η|Ai for all i ∈ {1, . . . ,N}, and hence, with respect to ‖·‖η.
To conclude the proof it is sufficient to find, for each λ belonging to the resolvent set, a constant C ∈ R such that
‖(∆η − λ Id)−1 f ‖E ≤ C‖ f ‖η for all f ∈ L2η. This is done in the following sequence of inequalities, in which we use
that, since (∆η − λ Id)−1 is a bounded linear operator on L2η, there exists a K ∈ R with ‖(∆η − λ Id)−1 f ‖η ≤ K‖ f ‖η.
‖(∆η − λ Id)−1 f ‖2E = 〈(∆η − λ Id)−1 f , (∆η − λ Id)−1 f 〉η + 〈∇η(∆η − λ Id)−1 f ,∇η(∆η − λ Id)−1 f 〉η
≤ (1 + |λ|) ‖(∆η − λ Id)−1 f ‖2η + 〈 f , (∆η − λ Id)−1 f 〉η
≤
(
(1 + |λ|)K2 + K
)
‖ f ‖2η 
Since every eigenfunction of the resolvent operator is also an eigenfunction of∆η, the spectral theorem for compact
operators together with the fact that ∆η is non-positive imply that the eigenfunctions of ∆η form a basis of L
2
η and
that the eigenvalues of ∆η are non-positive and form a countable unbounded monotonic sequence. Moreover, all
eigenvalues of ∆η have finite multiplicity.
Proof of Theorem 1.1. This is a direct consequence of Remark 2.2 and Theorems 2.10 and 2.11. 
3. Eigenvalues and eigenfunctions of ∆η
3.1. Proof of Theorem 1.2 and general observations. Let N ∈ N denote a positive integer and for i ∈ {1, . . . ,N}
let αi > 0 and zi ∈ I with 0 < z1 < · · · < zN ≤ 1. In this section we determine a systematic way to compute
the eigenvalues and eigenfunctions of the η-Laplacian, where η = Λ +
∑N
i=1 αiδzi . Without loss of generality, the
assumption zN = 1 can be made, since we can obtain the eigenfunctions of measures not having this property by
applying an appropriate translation argument. To be precise, set zˆi ≔ zi + 1 − zN for i ∈ {1, . . . ,N} and define the
measure ηˆ = Λ +
∑N
i=1 αiδzˆi . By construction, we have that f is an eigenfunction of ∆ηˆ if and only if
x 7→
 f (x − zN + 1) x ∈ (0, zN],f (x − zN) x ∈ (zN , 1],
is an eigenfunction of ∆η.
Proof of Theorem 1.2. Combining (2), (5) and the fact that elements of Dom(∇η) are left-continuous, together with
Picard-Lindelo¨f’s Theorem, if ∆η f = λ f , for some λ ∈ R and f ∈ D2η , then there exist b, a1, . . . , aN , γ1, . . . , γN ∈ R
with γ1 ∈ (−π/2, π/2] and λ = −b2, such that
f (x) =

a1 sin(bx + γ1) if x ∈ (0, z1],
...
...
aN sin(bx + γN) if x ∈ (zN−1, 1].
(6)
Since ∇ηf is right-continuous and ∆ηf is left-continuous, by (2) and (5), we have f is an eigenfunction of ∆η if and
only if b, a1, . . . , aN , γ1, . . . , γN satisfy the following system of equations:
α jba j+1 cos(bz j + γ j+1) = a j+1 sin(bz j + γ j+1) − a j sin(bz j + γ j),
α jb
2a j sin(bz j + γ j) = a jb cos(bz j + γ j) − a j+1b cos(bz j + γ j+1),
(7)
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for j ∈ {1, . . . ,N − 1}, and
αNba1 cos(γ1) = a1 sin(γ1) − aN sin(b + γN),
αNb
2aN sin(b + γN) = aNb cos(b + γN) − a1b cos(γ1).
(8)
This concludes the proof. 
Let f be an eigenfunction of ∆η with eigenvalue λ, and let b, a1, . . . , aN be as in (6). By the fact that λ = −b2,
if b = 0, then f is a step function, and so, (7) and (8) imply that f is a constant function. If ai = 0 for some
i ∈ {1, . . . ,N − 1} and if b , 0, then (7) yields that a j+1 cos(bz j + γ j+1) = a j+1 sin(bz j + γ j+1) = 0, and hence,
a j+1 = 0. An analogue results holds when one assumes that aN = 0. This implies, if ai = 0 for some i ∈ {1, . . . ,N},
then f ≡ 0.
Corollary 3.1. Every constant function is an eigenfunction with corresponding eigenvalue equal to zero. More-
over, the eigenspace E0 ≔ { f ∈ D2η : ∆η f ≡ 0} is one-dimensional. Further, if f < E0 is an eigenfunction of ∆η,
then b , 0 and ai , 0 for all i ∈ {1, . . . ,N}, where b, a1, . . . , aN are as in (6).
If the atoms are equally distributed, namely zi − zi−1 = 1/N for i ∈ {1, . . . ,N}, two properties which follow directly
from (7) and (8) are the following. If f is an eigenfunction of ∆η, then, for r ∈ {2, . . . ,N},
fr(x) =

aN−r+2 sin(b(x + (N − r + 1)/N) + γN−r+2) if x ∈ (0, 1/N],
...
...
aN sin(b(x + (N − r + 1)/N) + γN) if x ∈ ((r − 2)/N, (r − 1)/N],
a1 sin(b(x − (r − 1)/N) + γ1) if x ∈ ((r − 1)/N, r/N],
...
...
aN−r+1 sin(b(x − (r − 1)/N) + γN−r+1) if x ∈ ((N − 1)/N, 1],
(9)
is an eigenfunction of ∆ηr , where ηr ≔ Λ +
∑r−1
i=1 αi+N−r+1δzi +
∑N
i=r αi−r+1δzi . Note, if α1 = . . . = αN , then ηr = η.
Corollary 3.2. Let N = pk with p, k ∈ N and suppose that αi+p = αi for all i ∈ {1, . . . ,N − p}. Set
η(p) ≔ Λ +
p∑
i=1
αiδi/p and η
(N)
≔ Λ +
N∑
i=1
αi/kδi/N .
If f (p) is an eigenfunction of ∆η(p) with eigenvalue λ
(p), then f (N) is an eigenfunction of ∆η(N) with eigenvalue
λ(n) ≔ k2λ(p), where f (N)(x) ≔ f(p)(kx) for x ∈ I.
3.2. N = 1. Here we consider the case N = 1, namely when η = Λ + αδz, for some α > 0 and z ∈ I. As in
Section 3.1, without loss of generality we may assume that z = 1. The main results of this section are Theorem 3.4
and Corollary 3.5, in which we explicitly compute the eigenvalues and eigenfunctions of ∆η. For the proofs of
these results we will require the following preliminaries. For β > 0 and k ∈ Z, let c±
k
= c±
k
(β) denote the unique
solution in the interval (−π/2, π/2) to the equation
tan(c±k ) = −2c±k β ± βπ/2 + 2πβk ± 1 (10)
and set
ξ±k = ξ
±
k (β) ≔ (tan(c
±
k ) ∓ 1)/β. (11)
Analogously, for β < 0 we denote by C±
k
= C±
k
(β) the set of solutions to (10). Note, the cardinality |C±
k
| of C±
k
is
less than or equal to three. We denote the elements of C±
k
by c±
k,i
= c±
k,i
(β), where i ∈ {1, . . . , |C±
k
|}. For every c±
k,i
define the values ξ±
k,i
= ξ±
k,i
(β) similar to (11) and denote by Ξ±
k
= Ξ±
k
(β) the set {ξ±
k,i
: i ∈ {1, . . . , |C±
k
|}}.
Lemma 3.3. Let β ∈ R \ {0}. The pair (ξ, c) ∈ R \ {0} × R is a solution to the system of equations
βξ cos(c) = sin(c) − sin(ξ + c)
βξ2 sin(ξ + c) = ξ cos(ξ + c) − ξ cos(c) (12)
if and only if
(ξ, c) ∈
{(ξ
±
k
, c±
k
) : k ∈ Z} if β > 0,
{(ξ±
k,i
, c±
k,i
) : k ∈ Z and i ∈ {1, . . . , |C±
k
|}} if β < 0.
The system of equations given in (12) is also solved by (0, c) for all c ∈ R. Further, if c = π/2+ πk, for some k ∈ Z,
then the only solution to (12) is given when ξ = 0.
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Proof. The backwards implication follows by substituting the given values for ξ and c directly into (12). We now
show the forwards implication. Substituting the first equation of (12) into the second equation of (12), and using
the identity cos2(arcsin(x)) = 1 − x2, for x ∈ [−1, 1], we obtain
(βξ sin(c) − β2ξ2 cos(c) + cos(c))2 = 1 − (sin(c) − βξ cos(c))2.
From this it follows that cos(c) , 0 and hence,
β2ξ2 − 2 tan(c)βξ + (tan2(c) − 1) = 0.
Thus, we have that either ξ = 0 and c = ±π/4 + πk, for some k ∈ Z, or that βξ = tan(c) ± 1. In the case ξ , 0,
substituting this value into the first equation of (12) yields (tan(c) ± 1) cos(c) = sin(c) − sin((tan(c) ± 1)/β + c), or
equivalently,
cos(c) = sin
(∓ tan(c) − 1
β
∓ c
)
.
This leads to the following four cases:
(i) βξ = tan(c) + 1 and tan(c) = −2cβ − βπ/2 + 2πβk − 1, for k ∈ Z,
(ii) βξ = tan(c) + 1 and tan(c) = −βπ/2 + 2πβk − 1, for k ∈ Z,
(iii) βξ = tan(c) − 1 and tan(c) = −2cβ + βπ/2 + 2πβk + 1, for k ∈ Z, or
(iv) βξ = tan(c) − 1 and tan(c) = βπ/2 + 2πβk + 1, for k ∈ Z.
By substituting these values into (12), one sees that Cases (i) and (iii) yield solutions to (12). Cases (ii) and (iv)
do not yield solutions, except when c = 0, but this is the same solution given by Cases (i) and (iii) when c = 0.
The last statement follows by substituting the given values for ξ and c directly into (12). 
By (6), if ∆η f = λ f , for some λ ∈ R, then there exist a, b ∈ R and γ ∈ (−π/2, π/2] such that λ = −b2 and
f (x) = a sin(bx + γ) for x ∈ I. By linearity, without loss of generality we may assume a = 1. Further, (7) and (8)
imply that f is an eigenfunction of ∆η if and only if b and γ satisfy the following system of equations.
αb cos(γ) = sin(γ) − sin(b + γ)
αb2 sin(b + γ) = b cos(b + γ) − b cos(γ) (13)
Thus, if f is non-constant, then γ , π/2. Suppose, by way of contradiction, that γ = π/2. In this case (13) implies
that 0 = 1 − sin(b + π/2) and αb2 sin(b + π/2) = b cos(b + π/2). The first yields that b = 2πn, for some n ∈ Z.
Substituting this value for b into the second equation yields α(2πn)2 = 0, and so n = 0. Hence, b = 0, in which
case f = 1.
For k ∈ Z, let γ = γ(k,1)(α) denote the unique solution in the interval (−π/2, π/2) to tan(γ) = −2γα+απ/2+2παk+1,
and set b(k,1)(α) ≔ −2γ(k,1)(α) + π/2 + 2πk. As we will shortly see, b(k,1) and γ(k,1) completely determine the
eigenfunctions and eigenvalues of ∆η. We have introduced the extra index 1 to indicate that they give rise to
solutions to the eigenvalue problem when η has a single atom; this will become important in the subsequent
section where we consider measures with two atoms.
Notice, if k = 0, then γ(k,1) = π/4 and b(k,1) = 0; if b(k,1) = 0, then γ(k,1) = π/4 and k = 0; if γ(k,1) = π/4, then k = 0
and b(k,1) = 0.
Theorem 3.4. The eigenvalues of ∆η are λ
(k,1) = −(b(k,1)(α))2 for k ∈ Z, with corresponding eigenfunctions
f (k,1)(x) ≔ sin(b(k,1)(α)x + γ(k,1)(α)). Further, each eigenvalue has multiplicity one.
Proof. This is a direct consequence of Lemma 3.3 with β = α, c+
k
= γ(k,1) and ξ+
k
= b(k,1) and the observation that
−c−−k = c+k and −ξ−−k = ξ+k . 
Note, the only eigenfunction f (k,1) with f(k,1) continuous is the constant function f (0,1). Indeed, if there exists
k ∈ Z \ {0}with f(k,1) continuous, then sin(b(k,1)+ γ(k,1)) = sin(γ(k,1)), and so, by (13), we would have cos(γ(k,1)) = 0
as b(k,1) , 0, contradicting the fact that γ = γ(k,1)(α) ∈ (−π/2, π/2). Further, for k1, k2 ∈ Z with k1 , k2, by
definition γ(k1,1) , γ(k2,1) and, since γ(k,1) ∈ (−π/2, π/2) for k ∈ Z \ {0}, we have (b(k1,1))2 , (b(k2,1))2. Hence, all
eigenvalues have multiplicity one.
Corollary 3.5. Letting Nη : R
+ → R denote the eigenvalue counting function of −∆η, we have lim
x→∞
πNη(x)√
x
= 1.
In contrast to the case when η is atomless, the eigenvalues of ∆η do not occur in pairs. Indeed, let λk denote the
k-th largest eigenvalue of ∆η, then
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Figure 1. Graphs of the eigenfunctions f (k,1) of ∆η for k ∈ {1, 2, 3}, where η = Λ + π−1δ1.
(i) lim
k→∞
λk/(kπ + π/2)
2 = −1,
(ii) lim
k→+∞
γ(k,1) = − lim
k→−∞
γ(k,1) = π/2, and
(iii) lim
k→+∞
b(k,1)/(2πk) = lim
k→−∞
b(k,1)/(2πk) = 1.
Example 3.6. For η = Λ + π−1δ1 we have λ(1,1) ≈ −29.3, λ(2,1) ≈ −130.4 and λ(3,1) ≈ −309.1; see Figure 1 for a
graphical representation of f (1,1), f (2,2) and f (3,1).
3.3. N = 2: Uniformly distributed Dirac point masses. Let α denote a positive real number, let z1, z2 ∈ (0, 1]
be such that z2 − z1 = 1/2 and let η = Λ+
∑2
i=1 αδi/2. As in Section 3.2, without loss of generality, we may assume
that z2 = 1, and hence that z1 = 1/2. The main results of this section are Theorem 3.8 and Corollary 3.9, in which
we determine the eigenvalues and eigenfunctions of ∆µ.
By (6), if ∆η f = λ f , for some λ ∈ R, then there exist b, a1, a2, γ1, γ2 ∈ R with γ1 ∈ (−π/2, π/2] such that
f (x) =
a1 sin(bx + γ1) if x ∈ (0, 1/2],a2 sin(bx + γ2) if x ∈ (1/2, 1].
Corollary 3.1 implies the constant function1 is an eigenfunction of∆η and the eigenspace E0 = { f ∈ D2η : ∆η f ≡ 0}
is one-dimensional. In other words, if b = 0, then f ∈ E0.
With this at hand we may assume that b , 0. From the system of equations given in (7) and (8) it follows that if f
is an eigenfunction, then a1, a2, b, γ1, γ2 fulfil the following equations.
αba1 cos(γ1) = a1 sin(γ1) − a2 sin(b + γ2)
αba2 sin(b + γ2) = a2 cos(b + γ2) − a1 cos(γ1)
αba2 cos(b/2 + γ2) = a2 sin(b/2 + γ2) − a1 sin(b/2 + γ1)
αba1 sin(b/2 + γ1) = a1 cos(b/2 + γ1) − a2 cos(b/2 + γ2)
(14)
As discussed directly above Corollary 3.1, we have a1, a2 , 0, since otherwise (14) yields f ≡ 0.
By (9), we have that
f2(x) =
a2 sin(b(x + 1/2) + γ2) if x ∈ (0, 1/2],a1 sin(b(x − 1/2) + γ1) if x ∈ (1/2, 1], (15)
is also an eigenfunction of ∆η. Hence, without loss of generality, we may assume a1 = 1 and |a2| ≤ 1. Our aim
is to find all tuples (b, a2, γ1, γ2) ∈ R4 such that f is a non-constant eigenfunction. We start with the special cases
that a2 = 1 and b = ±1/α. In the second step we discuss the case a2 = 1 and b , ±1/α. Noting that (b, a2, γ1, γ2)
leads to an eigenfunction if and only if (b,−a2, γ1, γ2 + π) does, solves the case a2 = −1. We then show that f is
not an eigenfunction if |a2| < 1.
Suppose that a2 = 1 and b = −1/α. The first two equations in (14) implies that sin(γ1) = − cos(b+γ2). This yields
that b + γ2 = γ1 + π/2 + 2πk for some k ∈ Z. Substituting this into the first equation of (14) implies that γ1 = 0
and hence, γ2 = −b+ π/2+ 2πk for some k ∈ Z. Subsequently, the third and fourth equations of (14) yields that f
is an eigenfunction if and only if α = 1/(π + 2πm) for some m ∈ Z, in which case γ2 mod 2π = 3π/2.
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One can show in a similar manner, that if a2 = 1 and b = 1/α, then f is an eigenfunction of ∆η if and only if
α = 1/(2 arctan(1/2) − 2 arctan(2) + 2πm) for some m ∈ Z; in which case
γ1 = arctan(2) and γ2 = arctan(2) − 2 arctan(1/2) + π/2 mod 2π.
Corollary 3.7. If there exists m ∈ N0 with α = α′ ≔ 1/(π+2πm) or α = α′′ ≔ 1/(2 arctan(1/2)−2 arctan(2)+2πm),
then λ = −1/α2 is an eigenvalue of ∆η with multiplicity one. The corresponding eigenfunction is
f (x) =

sin(−(1/α)x) if x ∈ (0, 1/2] andα = α′,
sin(−(1/α)x + 3π/2) if x ∈ (1/2, 1] andα = α′,
sin((1/α)x + arctan(2)) if x ∈ (0, 1/2] andα = α′′,
sin((1/α)x + arctan(2) − 2 arctan(1/2) + π/2) if x ∈ (1/2, 1] andα = α′′.
We now consider the case a2 = 1 and b ∈ R\{0,±1/α}. From (14) it follows that cos(γ1) , 0 and cos(b/2+γ2) , 0.
This implies f is discontinuous at the atoms and hence that b+ γ2 − γ1 , 0 and γ1 − γ2 , 0; thus γ1 , π/2. Define
g : I → R by g(x) ≔ sin((b + γ2 − γ1)x + γ1) and set β1 ≔ αb/(b + γ2 − γ1). Setting β = β1, c = γ1 and
ξ = b+γ2−γ1, the equalities in (14) imply those of (12), and so there exists a k ∈ Z with b+γ2 = −γ1±π/2+2πk.
If b + γ2 = −γ1 + π/2 + 2πk, then sin(b + γ2) = cos(γ1) and sin(b/2 + γ1) = cos(b/2 + γ2). Combining this with
(14) yields
tan(γ1) = 1 + αb, tan(b + γ2) = 1/(1 + αb),
tan(b/2 + γ2) = 1 + αb, tan(b/2 + γ1) = 1/(1 + αb).
(16)
For k ∈ Z, let γ(k,2)
1
denote the unique solution of tan(γ1) = 1−4αγ1 +απ+2παk. Substituting the first equation of
(16) into the last, we observe that γ1 = γ
(k,2)
1
, b = b(k,2) = −4γ(k,2)
1
+ π + 2πk and γ2 = γ
(k,2)
2
= −b(k,2) − γ(k,2)
1
+ π/2,
for some k ∈ Z. Observe that γ(0,2)
1
= π/4, and hence that b(0,2) = 0, contradicting our initial assumption that f is a
non-constant eigenfunction.
Similar to the case when N = 1, if b+ γ2 = −γ1 − π/2+ 2πk, then analogue calculations yield the same eigenfunc-
tions, namely that b = −b(k,2), γ1 = −γ(k,2)1 and γ2 = −γ(k,2)2
A direct calculation shows, for x ∈ (0, 1/2], that sin(b(k,2)(x + 1/2) + γ(k,2)
2
) = sin(b(k,2)x + γ
(k,2)
1
− πk). This means
that if k is even, the eigenfunctions are periodic with period 1/2, namely f = f2 where f2 is defined as in (15).
This means, as discussed in Corollary 3.2, that these are concatenations of rescaled solutions for a measure with
one atom, namely if k = 2m, then γ
(k,2)
1
(α) = γ(m,1)(2α) and b(k,2)(α) = 2b(m,1)(2α). On the other hand if k is odd,
then f = − f2. Summarising, we have, for k ∈ Z \ {0}, that
f (k,2)(x) =
sin(b
(k,2)x + γ
(k,2)
1
) if x ∈ (0, 1/2],
sin(b(k,2)x + γ
(k,2)
2
) if x ∈ (1/2, 1]
is an eigenfunction of ∆η with corresponding eigenvalue λ
(k,2) = −(b(k,2))2, and f (0,2) ≔ 1 is an eigenfunction of
∆η with corresponding eigenvalue λ
(0,2)
≔ 0.
If α is of the form discussed in Corollary 3.7, then the eigenfunction f given there belongs to { f (k,2) : k ∈ Z}.
Indeed, if there exists m ∈ N0 with α = 1/(π + 2πm), then f = f (−m−1,2), and if there exists m ∈ N with
α = 1/(2 arctan(1/2) − 2 arctan(2) + 2πm), then f = f (m,2).
To conclude, by way of contradiction, we show that there does not exist any other eigenfunction of ∆η other than
those discussed above. To this end, assume that h is an eigenfunction of ∆η in the orthogonal complement of
span{ f (k,2) : k ∈ Z}. By the discussion following (9), we have
h(x) =
sin(bx + γ1) if x ∈ (0, 1/2],a2 sin(bx + γ2) if x ∈ (1/2, 1],
for some b ∈ R and a2, γ1, γ2 ∈ R with |a2| < 1. Letting ψ(x) = x/2 for all x ∈ R, by definition and Theorems 2.11
and 3.4, we have { f (2m,2) ◦ψ : m ∈ Z} forms an orthonormal basis for L2
Λ+2αδ1
, and thus, { f (2m,2) |(0,1/2] : m ∈ Z} is an
orthonormal basis for L2
Λ|(0,1/2]+αδ1/2 . This implies that 〈h, f 〉η = 0 for all f ∈ span{ f (2m,2) : m ∈ Z}. Using this, we
obtain, for all Borel sets A ⊂ (0, 1/2], that∫
1A(x)(h(x) + h(x + 1/2)) dη(x) = 0.
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Figure 2. Graphs of the eigenfunctions f (k,2) of ∆η, for k ∈ {−2,−1, 1, 2, 3, 4}, where
η = Λ + π−1δ1/2 + π−1δ1.
This yields η({x ∈ (0, 1/2] : h(x) > −h(x + 1/2)}) = η({x ∈ (0, 1/2] : h(x) < −h(x + 1/2)}) = 0. Hence, we
have h(x) = −h(x + 1/2) for η-almost all x ∈ (0, 1/2]. Since h ∈ D2η , it is left-continuous, which implies that
h(x) = −h(x + 1/2) for all x ∈ (0, 1/2]. Therefore,
h(x) =
sin(bx + γ1) if x ∈ (0, 1/2],− sin(b(x − 1/2) + γ1) if x ∈ (1/2, 1],
contradicting our initial assumption that |a2| < 1.
For k1, k2 ∈ Z with k1 , k2 we observe that γ(k1,1) , γ(k2,1). Further, an elementary calculation shows that
(b(k1,1))2 , (b(k2,1))2, which implies all eigenvalues of ∆η have multiplicity one. Combining the above we obtain
the following.
Theorem 3.8. The eigenvalues of ∆η are λ
(k,2)
≔ −(b(k,2))2 for k ∈ Z, with corresponding eigenfunctions f (k,2).
Further, each eigenvalue has multiplicity one.
Notice the only eigenfunction f (k,2) with f(k,2) continuous at an atom is the constant function f (0,2). Indeed, if there
exists a k ∈ Z\{0} such that f(k,2) is continuous at an atom, we would have cos(γ(k,2)
1
) = 0 or cos(b(k,2)/2+γ
(k,2)
2
) = 0.
Substituting the defining equations for b(k,2) and γ
(k,2)
2
into the latter, we obtain, in both cases, that γ
(k,2)
1
= π/2,
which contradicts the fact that γ
(k,2)
1
∈ (−π/2, π/2). We also note the following.
(i) lim
k→+∞
γ
(k,2)
1
= − lim
k→−∞
γ
(k,2)
1
= π/2
(ii) lim
k→+∞
γ
(k,2)
2
mod 2π = π and lim
k→−∞
γ
(k,2)
2
mod 2π = 0
(iii) lim
k→+∞
b(k,2)/(2πk) = lim
k→−∞
b(k,2)/(2πk) = 1
Corollary 3.9. Letting Nη : R
+ → R denote the eigenvalue counting function of −∆η, we have lim
x→∞
πNη(x)√
x
= 1.
In contrast to the case when η is atomless and the case when N = 1, the eigenvalues of ∆η do not occur in pairs.
However, we have that limk→∞ −b(k,2)/b(−k−1,2) = 1.
Example 3.10. For η = Λ + π−1δ 1
2
+ π−1δ1, we have that λ(−2,2) = 4π2, λ(−1,2) = π2, λ(1,2) ≈ 21.8, λ(2,2) ≈ 106.9,
λ(3,2) ≈ 267.2 and λ(4,2) ≈ 505.3; see Figure 2 for a graphical representation of f (k,2) for k ∈ {−2,−1, 1, 2, 3, 4}.
12
Acknowledgements
The authors thank Hendrik Vogt for several enlightening discussions. They acknowledge the support of the
Deutsche Forschungsgemeinschaft (DFG grant Ke 1440/3-1). Part of this work was completed while the first
and second authors were visiting Institut Mittag-Leffler as part of the research program Fractal Geometry and
Dynamics. They are extremely grateful to the organisers and staff for their very kind hospitality, financial support
and a stimulating atmosphere. The third author acknowledges the support from the BremenIDEA program at
Universita¨t Bremen.
References
[1] P. Arzt. Measure theoretic trigonometric functions. J. Fractal Geom., 2(2):115–169, 2015.
[2] R. Beals and P. C. Greiner. Strings, waves, drums: spectra and inverse problems. Anal. Appl. (Singap.), 7(2):131–183, 2009.
[3] M. V. Berry. Distribution of modes in fractal resonators. In Structural stability in physics (Proc. Internat. Symposia Appl. Catastrophe
Theory and Topological Concepts in Phys., Inst. Inform. Sci., Univ. Tu¨bingen, Tu¨bingen, 1978), volume 4 of Springer Ser. Synergetics,
pages 51–53. Springer, Berlin, 1979.
[4] M. V. Berry. Some geometric aspects of wave motion: wavefront dislocations, diffraction catastrophes, diffractals. In Geometry of the
Laplace operator (Proc. Sympos. Pure Math., Univ. Hawaii, Honolulu, Hawaii, 1979), Proc. Sympos. Pure Math., XXXVI, pages 13–28.
Amer. Math. Soc., Providence, R.I., 1980.
[5] N. Biggs. Algebraic graph theory. Cambridge Mathematical Library. Cambridge University Press, Cambridge, second edition, 1993.
[6] W. Feller. Generalized second order differential operators and their lateral conditions. Illinois J. Math., 1:459–504, 1957.
[7] U. Freiberg. Analytical properties of measure geometric Krein-Feller-operators on the real line. Math. Nachr., 260:34–47, 2003.
[8] U. Freiberg. A survey on measure geometric Laplacians on Cantor like sets. Arab. J. Sci. Eng. Sect. C Theme Issues, 28(1):189–198,
2003. Wavelet and fractal methods in science and engineering, Part I.
[9] U. Freiberg. Spectral asymptotics of generalized measure geometric Laplacians on Cantor like sets. Forum Math., 17(1):87–104, 2005.
[10] U. Freiberg and M. Za¨hle. Harmonic calculus on fractals—a measure geometric approach. I. Potential Anal., 16(3):265–277, 2002.
[11] T. Fujita. A fractional dimension, self-similarity and a generalized diffusion operator. In Probabilistic methods in mathematical physics
(Katata/Kyoto, 1985), pages 83–90. Academic Press, Boston, MA, 1987.
[12] C. Gordon, D. Webb, and S. Wolpert. Isospectral plane domains and surfaces via Riemannian orbifolds. Invent. Math., 110(1):1–22,
1992.
[13] P. R. Halmos. Measure Theory. D. Van Nostrand Company, Inc., New York, N. Y., 1950.
[14] X. Jin. Spectral representation of one-dimensional Liouville brownian motion and Liouville brownian excursion, 2017.
[15] I. S. Kac and M. G. Kreı˘n. Criteria for the discreteness of the spectrum of a singular string. Izv. Vyssˇ. Ucˇebn. Zaved. Matematika, 1958(2
(3)):136–153, 1958.
[16] M. Kac. Can one hear the shape of a drum? Amer. Math. Monthly, 73(4, part II):1–23, 1966.
[17] M. Kessebo¨hmer, T. Samuel, and H. Weyer. A note on measure-geometric Laplacians. Monatsh. Math., 181(3):643–655, 2016.
[18] M. Kessebo¨hmer, T. Samuel, and H. Weyer. Measure-geometric Laplacians for discrete distributions. In To appear in Horizons of Fractal
Geometry and Complex Dimensions. Contemp. Math., 2017.
[19] J. Kigami and M. L. Lapidus. Self-similarity of volume measures for Laplacians on p.c.f. self-similar fractals. Comm. Math. Phys.,
217(1):165–180, 2001.
[20] S. Kotani and S. Watanabe. Kreı˘n’s spectral theory of strings and generalized diffusion processes. In Functional analysis in Markov
processes (Katata/Kyoto, 1981), volume 923 of Lecture Notes in Math., pages 235–259. Springer, Berlin-New York, 1982.
[21] M. L. Lapidus. Fractal drum, inverse spectral problems for elliptic operators and a partial resolution of the Weyl-Berry conjecture. Trans.
Amer. Math. Soc., 325(2):465–529, 1991.
[22] M. L. Lapidus. Vibrations of fractal drums, the Riemann hypothesis, waves in fractal media and the Weyl-Berry conjecture. In Ordinary
and partial differential equations, Vol. IV (Dundee, 1992), volume 289 of Pitman Res. Notes Math. Ser., pages 126–209. Longman Sci.
Tech., Harlow, 1993.
[23] M. L. Lapidus and C. Pomerance. Fonction zeˆta de Riemann et conjecture de Weyl-Berry pour les tambours fractals. C. R. Acad. Sci.
Paris Se´r. I Math., 310(6):343–348, 1990.
[24] M. L. Lapidus and C. Pomerance. The Riemann zeta-function and the one-dimensional Weyl-Berry conjecture for fractal drums. Proc.
London Math. Soc. (3), 66(1):41–69, 1993.
[25] M. L. Lapidus and C. Pomerance. Counterexamples to the modified Weyl-Berry conjecture on fractal drums. Math. Proc. Cambridge
Philos. Soc., 119(1):167–178, 1996.
[26] J. Milnor. Eigenvalues of the Laplace operator on certain manifolds. Proc. Nat. Acad. Sci. U.S.A., 51:542, 1964.
[27] M. Reed and B. Simon.Methods of modern mathematical physics. I. Academic Press, Inc. [Harcourt Brace Jovanovich, Publishers], New
York, second edition, 1980. Functional analysis.
[28] R. Rhodes and V. Vargas. Spectral dimension of Liouville quantum gravity. Ann. Henri Poincare´, 15(12):2281–2298, 2014.
[29] H. Urakawa. Bounded domains which are isospectral but not congruent. Ann. Sci. E´cole Norm. Sup. (4), 15(3):441–456, 1982.
[30] H. Weyl. U¨ber die Abha¨ngigkeit der Eigenschwingungen einer Membran von deren Begrenzung. J. Angew. Math., 141:1–11, 1912.
13
