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1. Introduction 
Let X1 , x2 , ••• be independent and identi~ally distributed 
observations with probability densities p(x;g) with respect to some 
measure ;v. 0 • Extending some work of Barankin and Gurland [2] we shall 
in this paper first give a proof of the existence of consistent, asymp-
totically normal distributed (c,a.n.) estimators under relative mild 
restrictions on the family jJ = { p (x; g) J of probability densities. 
Instead of assuming, as did Barankin and Gurland, for the existence 
proof that so-called separators exist, we shall be able to rely on some 
results of differential geometry, viz. the existence of tubular neigh-
borhoods, in carrying out the proof, In actually constructing c.a.n. 
estimators separators are of great use, but they are irrelevant for the 
general existence theorem. 
Chiang [3] has done some work in the same direction, but he 
JGj p~ts the restrictions on the estimators instead of on the family of 
probability densities. 
The asymptotic covariance matrix depends on two variables, 
with respect to which we want to minimize the matrix. In section 3 we 
shall obtain within our setting a lower bound for this matrix keeping 
one of the variables fixed, and it will be shown that in a special case 
this lower bound always is obtained, Our work here is in addition to 
[2] also closely related to Chiang [3] and we shall be very brief in 
our exposition. 
c 
Imposing some further restrictions on the family 0~ we shall 
in the last section of this paper obtain an absolutely lower bound for 
the asymptotic covariance matrix, This section generalizes somewhat 
the results of the corresponding part of the work of Barankin and 
Gu:rland, 
In a certain sense this paper is an exposition of the basic 
ideas in Barankin and Gurland [2]. We believe, however, that the tech-
nical simplifications made in this paper makes the theory easier 
accessible and thus should be of interest. 
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2. Existence of c.a.n. estimators 
Let X be a random vector, taking values in the m-dimensional 
Euclidean space IR ~ with probability density p(x;Q) with respect to 
a measure over ~· m 't< • The parameter 
""' __. D\ k 
is supposed to belong to 
an open k-dimensional set \.EJ' l_ I \.. • 
We shall consider as basic for our study the following class 
of families of probability densities: 
DEFINITION 1, The family JJ of probability densities be-
longs to the class TT if 
(i) 
(ii) 
(iii) 
there exists a finite set of s :r k 1M -measurable, real-valued 
I 0 
functions on 1R m, ¢ =( cP 1 , ••• , (}) 8 ), such that ELP i (X) = AiiE.) 
and cov(cDi(X), Q:>j(X)) = aij(G), i,j = 1, ••• , s exist and 
are finite for every Q E ® . 
the rank of the matrix 
/a A1 c Q) -() A2 (g) () As(Q) \ \ I I I 391 r;:-. Q ... 6 G1 \ u 1 • i 
A( G) I ) = I - - - - - - - - - - - - -' I 
\ [) A1 (G) Cl A2 ( Q) d As ( Q) / \ '() Qk aGk (:)Qk 
is k for every QC: ® 
the mal2J2ing A of ® into 1R s defnined by 
is homeomor;r2hic and continuously differentiable on ~. 
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(iv) there exists a symmetric, positive definite, s x s matrix 
such that 
• • 
A(Q) d(Q) a(Q) = A(Q) 
for eyery Q€ @ and where a(Q) = (a .. (Q)) 
- - lJ-
Condition (iv) in the definition generalizes the usual con-
dition that a(Q) is non-singular. If a(Q) is non-singular one may 
choose d(Q) = a(Q)- 1 • The idea of this extension has been found in a 
paper of Ferguson [ 6] • 
Let X1 , X2 , ••• be independent observations of X, and set 
Y - (X X ) The random variable Yn has probability density n- 1' ••• , n • 
ff p(xi,Q) with respect to the product measure 1JJn = L-{ 0 x ••• x}J. 0 • i=1 I I 
DEFINITION 2. An estimator for 
function of Yn to ® • 
Q, Fn' is atf -measurable 
I n 
/ 
We are going to prove the existence of an estimator for Q 
which depends on Yn only through 
We shall in the following denote the image of ~ under A 
by R and elements in ~ s by z. Further, a mapping is an element 
of C' if it is continuously differentiable. A neighborhood is always 
supposed to be an open set. 
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LEMMA 1. If the family of probability densities JJ belongs 
to the class IT there exists a neighborhood ltJ s S of R in I'.. 
and a mapping H9 H 6 C', of S to ® such that A(H(z)) = z for 
~very z E: IR s. 
Proof. The proof is an immediate application of the theorem 
on the existence of tubular neighborhoods (see e.g. Munkres [7, 5.5 
T~eorem]) which essentially states: 
Let f be a homeomorphic, continuously differentiable map-· 
ping from an open set M to nR m. The Jacobian of f has maximal 
rank in every point of M. Then there is a neighborhood W of f(M) 
ard a continuously differentiable mapping r of W to f(M) such 
that r(y) = y for every y E f(M). 
Our mapping A of ® to It? s satisfies the conditions of 
the theorem. We therefore have the existence of a neighborhood s of 
R = A(@ ) and a mapping r, r,; C', of s to R such that r(z) = z 
for every z E R. 
To prove the lemma, define -1 H = A r. H is a mapping of s 
to ® and A(H(z)) = r(z) = z for every z E R • To complete the 
proof we have to show that HE C' • For this purpose we apply the rank 
t}+eorem [5; 10.3.1]. Let zt: S , and gE @) such that A(g) = r(z). 
T}+en there exists a neighborhood U of g and a neighborhood V~A(U) 
of r(z) such that A = v A0 u , where u is a homeomorphic mapping 
of U to the open k-dimensional unit ball Ik = ( ( g 1 , ••• , gk); \gil <. 1, 
, 
i = 1, ••• , k( and v is a homeomorphic mapping of Is to V. u and 
... 
v and their inverse mappings are elements of C'. A0 is the mapping 
of Ik to Is defined by A0 (g 1 , ... , gk) = (g 1 , ••• , gk·' O, ••• ,0). 
Because of the continuity of r there exists a neighborhood v1 of 
z , such that r ( V 1 ) C V (I R. Now we can write -1 . H = A r, l.e, 
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-1 -1 -1 H = u A v r, 
0 
on the neighborhood v1 , where A~ 1 is the mapping of 
defined by A~ 1 (g 1 , ••• , Qk' ••. , Qs) = (Q1' ••• , Qk). 
A- 1 E C' Thus 0 • 
~ -1 -1 
.. 1. 0 , v rE C' 
H t.. C' on a neighborhood V 1 
on their respective domains. 
arbitrarily the proof is completea. .• !I 
of z 
Since 
Obviously 
because u- 1 
z c. S is chosen 
Denote by t/( ,l_P, c/? ) the collection of all mappings HE C' 
df3fined on some neighborhood of R with values in ® which can be 
written in the form -1 H = A r, where r E C 1 is a mapping of the domain 
of H to R satisfying r(z) = z for every z£ R. Lemma 1 tells 
us that ':f. ( Y 9 ¢) is non ... empty. 
'-' -THEOREM 1. For every J.,...... ~ JJ there exists a ·c. a. n. · esti-
mator for Q. 
Remark. This corresponds to Theorem 4. 2 in [2] • The proof 
is quite similar, but for completeness we sketch the argument without 
going into details. 
Proof. Since J?E -1-1 , there exists a neighborhood S of R 
and a HEJt ( :f\ QJ). Set 
where Q0 is an arbitrary element of ® . One easily verifies that 
Fn is an estimator. 
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We shall prove that F (Y ) 
n n 
is asymptotically normal distri-
buted with mean Q. From this follows that Fn(Yn) is consistent. 
From the well known asymptotic distribution of 
it follows that [Bn(Yn)- A(Q)J H(Q), where 
II • I 
••• 
z=A(Q) , 
is asymptotically normal distributed with mean 0 and covariance matrix 
l H(Q)' a(Q)H(Q). 
n 
Since Bn (Yn) converges to A( Q) t. S in probability it fol-
lows that Fn(Yn) - H(Bn(Yn)) = [Fn(Yn) - QJ- LH(Bn(Yn)) - QJ converges 
to 0 in probability. As H 6 0' we may write 
where z' lies in the interior of the line segment joining Bn(Yn) 
and A( Q) • As n tends to infinity, z' converges to A(Q) in pro-
[H(Bn (Yn)) g -~ - [Bn(Yn) A(Q)J • bability, thus, since HE 0 I' H(Q) 
converges to 0 in probability. 
It has now been verified that [Fn(Yn)- QJ- [Bn(Yn)-A(Q)_]H(Q) 
converges to 0 in probability, and it follows that Fn(Yn) - Q and 
[ B (Y ) - A( Q )l H( Q) have the same asymptotic distributions, since we n n _, 
have already shown that [Bn(Yn) - A(QD H(Q) has a limiting distribu-
tion [2~ Lemma 4.1], Their common asymptotic distribution is the 
1 • • 
normal distribution with mean 0 and covariance matrix nH(Q)'a(Q)H(Q), 
thus Fn(Yn) is asymptotically normal distributed with mean Q and 
covariance matrix ~H(Q) 1 a(Q)H(Q). II 
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3. Lower bound of the asymptotic covariance matrix when cP is con-
sidered fixed. 
Let HE 1 ( :?, cP) , we shall say that an estimator Fn (Yn) is 
generated by the method J11 (or uf~H if we want to indicate the parti-
cular HE· 1( ( :P, cP) which is used) if the estimator satisfies the 
equality Fn(Yn) = H(Bn(Yn)) for points Bn(Yn)G S, where S is the 
domain of H. The value of Fn(Yn) when Bn(Yn)~S is of no conse-
quence. 
We have just proved that Jl!{H generates c.a.n • estimators 
.1E: ( Q) i • with asymptotic covariance matrix a(Q) H( Q) • But the covariance n 
¢ . matrix depends on the choice of via both H(Q) and a(Q), and 
on the choice of H. We want to minimize the matrix in a certain sense 
over both H and cp . 
DEFINI TI 0 N 3 • _T_h.....;;e__,;;;;m""'a_t_r;...;;l;;;.;;. x_,_,;.A;__....;;;;i..;;;.s.......,g~r-e...;;.a.;...t;,_;e_r;__t.;.;;h~a;...;;n~-or~--e ..... q .;.;u;..;..a_l_t_o_...;::.B 
(A~ B) if A - B is positive semi-definite. 
If A and B are two covariance matrices of same order and 
A~ B.,. it follows that the variances of A is greater than or equal to 
the corresponding variances of B. 
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THEOREM 2. If ~E Tl, then the asymptotic covariance matrix 
of an estimator generated by u1{ is always greater than or equal to 
for every g E ® . 
Proof. The g will be surpressed to simplify the notation. 
Since d is assumed to be positive definite and the rank of A is k, 
0 I f 
A d A is positive definite, and its inverse matrix exists. 
a is a covariance matrix, therefore positive semi-definite, 
hence 
V r6r I 
l. 
- (AdA')- 1Ad)a(H-dA 1 (AdA')- 1]v' 
=[vdr' (AdA ' ) - 1 Ad ) J a [ v ( H 1 - (AdA ' )' .. 1 Ad )]' ~ 0 
where v = (v1 , ••• , vk) is an arbitrary k-dimensional vector. Accor-
ding to Definition 3 we thus have 
• 
This gives H 1 a H ~ (AdA' ) - 1 , when we substitute A for Ada and I 
• , • i 
for H A in the above expression, (The equality • i • ' H A = I follows 
by differentiating H(A(Q)):.g.) # 
The method of proof is similar to proofs given in Ferguson [6] 
and Chiang [ 3 J . 
The question if there exists a HE j£ ( J-:;, ¢') such that the 
asymptotic covariance matrix ~[A(g)d(g)i~(g)J - 1 is obtained by the 
method ua~H still remains to be answered, A partial answer is the 
following theorem. 
THEOREM 3. If f;) -\..) E JJ 
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and s = k, every estimator generated 
by Jv1_ will have asymptotic covariance matrix. 
Proof. In the case s = k , one may verify by use of the in-
verse function theorem that R itself is open, We therefore may choose 
S = R and H = A- 1 on R. Since A(H(z)) = z for every zER we 
• to I 0 I 0 I 1 
obtain by differentiating that A(Q) H(Q) = I or H(Q) = (A(Q) )- • 
The condition A(Q)d(Q)a(Q) = A(Q) gives a(Q) = d(Q)- 1 so a(Q) must 
be non-singular. Thus, the covariance matrix of an estimator generated 
by J!(H is 
~ H(Q) 'a(G)H(Q) = ~(A(Q) 1 )- 1d(Q)-1A(Q)-1 = ~ [~(Q)d(Q)A(Q) J -1 /1 
Methods for .constructing mappings H4C 1(( :P, cp) such that 
JUH generates estimators for Q with asymptotic covariance matrix 
~[A(Q)d(Q)A(Q) J -1 have been considered in several papers; for example 
by minimizing quadratic forms with respect to Q in [8j, [2], [9], 
[3]; by minimizing quadratic forms under linearized restrictions in [8], 
[2], [3], or by solving a linear form with respect to Q in [6]. 
4. The minimal asymptotic covariance matrix. 
In order to obtain a lower bound for the asymptotic covariance 
matrix we need more detailed information about the matrix d(Q) (see 
Definition 1 (iv)). d(Q) is not uniquely determined by the condition 
• • A(Q)d(Q)a(Q) = A(Q), however, two matrices d1(Q) and d2 (Q) both 
satisfying the condition will give the same value of the expression 
I 0 . f 
A(Q)d(Q)A(Q) as the following calculation shows: 
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• .. '. • 9 ._ ~' 
A(Q)d 1 (9)A(Q) = A(Q)d 2 (9)a(Q)d1 (9)A(Q) = A(Q)d2 (9)A(Q) • 
Another useful property is contained in the following lemma. 
LEMMA 2. d(Q) may always be chosen such that d(Q)a(Q) has 
only 0 and 1 as eigenvalues. 
. . 
Proof. We assume the existence of a d satisfying Ada = A, 
and that d is symmetric, positive definite. Thus there exists a non-
singular matrix c, such that d = c'c. Since Ida -1\ I I = l cac' -~II, 
we may instead prove that c can be chosen such that cac' has only 
0 and 1 as eigenvalues. 
As cac' is symmetric there exists an orthogonal matrix P 
such that 
Pcac'P' = D 
where D is a diagonal matrix with the eigenvalues Di' i = 1, ••• , s 
of cac' on the diagonal, We define a new diagonal matrix Q in the 
following way 
if D. = 0 
l i = 1, ••• , s 
where Q. ' l i = 1, ••• , s are the diagonal elements. 
Let the rank of a be equal to t. then (s-t) f th · 
, o e e1gen-
values of cac' is equal to o. 
Further observe that i QDQ - I 
- t where is a diagonal 
matrix such that t of the elements on the diagonal equal 1, the rest 
0, and that D•It = D. 
We shall prove that 
where 
-11-
c ac' 0 0 
c 0 = QPc , 
has only 0 and 1 as eigenvalues, and that 
satisfies the equation 
0 • 
Ada = A • 
' Since the characteristic polynomial of c 0 ac 0 may be written 
as 
the first assertion is proved 
From 
• • 
Ada = Ac ' ca = A 
it follows that 
" I 1 ° I I Ac'P Q- It = Ac'P Q 
b.y inserting P 1 Q- 1QP = I and multiplying on the right by I I c'P Q , or 
( 4. 1 ) 0 I 0 I Ac 0 D = Ac 0 
noticing that D = Q-1ItQ-1 and that diagonal matrices commute. We 
now do the following calculations using (4.1) twice: 
• 
= Ac 1 c ac 1 0 0 0 
0 • • 
= Ac~D·It = Ac~D = Ac~ 
By multiplying on the right by we in the end obtain 
which was to be proved. II 
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The lower bound ~[A(Q)d(Q)A(Q)J- 1 obtained in Theorem 2 
depends on the choice of dD • Imposing further regularity assumptions 
r on the class lT , we propose to show .. that this bound is always greater 
than or equal to a matrix independent of cp . 
to lT 
DEFINITION 4. 
if ,:Pr= TI and o' . 
A family of probability densities JP belongs 
(i) we may in 
and 
jp( • ;Q)d/o 
J cj;i ( • )p( • ;Q)?o i = 1, ••• , s 
differentiate with respect to Q~ , ~ = 1, ••• , k under the 
integral signs 
(ii) the integrals 
(iii) 
are finite for every Q €. ® 
the matrix 
~= 1, ••• , k 
p(Q) = ( ,~ (Q)) l \ C){~. A >.R_, lL = 1 ' • • • ' k 
where fdln p(.; Q) p(.;Q)dU 0 
rc;g-'l I 
is non-singular for every QE ® . 
These conditions are similar to those of Barankin and 
Gurland [2], but they restrict themselves to the class 7T 0 all through 
their paper, Here Theorems 1, 2, 3 are valid in the larger class TT. 
The main point in the proof of the next theorem is l2; Lemma 
2.{] which essentially says: 
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is a set of functions satis-
fying the conditions of.Definition 1, then 
(4.2) 
s 
p(x;Q) = exp( o(o(Q) + cP o(x) + ~ D(i (Q) tPi (x)) 
1=1 
for every Q E ® , is necessary and sufficient condition that (} ln p(x;Q 
dQ~ 
"b{ = 1 1 ••• , k for every Q €: ® , can be written in the form 
(4.3) '0 ln. p(x; Q) 
QQ~ 
s 
= I: 
i=1 
Let Fn be any estimator of Q generated by the methodo4f 
We are going to show that a necessary condition that Fn has a minimal 
a ln p(x;Q) 
3Q~ 1 ' ••• ' k iS 
asymptotic covariance matrix is that 
of the form (4.3) or equivalent, that p(x;Q) is of the form (4.2). 
Define as usual the inner product of h and k to be 
( (hfk) = j h(. )k(. )p(. ;Q)df\o where h and 
real-valued functions on ~ m 
k are square-integrable, 
Let d = c'c be a version of d having the properties (i) 
• • 
Ada = A and ( ii) cao' = It. Define YJ = ( f 1 , ••• , LjJ s) by 
Since j ljl(.;Q)' lj-I(.;Q)p(.;Q)dfo = c(Q)a(Q)c(Q)' =It, 
form an orthonormal set in L2• 
We now proceed as in [2; pp.115-116], the calculations are 
carried out in detail there. We may write 
Vln p " 
I = p~ + p~ ~= 1 ' k CJQ . . . , 
"' 
where p~ lies in the space spanned by lf1' ... ' t' t and PM in the 
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orthogonal complement of this space. Since f1' I I e J tft form an 
orthonormal set~ we obtain 
t ·~ ~ i) < () ln E , LV i) ( 4 ·4) y ( oln p = i=1 . '0 Q~ ' 0Qi\ 
" \ !" " P =P-<P P )' )~./ \ ~/\ \ b-e ' 11 " 
dE', Jt = 1, ••• , k 
We are interested in the matrix 
• • ' • • 9 .. • 
AdA = AdadA = Ac' It(Ac') 
Some calculations (see [2]) and use of (4.4) give us 
• • I (AdA ) , 
¥.. 1\ 
t • • 
= L. (Ac') (Ac') 
i=1 xi ) i 
~,A. = 1, •• ,, k 
Let v = (v1 , ••• , vk) be an arbitrary vector in 
k 
"1."\ k I'K. , then 
o • I 
v AdA V I =':: y(.), V - ~ V V < ~ ~ ) 
I ~=1 ~ )\ M. ' ~. 
k 
= vr::>v' ( ~ v~ PK 
t '11..=1 
k \ ( 2-:00 VA PA. I vpv' /1 =1 \. 
.. 
• I f ~AdA Using Definition 3 t~is means that 
' 
and we may further con-
I 
elude that 
(AdA I ) -1 ~ F -1 ' 
using [2; Lemma 6.~]. Equality obtains if and only if k 'L:-v p =0 
~=1 .oE.. ~ 
for every v. This implies that 'd ln p 
oQ~ 
the space spanned by 'f' 1 , • •• , lf t 
(b~1(Q), ••q b~t(Q)) 
(b&J(1(Q), ••• , b~t(Q), o, ••OJ 0) 
, i.e. 
~ = 1' 
oe = 1, 
~ = 1 , •• , , k must 1 i e in 
there exist 
••• ' k , or 
b~(Q) = 
bo(Q) = 
••• , k such that 
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'0 ln P ( • ; ( Q ) = b 0 ( Q ) II) ( • ; Q ) ' = b 0\.J) ( Q ) c ( Q ) ( ~ ( • ) - A ( Q ) ) ' ?{ = 1 ,. .. , k 0 Qoe.. 6t l . 0\.. 
This is of the form (4.3) 
Estimators with asymptotic c·ovariance matrix ~ fC Q) - 1 for 
every Q € ® according to established terminology is said to be uni-
formly efficient. 
Collecting our results we may now state the following theorem~ 
g -THEOREM 4. Let -~ belong to the class II 0 , then 
~ H ( Q ) 1 a ( Q ) H (Q ) ~ ~ LA ( Q ) d ( Q ) P~ ( Q ) J -1 ~ ~ f ( Q ) - 1 
for every Q E QD, • 
A necessary and sufficient condition for the method o4fH__!Q 
• I • 
generate uniformly efficient estimators is that H(Q) a(Q)H(Q) = 
is of the form 
p(x;Q) = exp( «o(Q) + ct> (x) + t cxl. (Q) ¢. (x)) 
0 . 1 l l= 
f ,., E 1m • or every '1::1 ~
That the condition of the theorem also is sufficient is 
immediate form the remarks above. 
The method c./&{ does not generate uniformly efficient estima-
tors when the probability densities are not of the form (4.2). Since 
there exist such estimators also in other cases, the method is not uni-
versal. For example, the sample median is a c,a.n. estimator and uni-
formly efficient if p(x;Q) =; e-lx-QI [4]. The limitation of the 
method JV1 is that the estimators are supposed to be functions of the 
averages, Bn(Yn) (see remark immediately following Definition 2). 
'' f 
i 
I 
; 
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