Understanding the different categories of facial expressions of emotion regularly used by us is essential to gain insights into human cognition and affect as well as for the design of computational models and perceptual interfaces. Past research on facial expressions of emotion has focused on the study of six basic categories-happiness, surprise, anger, sadness, fear, and disgust. However, many more facial expressions of emotion exist and are used regularly by humans. This paper describes an important group of expressions, which we call compound emotion categories. Compound emotions are those that can be constructed by combining basic component categories to create new ones. For instance, happily surprised and angrily surprised are two distinct compound emotion categories. The present work defines 21 distinct emotion categories. Sample images of their facial expressions were collected from 230 human subjects. A Facial Action Coding System analysis shows the production of these 21 categories is different but consistent with the subordinate categories they represent (e.g., a happily surprised expression combines muscle movements observed in happiness and surprised). We show that these differences are sufficient to distinguish between the 21 defined categories. We then use a computational model of face perception to demonstrate that most of these categories are also visually discriminable from one another.
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categorization | action units | face recognition Some men . . . have the same facial expressions. . . . For when one suffers anything, one becomes as if one has the kind of expression: when one is angry, the sign of the same class is angry.
Physiognomics, unknown author (attributed to Aristotle), circa fourth-century B.C. (1) A s nicely illustrated in the quote above, for centuries it has been known that many emotional states are broadcasted to the world through facial expressions of emotion. Contemporaries of Aristotle studied how to read facial expressions and how to categorize them (2) . In a majestic monograph, Duchenne (3) demonstrated which facial muscles are activated when producing commonly observed facial expressions of emotion, including happiness, surprise (attention), sadness, anger (aggression), fear, and disgust.
Surprisingly, although Plato, Aristotle, Descartes, and Hobbes (1, 4, 5) , among others, mentioned other types of facial expressions, subsequent research has mainly focused on the study of the six facial expressions of emotion listed above (6) (7) (8) (9) . However, any successful theory and computational model of visual perception and emotion ought to explain how all possible facial expressions of emotion are recognized, not just the six listed above. For example, people regularly produce a happily surprised expression and observers do not have any problem distinguishing it from a facial expression of angrily surprised ( Fig. 1 H and Q). To achieve this, the facial movements involved in the production stage should be different from those of other categories of emotion, but consistent with those of the subordinate categories being expressed, which means the muscle activations of happily surprised should be sufficiently different from those of angrily surprised, if they are to be unambiguously discriminated by observers. At the same time, we would expect that happily surprised will involve muscles typically used in the production of facial expressions of happiness and surprise such that both subordinate categories can be readily detected.
The emotion categories described above can be classified into two groups. We refer to the first group as basic emotions, which include happiness, surprise, anger, sadness, fear, and disgust (see sample images in Fig. 1 B-G) . Herein, we use the term "basic" to refer to the fact that such emotion categories cannot be decomposed into smaller semantic labels. We could have used other terms, such as "component" or "cardinal" emotions, but we prefer basic because this terminology is already prevalent in the literature (10); this is not to mean that these categories are more basic than others, because this is an area of intense debate (11) .
The second group corresponds to compound emotions. Here, compound means that the emotion category is constructed as a combination of two basic emotion categories. Obviously, not all combinations are meaningful for humans. Fig. 1 H-S shows the 12 compound emotions most typically expressed by humans. Another set of three typical emotion categories includes appall, hate, and awe ( Fig. 1 T-V) . These three additional categories are also defined as compound emotions. Appall is the act of feeling disgust and anger with the emphasis being on disgust; i.e., when appalled we feel more disgusted than angry. Hate also involves the feeling of disgust and anger but, this time, the emphasis is on anger. Awe is the feeling of fear and wonder (surprise) with the emphasis being placed on the latter.
In the present work, we demonstrate that the production and visual perception of these 22 emotion categories is consistent within categories and differential between them. These results suggest that the repertoire of facial expressions typically used by humans is better described using a rich set of basic and compound categories rather than a small set of basic elements.
Results
Database. If we are to build a database that can be successfully used in computer vision and machine learning experiments as well as cognitive science and neuroscience studies, data collection must adhere to strict protocols. Because little is known about compound emotions, our goal is to minimize effects due to lighting, pose, and subtleness of the expression. All other variables should, however, vary to guarantee proper analysis.
Significance
Though people regularly recognize many distinct emotions, for the most part, research studies have been limited to six basic categories-happiness, surprise, sadness, anger, fear, and disgust; the reason for this is grounded in the assumption that only these six categories are differentially represented by our cognitive and social systems. The results reported herein propound otherwise, suggesting that a larger number of categories is used by humans.
Sample pictures for neutral and each of the six basic and 15 compound emotions are shown in Fig. 1 . Images were only accepted when the experimenter obtained fully recognizable expressions. Nonetheless, all images were subsequently evaluated by the research team. Subjects who had one or more incorrectly expressed emotions were discarded. The images of 230 subjects passed this evaluation (see Materials and Methods).
Action Units Analysis. In their seminal work, Ekman and Friesen (12) defined a coding system that makes for a clear, compact representation of the muscle activation of a facial expression. Their Facial Action Coding System (FACS) is given by a set of action units (AUs). Each AU codes the fundamental actions of individual or groups of muscles typically seen while producing facial expressions of emotion. For example, AU 4 defines the contraction of two muscles resulting in the lowering of the eyebrows (with the emphasis being in the inner section). This AU is typically observed in expressions of sadness, fear, and anger (7) .
We FACS coded all of the images in our database. The consistently active AUs, present in more than 70% of the subjects in each of the emotion categories, are shown in Table 1 . Typical intersubject variabilities are given in brackets; these correspond to AUs seen in some but not all individuals, with the percentages next to them representing the proportion of subjects that use this AU when expressing this emotion.
As expected, the AU analysis of the six basic emotions in our database is consistent with that given in ref. 12 . The only small difference is in some of the observed intersubject variability given in parentheses-i.e., AUs that some but not all subjects used when expressing one of the basic emotion categories; this is to be expected because our database incorporates a much larger set of subjects than the one in ref. 12 . Also, all of the subjects we have FACS coded showed their teeth when expressing happiness (AU 25), and this was not the case in ref. 12 . Moreover, only half of our subjects used AU 6 (cheek raiser) when expressing sadness, which suggests a small relevance of this AU as other studies have previously suggested (13) (14) (15) . Similarly, most of our subjects did not include AU 27 (mouth stretch) in fear, which seems to be active only when this expression is exaggerated. Table 1 also lists the AUs for each of the compound emotion categories. Note that the AUs of the subordinate categories are used to form the compound category unless there is a conflict. For example, lip presser (AU 24) may be used to express disgust while lips part (AU 25) is used in joy. When producing the facial expression of happily disgusted, it is impossible to keep both. In this case, AU 24 is dropped. Fig. 2 shows this and five other examples (further illustrated in Table 1 ). The underlined AUs of a compound emotion are present in both of their subordinate categories. An asterisk indicates the AU does not occur in either of the basic categories and is, hence, novel to the compound emotion. We did not find any such AU consistently used by most subjects; nevertheless, a few subjects did incorporate them, e.g., AU 25 (lips part) in sadly disgusted. Additional examples are given in Fig. S1 , where we include a figure with the subordinate relations for the nine remaining compound facial expressions of emotion. We note obvious and unexpected production similarities between some compound expressions. Not surprisingly, the prototypical AUs of hatred and appalled are the same, because they are both variations of angrily disgusted that can only be detected by the strength in the activation of their AUs. More interestingly, there is a noticeable difference in over half the subjects who use AU 7 (eyelid tightener) when expressing hate. Also interesting is the difference between the expression of these two categories and that of angrily disgusted, where AU 17 (chin raiser) is prototypical. These differences make the three facial expressions distinct from one another.
The facial expression of sadly angry does not include any prototypical AU unique to anger, although its image seems to AUs used by a subset of the subjects are shown in brackets with the percentage of the subjects using this less common AU in parentheses. The underlined AUs listed in the compound emotions are present in both their basic categories. An asterisk (*) indicates the AU does not appear in either of the two subordinate categories. express anger quite clearly (Fig. 1K) . Similarly, sadly fearful does not include any prototypical AU unique to sadness, but its image is distinct from that of fear ( Fig. 1 D and J) .
Automatic Fiducial Detections. To properly detect facial landmarks, it is imperative we train the system using independent databases before we test it on all of the images of the dataset described in this work. To this end, we used 896 images from the AR face database (16) , 600 images from the XM2VTS database (17) , and 530 images from the facial expressions of American Sign Language presented in ref. 18 , for a total of 2; 026 independent training images.
The problem with previous fiducial detection algorithms is that they assume the landmark points are visually salient. Many face areas are, however, homogeneous and provide only limited information about the shape of the face and the location of each fiducial. One solution to this problem is to add additional constraints (19) . A logical constraint is to learn the relationship between landmarks-i.e., estimate the distributions between each pair of fiducials. This approach works as follows. The algorithm of ref. 18 is used to learn the local texture of the 94 facial landmarks seen in Fig. 3 ; this provides the distribution that permits the detection of each face landmark. We also compute the distribution defining the pairwise position of each two landmark points. These distributions provide additional constraints on the location of each fiducial pair. For example, the left corner of the mouth provides information on where to expect to see the right corner of the mouth. The joint probability of the 94 fiducials is
where z defines the location of each landmark point z i ∈ R 2 , p ij ð:Þ is the learned probability density function (pdf) defining the distribution of landmark points z i and z j as observed in the training set (i.e., the set of 2; 026 training images defined above), and w ij is a weight that determines the relevance of each pair. We assume the pdf of this model is Normal and that the weights are inverse proportional to the distance between fiducials z i and z j . The solution is given by maximizing the above equation. Sample results of this algorithm are shown in Fig. 3 . These fiducials define the external and internal shape of the face, because research has shown both external and internal features are important in face recognition (20) .
Quantitative results of this pairwise optimization approach are given in Table 2 , where we see that it yields more accurate results than other state of the art algorithms (21, 22) . In fact, these results are quite close to the detection errors obtained with manual annotations, which are known to be between 4.1 and 5.1 pixels in images of this complexity (18) . The errors in the table indicate the average pixel distance (in the image) from the automatic detection and manual annotations obtained by the authors.
Image Similarity. We derive a computational model of face perception based on what is currently known about the representation of facial expressions of emotion by humans (i.e., spatial frequencies and configural features) and modern computer vision and machine learning algorithms. Our goal is not to design an algorithm for the automatic detection of AUs, but rather determine whether the images of the 21 facial expressions of emotion (plus neutral) in Fig. 1 are visually discriminable.
In computer vision one typically defines reflectance, albedo, and shape of an image using a set of filter responses on pixel information (23) (24) (25) (26) . Experiments with human subjects demonstrate that reflectance, albedo, and shape play a role in the recognition of the emotion class from face images, with an emphasis on the latter (20, (27) (28) (29) . Our face space will hence be given by shape features and Gabor filter responses. Before computing our feature space, all images are cropped around the face and downsized to 400 × 300 (h × w) pixels.
The dimensions of our feature space defining the face shape are given by the subtraction of the pairwise image features. More formally, consider two fiducial points, z i and z j , with i ≠ j, i and j = f1; . . . ; ng, n the number of detected fiducials in an image, z i = ðz i1 ; z i2 Þ T , and z ik the two components of the fiducial; their horizontal and vertical relative positions are d ijk = z ik − z jk , k = 1; 2. Recall, in our case, n = 94. With 94 fiducials, we have 2 · ð94 · 93Þ=2 = 8; 742 features (dimensions) defining the shape of the face. These interfiducial relative positions are known as configural (or second-order) features and are powerful categorizers of emotive faces (28) .
A common way to model the primary visual system is by means of Gabor filters, because cells in the mammalian ventral pathway have responses similar to these (30) . Gabor filters have also been successfully applied to the recognition of the six basic emotion categories (24, 31) . Herein, we use a bank of 40 Gabor filters at five spatial scales (4:16 pixels per cycle at 0.5 octave steps) and eight orientations ðθ = frπ=8g 7 r=0 Þ. All filter (real and imaginary) components are applied to the 94 face landmarks, yielding 2 · 40 · 94 = 7; 520 features (dimensions). Borrowing terminology from computer vision, we call this resulting feature space the appearance representation.
Classification is carried out using the nearest-mean classifier in the subspace obtained with kernel discriminant analysis (see Materials and Methods). In general, discriminant analysis algorithms are based on the simultaneous maximization and minimization of two metrics (32) . Two classical problems with the definition of these metrics are the selection of an appropriate pdf that can estimate the true underlying density of the data, and the homoscedasticity (i.e., same variance) assumption. For instance, if every class is defined by a single multimodal Normal distribution with common covariance matrix, then the nearest-mean classifier provides the Bayes optimal classification boundary in the subspace defined by linear discriminant analysis (LDA) (33) .
Kernel subclass discriminant analysis (KSDA) (34) addresses the two problems listed above. The underlying distribution of each class is estimated using a mixture of Normal distributions, because this can approximate a large variety of densities. Each model in the mixture is referred to as a subclass. The kernel trick is then used to map the original class distributions to a space F where these can be approximated as a mixture of homoscedastic Normal distributions (Materials and Methods). In machine learning, the kernel trick is a method for mapping data from a Hilbert space to another of intrinsically much higher dimensionality without the need to compute this computationally costly mapping. Because the norm in a Hilbert space is given by an inner product, the trick is to apply a nonlinear function to each feature vector before computing the inner product (35) .
For comparative results, we also report on the classification accuracies obtained with the multiclass support vector machine (mSVM) of ref.
(see Materials and Methods).
Basic Emotions. We use the entire database of 1; 610 images corresponding to the seven classes (i.e., six basic emotions plus neutral) of the 230 identities. Every image is represented in the shape, appearance, or the combination of shape and appearance feature spaces. Recall d = 8; 742 when we use shape, 7; 520 when using appearance, and 16; 262 when using both.
We conducted a 10-fold cross-validation test. The successful classification rates were 89:71% (with SD 2:32%) when using shape features, 92% (3:71%) when using appearance features, and 96:86% (1:96%) when using both (shape and appearance). The confusion table obtained when using the shape plus appearance feature spaces is in Table 3 . These results are highly correlated (0.935) with the confusion tables obtained in a sevenalternative forced-choice paradigm with human subjects (37) . A leave-one-sample-out test yielded similar classification accuracies: 89:62% (12:70%) for shape, 91:81% (11:39%) for appearance, and 93:62% (9:73%) for shape plus appearance. In the leave-one-sample-out test, all sample images but one are used for training the classifier, and the left out sample is used for testing it. With n samples, there are n possible samples that can be left out. In leave-one-sample-out, the average of all these n options is reported.
For comparison, we also trained the mSVM of ref. 36 . The 10-fold cross-validation results were 87:43% (2:72%) when using shape features, 85:71% (5:8%) when using appearance features, and 88:67% (3:98%) when using both.
We also provide comparative results against a local-based approach as in (38) . Here, all faces are first wrapped to a normalized 250 × 200-pixel image by aligning the baseline of the eyes and mouth, midline of the nose, and left most, right most, upper and lower face limits. The resulting face images are divided in multiple local regions at various scales. In particular, we use partially overlapping patches of 50 × 50, 100 × 100, and 150 × 150 pixels. KSDA and the nearest-mean classifier are used as above, yielding an overall classification accuracy of 83:2% (4%), a value similar to that given by the mSVM and significantly lower than the one obtained by the proposed computational model.
Compound Emotions. We calculated the classification accuracies for the 5;060 images corresponding to the 22 categories of basic and compound emotions (plus neutral) for the 230 identities in our database. Again, we tested using 10-fold cross-validation and leave one out. Classification accuracies in the 10-fold crossvalidation test were 73:61% ð3:29%Þ when using shape features only, 70:03% ð3:34%Þ when using appearance features, and 76:91% ð3:77%Þ when shape and appearance are combined in a single feature space. Similar results were obtained using a leave-one-sample-out test: 72:09% (14:64%) for shape, 67:48% (14:81%) for appearance, and 75:09% (13:26%) for shape and appearance combined. From these results it is clear that when the number of classes grows, there is little classification gain when combining shape and appearance features, which suggests the discriminant information carried by the Gabor features is, for the most part, accounted for by the configural ones. Table 4 shows the confusions made when using shape and appearance. Note how most classification errors are consistent with the similarity in AU activation presented earlier. A clear example of this is the confusion between fearfully surprised and awed (shown in magenta font in Table 4 ). Also consistent with the AU analysis of Table 1 , fearfully surprised and fearfully disgusted are the other two emotions with lowest classification rates (also shown in magenta fonts). Importantly, although hate and appall represent similar compound emotion categories, their AUs are distinct and, hence, their recognition is good (shown in yellow fonts). The correlation between the production and recognition results (Tables 1 and 4 
) is 0.667 (see Materials and Methods).
The subordinate relationships defined in Table 1 and Fig. 2 also govern how we perceive these 22 categories. The clearest example is angrily surprised, which is confused 11% of the time for disgust; this is consistent with our AU analysis. Note that two of the three prototypical AUs in angrily disgusted are also used to express disgust.
The recognition rates of the mSVM of (36) for the same 22 categories using 10-fold cross-validation are 40:09% (5:19%) for shape, 35:27% (2:68%) for appearance, and 49:79% (3:64%) for the combination of the two feature spaces. These results suggest that discriminant analysis is a much better option than multiclass SVM when the number of emotion categories is large. The overall classification accuracy obtained with the local-approach of ref. 38 is 48:2% (2:13%), similar to that of the mSVM but much lower than that of the proposed approach.
It is also important to know which features are most useful to discriminate between the 22 categories defined in the present work; this can be obtained by plotting the most discriminant The overall detection error was computed using the 94 face landmarks. Subsequent columns provide the errors for the landmarks delineating each of the internal facial components (i.e., eyes, brows, nose, and mouth) and the outline of the face (i.e., jaw line). Errors are given in image pixels (i.e., the average number of image pixels from the detection given by the algorithm and that obtained manually by humans). Boldface specifies the lowest detection errors. 
T is the between-class scatter matrix, V = ðv 1 ; . . . ; v p Þ is the matrix whose columns are the eigenvectors of the above equation, and Λ = diagðλ 1 ; . . . ; λ p Þ are the corresponding eigenvalues, with λ 1 ≥λ 2 ≥ . . . ≥λ p ≥0. Here, we used the eigenvector of LDA because that of KSDA cannot be used due to the preimage problem. Cells with a higher detection rate than 0.1 (or 10%) have been colored blue, with darker colors indicating higher percentages. a, neutral; b, happy; c, sad; d, fearful; e, angry; f, surprised; g, disgusted; h, happily surprised; i, happily disgusted; j, sadly fearful; k, sadly angry; l, sadly surprised; m, sadly disgusted; n, fearfully angry; o, fearfully surprised; p, fearfully disgusted; q, angrily surprised; r, angrily disgusted; s, disgustedly surprised; t, appalled; u, hate; v, awed. Rows, true category; columns, recognized category. Because the configural (shape) representation yielded the best results, we compute the eigenvector v shape 1 using its representation, i.e., p = 8;742. Similar results are obtained with the Gabor representation (which we called appearance). Recall that the entries of v 1 correspond to the relevance of each of the p features, conveniently normalized to add up to 1. The most discriminant features are selected as those adding up to 0.7 or larger (i.e., ≥70% of the discriminant information). Using this approach, we compute the most discriminant features in each category by letting c = 2, with one class including the samples of the category under study and the other class with the samples of all other categories. The results are plotted in Fig. 4 A-V for each of the categories. The lines superimposed on the image specify the discriminant configural features. The color (dark to light) of the line is proportional to the value in v shape 1 . Thus, darker lines correspond to more discriminant features, lighter lines to less discriminant features. In Fig. 4W we plot the most discriminant features when considering all of the 22 separate categories of emotion, i.e., c = 22.
Discussion
The present work introduced an important type of emotion categories called compound emotions, which are formed by combining two or more basic emotion categories, e.g., happily surprised, sadly fearful, and angrily disgusted. We showed how some compound emotion categories may be given by a single word. For example, in English, hate, appalled, and awe define three of these compound emotion categories. In Chinese, there are compound words used to describe compound emotions such as hate, happily surprised, sadly angry, and fearfully surprised.
We defined 22 categories, including 6 basic and 15 compound facial expressions of emotion, and provided an in-depth analysis of its production. Our analysis includes a careful manual FACS coding (Table 1) ; this demonstrates that compound categories are clearly distinct from the basic categories forming them at the production level, and illustrates the similarities between some compound expressions. We then defined a computational model for the automatic detections of key fiducial points defining the shape of the external and internal features of the face (Fig. 3) . Then, we reported on the automatic categorization of basic and compound emotions using shape and appearance features, Tables 3 and 4 . For shape, we considered configural features. Appearance is defined by Gabor filters at multiple scales and orientations. These results show that configural features are slightly better categorizers of facial expressions of emotion and that the combination of shape and appearance does not result in a significant classification boost. Because the appearance representation is dependent on the shape but also the reflectance and albedo of the face, the above results suggest that configural (second-order) features are superior discriminant measurements of facial expressions of basic and compound emotions.
Finally, we showed that the most discriminant features are also consistent with our AU analysis. These studies are essential before we can tackle complex databases and spontaneous expressions, such as those of ref. 39 . Without an understanding of which AUs represent each category of emotion, it is impossible to understand naturalistic expressions and address fundamental problems in neuroscience (40) , study psychiatric disorders (41), or design complex perceptual interfaces (42) . Fig. 4 shows the most discriminant configural features. Once more, we see that the results are consistent with the FACS analysis reported above. One example is the facial expression of happiness; note how its AU activation correlates with the results shown in Fig. 4B . Thick lines define the upper movement of the cheeks (i.e., cheek raiser, AU 6), the outer pulling of the lip corners (AU 12), and the parting of the lips (AU 25). We also see discriminant configural features that specify the squinting of the subject's right eye, which is classical of the Duchenne smile (3); these are due to AU 6, which wrinkles the skin, diminishing the intradistance between horizontal eye features.
Note also that although the most discriminant features of the compound emotion categories code for similar AUs than those of the subordinate basic categories, the actual discriminant configural features are not the same. For instance, happily surprised (Fig. 4H) clearly code for AU 12, as does happiness (Fig.  4B ), but using distinct configural features; this suggests that the expression of compound emotions differs slightly from the expression of subordinate categories, allowing us (and the computational algorithms defined herein) to distinguish between them. Another interesting case is that of sadly angry. Note the similarity of its most discriminant configural features with those of angrily disgusted, which explains the small confusion observed in Table 4 .
The research on the production and perception of compound emotion categories opens a new area of research in face recognition that can take studies of human cognition, social communication, and the design of computer vision and humancomputer interfaces to a new level of complexity. A particular area of interest is the perception of facial expressions of compound emotions in psychiatric disorders (e.g., schizophrenia), social and cognitive impairments (e.g., Autism spectrum disorder), and studies of pain. Also of interest is to study cultural influences in the production and perception of compound facial expressions of emotion. And a fundamental question that requires further investigation is whether the cognitive representation and cognitive processes involved in the recognition of facial expressions are the same or different for basic and compound emotion categories.
Materials and Methods
Database Collection. Subjects. A total of 230 human subjects (130 females; mean age 23; SD 6) were recruited from the university area, receiving a small monetary reward for participating. Most ethnicities and races were included, and Caucasian, Asian, African American, and Hispanic are represented in the database. Facial occlusions were minimized, with no eyeglasses or facial hair. Subjects who needed corrective lenses wore contacts. Male subjects were asked to shave their face as cleanly as possible. Subjects were also asked to uncover their forehead to fully show their eyebrows. Procedure. Subjects were seated 4 ft away from a Canon IXUS 110 camera and faced it frontally. A mirror was placed to the left of the camera to allow subjects to practice their expressions before each acquisition. Two 500-W photography hot lights were located at 508 left and right from the midline passing through the center of the subject and the camera. The light was diffused with two inverted umbrellas, i.e., the lights pointed away from the subject toward the center of the photography umbrellas, resulting in a diffuse light environment.
The experimenter taking the subject's pictures suggested a possible situation that may cause each facial expression, e.g., disgust would be expressed when smelling a bad odor. This was crucial to correctly produce compound emotions. For example, happily surprised is produced when receiving wonderful, unexpected news, whereas angrily surprised is expressed when a person does something unexpectedly wrong to you. Subjects were also shown a few sample pictures. For the six basic emotions, these sample images were selected from refs. 7 and 43. For the compound emotions, the exemplars were pictures of the authors expressing them and synthetic constructs from images of refs. 7 and 43. Subjects were not instructed to try to look exactly the same as the exemplar photos. Rather, subjects were encouraged to express each emotion category as clearly as possible while expressing their meaning (i.e., in the example situation described by the experimenter). A verbal definition of each category accompanies the sample picture. Then the suggested situation was given. Finally, the subject produced the facial expression. The photos were taken at the apex of the expression. Pictures taken with the Canon IXUS are color images of 4,000 × 3,000 (h × w) pixels.
KSDA Categorization. Formally, let m be the number of training samples, and c the number of classes. KSDA uses the kernel between-subclass scatter matrix and the kernel covariance matrix as metrics to be maximized and minimized, respectively. These two metrics are given by KSDA maps the original feature spaces to a kernel space where the following homoscedastic criterion is maximized (34):
Qðϕ,h 1 , . . . ,h C Þ = 1 h
where ∑ Φ ij is the sample covariance matrix of the j th subclass of class i (as defined above), and h is the number of summing terms. As a result, classification based on the nearest mean approximates that of the Bayes classifier.
The nearest-mean classifier assigns to a test sample t the class of the closest subclass mean, i.e., arg i min i,j t ϕ −μ where ðaÞ + = a if a > 0 and 0 otherwise (a ∈ R), and k·k H is the norm defined in the RKHS. Note that in the objective function thus defined, the first term computes the misclassification cost of the training samples, whereas the second term measures the complexity of its solution.
It has been shown (45) that for some kernels (e.g., splines, high-order polynomials), the classification function of SVM asymptotically approximates the function given by the Bayes rule. This work was extended by ref. 36 to derive an mSVM. In a c class problem, we now define the i th training sample as ðx i ,y i Þ, where y i is a c-dimensional vector with a 1 in the l position and −1=ðc − 1Þ elsewhere, l is the class label of x i ðl ∈ 1, . . . ,cÞ. We also define the cost function Lðy i Þ : R c → R c , which maps the vector y i to a vector with a zero in the l th entry and ones everywhere else.
The goal of mSVM is to simultaneously learn a set of c functions fðxÞ = ðf 1 ðxÞ, . . . ,f c ðxÞÞ T , with the constraint
