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Abstract-We give some conditions which imply that the origin is a center for polynomial two- 
dimensional systems. A related cubic nonautonomous equation is also considered. 
1. INTRODUCTION 
In this paper, we consider systems of the form 
P-1) 
in which p and q are homogeneous polynomials, and give some conditions which imply that 
the origin is a center. The system (1.1) was considered extensively in the past twelve years to 
construct polynomial systems with many limit cycles. The method is to bifurcate limit cycles 
out of the origin. To maximise the number of limit cycles which bifurcate, we need conditions 
which imply that the origin is a center. For the details and an account of recent developments, 
we refer the reader to the survey [l]. 
Suppose that p and q are of degree n. Then the polar form of (1.1) is 
7: = f(e)?-“, 
e = -1 + g(e)?=l, 
where 
and 
f(e) = cos ep(c0s 8, sine) + sin eq(c0s 8, sine), 
g(e) = cos eq(cos 8, sine) - sin ep(c0s 8, sine). 
In [2], it was shown that if we write 
s = ~--l (I - Tn-lg(e))-‘, 
then (1.2) is transformed to 
where 
f = _4(ejs3 + qejS2, 
and 
A(e) = -(n - l)f(e)g(e), 
B(e) = g’(e) - (n - q(e). 
(1.2) 
(1.3) 
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The transformation is defined in {(r,f?) : Fmlg(e) < 1); an open set containing the origin. The 
origin of (1 .l) corresponds to the constant solution s = 0 of (1.3); limit cycles of (1.1) , encircling 
the origin correspond to positive 2x-periodic solutions of (1.3). 
It is often useful when estimating the number of periodic solutions to consider the appropriate 
complexified form as explained in [3]. Hence, we are lead to consider equations of the form 
i = A(t) z3 + B(t) z2, (1.4) 
where z is complex-valued, while t remains real; A and B are real-valued functions. 
For a fixed real number p, we seek information about the number of solutions of (1.4) satisfying 
z(p) = z(0). We describe such solutions as periodic even when A and B are not periodic. We 
write, for 0 I t 5 p and c in a neighborhood of the origin 
z(t; 0, c) = fy ai(t)ct (1.5) 
i=l 
Since z(O;O,c) = c, we must have al(O) = 1 and ai = 0 for i 2 2. The solution z = 0 is a 
center for (1.4) if every solution starting in a neighborhood of the origin is p-periodic. It is clear 
that if the origin is a center for (l.l), then s = 0 is the center for (1.3). The solution z = 0 is a 
center for (1.4) if and only if al(p) = 1 and ai = 0 for i L 2. Substituting (1.5) into (1.4) and 
equating coefficients of c yields 61(t) = 0; since al(O) = 1, this implies that al(t) = 1. Moreover, 
&=A C aiajak+B C aiaj. 
i+j+k=n i+j=n 
(1.6) 
It was shown in [3] that if A and B are of the following forms, then z = 0 is a center for (1.4) 
A(t) = c.(t) Ai(u(t)), B(t) = c(t) &(u(t)), (1.7) 
where ‘1~ is a differentiable function on [O,p] with u(0) = U(P); Al and B1 are continuous functions 
on U( [O,p]). Special cases of this result were used in [3] to prove generalizations of both the 
classical divergence and symmetry conditions for the existence of a center for two-dimensional 
polynomial systems. Some particular class of equations was considered in [4] to demonstrate that 
the condition (1.7) is not necessary for a center. 
The aim of this paper is to generalize the condition given in [3]. Section 2 contains a new 
condition for a center. The origin is shown to be a center for (1.4) if A and B satisfy “piecewisely” 
some condition similar to that in (1.7). In the final section, we give some generalized divergence 
conditions for a center for the system (1.1). 
2. A CONDITION FOR A CENTER 
We start the section by giving the main result. 
THEOREM 2.1. Suppose that 0 = to < tl < -a. < tk =p and 
(9 
(ii) 
for every 1 5 i 5 k, there is a differentiable function Ui defined on [ti-1, ti] with ui(ti) = 
%+1(b) and ul(O) = uk(P); 
there are continuous functions Ai, Bi (for i = 1, 2,. . . , k) defined on Ui([ti_l, ti]) such 
that for t in [&_I, ti] 
and 
A(t) = tii(t) Ai(Ui(t)), B(t) = tii(t) Bi(Ui(t))y 
%(ti) Ai(Ui(ti)) = &+1(k) Ai+l(ui(ti)), 
k(ti) Bi(ui(ti)) = &+1(k) Bi+l(ui(ti))* 
Then, z = 0 is the center for (1.4). 
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PROOF. We use the recurrence formula (1.6) and show by induction that every a, is a function 
of ui on [&-I, ti]. If we define u(t) = pi, for t in [&_I, ti]. The assumptions given in the 
statement of the theorem imply that u is a continuous periodic function, but it is a piecewise 
differentiable on [0, p]. 
We find the formulae of a,, in [O,p], except at the terminal points ti; then, at these points by 
continuity. Clearly, if t is in (&-I, ti) then 
I 
ui (t) 
aa(t) = Bi(ui) dui = G(ui(t)), 
ui(ti-1) 
say. If as, as,. . . , a,,_1 are continuous functions of ui, then k, is of the form h(ui(t))tii(t) for 
some continuous function h. Therefore, a, is a function of ui. Hence, a,, is a function of u on 
[O,p]. The periodicity of u implies that a,(O) = a,(p) = 0 for all n 1 2, and then z = 0 is a 
center. 
REMARK 2.2. The conditions of Theorem 2.1 do not imply that A and B should have a common 
zero. The function u does not satisfy the hypotheses of Rolle’s Theorem. 
EXAMPLE 2.3. We take p = 1 and consider 
B(t) = 
(t-g2, 0953, 
48(t-;)5, ;<t11. 
Let .tc = 0, tl = +, t2 = 1. We choose u1 = t - 3, u2 = -4(t - i)“, Al(z) = -42, AZ(E) = 1, 
Bl(z) = z2, B2(z) = z. In 0 < t < i, &(t) Al(ul(t)) = -4(t - i), &(t) Bl(ul(t)) = (t - 4)“. In 
4 < t < 1, ti2(t)A2(u2(t)) = -12(t - i)“, &(t) Bz(us(t)) = -12(t - i)2(-4(t - a)3). The 
hypotheses of Theorem 2.1 are satisfied and hence, z = 0 is a center. Note that u is not 
differentiable at 3. 
We proved in [3] that if A is a constant multiple of B and B has mean value zero, then I = 0 
is a center for (1.4). The following is a generalization of this result. 
COROLLARY 2.4. Suppose that 0 = to < tl < . . . < tk = p and B(ti) = 0 with 
I 
ti 
B(t) dt = 0, forl<i<k-1. 
ti-1 
IfthereareCl, Cz,..., Ck such that for 1 < i 2 k - 1 
A(t) = CiB(t), in [L--l, ti], 
then z = 0 is a center for (1.4). 
PROOF. Let 
s 
t 
zqt) = B(s) ds, t in [ti_t, ti]. 
G-1 
By hypotheses, ui(ti) = 0 and in [&-I, ti] 
A(t) = tii(t)Ci, B(t) = tii(t). 
We apply Theorem 2.1 with Ai = Ci and Bi = 1. Note that 
I 
ti 
u&) = 0, t&+1(&) = B(s) ds = 0, 
ti 
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and 
?i&) B(&) = 0, ?&+I(&) B(&) = 0. 
It follows from the conditions in the statement of the corollary that A is a continuous function. 
EXAMPLE 2.5. Let p = 27~ and B(t) = sin4t. If to = 0, tl = $, t2 = r, t3 = 4, t4 = 2n and Cl, 
C2, Cs, C4 are constants with A(t) = CJ3(t) in [&_I, ti] for i = 1,2,3,4. Then, it is clear that 
I 
t, 
sin4t dt = 0, for i = 1,2,3,4. 
ii-1 
The hypotheses of Corollary 2.4 are satisfied and the origin is the center for (1.4). 
3. THE SECOND ORDER SYSTEMS 
In this section, we return to the polynomial system (l.l), the paper’s original motivation. We 
apply the result of Section 2 to prove a generalization of the well-known divergence condition for 
a center. 
THEOREM 3.1. If there are continuous functions G and H in x and y such that on x2 + y2 = 1 
(i) H # (n + i)G, 
(ii) G(pz + qy) = H(xp -t ytd, and 
(iii) G(H - (n + l)G)-1 is a function of xq - yp, 
then the origin is a center for (1.1). 
PROOF. The functions f and g in (1.2) and (1.3) satisfy the following relation: 
g’(0) = p,(cos8,sin0) + q,(cosB,sin@ - (n + l)f(@. 
Therefore, if P(0) = p,(cos8,sin@), Q(e) = qy(cosf9,sin8), G(B) = G(cos8,sin0) and H(8) = 
H(cos&sin@, then G(B)g’(B) = G(@(P(f?) + Q(0)) - (n + l)G(e)f(e). Prom (ii), we have 
G(e)q’(e) = H(e).f(e) - (n + i)G(e).f(e). H ence, f(e) = G(e) (H(8) - (n + l)G(@)-l g’(e). 
NOW, A(e) and B(e) in equation (1.1) are of the form 
A(e) = -(72 + I) g’(e) g(e) G(e) (H(e) - (~2 + 1) G(e))-l , 
r3(e) = (1 - (n - 1) G(e) (H(e) - (n + I) G(e))-l) g’(e). 
Condition (iii) in the statement implies that each of A and B is a function of g multiplied by g’. 
Let u(e) = g(e) in Theorem 2.1 with k = 1. Then the hypotheses of Theorem 2.1 are satisfied 
and hence, the origin is a center for (1.1). 
REMARK 3.2. Theorem 3.1 can be proved by using the result of [3]. Theorem 6.1 in [3] is 
a particular case of the above result. The following is “piecewise” type conditions; its proof 
depends on the result of Theorem 2.1. 
THEOREM 3.3. Suppose that 0 = B. < 8i < ... < Bk = 2~. and there are continuous functions 
Gi, Hi with i = 1, 2,. . . , k such that for 1 5 i < k, 
(i) Hi # (n+ l)Gi, on x = case, y = sine, 13 in [&-i,&], 
(ii) Gi(p, + qr,) = Hi(xp + yq), x = cos6, y = sine, 0 in [&_i, &I, 
(iii) Gi(Hi - (n + l)Gi)- l is a function of xq - yp when x = cos 0, y = sin 8, 8 in [&_i, &I, 
(iv) If x = cos &, y = sin &, then 
Gi (pz + qv - (n + l)(xp + yq)) (Hi - (n + 1)G) 
= Gi+l (pz + ql/ - (n + l)(xp + YP)) (Hi+1 - (n + l)Gi+d . 
Then, the origin is a center for (1 .l). 
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PROOF. Let pi = g(e) on [&-I, 0i]. The hypotheses of Theorem 2.1 are satisfied. The as- 
sumption (iv) implies that A and B are continuous as defined in a similar form of Theorem 3.1 
but in a piecewise way. The remaining part of the proof is similar to that of Theorem 3.1. 
REMARK 3.4. The functions G and H in Theorem 3.1 (or Gi, Hi in Theorem 3.3) are of general 
nature. In the case that G and H are polynomials, there is a unique pair which satisfies (i) 
and (ii) (up to a multiple of a polynomial without zeros). The polynomials f and g’ + (n + 1)f 
can be factorized into 
f = lhl, g’ + (n + 1)f = Zhz, 
where hl and h2 are polynomials with no common zeros. Hence, we choose G = hl and H = h2. 
Condition (i) is satisfied when h2 - (n + l)hl does not have a zero. Therefore, in the case 
that G and H are polynomials, we have only to satisfy the following condition on x2 + y2 = 1. 
hl(hz - (n + l)hl)- 1 is defined and is a function of J l’(h2 - (n + 1)hl). 
EXAMPLE 3.5. In the system (l.l), we takep = ax4+ax2y2-by4 and q = (a+b)x3y+(a+2b)xy3 
with b # 0. On x = cost), y = sine, we have 
p, + qy = cos B(5a + b + 5b sin2 e), 
zp+yq=cosB(a+bsin20), 
xq - yp = bsinf?. 
If G(B) = a + bsin2 8 and H(B) = 5a + b + 5bsin2 8, then H - 5G = b. The hypotheses of 
Theorem 3.1 are satisfied, and hence, the origin is a center. 
EXAMPLE 3.6. Consider the case in which p = ax4y + (2a - 0.5)~~~~ + (a - 2.5)~~ and 
q = (-a - 1)x5 + (0.5 - 2a)x3y2 + (3.5 - a)xy4 with a # 0. Let 
Ii 
2i - 1 2i 1 
= 4x9 ---$---r + 1 , for i = 1,2,3,4. 
We define G1 = G3 = y(y2 - x2), HI = H3 = y(x2 + 13y2), G2 = G4 = x(y2 - x2) and 
H2 = H4 = x(x2 + 13~~). On x = case, y = sine, we have for i = 1, 3, Hi - 6Gi = 7sin8, which 
is not zero in Ii. For i = 2, 4, Hi - 6Gi = 7~0~8, which is not zero in Ii. On the other hand, 
p, + qY = cos e sin eccos2 e + 13 sin2 e), 
xp+yq = COST sinB(sin2 e - c0s2e), 
Xq - yp = -3.5COS2 e f 2.5 -U. 
By Theorem 3.3, the origin is a center for this system. 
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