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El control robusto logra preservar la estabilidad y el desempen˜o del sistema re-
troalimentado bajo la presencia de perturbaciones e incertidumbres, cuando se
conocen las cotas superiores de las normas de dichas perturbaciones e incerti-
dumbres o la ganancia finita de las incertidumbres. Por su parte el control adap-
table no requiere informacio´n previa sobre estas cotas, si no que auto-ajusta (auto-
sintoniza) los para´metros del controlador en el control adaptable directo. En esta
tesis se presenta una solucio´n en lı´nea para el problema control robusto de sensi-
bilidadmezclada, con unme´todo de auto-sintonizacio´n para los para´metros libres
de control. Se consideran plantas lineales, multi-salida, de entrada mu´ltiple (MI-
MO) estabilizables y detectables. Esto crea un vı´nculo entre el control robusto y el
control adaptable, manteniendo los beneficios tales como la atenuacio´n tanto de
perturbaciones a bajas y altas frecuencias. La incertidumbre no estructurada esta´
representada por un modelo de incertidumbre de retroalimentacio´n. Las expre-
siones analı´ticas del controlador se escriben en te´rminos del espacio de estados
de la planta y el controlador pertenece a la parametrizacio´n de todos los controla-
dores estabilizantes de la parametrizacio´n de Youla. No se necesita de un modelo
para el proceso de autoajuste. La estabilidad del criterio de sensibilidad mezclada
se analiza mediante el Teorema de pequen˜as ganancias utilizando la medida de
las sen˜ales de intere´s. De manera similar, el Teorema de pequen˜as ganancias para
sistemas no lineales se utiliza para asegurar la estabilidad del sistema en general
con el proceso de ajuste automa´tico. Un esquema de control robusto adaptable
que utiliza el me´todo de algoritmo gradiente para la adaptacio´n del para´metro
libre del controlador es presentado.
Palabras clave:
control robusto adaptable,parametrizacio´n de todos los controladores estabilizantes,
auto-sintonizacio´n, sistemas retroalimentados.
5
I´ndice general
Resumen 5
1. Introduccio´n 10
1.1. Estado del arte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2. Planteamiento del problema . . . . . . . . . . . . . . . . . . . . . . . 11
1.3. Hipo´tesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4. Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4.1. Objetivo General . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4.2. Objetivos especı´ficos . . . . . . . . . . . . . . . . . . . . . . . 14
1.5. Estructura de la tesis . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2. Antecedentes 16
2.1. Descripcio´n del capı´tulo . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2. Control adaptable . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3. Parametrizacio´n de los controladores estabilizantes . . . . . . . . . . 19
2.4. Expresiones analı´ticas de los controladores estabilizantes . . . . . . 20
2.5. Criterio de sensibilidad mezclada . . . . . . . . . . . . . . . . . . . . 21
2.6. Esquemas de control adaptable directo . . . . . . . . . . . . . . . . . 23
2.7. Problemas de inestabilidad . . . . . . . . . . . . . . . . . . . . . . . . 25
2.8. Leyes de adaptacio´n con normalizacio´n. . . . . . . . . . . . . . . . . 29
2.9. Me´todo de disen˜o mediante Lyapunov-SPR. . . . . . . . . . . . . . . 31
3. Resultados; Control Robusto Adaptable Directo 34
3.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2. Para´metros libres en te´rminos de la norma infinito de la incerti-
dumbre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3. Estructura del controlador robusto adaptable directo. . . . . . . . . 36
3.4. Solucio´n al problema de sensibilidad mezclada. . . . . . . . . . . . . 39
3.5. Ana´lisis de estabilidad del control robusto adaptable. . . . . . . . . 43
3.6. Ley de adaptacio´n mediante Lyapunov SPR. . . . . . . . . . . . . . . 44
3.7. Adaptacio´n del para´metro libre mediante algoritmo gradiente . . . 46
6
4. Ejemplo de aplicacio´n 53
4.1. Descripcio´n del capı´tulo . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2. Implementacio´n del control robusto adaptable . . . . . . . . . . . . 55
4.3. Implementacio´n del algoritmo disen˜ado por Lyapunov SPR . . . . . 58
4.4. Implementacio´n del controlador robusto adaptable por algoritmo
gradiente . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5. Conclusiones y trabajos futuros 67
Ape´ndice A:Mixed sensitivity robust adaptive control in a one degree of
freedom feedback configuration. 74
7
I´ndice de figuras
1.1. Esquema de control de un para´metro. . . . . . . . . . . . . . . . . . . 13
2.1. Esquema del controlador con ganancias ajustables. . . . . . . . . . . 17
2.2. Diagrama a bloques del controlador retroalimentado con ganancia
fija. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3. Esquema de control de dos para´metros. . . . . . . . . . . . . . . . . . 21
2.4. Esquema de control adaptable directo. . . . . . . . . . . . . . . . . . 23
2.5. Diagrama del sistema interconectado. . . . . . . . . . . . . . . . . . . 26
3.1. Esquema de control con modelo de incertidumbre retroalimentado. 36
3.2. Esquema de control con retroalimentacio´n de incertidubre y auto
sintonizacio´n. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3. Relacio´n geome´trica entre ||Sol ||∞ y ||Tu∆y∆h||∞. . . . . . . . . . . . . . 41
3.4. Esquema de control con retroalimentacio´n de incertidubre y auto
sintonizacio´n. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.5. Esquema de control con modelo de referencia y planta incierta. . . . 47
4.1. Salidas del sistema. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2. Salidas del sistema incierto. . . . . . . . . . . . . . . . . . . . . . . . 55
4.3. Salidas del sistema nominal con r fijo. . . . . . . . . . . . . . . . . . 55
4.4. Salidas del sistema incierto con r fijo. . . . . . . . . . . . . . . . . . . 56
4.5. Valor dina´mico de r(t). . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.6. Control Signal (u). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.7. Respuesta con incertidumbres de altas frecuencias. . . . . . . . . . . 58
4.8. Respuesta con incertidumbres de bajas frecuencias. . . . . . . . . . . 58
4.9. Condicio´n del Teorema de Pequen˜as Ganancias γ1γ2 ≤ 1. . . . . . . 59
4.10. Salida del modelo de referencia. . . . . . . . . . . . . . . . . . . . . . 59
4.11. Salida de la planta. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.12.Convergencia de la salida de la planta yp a ym. . . . . . . . . . . . . . 60
4.13.Error entre los estados del modelo de referencia y la planta. . . . . . 61
4.14.Error entre las salidas del modelo de referencia y la planta. . . . . . 61
4.15.Comportamiento dina´mico del parametro θ. . . . . . . . . . . . . . . 62
8
4.16.Comportamiento dina´mico del parametro φ. . . . . . . . . . . . . . . 62
4.17. Salida del modelo de referencia. . . . . . . . . . . . . . . . . . . . . . 63
4.18. Salida de la planta con r adaptable. . . . . . . . . . . . . . . . . . . . 64
4.19.Error entre las salidas del modelo de referencia y la planta. . . . . . 64
4.20.Comportamiento dina´mico de θ˙. . . . . . . . . . . . . . . . . . . . . 65
4.21.Comportamiento dina´mico de r. . . . . . . . . . . . . . . . . . . . . . 65
9
Capı´tulo 1
Introduccio´n
En este capı´tulo, se habla sobre el estado del arte, presentando una breve descrip-
cio´n de lo que es el control adaptable y el control robusto, se presentan adema´s
los objetivos perseguidos durante el presente trabajo, ası´ como el planteamiento
del problema que se ataca y la hipo´tesis bajo la cual se desarrolla esta tesis.
1.1. Estado del arte
Incertidumbres tales como variaciones parame´tricas, dina´micas no modeladas,
o debidas a desgaste o envejecimiento de los componentes, perturbaciones tales
como cambios de carga, sen˜ales de interferencia o ruido en la medicio´n, y la ex-
tensio´n de las te´cnicas de control cla´sico a sistemas multi-entrada multi-salida,
han motivado el desarrollo del control robusto [1]. Por otro lado, los algoritmos
de control adaptable [2] pueden ser inestables bajo la presencia de estas incer-
tidumbres o perturbaciones, por lo que por ejemplo en los trabajos de [3], [4]
y [5] se han desarrollado algoritmos de control adaptable robusto que logran la
auto-sintonizacio´n del controlador preservando la estabilidad y el desempen˜o del
sistema en lazo cerrado, bajo la presencia de incertidumbres y perturbaciones. Es-
tos trabajos abarcan sistemas de fase no-mı´nima e inestables a diferencia de los
algoritmos de control adaptable basados en el control de modelo interno [6] que
se restringen a plantas estables. Adema´s, hay pocos trabajos sobre control robusto
adaptable basados en la parametrizacio´n de todos los controladores estabilizan-
tes, tales como los de [4], [7] y [8].
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En esta tesis se propone utilizar las expresiones analı´ticas de los controladores es-
tabilizantes propuestas por [9], [10] y [11] con la finalidad de simplificar las rela-
ciones entre los para´metros libres de los controladores estabilizantes en te´rminos
de la norma de la incertidumbre no estructurada o de la ganancia finita. Esto au-
nado a que las funciones de sensibilidad son funciones afines de los para´metros
libres cuando se utiliza la parametrizacio´n de todos los controladores estabilizan-
tes [12], hace factible el desarrollo de algoritmos de control adaptable robustos.
Un primer intento en esta direccio´n es el trabajo de [13], en el cual se propuso un
modelo de incertidumbre no estructurado basado en linealizacio´n parcial, la ga-
nancia finita de esta incertidumbre se obtuvo en lı´nea y el para´metro libre del con-
trolador estabilizante se actualizo´ en lı´nea resolviendo un criterio de sensibilidad
mezclada, garantizando estabilidad robusta mediante el Teorema de pequen˜as
ganancias. En el trabajo de [13] el controlador estabilizante es disen˜ado para una
planta nominal ideal con informacio´n completa del estado y matriz de entrada in-
vertible, por lo que para su implementacio´n se requiere una pseudo-inversa de la
matriz de entrada y ana´lisis de estabilidad, a diferencia de los trabajos de [9], [10]
y [11] que no requieren dicha pseudo-inversa y garantizan estabilidad para la
planta nominal.
1.2. Planteamiento del problema
En este trabajo se ha eliminado el uso de la matriz pseudo-inversa a la entrada,
pues se han considerado que los sistemas a los que es aplicable son meca´nicos
completamente actuados, y que adema´s, se tiene la informacio´n completa del es-
tado. Se ha considerado tambie´n, que se puede tener informacio´n de la posicio´n o
de la velocidad, pero no de ambas.
El objetivo es resolver un problema de control de sensibilidad mezclada, uti-
lizando la parametrizacio´n de todos los controladores estabilizantes. En donde
el para´metro libre R(s) es la solucio´n de dicho problema. El cual, inicialmente,
sera´ visto como un para´metro constante, posteriormente se busca analizar la es-
tabilidad de todo el sistema en lazo cerrado considerando ahora a R(s) varian-
te en el tiempo. Dicho para´metro R(s) se usa tambie´n para el proceso de auto-
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sintonizacio´n del controlador, logrando el efecto de adaptacio´n.
Para el problema de control robusto adaptable mediante algoritmo de descen-
so gradiente, donde el para´metro libre del controlador K(s) sera´ el adaptable. Se
supondra´ tambie´n, al modelo de referencia como la planta nominal sin incerti-
dumbres.
Se supondra´ que la normaH2 de las perturbaciones permanecera´ acotada. Donde
P(s) representa a la planta, u(s) y y(s) son la entrada y salida de la planta, respecti-
vamente, e(s) es la sen˜al del error, y di(s), do(s) y dm(s) son perturbaciones externas
a la entrada, a la salida y en la medicio´n de la planta, respectivamente. La entrada
de la planta u(s) es generada por una sen˜al linealmente independiente, esto es
u(s) = K(s)e(s) + di(s) (1.2.1)
donde
e(s) = yd(s)− (y(s) + dm(s)) (1.2.2)
y K(s) es el controlador de un para´metro.
Se supone que se tiene informacio´n completa del estado o la existencia de un
observador y el uso del principio de separacio´n. Esta tesis se enfoca en el disen˜o
de un controlador para la planta (sIn −A)−1B.
En lo siguiente conside´rese que R(s) = rI ∈ R, donde primero r sera´ fija y real, para
despue´s ser una funcio´n del tiempo en el disen˜o de la ley de control adaptable.
Se supone que (F,G,J) es una realizacio´n mı´nima de la planta P(s) en la cual la
dimensio´n del estado n es par, el taman˜o de la entradam esm = n/2 y la dimensio´n
de la salida p es p = m. Utilizando el cambio de coordenadas x¯ = T1x dado por
el Lema 1 de [10], se logra alcanzar una estructura deseada para el disen˜o del
controlador
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
T1 =

Im −G1G−12
V1Θ1 Im

T −11 =

∆
−1
1 ∆
−1
1 G1G
−1
2
−V1Θ1∆−11 Im −V1Θ1∆−11 G1G−12

(1.2.3)
donde se supone que G2 es una matriz no singular y

V1 := (F12 −G1G2−1F22)−1
Θ1 := (F11 −G1G2−1F21)
∆1 := Im −G1G2−1V1Θ1
(1.2.4)
siendo F11, F12, F12 , F22, G1 y G2 ∈ Rm×m los elementos de las particiones, la
cual es acorde a las dimensiones de la entrada y de la salida, de las matrices F y
G respectivamente. Lo cual resulta en la siguiente realizacio´n del sistema en las
nuevas coordenadas, con A = T1FT
−1
1 , B = T1G
A =
 0 A12A21 A22
 , B =
 0Bm
 , C = JT −11 (1.2.5)
Se supone que se tiene informacio´n completa del estado o la existencia de un
observador y el uso del principio de separacio´n. Esta tesis se enfoca en el disen˜o
de un controlador para la planta (sIn −A)−1B.
Figura 1.1: Esquema de control de un para´metro.
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Donde P(s) representa a la planta, u(s) y y(s) son la entrada y salida de la planta,
respectivamente, e(s) es la sen˜al del error, y di(s),do(s) y dm(s), son perturbaciones
externas a la entrada, a la salida y en la medicio´n de la planta, respectivamente.
1.3. Hipo´tesis
Para sistemas lineales multi-entrada multi-salida, controladores estabilizantes de
uno y dos grados de libertad dados en [9], [10] y [11], y un ambiente sujeto a incer-
tidumbres de norma infinito acotada y perturbaciones de norma dos acotada; se
pueden determinar las condiciones sobre los para´metros libres de los controlado-
res estabilizantes, minimizando un criterio de sensibilidad mezclada, en te´rminos
de la norma de la ganancia finita, la cual se obtiene en lı´nea.
1.4. Objetivos
1.4.1. Objetivo General
Disen˜ar controladores estabilizantes auto-ajustando sus para´metros libres, pa-
ra satisfacer un criterio de sensibilidad mezclada. Estos controladores robustos
adaptables directos esta´n basados en la ganancia finita obtenida en lı´nea, con ba-
se a mediciones de la entrada y de la salida de la planta.
1.4.2. Objetivos especı´ficos
Los objetivos especı´ficos son:
1. Revisio´n bibliogra´fica de control robusto en un esquema de control adapta-
ble directo, para sistemas lineales multi-entrada multi-salida.
2. Estudiar y comprender la funcio´n de los para´metros libres de los controla-
dores.
3. Proponer un algoritmo de auto-ajuste de los para´metros libres de los con-
troladores.
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4. Garantizar estabilidad del esquema de control propuesto.
5. Ana´lisis del desempen˜o del esquema control en lazo cerrado.
1.5. Estructura de la tesis
En el capı´tulo 2, se da una descripcio´n de la parametrizacio´n de los controladores
estabilizantes que se utiliza a lo largo del presente trabajo, ası´ como la solucio´n a
la ecuacio´n Diofantina utilizada. Se habla tambie´n de todo lo referente al proble-
ma de control de sensibilidad mezclada solucionado, de los esquemas de control
adaptable directos y de todos los aspectos relacionados al mismo control.
En el capı´tulo 3 se presentan los resultados del control robusto adaptable, se ha-
bla de los para´metros libres que se utilizan para resolver los problemas tanto de
sensibilidad mezclada como de la auto-sintonizacio´n, se presentan adema´s, las
pruebas de estabilidad en lazo cerrado y se describen las herramientas utilizadas.
Se presentan tambie´n los esquemas de control basados en Lyapunov y en un al-
goritmo de descenso de gradiente, en los que se trata de establecer una relacio´n
entre el control adaptable y el robusto.
En el capı´tulo 4 se presentan las aplicaciones del algoritmo a un sistema robo´tico
planar completamente actuado llamado doble pe´ndulo, adema´s de una compara-
cio´n entre un algoritmo adaptable y uno tradicional.
Por u´ltimo, en el capı´tulo 5 se presentan las conclusiones y se habla del trabajo a
futuro.
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Capı´tulo 2
Antecedentes
2.1. Descripcio´n del capı´tulo
En este capı´tulo se presentan las herramientas matema´ticas necesarias para el
desarrollo de esta tesis como lo son la parametrizacio´n de los controladores es-
tabilizantes [12], se presentan tambie´n las expresiones analı´ticas de dicha para-
metrizacio´n las cuales esta´n dadas por [10]. Se habla tambie´n acerca de lo que se
considera en el criterio de sensibilidad mezclada a resolver [13].Para finalizar, se
describen los esquemas de control adaptable directo, ası´ como las condiciones de
convergencia y los problemas de inestabilidad que dichos esquemas presentan [2].
2.2. Control adaptable
De a cuerdo al diccionario, la palabra adaptar significa ”Modificar [un ser vivo]
alguna de sus caracterı´sticas o tener unas caracterı´sticas que le permiten desarrollar-
se en un lugar o situacio´n distintos a los originales o ido´neos”, los te´rminos como
“control adaptable” y ”sistemas adaptables” han sido utilizados desde principios de
1950 [14]. En un principio, la motivacio´n que inicio´ con estos disen˜os era la de
crear pilotos automa´ticos para aeronaves de alto desempen˜o, aeronaves que ope-
raban en una amplia gama de velocidades y altitudes, cuyas dina´micas son no
lineales y adema´s, variantes en el tiempo [14]. Para un punto de operacio´n dado,
especificado por la velocidad de la aeronave, es posible aproximar el comporta-
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miento a un modelo lineal. Por ejemplo, para un punto de operacio´n i, el modelo
lineal de la aeronave tiene la forma [15]

x˙ = Aix +Biu,x(0) = x0
y = Cix +Diu
(2.2.1)
donde Ai ,Bi ,Ci y Di esta´n descritas en funcio´n del punto de operacio´n i. Confor-
me la aeronave cambia las condiciones de vuelo, el punto de operacio´n cambia,
lo que a su vez conlleva cambios en las matrices Ai ,Bi ,Ci y Di . Debido a que la
sen˜al de salida y(t) contiene informacio´n del estado x ası´ como de los para´metros,
se puede argumentar que, bajo estos principios, seleccionando un controlador en
lazo cerrado con retro-alimentacio´n deberı´a ser capaz de aprender acerca de los
cambios en los para´metros al procesar la sen˜al de salida y(t). Esta suposicio´n lle-
va a la seleccio´n de un esquema de control en la cual se basa el control adaptable,
la cual consiste en un lazo de retro-alimentacio´n y un controlador con ganancias
auto-ajustables, como se muestra en la Fig. 2.1. La manera en la que las ganancias
del controlador se ajustan sucede en respuesta al comportamiento de la planta y
a las perturbaciones que la afectan, esto distingue a un esquema de otro [14].
Figura 2.1: Esquema del controlador con ganancias ajustables.
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Un esquema de control con retro-alimentacio´n cuyo valor de K(s) es fijo, es desea-
ble que sea disen˜ado con la capacidad de hacer frente a los cambios que el sistema
presente, dichos cambios se encuentran entre ciertas cotas.
Figura 2.2: Diagrama a bloques del controlador retroalimentado con ganancia fija.
Conside´rese el diagrama a bloques de la Fig. 2.2, en donde G(s) es la funcio´n de
transferencia de la planta y K(s) es la funcio´n de transferencia del controlador.
Entonces, la funcio´n de transferencia de yd a y esta´ dada por (2.2.2)
y
yd
=
K(s)(sI −A)−1B
1+K(s)(sI −A)−1B (2.2.2)
Donde K(s) es elegida tal que, la planta en lazo cerrado sea estable, sin importar la
variacio´n parametrica ni las incertidumbres existentes en la planta P(s), y y ≈ yd
dentro del rango de las frecuencias de intere´s. Esta ultima condicio´n, se puede
satisfacer al seleccionar K(s) tal que la norma de la ganancia del lazo cerrado
||K(jω)P(jω)|| sea tan grande como sea posible en el espectro de la frecuencia de
yd . Los problemas de seguimiento y estabilizacio´n de P(s) pueden ser logrados
con un disen˜o de K(s) que considere los cambios de la planta existentes dentro de
ciertas cotas.
Este tipo de control se conoce como “control robusto”, el cual no es considerado
como un sistema adaptable incluso si su desempen˜o es correcto bajo cierta clase
de incertidumbre parame´trica y dina´micas no modeladas.
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2.3. Parametrizacio´n de los controladores estabilizan-
tes
Las fo´rmulas explı´citas que representan la doble factorizacio´n coprima de una
funcio´n de transferencia, esta´n expresadas en te´rminos de su realizacio´n en es-
pacio de estados, la cual debe ser detectable y estabilizable. Estas fo´rmulas esta´n
relacionadas con la solucio´n a la identidad de Bezout o ecuacio´n Diofa´ntica [16].
Otra forma de representar la realizacio´n mı´nima de una planta, se conforma por
dos matrices, correspondientes al numerador y al denominador de la funcio´n de
transferencia de la planta [16]. La factorizacio´n coprima derecha de una planta
esta´ dada en [16]
P(s) =N (s)D−1(s) (2.3.1)
y la factorizacio´n coprima izquierda
P(s) = D˜−1(s)N˜ (s) (2.3.2)
donde D(s),D˜(s) representan los denominadores de la funcio´n de transferencia
de la planta, N (s),N˜ (s) son los numeradores de la planta. Ambas partes deben
pertenecer al conjunto de funciones racionales propias y estables RH∞ [12].
La coprimicidad que implica dicha factorizacio´n se debe a que se trata de una
realizacio´n mı´nima de la planta, es decir, no existen polos y ceros inestables en
comu´n entre el numerador y el denominador. Se sabe que la factorizacio´n es co-
prima si existen funciones X(s),Y (s),X˜(s) y Y˜ (s) ∈ RH∞ pertenecientes al conjunto
de funciones racionales, propias y estables tales que resuelvan la identidad de Be-
zout o las ecuaciones Diofa´nticas izquierda y derecha [12]. La identidad de Bezout
es,
X(s) Y (s)D˜(s) −N˜ (s)

N (s) Y˜ (s)D(s) X˜(s)
 = I2m (2.3.3)
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En el trabajo de [17] se presenta una parametrizacio´n diferente a la que se ha uti-
lizado aquı´, en ella se propone una estructura para la matriz de salidas C que so´lo
considere informacio´n de salidas de posiciones, esto so´lo es aplicable a sistemas
meca´nicos con una estructura particular en su espacio de estados, C = [C11 0],
adema´s de tener disponibles las soluciones de ambas ecuaciones diofantinas, la
solucio´n a la ecuacio´n derecha es
X(s) =
1
s + a
(
X1s +Y0A21A12 + a
3Im
)
A−112C
−1
11
Y (s) =
1
s + a
(sIm +Y0)Bm
(2.3.4)
donde A12,A21,A22 y Bm son las particiones de las matrices F,G,J luego de aplicar
la transformacio´n T1
Y0 : = A22 +3aIm
X1 : = Y0A22 +A21A12 +3a
2Im
lo cual da una solucio´n a la doble factorizacio´n coprima dada en [17].
2.4. Expresiones analı´ticas de los controladores esta-
bilizantes
Sean P(s) = N (s)D−1(s) y P(s) = D˜−1(s)N˜ (s) cualesquier factorizaciones coprimas
izquierda y derecha de P(s) con N (s), N˜ (s), D(s) y D˜(s) pertenecientes a RH∞.
Entonces, la parametrizacio´n de todos los controladores que estabilizan a P(s)
propuesta por [18] [12] esta´ dada por
K(s) = D˜−1k (s)N˜k(s) =Nk(s)D
−1
k (s)
D˜k(s) := Y (s)−R(s)N˜ (s), Dk(s) := Y˜ (s)−N (s)R˜(s)
N˜k(s) := X(s) +R (s)D˜ (s) , Nk(s) := X˜(s) +D (s) R˜ (s)
(2.4.1)
donde R(s) y R˜(s) pertenecen a RH∞ y son los para´metros libres de control.
La configuracio´n de control de un grado de libertad se muestra en la Fig. 2.2,
mientras que la Fig. 2.3 muestra una configuracio´n de control de dos grados de
libertad, [12].
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Una versio´n de la configuracio´n de control de dos para´metros se muestra en la
Fig. 2.3 [12], donde u(s) es generada por dos sen˜ales independientes diferentes
yd(s) y y(s), esto es
u(s) = Kr(s)yd(s)−K(s)y(s) (2.4.2)
donde yd es la entrada de referencia y [Kr(s) K(s)] es el controlador de dos para´me-
tros.
Figura 2.3: Esquema de control de dos para´metros.
2.5. Criterio de sensibilidad mezclada
En [19] se considera el lazo retroalimentado de la Fig. 1.1 ası´ como sistemasMEMS
(Multi-Entrada Multi-Salida) y P(s) es estabilizada por K(s) en el lazo cerrado, se
supone que no se conoce el tipo de perturbacio´n que presenta el sistema, pero se
sabe que estas esta´n acotadas en un rango de frecuencias 0 ≤ ω ≤ ωb. El objetivo
de disen˜o, es el de encontrar un controlador K(s) que minimice el peor caso de
la norma-2 de la salida y(s) afectada por cualquier perturbacio´n d(s), de norma-2
acotada, y que estabilice el lazo, lo cual se logra al resolver el problema
min
K(s)
||S ||∞ (2.5.1)
donde S es una funcio´n de sensibilidad gene´rica.
Conside´rese ahora una planta incierta denotada por P∆(s) en una configuracio´n de
retroalimentacio´n negativa y unitaria. Considere adema´s que utilizando la fun-
cio´n gene´rica de sensibilidad S utilizada en la Ec. (2.5.1), la funcio´n sensibilidad
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a la salida So, donde So(s) = (I + P(s)K(s))
−1 logra minimizar el efecto de las per-
turbaciones ||d(t)||2 sobre la salida ||y(t)||2. El siguiente criterio adema´s atenu´a el
efecto de incertidumbres de norma infinito acotada
J1 =
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
 W1(s)So(s)W2(s)Tu∆y∆(s)

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∞
(2.5.2)
al emplear un controlador estable K(s) que es disen˜ado para la planta nominal
P(s), en donde Tu∆y∆(s) es la funcio´n de transferencia de la salida de la incer-
tidumbre y∆ a la entrada u∆, y W1(s),W2(s) son funciones de peso pasa-bajas y
pasa-altas, respectivamente, adema´s de estables y de fase mı´nima.
Utilizando un controlador estabilizante, dado por la parametrizacio´n de todos los
controladores estabilizantes, es posible convertir este problema en uno de segui-
miento de modelo, el cual dependera´ principalmente del para´metro libre, y J1
es minimizado por el Teorema de Nehari [20] resolviendo ecuaciones de Riccati
(ver [21] [22] [23]).
Entonces, el ı´ndice (2.5.2) es transformado en [24], obteniendo
J2 =
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
 SolTu∆y∆h

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∞
(2.5.3)
donde Sol representa la funcio´n sensibilidad a la salida minimizada en bajas fre-
cuencias y Tu∆y∆h representa la funcio´n de transferencia de la salida y∆ a la entrada
u∆ en altas frecuencias.
Siendo esto, un problema de sensibilidad mezclada con matrices cuyos elementos
son reales y sin un sistema aumentado, lo que implica que el orden de K(s) no
sera´ ma´s grande que el de P(s). El ı´ndice J2 involucra la minimizacio´n simultanea
de las normas ||Tu∆y∆h||∞ y ||Sol ||∞ , es decir
min
K(s)
||Sol ||∞ (2.5.4)
sujeto a
||Tu∆y∆h||∞ = ||Sol ||∞ (2.5.5)
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2.6. Esquemas de control adaptable directo
El control adaptable directo o esquema de modelo de referencia, actualiza los
para´metros del controlador directamente, es decir, no se hace un estimado explı´ci-
to o identificacio´n de los para´metros inciertos de la planta. Una manera tı´pica de
realizar este procedimiento consiste en identificar y derivar la sen˜al de error, la
cual tiene una dependencia lineal al error de para´metros θ˜ := θ −θ∗ donde θ es el
valor real y θ∗ es el valor estimado. La sen˜al de error a la salida e(t) = yp(t)−ym(t),
siendo yp(t) la salida de la planta y ym(t) la salidad del modelo de referencia, es la
base para los esquemas de control adaptable basadas en el error [2].
Considere, como ejemplo [2] de este tipo de esquemas, una planta P(s) cuya fun-
cio´n de transferencia esta´ dada por
P(s) =
kp
s + a
=
yp
u
(2.6.1)
donde a > 0, kp > 0 y kp es desconocido.
Figura 2.4: Esquema de control adaptable directo.
En la Fig. 2.4 se presenta un esquema de control adaptable directo con modelo de
referencia, el cual se redisen˜a utilizando el me´todo de Lyapunov.
Sea la ecuacio´n del modelo
M(s) =
1
s + a
o ˙ym = −aym + r (2.6.2)
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y la ecuacio´n de la planta
P(s) =
kp
s + a
o y˙p = −ayp + kpθr (2.6.3)
Se puede apreciar que, la eleccio´n lo´gica serı´a θ = 1kp
para de esta manera lograr
que y˙p = ˙ym → yp − yp(0) = ym − ym(0), con lo cual el valor nominal o verdadero de θ
es
θ∗ =
1
kp
→ ˙ym = −aym + kpθ∗r (2.6.4)
y el error de seguimiento
e˙ = −ae + kp(θ −θ∗)r (2.6.5)
Donde se define el error parame´trico como φ := θ − θ∗. Dado que θ∗ es fijo, pero
desconocido, se puede suponer que
φ˙ = θ˙ (2.6.6)
Definiendo la funcio´n de Lyapunov como
V := e2 + kpφ
2 > 0 (2.6.7)
lo que resulta en la funcio´n
V˙ = −2ae2 +2kp(er + θ˙)φ ; a > 0 (2.6.8)
seleccionando la ley de adaptacio´n como
θ˙ = −er (2.6.9)
entonces
V˙ = −2ae2 ≤ 0 (2.6.10)
Lo que implica que e y φ son acotadas.
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2.7. Problemas de inestabilidad
Uno de los mayores retos al disen˜ar un controlador es el desempen˜o ante incer-
tidumbres y perturbaciones, usualmente, para sistemas donde las perturbaciones
son pequen˜as y acotadas, es suficiente con el disen˜o de un control robusto, el cual
garantiza un buen desempen˜o y estabilidad en lazo cerrado para cierto rango de
incertidumbres y perturbaciones. Por otra parte, el control adaptable puede ser
usado para superar las incertidumbres y perturbaciones mediante la adaptacio´n
del controlador [25].
Los controladores adaptables son en esencia, controles no lineales, es decir, el sis-
tema en lazo cerrado es no lineal. La estabilidad de un sistema no lineal depende
de las entradas del sistema, incluidas las perturbaciones. Para algunos sistemas
no lineales asinto´ticamente estables, las perturbaciones de energı´a finita pueden
llevar al sistema a un estado donde las trayectorias no convergen hacia el origen.
En los sistemas de control adaptable, es necesario tomar en cuenta la presencia de
incertidumbres en el ana´lisis de estabilidad [25].
Se sabe adema´s, que el control adaptable es sensible a las condiciones iniciales,
lo cual puede reflejarse en problemas de inestabilidad debido a que no existe una
convergencia al origen o a la referencia deseada puesto que el controlador en su
estado inicial no logra una adaptacio´n satisfactoria [2].
Por lo anterior, es necesario realizar un ana´lisis del sistema en lazo cerrado utili-
zando el Teorema de pequen˜as ganancias (Small Gain Theorem) [26], el cual da las
condiciones suficientes para determinar la estabilidad de un sistema Lure consis-
tente en la interconectado de un sistema lineal y un no lineal sin memoria. Me-
diante este Teorema se pueden detectar los incrementos / decrementos que sufre
la sen˜al en cuestio´n, mediante una medicio´n de su norma, mientras e´sta pasa por
el sistema.
u =
u1u2
 y =
y1y2
 e =
e1e2
 (2.7.1)
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Figura 2.5: Diagrama del sistema interconectado.
Teorema 1 (Teorema de pequen˜as ganancias) Supo´ngase un diagrama a bloques
como el que se muestra en la Fig. 2.5, en donde ambos sistemas son de ganancia finita
L2 estable, es decir, sen˜ales de energı´a finita, suponga adema´s que el sistema retroali-
mentado esta´ bien definido en sentido de que, para cada par de entradas u1 ∈ L2em
y u2 ∈ L2eq existen unas u´nicas salidas e1, y2 ∈ L2em y e2, y1 ∈ L2eq, donde Lq es en
esencia el mismo espacio que Lm, excepto que el nu´mero de salidas variables q, es en
general, diferente del nu´mero de entradas variables m y Lem es un espacio lineal que
contiene al espacio Lm como un sub espacio, el cual nos permite lidiar con sen˜ales no
acotadas mono´tonamente crecientes y el sub ı´ndice τ denota un truncamiento, la cone-
xio´n retroalimentada de la Fig. 2.5, tiene ganancia finita L2 estable sı´ γ1γ2 < 1. γ1 y
γ2 denotan las ganancias finitas de los sistemas interconectados.
Prueba:
uτ es un truncamiento de u definido como
uτ(t) =

u(t), 0 ≤ t ≤ τ
0, t > τ
Suponiendo la existencia de una solucio´n se puede escribir
e1τ = u1τ − (H2e2)τ , e2τ = u2τ + (H1e1)τ (2.7.2)
entonces
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||e1τ ||L ≤ ||u1τ ||L + ||(H2e2)τ ||L ≤ ||u1τ ||L + γ2||e2τ ||L + β2 (2.7.3)
≤ ||u1τ ||L + γ2(||u2τ ||L + γ1||e1τ ||L + β1) + β2 (2.7.4)
= γ1 γ2||e1τ ||L + (||u1τ ||L + γ2||u2τ ||L + β2 + γ2β1) (2.7.5)
Como γ1γ2 < 1,
|| e1τ ||L ≤
1
1−γ1γ2
(||u1τ ||L + γ2||u2τ ||L + β2 + γ2β1) (2.7.6)
para todo τ ∈ [0,∞). De manera similar
|| e2τ ||L ≤
1
1−γ1γ2
(||u2τ ||L + γ2||u1τ ||L + β1 + γ1β2) (2.7.7)
Para todo τ ∈ [0,∞). La prueba se completa al notar que, el error, || e||L ≤ || e1 ||L +
|| e2 ||L lo cual se obtiene al utilizar la desigualdad del tria´ngulo. 
El siguiente Teorema establece propiedades generales del algoritmo de descenso
gradiente y garantiza la existencia de una solucio´n cuando el vectorw, que origina
el identificador, es una funcio´n del tiempo continua a trozos. El Teorema es va´lido
para cualquier vector w, sin importar su dimensio´n [2].
Teorema 2 Considere la ecuacio´n lineal del error,
e1 = φ
Tw
junto con el algoritmo de descenso gradiente normalizado
φ˙ = θ˙ = −g e1w
1+γwTw
donde w : R+⇒ R2n es una funcio´n continua a trozos, entonces
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
e1√
1+γwTw
∈ L2 ∩L∞
φ ∈ L∞, φ˙ ∈ L2 ∩L∞
β =
φTw
1+||wt || ∈ L2 ∩L∞
(2.7.8)
Prueba:
Sea v = −φTφ entonces
v˙ = − 2ge
2
1
1+γwTw
≤ 0 (2.7.9)
por lo tanto, 0 ≤ v(t) ≤ v(0) para todo t ≥ 0, de modo que v,φ, e1√
1+γwTw
,β ∈ L∞.
Usando el hecho de que x1+x ≤ para todo x ≥ 0, se tiene que |φ˙| ≤ (
g
γ |φ|) y φ˙ ∈ L∞.
Dado que v es una funcio´n positiva y monotonamente decreciente, el lı´mite v(∞)
es bien definido y
−
∫ ∞
0
v˙dt <∞ (2.7.10)
lo que implica que e1√
1+γwTw
∈ L2. No´tese que
β =
e1√
1+γwTw
√
1+γwTw
1+ ||wt ||∞
(2.7.11)
donde el primer te´rmino esta´ en L2 y el segundo te´rmino en L∞, tal que β ∈ L2
puesto que
|φ˙|2 ≤ g
2
γ
φ2
1+γwTw
(2.7.12)
resultando en φ˙ ∈ L2

28
2.8. Leyes de adaptacio´n con normalizacio´n.
Existen muchos ejemplos que ilustran el disen˜o de varios tipos de leyes de adap-
tacio´n suponiendo que se tiene disponible el estado completo de la planta para
medirse, que la planta es estable y que su entrada es acotada [14].
Consideremos una planta general Single Input Single Output, SISO por sus siglas
en ingle´s, descrita por las siguientes ecuaciones

x˙ = Ax +Bu , x(0) = x0
y = Cx
(2.8.1)
donde x ∈ Rn y so´lo y,u esta´n disponibles para medirse, la ecuacio´n (2.8.1) puede
escribirse tambie´n como
y(s) = C (sI −A)−1Bu(s) +C (sI −A)−1 x0 (2.8.2)
que puede ser expresada como
y(s) =
N (s)
D(s)
u(s) +
Cadj (sI −A)x0
D(s)
(2.8.3)
donde adj denota la matriz adjunta y N (s),D(s) tienen la forma

Z(s) = bn−1sn−1 + bn−2sn−2 + ...+ b1s + bo
R(s) = sn + an−1sn−1 + ...+ a1s + ao
Las constantes ai , bi∀i = 0,1, ...,n−1 son los para´metros de la planta. Seleccionando
una parametrizacio´n conveniente puede permitir la seleccio´n de alguno de los
me´todos de identificacio´n propuestos en [2], [14].
Sea
θ∗ = [bn−1, bn−2, ..., b1, b0, an−1, an−2, ..., a1, a0] (2.8.4)
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el vector que contiene los para´metros conocidos de la planta. Dicho vector θ∗ es de
dimensio´n 2n. Si algunos de los coeficientes deN (s) son cero y conocidos, es decir,
N (s) tiene grado de libertadm < n−1 dondem es conocido, entonces la dimensio´n
de θ∗ podrı´a reducirse. En [14] se presentan 3 posibles parametrizaciones

z = θ∗Tφ + η0
y = θ∗λ
Tφ + η0
y =W (s)θ∗λ
Tψ + η0
(2.8.5)
en donde
z =W1(s)y ,φ =H(s)
 uy
 ,ψ =H1(s)
 uy
 η0 = (c0)T e∧ctB0x0 θ∗λ = θ∗ − bλ
W1(s),H(s),H1(s) son matrices de transferencia propias y con polos estables bλ =
[0,λT ]T es un vector conocido y ∧c es una matriz estable que hace que η0 sea una
exponencial decayente a cero, dicho te´rmino no es cero debido a sus condiciones
iniciales. La funcio´n de transferencia W (s) es una funcio´n de transferencia cono-
cida y estrictamente propia con un grado relativo 1, con polos y ceros estables.
Ahora, en vez de manejar cada modelo parame´trico por separado, conside´rese el
siguiente modelo general [14]
z =W (s)(θ∗)Tψ + η0 (2.8.6)
W (s) es una funcio´n de transferencia propia y con polos estables, z ∈1,ψ ∈ R2n son
vectores de sen˜ales que esta´n disponibles para ser medidos y η0 = (c0)
T e∧ctB0x0.
Inicialmente, se puede asumir η0 = 0
z =W (s)(θ∗)Tψ (2.8.7)
esto con el fin de desarrollar leyes de adaptacio´n con la estimacio´n de θ∗ en lı´nea.
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2.9. Me´todo de disen˜o mediante Lyapunov-SPR.
Este es el me´todo dominante en la literatura correspondiente a esquemas de con-
trol adaptable ( [14], [27], [28], [29]), dicho me´todo implica el desarrollo de una
ecuacio´n diferencial que relaciona la estimacio´n o estimacio´n normalizada del
error con el para´metro a adaptar mediante una funcio´n de transferencia estricta-
mente positiva real, SPR por sus siglas en ingle´s. Una vez en esta forma, se pueden
utilizar los Lemas Kalman-Yakubovich-Popov, (KYP) o Mayer-Kalman-Yakubovich
(MKY) para seleccionar la funcio´n de Lyapunov V apropiada cuya derivada res-
pecto al tiempo V˙ sea no positiva, es decir V˙ ≤ 0 mediante la correcta seleccio´n
de la ecuacio´n diferencial de la ley de adaptacio´n.
El desarrollo de tales ecuaciones de error con SPR ha sido uno de los ma´s desafian-
tes problemas del control adaptable desde su origen, ( [27], [28], [29], [30], [31]).
En ese entonces, los esfuerzos estaban concentrados en encontrar una transforma-
cio´n apropiada o generar las sen˜ales apropiadas que permitan la expresio´n de la
ecuacio´n del error de la estimacio´n/para´metro en la forma deseada.
En esta seccio´n se habla del me´todo de disen˜o mediante una funcio´n de Lyapunov
estrictamente positiva real para estimar θ∗ para el disen˜o de la ley de adaptacio´n
utilizando el modelo parame´trico dado por la Ec.(2.8.7), en donde θ∗ es un vector
constante, entonces se puede reescribir dicha ecuacio´n en la forma
z =W (s)L(s)(θ∗)Tφ (2.9.1)
donde
φ = L−1(s)ψ
L(s) es escalar y se selecciona tal que L−1(s) sea una funcio´n de transferencia pro-
pia y estable y W (s)L(s) es una funcio´n de transferencia propia estrictamente real
positiva. Sea θ(t) el estimado de θ∗ en cualquier tiempo t, entonces zˆ es el estimado
de z en tiempo t
zˆ =W (s)L(s)(θ)Tφ (2.9.2)
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la estimacio´n del error ǫ1 se obtiene como
ǫ1 = z − zˆ (2.9.3)
y la sen˜al normalizada del error es
ǫ = z − zˆ −W (s)L(s)ǫηs2 = ǫ1 −W (s)L(s)ǫηs2 (2.9.4)
donde ηs es la sen˜al normalizante que se disen˜a para satisfacer
φ
m
∈ L∞,m2 = 1+ (ηs)2 (2.9.5)
Se examinan las propiedades de ǫ expresando la Ec. (2.9.4) en te´rminos del error
del para´metro θ˜ , θ −θ∗, al sustituir z, zˆ en la Ec. (2.9.4) se obtiene
ǫ =WL(−θTφ − ǫη2s ) (2.9.6)
Cuando φ ∈ L∞, la Ec. (2.9.5) se satisface con m = 1, por ejemplo, ηs = 0 en cuyo
caso ǫ = ǫ1
SiW (s) es de fase mı´nima, se puede seleccionar L(s) =W−1(s), lo cual implica que
W (s)L(s) = 1. Para todoWL = 1, la ecuacio´n (2.9.6) se convierte en
ǫ =
z − zˆ
m2
=
θ˜Tφ
m2
(2.9.7)
donde m2 = (1 + ηs)
2. En estos casos, no es necesario utilizar los Lemas de KYP o
MKY puesto que si la funcio´n V de Lyapunov tiene la forma
V (θ˜) =
θ˜TΓ−1a θ˜
2
(2.9.8)
donde Γa es una ganancia arbitraria, entonces seleccionando la ley de adaptacio´n
θ˙ = −Γaǫφ (2.9.9)
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y utilizando la Ec.(2.9.7)
V˙ = −ǫ2m2 (2.9.10)
Durante esta seccio´n se hizo una breve descripcio´n de los antecedentes y conoci-
mientos previos a la presente tesis. A continuacio´n, a lo largo del siguiente capı´tu-
lo, se presentan los resultados obtenidos.
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Capı´tulo 3
Resultados; Control Robusto
Adaptable Directo
3.1. Introduccio´n
En la presente seccio´n se dan a conocer los resultados obtenidos al realizar esta
tesis. Se habla de manera detallada de los para´metros libres de la factorizacio´n
utilizada del controlador dadas en la seccio´m 2.3, y de co´mo es que se utilizaron
para lograr la adaptacio´n deseada. Se explica con detalle el tipo de incertidumbres
y perturbaciones bajo las cuales fue disen˜ado el controlador, ası´ como tambie´n se
habla del control de sensibilidad mezclada de la seccio´n 2.5, de co´mo fue que se
resolvio´ el problema de control de sensibilidad mezclada adaptable. La imple-
mentacio´n del algoritmo de control robusto adaptable en funcio´n del para´metro
libre r, el disen˜o de un esquema de control con la te´cnica de Lyapunov SPR y
el esquema de control robusto adaptable de dos grados de libertad, son parte de
este capı´tulo, adema´s de las pruebas de estabilidad realizadas. Estos esquemas
de control aportan una relacio´n directa entre la parametrizacio´n de Youla y la
adaptacio´n, pues e´sta se realiza entorno al para´metro libre.
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3.2. Para´metros libres en te´rminos de la norma infi-
nito de la incertidumbre
En el capı´tulo anterior se presentaron las bases de la parametrizacio´n de contro-
ladores estabilizantes, ası´ como las expresiones analı´ticas en su forma general. A
lo largo de la presente seccio´n, se expondra´n los resultados de la parametrizacio´n
y en las siguientes secciones la sintonizacio´n del controlador para resolver el pro-
blema de sensibilidad mezclada con un para´metro libre del controlador r que es
fijo al inicio para resolver dicho problema y posteriormente es considerado como
variante en el tiempo como consecuencia de la adaptacio´n.
Considere el esquema de control de la Fig. ?? donde P(s) = J(sI − F)−1G ∈ Rp×m(s)
representa la planta nominal, K(s) es el control adaptable, r es el para´metro libre,
u(s) y y(s) son la entrada y salida de la planta respectivamente, xd es la referencia
deseada para el estado, T1 es una transformacio´n de similaridad,H es informacio´n
conocida del modelo no lineal de incertidumbre propuesto e incluida en la fun-
cio´n de transferencia de la salida y∆(t) a la entrada u∆(t) de la retroalimentacio´n,
siendo (G,F, J) una representacio´n en espacio de estados de P(s) en coordenadas
originales y ∆ := xˆ3 := [x1
3, ...,xn
3]T , representa cada uno de los estados elevado
al cubo [10]. El controlador K(s) es utilizado para resolver un problema de auto
ajuste parame´trico de r en lı´nea mediante la solucio´n de un problema de control
de sensibilidad mezclada.
Los controladores estabilizantes son obtenidos de las expresiones de las factoriza-
ciones cooprimas izquierda y derecha bajo el cambio de coordenadas T1 en la con-
figuracio´n del esquema de control mostrado en la fig. ?? para la planta (sIn−A)−1B,
dadas en [10].
D˜ (s) =
 Γ(s)A
−1
12 0
0 Γ(s)
 , N˜ (s) = 1(s+a)2
 BmBms
 (3.2.1)
N (s) = 1
(s+a)2
 A12Ims
 , D (s) = B−1m Γ(s) (3.2.2)
donde 0 < a ∈ R, Bm ∈ Rmxm y A12 son matrices no singulares y
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Γ(s) := 1
(s+a)2
(
s2Im −A22s −A21A12
)
M := 2aIm +A22 (3.2.3)
La solucio´n de la ecuacio´n Diofa´ntica dada por [10] es
X (s) =
[
a2A−112 +A21 M
]
, Y (s) = Bm (3.2.4)
Es importante saber y entender las caracterı´sticas de los para´metros libres de la
parametrizacio´n de todos los controladores estabilizantes descrita en esta seccio´n
para un modelo de incertidumbre retroalimentado, pues la ley de adaptacio´n se
efectu´a sobre ellos.
3.3. Estructura del controlador robusto adaptable di-
recto.
Durante esta tesis, se utilizo´ un diagrama de control conmodelo de incertidumbre
retroalimentada a la entrada, mostrado en la Fig. 3.1 [13], donde T1 es una trans-
formacio´n de similaridad, G,F, J representan la planta nominal, antes de aplicar
la transformacio´n T1, H es conocida e incluida en la funcio´n de transferencia de
la salida y∆ a la entrada u∆ del modelo de incertidumbre retroalimentada
Figura 3.1: Esquema de control con modelo de incertidumbre retroalimentado.
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Las ecuaciones (3.2.2) a (3.2.4) son utilizadas para obtener K(s) de (2.4.1), el mo-
delo de incertidumbre retroalimentada esta´ dado por [13] basado en una linea-
lizacio´n parcial del modelo. Conside´rese un sistema no lineal descrito por las si-
guientes ecuaciones diferenciales

x˙(t) = f (x(t),u(t))
yp(t) = g(x(t)),u(t))
(3.3.1)
donde f y g son funciones no lineales continuas y diferenciables, x(t) ∈ Rn×1 ,
yp(t) ∈ Rp×1 y u(t) ∈ Rm×m son el estado, la salida y la entrada del sistema, respec-
tivamente.
En el trabajo de [13] existe una proposicio´n hecha para cortar los te´rminos de
la expansio´n de la serie de Taylor, llegando a un modelo parcialmente lineali-
zado cuyo comportamiento se aproxima ma´s al del sistema no lineal. El siguiente
modelo es una versio´n reducida de dicha proposicio´n, despue´s de aplicar la trans-
formacio´n de coordenadas T1

ξ˙(t) = Aξ(t) +Bu(t) +H0[x1
3, ...,xn
3]T
yp(t) = Cξ(t)
(3.3.2)
donde H0 := T1H .
Dicho modelo es utilizado puesto que su comportamiento resulta ma´s cercano al
modelo no lineal linealizado alrededor del punto de equilibrio de intere´s, esto
sucede debido a que el modelo que no incluye el termino H0xˆ
3 logra comportarse
de manera similar so´lo en una vecindad muy cercana al punto de equilibrio.
Dadas las factorizaciones coprimas izquierda y derecha, el controlador tiene la
forma dada por la Ec. (2.4.1) K(s) = D˜−1k (s)N˜k(s) = Nk(s)D
−1
k (s) en donde D˜
−1
k (s),
N˜k(s),Nk(s),D
−1
k (s) esta´n definidas por la Ec.(2.4.1). Se puede apreciar que las ma-
trices que conforman el controlador son funciones afı´n con el para´metro libre R,
lo cual resulta ventajoso, puesto que es posible encontrar una representacio´n en
espacio de estados de K(s) i.e. (Ak ,Bk ,Ck ,Dk), tal que se tome en cuenta dicha afi-
nidad para lograr el proceso de auto sintonizacio´n, puesto que la representacio´n
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mediante una funcio´n de transferencia no permite una auto sintonizacio´n en lı´nea
del para´metro libre.
Sustituyendo las ecuaciones (3.2.2), (3.2.1), (3.2.4) en la Ec. (3.3.3) [32]
K(s) = D˜−1k (s)N˜k(s) = (Y (s)−R(s)N˜ (s))−1(X(s) +R(s)D˜(s)) (3.3.3)
en donde
D˜k(s) = Bm −
(
R(s)
1
(s + a)2
) BmBms
 (3.3.4)
con R1 = rIm y R2 = 0, R = [R1 R2] se obtiene
D˜k(s) =
(
Im(s + a)
2 − rIm
(s + a)2
Bm
)
(3.3.5)
y
N˜k(s) =
[
a2A−112 +A21 +R1Γ(s)A
−1
12 M +R2Γ(s)
]
(3.3.6)
dondeM := 2aIm +A22 y sustituyendo Γ(s)
N˜k(s) =
[
a2A−112 +A21 +
r
(s+a)2
(
s2Im − sA22 −A21A12
)
A−112 M
]
(3.3.7)
Utilizando la forma cano´nica de controlabilidad para sistemas MIMO se llega a la
representacio´n en espacio de estados dada por [32]
Ak =
 0 In(r − a2)In −2aIn
 ;Bk =
0In

Ck =
[
N k3 − (a2 − r)N k1 N k2 − 2aN k1
]
;Dk =N
k
1
(3.3.8)
donde N k1 := B
−1
m
[
(a2 + r)A−112 +A21 M
]
N k2 := B
−1
m
[
(2a3 − r)A−112 +2aIm 2aM
]
N k3 := B
−1
m
[
a4A−112 + (a
2 − r)A21 a2M
]
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Una vez definida la estructura que tiene el controlador y su afinidad con el para´me-
tro libre, en la siguiente seccio´n se planta y se da solucio´n al problema de sensibi-
lidad mezclada que de´ una solucio´n analı´tica a este para´metro.
3.4. Solucio´n al problema de sensibilidad mezclada.
El problema de sensibilidad mezclada a resolver esta´ dado por la Ec. (2.5.2), la
cual debera´ ser minimizada. Para lograr estabilidad robusta, la norma ||Tu∆y∆h||∞
tiene que ser minimizada en altas frecuencias y al mismo tiempo, para obte-
ner desempen˜o robusto la norma ||Sol ||∞ debe ser minimizada en bajas frecuen-
cias, donde Sol := lı´ms→0So(s) y Tu∆y∆h := lı´ms→∞Tu∆y∆(s), siendo So(s) la funcio´n
de transferencia que representa el desempen˜o nominal del sistema controlado y
Tu∆y∆(s) es la funcio´n de transferencia del sistema de y∆(t) a u∆(t). La minimiza-
cio´n simultanea de las normas conduce a la solucio´n del problema de control de
sensibilidad mezclada, tal que el control robusto obtenido garantiza estabilidad
robusta y desempen˜o robusto bajo la presencia de incertidumbres y perturbacio-
nes admisibles, donde So(s) es la funcio´n de transferencia de xd(t) a e(t), cuando
esta norma infinito se minimiza en bajas frecuencias, entonces utilizando el Lema
de Parseval lı´mt→∞ e(t) → 0 cuando la norma-2 de xd(t) es acotada y cuando la
norma infinito de Tu∆y∆ se minimiza en altas frecuencias se garantiza la estabili-
dad robusta utilizando el Teorema de pequen˜as ganancias dado en la seccio´n 2.7.
Lograr esto implica que el para´metro libre de la parametrizacio´n de Youla r se
pueda auto sintonizar bajo el esquema de control propuesto en la Fig. 3.2.
La solucio´n analitica de r, es presentada por
Lema 3 (Expresio´n analı´tica en te´rminos de la norma infinito de la incertidumbre)
Considere la funcio´n de transferencia de y∆(t) a u∆(t), Tu∆y∆(s) y la funcio´n de trans-
ferencia del desempen˜o nominal del sistema controlado So(s) en un esquema de control
como el que se muestra en la Fig. 3.2. Considere una realizacio´n dada por la ecuacio´n
(3.3.8) en espacio de estados asumiendo que la planta es observable y controlable uti-
lizando el cambio de base dado en (1.2.3), en el esquema de control de la Fig. 3.2 y la
solucio´n de la ecuacio´n Diofantina dada por la Ec. (3.2.4). Sea la referencia al estado
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Figura 3.2: Esquema de control con retroalimentacio´n de incertidubre y auto sin-
tonizacio´n.
deseado xd(t) =
[
yd(t) 0
]T
, el para´metro libre R(s) :=
[
R1(s) R2(s)
]
∈ RH∞ donde
R1(s) = rIm ∈ Rm×m y R2(s) = 0 ∈ RH∞.
El para´metro libre r que resuelve la ecuacio´n
||Tu∆y∆h||∞ = ||Sol ||∞ (3.4.1)
para una salida de un modelo con incertidumbre retroalimentada es
r = a2 − a
4
ωh
||T −11 H0||∞
||A12A21||∞
(3.4.2)
donde H0 = T1H , a > 0 y a ∈ R es un para´metro de control, y ωh es una frecuencia fija
en el ancho de banda de altas frecuencias de la planta.
Prueba:
El disen˜o del controlador K(s) esta´ pensado en las nuevas coordenadas despue´s
de aplicar la transformacio´n T1. De la Fig. ??, la funcio´n de transferencia de y∆(t)
a u∆(t) es Tu∆y∆(s) = T
−1
1 [I + (sI −A)−1BK
]−1
(sI −A)−1H0 dondeH0 = T1H , la apro-
ximacio´n en altas frecuencias es Γ(s) y K(s) esta´n dadas por la Ec. (3.4.3), dado
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que R1(s) = rIm y R2(s) = 0,

Γh = Im
Kh = B
−1
m
[
(a2 + r)A−112 +A21 M
] (3.4.3)
Entonces, la aproximacio´n en altas frecuencias de Tu∆y∆(s) es,
Tu∆y∆h = T
−1
1 [I +
1
ωh
 0Im
 [(a2 + r)A−112 +A21 M
]
−1
1
ωh
H0 (3.4.4)
donde M := 2aIm +A22. Entonces, Tu∆y∆h tambie´n puede ser aproximada en altas
frecuencias,
Tu∆y∆h = T
−1
1
1
ωh
H0 (3.4.5)
La aproximacio´n en bajas frecuencias de Γ(s) y K(s) se puede obtener de la misma
manera, puesto que R1(s) = rIm, R2(s) = 0 y de la Ec. (3.2.3),

Γl =
−1
a2
A21A12
Kl = B
−1
m
[
a4
a2−rA
−1
12 +A21 M
] (3.4.6)
Figura 3.3: Relacio´n geome´trica entre ||Sol ||∞ y ||Tu∆y∆h||∞.
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Sol se obtiene de Sol = I −NlN˜kl [12]
Sol =

1
a2
A12(
r
a2
− 1)A21 −1a2 A12M
0 Im
 (3.4.7)
Con estas aproximaciones se puede obtener una expresio´n analı´tica de r median-
te la interpretacio´n de la relacio´n geome´trica existente mostrada en la Fig. 3.3.
Esta expresio´n es calculada sabiendo que la norma ||Sol ||∞ decrece conforme el
para´metro r crece, tomando ventaja de la relacio´n geome´trica entre ambas apro-
ximaciones, usando la ecuacio´n de la pendiente. Como la referencia de la entrada
es xd(t) =
[
yd(t) 0
]T
se considera para resolver (3.4.1) siendo

||Sol ||∞ = 1a2 | ra2 − 1|||A12A21||∞
||Tu∆y∆h||∞ = 1||=T −11 1ωhH0||∞
(3.4.8)
La Fig. 3.3 muestra una lı´nea recta para cada ||Tu∆y∆h||∞ y ||Sol ||∞ respectivamente,
entonces la ecuacio´n de restriccio´n ||Tu∆y∆h||∞ = ||Sol ||∞ tiene una solucio´n en el
punto de interseccio´n de las dos lı´neas, esto es mr + b = ( 1
a4
)||A12A21||∞(1− ( 1a4 )r).
||Sol ||∞ =
0− ||A12A21||∞
a2
a2 − 0 r +
1
a2
||A12A21||∞ =
1
ωh
||H0||∞ (3.4.9)
lo que implica el resultado (3.4.2).

Con este me´todo es posible obtener una solucio´n de r que logre la auto sintoniza-
cio´n, debido a que dicha solucio´n aprovecha que r es afı´n a las matrices del espacio
de estados del controlador, logrando que pueda cambiar si dichas matrices cam-
bian, logrando la adaptacio´n del controlador, aun cuando existen incertidumbres
en el proceso. En la siguiente seccio´n se analiza la estabilidad de todo el conjunto
del sistema de la Fig. 3.2.
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3.5. Ana´lisis de estabilidad del control robusto adap-
table.
Esta seccio´n esta dedicada especı´ficamente a la prueba de la estabilidad de todo
el sistema de la Fig. 3.4. El problema principal de todo esto es que el sistema tiene
una dina´mica no lineal, esto sucede como consecuencia del proceso de auto sinto-
nizacio´n aunado al modelo de la incertidumbre, el cual es no lineal. Para probar
la estabilidad del sistema como conjunto, incluyendo las no linealidades previa-
mente descritas, se utiliza el Teorema de pequen˜as ganancias dado en la seccio´n 2.7
para sistemas no lineales [25]. Siguiendo la estructura del esquema presentado en
la Fig. 3.2 y el cambio de coordenadas de T1 las ecuaciones para el sistema son

ξ˙(t) = Aξ(t) +H0y∆(t) +Bu(t))
ξ˙k(t) = Ak(r)ξk(t) +Bk(ξd(t)−u∆(t))
u(t) = Ck(r)ξk(t) +Dk(r)(ξd(t)−u∆(t))
(3.5.1)
donde de la Fig. 3.2 x = u∆ y ξ = T1x = T1u∆(t) , para el ana´lisis de estabilidad
puede suponerse que ξd(t) = 0, entonces, las ecuaciones en lazo cerrado son
ξ˙k(t) = Ak(r)ξk(t)−Bk(u∆(t))
u˙∆(t) = Au∆(t) +BH0y∆(t) +B [Ck(r)ξk(t)−Dk(r)(u∆(t))]
(3.5.2)
de la Ec. (3.5.2) se obtiene el siguiente espacio de estados de Tu∆y∆
 x˙k(t)u˙∆(t)
 =
 Ak(r) −BkBCk(r) A−BDk(r)

xk(t)u∆(t)
+
 0BH0
y∆(t)
u∆(t) =
[
0 I
] xk(t)u∆(t)

(3.5.3)
Dado por el Teorema de pequen˜as ganancias para sistemas no lineales, la condi-
cio´n que se debe satisfacer para garantizar estabilidad es
γ1(∆)γ2(Tu∆y∆) < 1 (3.5.4)
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Dado el modelo de incertidumbre no lineal, como el propuesto en la Fig. 3.2 la
ganancia finita de la incertidumbre γ1 (∆) puede ser obtenida en lı´nea. Utilizando
el criterio del sector para sistemas no lineales [25] la incertidumbre γ1(∆) es cal-
culada utilizando las normas ||y∆(t)||2 y ||u∆(t)||2 respectivamente como se muestra
en la Fig. 3.4,
||y∆(t)||2 ≤ γ(∆)||u∆(t)||2 + β (3.5.5)
El valor γ1 se conoce de la Ec. (3.5.5) por la medicio´n de las normas ||y∆(t)||2 y
||u∆(t)||2. De manera similar, es posible obtener γ2 utilizando el criterio del sector
||
xk(t)u∆(t)
 ||2 ≤ γ2||y∆||2 + β2 (3.5.6)
Por lo tanto, si las normas ||
xk(t)u∆(t)
 ||2 y ||y∆||2 cumplen la condicio´n de la desigual-
dad (3.5.4) ∀t ∈ [t0, tf ] entonces el sistema como conjunto es estable.
Las pruebas de estabilidad presentadas en esta seccio´n demuestran la viabilidad
de dicho controlador, sin embargo, se compara en las siguientes secciones con
te´cnicas de control adaptable para su ana´lisis.
3.6. Ley de adaptacio´n mediante Lyapunov SPR.
El disen˜o de leyes de adaptacio´n utilizando funciones de Lyapunov es sin dudas,
una de las maneras ma´s populares de realizar dicha ley, donde SPR significa es-
trictamente positivo real por sus siglas en ingle´s. En la presente tesis se realizo´ el
disen˜o de una ley de adaptacio´n bajo esta te´cnica, utilizando un esquema de con-
trol diferente a los presentados hasta ahora, dicho esquema puede ser apreciado
en la Fig.3.4 donde las ecuaciones del modelo y de la planta linealizada esta´n
dadas por.
x˙m = Axm +Bθ
∗V +H0[x13, ...,xn3]T
ym = Cxm +Dθ
∗V
(3.6.1)
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Figura 3.4: Esquema de control con retroalimentacio´n de incertidubre y auto sin-
tonizacio´n.
x˙ = Ax +BθV +H[ξ13, ...,ξn3]T
y = Cx +DθV
(3.6.2)
Tal como se menciona en la seccio´n 2.9, es posible generar una ecuacio´n del error
entre la planta y el modelo en funcio´n del vector de para´metros θ˜, para posterior-
mente, proponer una funcio´n de Lyapunov V que lleve a una ley de adaptacio´n
capaz de solucionar el problema. En este caso, la ecuacio´n del error esta´ descrita
por
e˙x = A(xm − ξ) +B(θ∗ −θ)V (3.6.3)
esto es
e˙x = Aex +Bθ˜V (3.6.4)
dada la ecuacio´n Ec. (3.6.3) se propone una funcio´n candidata de Lyapunov de la
forma
V (x˙m, θ˜) = ex
T ex + rθ˜
2 (3.6.5)
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y su derivada, la funcio´n V˙ es
V˙ (ex, θ˜) = 2e
T
x e˙x +2rθ˜
˙˜θ (3.6.6)
sustituyendo la Ec. (3.6.4) en la Ec. (3.6.6)
V˙ (ex,φ) = 2ex
TAex +2φ(ex
TBV + rφ˙) (3.6.7)
de esta manera se puede ver que −2exTAex > 0, puesto que A es definida negativa
utilizando el criterio de Sylvester y la estructura del vector de para´metros es ˙˜θ =
−exTBV .
Tomando como motivacio´n el uso de un me´todo cla´sico dentro del control adap-
table, como el me´todo de la de Lyapunov SPR, en la siguiente seccio´n se presenta
un nuevo esquema que combine las te´cnicas cla´sicas de control robusto y control
adaptable.
3.7. Adaptacio´n del para´metro libre mediante algo-
ritmo gradiente
A lo largo de la seccio´n 3.3 se proponen las bases para la realizacio´n de un con-
trolador robusto adaptable, mediante la solucio´n a un problema de sensibilidad
mezclada, esto mientras el para´metro r varı´a en el tiempo. Durante esta seccio´n,
se presentan los resultados al solucionar el problema de la auto sintonizacio´n de
manera diferente, ya que se propuso un esquema de control diferente a los ya
presentados, con el fin de proceder a disen˜ar la ley de adaptacio´n utilizando un
algoritmo gradiente.
Como se aprecia en la Fig. 3.5, existe unmodelo de referencia, sin incertidumbres,
y una planta incierta. La idea de este esquema es la de encontrar una ecuacio´n del
error entre el modelo y la planta para generar la ley de adaptacio´n, existe adema´s
una sen˜al de excitacio´n persistente, SEP por sus siglas, y un controlador K(s, r) de la
parametrizacio´n de todos los controladores estabilizantes del trabajo de [17], don-
de la planta incierta esta´ dada por la ecuacio´n (3.3.2). Durante el desarrollo de esta
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Figura 3.5: Esquema de control con modelo de referencia y planta incierta.
propuesta, se encontro´ que la parametrizacio´n de todos los controladores estabi-
lizantes dada por [13] no es aplicable, pues hay un problema con las dimensiones
correspondientes a la ecuacio´n del error, aunado a la dificultad de llevar dicha
ecuacio´n a la forma de la parametrizacio´n que involucra a ηs, te´rmino correspon-
diente a las dina´micas no modeladas, donde se incluyen las no linealidades y la
perturbacio´n. La ecuacio´n del error correspondiente a la Fig. 3.5 es
ey = C(ξ − ξm) (3.7.1)
donde ξ = T1x y ξm = T1xm esta´n dados por
ξ = [I + (sI −A)−1BK(s, r)]−1(sI −A)−1 [BK(r, s)ξd +H0y∆]
ξm = [I + (sI −A)−1BK(s, r)]−1(sI −A)−1BK(r, s)ξd
(3.7.2)
A partir de este punto, se procede como en la seccio´n 2.3, para encontrar las ex-
presiones analı´ticas del controlador K(s) = D˜−1k (s)N˜k(s), cuando R2(s) = 0, N˜ , D˜, Γ,
son dados en la seccio´n 2.3, donde
47
D˜k(s) =
1
s + a
(
sIm +Y0 −
1
s + a
R1(s)
)
Bm
N˜k(s) =
1
s + a
[
X1s +Y0A21A12 + a
3Im + (s + a)R1(s)Γ(s)
]
A−112C
−1
11
(3.7.3)
Ası´, es posible determinar una ley de adaptacio´n en que el controlador K(s) de la
planta adapte el para´metro libre r al valor dado por el modelo. Al utilizar la pa-
rametrizacio´n de todos los controladores estabilizantes, al igual que en la seccio´n
3.3, es necesario encontrar una representacio´n en espacio de estados del contro-
lador, pues su representacio´n en funcio´n de transferencia no permite la modifi-
cacio´n del para´metro libre r. Para ello fue necesario obtener las representaciones
en espacio de estados individual tanto de D˜−1k (s) como N˜k(s) ya que existe un alto
grado de complejidad al obtenerlo como un todo.
La representacio´n en espacio de estados de D˜−1k (s) se obtiene partiendo de la ecua-
cio´n diferencial (3.7.3), donde
u = K(s)e
u =
(
D˜−1k (s)N˜k(s)
)
e
u =
[
(s + a)2B−1m [(sIm +Y0) (s + a)−R1]−1 N˜k(s)
]
e (3.7.4)
la ecuacio´n de la entrada esta´ dada por,
u = (s + a)2B−1m ζ
definiendo al sistema auxiliar,
ζ(s) = [(sIm +Y0) (s + a)−R1]−1 e˜(s) (3.7.5)
donde e˜(s) = N˜ke, entonces
[
s2Im + sIma+Y0s +Y0a−R1
]
ζ(s) = e˜(s) (3.7.6)
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aplicando la transformada inversa de Laplace a la Ec. (3.7.6),
ζ¨ = − (Ima+Y0) ζ˙ − (Y0a−R1)ζ + e˜(s) (3.7.7)
Aplicando la transformada inversa de Laplace y sustituyendo la Ec. (3.7.7),
u = B−1m
(
ζ¨ +2aζ˙ + a2ζ
)
= B−1m
(
−(Ima+Y0 − 2aIm)ζ˙ − (Y0a−R1 − a2Im)ζ + e˜(s)
) (3.7.8)
seleccionando las variables de estado como xk1 = ζ ;xk2 = ζ˙, la realizacio´n del
espacio de estados de D˜−1k es
ADk =
 0 Im−(Y0a−R1)Im −(Ima+Y0)
 ;BDk =
 0Im

CDk =
(
Bm)
−1[−(Y0a−R1 − a2Im) −(Ima+Y0 − 2a2Im)
]
;DDk = B
−1
m
(3.7.9)
Siguiendo un procedimiento similar para la realizacio´n del espacio de estados
correspondiente a N˜k , utilizando la forma cano´nica de controlabilidad.
sustituyendo Γ(s)
N˜k(s) =

(
X1s +Y0A21A12 + a
3Im
)
(s + a) +R1
(
s2Im − sA22 −A21A12
)
(s + a)2
 (3.7.10)
definiendo una variable auxiliar
β := Y0A21A12 + a
3Im
factorizando
N˜k(s) =
s2(X1 +R1Im) + s(X1a+ β −R1A22) + (βa−R1A21A12)
s2 +2as + a2
A−112C
−1
11
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de donde se puede llevar a la forma
ANk =
 0 Im−a2Im −2aIm
 ;BNk =
 0Im

CNk =
[
N k3 − a2N k1 N k2 − 2aN k1
]
;DNk =N
k
1
(3.7.11)
donde
N k1 = (X1 +R1Im)A
−1
12C
−1
11
N k2 = (aX1 − 2aR1 + β −R1A22)A−112C−111
N k3 = (βa−R1A21A12)A−112C−111
Lema 4 Considere las expresiones analı´ticas que forman los controladores K(s, r) y
K(s, rm) dado por la Ec. (2.4.1) utilizando la parametrizacio´n descrita en la Ec. (3.7.3),
bajo el esquema de la Fig. 3.5. Considere la realizacio´n en espacio de estados de N˜k
y D˜−1k dadas por las ecuaciones (3.7.9) y (3.7.11) bajo la suposicio´n de que la planta
es observable y controlable y la solucio´n de la ecuacio´n Diofantina dada por la Ec.
(2.3.4). Sea la referencia de entrada deseada xd(t) =
[
yd(t) 0
]T
, el para´metro libre del
controlador R(s) :=
[
R1(s) R2(s)
]
∈ RH∞, donde R1(s) ∈ RH∞. Sea R1 = rIm ∈ Rm×m
y R2(s) = 0 ∈ RH∞.
La ecuacio´n del error (3.7.1) es parametrizada de la forma
ey = θ
Tφ + η (3.7.12)
donde θ es el vector de para´metros estimados R1. Siendo φ = w(s)ψ, el para´metro ψ
representa sen˜ales conocidas o medibles, y∆1, w(s) es un para´metro de disen˜o que repre-
senta una funcio´n de transferencia estrictamente propia y real. El te´rmino η representa
las dina´micas no modeladas de la planta.
Donde la ley de adaptacio´n esta´ definida por
θ˙ = −g ew
1+γwTw
(3.7.13)
Con ello, el para´metro libre r(s) en la configuracio´n de un grado de libertad del contro-
lador, se adapta al para´metro rm(s) del controlador del modelo de referencia.
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Prueba: El controlador K(s) es disen˜ado en las nuevas coordenadas despue´s de
aplicar la transformacio´n T1. De la Fig. 3.5 la ecuacio´n del error para la configu-
racio´n del esquema de la Fig. 3.5 es
ey = C(ξ − ξm) (3.7.14)
el error en la salida ey se puede definir en te´rminos de la parametrizacio´n como
ey = θ
Tφ = So(s)(sI −A)−1Hoy∆
en base a lo anterior, para llegar a la forma deseada se sustituye la Ec. (3.7.2) en
la Ec. (3.7.14)
ey = C
([
(sI −A)−1BK(r, s) + I
]−1
(sI −A)−1H0y∆
)
(3.7.15)
donde la funcio´n sensibilidad a la salida, en el esquema de control de un para´me-
tro libre es
So(s) = (I +PK)
−1 = [I + (sI −A)−1BK(s, r)]−1 = [I −NN˜k]xd
Esta´ parametrizacio´n es posible al obtener la expresio´n nume´rica analı´tica corres-
pondiente a la Ec. (3.7.15). Esto debido a que NN˜ son funciones afı´n del para´me-
tro libre r, o en su defecto, R1, adema´s de que (sI − A)−1 genera combinaciones
lineales de dichas funciones afı´n, por lo que, siguen conteniendo al para´metro r.
El vector de sen˜ales medibles ψ se selecciona como la salida y∆ de la perturbacio´n,
w(s) es un para´metro de disen˜o correspondiente a una funcio´n de transferencia
estrictamente propia y real, en este caso, seleccionada como
w(s) =
s4 +18s3 +119s2 +342s +360
s4 +22s3 +164s2 +488s +480
teniendo como grado ma´ximo del polinomio el mismo que la planta, dado lo an-
terior, se puede definir
φ = w(s)ψ (3.7.16)
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Una vez que ey dado, la Ec. (3.7.1) es llevada a la forma de la Ec. (3.7.12), se
selecciona la ley de adaptacio´n disen˜ada por algoritmo gradiente, utilizando su
forma normalizada de la Ec. (3.7.13), donde g ,γ > 0, son ganancias de adaptacio´n
que ayudan a una convergencia en tiempo finito que garantiza el Teorema 3 de la
seccio´n 2.7. La adaptacio´n se completa cuando el error θ˜ = θ∗−θ que se logra con
la adicio´n de una sen˜al de excitacio´n persistente.

A lo largo del siguiente capı´tulo se aplican a un robot rotacional planar los resul-
tados obtenidos de los esquemas de control desarrollados en la presente tesis.
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Capı´tulo 4
Ejemplo de aplicacio´n
4.1. Descripcio´n del capı´tulo
A lo largo de las secciones anteriores se han presentado las bases y los resultados
de este trabajo. En esta seccio´n se describe un ejemplo, en el cual fueron probados
los resultados con ayuda del software de simualcio´n Matlab Simulink.
Considere el mecanismo robo´tico rotacional planar, completamente actuado de 2
articulaciones llamado doble pe´ndulo de la Fig. 4.1, donde q1 es el a´ngulo que el
eslabo´n 1 hace respecto al eje horizontal, q2 es el a´ngulo que el eslabo´n 2 hace
con el eslabo´n 1, m1 y m2 son las masas de los eslabones 1 y 2, respectivamente,
L1 y L2, son las longitudes de los eslabones 1 y 2, respectivamente, lc1 y lc2 son
las distancias a los centros de masa de los eslabones 1 y 2, respectivamente. Este
robot tiene un actuador en el hombro (eslabo´n 1) y otro en el codo (eslabo´n 2).
Los eslabones 1 y 2 se mueven independiente uno de otro, y el objetivo de control
es el de seguir una referencia dada.
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Usando el cambio de coordenadas dado por la Ec. (1.2.3), la realizacio´n en espacio
de estados del modelo parcialmente linealizado esta´ dada por la Ec. (3.3.2) del
doble pe´ndulo en sus nuevas coordenadas
Figura 4.1: Salidas del sistema.
A =

0 0 1 0
0 0 0 1
−(k1 + k2)/m1 k2/m1 0 0
k2/m2 −k2/m2 0 0

,B =

0
0
1/m1
1/m2

H0 =

0 0 0 0
0 0 0 0
−21.3215 26.8458 0 0
22.0457 −56.1250 0 0

,C =
1 0 0 00 1 0 0

(4.1.1)
donde k1 =m1lc1
2 +m2l1
2 y k2 =m2lc2.
Se considera el para´metro de control a = 10, la frecuencia ωh = 600 rad/s, las
posiciones y velocidades deseadas son xd1 = 3, xd2 = 2, x˙d1 = 0 y x˙d2 = 0. A dicho
sistema se le aplicaron los controles realizados en el capı´tulo 3, cada uno cuenta
con una seccio´n donde se presentan los resultados obtenidos.
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4.2. Implementacio´n del control robusto adaptable
En esta seccio´n se presentan los resultados correspondientes a lo desarrollado en
la seccio´n 3.3, con el controlador dado por la Ec. (3.3.8) y el Lemma 2.
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Figura 4.2: Salidas del sistema incierto.
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Figura 4.3: Salidas del sistema nominal con r fijo.
En las Figs 4.2,4.3 y 4.4, se presentan las salidas del sistema incierto, sistema no-
minal con r fijo y al sistema incierto con r fijo, que corresponden a las posiciones
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Figura 4.4: Salidas del sistema incierto con r fijo.
de los eslabones 1 y 2, respectivamente, con una posicio´n de referencia deseada de
2 y 3, respectivamente, en ellas se observa que a pesar de existir incertidumbres
en la planta el controlador logra atenuarlas y presentar un buen resultado.
Tiempo(s)
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
V
al
or
 d
in
ám
ic
o 
de
 r
91
92
93
94
95
96
97
98
99
100
Figura 4.5: Valor dina´mico de r(t).
Se aprecia un “buen ” desempen˜o del controlador, grantizando estabilidad robusta
en presencia de incertidumbres, las cuales son atenuadas. En la Fig. 4.5 se aprecia,
adema´s, como es que el valor de r(t) varı´a con el tiempo, hecho que representa la
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adaptacio´n deseada, se puede observar que al inicio del proceso cambia de mane-
ra drama´tica, para finalmente estabilizarse en un valor. Todo esto es debido a que
se resuelve el criterio de sensibilidad mezclada. En la seccio´n 3.4 se resuelve un
criterio de sensibilidad mezclada para r fijo y en la seccio´n 3.5 para r(t), esto su-
cede porque al realizarse la auto sintonizacio´n en linea, el para´metro r es tratado
como variante en el tiempo.
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Figura 4.6: Control Signal (u).
En la Fig. 4.6 se presenta la sen˜al de control u(t), que si bien requiere mucha
energı´a al inicio, se puede saturar para evitar que el mecanismo sufra algu´n dan˜o,
pues realmente el transitorio no es tan grande en esta sen˜al.
Se espera que el algoritmo de sensibilidad mezclada atenu´e perturbaciones de
1 kHz con la seleccio´n de wh = 600 rad/s, y la ubicacio´n de los polos en −10 con
a = 10 permite atenuar perturbaciones de 100Hz, como se muestra en las Figs. 4.8
y 4.7. Las incertidumbres de altas frecuencias representan el ruido en la entrada
de medicio´n representado como d2 en el diagrama de la Fig. 2.1, mientras que las
bajas frecuencias se sumaron en la entrada de control u(t).
El Teorema de Pequen˜as Ganancias garantiza estabilidad robusta si la condicio´n
γ1γ2 < 1 se cumple ∀t ∈ [t0, tf ] , en la Fig. 4.9 se muestra el valor de γ1γ2, satisfa-
ciendo dicho Teorema.
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Figura 4.7: Respuesta con incertidumbres de altas frecuencias.
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Figura 4.8: Respuesta con incertidumbres de bajas frecuencias.
4.3. Implementacio´n del algoritmo disen˜ado por Lya-
punov SPR
A lo largo de esta seccio´n se presentan los resultados al implementar el algoritmo
disen˜ado en la seccio´n 3.6, utilizando la misma planta que en el esquema anterior.
Para este me´todo, se utilizo´ un modelo de referencia, que es la misma planta, con
incertidumbre, tanto en la planta como en el modelo, el modelo tiene el para´metro
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Figura 4.9: Condicio´n del Teorema de Pequen˜as Ganancias γ1γ2 ≤ 1.
a estimar θ fijo, mientras que en la planta se estima en lı´nea θ∗.
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Figura 4.10: Salida del modelo de referencia.
En las Figs. 4.10 y 4.11 se observan las salidas del modelo de referencia y de la
planta, respectivamente. En ellas se aprecia adema´s, que la salida tiene un com-
portamiento no deseado, esto se debe en gran medida a la manera en que se trato´
la incertidumbre. Esta manera de atacar el problema no fue la ma´s adecuada, sin
embargo, el algoritmo hace lo que deberı´a, pues logra la convergencia entre las
salidas
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Figura 4.11: Salida de la planta.
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Figura 4.12: Convergencia de la salida de la planta yp a ym.
No solo las salidas logran una convergencia, como se nota en la Fig. 4.12, el error
entre los estados del modelo de referencia y la planta se vuelve cero.
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Figura 4.13: Error entre los estados del modelo de referencia y la planta.
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Figura 4.14: Error entre las salidas del modelo de referencia y la planta.
El vector de para´metros estimados θ tiene la forma quemuestra la Fig. 4.15, mien-
tras que φ = θ −θ∗ tiene el comportamiento de la Fig. 4.16, el valor de θ∗ = 5. La
Fig.4.15 muestra que θ tiende a θ∗
Estos resultados pueden calificarse de buenos, si de lograr la adaptacio´n se trata-
ra, pero el objetivo es que la salida y tenga un mejor comportamiento y que sea
capaz de llegar a la referencia de posicio´n deseada, motivados por los resultados
obtenidos por los me´todos anteriores, se planteo´ el tercer esquema de control, el
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Figura 4.15: Comportamiento dina´mico del parametro θ.
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Figura 4.16: Comportamiento dina´mico del parametro φ.
cual se implemento´ en la siguiente seccio´n.
4.4. Implementacio´n del controlador robusto adapta-
ble por algoritmo gradiente
Los resultados de las secciones anteriores motivaron la obtencio´n de un contro-
lador que sea robusto y que a su vez, sea capaz de auto sintonizarse en lı´nea,
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para ello se opto´ por utilizar una te´cnica convencional propia de los algoritmos
de control adaptable como lo es el algoritmo de descenso gradiente. Utilizando el
esquema que se muestra en la Fig. 3.7 , se planteo´ una parametrizacio´n mediante
la cual se puede separar lo que es el vector de para´metros estimados θ, del res-
to del sistema, con la finalidad de estimarlo en lı´nea. Dicho para´metro tiene que
estar en funcio´n del para´metro libre de la parametrizacio´n de todos los controla-
dores estabilizantes, al igual que en la seccio´n 3.3, en una configuracio´n de dos
grados de libertad, una diferencia respecto al que se presenta en dicha seccio´n,
es que esta vez se incluye un modelo de referencia al que se adapta; esto es, en el
modelo de referencia sin incertidumbre, el para´metro r es fijo y a su vez es la so-
lucio´n analı´tica del problema de sensibilidad mezclada, mientras que en la planta
se considera que r(t) es un para´metro libre en funcio´n del tiempo.
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Figura 4.17: Salida del modelo de referencia.
En las Figs. 4.18 a 4.19 se aprecian, la salida del modelo, de la planta y el error
que existe entre ambas, respectivamente. Si bien es cierto que el error no logra
ser minimizado hasta 0, se logra una aproximacio´n bastante buena, con una con-
vergencia exponencial en tiempo finito, donde el error en estado estacionario es
menor a 2% despue´s de un cierto tiempo.
En las Figs. 4.20 y 4.21 se muestran los cambios dina´micos de θ˙ y r para dicho
esquema, respectivamente. En ellas se puede observar que el valor de r dina´mico
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Figura 4.18: Salida de la planta con r adaptable.
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Figura 4.19: Error entre las salidas del modelo de referencia y la planta.
oscila muy cercano a 30, puesto que la solucio´n analı´tica indica que al problema
de sensibilidad mezclada dada en [15] ese es el valor. Adema´s se observa que, el
valor de θ˙ es pra´cticamente 0 en todo instante de tiempo, lo que significa una
convergencia del algoritmo de descenso gradiente.
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Algo importante de resltar sobre los algoritmos de control adaptables es que son
sensibles, muy sensibles, a condiciones iniciales, puesto que si esta condicio´n no
esta cercana al valor que debe converger, el algoritmo no lo hara´.
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Finalmente, en el siguiente capı´tulo se dan las conclusiones y trabajos futuros.
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Capı´tulo 5
Conclusiones y trabajos futuros
A lo largo del presente trabajo se presenta una solucio´n para un problema de
control de sensibilidad mezclada bajo un modelo de incertidumbre de retroali-
mentacio´n. Dicho controlador robusto esta´ disen˜ado de manera que sus matrices
este´n relacionadas con el para´metro libre de la parametrizacio´n de Youla r pri-
mero como una constante. La expresio´n analı´tica de r se obtiene al minimizar las
normas ||So ||∞ y ||Tu∆y∆ ||∞ y su relacio´n geome´trica. Para la ley de adaptacio´n, el
para´metro r(t) ahora se supone como variante en el tiempo, en dicho esquema y
bajo las suposiciones presentadas a lo largo de la seccio´n 3.3 no se necesita un
modelo de referencia para el efecto del proceso de ajuste automa´tico.
Para la estabilidad de todo el sistema en lazo cerrado, se usa el Teorema de Pe-
quen˜as Ganancias. Los resultados se aplican al sistema completamente actuado
de un pe´ndulo doble. Los resultados de la simulacio´n muestran un rendimiento
”bueno” a pesar de las incertidumbres y las perturbaciones, las cuales se atenu´an
debido a la solucio´n al problema de sensibilidad mezclada que se resuelve. Las
posiciones que se desean no se pueden alcanzar sin aumentar la energı´a necesaria
en la sen˜al de control u(t), esto implica un compromiso entre ellas. Incluso si se
cambian los valores de a y ωh, que tienen que ver con la ubicacio´n de los polos
en lazo cerrado y el ancho de banda de lazo cerrado, respectivamente. El obtener
una mejor respuesta, llevara´ a una entrada de control que demande ma´s energı´a,
aunque sea por un instante de tiempo muy pequen˜o, lo cual no es deseable. Algu-
nas posibles soluciones a este problema son el incluir una saturacio´n en la entrada
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de control, que evite que dicha sen˜al lleve a la entrada de la planta a valores que
no son fı´sicamente realizables por el actuador. En las Figs. de las salidas se mues-
tra que llegan a valores razonables con funciones suaves por lo que no se tiene el
problema de posiciones inalcanzables.
El comportamiento dina´mico del para´metro libre conduce al proceso de autoajus-
te, las variaciones de este para´metro tienen lugar al comienzo del proceso, pero
despue´s de un corto perı´odo de tiempo, se estabiliza, lo que lleva a la simula-
cio´n a un ”buen” rendimiento. En cuanto a las incertidumbres y perturbaciones
se refiere, dentro de las simulaciones se puede observar que el controlador es su-
ficientemente robusto a pesar del autoajuste que realiza del parametro libre, esto
se debe a que al utilizar la parametrizacio´n de Youla de todos los controladores
estabilizantes, cada parte de ella es propia, racional y estable, lo que conduce
a funciones de transferencia de lazo cerrado y controladores de la misma ı´ndole,
propios, racionales y en este caso,estables, esto adema´s de que la solucio´n en lı´nea
de la adaptacio´n del para´metro r esta´ basada en la solucio´n analı´tica para resolver
el problema de sensibilidad mezclada.
Hablando del esquema de control donde se propone resolver el problema de adap-
tacio´n utilizando la te´cnica de Lyapunov SPR, si bien es verdad que las salidas del
sistema tienen un comportamiento que no es deseado, el objetivo de adaptacio´n
puede ser logrado. El mayor problema de este esquema es que el termino de la in-
certidumbre impacta de manera directa en el disen˜o del controlador, lo que lleva
a una salida con incertidumbres, hacia la cual existe convergencia, como se men-
ciono´ anteriormente, este no es el verdadero objetivo que persigue este trabajo,
si no el de asegurar que el controlador mantendra´ sus caracterı´sticas de robustez
au´n cuando se le agregue la ley de adaptacio´n.
Si bien es cierto que el disen˜o mediante te´cnicas basadas en Lyapunov no llevo´ a
los resultados deseados, dio´ pie y motivacio´n para la implementacio´n de un es-
quema robusto adaptable con modelo de referencia basado en algoritmo de des-
censo gradiente como el que se presenta en la seccio´n 3.7.
Dada la previa experiencia utilizando esquemas de control adaptable con modelo
de referencia, se replanteo´ el problema, esta vez pensando en que la planta debe
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seguir a un modelo de referencia que sea ideal, es decir, que no considere pertur-
baciones ni incertidumbres, donde todos los para´metros este´n disponibles para
su medicio´n, esto con la finalidad de que la sen˜al adaptada sea lo ma´s cercana a la
deseada. Durante el desarrollo de dicho esquema, surgieron diferentes obsta´culos
que complicaron su implementacio´n, el primero de ellos fue una incompatibili-
dad de las dimensiones de las matrices involucradas en el error entre las salidas
ey , posteriormente, se encontro´ que el controlador K(s) resultaba complejo en su
expresio´n analı´tica para obtener una representacio´n en espacio de estados que
fuese afı´n al para´metro libre r. Todo esto logro´ ser superado resultando en el
controlador que se presenta en la secciones 3.7 y 4.4. Los resultados de este di-
sen˜o presentan un buen desempen˜o, puesto que las salidas del modelo con ley de
adaptacio´n logran una convergencia exponencial en tiempo infinito con un error
en estado estacionario menor a 2% respecto a las referencias de posicio´n deseadas.
Todo lo que en este trabajo se presenta, fue realizado de manera analı´tica y simu-
laciones con el software Matlab-Simulink, pues existen ciertas condiciones que no
pueden ser replicadas en una planta real, tal como el caso de poder medir la sen˜al
y∆, que es la salida de la incertidumbre. El siguiente paso para continuar con esta
investigacio´n podrı´a ser el encontrar alguna manera de poder medir o estimar esa
sen˜al y ası´ tenerla disponible para realizar los ca´lculos necesarios y la adaptacio´n
deseada.
La implementacio´n de controladores robustos adaptables de dos grados de liber-
tad es otro posible enfoque para continuar con el presente trabajo, tratando de
adaptar el para´metro libre, tanto en el modelo de referencia como en la planta, o
dicho para´metro en K(s) y Kr(s) en la planta, mientras que en el modelo de refe-
rencia dichos para´metros son resueltos de manera analı´tica. Podrı´a, adema´s darse
el caso del disen˜o de una ley de control adaptativo que asegure la estabilidad
cuando γ(r(t)).
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1. INTRODUCTION
Uncertainties such as parametric variations, unmodeled
dynamics, or uncertainties due to aging or wear of the
elements, disturbances such as load changes, interference
signals or noise in measurements and the extensions of the
techniques of classic control to MIMO systems are some
motivations for the usage of the robust control theory and
techniques Zhou et al. (1996). The adaptive control can be
unstable or their performance can be ameliorated under
the presence of this kind of uncertainties and disturbances
(Sastry and Bodson, 2011), so that it is used as motivation
in (Suarez and Lozano, 1996), (Suchomski, 2006), Cui
et al. (2014). In the work of (Suarez and Lozano, 1996) the
robust adaptive control algorithm assures stability under
bounded disturbances even for non-minimum phase plants.
As resulting of the above, robust control techniques have
been developed achieving the self-tuning of the controller
preserving robust stability and robust performance in a
closed loop under the eﬀect of uncertainties and distur-
bances. In the work of (Galindo and Gaspar, 2009), a
solution is given for a partially linearized model as well,
in which control scheme has a left pseudo inverse of the
input matrix, BL that can cause instability, which in the
present work leads to a control conﬁguration without BL.
This can be achieved using the parametrization of all
stabilizing controllers given in Galindo and Conejo (2012),
guaranteeing stability under this control scheme. The free
control parameter is selected solving a mixed sensitivity
control problem. Moreover, based on the measurements
of the norm-2 of the input and the output of the uncer-
tainty, this parameter is used for the auto-tuning of the
controller. The control conﬁguration is a direct-adaptive
control scheme without model of reference and since the
free parameter is time varying, the stability of the system
is analyzed in two parts, the ﬁrst one analyses the stability
under the Mixed Sensitivity Criterion, it is, robust stability
while the norms of interest are diminished in low and high
frequencies, with the purpose of achieving the auto-tune
eﬀect of the free control parameter. The other half of the
analysis studies the stability of the overall system seen as
a non-linear system, this happens as consequence of the
auto-tune process. In both cases, the Small Gain Theorem
is used to analyze the stability, using the measure of the
signals of interest.
Notation. ℜH∞ is the set of proper and stable rational
functions in the complex variable s. Ip is a p × p identity
matrix.
2. PROBLEM STATEMENT
The considered control scheme is shown in Fig. 1 that
diﬀers of the one of (Galindo and Conejo, 2012) in which
it does not require BL, where P (s) = J(sI − F )−1G ∈
ℜp×m(s) represents the nominal plant; K(s) is the adap-
tive controller, r is the free control parameter; u(s) and
y(s) are the input and the output of the plant, respectively
, xd is the desired state input reference , T1 is a similarity
transformation, H is known and included in the transfer
function from the output y∆(t) to the input u∆(t) of the
feedback uncertainty model ∆ := xˆ3, being (A,B,C) a
Keywords: Robust control, adaptive control, stabilizing controllers, partially linearized
systems, non-linear uncertainties, mixed sensitivity, small gain Theorem.
Abstract An on-line solution for a mixed sensitivity, robust control problem is presented as a
method of auto tuning of the control parameters. Linear stabilizable and detectable Multi-Input
Multi-Output (MIMO) plants are considered. This creates a bond between robust and adaptive
control, keeping the beneﬁts such as low frequency disturbance and high frequency unstructured
attenuation in the resultant control system. The unstructured uncertainty is represented by a
feedback uncertainty model. The analytic expressions of the controller are written in terms of
a state space of the plant and the controller belongs to the parameterization of all stabilizing
controllers. No model reference is needed for the auto-tuning process. The stability of the Mixed
Sensitivity criterion is analyzed by the Small Gain Theorem using the measure of the signals of
interest. In a similar way, the Small Gain Theorem for non-linear systems is used to assure the
stability of the overall system with the auto-tuning process.
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state space realization of P (s) and xˆ3 := [x1
3, ..., xn
3]T
see (Galindo and Conejo, 2012). The controller K(s) is
used to solve the problem of parametric auto tuning of r
throw the on-line solution of a mixed sensitivity control
problem.
Figure 1. Control scheme with feedback uncertainty model.
Let P (s) = N(s)D−1(s) and P (s) = D˜−1(s)N˜(s) be any
right coprime factorization and any left coprime factoriza-
tion of P (s) with N(s), N˜(s), D(s) and D˜(s) belonging
to ℜH∞. Then the parametrization of all stabilizing con-
trollers that stabilizes P (s) as proposed by (Youla et al.,
1976) (Vidyasagar, 1985) is given by
K(s) = D˜−1k (s)N˜k(s) = Nk(s)D
−1
k (s)
D˜k(s) := Y (s)−R(s)N˜(s), Dk(s) := Y˜ (s)−N(s)R˜(s)
N˜k(s) := X(s) +R (s) D˜ (s) , Nk(s) := X˜(s) +D (s) R˜ (s)
(1)
where R(s), R˜(s) andQ(s) belong to ℜH∞ and are the free
control parameters; X(s), Y (s), X˜(s) and Y˜ (s) belong to
ℜH∞, and are the solutions of the Diophantine equations,
X(s)N(s) + Y (s)D(s) = Im, X˜(s)N˜(s) + D˜(s)Y˜ (s) = Ip
(2)
In the following, it is considered that R(s) be rI ∈ ℜ
where ﬁrst r is ﬁxed and real, then r is function of time
for the adaptive control law. It is assumed that (F,G, J)
is a minimal realization of P (s), in which the dimension
of the state n is even, the size of the input m = n/2,
and the dimension of the output p = m. Using the change
of basis ξ(t) = T1x(t) given in the Lemma 1 of (Galindo
and Conejo, 2012) in which similarity transformations are
proposed to get the special structure that is wanted for the
controller design and observer design when the separation
principle is applied (Galindo and Conejo, 2012),


T1 =
[
Im −G1G
−1
2
V1Θ1 Im
]
T−11 =
[
∆−11 ∆
−1
1 G1G
−1
2
−V1Θ1∆
−1
1 Im − V1Θ1∆
−1
1 G1G
−1
2
] (3)
where it is assumed that G2 is a non-singular matrix and


V1 := (F12 −G1G2
−1F22)
−1
Θ1 := (F11 −G1G2
−1F21)
∆1 := Im −G1G2
−1V1Θ1
(4)
Being F11, F12, F12 , F22, G1 and G2 ∈ ℜ
m×m the elements
of the block partitions of F and G, respectively. Resulting
in to the following structure realization of the system in
new coordinates:
A =
[
0 A12
A21 A22
]
, B =
[
0
Bm
]
, C = JT−11 (5)
It is assumed the complete information of the state or the
existence of a state observer and the use of the separation
principle. This work focuses on the design of the controller
for the plant (sIn −A)
−1B.
The stabilizing controllers are obtained using the expres-
sions of the right coprime factorization and left coprime
factorization under the change of basis T1 in the feedback
conﬁguration of Fig. 1 for the plant (sIn − A)
−1B, given
by (Galindo and Conejo, 2012),
D˜ (s) =
[
Γ(s)A−112 0
0 Γ(s)
]
, N˜ (s) = 1(s+a)2
[
Bm
Bms
]
(6)
N (s) = 1(s+a)2
[
A12
Ims
]
, D (s) = B−1m Γ(s) (7)
where 0 < a ∈ ℜ, Bm ∈ ℜ
mxm and A12 are non-singular
matrices and
Γ(s) := 1(s+a)2
(
s2Im −A22s−A21A12
)
(8)
The solution of the Diophantine equation is given by
(Galindo and Conejo, 2012)
X (s) =
[
a2A−112 +A21 M
]
, Y (s) = Bm (9)
Equations (6) to (9) are used to get K(s) from (1) and
the feedback uncertainty model is given by the work of
(Galindo and Gaspar, 2009) based on a partially linear
model. Consider a non-linear system described by the
following diﬀerential equations,
{
x˙(t) = f(x(t), u(t))
y(t) = g(x(t)), u(t))
(10)
where f and g are continuous and diﬀerentiable non-linear
functions, x(t) ∈ ℜn×1 , y(t) ∈ ℜp×1 and u(t) ∈ ℜm×m
are the state, the output and the input of the system
respectively.
In (Galindo and Gaspar, 2009) a proposition is given to
cut oﬀ the Taylor series expansion arriving to a partially
linear model that approaches to the behavior of the non-
linear model. The following model is a reduced version of
this proposition after the application of the transformation
T1, which is useful on the double pendulum.
{
ξ˙(t) = Aξ(t) +Bu(t) +H0[x1
3, ..., xn
3]T
y(t) = Cξ(t)
(11)
where H0 := T1H
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This model was used since its behavior is closer to the non-
linear model than a non-linear model linearized at a point
of equilibrium, the diﬀerence between the models occurs
because the model without the term H0xˆ
3 is only similar
in a neighborhood very close to the equilibrium point.
The structure for the used controller has to be written in a
state space form, this is what allows the free parameter of
the Youla parametrization r to be related to the matrices
of the space realization of K(s) i.e. (Ak,Bk,Ck Dk), the
transfer function representation does not allows the online
auto-tuning. The following state space representation of
the controller is given in Puente and Galindo (2017);
Ak =
[
0 In
(r − a2)In −2aIn
]
;Bk =
[
0
In
]
Ck =
[
Nk3 − (a
2 − r)Nk1 N
k
2 − 2aN
k
1
]
;Dk = N
k
1
(12)
where Nk1 := B
−1
m
[
(a2 + r)A−1
12
+A21 M
]
;
Nk2 := B
−1
m
[
(2a3 − r)A−1
12
+ 2aIm 2aM
]
Nk3 := B
−1
m
[
a4A−1
12
+ (a2 − r)A21 a
2M
]
being M := 2aIm +A22
Into equation (12) all the involved matrices are aﬃne
functions of the the free parameter r, hence it can be
modiﬁed in each of the matrices that constitute the sate
space realization of the controller K(s) allowing the auto
tuning.
Figure 2. Control scheme with feedback uncertainty model
and auto-tuning.
Given the non-linear model of the uncertainty, it is pro-
posed in Fig.2 that the ﬁnite gain of the uncertainty γ (∆)
can be obtained dynamically. Using the Sector Criterion
for non-linear systems (Khalil, 1996) the uncertainty γ(∆)
is calculated using the measures of the norms ||y∆(t)||2
and ||u∆(t)||2 respectively as shown in Fig.2,
||y∆(t)||2 = γ(∆)||u∆(t)||2 + β (13)
The Small Gain Theorem is used to guarantee the input-
output stability of the system under uncertainties, in this
case the interest is in the relation from y∆ input to u∆
output like is shown in Fig. 2. The self-tuning process of
the controller is the problem desired to solve, to achieve
this it is proposed the resolution of a mixed sensitivity
problem.
The tackled problems are
Problem 1. For the state space realization (A,B,C)
given by (5), ﬁnd the solution of a mixed sensitivity control
problem supposing r as a constant.
Problem 2. With the mixed sensitivity control problem
solved, consider r(t) as a time function, then analyze the
stability of the closed loop system using the Small Gain
Theorem Khalil (1996).
In the next section a mixed sensitivity control problem is
solved leading to the proposed adaptive control law.
3. MIXED SENSITIVITY CONTROL
The mixed sensitivity problem to be solved is (see
(Galindo, 2009))
min
∣∣∣∣
∣∣∣∣
[
Sol
Tu∆y∆h
]∣∣∣∣
∣∣∣∣
∞
(14)
In order to get robust stability, ||Tu∆y∆h||∞ must be di-
minished in high frequencies and in order to guarantee
robust performance ||Sol||∞ must be diminished in low
frequencies where Sol := lims→0 So(s) and Tu∆y∆h :=
lims→∞ Tu∆y∆(s) being So(s) the transfer function that
represents the nominal performance of the controlled sys-
tem and Tu∆y∆(s) is the transfer function of the system
from y∆(t) to u∆(t). The simultaneous minimization of
this norms leads to the solution of the mixed sensitivity
control problem, such that a robust controller guarantees
robust stability and robust performance under the pres-
ence of uncertainties and admissible disturbances, where
So(s) is the transfer function from r(t) to e(t), when its
inﬁnity norm gets diminished in low frequencies then the
limt→∞ e(t) → 0 and when the inﬁnity norm of Tu∆y∆ is
diminished in high frequencies guarantees robust stability
using the Small Gain Theorem.
Achieving this the free parameter of the Youla parametriza-
tion r, can self-tune under the proposed control scheme of
Fig. 2 in which exists a feedback uncertainty model.
An analytic expression of r solving Problem 1 is presented
by,
Lemma 1. Consider the transfer function from y∆(t) to
u∆(t), Tu∆y∆(s) and the transfer function of the nominal
performance controlled system So(s) on the feedback con-
ﬁguration of the Fig. 2. Consider the state space realization
of P (s) given by (5) under the assumption that the plant is
controllable and observable and the change of basis given by
(3), in the feedback conﬁguration of Fig. 2 and the solution
of the Diophantine equation is given by (9). Let the state
reference input be xd(t) = [yd(t) 0]
T
, the free parameter
R(s) := [R1(s) R2(s)] ∈ ℜH∞ where R1(s) ∈ ℜH∞ be
rIm ∈ ℜ
m×m and R2(s) = 0 ∈ ℜH∞.
A free control parameter r that solves the equation
||Tu∆y∆h||∞ = ||Sol||∞ (15)
for an output feedback uncertainty model is
r = a2 −
a4
ωh
||H0||∞
||A12A21||∞
(16)
where a > 0 ∈ ℜ is a control parameter, and ωh is a ﬁxed
frequency in the high frequency bandwidth of (sIn−A)
−1B.
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Proof. The design of the controller K(s) is done in
the new coordinates after the transformation T1. From
the Fig.1, the transfer function from y∆(t) to u∆(t) is
Tu∆y∆(s) =
[
I + (sI −A)−1BK
]
−1
(sI −A)
−1
H0 where
H0 = T1H, the high frequency approximation of Γ(s) and
K(s) are given by (17), since R1(s) is rIm and R2(s) = 0,{
Γh = Im
Kh = B
−1
m
[
(a2 + r)A−112 +A21 M
] (17)
Hence, the high frequency approximation of Tu∆y∆(s) is,
Tu∆y∆h =
[
I +
1
ωh
[
0
Im
] [
(a2 + r)A−112 +A21 M
]]−1 1
ωh
H0
(18)
where M := 2aIm+A22. So, Tu∆y∆h can be approximated
in high frequencies to,
Tu∆y∆h =
1
ωh
H0 (19)
The low frequency approximation of Γ(s) and K(s) can be
obtained since R1(s) is rIm, R2(s) = 0 and from (8),


Γl =
−1
a2
A21A12
Kl = B
−1
m
[
a4
a2 − r
A−112 +A21 M
] (20)
Figure 3. Geometrical relationship between ||Sol||∞ and
||Tu∆y∆h||.
Sol is obtained from Sol = NlN˜kl
Sol =
[
1
a2
A12(
r
a2
− 1)A21
−1
a2
A12M
0 Im
]
(21)
With this approaches an analytic expression for r can be
obtained through a geometrical interpretation as shown in
Fig. 3. This expression is calculated knowingly that the
norm ||Sol||∞ decreases as the r parameter grows, thus
taking advantage of the geometric relation between both
approaches, use the slope equation. Since the reference
input is xd(t) = [yd(t) 0]
T
are considered in order to solve
(15) that is


||Sol||∞ =
1
a2
|
r
a2
− 1|||A12A21||∞
||Tu∆y∆h||∞ =
1
||H0||∞
(22)
The Fig.3 represents a straight line for each ||Tu∆y∆h||∞
and ||Sol||∞ respectively, then the equation of restriction
||Tu∆y∆h||∞ = ||Sol||∞ has a solution in the intersection
point of this two lines, that ismr+b = ( 1
a4
)||A12A21||∞(1−
( 1
a4
)r), this implies the result (16).
||Sol||∞ =
0− ||A12A21||∞
a2
a2 − 0
r +
1
a2
||A12A21||∞ =
1
ωh
||H0||∞
(23)

This method of obtaining r allows the auto-tune, because
all the related matrices can be updated online while this
parameter is changing, allowing the adaptation of the
controller when exists uncertainties in the process.
In the next section, the stability of the overall system from
the Fig.2 is analyzed.
4. STABILITY ANALYSIS OF THE ROBUST
ADAPTIVE CONTROL
This section is dedicated to the proof of the stability of the
overall system of Fig. 2. The main problem of this is that
the system behaves as a non-linear dynamic system, this
happens as consequence of the auto tune process and the
model of the uncertainty, which is non-linear and aﬀects
the system. In order to proof the stability the Small Gain
Theorem for non-linear systems will be used see (Khalil,
1996). This Theorem allows us to track how the norm of a
signal increases or decreases as it passes through a system.
Under the control scheme of the Fig. 2 and the change of
basis with T1 the equations for the system are


x˙(t) = Ax(t) +B(H0y∆(t) + v(t))
x˙k(t) = Ak(r)xk(t) +Bk(xd(t)− u∆(t))
v(t) = Ck(r)xk(t) +Dk(r)(xd(t)− u∆(t))
(24)
Since that ξ = T1x = T1u∆(t) and for the stability analysis
it can be assumed that xd(t) = 0, then the closed loop
equations are


x˙k(t) = Ak(r)xk(t)−Bk(u∆(t))
u˙∆(t) = Au∆(t) +BH0y∆(t)+
B [Ck(r)xk(t)−Dk(r)(u∆(t))]
(25)
From (25) is obtained the following state space realization
of Tu∆y∆


[
x˙k(t)
u˙∆(t)
]
=
[
Ak(r) −Bk
BCk(r) A−BDk(r)
] [
xk(t)
u∆(t)
]
+[
0
BH0
]
y∆(t)
u∆(t) =
[
0 I
] [xk(t)
u∆(t)
] (26)
Using the Small Gain Theorem for non-linear systems, the
condition that must be met is,
γ1(∆)γ2(Tu∆y∆) < 1 (27)
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The value of γ1 is know from (12) by the measurement
of the norms ||y∆(t)||2 and ||u∆(t)||2. In the same way,
it is possible to obtain the value of γ2 using the Sector
Criterion
||
[
xk(t)
u∆(t)
]
||2 ≤ γ2||y∆||2 + β2 (28)
Thus by the measurements if the norms ||
[
xk(t)
u∆(t)
]
||2 and
||y∆||2 in the condition of inequality (27) is meet ∀t ∈
[t0, tf ] then overall system is stable.
The results are illustrated by an example of a double
pendulum in the following section
5. EXAMPLE
Consider the two-link fully-actuated planar rotational
robotic mechanism called double pendulum of the Fig.
4 where q1 is the angle that the link 1 makes with the
horizontal, q2 is the angle that the link 2 makes with link
1, m1 is the mass of link 1, m2 is the mass of link 2, L1 is
the length of the link 1 and L2 is the length of the link 2,
lc1 and lc2 are the distances to the center of the mass of
the links 1 and 2 respectively. This robot has an actuator
at the shoulder (link 1) and another one at the elbow (link
2). The links 1 and 2 move independently and the control
objective is to track a given reference
Figure 4. Double pendulum system.
Using the change of coordinates given by (3), the state
space realization of the partially linear model given by
(11) of the double pendulum is in new coordinates
A =


0 0 1 0
0 0 0 1
−(k1 + k2)/m1 k2/m1 0 0
k2/m2 −k2/m2 0 0

 , B =


0
0
1/m1
1/m2


H0 =


0 0 0 0
0 0 0 0
−21.3215 26.8458 0 0
22.0457 −56.1250 0 0

C =
[
1 0 0 0
0 1 0 0
]
(29)
where:= k1 = m1lc1
2 +m2l1
2 and k2 = m2lc2
Setting a = 7.5 and the desired references xd1 = 2,
xd2 = 3, x˙d1 = 0 y x˙d2 = 0.
The proposed adaptive control law is given by (12) and
(16) the results are described in ﬁgures 5 to 10.
Figures 8 and 9 show “good ” performance guaranteeing
robust stability in spite of the uncertainties that are
Figure 5. Outputs of the system.
Figure 6. Dynamic behavior of r(t).
Figure 7. Control Signal (u).
attenuated. This is due to the mixed sensitivity criterion
and the auto-tuning of the control parameters.
Figure 8. Low frequency disturbance response.
In the Fig. 6 is presented the dynamic changes of the
free control parameter, as it can be seen, these changes
represent the auto-tuning eﬀect, at the beginning of the
process the value changes dramatically to later stabilize.
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In the Fig. 8 is presented the response with low frequencies
disturbances, the performance remains good, this can be
seen as a more severe proof.
Figure 9. High frequency disturbance response.
Sine waves signals were added as uncertainties, 1kHz for
the high frequencies and 100Hz for the low frequency,
in both signals, the amplitude is 10. The high frequency
uncertainty represents noise at the input of the measure
device represented in the Fig. 2 as d2, the low frequency
disturbance is applied at the plant input added to control
signal u.
Figure 10. Small Gain Theorem condition γ1γ2 ≤ 1.
The Small Gain Theorem guarantees stability if the in-
equality condition ∀t ∈ [t0, tf ] is met, the Fig. 10 shows
the value of γ1γ2 which satisﬁes this condition.
6. CONCLUSIONS
A solution for a mixed sensitivity control problem under
a feedback uncertainty model is presented. A robust con-
troller is designed in a way that its matrices are related
to the free parameter of the Youla parametrization r ﬁrst
as a constant. The analytic expression of r is obtained by
the minimization of the norms ||So||∞ and ||Tu∆y∆ ||∞ and
its geometrical relation. For the adaptation law, the r(t)
is now supposed as time variant, and no model reference
is needed for the eﬀect of the auto-tuning process. For the
stability of the closed loop, the Small Gain Theorem is
used. The results are applied to the fully-actuated system
of a double pendulum. The simulation results show “good”
performance in spite of the uncertainties and disturbances
that are attenuated due the Mixed sensitivity problem that
is solved. The positions that are desired cannot be reached
without increasing the energy needed in the control signal
u, this implies a compromise between them, even if the
value of a is changed in order to get a better response,
the energy needed will increase with this. The dynamical
behavior of the free parameter leads to the auto-tuning
process, the variations of this parameter take place at
the beginning of the process but after a short amount of
time, it gets stable, leading the simulation to a ”good”
performance. As next step is the design of an adaptive
control law that assures stability when γ(r(t)).
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