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Re´sume´ – La faculte´ de reconnaıˆtre automatiquement les e´motions peut s’ave´rer utile dans le de´veloppement du dialogue homme/machine.
Nous avons pris la suite des travaux de J. Healey [Hea00] et tente´ de relever le de´fi d’identifier 8 e´motions basiques dans des signaux issus de
capteurs physiologiques. Le premier obstacle a` franchir est la grande dimension du proble`me : la se´lection de variables et l’analyse discriminante
line´aire ont permis de re´duire la dimensionalite´ du proble`me. Le second proble`me concerne le caracte`re multi-classes de la discrimination (8
e´motions a` identifier). Les Support Vector Machines (SVM) ont de´ja` fait leurs preuves en discrimination bi-classes mais ils sont encore peu
utilise´s dans les autres cas. 3 types de SVM multi-classes seront aborde´s dans cet article et compare´s a` 2 me´thodes classiques : les k plus
proches voisins (kppv) et la discrimination par maximum a posteriori sur une mode´lisation gaussienne (utilise´e par J. Healey). Avec un taux de
reconnaissance supe´rieur a` 90%, cette expe´rience est un succe`s et permet d’envisager des applications dans les domaines du context aware et de
l’ubiquitous computing[CK00].
Abstract – At the present time, one of the great challenge in human and computer interaction is emotion recognition. It would allow computer
to have friendly reactions with regards to human behaviour. In this context, we have followed up the J. Healey’s work and we aim at recognizing
8 emotions based on physiological signals. After having extracted a large amount of cues, we have to face a high dimensional classification
problem. We use variable selection algorithm and linear discriminant analysis to reduce the number of variables. Then, we deal with the
multi-class discrimination problem. The Support Vector Machine (SVM) algorithm is acknowledged to be a powerfull method for 2-class
discrimination but it is not often used to tackle multi-class problem. 3 implementations of multi-class SVM will be presented in this paper and
are compared to 2 classical methods : the k nearest neighbours (knn) and a maximum a posteriori algorithm based on a gaussian model (used
by J. Healey). Experiments show that using our algorithm we can achieve a recognition rate higher than 90 %. That allows us to consider
applications in context aware and ubiquitous computing fields [CK00].
1 Introduction
L’identification automatique des e´motions basiques pourrait
de nouveaux horizons dans les relations entre hommes et ordi-
nateurs. Au niveau de la reconnaissance vocale par exemple,
les progre`s re´alise´s ces dernie`res anne´es sont conside´rables.
Cependant, le taux de reconnaissance de tels syste`mes n’est
probant que dans le cas de dicte´es monotones. En introduisant
la connaissance de l’e´tat e´motionnel de l’utilisateur, il devient
possible de construire un dialogue homme/machine plus natu-
rel. Dans le secteur automobile, l’ordinateur de bord d’une voi-
ture pourrait eˆtre informe´ de l’endormissement du conducteur
ou de son niveau de stress, il agirait alors en conse´quence. De
manie`re plus ge´ne´rale, la connaissance approfondie de l’utili-
sateur permet a` l’ordinateur de proposer une interface person-
nalise´e et adapte´e aux circonstances, de re´agir plus intelligem-
ment et meˆme d’anticiper les besoins de cet utilisateur.
Mais le proble`me d’identification d’e´motions est complexe.
Le but de cet article est de proposer une me´thodologie effi-
cace pour y faire face. La premie`re e´tape consiste a` extraire
les variables explicatives a` partir de mesures de signaux phy-
siologiques. Le proble`me obtenu est de tre`s grande dimension.
Dans un deuxie`me temps, l’enjeu est donc de re´duire la dimen-
sion du proble`me graˆce a` diffe´rents algorithmes de se´lection de
variables et d’analyse discriminante line´aire. Enfin, plusieurs
me´thodes de classification ont e´te´ compare´es pour e´tiqueter les
donne´es (SVM, k plus proches voisins et maximum a poste-
riori sur une mode´lisation gaussienne).
Nous e´tudierons successivement ces 3 phases puis nous ver-
rons les re´sultats obtenus en fonction des divers parame`tres. Le
but est de quantifier l’apport lie´ aux me´thodes mises en œuvre
dans chacune de ces phases.
2 Me´thode
2.1 Donne´es
Les signaux physiologiques correspondant a` des e´tats e´mo-
tionnels sont ceux utilise´s par J. Healey dans sa the`se [PH02].
Ils sont issus de 4 capteurs (re´sistance de la peau, respiration,
pression sanguine et electromyogramme) auxquels s’ajoute le
rythme cardiaque (de´duit des variations de pression sanguine).
Ces donne´es repre´sentent 25 minutes d’enregistrement par jour
sur une pe´riode de 20 jours et sur une personne unique. Chaque
jour contient 5 signaux qui repre´sentent les 8 e´motions ba-
siques a` identifier (pas d’e´motion, e´nervement, haine, peine,
amour, amitie´, joie, re´ve´rence). Nous avons construit 56 va-
riables explicatives pour chaque portion de signal repre´sentant
une e´motion. Ces 56 variables contiennent les moyennes, e´carts-
types et densite´s spectrales (sur une bande de 0 a` 0,6 Hz) des
cinq signaux issus des capteurs. Finalement, la base d’exemples
comporte 160 points repartis dans 8 classes.
Notons que les e´tiquettes des donne´es repre´sentent des e´mo-
tions : il s’agit donc de valeurs non objectives. Cela implique
que l’expression physiologique d’une meˆme e´motion peut va-
rier le´ge`rement d’un jour a` l’autre. De plus, les e´motions peu-
vent se me´langer les unes aux autres. Enfin, les capteurs sont
sensibles au contexte. L’e´paisseur de la couche de gel sous
l’e´lectrode de mesure de la re´sistance de la peau a par exemple
une influence importante sur les mesures. Tous ces e´le´ments
contribuent a` rendre le proble`me encore plus de´licat.
2.2 Re´duction de la dimensionalite´
2.2.1 Crite`re de Lambda Wilks
La se´lection de variables consiste en une suppression se´quen-
tielle de variables (backward selection) visant a` minimiser le
crite`re de Lambda Wilks [Sap90]. Ce crite`re permet de mesu-
rer la se´parabilite´ des donne´es :
CritLW =
det(W )
det(V )
(1)
ou` W est la matrice de covariance intra-classe et V la ma-
trice de covariance globale. L’objectif est de choisir un sous-
ensemble de variables qui minimise le volume moyen de chaque
classe et maximise le volume total : les classes sont ainsi mieux
se´pare´es.
2.2.2 Crite`re de maximisation de la marge SVM
L’algorithme complet des SVM est de´crit section 2.3.3. Ce
crite`re propose de regarder la sensibilite´ de chaque variable sur
la marge du classifieur [Rak03]. L’introduction des variables
unitaires νi au niveau de l’expression du noyau gaussien donne :
K(ν · x, ν · y) = exp
(
−
∑d
i=1(νi(xi−yi))2
2σ2
)
x, y ∈ Rd
(2)
ou` · est le produit terme a` terme de 2 vecteurs. La marge est de
la forme [Vap98] :
M = 2/‖ω‖,
‖ω‖2 =∑i (αiαjyiyjK(νx, νy)) (3)
Finalement, la de´rive´e de ‖ω‖2 par rapport aux νi est propor-
tionelle a` l’influence de chaque variable i sur la marge. Les
variables les moins sensibles sont e´limine´es en backward selec-
tion. Ce crite`re peut eˆtre aise´ment e´largi aux SVM un-contre-un
et un-contre-tous en conside´rant :
N∑
k=1
∂‖ωk‖2
∂νi
(4)
ou` N est le nombre de classifieurs.
2.2.3 Analyse discriminante line´aire (ADL)
L’ADL vise a` re´duire la dimension du proble`me tout en se´-
parant au mieux les diffe´rentes classes [DHS01]. De manie`re
formelle, le proble`me est de trouver la matrice de projection A
qui maximise :
max
A
(
ATBA
ATV A
)
(5)
ou` B est la matrice de covariance inter-classes et V la matrice
de covariance globale. Le but est de favoriser le regroupement
des points d’une meˆme classe et de maximiser la distance entre
les clusters obtenus. En transformant A en un ensemble de vec-
teurs [a1, (. . .), an], le proble`me devient :
V −1Bai = λai,∀i ∈ {1, (. . .), n} (6)
A se compose donc des vecteurs propres associe´s aux n pre-
mie`res valeurs propres trie´es par ordre de´croissant de V −1B,
n e´tant fixe´ par l’utilisateur et infe´rieur au nombre de classes
du proble`me.
2.3 Algorithmes de discrimination
Soit une base de donne´es e´tiquete´e de npts points re´partis en
nCl classes :
{xi, yi}, i ∈ {1, (. . .), npts} yi ∈ {1, (. . .), nCl}
L’enjeu est de trouver une re`gle de de´cision :
f : Rd → A
x → f(x) (7)
telle que f(x) soit une bonne pre´diction de l’e´tiquette de x au
sens d’un crite`re donne´.
La base de donne´es sera divise´e en un ensemble d’apprentis-
sage de napp points et un ensemble de test de nt points.
2.3.1 K plus proches voisins
Le classifieur des k plus proches voisins (kppv) est un clas-
sifieur universel de re´fe´rence. Pour un proble`me nCl-classes,
chaque point de test prend l’e´tiquette de la classe dominante
parmi ses kppv :
f(x) = yj avec
occ(yj) > occ(yi), ∀i 6= j, i ∈ {1, (. . .), nCl} (8)
ou` occ(yi) est l’ope´rateur de´finissant le nombre d’occurrences
de yi parmi les e´tiquettes des kppv de x.
2.3.2 Maximum a posteriori sur une mode´lisation gaus-
sienne (MAP gaussien)
Dans cette me´thode (retenue par J. Healey [PVH01]), chaque
classe k est assimile´e a` une gaussienne dont la moyenne µk et
la variance Σk sont de´termine´es sur les points d’apprentissage.
La classe des points de test est obtenue de la manie`re suivante
(en supposant que les classes sont e´quiprobables) [DHS01] :
f(x) = argmaxk
(
exp(−(x− µk)Σ−1k (x− µk))
)
,
k ∈ {1, (. . .), nCl} (9)
2.3.3 SVM multi-classes
L’algorithme des Support Vector Machines (SVM) de´crit par
V. Vapnik [Vap98] propose de projeter les points dans un nou-
vel espace H muni d’un produit scalaire 〈., .〉 graˆce a` une fonc-
tion φ(x). En pratique, cette transformation est implicite dans
le noyau K(x, y) = 〈φ(x), φ(y)〉. La frontie`re de de´cision est
de la forme :
f(x) = 〈ω, φ(x)〉H + b =
napp∑
i=1
αiK(xi, x) + b (10)
Dans le cas ou` les donne´es sont se´parables, la frontie`re f(x)
optimale (qui maximise la marge entre les classes) est obtenue
en re´solvant le proble`me quadratique suivant :
minω 12‖ω‖2
sous les contraintes :
yi(〈ω, φ(xi)〉+ b) ≥ 1 ∀i ∈ {1, (. . .), napp}
(11)
Pour pouvoir traiter plus de deux classes, il convient d’ap-
porter les modifications ne´cessaires. L’article de C. W. Hsu
[HL02] compare trois approches du proble`me SVM multi-clas-
ses. Les deux premie`res me´thodes sont base´es sur une multipli-
cation des classifieurs bi-classes tandis que la dernie`re propose
une re´solution globale.
– Un-contre-tous. Le un-contre-tous a e´te´ la premie`re re´-
ponse propose´e pour faire face aux proble`mes multi-clas-
ses. Chaque classe est oppose´e a` toutes les autres. Il faut
donc poser nCl proble`mes binaires. La fusion des re´sultats
est tre`s simple :
Classe de x = argmaxk(fk(x)),
k ∈ {1, (. . .), nCl} (12)
– Un-contre-un. Cette solution consiste a` cre´er tous les clas-
sifieurs bi-classes envisageables du proble`me, c’est a` dire
nCl(nCl − 1)/2 classifieurs binaires. Chaque classifieur
vote pour tous les points et chaque point se voit attribuer
la classe qui a rec¸u le plus de suffrages.
– Me´thode globale. Cet algorithme est de´crit tre`s claire-
ment par J. Weston [WW98]. Le proble`me est de trouver
nCl classifieurs
fk(x) = 〈ωk, φ(x)〉+ bk,∀k ∈ {1, (. . .), nCl} (13)
qui minimisent :
minω 12‖ωk‖2
sous les contraintes :
fyi(xi) ≥ fk(xi), k ∈ {1, (. . .), nCl}
k 6= yi
i = 1, (. . .), napp
(14)
L’introduction de variables de relaˆchement ξ permet de trai-
ter les proble`mes non se´parables. C repre´sente la pe´nalite´ pour
les points d’apprentissage se trouvant au dela` de la marge. Dans
le cas bi-classes, il est ne´cessaire de minimiser :
min
ω,ξ
1
2
‖ω‖2 + C
napp∑
i=1
ξi (15)
et de transformer les contraintes en :
yi(〈ω, φ(xi)〉+ b) ≥ 1− ξi
ξi ≥ 0, ∀i ∈ {1, (. . .), napp} (16)
3 Re´sultats
L’e´valuation des performances a e´te´ effectue´e par estimation
non biaise´e de l’erreur en ge´ne´ralisation (me´thode du leave-
one-out [HTF01]). Les re´sultats pre´sente´s dans les tableaux 1 et
2 sont des re´sultats optimise´s. Les parame`tres ont e´te´ e´chantil-
lonne´s puis toutes les combinaisons ont e´te´ e´value´es (toujours
en leave-one-out) afin de trouver les parame`tres optimaux.
TAB. 1 – Meilleurs re´sultats obtenus (en pourcentage de recon-
naissance) - Pre´-traitements simples.
sans SV SV ADL
trait. LW SVM1/1 seule
SVM 1/1 53,12% 66,87% 68.75% 80,63%
SVM 1/tous 52,50% 66,25% - 79,37%
SVM k-class 55,00% 67,50% - 80,63%
kppv 37,50% 39,37% - 81,25%
MAP gauss. 41,88% 41,25% - 77,50%
TAB. 2 – Meilleurs re´sultats obtenus (en pourcentage de recon-
naissance) - Pre´-traitements combine´s.
sans ADL+ ADL+ ADL+ SC+
trait. SV (LW) SV (SVM 1/1) SV (LW)
SVM 1/1 53,12% 87,50% 88,13% 90,62%
SVM 1/tous 52,50% 85,00% - 88,12%
SVM k-class 55,00% 86,68% - 88,75%
kppv 37,50% 88,75% - 90,62%
MAP gauss. 41,88% 83,75% - 85,00%
3.1 Parame`tres utilise´s
Les algorithmes de re´duction de la dimensionalite´ ne´ces-
sitent diffe´rents re´glages : il faut leur donner le nombre de va-
riables a` e´liminer (pour la se´lection de variables) et le nombre
d’axes de projection pour l’analyse discriminante line´aire. Les
re´sultats optimaux ont e´te´ obtenus en se´lectionnant entre 20
et 30 variables puis en projetant les points sur 3 a` 5 axes dis-
criminants. Sur ces 2 plages de valeurs, les performances sont
constantes. Le re´glage optimal est le meˆme lorsque plusieurs
algorithmes sont conjugue´s.
L’algorithme note´ SC (se´lection de capteur) dans le tableau
2 consiste en une e´limination manuelle du capteur de pression
sanguine.
Les SVM utilise´s sont base´s sur des noyaux gaussiens. Le
couple de parame`tres (σ = 0.08, C = 1000) est optimal lors-
que les donne´es sont traite´es par ADL. Dans le cas contraire,
c’est le couple (σ = 2, C = 200) qui a donne´ les meilleurs
re´sultats. Le parame`tre σ du noyau est beaucoup plus sensible
que C.
Les kppv se sont montre´s particulie`rement robustes. Les per-
formances sont optimales pour k appartenant a` {5, (. . .), 15},
elles faiblissent lentement en s’e´loignant de cet intervalle.
L’algorithme du MAP gaussien est adaptatif, il ne ne´cessite
aucun re´glage.
3.2 Bilan des Re´sultats
Les meilleurs re´sultats sont issus du couplage de plusieurs
algorithmes de re´duction de la dimensionalite´. Ces pre´-traite-
ments effectuent la majeure partie du travail de discrimina-
tion. Cela explique le fait que les SVM perdent leur avantage
par rapport aux algorithmes plus simples sur les donne´es pre´-
traite´es. Cependant, ces me´thodes sont encore perfectibles com-
me en te´moignent les re´sultats obtenus en supprimant manuel-
lement les donne´es lie´es au capteur de pression sanguine. Ce
phe´nome`ne met en e´vidence une faiblesse des algorithmes de
se´lection de variables. En effet, ils auraient du e´liminer les va-
riables qui apportent du bruit.
Une partie du gain de performance par rapport au travail de
J. Healey [PVH01] (90,62% contre 81% de bonne classifica-
tion) est du a` l’augmentation du nombre de variables explica-
tives (densite´s spectrales effectue´es sur une plus large bande de
fre´quences). En utilisant les me´thodes de´crites dans cet articles
sur les variables explicatives de J. Healey, le taux de reconnais-
sance optimal est de 86,88%.
4 Conclusion
L’application traite´e dans cet article reste particulie`re, cepen-
dant, une me´thodologie globale de traitement du signal peut
eˆtre extraite des travaux pre´sente´s.
La premie`re phase repose sur l’extraction d’un maximum de
variables explicatives : cela permet de limiter les pertes d’in-
formation. Ne´anmoins, augmenter le nombre de variables de
manie`re arbitraire ne garantit pas une bonne discrimination.
Cette augmentation doit eˆtre controˆle´e de manie`re approprie´e
par une me´thode de se´lection de variables. La se´lection de va-
riables est un proble`me d’actualite´ ([GE03]) et les algorithmes
sont maintenant capables de se´lectionner un petit sous-ensem-
ble de variables (de l’ordre de 20) parmi un grand nombre
de variables explicatives (de l’ordre de 5000). Une fois, les
variables pertinentes se´lectionne´es, une analyse discriminante
line´aire permet de trouver une transformation line´aire de l’es-
pace augmentant la se´parabilite´ des classes en re´duisant encore
la dimension du proble`me. La combinaison de ces 2 techniques
donne les re´sultats les plus pertinents.
L’e´tape suivante est de choisir un algorithme de classifica-
tion. Ici les re´sultats paraissent moins clairs : les SVM et les
kppv font a` peu pre`s jeu e´gal, mais les SVM demandent beau-
coup plus de temps de calcul. Il semble clair que la plus grande
partie du travail de discrimination est effectue´e au niveau de
l’ADL, une fois les pre´-traitements re´alise´s, les SVM perdent
leur avantage sur les kppv.
Cette me´thodologie modulaire est simple et efficace. Cepen-
dant, il reste un certain nombre de perspectives pour ame´liorer
les re´sultats obtenus. Il faudrait construire un noyau particu-
lie`rement adapte´ a` la reconnaissance d’e´motions pour profiter
pleinement de la puissance des SVM. Des noyaux asyme´triques
permettraient par exemple de be´ne´ficier de la multi-re´solution
(comme pour les kppv) tout en maximisant la marge entre les
classes [Tsu98]. Un autre axe de recherche concerne l’inte´gra-
tion d’algorithme de se´lection de variables a` l’inte´rieur meˆme
de techniques d’apprentissage comme les SVM. Cependant, la
me´thode de´crite par Y. Grandvalet [GC02] ne s’est pas montre´e
satisfaisante pour ce proble`me.
Finalement, il est important de garder a` l’esprit le caracte`re
subjectif des donne´es. Les e´motions ne sont pas des valeurs
exactes de plus, elles sont souvent combine´es les unes aux au-
tres. En ajoutant la variabilite´ du protocole de mesure et le
faible nombre de points d’apprentissage il semble e´vident que
le taux de reconnaissance ne sera jamais parfait.
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