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Resumen
Ce´sar Arturo Sa´enz Alan´ıs.
Candidato para el grado de Maestro en Ciencias
en Ingenier´ıa de Sistemas.
Universidad Auto´noma de Nuevo Leo´n.
Facultad de Ingenier´ıa Meca´nica y Ele´ctrica.
T´ıtulo del estudio:
Secuenciacio´n de Trabajos en Sistemas de
Produccio´n Flexibles
Nu´mero de pa´ginas: 54.
Objetivos y me´todo de estudio: Uno de los objetivos de este trabajo es el de
estudiar un problema complejo de secuenciacio´n de trabajos en sistemas flexibles,
conocido en la literatura como Flexible Job Shop Scheduling Problem (FJSP); y
proponer un algoritmo de optimizacio´n para resolverlo. El algoritmo se basa en un
esquema tipo ALNS (Adaptive Large Neighborhood Search) h´ıbrido, el cual, en ciertas
iteraciones, hace llamadas al branch-and-bound de CPLEX para resolver el FJSP,
usando un modelo propuesto por Vahid Roshanaei[47]. El segundo de los objetivos
es el estudio de un problema de secuenciacio´n de trabajos presente en una empresa
cervecera de la localidad. Puesto que las caracter´ısticas y restricciones del problema
de produccio´n de cerveza difieren con las del cla´sico FJSP, se desarrolla un algoritmo
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de optimizacio´n de tipo GRASP (Greedy Randomized Adaptive Search Procedure),
el cual sera´ el punto de inicio para una futura implementacio´n en la empresa.
Contribuciones y conclusiones: El ALNS propuesto para la solucio´n del
FJSP probo´ ser eficiente para un gran nu´mero de instancias tomadas de la literatura,
alcanzando soluciones o´ptimas para ma´s de la mitad de las instancias en las que el
o´ptimo ha sido reportado en la literatura. Para mejorar la calidad de las soluciones
(no o´ptimas) generadas por el algoritmo propuesto, se propone variar los para´metros
del algoritmo, o bien, an˜adirle otro tipo de reactividad para que ajuste de manera
automa´tica los para´metros. En cuanto al caso estudiado de la compan˜´ıa cervecera,
nos proporcionaron dos instancias reales junto con la solucio´n implementada en la
planta, e´sta se comparo´ con la solucio´n reportada por el GRASP propuesto y se ob-
servo´ que la solucio´n reportada por GRASP permite un ahorro de hasta el 28% (6
d´ıas) con respecto al tiempo de produccio´n requerido por la solucio´n implementada
por la compan˜´ıa.
Firma del asesor:
Dra. Mar´ıa Ange´lica Salazar Aguilar
Cap´ıtulo 1
Introduccio´n
En este trabajo se aborda el Problema de secuenciacio´n de trabajos en sistemas
flexibles, conocido por sus siglas en ingle´s como FJSP (Flexible Job Shop Scheduling
Problem), el cual consiste en generar una programacio´n de produccio´n de cierta
cantidad de trabajos para satisfacer una demanda dada; cada trabajo esta´ formado
por un conjunto de operaciones que tienen que ser procesadas en un orden espec´ıfico,
y cada operacio´n puede ser procesada en una ma´quina dentro de un conjunto de
ma´quinas capaces de realizar dicha operacio´n. Este problema esta´ presente en el
a´mbito industrial en donde las empresas, con el fin de maximizar su capacidad de
produccio´n, manejan l´ıneas de produccio´n en paralelo. Las l´ıneas de produccio´n
pueden contar con caracter´ısticas ide´nticas o no.
Revisando la literatura existente en el FJSP, se observo´ un a´rea de oportuni-
dad para el desarrollo de una heur´ıstica eficiente que permita encontrar soluciones
de buena calidad en un tiempo razonable, de ah´ı que en esta tesis se propone un
algoritmo h´ıbrido basado en la metaheur´ıstica ALNS (Adaptive Large Neighborhood
Search) y un procedimiento de Branch-and-Bound que es llamado en algunas itera-
ciones del algoritmo. El desempen˜o del algoritmo es evaluado sobre varias clases de
instancias tomadas de la literatura.
Adema´s del problema mencionado anteriormente, se estudia un caso real de
un empresa cervecera de la localidad, en donde no cuentan con un sistema automa-
tizado para programar la secuencia de produccio´n. Dicha empresa requiere mejorar
la forma en que se planea la produccio´n de cerveza, con el fin de maximizar la pro-
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duccio´n y cubrir la demanda total de los diferentes productos que maneja. Debido
a la gran cantidad de demanda que se tiene que cubrir constantemente y a la gran
cantidad de variables y restricciones requeridas para la planeacio´n de la produccio´n,
la programacio´n se realiza ba´sicamente en funcio´n de la experiencia del tomador
de decisiones y decisiones heur´ısticas. Es por ello que es necesario desarrollar e im-
plementar herramientas de optimizacio´n que permitan generar soluciones de mejor
calidad en el menor tiempo posible. En esta tesis se propone un algoritmo meta-
heur´ıstico tipo GRASP (Greedy Randomized Adaptive Search Procedure) con el fin
de obtener planes de produccio´n que maximicen la capacidad de produccio´n de la
planta.
1.1 Objetivo
Desarrollar e implementar un algoritmo de optimizacio´n para resolver el FJSP
de manera eficiente en un tiempo de co´mputo competitivo. Adema´s, estudiar el
proceso de planeacio´n de produccio´n que enfrenta una empresa cervecera local. Fi-
nalmente, proponer un algoritmo de optimizacio´n que resuelva el problema de pla-
neacio´n de produccio´n de cerveza de manera eficiente y que sirva como soporte para
el tomador de decisiones.
1.2 Justificacio´n
Existe una gran cantidad de empresas con alto nivel de utilizacio´n, que tienen
grandes volu´menes de demanda que deben satisfacer en un tiempo determinado, para
eso, es una estrategia comu´n utilizar l´ıneas de produccio´n que trabajan en paralelo
para maximizar la produccio´n. Sin embargo, un gran nu´mero de empresas carecen de
herramientas para optimizar la secuencia de produccio´n de sus mu´ltiples productos,
por lo que recurren a la experiencia del tomador de decisones, limita´ndose a encontrar
cualquier solucio´n factible basado en la experiencia, sin revisar la existencia de otras
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soluciones que pudieran resultar ma´s rentables.
1.3 Estructura de la tesis
En el Cap´ıtulo 2 se muestran los antecedentes de los distintos problemas de
secuenciacio´n de tareas relacionados con el presente trabajo.
En el Cap´ıtulo 3 se describe de manera ma´s detallada el FJSP, y se describe
el algoritmo propuesto para la solucio´n del mismo. Se incluyen adema´s los resulta-
dos computacionales obtenidos sobre varios conjuntos de instancias tomadas de la
literatura.
En el Cap´ıtulo 4 se describe un caso de estudio proveniente de una compan˜´ıa
cervecera. Se presenta un algoritmo tipo GRASP, cuyo desempen˜o es evaluado en
instancias reales e instancias artificiales creadas a partir de la situacio´n real.
Finalmente, en el Cap´ıtulo 5 se muestran las conclusiones del trabajo realizado,
as´ı como algunas recomendaciones para mejorar el desempen˜o de los algoritmos
propuestos en esta tesis.
Cap´ıtulo 2
Antecedentes
En este cap´ıtulo se describen algunos trabajos que estudian el problema de
secuenciacio´n de trabajos en ma´quinas paralelas. Existen muchas variantes de este
tipo de problemas: i) Problemas en los que la secuenciacio´n de trabajos se hace por
lotes, un lote es un conjunto de trabajos que se procesan, comu´nmente, simulta´nea-
mente y en una misma ma´quina; y los trabajos que componen el lote pueden ser
ide´nticos o no ide´nticos. ii) Problemas que consideran tiempos de preparacio´n los
cuales pueden ser dependientes o independientes de la secuencia. iii) Problemas que
contemplan familias de trabajos, y en algunos casos e´stos se procesan por lotes,
siempre y cuando los trabajos dentro de un mismo lote sean de la misma familia;
este tipo de problemas pueden presentar tiempos de preparacio´n que dependen de
la secuencia de lotes. En esta investigacio´n se realiza el estudio de un problema de
secuenciacio´n de trabajos en sistemas flexibles presente en la literatura y adema´s,
se estudia un caso pra´ctico de un problema de secuenciacio´n de trabajos por lotes,
con familias de trabajos y tiempos de preparacio´n que dependen de la secuencia. A
continuacio´n se presenta una revisio´n de la literatura relacionada con los problemas
de estudio.
4
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2.0.1 Problema de secuenciacio´n de trabajos en sistemas
flexibles
El problema de secuenciacio´n de trabajos en sistemas flexibles hace referencia
al Flexible Job shop Scheduling Problem (FJSP, por sus siglas en ingle´s).
El FJSP es una extensio´n del JSP (Job Shop Scheduling Problem), el cual es
considerado como un problema NP-duro [17]. En el JSP se tienen n trabajos, cada
trabajo j consta de cierto nu´mero de operaciones (nj) que tienen que realizarse en
un orden establecido. Se cuenta tambie´n con un conjunto de ma´quinas que trabajan
en paralelo, cada una de las operaciones de cada trabajo oj se tiene que llevar a cabo
en una ma´quina en espec´ıfico. El objetivo es encontrar la programacio´n en la que se
realizara´n las operaciones de manera que se minimize el makespan (Cmax).
En el FJSP se agrega la parte de la flexibilidad al JSP, la cual se refiere a que
una misma operacio´n puede realizarse en ma´s de una ma´quina que este´ capacitada
para hacer el trabajo.
En el FJSP se tienen m ma´quinas en el sistema y n trabajos (j1,...,jn) a ser
procesados. Cada trabajo j esta´ formado por nj operaciones que tienen restricciones
de precedencia. Cada operacio´n Oj,l tiene que procesarse en una de las ma´quinas y
el tiempo de procesamiento depende de las caracter´ısticas de la ma´quina.
En este problema se puede presentar flexibilidad parcial o flexibilidad total,
segu´n Kacem et al.[23], la flexibilidad parcial se refiere a que existen algunas ma´qui-
nas multipropo´sito no ide´nticas, lo que permite que cada operacio´n pueda ser asigna-
da u´nicamente en una de las ma´quinas capaces de procesarla; mientras que en el caso
de flexibilidad total, todas las ma´quinas pueden procesar todas las operaciones. En
Brandimarte [1] se expresa que hay dos decisiones a tomar en el FJSP, la asignacio´n
de operaciones a las ma´quinas, y la secuencia de operaciones dentro de las ma´quinas.
Esto implica que el espacio de soluciones factibles se incremente en gran medida, lo
que quiere decir que se vuelve au´n ma´s complicado de resolver, a optimalidad, que
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el JSP.
Por su parte, Fattahi et al.[14] proponen un algoritmo basado en recocido simu-
lado para resolver el FJSP con superposicio´n en las operaciones as´ı como un modelo
matema´tico de programacio´n lineal entera mixta para la solucio´n de instancias pe-
quen˜as.
Fattahi et al.[15] proponen un modelo matema´tico lineal entero mixto para la
solucio´n de instancias pequen˜as del FJSP, dicho modelo se basa en las posiciones
en las que es posible insertar operaciones dentro de cada ma´quina. Otros ejemplos
de modelos lineales enteros son los que se presentan en Ozguven et al.[42]. Estos
modelos son los que se toman como base para la formulacio´n de nuevos y mejores
modelos de programacio´n lineal entera en Vahid Roshanaei[47]. En e´ste u´ltimo se
presenta el modelo llamado MILP − 6 (ver seccio´n 3.1.1), el cual se basa en los
tiempo de terminacio´n de cada operacio´n para comenzar a procesar la operacio´n
siguiente dentro de un mismo trabajo. Dicho modelo es utilizado en esta tesis para
mejorar las soluciones generadas por el Algoritmo 1, mostrado ma´s adelante en la
Seccio´n 3.2.1.
2.1 Programacio´n de trabajos por lotes
En esta seccio´n se mencionan los estudios realizados para la programacio´n de
trabajos por lotes, esto es de utilidad ya que la programacio´n que se realiza en el caso
de estudio es tambie´n de este tipo, con lo que es posible comparar las caracter´ısticas
que se han abordado con las caracter´ısticas espec´ıficas de nuestro problema.
Robert C. Dorsey et al.[13] consideran el problema de producir n productos
diferentes en m ma´quinas ide´nticas en paralelo. Se asume que la produccio´n ocurre
en un horizonte de planeacio´n finito que se compone de h periodos de produccio´n.
Durante cualquier periodo se puede asignar como ma´ximo un producto en cada
ma´quina. Cuando un producto i es asignado a una ma´quina se asume que se pro-
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ducira´n exactamente pi unidades del mismo. El costo de produccio´n depende del
producto y del periodo en el cual fue asignado. Los productos terminados se guar-
dan en el inventario y las demandas se satisfacen con los productos que esta´n en el
inventario. El objetivo del problema es determinar una programacio´n que minimice
la suma de los costos de produccio´n e inventario a lo largo del horizonte de planea-
cio´n. Para ello formulan un modelo de programacio´n entera, el cual transforman a
un problema de flujo de costo mı´nimo.
Jay B. Ghosh[18] hace referencia a versiones de una sola ma´quina y ma´quinas
mu´ltiples para el problema de programacio´n por lotes que surgen cuando existen
familias de trabajos y tiempos de preparacio´n entre dichas familias. El objetivo es
minimizar la terminacio´n total de los trabajos. En su trabajo hacen observaciones
con respecto a la complejidad del problema y las variantes presentadas en e´l.
T.C.E. Cheng y Z.L. Chen[7] abordaron un problema de programacio´n de varios
lotes de trabajos en dos ma´quinas en paralelo con el objetivo de minimizar el total
del tiempo de terminacio´n de los trabajos. Consideran un tiempo de preparacio´n
entre el procesamiento de trabajos que pertenecen a lotes distintos. En este trabajo
muestran que el problema es NP-duro incluso cuando los tiempos de preparacio´n son
independientes de la secuencia y todos los tiempos de procesamiento son iguales.
Kim et al.[25] estudian la programacio´n de transferencia de lotes de trabajos
no ide´nticos en dos etapas con ma´quinas ide´nticas en paralelo en cada etapa.
Cheng et al.[6] atacaron un problema de programacio´n de lotes que aparece
comu´nmente en un ambiente de manufactura flexible. En este caso, diferentes tra-
bajos tienen que ser procesados en una l´ınea de produccio´n de dos etapas. Estos
trabajos son procesados en lotes en la primera ma´quina, y el tiempo de termina-
cio´n de un trabajo se define como el tiempo de terminacio´n del lote que lo contiene.
Cuando el procesamiento de todos los trabajos de un lote se completa, todo el lote
se pasa intacto a la segunda ma´quina. Existe un tiempo de preparacio´n que se agre-
ga cada vez que se forma un lote en cualquier ma´quina. El objetivo es encontrar la
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composicio´n de los lotes y el orden en el que sera´n procesados con el fin de minimizar
el makespan. Para ello, propusieron algoritmos de optimizacio´n heur´ıstica en cada
fase del problema con el fin de tener mayor diversidad en las soluciones y evitar
estancamientos en o´ptimos locales.
Una metodolog´ıa sistema´tica de dos pasos es propuesta por C.A. Me´ndez et
al.[34] para resolver el problema de programacio´n de lotes para satisfacer mu´lti-
ples o´rdenes de productos con diferentes tiempos de entrega. Adema´s, Me´ndez y
Cerda´[35], introducen un eficiente marco matema´tico de MILP para la programacio´n
reactiva por lotes en multietapas con restricciones de recursos.
Sung et al.[52] consideran un problema de programacio´n para ma´quinas proce-
sadoras de lotes multietapas donde cada ma´quina puede procesar un lote de trabajos
simulta´neamente tal que todos los trabajos contenidos en el lote son liberados al
mismo tiempo despue´s de su procesamiento para pasar a la siguiente ma´quina, esto
puede relacionarse con las etapas de produccio´n de cerveza, ya que un mismo lote
tiene que pasar a trave´s de las diferentes etapas del proceso cervecero.
Torabi et al.[54] abordan un problema de programacio´n de lotes multiproducto
en ciclos, en grupos flexibles determin´ısticos donde el horizonte de planeacio´n es
finito y fijo por la administracio´n. El problema consiste de una parte combinatoria
(subproblemas de asignacio´n de ma´quinas y secuenciacio´n) y una parte continua
(subproblemas de dimensionamiento de lotes y programacio´n).
Dastidar y Nagi[12] presentan modelos matema´ticos y algoritmos para un pro-
blema de programacio´n de produccio´n con divisio´n por lotes de operaciones de en-
samblado. Las operaciones a procesar se separan en lotes de taman˜o adecuado y se
asignan a las ma´quinas paralelas ide´nticas disponibles. La metodolog´ıa que siguen se
compone de un algoritmo para la separacio´n de lotes seguido de un algoritmo para la
programacio´n de los lotes en las ma´quinas en paralelo con el objetivo de minimizar
el makespan.
En Lin et al.[28] estudian un problema de programacio´n de ensambles con tres
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ma´quinas, el cual aparece en muchos procesos de manufactura. En este problema las
primeras dos ma´quinas producen componentes individuales, y la tercera ma´quina es
tratada como una segunda etapa en la que se ensamblan los componentes del lote
de la primera etapa. Cada que un lote es formado en la segunda etapa se requiere
un tiempo de preparacio´n constante. El objetivo es minimizar el makespan.
En Kashan et al.[24] se investiga el problema de programacio´n de procesamiento
de lotes en ma´quinas ide´nticas en paralelo, en el cual cada ma´quina puede procesar
un grupo de trabajos simulta´neamente como un lote. Cada trabajo se caracteriza
por su taman˜o y tiempo de procesamiento. El tiempo de procesamiento de un lote
esta´ determinado por el tiempo de procesamiento ma´s grande de los trabajos dentro
del lote. Ellos proponen un algoritmo gene´tico h´ıbrido con el objetivo de minimizar
el makespan.
Leung et al.[26] consideran el problema de programacio´n de n trabajos en m
ma´quinas ide´nticas en paralelo, donde los trabajos son procesados en lotes y el tiempo
de procesamiento de cada trabajo depende de su tiempo de espera, es decir, el tiempo
al que incio´ el trabajo menos el tiempo en el que inicio´ el lote. Si el trabajo comienza
antes de que se cumpla un tiempo de espera l´ımite dado, requiere de un tiempo de
procesamiento ba´sico, si el tiempo de espera sobrepasa el tiempo de espera l´ımite,
se requiere un tiempo de procesamiento extendido para llevar a cabo el trabajo. El
objetivo es minimizar la suma de los tiempos de terminacio´n de los trabajos.
En Manjeshwar et al.[31] se trabaja con un problema de programacio´n en el
cual los tiempo de procesamiento y los taman˜os de los trabajos se conocen y no
son ide´nticos. Se cuenta con dos ma´quinas. Cada ma´quina puede procesar un lote
mientras no se exceda su capacidad. El tiempo de procesamiento del lote es el mayor
tiempo de procesamiento de los trabajos que contiene. El objetivo es el de minimizar
el makespan.
Tang y Liu[53] estudiaron el problema de programacio´n en dos ma´quinas con
lotes y tiempo de liberacio´n. El objetivo es minimizar el makespan. Formulan el pro-
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blema con un modelo de programacio´n entera mixta y muestran que es un proble-
ma NP-duro. Tambie´n desarrollan un algoritmo heur´ıstico basado en programacio´n
dina´mica para resolver el problema.
Zhang y Gu[59] proponen un me´todo para modelar problemas de programacio´n
incluyendo lotes y tiempos de preparacio´n dependientes de la secuencia anticipados
mediante redes de Petri.
Wang y Chou[56] propusieron varias metaheur´ısticas para la solucio´n del pro-
blema de programacio´n de procesamiento de lotes en ma´quinas en paralelo en el cual
cada ma´quina procesa simulta´neamente varios trabajos en un lote, siempre y cuando
el taman˜o de todos los trabajos en el lote no exceda la capacidad de la ma´quina.
El tiempo de procesamiento del lote es el tiempo de procesamiento del trabajo ma´s
largo dentro del lote.
Bayi Cheng et al.[5] consideran el problema de programacio´n de lotes en ma´qui-
nas paralelas con trabajos de taman˜o arbitrario. Las ma´quinas tienen la misma ca-
pacidad de taman˜o y velocidad de procesamiento. Los trabajos son procesados en
lotes dado que el taman˜o de los trabajos en el lote no exceda la capacidad de las
ma´quinas. Una vez que el lote comienza a procesarse, no se puede interrumpir hasta
que todos los trabajos terminen de procesarse. En este trabajo se muestra un mo-
delo de programacio´n entera mixta, seguido de la complejidad computacional del
problema. Proponen un me´todo de colonia de hormigas donde se usa el criterio de
Metro´polis[55] para superar la convergencia inmadura.
Wang et al.[57] desarrollan un modelo de optimizacio´n integrado para la gene-
racio´n y produccio´n de lotes sin violar las restricciones de procesos de produccio´n en
una empresa de energ´ıa intensiva. Utilizan te´cnicas de linealizacio´n para formular un
modelo entero de programacio´n lineal (MILP), mismo que se usa para dar solucio´n
al problema.
Noroozi et al.[41] presentan un problema de programacio´n donde un grupo de
trabajos puede ser procesado en una ma´quina simulta´neamente. Desarrollaron tres
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algoritmos efectivos para resolver el problema, incluyendo un algoritmo gene´tico, y
un recocido simulado h´ıbridos.
Lozano y Madaglia[29] trabajaron en un problema de programacio´n que con-
siste en programar trabajos en cierto nu´mero de ma´quinas en paralelo que procesan
lotes, asignando los trabajos a los lotes y despue´s se hace la secuenciacio´n en las
ma´quinas. Ellos proponen una heur´ıstica de dos fases que combina me´todos exactos
con bu´squedas heur´ısticas con el objetivo de maximizar el uso de las ma´quinas y
minimizar el retraso en la terminacio´n de cada trabajo.
Jia y Leung[22] abordan el problema de programacio´n de n trabajos de taman˜o
arbitrario en un conjunto de m ma´quinas ide´nticas en paralelo con el fin de minimizar
el makespan. Proponen un algoritmo metaheur´ıstico basado en sistema de hormiga
ma´x-min para resolver el problema.
En esta seccio´n se presentaron los trabajos ma´s relevantes del problema de
secuenciacio´n de trabajos en lotes, se observo´ que en e´stos no se permite la particio´n
de lotes. Es por ello, que los modelos y me´todos propuestos en la literatura no
se ajustan al caso de estudio que se estudia en esta tesis. En el caso de estudio, los
trabajos que conforman un mismo lote pueden ser procesados en diferentes ma´quinas,
y el tiempo de terminacio´n del lote es el tiempo de terminacio´n del u´ltimo trabajo
procesado.
2.1.1 Programacio´n de trabajos ide´nticos en lotes
Se dice que se tiene un lote de trabajos ide´nticos cuando e´stos tienen el mis-
mo tiempo de procesamiento. Esta es una caracter´ıstica espec´ıfica del caso que se
presenta en la planta cervecera. En Peter Brucker et al.[2] se estudia un problema
de programacio´n donde se establecen g grupos de trabajos en m ma´quinas que tra-
bajan en paralelo. Cada grupo contiene trabajos ide´nticos. Se requiere particionar
cada grupo en lotes, y asignar los lotes a las ma´quinas. Un lote puede ser procesado
so´lo en una ma´quina. Existe un tiempo de preparacio´n independiente de la secuencia
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antes de que un lote de un grupo sea procesado. Se asocia un tiempo l´ımite a cada
grupo de trabajos. El objetivo es encontrar una programacio´n factible que cumpla
con los tiempos l´ımites de cada grupo de trabajos.
En el trabajo de Alessandro Condotta et al.[9] se estudian los problemas de
programacio´n de lotes en paralelo con capacidades de lote y trabajos de misma
duracio´n en un ambiente de ma´quinas paralelas. El objetivo es minimizar el ma´ximo
tiempo de espera(lateness). En este trabajo se proponen varios algoritmos heur´ısticos
que probaron ser mejores que los algoritmos existentes en los u´ltimos 20 an˜os.
A. Costa[10] estudio´ el problema de programacio´n de lotes para la industria
farmace´utica desarrollando un algoritmo gene´tico h´ıbrido equipado con dos etapas
de codificacio´n. Cada lote se compone de trabajos ide´nticos. El taman˜o del lote de-
pende del tipo de trabajo y el tiempo de procesamiento del lote es igual al tiempo de
procesamiento del tipo de trabajo que contiene. Tiempos de preparacio´n dependien-
tes de la secuencia y tiempos de remocio´n son requeridos cada vez que un lote va a
ser procesado. Se tienen ventanas de tiempo fijas en las cuales no se pueden realizar
preparaciones ni remociones. Existen varias restricciones en relacio´n a las ventanas
de tiempo, tiempos de preparacio´n y remociones que tienen que respetarse.
Byung-Cheon y Kangbok Lee[8] estudiaron un flexible job shop scheduling
problem de dos etapas, la primera etapa con una ma´quina y la segunda etapa con m
ma´quinas ide´nticas en paralelo, donde los tiempos de procesamiento de cada trabajo
en cada etapa es el mismo. El objetivo del problema es el de minimizar el makespan.
En este trabajo muestran que la complejidad del problema es NP-duro cuando se
fija m en la segunda etapa del proceso.
En Mehta y Uzsoy[33] se estudio´ el problema de minimizar la latencia total
en una ma´quina procesadora de lotes con familias de trabajos incompatibles, donde
todos los trabajos de la misma familia tienen tiempos de procesamiento ide´nticos y
trabajos de diferentes familias no se pueden procesar juntos. Se presenta un algoritmo
de programacio´n dina´mica el cual tiene complejidad de tiempo polinomial cuando el
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nu´mero de familias de trabajos y la capacidad de lotes en las ma´quinas son fijos.
Mosheiov y Oron[40] estudian el problema de programacio´n de lotes en una
ma´quina para minimizar el tiempo total de flujo. Los tiempos de procesamiento
se asumen ide´nticos para todos los trabajos. El taman˜o de los lotes pueden estar
acotados. Una solucio´n o´ptima consiste en el nu´mero y taman˜o de lotes a procesar.
Mosheiov y Oron[39] tambie´n estudiaron el problema de programacio´n de lotes
en m-ma´quinas para minimizar el makespan y el tiempo total de flujo. Se asumen
tiempos de procesamiento de trabajos ide´nticos, tiempos de preparacio´n indepen-
dientes de la secuencia, y disponibilidad de lotes. Proponen un algoritmo heur´ıstico
para la minimizacio´n del tiempo de flujo.
2.2 Programacio´n de familias de trabajos
En Shen y Buscher[48] se aborda el problema de programacio´n de lotes en serie
para minimizar el makespan. Se toman en cuenta tiempos de preparacio´n dependien-
tes de la secuencia de familias de trabajos y disponibilidad de trabajos. Proponen
un algoritmo de bu´squeda Tabu´ con varios vecindarios y mu´ltiples listas tabu´.
En Udo Buscher y Liji Shen[3] se aborda el problema de programacio´n en
ma´quinas paralelas, involucrando tiempos de preparacio´n para las familias de tra-
bajos. Se propone una bu´squeda Tabu´ con varios vecindarios con el objetivo de
minimizar el makespan. El tiempo de preparacio´n se aplica cuando se cambia la fa-
milia de los trabajos a procesar en las ma´quinas. Despue´s, Udo Buscher y Liji Shen[4]
proponen heur´ısticas basadas en MIP para balancear la calidad de la solucio´n con el
tiempo de co´mputo.
En H.A.J. Crauwels[11] se aborda un problema de programacio´n en ma´quinas
paralelas para la planeacio´n de materiales requeridos por periodo (cada semana por
ejemplo), donde los trabajos se particionan en familias y se requiere un tiempo
de preparacio´n asociado para cada familia al inicio de cada periodo y de cada lote.
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Cada lote es un ma´ximo conjunto de trabajos de la misma familia, que son procesados
continuamente. Se utiliza una formulacio´n de programacio´n entera para minimizar el
nu´mero de periodos sobrecargados y el tiempo de sobrecarga. Despue´s, se aplica una
heur´ısticas para aligerar la carga de los periodos sobrecargados. Un problema similar
es abordado en Li y Yuan[27] en el que se estudia la programacio´n de n familias de
trabajos con fechas de salida en m ma´quinas ide´nticas en paralelo. Cada ma´quina
tiene un l´ımite de trabajos a procesar al mismo tiempo como lote. Trabajos de
diferentes familias no se pueden procesar en el mismo lote. El objetivo es minimizar
el makespan.
Minimizar la ma´xima latencia en el problema de programacio´n de lotes en
ma´quinas ide´nticas en paralelo con llegadas de trabajos dina´micas fue el tema que
se estudio´ en Malve y Uzsoy[30]. En su trabajo proponen una familia de mejoras
heur´ısticas iterativas combinadas con un algoritmo gene´tico, en este trabajo se ma-
neja incompatibilidad de trabajos de diferentes familias. Un trabajo similar es el de
Mathiraja et al.[32], en el que se estudia el problema de programacio´n con ma´quinas
no ide´nticas en paralelo con la presencia de llegadas de trabajos dina´micas, fami-
lias de trabajos incompatibles y taman˜os de trabajo no ide´nticos. El objetivo es
maximizar el uso de las ma´quinas.
2.2.1 Programacio´n de familias de trabajos ide´nticos
En esta seccio´n se presentan los problemas que ma´s similitudes tienen con
el problema estudiado en la compan˜´ıa cervecera, que son los lotes de trabajos de
la misma familia, siendo que cada trabajo de la misma familia tiene tiempos de
procesamiento ide´nticos. Un ejemplo es el estudio realizado por Shen et al.[51], en
donde estudian el problema de programacio´n de familias de trabajos en ma´quinas en
paralelo para minimizar el tiempo ponderado total de terminacio´n. Existen tiempos
de preparacio´n cuando se procesan trabajos de diferentes familias y dependientes de
la secuencia. En su trabajo se enfoncan en el caso especial donde todos los trabajos
de la misma familia tienen tiempos de procesamiento ide´nticos y se pueden formar
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lotes de trabajos de la misma familia.
En Shen et al.[50] se considera un problema de programacio´n en ma´quinas en
paralelo para minimizar el tiempo total de terminacio´n. Cada trabajo pertenece a
una familia. Existen tiempos de preparacio´n dependientes de la secuencia y se asume
disponibilidad de lotes y lotes en serie. Otro trabajo similar es Shen et al.[49] en el
que se trata el problema de programacio´n y formacio´n de lotes donde se presentan
tiempos de preparacio´n dependientes de la secuencia de familias. El objetivo es
minimizar el makespan. Ellos dividen las familias de productos en lotes.
La programacio´n de la produccio´n se puede definir como la distribucio´n de
los recursos de produccio´n a lo largo del tiempo para satisfacer algu´n criterio de la
mejor manera tal y como lo describe Stephen C. Graves[20]. Con el fin de facilitar
el entendimiento de los problemas de programacio´n de trabajos, Graham et al.[19]
proponen la nomenclatura comu´n con la que se hace referencia a los problemas
de programacio´n con ma´quinas en paralelo. Mientras que en Me´ndez et al.[36] se
hace una clasificacio´n de los problemas de programacio´n de lotes y los modelos
de optimizacio´n correspondientes. Comparan la efectividad y la eficiencia de los
modelos y se discuten problemas reales que no encajan tan fa´cilmente en los me´todos
existentes.
En cuanto a la complejidad de este tipo de problemas M.R. Garey et al.[17]
muestran que el flow shop scheduling problem con m-ma´quinas es NP-duro para
todo m ≥ 2. En Rinnooy Kan[45] se puede encontrar una explicacio´n ma´s a fondo en
cuanto a la complejidad de los problemas ma´s comunes de programacio´n de trabajos.
La complejidad de los problemas de programacio´n de lotes con tiempo de prepa-
racio´n se presenta en Monma y Potts[37]. Demostrando que el problema es NP-duro
incluso para el caso donde se tienen dos ma´quinas ide´nticas y tiempos de preparacio´n
independientes de la secuencia.
Para mayor informacio´n acerca de los algoritmos ba´sicos propuestos para la
solucio´n de problemas de programacio´n por lotes se sugiere ver el trabajo realizado
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por Potts y Kovalyov[43].
En el caso de estudio que se presenta en esta tesis existe una caracter´ıstica que
no se encontro´ en la literatura, y es que cada trabajo produce una cantidad distinta
de producto dependiendo de la ma´quina en la que fue procesado. En otras palabras, la
cantidad de trabajos a procesar no es fija, y para una misma instancia puede variar la
cantidad de trabajos procesados para cubrir la demanda, e´sto depende directamente
de la secuencia y la reparticio´n de trabajos en las ma´quinas. El algoritmo propuesto
en esta tesis toma en cuenta esta caracter´ısticas y minimiza el tiempo para cubrir
la demanda de cada familia de trabajos, por lo que es uno de los principales aportes
de este trabajo.
Cap´ıtulo 3
Problema de secuenciacio´n de
trabajos en sistemas flexibles
En este cap´ıtulo se presenta una descripcio´n formal del FJSP (Flexible Job Shop
Scheduling Problem) as´ı como una formulacio´n matema´tica propuesta por Vahid
Roshanaei[47]. Tambie´n se describe de manera detallada el algoritmo de optimiza-
cio´n propuesto para resolverlo, el cual esta´ basado en un esquema de tipo ALNS que
interactu´a con el Branch-and-Bound de CPLEX. Se muestran los resultados obte-
nidos y se analiza el desempen˜o del algoritmo sobre varios conjuntos de instancias
tomadas de la literatura.
3.1 Descripcio´n del Problema
En el FJSP se tiene un conjunto J de trabajos, cada trabajo j ∈ J esta´ for-
mado por un conjunto de operaciones Nj, la operacio´n l ∈ Nj del trabajo j ∈ J se
representa por Oj,l. Se cuenta con un conjunto de ma´quinas M en paralelo. Cada
operacio´n Oj,l puede ser procesada en alguna ma´quina dentro de un conjunto de
ma´quinas Rj,l que son capaces de procesarla. El tiempo de procesamiento de la ope-
racio´n Oj,l en la ma´quina i ∈ Rj,l se representa por pj,l,i. El tiempo de terminacio´n
de operacio´n Oj,l esta´ dado por Cj,l. El FJSP puede estudiarse como un problema
divido en dos subproblemas: el problema de asignar cada trabajo a alguna ma´quina
capaz de procesarlo; y el problema de ordenar los trabajos dentro de las ma´quinas
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a las que se asignaron, tal como se describe en la seccio´n 2.0.1, en donde se da una
introduccio´n al problema, el cual se presenta en gran medida en el mundo industrial
hoy en d´ıa.
3.1.1 Modelo matema´tico
El modelo matema´tico utilizado para resolver parcialmente el FJSP esta´ ba-
sado en los tiempos de terminacio´n de trabajos y tiene por objetivo minimizar el
makespan, fue propuesto por Vahid Roshanaei[47]. La variable de decisio´n Yj,l,i, to-
ma valor de 1 cuando se asigna la operacio´n l ∈ Nj del trabajo j ∈ J a la ma´quina
i ∈ Rl,j, toma valor de 0 de otra manera. La variable Xjlhz toma valor de 1 cuando
la operacio´n Ojl es procesada despues de la operacio´n Ohz, toma valor de 0 de otra
manera.
Min z = Cmax (3.1)
sujeto a:∑
i∈Rjl
Yjli = 1 ∀j ∈ J, l ∈ Nj (3.2)
Cjl ≥ Cj,l−1 +
∑
i∈Rjl
Yjlipjli ∀j, l (3.3)
Cjl ≥ Chz + pjli −M (3−Xjlhz − Yjli − Yhzi) ∀j < n, l;h > j, z;
i ∈ Rjl ∩Rhz (3.4)
Chz ≥ Cjl + phzi −M (Xjlhz + 2− Yjli − Yhzi) ∀j < n, l;h > j, z;
i ∈ Rjl ∩Rhz (3.5)
Cmax ≥ Cjnl ∀j ∈ J (3.6)
Cjl ≥ 0 ∀j ∈ J, l ∈ Nj (3.7)
Cj0 = 0 ∀j ∈ J (3.8)
La restriccio´n (3.2) asegura que cada operacio´n de cada trabajo se asigne a una sola ma´quina,
siendo la variable Yjli igual a 1 cuando la operacio´n l del trabajo j (Ojl) es asignada a la ma´quina i
dentro de un conjunto de ma´quinas Rjl capaces de procesar la operacio´n, Yjli toma valor 0 de otra
forma. El tiempo en que termina la operacio´n Ojl se representa por la variable Cjl. La restriccio´n
(3.3) restringe el valor de Cjl tomando en cuenta el tiempo de terminacio´n de la operacio´n previa
(Cj,l−1) y el tiempo de procesamiento de la operacio´n Ojl en la ma´quina i a la que se asigno´ (pjli).
La secuenciacio´n de las operaciones dentro de las ma´quinas esta´ determinada por las restricciones
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(3.4) y (3.5), en donde se utiliza un nu´mero grandeM , y una variable binaria Xjlhz que toma valor
de 1 cuando la operacio´n Ojl es procesada despue´s de la Ohz, activando las restricciones (3.5), Xjlhz
toma valor de 0 cuando la operacio´n Ojl no es procesada despue´s de la operacio´n Ojl, activando
las restricciones (3.4). Las restricciones (3.6) se usan para relacionar el tiempo de terminacio´n de la
u´ltima operacio´n procesada con la funcio´n objetivo. Los tiempos de terminacio´n de las operaciones
esta´n restringidos a valores positivos por las restricciones (3.7). La inicializacio´n de los tiempos de
terminacio´n de la operacio´n 0 se realiza en las restricciones (3.8).
3.2 Metodolog´ıa de solucio´n
Debido a que actualmente no existen me´todos heur´ısticos eficientes para la solucio´n del FJSP,
en esta tesis se propone un algoritmo metaheur´ıstico tipo ALNS (Adaptive Large Neighborhood
Search), usando el Branch-and-Bound de Cplex entre iteraciones del ALNS para resolver parcial-
mente el problema y de esta manera aproximarnos a la solucio´n o´ptima. El ALNS permite una
fa´cil manipulacio´n de las soluciones ya que cuenta con un nu´mero de sub-heur´ısticas, las cuales son
usadas con una frecuencia que depende del desempen˜o que e´stan han tenido durante las iteraciones
previas del ALNS (Ropke and Pisinger[46]).
La creacio´n de soluciones iniciales se realiza de manera aleatoria, es decir, se selecciona un
trabajo a la vez y se asigna cada una de las operaciones del trabajo, en la secuencia correspondien-
te, en alguna ma´quina que sea capaz de procesarla, la cual es seleccionada de manera aleatoria.
Posteriormente, estas soluciones son mejoradas mediante una serie de operadores de destruccio´n y
reparacio´n (ver Algoritmo 1).
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3.2.1 Algoritmo ALNS
Algoritmo 1 Algoritmo principal ALNS
1: Inicializar todos los pesos de destruccio´n y reparacio´n igual a 1 y sus puntuaciones igual a 0.
2: s∗ ← s← solucio´n inicial
3: τ ← τinicio
4: mientras No se alcance el nu´mero de iteraciones ma´ximas hacer
5: s′ ← s
6: Seleccionar un operador de destruccio´n basado en los pesos actuales
7: Seleccionar un operador de reparacio´n basado en los pesos actuales
8: Aplicar operadores a s′ y actualizar el numero de veces utilizados
9: si Se cumple criterio para compactar solucio´n entonces
10: Compactar(s′)
11: fin si
12: si z(s) < z(s′) entonces
13: s′ ← s
14: si z(s) < z(s∗) entonces
15: s∗ ← s
16: Recompensar operadores con puntaje alto
17: Tomar s∗ como solucio´n inicial y resolver el problema con el Branch and Bound de Cplex durante
100 segundos
18: si Solucio´n de Cplex es mejor a s∗ entonces
19: s∗ ← SolucionCplex
20: fin si
21: si no
22: Recompensar operadores con puntaje medio
23: fin si
24: si no, si s′ es aceptada por el criterio de recocido simulado entonces
25: s← s′
26: Recompensar operadores con puntaje bajo
27: fin si
28: si Nu´mero de iteraciones es mu´ltiplo de ϕ entonces
29: Tomar s∗ como solucio´n inicial y resolver el problema con el Branch and Bound de Cplex durante 100
segundos
30: si Solucion de Cplex es mejor que s∗ entonces
31: s∗ ← SolucionCplex
32: fin si
33: Actualizar los pesos de operadores y reiniciar puntuaciones
34: fin si
35: τ = τ ∗ (0.01/τ)1/(niter)
36: fin mientras
37: Regresar s∗
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El algoritmo se inicia usando una temperatura inicial τinicio = 20000 cuya tasa de enfria-
miento depende del nu´mero de iteraciones que se quiera correr el algoritmo niter. Los pesos de los
movimientos de destruccio´n y reparacio´n se inicializan en 1. En esta implementacio´n el valor de
ϕ fue de 100, y se introduce un factor de reaccio´n de 0.7, es decir, los nuevos pesos calculados se
compondra´n del 70% de su desempen˜o en las 100 u´ltimas iteraciones y del 30% de su peso anterior.
Las puntuaciones se inicializan en 0 y se actualizan con valores de recompensa de 10, 5 y 2 para el
puntaje alto, medio y bajo respectivamente. La funcio´n z(s) devuelve el valor del makespan de la
solucio´n s.
Debido a que en algunos casos, al realizar los operadores de destruccio´n y reparacio´n, se
acomodan dos operaciones consecutivas del mismo trabajo de manera que existe un tiempo muerto
entre e´stas, se creo´ funcio´n Compactar(s) que acelera el tiempo de inicio de las operaciones siempre
y cuando sea posible, con el fin de reducir el tiempo muerto de las ma´quinas.
A continuacio´n se explican los movimientos implementados para el algoritmo.
3.2.2 Operadores de destruccio´n
Para la solucio´n del FJSP se propusieron un total de 8 operadores de destruccio´n que sera´n
descritos en esta seccio´n, y los cuales fueron implementados en el Algoritmo 1. Algunos usan
una lista restringida de candidatos para procurar que exista cierta diversidad en esta etapa del
algoritmo, para determinar el taman˜o de la lista se utiliza un factor δ que determina el porcentaje
de ma´quinas totales que entrara´n a la lista. Las operaciones removidas se van guardando en un
conjunto de subconjuntos de manera que cada subconjunto contiene u´nicamente operaciones de un
mismo trabajo, las operaciones adema´s se guardan en orden ascendente, lo que le facilitara´ que la
reparacio´n evite caer en infactibilidad por secuencia de operaciones de un mismo trabajo.
Operadores de destruccio´n masiva
Este tipo de operadores seleccionan una operacio´n Ojl asignada a una ma´quina y la remueven
junto con todas las operaciones del mismo trabajo que dependan (sean antecedidas) por dicha
operacio´n, esto con el fin de evitar caer en infactibilidad.
Para un mejor entendimiento de este tipo de operadores se muestra en la Figura 3.1a un
ejemplo de una solucio´n inicial factible donde se tienen dos trabajos y dos ma´quinas en las que
esta´n distribuidas las operaciones de cada trabajo, se muestra tambie´n el conjunto de subconjuntos
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de operaciones removidas vac´ıo. Se selecciona la operacio´n O2,2 a remover de acuerdo al criterio del
movimiento de destruccio´n masiva utilizado, tal como se muestra en la Figura 3.1b. En la Figura 3.1c
se muestra la solucio´n despue´s de la remocio´n de la operacio´n seleccionada, la operacio´n removida
entra al subconjunto de operaciones removidas (en este caso, se tiene la operacio´n 2 del trabajo 2,
O2,2); como puede observarse, la operacio´n O2,3 depende de la operacio´n removida (O2,2), por lo
que se selecciona para su remocio´n. La Figura 3.1d muestra que al remover la operacio´n O2,3 es
necesario seleccionar la operacio´n O2,4, ya que esta es precedida por la operacio´n removida O2,3.
Por u´ltimo se muestra en la Figura 3.1e la solucio´n al remover la u´ltima operacio´n que depend´ıa
de las operaciones removidas.
(a) Solucio´n inicial (b) Operacio´n a remover
(c) Remocio´n de O2,2 (d) Remocio´n de O2,3
(e) Remocio´n de O2,4
Figura 3.1: Movimiento de destruccio´n masiva
Remocio´n de operacio´n aleatoria de ma´quina aleatoria: Se selecciona una ma´quina al
azar del conjunto de ma´quinas que tienen por lo menos una operacio´n asignada, posteriormente
se selecciona al azar una operacio´n que este´ actualmente asignada a dicha ma´quina y se remueve
junto con todas las operaciones del mismo trabajo que dependen de la operacio´n removida.
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Remocio´n de operacio´n aleatoria en una de las ma´quinas con mayor makespan: Se
selecciona de manera aleatoria una de las ma´quinas dentro de un conjunto de ma´quinas con mayor
makespan, conjunto cuyo taman˜o esta´ dado por δ. De la ma´quina seleccionada se remueve una
operacio´n de manera aleatoria junto con todas las operaciones del mismo trabajo que dependen de
la operacio´n removida.
Remocio´n de operacio´n aleatoria en una de las ma´quinas con mayor tiempo de ocu-
pacio´n: El tiempo de ocupacio´n de una ma´quina se define como la suma del tiempo de pro-
cesamiento de las operaciones asignadas a la ma´quina. Se selecciona de manera aleatoria una de
las ma´quinas dentro de un conjunto de ma´quinas con mayor tiempo de ocupacio´n, conjunto cuyo
taman˜o esta´ dado por δ. De la ma´quina seleccionada se remueve una operacio´n de manera aleatoria
junto con todas las operaciones del mismo trabajo que dependen de la operacio´n removida.
Remocio´n de operacio´n aleatoria en una de las ma´quinas con mayor tiempo de ocio:
El tiempo de ocio de una ma´quina se define como la suma de los tiempos muertos entre las ope-
raciones asignadas a la ma´quina. Se selecciona de manera aleatoria una de las ma´quinas dentro
de un conjunto de ma´quinas con mayor tiempo de ocio, conjunto cuyo taman˜o esta´ dado por δ.
De la ma´quina seleccionada se remueve una operacio´n de manera aleatoria junto con todas las
operaciones del mismo trabajo que dependen de la operacio´n removida.
Operadores de destruccio´n simple
Este tipo de operadores de destruccio´n remueven u´nicamente la operacio´n seleccionada, pero
al momento de reparar la solucio´n el algoritmo verifica la factibilidad de la siguiente operacio´n del
mismo trabajo, y en caso de que la operacio´n siguiente se volviese infactible, e´sta es removida de
la solucio´n para su posterior reparacio´n.
En la Figura 3.2a se presenta un ejemplo de una solucio´n inicial factible a la cual se le
aplicara´ un movimiento de destruccio´n simple. Como puede observarse, se tienen dos trabajos y
dos ma´quinas en las que esta´n distribuidas las operaciones de cada trabajo y se muestra tambie´n
el conjunto de subconjuntos de operaciones removidas vac´ıo. En la Figura 3.2b se selecciona la
operacio´n O1,1 a remover de acuerdo al criterio del movimiento de destruccio´n simple utilizado.
La solucio´n parcialmente destruida se muestra en la Figura 3.2c. Esta solucio´n sera´ posteriormente
reconstruida por alguno de los operadores de reparacio´n.
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(a) Solucio´n inicial (b) Operacio´n a remover
(c) Solucio´n destruida
Figura 3.2: Movimiento de destruccio´n simple
Remocio´n de operacio´n aleatoria de ma´quina aleatoria: Se selecciona una ma´quina al
azar del conjunto de ma´quinas que tienen por lo menos una operacio´n asignada, selecciona una
operacio´n que este´ actualmente asignada a dicha ma´quina y la remueve.
Remocio´n de operacio´n aleatoria en una de las ma´quinas con mayor makespan: Se
selecciona de manera aleatoria una de las ma´quinas dentro de un conjunto de ma´quinas con mayor
makespan, conjunto cuyo taman˜o esta´ dado por δ. De la ma´quina seleccionada se remueve una
operacio´n de manera aleatoria.
Remocio´n de operacio´n aleatoria en una de las ma´quinas con mayor tiempo de ocupa-
cio´n: Se selecciona de manera aleatoria una de las ma´quinas dentro de un conjunto de ma´quinas
con mayor tiempo de ocupacio´n, conjunto cuyo taman˜o esta´ dado por δ. De la ma´quina seleccionada
se remueve una operacio´n de manera aleatoria.
Remocio´n de operacio´n aleatoria en una de las ma´quinas con mayor tiempo de ocio:
Se selecciona de manera aleatoria una de las ma´quinas dentro de un conjunto de ma´quinas con
mayor tiempo de ocio, conjunto cuyo taman˜o esta´ dado por δ. De la ma´quina seleccionada se
remueve una operacio´n de manera aleatoria.
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3.2.3 Operadores de reparacio´n
Para la implementacio´n del Algoritmo 1 se utilizaron 8 operadores de reparacio´n, algunos
usan una lista restringida de candidatos para procurar que exista cierta diversidad en esta etapa
del algoritmo. Para determinar el taman˜o de la lista se utiliza el mismo factor δ usado en los ope-
radores de destruccio´n, e´ste determina el porcentaje de ma´quinas capaces de procesar la operacio´n
a insertar. Ya que las operaciones removidas esta´n separadas en conjuntos ordenados, se facilita la
reparacio´n de soluciones factibles.
Insercio´n aleatoria: Se selecciona un conjunto de operaciones removidas de manera aleatoria
y se elige la primera operacio´n de dicho conjunto. Del conjunto de ma´quinas capaces de procesar
la operacio´n, se determina al azar la ma´quina a la cual se asignara´ la operacio´n. Se inserta la
operacio´n en la ma´quina seleccionada en una posicio´n tomada aleatoriamente de un conjunto de
posibles posiciones en las que puede ser insertada.
Insercio´n en ma´quinas con mayor tiempo de ocio, primera posicio´n: Se selecciona un
conjunto de operaciones removidas de manera aleatoria y se elige la primera operacio´n de dicho
conjunto. Del conjunto de ma´quinas capaces de procesar la operacio´n, se hace una lista restringida
de ma´quinas que pueden realizar la operacio´n y que tengan ma´s tiempo de ocio, se elige una
ma´quina de la lista al azar, a la cual se asignara´ la operacio´n. Se inserta la operacio´n en la ma´quina
seleccionada en la primera posicio´n posible.
Insercio´n en ma´quinas con menor tiempo de terminacio´n, primera posicio´n: Se selec-
ciona un conjunto de operaciones removidas de manera aleatoria y se elige la primera operacio´n de
dicho conjunto. Del conjunto de ma´quinas capaces de procesar la operacio´n, se hace una lista res-
tringida de ma´quinas que pueden realizar la operacio´n y que tengan menor tiempo de terminacio´n,
se elige una ma´quina de la lista al azar, y se inserta la operacio´n en la primera posicio´n posible en
la ma´quina seleccionada.
Insercio´n en ma´quinas con menor tiempo de procesamiento, primera posicio´n: Se se-
lecciona un conjunto de operaciones removidas de manera aleatoria y se elige la primera operacio´n
de dicho conjunto. Del conjunto de ma´quinas capaces de procesar la operacio´n, se hace una lista
restringida de ma´quinas que pueden realizar la operacio´n y que tengan menor tiempo de procesa-
miento para la operacio´n, se elige una ma´quina de la lista al azar, a la cual se asignara´ la operacio´n.
Se inserta la operacio´n en la ma´quina seleccionada en la primera posicio´n posible.
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Insercio´n en ma´quina aleatoria, primera posicio´n: Se selecciona un conjunto de operacio-
nes removidas de manera aleatoria y se elige la primera operacio´n de dicho conjunto. Del conjunto
de ma´quinas capaces de procesar la operacio´n, se determina al azar la ma´quina a la cual se asig-
nara´ la operacio´n. Se inserta la operacio´n en la ma´quina seleccionada en la posicio´n ma´s temprana
posible.
Insercio´n en ma´quinas con mayor tiempo de ocio, posicio´n aleatoria: Se selecciona
un conjunto de operaciones removidas de manera aleatoria y se elige la primera operacio´n de dicho
conjunto. Del conjunto de ma´quinas capaces de procesar la operacio´n, se hace una lista restringida
de ma´quinas que pueden realizar la operacio´n y que tengan ma´s tiempo de ocio, se elige una
ma´quina de la lista al azar, a la cual se asignara´ la operacio´n. Se inserta la operacio´n en la ma´quina
seleccionada en una posicio´n tomada aleatoriamente de un conjunto de posibles posiciones en las
que puede ser insertada.
Insercio´n en ma´quinas con menor tiempo de terminacio´n, posicio´n aleatoria: Se se-
lecciona un conjunto de operaciones removidas de manera aleatoria y se elige la primera operacio´n
de dicho conjunto. Del conjunto de ma´quinas capaces de procesar la operacio´n, se hace una lista
restringida de ma´quinas que pueden realizar la operacio´n y que tengan menor tiempo de termi-
nacio´n, se elige una ma´quina de la lista al azar, a la cual se asignara´ la operacio´n. Se inserta la
operacio´n en la ma´quina seleccionada en una posicio´n tomada aleatoriamente de un conjunto de
posibles posiciones en las que puede ser insertada.
Insercio´n en ma´quinas con menor tiempo de procesamiento, posicio´n aleatoria: Se
selecciona un conjunto de operaciones removidas de manera aleatoria y se elige la primera operacio´n
de dicho conjunto. Del conjunto de ma´quinas capaces de procesar la operacio´n, se hace una lista
restringida de ma´quinas que pueden realizar la operacio´n y que tengan menor tiempo de procesa-
miento para la operacio´n, se elige una ma´quina de la lista al azar, a la cual se asignara´ la operacio´n.
Se inserta la operacio´n en la ma´quina seleccionada en una posicio´n tomada aleatoriamente de un
conjunto de posibles posiciones en las que puede ser insertada.
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3.3 Experimentacio´n computacional y
resultados
La experimentacio´n computacional se realizo´ en una Workstation HP Z620 con procesador
Intel Xeon(R) CPU E5-2620 v2 a 2.10 GHz y con memoria RAM de 64 Gb, bajo el sistema
operativo Ubuntu 14.04 LTS. El ALNS propuesto se codifico´ en c++ haciendo uso de las librer´ıas
de CPLEX. Se utilizo´ el Branch-and-Bound de CPLEX 12.6 para resolver parcialmente el FJSP en
algunas iteraciones del ALNS.
Las instancias con las que se probo´ el Algoritmo 1 fueron tomadas de Quintiq[44], esta´n
divididas en grupos, dentro de cada grupo, las instancias var´ıan en cuanto al nu´mero de trabajos
n, nu´mero de ma´quinas m, tiempos de procesamiento, y capacidad de ma´quinas para realizar las
operaciones de los trabajos. Se probaron todos los grupos de instancias con los para´metros descritos
en la Seccio´n 3.2 con un nu´mero de iteraciones de 1000, dejando que Cplex trabajase durante 100
segundos, la Tabla 3.1 muestra los resultados de manera condensada, donde se muestra a grandes
rasgos la cantidad de soluciones o´ptimas conocidas en la literatura, por grupo de instancias, y la
cantidad de soluciones o´ptimas que se encontraron con el ALNS propuesto. Como puede observarse,
el ALNS h´ıbrido fue capaz de alcanzar ma´s de la mitad de las soluciones o´ptimas conocidas.
Tabla 3.1: Comparacio´n de cantidad de soluciones o´ptimas encontradas por el ALNS
para cada grupo de instancias.
Clase de instancia Nu´mero de instancias Soluciones o´ptimas conocidas O´ptimos alcanzados
Barnes 21 21 18
Brandimarte 10 9 4
Dauzere 18 6 0
Hurink edata 66 64 45
Hurink rdata 66 52 20
Hurink sdata 66 65 51
Hurink vdata 66 63 22
En la Tabla 3.2 se muestra el porcentaje de gap promedio para cada grupo de instancias,
tomando en cuenta que para las instancias que no han sido resueltas a optimalidad, el gap se calcula
respecto a la mejor cota superior conocida actualmente. Las mejores cotas encontradas hasta la
fecha esta´n reportadas en Quintiq[44].
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Tabla 3.2: Gap (%) promedio con respecto a las mejores soluciones conocidas.








3.3.1 Ana´lisis de resultados
En los resultados mostrados en la Tabla 3.1 es posible notar la cantidad de o´ptimos alcan-
zados por el algoritmo propuesto( Algoritmo 1). Cabe resaltar que el ALNS propuesto fue capaz
de resolver a optimalidad ma´s de la mitad de las instancias en las que se conoce el o´ptimo en la
literatura, lo que indica el buen desempen˜o del algoritmo propuesto.
En la Tabla 3.2 resalta el hecho de que en las instancias del grupo Dauzere se tiene un gap
promedio del 29.4%, y en las instancias de los grupos Brandimarte y Hurinkvdata se tienen gaps
promedio de 15.5% y 16.1%, son gaps promedio un poco grandes, sin embargo en las instancias de
los grupos Barnes, Hurinkedata, Hurinkrdata, y Hurinksdata se tienen gaps promedio muy bajos.
Esto u´ltimo demuestra que el algoritmo en s´ı es bueno para la resolucio´n del FJSP, y una posible
razo´n para que los resultados no fueran los esperados en todas las instancias es que los para´metros
utilizados para la experimentacio´n presentada parecen favorables para unos grupos de instancias y
no tan favorables para otros grupos.
Cap´ıtulo 4
Caso de estudio
En este cap´ıtulo se presenta un problema real de planeacio´n de produccio´n en una empresa
cervecera de la localidad. Se describe un procedimiento tipo GRASP para dar solucio´n al problema
y el desempen˜o del mismo se evalu´a sobre instancias reales y aleatorias que han sido generadas a
partir de las reales. Los resultados muestran la efectividad del algoritmo propuesto, se observa un
ahorro de hasta 28% con respecto al tiempo requerido por la planeacio´n realizada por el tomador de
decisiones en la empresa. Cabe sen˜alar que los tiempos de co´mputo del algoritmo son despreciables
en comparacio´n con el tiempo que toma el tomador de decisiones en la empresa.
4.1 Descripcio´n del caso de estudio
El proceso de elaboracio´n de cerveza consta de 3 etapas principales: cocimiento, fermentacio´n
y reposo.
En la etapa de cocimiento se preparan las mezclas de granos, dichas mezclas son llamadas
mostos, las cuales se env´ıan posteriormente a la etapa de fermentacio´n. Se tiene un conjunto de W
de mostos. Cada mosto w ∈ W puede pertenecer a una familia fw ∈ F . En el a´rea de cocimiento
se cuenta con 2 l´ıneas de cocimiento las cuales trabajan en paralelo. Se considera cada casa de
cocimiento como una ma´quina dentro de un conjunto de ma´quinas H. Cada mosto w puede ser
asignado a alguna de las ma´quinas dentro de un conjunto Hw de ma´quinas capaces de procesarlo.
Se tiene un conjunto D de demandas a cubrir por tipo de mosto. La demanda a cubrir de mosto
w esta´ dada por dw. Las casas de cocimiento pueden trabajar a 2 ritmos de produccio´n distintos,
denominados ritmo normal, y ritmo lento. El ritmo al que se trabaje dependera´ de la demanda a
cubrir y las condiciones de la planta, el ritmo determina el tiempo que existe entre la entrada de
un mosto y la entrada del siguiente mosto a una casa de cocimiento. La unidad de produccio´n en la
etapa de cocimiento, se le conoce como cocimiento, es decir, producir un lote de mosto w se produce
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una cantidad x de cocimientos, que conformara´n el lote a procesar. La cantidad de cocimientos del
lote esta´ determinada por la capacidad del tanque de fermentacio´n al que es asignado. Se tiene un
arreglo Ah donde se guardan los tiempos de disponibilidad de cada cada h. El tiempo al que la
casa h ∈ H esta´ disponible para asignar otro cocimiento se denota por ah ∈ Ah.
En cada l´ınea, cada vez que se cambia el tipo de mosto w ∈W a mosto g ∈W \ w (tipo de
mezcla de materias primas) se realiza un proceso de lavado sw,g, cuya duracio´n depende de el tipo
de mosto que se estaba procesando y el tipo de mosto que esta´ por procesarse, y tambie´n depende
de las caracter´ısticas de cada casa de cocimiento. Adema´s, cada que se alimentan 4 cocimientos,
aunque el siguiente cocimiento sea del mismo tipo de mosto, se efectu´a un lavado corto, e´sto con
el fin de asegurar la efectividad de la transferencia de calor en la olla. El efecto que tienen e´stos
lavados en la produccio´n es el retraso en la entrada del siguiente cocimiento en la l´ınea, y e´ste a su
vez afecta el tiempo de terminacio´n de la produccio´n total requerida.
Aproximadamente cada semana se hace un paro para dar mantenimiento y lavar equipos,
dura por lo general 12 horas en cada l´ınea, aunque hay ocasiones en que puede llegar a tardar hasta
36 horas. Al momento de hacer la planeacio´n de la produccio´n se programan estos mantenimientos
con una duracio´n de 18 horas en cada tren de cocimiento. La l´ınea 1 de cocimiento cuenta con dos
trenes de cocimiento, lo que f´ısicamente quiere decir que tiene dos cocedores (la etapa de cocimiento
requiere cocedores, maceradores, y otras subetapas, pero so´lo se cuenta con un tanque para cada
etapa, a excepcio´n de los cocedores), e´stos trabajan intercalados (se carga un cocimiento mediante
un tren de carga y el siguiente cocimiento con el otro tren y as´ı sucesivamente), esta caracter´ıstica
hace que los lavados cortos no afecten el ritmo de produccio´n en esta l´ınea, ya que mientras se lava
un tren de carga, se utiliza el otro para procesar el cocimiento. La l´ınea 2 cuenta u´nicamente con
un tren de cocimiento. Se tiene un conjunto K de levaduras, las cuales se usan para que comiencen
la etapa de fermentacio´n, y la levadura usada depende del tipo de mosto a procesar. Se asume que
se usa una unidad de levadura por lote.
En la etapa de fermentacio´n se cuenta con un conjunto T de tanques y un arreglo At que
guarda los tiempos de disponibilidad de cada tanque.Todo tanque t ∈ T cuenta con una capacidad
Qt, que es la cantidad de cocimientos que puede fermentar. Un lote comienza su fermentacio´n una
vez que todos los cocimientos que lo componen esta´n en el tanque de fermentacio´n asignado. Una
vez que un lote cumple su edad de fermentacio´n esta´ listo para pasar a la etapa de reposo. Para
fines pra´cticos suponemos una capacidad ilimitada en el a´rea de reposo. El tanque de fermentacio´n
t estara´ disponible para la asignacio´n de un lote una vez este´ completamente vac´ıo, este tiempo de
disponibilidad de tanque t se le denota como at ∈ At. Se cuenta con una l´ınea u´nica de comunicacio´n
entre estas dos etapas, lo que quiere decir que so´lo se puede transferir un lote a la vez de fermentacio´n
a reposo.
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El problema estudiado en la empresa tiene caracter´ısticas similares a las de un FJSP, ya
que una forma de ver los cocimientos de cada lote es tratarlos como trabajos ide´nticos (por ser
del mismo tipo de mosto) que pueden ser procesados en alguna ma´quina (casa de cocimiento) que
sea capaz de procesarla, ya que no todas las casas pueden procesar todos los tipos de mostos. El
taman˜o de los lotes lo determina la capacidad del tanque al que se asigna el trabajo. Sin embargo, la
cantidad de lotes a producir para satisfacer la demanda depende de la secuencia en que se procesen
los lotes. Esto debido a que cada trabajo produce una cantidad distinta de producto dependiendo
de la ma´quina a la que es asignado, y la reparticio´n de trabajos en las ma´quinas depende de
la disponibilidad de las ma´quinas. La programacio´n de la produccio´n es un proceso que se hace
tomando en cuenta las proyecciones de la demanda para las pro´ximas 4 semanas, haciendo un corte
cada jueves para monitorear la cantidad de cerveza que ya ha sido procesada y se encuentra en
el inventario, la cantidad de cerveza que estara´ lista para su salida de la planta para cuando se
requiera y la cantidad que se debe producir al final de las 4 semanas proyectadas. Una diferencia
notable entre el caso de estudio y los FJSP comunes es que en este caso no se cuenta con una
cantidad de trabajos fija a procesar para cubrir la demanda, sino que cada trabajo produce una
cantidad espec´ıfica de producto final que depende de la ma´quina a la que fue asignado. Es debido
a las caracter´ısticas tan espec´ıficas del proceso de elaboracio´n de cerveza, que se opto´ desarrollar
e implementar una heur´ıstica que permita incluir de manera sencilla todas las restricciones que se
encuentran en este problema.
4.2 Metodolog´ıa de solucio´n
La metodolog´ıa propuesta esta´ basada en la metaheur´ıstica conocida como GRASP (Greedy
Randomized Adaptive Search Procedure). El GRASP es una meta-heur´ıstica multi-arranque, que
consta principalmente de dos fases, una fase constructiva en donde se genera una solucio´n usando
una funcio´n voraz aleatorizada; la segunda fase emplea un procedimiento de bu´squeda local a la
solucio´n generada esperando incrementar la calidad de la solucio´n, tal como lo mencionan Resende
y Feo [16].
La fase constructiva del algoritmo propuesto crea una solucio´n inicial en base a la demanda
a curbir, y la fase de mejora, implementa intercambios de lotes con el fin de reducir los tiempos de
preparacio´n en la solucio´n (ver Algoritmo 2).
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4.2.1 Fase de construccio´n
Esta fase consiste en construir una solucio´n inicial, la cual es una programacio´n de secuencia
de lotes, que pasan a trave´s de la etapa de cocimiento y fermentacio´n, esto para satisfacer la
demanda de cada tipo de mosto. Cada lote se compone de varios cocimientos (operaciones) que
pueden ser procesados en una o ma´s casas de cocimiento (ma´quinas paralelas). La cantidad de
cocimientos en cada lote es determinado por el taman˜o del tanque de fermentacio´n al cual el lote
es asignado. En cada iteracio´n i, se crea un lote Si y el tipo demosto a ser producido en ese lote
se selecciona de una lista restringida de candidatos (LRC), la cual se genera con los dos tipos de
mostos que tienen la mayor demanda tomando en cuenta la disponibilidad de levadura. La manera
en que se cuida que no se agote la levadura disponible es llevando un conteo del uso de la misma,
siendo que para procesar un mosto w se requiere usar la levadura kw ∈ K, y restringido que la
levadura kw no pueda ser utilizada y¯kw nu´mero de veces de manera consecutiva. El lote Si se
asigna al tanque de fermentacio´n t∗ ∈ T que sera´ el primero en estar disponible, y el taman˜o de
Si se determina por la capacidad de t∗. Despue´s, se lleva a cabo la asignacio´n de cada cocimiento
j ∈ Si a las casas de cocimiento (ma´quinas). Cada cocimiento es asignado a la casa que este´ ma´s
pro´xima a estar disponible. Este procedimiento se repite hasta que la demanda de cada mosto se
satisfice (ver Algoritmo 3). Se programan paros generales en las casas de cocimiento de acuerdo a
las pol´ıticas de la empresa. No´tese que la empresa no permite empezar la produccio´n de ningu´n
lote en la etapa de cocimiento si no hay taques de fermentacio´n disponibles en ese momento. Por
lo tanto, se agrega un tiempo en la etapa de cocimiento en caso de ser necesario para satisfacer
esta restriccio´n. La solucio´n S que arroja la fase de construccio´n es una secuencia de lotes, que
sera´ alimentada posteriormente a la fase de mejora. La fase constructiva se corre una cantidad
itermax de veces.
4.2.2 Fase de mejora
En esta fase se toma la solucio´n S que se genera en la fase de construccio´n, se toma un lote
Si al azar y se hace una lista de posibles lotes con los cua´les puede intercambiar su posicio´n, en esta
lista entrara´n so´lo los lotes que sean del mismo taman˜o y usen la misma levadura que Si. De esta
lista se selecciona un lote Sj de forma aleatoria. Si el intercambio llevado entre los lotes Si y Sj
produce una disminucio´n en cuanto al tiempo de procesamiento requerido en la nueva secuencia,
se realiza el intercambio de lotes y se actualiza el reparto de cocimientos en las casas de cocimiento
y el makespan (ver Algoritmo 4). La fase de mejora se corre una cantidad niter de veces.
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Algoritmo 2 GRASP propuesto
Entrada: W : conjunto de mostos
Hw: conjunto de casas de cocimiento (ma´quinas) que pueden procesar mosto
w ∈ W
dw: demanda de mosto w ∈ W
kw: levadura que usa mosto w ∈ W
Ah: arreglo de tiempos de disponibilidad de casas de cocimiento (ma´quinas)
At: arreglo de tiempos de disponibilidad de tanques de fermentacio´n
y¯kw: l´ımite de usos consecutivos de levadura kw
Salida: Sb mejor solucio´n encontrada.
1: j ← 0
2: mientras j < itermax hacer
3: S ← ConstructorSol(W,Hw, dw, kw, Ah, At, y¯kw)
4: S ′ ← IntercambioLotes(S, niter)
5: si (f(S ′) < f(S)) entonces
6: S ← S ′′
7: fin si
8: si (f(S) < f(Sb)) entonces
9: Sb ← S
10: fin si
11: j = j + 1
12: fin mientras
13: Regresar Sb
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Algoritmo 3 ConstructorSol(W,Hw, dw, kw, Ah, At, y¯kw)
Entrada: W : conjunto de mostos
Hw: conjunto de casas de cocimiento (ma´quinas) que pueden procesar mosto w ∈W
dw: demanda de mosto w ∈W
kw: levadura que usa mosto w ∈W
Ah: arreglo de tiempos de disponibilidad de casas de cocimiento (ma´quinas)
At: arreglo de tiempos de disponibilidad de tanques de fermentacio´n
y¯kw: l´ımite de usos consecutivos de levadura kw
Salida: S ← {S1, S2, ..., Sn}: Solucio´n, secuencia de lotes a ser producidos
1: Conjunto S ← ∅
2: i← 0 // contador de lotes
3: yf ← 0, f ∈ F // contadores de levadura
4: stopprev ← 0 //tiempo de paro general previo
5: mientras ∃w ∈W : dw > 0 hacer
6: Conjunto i← i+ 1
7: Sea t∗ ← argmı´n
t∈T
{at} el tanque que estara´ disponible primero
8: Conjunto Si ← ∅ // crea el i−e´simo lote
9: Conjunto |Si| ← Qt∗ // el taman˜o del lote esta´ dado por el tanque t∗
10: Sea l← arg ma´x
w∈W
{dw} : yfw < y¯fw , fw ∈ F}
11: Sea k ← arg ma´x
w∈W\l
{dw} : yfw < y¯fw , fw ∈ F}
12: LRC ← {l, k}
13: Elegir w¯ ∈ LRC aleatoriamente // determina el tipo de mosto a producir en lote Si
14: para j = 1, ..., |Si| hacer
15: Sea h∗ ← arg mı´n
h∈Hw¯
{ah} la casa que estara´ disponible primero
16: si j = 1 entonces
17: si ((ah∗ − stopprev) ≥ 10)||(((ah∗ − stopprev) ≥ 7)&(ah∗ < at∗ )) entonces
18: Insertar paro general en las l´ıneas de produccio´n, actualizar ah, h ∈ H
19: stopprev = ah∗
20: si no, si (ah∗ < at∗ ) entonces
21: Insertar tiempo muerto en las l´ıneas de produccio´n, actualizar ah, h ∈ H
22: fin si
23: fin si
24: Conjunto sti ← ah∗ // Tiempo de inicio de produccio´n de lote Si
25: Asignar cocimiento j ∈ Si a casa h∗
26: Actualizar ah∗
27: fin para
28: yfw¯ ← yfw¯+1, yfw ← 0,∀fw ∈ F \ fw¯ // actualizar los contadores de levadura
29: actualizar at∗ considerando el tiempo de fermentacio´n faw¯// nuevo tiempo de disponibilidad de tanque t∗
30: actualizar dw¯ ← dw¯ −Qt∗ // la demanda de mosto w
31: S ← S⋃{Si}
32: fin mientras
33: Regresar S
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Algoritmo 4 IntercambioLotes(S, niter)
Entrada: S ← {S1, S2, ..., Sn}: Solucio´n inicial (secuencia ordenada de lotes segu´n
el tiempo inicial de produccio´n)
itermax: nu´mero ma´ximo de iteraciones
Salida: S∗ ← {S1, S2, ..., Sn}: Mejor solucio´n encontrada
1: k ← 0, S∗ ← S
2: mientras k < niter hacer
3: para cada Si ∈ S, i = 1, ..., n hacer
4: Sea N el conjunto de lotes en S que usan el mismo tipo de levadura y tienen
el mismo taman˜o que Si
5: Seleccio´n aleatoria de Sj ∈ N
6: Sea S ′ la solucio´n obtenida despue´s del intercambio entre Si y Sj en S
7: si S ′ tiene menor tiempo de procesamiento que la secuencia en S∗ entonces
8: S∗ ← S ′
9: fin si
10: fin para
11: k ← k + 1, S ← S∗
12: fin mientras
13: Regresar S∗
4.3 Experimentacio´n computacional y
resultados
El algoritmo fue codificado en Java y la experimentacio´n computacional se realizo´ en el
mismo entorno que se describe en la seccio´n 3.3. En esta seccio´n se muestra la comparacio´n entre
los resultados obtenidos por el algoritmo propuesto y los resultados de dos instancias que nos
fueron otorgadas por la empresa. La Tabla 4.1 muestra esa comparacio´n. Cabe mencionar que la
programacio´n de produccio´n que se hace en la empresa puede tomar una jornada laboral completa
para generar una solucio´n factible, mientras que el algoritmo propuesto tarda menos de 10 segundos
para generar una solucio´n de buena calidad.
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Tabla 4.1: Comparacio´n de programacio´n de la empresa con la programacio´n del
algoritmo propuesto.
Instancia Solucio´n cervecer´ıa (d´ıas) Solucio´n GRASP (d´ıas) Tiempo(s) Mejora (%)
Inst0desv0.0 22 16.486 9.491 25.063
Inst1desv0.0 23 16.486 8.732 28.321
Adema´s se probaron instancias ficticias que fueron creadas en base a informacio´n propor-
cionada por la empresa. En cada instancia se fija la cantidad de casas de cocimiento (ma´quinas),
cantidad de mostos que se producen (familias de trabajo), tipos de levadura, y tanques de fermen-
tacio´n. En cada instancia se var´ıa la demanda total, esto en un intento de emular las temporadas
de alta demanda que se presentan en la compan˜´ıa. Los resultados obtenidos se muestran en las
Tablas 4.2, 4.3, y 4.4.
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Tabla 4.2: Resultado con desviacio´n baja en la demanda.
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Tabla 4.3: Resultado con desviacio´n media en la demanda.
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Tabla 4.4: Resultado con desviacio´n alta en la demanda.





















4.3.1 Ana´lisis de resultados
En la Tabla 4.1 se observa que la diferencia entre los tiempos en que se satisface la programa-
cio´n de produccio´n generada por el algoritmo propuesto permite cumplir con los requerimientos de
demanda en un tiempo menor (6 a 7 d´ıas) con respecto a la programacio´n realizada por el tomador
de decisiones en la empresa. Una programacio´n eficiente significa un incremento en la capacidad
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de produccio´n. Para una empresa que esta´ produciendo continuamente y cuyos productos son tan
demandados por la sociedad, esto es una ventaja considerable, ya que entre ma´s ra´pido se cubra
una demanda proyectada, ma´s pueden ampliar su horizonte de planeacio´n, y se cuenta con ma´s
tiempo para adaptarse a cualquier contratiempo que pueda surgir por causas externas a la empresa.
En cuanto a las Tablas 4.2, 4.3, y 4.4, su objetivo es mostrar el impacto que tiene el incre-
mento de la demanda manteniendo las condiciones de la planta, con el fin de tener un conocimiento
ma´s profundo acerca de los alcances de la misma. No´tese que estos cambios en la demanda no im-
pactan el desempen˜o computacional del algoritmo, como puede observarse en las tablas, el tiempo
promedio permanece similar en los tres casos analizados.
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Conclusiones
En este trabajo se desarrollo´ e implemento´ un algoritmo ALNS h´ıbrido, para la resolucio´n del
FJSP. El me´todo probo´ ser muy eficiente con ciertos grupos de instancias tomadas de la literatura,
alcanzando los valores o´ptimos para ma´s de la mitad de las instancias en las que se conoce su
solucio´n o´ptima, pero no muy eficiente con otros grupos de instancias. Esto puede deberse a que
algunos de los para´metros del ALNS se fijaron de antemano y permanecen fijos a lo largo de todo
el procedimiento y experimentacio´n.
Una manera en al que se pueda intentar mejorar los resultados ser´ıa implementar te´cnicas que
nos permitan ajustar los parametros para cada instancia, al permitirle reactividad al algoritmo es
posible encontrar una mejor combinacio´n de para´metros que permitan generar mejores resultados.
Por otra parte, en esta investigacio´n se presento´ un caso de estudio de una planta cervecera
de la localidad con caracter´ısticas que no hab´ıan sido estudiadas en la literatura: particio´n de lotes
y nu´mero de trabajos variables. Adema´s, la cantidad de producto elaborado depende de la ma´quina
en que se procesen los trabajos que integran los lotes. Esta caracter´ıstica no se presenta en ninguno
de los trabajos de la literatura, por lo que se propuso un algoritmo tipo GRASP que pudiera
determinar la cantidad de trabajos a procesar de manera dina´mica. El GRASP propuesto para
el problema de la programacio´n de la secuencia de produccio´n de cerveza probo´ ser ma´s eficiente
que los me´todos de planificacio´n que se utilizan en la empresa actualmente, tanto en la calidad de
la solucio´n como el tiempo en que se tarda en obtenerla. Esto resulta ser muy pra´ctico para los
planificadores de la empresa, adema´s de que les da la ventaja de que pueden verificar y rectificar
cualquier detalle externo a la empresa que pueda surgir de imprevisto.
En cuanto las instancias ficticias, creadas para simular el incremento de demanda que se da en
algunas temporadas, se puede observar que el tiempo de produccio´n var´ıa entre 15, 16 y 17 d´ıas en
promedio cuando se incrementa la demanda en un 20%, 40% y hasta 60%, respectivamente, lo que
implica un incremento no muy grande respecto a las instancias reales que nos fueron proporcionadas.
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El algoritmo y resultados del caso de estudio esta´n basados en una de las plantas que posee
la empresa cervecera, por lo que una posible extensio´n al algoritmo ser´ıa la generalizacio´n de
los para´metros alimentados, como lo son el nu´mero de casas de cocimiento con sus respectivas
capacidades y tiempos de produccio´n, el tipo de levaduras utilizadas, el tipo de mostos producidos
en la planta, cantidad y capacidad de tanques de fermentacio´n.
Ape´ndice A
Ape´ndice
En este apartado se muestran las tablas de resultados desglosadas, en las cuales se aprecia
el valor objetivo que se obtuvo para cada instancia del FJSP, as´ı como el tiempo de ejecucio´n
del algoritmo y el gap (%) con respecto a la mejor solucio´n reportada, hasta el momento, en la
literatura. Tambie´n se muestran las mejores cotas que se han reportado. En la primera columna
de las tablas presentadas se muestra el nombre de la instancia, la segunda columna determina la
cantidad de n trabajos y la cantidad m de ma´quinas. En las columnas 3 y 4 se reportan las cotas
conocidas, mientras que en la columna 5 se muestra el valor objetivo obtenido en este trabajo. El
tiempo de ejecucio´n se observa en la columna 6. La columna 7 indica solamente si se ha reportado
el o´ptimo en la literatura. La columna 8 muestra el gap entre el valor objetivo de la columna 5 y la
mejor solucio´n reportada en la literatura, es decir, con la mejor cota superior que se muestra para
cada instancia en la literatura (columna 4).
Tabla A.1: Resultados instancias tipo Barnes
Instancia nxm cota inferior cota superior valor objetivo tiempo (s) ¿o´ptimo conocido? gap (%)
Barnes mt10c1 10x11 927 927 927 42 si 0.000
Barnes mt10cc 10x12 908 908 908 33 si 0.000
Barnes mt10x 10x11 918 918 918 48 si 0.000
Barnes mt10xx 10x12 918 918 918 90 si 0.000
Barnes mt10xxx 10x13 918 918 918 84 si 0.000
Barnes mt10xy 10x12 905 905 905 24 si 0.000
Barnes mt10xyz 10x13 847 847 847 17 si 0.000
Barnes setb4c9 15x11 914 914 914 133 si 0.000
Barnes setb4cc 15x12 907 907 907 1103 si 0.000
Barnes setb4x 15x11 925 925 925 260 si 0.000
Barnes setb4xx 15x12 925 925 925 632 si 0.000
Barnes setb4xxx 15x13 925 925 925 220 si 0.000
Barnes setb4xy 15x12 910 910 910 137 si 0.000
Barnes setb4xyz 15x13 902 902 902 103 si 0.000
Barnes seti5c12 15x16 1169 1169 1169 1560 si 0.000
Barnes seti5cc 15x17 1135 1135 1135 1306 si 0.000
Barnes seti5x 15x16 1198 1198 1205 1505 si 0.584
Barnes seti5xx 15x17 1194 1194 1201 1306 si 0.586
Barnes seti5xxx 15x18 1194 1194 1204 1304 si 0.838
Barnes seti5xy 15x17 1135 1135 1135 1807 si 0.000
Barnes seti5xyz 15x18 1125 1125 1125 1907 si 0.000
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Tabla A.2: Resultados instancias tipo Brandimarte
Instancia nxm cota inferior cota superior valor objetivo tiempo (s) ¿o´ptimo conocido? gap (%)
Brandimarte Mk01 10x6 40 40 40 47 si 0.000
Brandimarte Mk02 10x6 26 26 27 1101 si 3.846
Brandimarte Mk03 15x8 204 204 204 1305 si 0.000
Brandimarte Mk04 15x8 60 60 60 1402 si 0.000
Brandimarte Mk05 15x4 172 172 180 1402 si 4.651
Brandimarte Mk06 10x15 57 57 80 1305 si 40.351
Brandimarte Mk07 20x5 139 139 156 1402 si 12.230
Brandimarte Mk08 20x10 523 523 523 2210 si 0.000
Brandimarte Mk09 20x10 307 307 389 2417 si 26.710
Brandimarte Mk10 20x15 189 193 323 2121 no 67.358
Tabla A.3: Resultados instancias tipo Dauzere
Instancia nxm cota inferior cota superior valor objetivo tiempo (s) ¿o´ptimo conocido? gap (%)
Dauzere 01a 10x5 2505 2505 2752 1306 si 9.860
Dauzere 02a 10x5 2228 2230 2608 1408 no 16.951
Dauzere 03a 10x5 2228 2228 2481 1610 si 11.355
Dauzere 04a 10x5 2503 2503 2668 1606 si 6.592
Dauzere 05a 10x5 2192 2205 2460 1507 no 11.565
Dauzere 06a 10x5 2163 2174 2747 3916 no 26.357
Dauzere 07a 15x8 2216 2276 2601 1716 no 14.279
Dauzere 08a 15x8 2061 2062 2905 3039 no 40.883
Dauzere 09a 15x8 2061 2061 2901 2749 si 40.757
Dauzere 10a 15x8 2212 2263 2713 1815 no 19.885
Dauzere 11a 15x8 2018 2041 2934 3330 no 43.753
Dauzere 12a 15x8 1969 1994 2904 2139 no 45.637
Dauzere 13a 20x10 2197 2245 2600 1826 no 15.813
Dauzere 14a 20x10 2161 2161 3207 2257 si 48.404
Dauzere 15a 20x10 2161 2161 3273 1870 si 51.458
Dauzere 16a 20x10 2193 2232 2805 2328 no 25.672
Dauzere 17a 20x10 2088 2110 3097 1737 no 46.777
Dauzere 18a 20x10 2057 2078 3175 2182 no 52.791
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Tabla A.4: Resultados instancias tipo Hurinkedata
Instancia nxm cota inferior cota superior valor objetivo tiempo (s) ¿o´ptimo conocido? gap (%)
Hurink edata abz5 10x10 1167 1167 1167 13 si 0.000
Hurink edata abz6 10x10 925 925 925 11 si 0.000
Hurink edata abz7 20x15 604 613 686 1611 no 11.909
Hurink edata abz8 20x15 625 636 722 1410 no 13.522
Hurink edata abz9 20x15 644 644 694 2417 si 7.764
Hurink edata car1 11x5 6176 6176 6176 43 si 0.000
Hurink edata car2 13x4 6327 6327 6455 1101 si 2.023
Hurink edata car3 12x5 6856 6856 6856 361 si 0.000
Hurink edata car4 14x4 7789 7789 7789 1101 si 0.000
Hurink edata car5 10x6 7229 7229 7229 10 si 0.000
Hurink edata car6 8x9 7990 7990 7990 10 si 0.000
Hurink edata car7 7x7 6123 6123 6123 1 si 0.000
Hurink edata car8 8x8 7689 7689 7689 7 si 0.000
Hurink edata la01 10x5 609 609 609 9 si 0.000
Hurink edata la02 10x5 655 655 655 9 si 0.000
Hurink edata la03 10x5 550 550 550 9 si 0.000
Hurink edata la04 10x5 568 568 568 8 si 0.000
Hurink edata la05 10x5 503 503 503 7 si 0.000
Hurink edata la06 15x5 833 833 833 1201 si 0.000
Hurink edata la07 15x5 762 762 762 1201 si 0.000
Hurink edata la08 15x5 845 845 845 1101 si 0.000
Hurink edata la09 15x5 878 878 878 1201 si 0.000
Hurink edata la10 15x5 866 866 866 1201 si 0.000
Hurink edata la11 20x5 1103 1103 1106 1301 si 0.272
Hurink edata la12 20x5 960 960 960 1202 si 0.000
Hurink edata la13 20x5 1053 1053 1053 1202 si 0.000
Hurink edata la14 20x5 1123 1123 1123 1202 si 0.000
Hurink edata la15 20x5 1111 1111 1125 1302 si 1.260
Hurink edata la16 10x10 892 892 892 13 si 0.000
Hurink edata la17 10x10 707 707 707 9 si 0.000
Hurink edata la18 10x10 842 842 842 12 si 0.000
Hurink edata la19 10x10 796 796 796 9 si 0.000
Hurink edata la20 10x10 857 857 857 10 si 0.000
Hurink edata la21 15x10 1009 1009 1059 1303 si 4.955
Hurink edata la22 15x10 880 880 880 561 si 0.000
Hurink edata la23 15x10 950 950 956 1503 si 0.632
Hurink edata la24 15x10 908 908 908 1403 si 0.000
Hurink edata la25 15x10 936 936 936 713 si 0.000
Hurink edata la26 20x10 1106 1106 1164 1706 si 5.244
Hurink edata la27 20x10 1181 1181 1294 1506 si 9.568
Hurink edata la28 20x10 1142 1142 1211 1605 si 6.042
Hurink edata la29 20x10 1107 1107 1160 1908 si 4.788
Hurink edata la30 20x10 1188 1188 1281 1405 si 7.828
Hurink edata la31 30x10 1532 1532 1678 2720 si 9.530
Hurink edata la32 30x10 1698 1698 1767 2316 si 4.064
Hurink edata la33 30x10 1547 1547 1713 1612 si 10.730
Hurink edata la34 30x10 1599 1599 1767 2012 si 10.507
Hurink edata la35 30x10 1736 1736 1829 1713 si 5.357
Hurink edata la36 15x15 1160 1160 1160 423 si 0.000
Hurink edata la37 15x15 1397 1397 1397 1506 si 0.000
Hurink edata la38 15x15 1141 1141 1142 1405 si 0.088
Hurink edata la39 15x15 1184 1184 1184 794 si 0.000
Hurink edata la40 15x15 1144 1144 1173 1406 si 2.535
Hurink edata mt06 6x6 55 55 55 2 si 0.000
Hurink edata mt10 10x10 871 871 871 27 si 0.000
Hurink edata mt20 20x5 1088 1088 1121 1402 si 3.033
Hurink edata orb10 10x10 933 933 933 21 si 0.000
Hurink edata orb1 10x10 977 977 977 31 si 0.000
Hurink edata orb2 10x10 865 865 865 17 si 0.000
Hurink edata orb3 10x10 951 951 951 120 si 0.000
Hurink edata orb4 10x10 984 984 984 59 si 0.000
Hurink edata orb5 10x10 842 842 842 14 si 0.000
Hurink edata orb6 10x10 958 958 958 50 si 0.000
Hurink edata orb7 10x10 389 389 389 10 si 0.000
Hurink edata orb8 10x10 894 894 894 32 si 0.000
Hurink edata orb9 10x10 933 933 933 50 si 0.000
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Tabla A.5: Resultados instancias tipo Hurinkrdata
Instancia nxm cota inferior cota superior valor objetivo tiempo (s) ¿o´ptimo conocido? gap (%)
Hurink rdata abz5 10 x 10 954 954 961 1102 si 0.734
Hurink rdata abz6 10 x 10 807 807 807 12 si 0.000
Hurink rdata abz7 20 x 15 493 530 623 1822 no 17.547
Hurink rdata abz8 20 x 15 507 541 616 2728 no 13.863
Hurink rdata abz9 20 x 15 517 537 636 2023 no 18.436
Hurink rdata car1 11 x 5 5034 5034 5089 1301 si 1.093
Hurink rdata car2 13 x 4 5985 5985 5997 1308 si 0.201
Hurink rdata car3 12 x 5 5622 5623 5660 1501 no 0.658
Hurink rdata car4 14 x 4 6514 6514 6563 1522 si 0.752
Hurink rdata car5 10 x 6 5615 5615 5698 1101 si 1.478
Hurink rdata car6 8 x 9 6147 6147 6147 20 si 0.000
Hurink rdata car7 7 x 7 4425 4425 4425 4 si 0.000
Hurink rdata car8 8 x 8 5692 5692 5692 19 si 0.000
Hurink rdata la01 10 x 5 570 570 571 1201 si 0.175
Hurink rdata la02 10 x 5 529 529 532 1201 si 0.567
Hurink rdata la03 10 x 5 477 477 480 1316 si 0.629
Hurink rdata la04 10 x 5 502 502 507 1312 si 0.996
Hurink rdata la05 10 x 5 457 457 459 1307 si 0.438
Hurink rdata la06 15 x 5 799 799 803 1102 si 0.501
Hurink rdata la07 15 x 5 749 749 761 1101 si 1.602
Hurink rdata la08 15 x 5 765 765 773 1102 si 1.046
Hurink rdata la09 15 x 5 853 853 858 1202 si 0.586
Hurink rdata la10 15 x 5 804 804 809 1201 si 0.622
Hurink rdata la11 20 x 5 1071 1071 1085 1102 si 1.307
Hurink rdata la12 20 x 5 936 936 942 1202 si 0.641
Hurink rdata la13 20 x 5 1038 1038 1040 1602 si 0.193
Hurink rdata la14 20 x 5 1070 1070 1083 1302 si 1.215
Hurink rdata la15 20 x 5 1089 1089 1110 1708 si 1.928
Hurink rdata la16 10 x 10 717 717 717 22 si 0.000
Hurink rdata la17 10 x 10 646 646 646 10 si 0.000
Hurink rdata la18 10 x 10 666 666 666 83 si 0.000
Hurink rdata la19 10 x 10 700 700 700 66 si 0.000
Hurink rdata la20 10 x 10 756 756 756 13 si 0.000
Hurink rdata la21 15 x 10 808 825 910 1906 no 10.303
Hurink rdata la22 15 x 10 741 755 804 1805 no 6.490
Hurink rdata la23 15 x 10 816 832 921 1504 no 10.697
Hurink rdata la24 15 x 10 775 800 845 2207 no 5.625
Hurink rdata la25 15 x 10 768 784 831 2206 no 5.995
Hurink rdata la26 20 x 10 1056 1058 1128 3014 no 6.616
Hurink rdata la27 20 x 10 1085 1087 1222 1809 no 12.420
Hurink rdata la28 20 x 10 1075 1076 1136 2311 no 5.576
Hurink rdata la29 20 x 10 993 994 1074 2011 no 8.048
Hurink rdata la30 20 x 10 1068 1072 1221 1207 no 13.899
Hurink rdata la31 30 x 10 1520 1520 1766 1717 si 16.184
Hurink rdata la32 30 x 10 1657 1657 1948 1819 si 17.562
Hurink rdata la33 30 x 10 1497 1497 1672 1818 si 11.690
Hurink rdata la34 30 x 10 1535 1535 1718 2528 si 11.922
Hurink rdata la35 30 x 10 1549 1549 1754 2219 si 13.234
Hurink rdata la36 15 x 15 1023 1023 1077 2415 si 5.279
Hurink rdata la37 15 x 15 1062 1062 1126 2213 si 6.026
Hurink rdata la38 15 x 15 954 954 976 2312 si 2.306
Hurink rdata la39 15 x 15 1011 1011 1083 1913 si 7.122
Hurink rdata la40 15 x 15 955 955 1010 1912 si 5.759
Hurink rdata mt06 6 x 6 47 47 47 1 si 0.000
Hurink rdata mt10 10 x 10 686 686 686 134 si 0.000
Hurink rdata mt20 20 x 5 1022 1022 1033 1602 si 1.076
Hurink rdata orb10 10 x 10 742 742 742 1202 si 0.000
Hurink rdata orb1 10 x 10 746 746 746 30 si 0.000
Hurink rdata orb2 10 x 10 696 696 696 1177 si 0.000
Hurink rdata orb3 10 x 10 712 712 712 1302 si 0.000
Hurink rdata orb4 10 x 10 753 753 753 40 si 0.000
Hurink rdata orb5 10 x 10 639 639 639 125 si 0.000
Hurink rdata orb6 10 x 10 754 754 754 1202 si 0.000
Hurink rdata orb7 10 x 10 302 302 302 1202 si 0.000
Hurink rdata orb8 10 x 10 639 639 640 1202 si 0.156
Hurink rdata orb9 10 x 10 694 694 694 27 si 0.000
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Tabla A.6: Resultados instancias tipo Hurinksdata
Instancia nxm cota inferior cota superior valor objetivo tiempo (s) ¿o´ptimo conocido? gap (%)
Hurink sdata abz5 10 x 10 1234 1234 1234 26 si 0.000
Hurink sdata abz6 10 x 10 943 943 943 10 si 0.000
Hurink sdata abz7 20 x 15 656 656 696 1611 si 6.098
Hurink sdata abz8 20 x 15 653 667 706 1610 no 5.847
Hurink sdata abz9 20 x 15 678 678 726 2314 si 7.080
Hurink sdata car1 11 x 5 7038 7038 7038 70 si 0.000
Hurink sdata car2 13 x 4 7166 7166 7166 1100 si 0.000
Hurink sdata car3 12 x 5 7312 7312 7312 1200 si 0.000
Hurink sdata car4 14 x 4 8003 8003 8003 1101 si 0.000
Hurink sdata car5 10 x 6 7702 7702 7702 94 si 0.000
Hurink sdata car6 8 x 9 8313 8313 8313 7 si 0.000
Hurink sdata car7 7 x 7 6558 6558 6558 3 si 0.000
Hurink sdata car8 8 x 8 8264 8264 8264 8 si 0.000
Hurink sdata la01 10 x 5 666 666 666 8 si 0.000
Hurink sdata la02 10 x 5 655 655 655 6 si 0.000
Hurink sdata la03 10 x 5 597 597 597 2 si 0.000
Hurink sdata la04 10 x 5 590 590 590 2 si 0.000
Hurink sdata la05 10 x 5 593 593 593 21 si 0.000
Hurink sdata la06 15 x 5 926 926 926 1201 si 0.000
Hurink sdata la07 15 x 5 890 890 890 1101 si 0.000
Hurink sdata la08 15 x 5 863 863 863 1100 si 0.000
Hurink sdata la09 15 x 5 951 951 951 1201 si 0.000
Hurink sdata la10 15 x 5 958 958 958 1201 si 0.000
Hurink sdata la11 20 x 5 1222 1222 1222 1201 si 0.000
Hurink sdata la12 20 x 5 1039 1039 1039 1101 si 0.000
Hurink sdata la13 20 x 5 1150 1150 1150 1101 si 0.000
Hurink sdata la14 20 x 5 1292 1292 1292 1101 si 0.000
Hurink sdata la15 20 x 5 1207 1207 1207 1201 si 0.000
Hurink sdata la16 10 x 10 945 945 945 10 si 0.000
Hurink sdata la17 10 x 10 784 784 784 10 si 0.000
Hurink sdata la18 10 x 10 848 848 848 7 si 0.000
Hurink sdata la19 10 x 10 842 842 842 11 si 0.000
Hurink sdata la20 10 x 10 902 902 902 9 si 0.000
Hurink sdata la21 15 x 10 1046 1046 1055 1502 si 0.860
Hurink sdata la22 15 x 10 927 927 927 914 si 0.000
Hurink sdata la23 15 x 10 1032 1032 1032 1202 si 0.000
Hurink sdata la24 15 x 10 935 935 935 566 si 0.000
Hurink sdata la25 15 x 10 977 977 977 543 si 0.000
Hurink sdata la26 20 x 10 1218 1218 1250 1405 si 2.627
Hurink sdata la27 20 x 10 1235 1235 1279 1204 si 3.563
Hurink sdata la28 20 x 10 1216 1216 1238 1304 si 1.809
Hurink sdata la29 20 x 10 1152 1152 1218 2005 si 5.729
Hurink sdata la30 20 x 10 1355 1355 1355 1305 si 0.000
Hurink sdata la31 30 x 10 1784 1784 1784 1512 si 0.000
Hurink sdata la32 30 x 10 1850 1850 1850 1411 si 0.000
Hurink sdata la33 30 x 10 1719 1719 1719 1410 si 0.000
Hurink sdata la34 30 x 10 1721 1721 1799 2112 si 4.532
Hurink sdata la35 30 x 10 1888 1888 1888 2515 si 0.000
Hurink sdata la36 15 x 15 1268 1268 1274 1506 si 0.473
Hurink sdata la37 15 x 15 1397 1397 1401 2008 si 0.286
Hurink sdata la38 15 x 15 1196 1196 1210 1607 si 1.171
Hurink sdata la39 15 x 15 1233 1233 1243 1506 si 0.811
Hurink sdata la40 15 x 15 1222 1222 1235 1605 si 1.064
Hurink sdata mt06 6 x 6 55 55 55 1 si 0.000
Hurink sdata mt10 10 x 10 930 930 930 56 si 0.000
Hurink sdata mt20 20 x 5 1165 1165 1175 1602 si 0.858
Hurink sdata orb10 10 x 10 944 944 944 14 si 0.000
Hurink sdata orb1 10 x 10 1059 1059 1059 1087 si 0.000
Hurink sdata orb2 10 x 10 888 888 888 11 si 0.000
Hurink sdata orb3 10 x 10 1005 1005 1005 259 si 0.000
Hurink sdata orb4 10 x 10 1005 1005 1005 17 si 0.000
Hurink sdata orb5 10 x 10 887 887 887 16 si 0.000
Hurink sdata orb6 10 x 10 1010 1010 1010 221 si 0.000
Hurink sdata orb7 10 x 10 397 397 397 17 si 0.000
Hurink sdata orb8 10 x 10 899 899 899 47 si 0.000
Hurink sdata orb9 10 x 10 934 934 934 29 si 0.000
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Tabla A.7: Resultados instancias tipo Hurinkvdata
Instancia nxm cota inferior cota superior valor objetivo tiempo (s) ¿o´ptimo conocido? gap (%)
Hurink vdata abz5 10 x 10 859 859 859 400 si 0.000
Hurink vdata abz6 10 x 10 742 742 742 98 si 0.000
Hurink vdata abz7 20 x 15 492 492 845 2458 si 71.748
Hurink vdata abz8 20 x 15 506 507 849 2465 no 67.456
Hurink vdata abz9 20 x 15 497 498 886 1650 no 77.912
Hurink vdata car1 11 x 5 5005 5005 5019 1406 si 0.280
Hurink vdata car2 13 x 4 5929 5929 5940 1201 si 0.186
Hurink vdata car3 12 x 5 5597 5597 5667 1101 si 1.251
Hurink vdata car4 14 x 4 6514 6514 6523 1301 si 0.138
Hurink vdata car5 10 x 6 4909 4912 4965 1407 no 1.079
Hurink vdata car6 8 x 9 5486 5486 5486 18 si 0.000
Hurink vdata car7 7 x 7 4281 4281 4281 5 si 0.000
Hurink vdata car8 8 x 8 4613 4613 4613 30 si 0.000
Hurink vdata la01 10 x 5 570 570 573 1212 si 0.526
Hurink vdata la02 10 x 5 529 529 530 1428 si 0.189
Hurink vdata la03 10 x 5 477 477 479 1318 si 0.419
Hurink vdata la04 10 x 5 502 502 503 1207 si 0.199
Hurink vdata la05 10 x 5 457 457 458 1420 si 0.219
Hurink vdata la06 15 x 5 799 799 811 1101 si 1.502
Hurink vdata la07 15 x 5 749 749 759 1201 si 1.335
Hurink vdata la08 15 x 5 765 765 769 1402 si 0.523
Hurink vdata la09 15 x 5 853 853 860 1402 si 0.821
Hurink vdata la10 15 x 5 804 804 811 1302 si 0.871
Hurink vdata la11 20 x 5 1071 1071 1080 1202 si 0.840
Hurink vdata la12 20 x 5 936 936 950 1302 si 1.496
Hurink vdata la13 20 x 5 1038 1038 1043 1202 si 0.482
Hurink vdata la14 20 x 5 1070 1070 1077 1303 si 0.654
Hurink vdata la15 20 x 5 1089 1089 1103 1303 si 1.286
Hurink vdata la16 10 x 10 717 717 717 84 si 0.000
Hurink vdata la17 10 x 10 646 646 646 81 si 0.000
Hurink vdata la18 10 x 10 663 663 663 114 si 0.000
Hurink vdata la19 10 x 10 617 617 617 292 si 0.000
Hurink vdata la20 10 x 10 756 756 756 117 si 0.000
Hurink vdata la21 15 x 10 800 800 864 2312 si 8.000
Hurink vdata la22 15 x 10 733 733 818 1709 si 11.596
Hurink vdata la23 15 x 10 809 809 927 1407 si 14.586
Hurink vdata la24 15 x 10 773 773 859 1609 si 11.125
Hurink vdata la25 15 x 10 751 751 823 2012 si 9.587
Hurink vdata la26 20 x 10 1052 1052 1615 2035 si 53.517
Hurink vdata la27 20 x 10 1084 1084 1596 1416 si 47.232
Hurink vdata la28 20 x 10 1069 1069 1575 1514 si 47.334
Hurink vdata la29 20 x 10 993 993 1572 2022 si 58.308
Hurink vdata la30 20 x 10 1068 1068 1615 2015 si 51.217
Hurink vdata la31 30 x 10 1520 1520 2052 3061 si 35.000
Hurink vdata la32 30 x 10 1657 1657 2207 2142 si 33.193
Hurink vdata la33 30 x 10 1497 1497 2149 1426 si 43.554
Hurink vdata la34 30 x 10 1535 1535 2105 1327 si 37.134
Hurink vdata la35 30 x 10 1549 1549 2099 2142 si 35.507
Hurink vdata la36 15 x 15 948 948 1629 1932 si 71.835
Hurink vdata la37 15 x 15 986 986 1662 2543 si 68.560
Hurink vdata la38 15 x 15 943 943 1553 1932 si 64.687
Hurink vdata la39 15 x 15 922 922 1489 1944 si 61.497
Hurink vdata la40 15 x 15 955 955 1554 2341 si 62.723
Hurink vdata mt06 6 x 6 47 47 47 0 si 0.000
Hurink vdata mt10 10 x 10 655 655 655 76 si 0.000
Hurink vdata mt20 20 x 5 1022 1022 1038 1904 si 1.566
Hurink vdata orb10 10 x 10 681 681 681 134 si 0.000
Hurink vdata orb1 10 x 10 695 695 695 110 si 0.000
Hurink vdata orb2 10 x 10 620 620 620 284 si 0.000
Hurink vdata orb3 10 x 10 648 648 648 106 si 0.000
Hurink vdata orb4 10 x 10 753 753 753 77 si 0.000
Hurink vdata orb5 10 x 10 584 584 584 467 si 0.000
Hurink vdata orb6 10 x 10 715 715 715 118 si 0.000
Hurink vdata orb7 10 x 10 275 275 275 264 si 0.000
Hurink vdata orb8 10 x 10 573 573 573 80 si 0.000
Hurink vdata orb9 10 x 10 659 659 659 119 si 0.000
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Nac´ı el 12 de marzo de 1990, en la Ciudad de Monterrey, Nuevo Leo´n. Siendo el segundo hijo
de la Lic. Amparo Alan´ıs Rı´os y de Ce´sar Sa´enz Trevin˜o. Asist´ı a la primaria Gral. Jesu´s Mar´ıa
Garza y la secundaria Jesu´s Cantu´ Leal. En el 2005 ingrese´ a la preparatoria # 15 Florida. Me
gradue´ de la Facultad de Ciencias Qu´ımicas de la Universidad Auto´noma de Nuevo Leo´n como
Ingeniero Qu´ımico en diciembre del 2012. Fui practicante en la empresa PYOSA por 9 meses en el
an˜o 2012. En el an˜o 2013 inicie´ mis estudios de maestr´ıa en el Posgrado de Ingenier´ıa de Sistemas
en la Facultad de Ingenier´ıa Meca´nica y Ele´ctrica de la Universidad Auto´noma de Nuevo Leo´n,
gracias al apoyo de la beca de CONACYT. Hice una estancia en la Ciudad de Que´bec, Canada´, en
la Universidad Laval, bajo la tutela del Doctor Leandro Callegari Coelho.
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