Abstract. This paper deals with the boundary behavior of functions in the de BrangesRovnyak spaces. First, we give a criterion for the existence of radial limits for the derivatives of functions in the de Branges-Rovnyak spaces. This criterion generalizes a result of Ahern-Clark. Then we prove that the continuity of all functions in a de BrangesRovnyak space on an open arc I of the boundary is enough to ensure the analyticity of these functions on I. We use this property in a question related to Bernstein's inequality.
Introduction
B(z) = γ n |a n | a n a n − z 1 − a n z , (z ∈ D), is the Blaschke product with zeros a n ∈ D satisfying the Blaschke condition n (1 − |a n |) < +∞, γ is a constant of modulus one, and F is of the form
where dσ = − log |b| dm + dµ and dµ is a positive singular measure on T. In the definition of B, we assume that |a n |/a n = 1 whenever a n = 0. In this paper, we study some aspects of the de Branges-Rovnyak spaces
Here T ϕ denotes the Toeplitz operator defined on H 2 by T ϕ (f ) = P + (ϕf ), where P + is the (Riesz) orthogonal projection of L 2 (T) onto H 2 . In general, H(b) is not closed with respect to the norm of H 2 (D). However, it is a Hilbert space when equipped with the inner product
where f and g are chosen so that
As a very special case, if |b| = 1 a.e. on T, or equivalently when b is an inner function for the unit disc, then Id − T b T b is an orthogonal projection and the H(b) norm coincides with the H 2 norm. In this case, H(b) becomes a closed (ordinary) subspace of H 2 (D), which coincides with the shift-coinvariant subspace
This paper treats two questions related to the boundary behavior of functions in H(b).
The first of these concerns the existence of radial limits for the derivatives of functions in the de Branges-Rovnyak spaces. More precisely, given a non-negative integer N, we are interested in finding a characterization of points ζ 0 ∈ T such that every function f in H(b)
and its derivatives up to order N have radial limits at ζ 0 . Ahern and Clark [1] studied this question when b is an inner function and they got a characterization in terms of the zeros sets (a n ) and the measure µ. In Section 3, we show that their methods in [1, 2] can be extended in order to obtain similar results for the general de Branges-Rovnyak spaces H(b), where b is an arbitrary element of the unit ball of H ∞ . Let us also mention that Sarason [11, page 58] has obtained another criterion in terms of the measure whose
Poisson integral is the real part of λ + b λ − b , with λ ∈ T. Recently, Bolotnikov and Kheifets [3] gave a result, in some sense more algebraic, in terms of the Schwarz-Pick matrix.
Our second theme is related to the analytic continuation of functions in H(b) through a given open arc of T. In [7] , 
Preliminaries
We first recall some basic well-known facts concerning reproducing kernels in H(b). For any λ ∈ D, the linear functional f −→ f (λ) is bounded on H 2 (D) and thus, by Riesz' theorem, it is induced by a unique element k λ of H 2 (D). On the other hand, by Cauchy's formula, we have
and thus 
which implies that
Finally, using the well known result
We know (see [11, page 11] ) that H(b) is invariant under the backward shift operator S * and, in the following, we use extensively the contraction X := S * |H(b). Its adjoint satisfies the important formula
for all h ∈ H(b) (see [11, page 12] ). 
Existence of derivatives for functions of de Branges-Rovnyak spaces
We first begin with a lemma which is essentially due to Ahern-Clark [1, Lemma 2.1].
Lemma 3.1. Let S 1 , . . . , S p be bounded commuting operators of norm less or equal to 1 on
Then, for any y ∈ X, the sequence w n := (Id − λ
and only if y belongs to the range of the operator
case, w n tends weakly to w 0 :
tends to (Id − λ j S j ) −1 in operator norm, as n → +∞. Therefore, we see that we can assume that all operators S j are of norm equal to 1. This case is precisely the result of Ahern-Clark.
The following result gives a criterion for the existence of the derivatives for functions of H(b) and it generalizes the Ahern-Clark result.
Theorem 3.2. Let b be a point in the unit ball of H ∞ (D) and let
be its canonical factorization. Let ζ 0 ∈ T and let N be a non-negative integer. Then the following are equivalent.
have finite limits as z tends radially to ζ 0 ;
(ii) for every function f ∈ H(b), |f (N ) (z)| remains bounded as z tends radially to ζ 0 ;
is bounded as z tends radially to ζ 0 ;
Proof:
(ii) =⇒ (iii): for a point z in D, the function
is easily seen to be the kernel function in H(b) for the functional of evaluation of the Nth derivative at z:
Therefore, the implication (ii) =⇒ (iii) follows from the principle of uniform boundedness.
The equivalence of (i) and (iii) is not new and can be found in [11, page 58] .
(iii) =⇒ (iv): using the fact that k [11, page 42]), we easily get
We know from [6, Lemma 2.2] that σ p (X * ) ⊂ D and thus the operator Id − ζ 0 X * is one-
is uniformly bounded for any sequence z n ∈ D tending radially to ζ 0 . Hence, by Lemma 3.1, X * N k b 0 belongs to the range of (Id − ζ 0 X * ) N +1 .
(iv) =⇒ (i): using once more Lemma 3.1 with p = N + 1,
, for any sequence z n ∈ D tending radially to ζ. Hence (3.2) and (3.3) imply that, for every function f in H(b), f (N ) (z) has a finite limit as z tends radially to ζ 0 . Now of course, for every 0 ≤ j ≤ N, (iv) ensures that
belongs to the range of (Id − ζ 0 X * ) j+1 and similar arguments show that, for every function f in H(b), f (j) (z) has a finite limit as z tends radially to ζ 0 .
(v) =⇒ (iii): without loss of generality we assume that ζ 0 = 1. Using Leibnitz' rule, by straightforward computations we obtain
Hence, by (3.2), we have
and thus, we need to prove that (k
But the condition (v) clearly implies that 0 , 1) is free of zeros. Then straightforward computations using (3.5) and (3.6) show that h b r,N and its first N derivatives must vanish at z = 1/r. Therefore we can write, for s ∈ (0, 1),
Continuing this procedure, we get
where m(t) is a monomial in t 1 , . . . , t N +1 . Hence, using (3.4), we obtain
But, thanks to properties of b, we can differentiate under the integral sign to get
∞ , which is bounded as r → 1 − .
(iii) =⇒ (v): here we also assume that ζ 0 = 1. According to [1, Lemma 4.2] we can take a sequence (B j ) j≥1 of Blaschke products converging uniformly to b on compact subsets of D and such that
where (a j,k ) k≥1 is the sequence of zeros of B j . As before, let k 
and thus k 
But,
and condition (iii) implies that there exists C 1 > 0 such that, for all 0 < r < 1, we have
Therefore, for all 0 < r < 1, there exists j r ∈ N, such that for j ≥ j r , we have
Moreover, using (3.7), we see that
where g j ∈ H 2 . Hence, it follows from [1, Theorem 3.1] that there is a constant K (independent of r) such that
Letting j → +∞, we obtain
for all r ∈ (0, 1). Now we let r → 1 − , we get the desired condition (v).
Continuity and analytic continuation for functions of the de

Branges-Rovnyak spaces
In this section, we study the continuity and analyticity of functions in the de Branges-
Rovnyak spaces H(b)
on an open arc of T. As we will see the theory bifurcates into two opposite cases depending whether b is an extreme point of the unit ball of H ∞ (D) or not.
Let us recall that if X is a linear space and S is a convex subset of X, then an element x ∈ S is called an extreme point of S if it is not a proper convex combination of any two distinct points in S. Then, it is well known (see [4, page 125] ) that a function f is an extreme point of the unit ball of H ∞ (D) if and only if
The following result is a generalization of results of Helson [7] and Sarason [11] . The equivalence of (i), (ii) and (iii) were proved in [11, page 42] under the assumption that b is an extreme point. Our contribution is the last two parts. The mere assumption of continuity implies analyticity and this observation has interesting applications. (ii) I is contained in the resolvent set of X * ;
(iii) any function f in H(b) has an analytic continuation across I; (ii) =⇒ (iii): for f ∈ H(b), we have any z ∈ D, we also have
Now if
In particular, the function
, which is possible only if |b(ζ 0 )| = 1.
Hence we get that |b| = 1 on I. 
