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Abstract
This paper considers the $nite di"erence, $nite element and $nite volume methods applied to the two-point boundary
value problem
− d
dx
(
p(x)
du
dx
)
= f(x); a¡ x¡b; u(a) = u(b) = 0:
By using an inversion formula of a nonsingular tridiagonal matrix, explicit expressions of approximate solutions by three
methods are given, which lead to a uni$ed understanding of these methods as well as their uni$ed error estimates.
Numerical examples are also given. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Consider the simple two-point boundary value problem
− d
dx
(
p(x)
du
dx
)
= f(x); a¡x¡b; (1.1)
u(a) = u(b) = 0; (1.2)
where p ∈ C1[a; b]; p¿ 0 and f ∈ C[a; b].
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We solve (1.1) and (1.2) with the use of the $nite di"erence, $nite element and $nite volume
methods (abbreviated to FDM, FEM and FVM, respectively) with the nodes
a= x0 ¡x1 ¡ · · ·¡xn ¡xn+1 = b; xi+1=2 = 12(xi + xi+1):
Then each method leads to solving a system of n linear equations whose coeHcient matrix A is of
the form
A=H


a1 + a2 −a2
−a2 a2 + a3 −a3
. . . . . . . . .
−an−1 an−1 + an −an
−an an + an+1

; ai ¿ 0 ∀i
=HA0; (1.3)
where H denotes a diagonal matrix with positive diagonals.
A0 is an irreducibly diagonally dominant tridiagonal matrix whose subdiagonals are negative so
that A0 is a (nonsingular) M -matrix. Then it is easy to see that
A−10 = (gij);
where
gij =


(
n+1∑
k=1
a−1k
)−1( i∑
k=1
a−1k
) n+1∑
k=j+1
a−1k

 (i 6 j)
(
n+1∑
k=1
a−1k
)−1( j∑
k=1
a−1k
)(
n+1∑
k=i+1
a−1k
)
(i ¿ j):
(1.4)
The proof is done by verifying A0(gij) = I directly. (cf. [5]). This yields the explicit expressions of
the $nite di"erence, $nite element and $nite volume solutions {Ui}; {Uˆ i} and { JUi} in terms of gij,
which makes uni$ed understanding of these methods possible.
The purpose of this paper is to point out this fact and to give uni$ed error estimates for three
methods. Numerical examples are also given.
2. Finite dierence solution {Ui}
We discretize (1.1) and (1.2) by the $nite di"erence formula
− pi+1=2((Ui+1 − Ui)=hi+1)− pi−1=2((Ui − Ui−1)=hi)
(hi+1 + hi)=2
= fi; i = 1; 2; : : : ; n;
where
hi = xi − xi−1; pi+1=2 = p(xi+1=2); pi−1=2 = p(xi−1=2); fi = f(xi)
and Ui denotes the $nite di"erence approximation to the exact value ui = u(xi).
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Then the resulting linear system is
HA0U = f ; (2.1)
where H = diag(2=(h1 + h2); : : : ; 2=(hn + hn+1)); A0 is de$ned in (1.3) with
ai =
1
hi
pi−1=2;
and U = (U1; : : : ; Un)t ; f = (f1; : : : ; fn)t.
It follows from (2.1) and (1.4) that
Ui =
n∑
j=1
gijfj
hj + hj+1
2
; i = 1; 2; : : : ; n; (2.2)
where
gij =


(
n+1∑
k=1
hk
pk−1=2
)−1( i∑
k=1
hk
pk−1=2
) n+1∑
k=j+1
hk
pk−1=2

 (i 6 j);
(
n+1∑
k=1
hk
pk−1=2
)−1( j∑
k=1
hk
pk−1=2
)(
n+1∑
k=i+1
hk
pk−1=2
)
(i ¿ j):
(2.3)
Let G(x; ) be the Green function for the problem (1.1) and (1.2), which is de$ned by (cf. [4])
G(x; ) =


(∫ b
a
ds
p(s)
)−1 ∫ x
a
ds
p(s)
∫ b

ds
p(s)
(x 6 );
(∫ b
a
ds
p(s)
)−1 ∫ 
a
ds
p(s)
∫ b
x
ds
p(s)
(x ¿ ):
(2.4)
Then, as is well known, the compound midpoint rule applied to the intervals
⋃n+1
k=1 [xk−1; xk];
⋃i
k=1
[xk−1; xk], etc. gives∫ b
a
ds
p(s)
−
n+1∑
k=1
hk
pk−1=2
=
{
o(h) if p ∈ C1[a; b];
O(h2) if p ∈ C1;1[a; b];
∫ xi
a
ds
p(s)
−
i∑
k=1
hk
pk−1=2
=
{
o(h) if p ∈ C1[a; b];
O(h2) if p ∈ C1;1[a; b]; etc:;
where h=maxkhk → 0. Therefore, it follows from (2.3) and (2.4) that
Gij − gij =
{
o(h) if p ∈ C1[a; b];
O(h2) if p ∈ C1;1[a; b];
(2.5)
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where we put Gij = G(xi; xj). Furthermore, the exact solution of the problem (1.1) and (1.2) is
represented by
u(x) =
∫ b
a
G(x; )f() d: (2.6)
Hence, if we apply the trapezoidal rule to the subintervals [xj−1; xj]; j = 1; 2; : : : ; n+ 1, then∫ xj
xj−1
G(xi; )f() d=
hj
2
[Gi;j−1fj−1 + Gijfj] + O(h3)
and
ui =
∫ b
a
G(xi; )f() d=
n+1∑
j=1
∫ xj
xj−1
G(xi; )f() d
=
n∑
j=1
Gijfj
hj + hj+1
2
+ O(h2); (2.7)
provided that f ∈ C1;1[a; b]. We thus obtain from (2.2), (2.5) and (2.7) that if p ∈ C1;1[a; b], then
ui =
n∑
j=1
(gij + O(h2))fj
hj + hj+1
2
+ O(h2)
=
n∑
j=1
gijfj
hj + hj+1
2
+ O(h2)
n∑
j=1
fj
hj + hj+1
2
+ O(h2)
=Ui + O(h2);
since
∑n
j=1 fj(hj + hj+1)=2 is bounded as h → 0. Observe that in the last expression, O(h2) is
replaced by o(h) if p ∈ C1[a; b].
Consequently we have
ui − Ui =
{
o(h) if p ∈ C1[a; b];
O(h2) if p ∈ C1;1[a; b];
(2.8)
provided that f ∈ C1;1[a; b]. It appears that the estimate (2.8) can not be obtained from the usual
theory which is based upon estimation of the truncation errors.
3. Finite element solution {Uˆi}
The $nite element approximation vh =
∑n
i=1 Uˆ i’i is determined by solving
n∑
j=1
(∫ b
a
p(x)’′i’
′
j dx
)
Uˆ j =
∫ b
a
f(x)’i(x) dx; i = 1; 2; : : : ; n
with respect to Uˆ j, where ’i; i = 1; 2; : : : ; n are piecewise linear polynomials satisfying
’i(xj) =
{
1; i = j;
0; i = j:
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This can be written in the matrix-vector form
AˆUˆ = fˆ ; (3.1)
where Aˆ= Aˆ0 is obtained by putting H = I and replacing ai by
aˆi =
1
hi
i; i =
1
hi
∫ xi
xi−1
p(x) dx
in (1.3) and fˆ = (fˆ 1; : : : ; fˆ n)
t ; fˆ i =
∫ xi+1
xi−1
f(x)’i(x) dx, where f ∈ C[a; b]. It can easily be shown
that
i − pi−1=2 =
{
o(h) if p ∈ C1[a; b];
O(h2) if p ∈ C1;1[a; b]:
(3.2)
We obtain from (3.1)
Uˆ i =
n∑
j=1
gˆij
∫ xj+1
xj−1
f(x)’j(x) dx
=
n∑
j=1
gˆij
∫ b
a
f(x)’j(x) dx
=
∫ b
a

 n∑
j=1
gˆij’j(x)

f(x) dx;
where
gˆij =


(
n+1∑
k=1
hk
k
)−1( i∑
k=1
hk
k
) n+1∑
k=j+1
hk
k

 (i 6 j);
(
n+1∑
k=1
hk
k
)−1( j∑
k=1
hk
k
)(
n+1∑
k=i+1
hk
k
)
(i ¿ j):
(3.3)
It now follows from (2.4), (3.2) and (3.3) that
Gij − gˆi; j =
{
o(h) if p ∈ C1[a; b];
O(h2) if p ∈ C1;1[a; b]:
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Since
∑n
j=1 Gij’j(x) is a piecewise linear approximation to G(xi; x), we have
G(xi; x)−
n∑
j=1
Gij’j(x) = O(h2); ∀x ∈ [a; b]
(cf. [1]) so that
G(xi; x)−
n∑
j=1
gˆij’j(x) =

G(xi; x)−
n∑
j=1
Gij’j(x)

+
n∑
j=1
(Gij − gˆij)’j(x)
=
{
o(h) if p ∈ C1[a; b];
O(h2) if p ∈ C1;1[a; b]; ∀x ∈ [a; b]:
This leads to the error estimates
|ui − Uˆ i|6
∫ b
a
∣∣∣∣∣∣G(xi; x)−
n∑
j=1
gˆij’j(x)
∣∣∣∣∣∣ |f(x)| dx =
{
o(h) if p ∈ C1[a; b];
O(h2) if p ∈ C1;1[a; b];
as h → 0, where f ∈ C[a; b]. It is interesting to compare this with the well known result in $nite
element analysis that if p ∈ C1[a; b] and f ∈ C[a; b], then
||u− vh||2 6  h2||u′′||2;
where  is a positive constant and || · ||2 stands for the L2 norm, which follows from the Aubin–
Nitsche lemma (cf. [2]) or the Nitsche lift (cf. [1]).
If p(x) = 1, then gˆij = Gij and
Uˆ i =
∫ b
a

 n∑
j=1
Gij’j(x)

f(x) dx
=
∫ b
a
G(xi; x)f(x) dx = ui; 16 i 6 n;
since G(xi; x) and
∑n
j=1 Gij’j(x) are continuous and piecewise linear polynomials which pass through
the same points (xj; Gij) and both should be the same.
4. Finite volume solution { Ui}
The $nite volume method (FVM) or the generalized di"erence method (GDM) solves the linear
system
n∑
j=1
(∫ b
a
p(x)’′j(x) 
′
i (x) dx
)
JUj =
∫ b
a
f(x) i(x) dx; i = 1; 2; : : : ; n (4.1)
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with respect to JUj to obtain the FVM approximation wh(x) =
∑n
i=1
JUi’i, where
 i (x) =
{
1 (xj−1=2 6 x 6 xj+1=2);
0 (otherwise):
(cf. [3]). Then (4.1) reduces to
A JU = Jf ;
where A= A0 with ai = pi−1=2=hi (the same as in FDM), JU = ( JU 1; : : : ; JUn)t ; Jf = ( Jf 1; : : : ; Jfn)t and
Jfi =
∫ xi+1=2
xi−1=2
f(x) dx:
Hence,
JUi =
n∑
j=1
gij
∫ xj+1=2
xj−1=2
f(x) dx
=
∫ b
a

 n∑
j=1
gij j(x)

f(x) dx
=
∫ b
a

 n∑
j=1
Gij j(x)

f(x) dx + J$i;
where
J$i =


o(h) if p ∈ C1[a; b];
O(h2) if p ∈ C1;1[a; b];
0 if p ≡ 1;
as h → 0. Observe that the function ∑nj=1 Gij j(x) stands for the interpolation of G(xi; x) by the
step function  j. Therefore,
ui − JUi =
∫ b
a
G(xi; x)f(x) dx −
n∑
j=1
∫ xj+1=2
xj−1=2
Gijf(x) dx − J$i
=
∫ x1=2
a
G(xi; x)f(x) dx +
n∑
j=1
[∫ xj+1=2
xj−1=2
(G(xi; x)− Gij)f(x) dx
]
+
∫ b
xn+1=2
G(xi; x)f(x) dx − J$i
= %+
n−1∑
j=1
&j + '− J$i; (4.2)
where
%=
∫ x1=2
a
G(xi; x)f(x) dx +
∫ x1
x1=2
{G(xi; x)− Gi1}f(x) dx;
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&j =
∫ xj+1=2
xj
{G(xi; x)− Gij}f(x) dx
+
∫ xj+1
xj+1=2
{G(xi; x)− Gi;j+1}f(x) dx;
'=
∫ xn+1=2
xn
{G(xi; x)− Gin}f(x) dx +
∫ b
xn+1=2
G(xi; x)f(x) dx:
It is easy to see that %= O(h2), '= O(h2), and
&j =
{
o(h2) if f ∈ C[a; b];
O(h3) if f ∈ C0;1[a; b]
so that
%+
n−1∑
j=1
&j + '=
{
o(h) if f ∈ C[a; b];
O(h2) if f ∈ C0;1[a; b]:
We thus obtain the error estimates for FVM
ui − JUi =
{
o(h) if p ∈ C1[a; b]; f ∈ C[a; b];
O(h2) if p ∈ C1;1[a; b]; f ∈ C0;1[a; b]: (4.3)
Summarizing our results, we can roughly say that:
(i) Finite di"erence solution Ui is the compound trapezoidal approximation for the exact solution
or the mean of two Riemann’s sums
∑n
j=1 gijfjhj and
∑n
j=1 gijfjhj+1:
Ui =
1
2

 n∑
j=1
gijfjhj +
n∑
j=1
gijfjhj+1

 ;
where gij  G(xi; xj) (the equality holds if p(x)= 1). If p;f ∈ C1;1[a; b], then ui −Ui =O(h2).
(ii) Finite element solution Uˆ i replaces G(xi; x) in the expression (2.6) by the piecewise linear
function
∑n
j=1 gˆij’j(x). If p ∈ C1;1[a; b] and f ∈ C[a; b], then ui − Uˆ i = O(h2).
(iii) Finite volume solution JUi replaces G(xi; x) in (2.6) by the piecewise constant function∑n
j=1 gij j(x). If p ∈ C1;1[a; b] and f ∈ C0;1[a; b], then ui − JUi = O(h2).
5. Numerical examples
It is interesting to compare the accuracy of the solutions obtained by three methods. We use the
following examples in the interval [a; b] = [0; 1] to illustrate our results:
Example 5.1. p(x) = e1−x, f(x) = 1 + e1−x. Then the true solution is u(x) = x(1− ex−1).
Example 5.2. p(x) = e1−x; f(x) = e1−x(x3=2(1 − x)3=2(60 − 20x) − 15x1=2(1 − x)1=2(1 − 2x + 2x2)).
Then true solution is u(x) = 4x5=2(1− x)5=2. Observe that f ∈ C0;1=2[0; 1], but f ∈ C1;1[0; 1].
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We used the following partitions of the interval [0; 1] to test three methods:
(i) Uniform partitions hi = h= 1=(n+ 1) for 16 i 6 n+ 1, with n= 99; 124; 199.
(ii) Random partitions which are generated by the following rule: h1 = 0:01; hi; 2 6 i 6 n are
generated as uniform random numbers in [0:013; 0:01] so that hn+1 = 1 −
∑n
i=1 hi 6 0:01. We
generated three times and got di"erent n.
(iii) Non-uniform partitions which are generated as follows: uniform mesh size h=2 in [0; 18 ], uniform
mesh size h=8 in [18 ;
1
4 ] and uniform mesh size h in [
1
4 ;
1
2 ]. The partition in [
1
2 ; 1] is just the
same as in [0; 12 ]. We took h= 1=2
5, 1=26, 1=27.
Furthermore, putting
uh(x) =
n∑
j=1
Uj’j(x); vh(x) =
n∑
j=1
Uˆ j’j(x); and wh(x) =
n∑
j=1
JUj’j(x);
we tested the maximum norms
max
i
|ui − Ui|; max
i
|ui − Uˆ i|; max
i
|ui − JUi|
and L2 norms
||u− uh||2; ||u− vh||2; ||u− wh||2:
The numerical results for Example 5.1 are shown in Tables 5.1–5.3, which show that there is
no remarkable di"erence among the accuracy of three methods in the case where f is suHciently
smooth. However, numerical results for Example 5.2, which are shown in Tables 5.4–5.6, indicate
that FEM has a slight advantage over other methods, especially over FDM if f ∈ C1;1[a; b].
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Table 5.1
Uniform partitions for Example 5.1
Methods h L2-norm L2-norm=h2 Max-norm Max-norm=h2
FDM 0.1 1.65e−3 1.65e−1 8.24e−5 8.24e−3
0.01 1.65e−5 1.65e−1 8.31e−7 8.31e−3
0.001 1.65e−7 1.65e−1 8.31e−9 8.31e−3
FEM 0.1 1.64e−3 1.64e−1 6.35e−5 6.35e−3
0.01 1.64e−5 1.64e−1 6.36e−7 6.36e−3
0.001 1.64e−7 1.64e−1 6.39e−9 6.39e−3
FVM 0.1 1.62e−3 1.62e−1 3.18e−5 3.18e−3
0.01 1.62e−5 1.62e−1 3.18e−7 3.18e−3
0.001 1.62e−7 1.62e−1 3.18e−9 3.18e−3
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Table 5.2
Random partitions for Example 5.1
Methods n L2-norm L2-norm=h2 Max-norm Max-norm=h2
FDM 198 8.80e−6 8.80e−2 4.86e−7 4.86e−3
187 9.15e−6 9.15e−2 4.28e−7 4.28e−3
197 9.97e−6 9.97e−2 4.05e−7 4.05e−3
FEM 198 9.24e−6 9.24e−2 3.39e−7 3.39e−3
187 9.12e−6 9.12e−2 3.84e−7 3.84e−3
197 1.07e−5 1.07e−1 6.21e−7 6.21e−3
FVM 198 7.63e−6 7.63e−2 2.06e-7 2.06e−3
187 9.31e−6 9.31e−2 2.06e−7 2.06e−3
197 1.02e−5 1.02e−1 3.77e−7 3.77e−3
Table 5.3
Non-uniform partitions for Example 5.1
Methods h n L2-norm L2-norm=h2 Max-norm Max-norm=h2
FDM 1=25 95 1.30e−4 1.33e−1 4.70e−6 4.81e−3
1=26 191 3.25e−5 1.33e−1 1.17e−6 4.81e−3
1=27 383 7.64e−6 1.25e−1 2.94e−7 4.81e−3
FEM 1=25 95 1.35e−4 1.38e−1 2.23e−5 2.28e−2
1=26 191 3.38e−5 1.39e−1 5.56e−6 2.28e−2
1=27 383 8.33e−6 1.37e−1 1.39e−6 2.28e−2
FVM 1=25 95 1.33e−4 1.36e−1 1.46e−5 1.49e−2
1=26 191 3.32e−5 1.36e−1 3.64e−6 1.49e−2
1=27 383 8.13e−6 1.33e−1 9.11e−7 1.49e−2
Table 5.4
Uniform partitions for Example 5.2
Methods h L2-norm L2-norm=h2 Max-norm Max-norm=h2
FDM 0.1 1.62e−3 1.62e−1 3.50e−3 3.50e−1
0.01 7.98e−6 7.98e−2 2.45e−5 2.45e−1
0.001 7.15e−9 7.15e−2 2.18e−7 2.18e−1
FEM 0.1 1.65e−3 1.65e−1 3.30e−4 3.30e−2
0.01 1.65e−5 1.65e−1 3.39e−6 3.39e−2
0.001 1.65e−7 1.65e−1 3.38e−8 3.38e−2
FVM 0.1 1.22e−3 1.22e−1 1.65e−3 1.65e−1
0.01 1.02e−5 1.02e−1 1.21e−5 1.21e−1
0.001 1.00e−7 1.00e−1 1.09e−7 1.09e−1
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Table 5.5
Random partitions for Example 5.2
Methods n L2-norm L2-norm=h2 Max-norm Max-norm=h2
FDM 187 6.12e−6 6.12e−2 1.46e−5 1.46e−1
201 7.64e−6 7.64e−2 1.61e−5 1.61e−1
197 6.86e−6 6.86e−2 1.47e−5 1.47e−1
FEM 187 9.34e−6 9.34e−2 1.71e−6 1.71e−2
201 9.80e−6 9.80e−2 1.82e−6 1.82e−2
197 9.15e−6 9.15e−2 1.74e−6 1.74e−2
FVM 187 6.77e−6 6.77e−2 6.06e−6 6.06e−2
201 7.23e−6 7.23e−2 6.97e−6 6.97e−2
197 6.54e−6 6.54e−2 6.08e−6 6.08e−2
Table 5.6
Non-uniform partitions for Example 5.2
Methods h n L2-norm L2-norm=h2 Max-norm Max-norm=h2 Max-norm=h1:9
FDM 1=25 95 1.56e−4 1.60e−1 2.45e−4 2.51e−1 1.78e−1
1=26 191 3.92e−5 1.60e−1 6.29e−5 2.58e−1 1.70e−1
1=27 383 9.87e−6 1.62e−1 1.60e−5 2.62e−1 1.62e−1
FEM 1=25 95 1.17e−4 1.20e−1 3.32e−5 3.40e−2
1=26 191 2.94e−5 1.20e−1 8.29e−6 3.40e−2
1=27 383 7.35e−6 1.20e−1 2.07e−6 3.39e−2
FVM 1=25 95 9.07e−5 9.29e−2 6.86e−5 7.02e−2 4.97e−2
1=26 191 2.22e−5 9.08e−2 1.89e−5 7.75e−2 5.11e−2
1=27 383 5.47e−6 8.96e−2 5.08e−6 8.32e−2 5.12e−2
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