A Euclidean approximate sparse recovery system consists of parameters k, N , an m-by-N measurement matrix, Φ, and a decoding algorithm, D. Given a vector, x, the system approximates x by b
INTRODUCTION
Tracking heavy hitters in high-volume, high-speed data streams [4] , monitoring changes in data streams [6] , designing pooling schemes for biological tests [11] (e.g., high throughput sequencing, testing for genetic markers), localizing sources in sensor networks [17, 16] , and combinatorial pattern matching [5] are all quite different technological challenges, yet they can all be expressed in the same mathematical formulation. We have a signal x of length N that is sparse or highly compressible; i.e., it consists of k significant entries ("heavy hitters") which we denote by x k while the rest of the entries are essentially negligible. We wish to acquire a small amount of information (commensurate with the sparsity) about this signal in a linear, non-adaptive fashion and then use that information to quickly recover the significant entries. In a data stream setting, our signal is the distribution of items seen, while in biological group testing, the signal is proportional to the binding affinity of each drug compound (or the expression level of a gene in a particular organism). We want to recover the identities and values only of the heavy hitters which we denote by x k , as the rest of the signal is not of interest. Mathematically, we have a signal x and an m-by-N measurement matrix Φ with which we acquire measurements y = Φx, and, from these measurements y, we wish to recover b
x, with O(k) entries, such that
Our goal, which we achieve up to constant or log factors in the various criteria, is to design the measurement matrix Φ and the decoding algorithm in an optimal fashion: (i) we minimize the number m = O`k log N k´o f measurements, (ii) the decoding algorithm runs in sublinear time O`k log N k´, and (iii) the encoding and update times are optimal O`N log N k´a nd O`k log N k´, respectively. In order to achieve this, our algorithm is randomized; i.e., we specify a distribution on the measurement matrix Φ and we guarantee that, for each signal, the algorithm recovers a good approximation with high probability over the choice of matrix.
In the above applications, it is important both to take as few measurements as possible and to recover the heavy hitters extremely efficiently. Measurements correspond to physical resources (e.g., memory in data stream monitoring devices, number of screens in biological applications) and reducing the number of necessary measurements is critical these problems. In addition, these applications require efficient recovery of the heavy hitters-we test many biological compounds at once, we want to quickly identify the positions of entities in a sensor network, and we cannot afford to spend computation time proportional to the size of the distribution in a data stream application.
Our result is robust to corruption of the measurements by an arbitrary noise vector ν2, which is an important feature for such applications as high throughput screening and other physical measurement systems. (It is less critical for digital measurement systems that monitor data streams in which measurement corruption is less likely.) Our result is an FPRAS in both pre-and post-measurement noise.
Related Work
Do Ba et al. [2] give a lower bound of Ω(k log(N/k)) for the number of measurements for sparse recovery, in a model that is related to ours but different in some important respects. There are polynomial time algorithms [14, 3, 13] meeting this lower bound, both with high probability for each signal and the stronger setting, with high probability for all signals. 1 Previous sublinear time algorithms, whether in the "for each" model [4, 8] or in the "for all" model [12] , however, used several additional factors of log(N ) measurements. We summarize some previous algorithms in the "for each" signal model in Figure 1 . The column sparsity denotes how many 1s there are per column of the measurement matrix and determines both the decoding and measurement update time and, for readability, we suppress O(·). The approximation error signifies the metric we use to evaluate the output; ℓj ≤ Cℓ k (+ℓm) is shorthand for b
x − x j ≤ C x k − x k (+C ν2 m ). (Some previous results that did not directly claim stability with respect to ν2 can be modified easily to accomodate non-zero ν2.)
Our Result
We give a sublinear time recovery algorithm and a distribution over normalized measurement matrices that meet this lower bound (up to constant factors) in terms of the number of measurements and are within log(k) factors of optimal in the running time and the sparsity of the measurement matrix. Theorem 1. There is an algorithm and distribution on matrices Φ satisfying maxx E[ Φx 2 / x 2 ] = 1 such that, given Φx, the parameters, and a concise description of Φ, the algorithm returns b
x with approximation error x − b
The approximation b
x may have more than k terms. From previous work, it is known that, if
. So an approximation with exactly k terms is possible, but with cost 1/ǫ 2 versus 1/ǫ for the general case.
Our Technical Contributions
Previous sublinear algorithms begin with the observation that if a signal consists of a single heavy hitter, then the trivial encoding of the positions 1 through N with log(N ) bits, referred to as a bit tester, can identify the position of the heavy hitter, as in the following. 
The second observation in previous work is that a number of hash or Bernoulli functions drawn at random from a hash family are sufficient to isolate enough of the heavy hitters, which can then be identified by the bit tester. Depending on the type of error metric desired, the hashing matrix is pre-multiplied by random ±1 vectors (for the ℓ2 metric) in order to estimate the signal values. In this case, the measurements are referred to as the Count Sketch in the data stream literature [4] and, without the premultiplication, the measurements are referred to as Count Median [7, 8] and give ℓ1 ≤ Cℓ1 error guarantees. In addition, the sublinear algorithms are typically greedy, iterative algorithms that recover portions of the heavy hitters with each iteration or that recover portions of the ℓ2 (or ℓ1) energy of the residual signal.
We build upon the Count Sketch design but incorporate the following algorithmic innovations to ensure an optimal number of measurements:
• With a random assignment of N signal positions to O(k) subsignals, we need to encode only O(N/k) po-
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No. Measurements Column sparsity/ Decode time Approx. error Update time [9, 3] k log(N/k) sitions, rather than N as in the previous approaches. Thus we can reduce the domain size which we encode.
• We use a good error-correcting code (rather than the trivial identity code of the bit tester).
• Our algorithm is an iterative algorithm but maintains a compound invariant: in our algorithm, the number of un-discovered heavy hitters decreases at each iteration while, simultaneously, the required error tolerance and failure probability become more stringent. Because there are fewer heavy hitters to find at each stage, we can use more measurements to meet more stringent guarantees.
We believe we are the first to consider a "for each" algorithm with post-measurement noise, ν2. As we discuss below, we need to give a new definition of the appropriate metric under which to normalize Φ.
In Section 2 we detail the matrix algebra we use to describe the measurement matrix distribution which we cover in Section 3, along with the decoding algorithm. In Section 4, we analyze the foregoing recovery system.
PRELIMINARIES

Vectors
Let x denote a vector of length N . For each k ≤ N , let x k denote either the usual k'th component of x or the signal of length N consisting of the k largest-magnitude terms in x; it will be clear from context. The signal x k is the best kterm representation of x. The energy of a signal x is x 2 2 = P N i=1 |xi| 2 .
Matrices
In order to construct the overall measurement matrix, we form a number of different types of combinations of constituent matrices and to facilitate our description, we summarize our matrix operations in Table 2 . The matrices that result from all of our matrix operations have N columns and, with the exception of the semi-direct product of two matrices ⋉r, all operations are performed on matrices A and B with N columns.
Next we give a full description of the matrix algebra defined in Table 2 .
• Row direct sum. The row direct sum A⊕rB is a matrix with N columns that is the vertical concatenation of A and B.
• Element-wise product. If A and B are both r × N matrices, then A⊙B is also an r × N matrix whose (i, j) entry is given by the product of the (i, j) entries in A and B.
• Semi-direct product. Suppose A is a matrix of r1 rows (and N columns) in which each row has exactly h non-zeros and B is a matrix of r2 rows and h columns. Then B⋉rA is the matrix with r1r2 rows, in which each non-zero entry a of A is replaced by a times the j'th column of B, where a is the j'th non-zero in its row.
This matrix construction has the following interpretation. Consider (B⋉rA)x where A consists of a single row, ρ, with h non-zeros and x is a vector of length N . Let y = ρ⊙x be the element-wise product of ρ and x. If ρ is 0/1-valued, y picks out a subset of x.
We then remove all the positions in y corresponding to zeros in ρ, leaving a vector y ′ of length h. Finally, (B⋉rA)x is simply the matrix-vector product By ′ , which, in turn, can be interpreted as selecting subsets of y, and summing them up. Note that we can modify this definition when A has fewer than h non-zeros per row in a straightforward fashion.
SPARSE RECOVERY SYSTEM
In this section, we specify the measurement matrix and detail the decoding algorithm.
Measurement matrix
The overall measurement matrix, Φ, is multi-layered. At the highest level, Φ consists of a random permutation matrix P left-multiplying the row direct sum of O(log(k)) summands, Φ (j) , each of which is used in a separate iteration of the decoding algorithm. Each summand Φ (j) is the row direct sum of two separate matrices, an identification matrix, D (j) , and an estimation matrix, E (j) .
. . .
In iteration j, the identification matrix D (j) consists of the row direct sum of O(j) matrices, all chosen independently from the same distribution. We construct that distribution,
, as follows. (The values of some parameters will be given later.)
• For j = 1, 2, . . . , log(k), the matrix H (j) is a hashing matrix with dimensions kc j -by-N , where c in the range 1/2 < c < 1 will be specified later. Each entry is 1 with probability Θ`1/(kc j )´and zero otherwise. Each row is a pairwise independent family and the set of row seeds is pairwise dependent.
• The matrix C (j) is an encoding of positions by an error-correcting code with constant rate and relative operator name input output dimensions and construction ⊕r row direct sum Table 2 : Matrix algebra used in constructing an overall measurement matrix. The last column contains both the output dimensions of the matrix operation and its construction formula.
distance, together with several 1's. That is, fix an error-correcting code and encoding and decoding algorithms that encode messages of Θ(log log N ) bits into longer codewords, also of length Θ(log log N ), and can correct a constant fraction of errors. The i'th column of C (j) is the direct sum of Θ(log log N ) copies of 1 with the direct sum of E(i1), E(i2), . . . , where i1, i2, . . . are blocks of O(log log N ) bits each, whose concatenation is the binary expansion of i; E(·) is the encoding function for the error-correcting code. The number of columns in C (j) is the same as the maximum number of non-zeros in H (j) , which is approximately the expected number, Θ`c j N/k´, where c < 1. The number of rows in C (j) is the logarithm of the number of columns, since the process of breaking the binary expansion of index i into blocks has rate 1 and encoding by E(·) has constant rate.
Note that error correcting encoding often is accomplished by a matrix-vector product, but we are not encoding a linear error-correcting code by the usual generator matrix process. Rather, our matrix explicitly lists all the codewords. The code may be non-linear.
• The matrix S (j) is a pseudorandom sign-flip matrix.
Each row is a pairwise independent family of uniform ±1-valued random variables. The sequence of seeds for the rows is a fully independent family. The size of S (j) matches the size of C (j) ⋉rH (j) .
Below, to achieve our claimed runtime, we will construct C (j) and H (j) together. See Figure 1 .
The identification matrix at iteration j is of the form
.
In iteration j, the estimation matrix E (j) consists of the direct sum of O(j + log(1/ǫ)) matrices, all chosen independently from the same distribution,
that the estimation matrix at iteration j is of the form .
The construction of the distribution is similar to that of the identification matrix, but omits the error-correcting code and uses different constant factors for the number of rows, etc., compared with the analogs in the identification matrix.
• The matrix H ′(j) is a hashing with dimensions O(kc j )by-N , for appropriate c, 1/2 < c < 1. Each entry is 1 with probability Θ`1/(kc j )´and zero otherwise. Each row is a pairwise independent family and the set of seeds is fully independent.
• The matrix S ′(j) is a pseudorandom sign-flip matrix of the same dimension as H ′(j) . Each row of S ′(j) is a pairwise independent family of uniform ±1-valued random variables. The sequence of seeds for the rows is fully independent.
Measurements
The overall form of the measurements mirrors the structure of the measurement matrices. We do not, however, use all of the measurements in the same fashion. Upon receiving Φx + ν2, the algorithm first applies the permutation P −1 . In iteration j of the algorithm, we use the measurements y (j) = Φ (j) x. As the matrix Φ (j) = E (j) ⊕rD (j) , we have a portion of the measurements w (j) = D (j) x that we use for identification and a portion z (j) = E (j) x that we use for estimation. The w (j) portion is further decomposed into measurements [v (j) , u (j) ] corresponding to the run of O(log log N ) 1's in C (j) and measurements corresponding to each of the blocks in the error-correcting code. There are O(j) i.i.d. repetitions in the identification part and O(j + log 1/ǫ) repetitions in the estimation part.
Decoding
The decoding algorithm is shown in Figure 3 
ANALYSIS
In this section we analyze the decoding algorithm for correctness and efficiency.
Overview
The overall structure of our algorithm is greedy, similar to other algorithms in the literature. At each iteration, the algorithm recovers some of the signal, but introduce errors both through many coefficient estimates that are approximately but not perfectly correct, and also through a small number of terms that can be arbitrarily bad. The result is called a residual signal. The measurement and runtime costs of first iteration dominates the combined cost of all the others. In it, we reduce a bound on the number of heavy hitters to recover from k to k/2, while increasing the noise energy from 1 to 1+ǫ/4, using O((k/ǫ) log(N/k)) measurements. In subsequent iterations, the number of heavy hitters is reduced to k/2 j , which reduces the leading cost factor from k/ǫ to 2 −j k/ǫ. This gives the algorithm 2 j times more resources. In particular, the algorithm can tighten the approximation constant from 1+ǫ/4 to 1 + (ǫ/4)c j , for appropriate c in the range 1/2 < c < 1, at cost factor (1/c) j < 2 j , which is more than paid for by the 2 −j < 1 savings in the leading factor. Similarly, the algorithm can simultaneously afford to have a smaller failure probability at iteration j. With the tightened approximation constant, the algorithm can tolerate additional ν2 noise in later iterations, which, as we show below, saves resources.
To prove our result formally, we proceed as follows.
• We state a Loop Invariant maintained by our algorithm.
• We give a lemma (the Loop-Invariant Maintenance Lemma, or LIM lemma) that can be used to characterize a single iteration of the algorithm: how many measurements are used, how many non-zeros there are in each coluimn of the measurement matrix, the runtime, and the properties of the residual.
To prove the LIM lemma, we proceed as follows.
• In Claim 1, we explain, structurally, how the conclusions of the lemma are met-what are the sources of errors, etc. We then examine the three subroutines in the algorithm-isolating heavy hitters, identifying them, and estimating coefficients.
• We discuss normalization of Φ and show that it is, indeed, normalized.
• We conclude by analyzing the correctness and efficiency of the overall algorithm, using our results about each iteration.
Correctness
Formally, we maintain the following invariant.
Invariant 2 (Loop Invariant)
. At the beginning of iteration j, the residual signal has the form r (j) = σ (j) +ν
where · 0 is the number of non-zero entries. Furthermore, the algorithm has computed (the sparse partial representation) b
x (j) = x − r (j) .
Clearly, the invariant holds at the start and maintaining the invariant is sufficient to prove the overall result. In order to show that the algorithm maintains the loop invariant, we demonstrate the following lemma, which, after proper instantiation of the lemma's variables, can be used to show the invariant is maintained.
Loop Invariant Maintenance
Lemma 3 (Loop Invariant Maintenance). Fix numerical parameters N , ℓ, δ, and η, with δ > 0, and η > 1/N . Let a be a vector of length N that can be written as a = σ + ν1, with σ 0 ≤ ℓ. Let Φ be of the form of O(log 1/δ) repetitions of (C⋉rH )⊙S in row direct sum with O(log 1/(δη)) repetitions of H ′ ⊙S ′ described in Section 3.1, where H and H ′ have O(ℓ/η) rows. Let ν2 be a random noise vector, where each item has the same expected square magnitude.
Then, except with probability δ, given Φ, y = Φa + ν2, and appropriate parameters, the inner loop of the Recover algorithm in Figure 3 recovers b that can be written as b = σ ′ +ν ′ 1 , with σ ′ 0 ≤ ℓ/2 and ν ′ Proof. Much of the algorithm and analysis is similar to previous work [4] , so we sketch the proof, focusing on changes versus previous work. We first address the case ν2 = 0.
Recall that Φ works by giving each element of the signal a random sign flip, hashing each item pairwise independently at random to each measurement, and encoding each index by an error-correcting code. We have: Claim 1. Except with probability δ/3,
• The vector b contains all but at most ℓ/4 terms of σ, with "good" estimates.
• The vector b contains at most ℓ/4 terms with "bad" estimates, i.e., with square error greater than proportional to η/ℓ.
• The total sum square error over all "good" estimates is at most η/4. Proof. To simplify notation, let T be the set of terms of a that are both among the top ℓ and have energy at least η 8ℓ ν1 2 2 . We know that |T | ≤ O(ℓ). The proof proceeds in three steps.
Step 1. Isolate heavy hitters with little noise. Consider the action of a hashing and sign-flip matrix H ⊙S with O(ℓ/η) rows. From previous work [4, 1] , it follows that, if constant factors parametrizing the matrices are chosen properly, • The term t is hashed by at least one row ρ in H .
• There are O(ηN/ℓ) total positions (out of N ) hashed by ρ.
• The dot product (ρ⊙S)a is Stat ± O`p η ℓ ν1 2´.
Proof. (Sketch) For intuition, note that the estimator St(ρ⊙S)a is a random variable with mean at and variance ν1 2 2 . Then the claims in the Lemma assert that the expected behavior happens, up to constant factors, with probability Ω(1).
In the favorable case, each row of H is hashed one term of T that dominates the other ηN/ℓ terms hashed to that bucket.
Step 2. Identify heavy hitters with little noise. Next, we show how to identify t. Since there are ηN/ℓ positions hashed by H , we need to learn the O(log(ηN/k)) bits describing t in this context. Previous sublinear algorithms [8, 12] used a trivial error correcting code, in which the t'th column was simply the binary expansion of t in direct sum with a single 1, for the matrix C in semi-direct product with H . Thus, if the signal x consists of xt in the t'th position and zeros elsewhere, the vector (C⋉rH )x would include xt and xt times the binary expansion of t (the latter interpreted as a string of 0's and 1's as real numbers). These algorithms require strict control on the failure probability of each measurement in order to use such a trivial encoding. In our case, each measurement succeeds only with probability Ω(1) and, generally, fails with probability Ω(1). So we need to use a more powerful error correcting code and a more reliable estimate of |xt|.
To get an estimate of |xt| that is reliable, we use the b = Θ(log log N )-parallel repetition code of all 1s. That is, we get b independent measurements of |xt| and we decode by taking the median. Let p denote the success probability of each individual measurement. Then we expect the fraction p to be approximately correct estimates of |xt|, we achieve close to the expectation, and we can arrange that p > 1/2. It follows that the median is approximately correct. We use this value to threshold the subsequent measurements (i.e., the bits in the encoding) to 0/1 values. Now, let us consider these bit estimates. In a single errorcorrecting code block of b = Θ(log log N ) measurements, we will get close to the expected number, bp, of successful measurements, except with probability 1/ log(N ), using the Chernoff bound. In the favorable case, we get a number of failures less than the (properly chosen) distance of the errorcorrecting code and we can recover the block using standard nearest-neighbor decoding. The number of error-correcting code blocks associated with t is O(log(ηN/k)/ log log N ) ≤ O(log N ), so we can take a union bound over all blocks and conclude that we recover t with probability Ω(1). Because the algorithm takes O(log 1/δ) parallel independent repetitions, we guarantee that the failure probability is δ for each t ∈ T and we expect δ|T | = O(δℓ) failures, overall. The probability of getting more than ℓ/4 failures is at most O(δ).
Step 3. Estimate heavy hitters.
Many of the details in this step are similar to those in Lemma 4 (as well as to previous work as the function Estimate is essentially the same as Count Sketch), so we give only a brief summary.
The error-correcting code is not necessary. As above, random sign flips and hashing into O(ℓ/η) buckets suffices to isolate a term t so that the remaining terms hashed to t's bucket have expected energy O(η/ℓ) and realize energy O(η/ℓ) with constant probability. Another factor log 1/(δη) repetitions suffices to make the failure probability δη, so that, except with probability δ, we have O(η|Λ|) = O(ℓ) failures overall among the |Λ| = Θ(ℓ/η) candidates whose coefficients we estimate.
This concludes the proof of the Claim.
Number of measurements.
We now consider the number of measurements in the matrix. The hashing matrix H contributes O(ℓ/η) rows. The constant-rate error-correcting code matrix C contributes an additional factor of O(log ηN/ℓ), to identify one index out of ηN/ℓ. The O(log 1/δ) repetitions contribute that additional factor, to drive down the overall failure probability of identification from 1 − Ω(1) to δ. The S matrix does not contribute to the number of rows. This gives a product of O((ℓ/η)(log(ηN/ℓ) log 1/δ)) for identification. Similarly, for estimation, we have O(ℓ/η) rows for hashing. Since we are estimating coefficients for O(ℓ/η) candidates and can only afford O(ℓ) errors except with probability δ, the Markov inequality requires that each estimate fail with probability at most ηδ, which contributes the factor O(log 1/(ηδ)). Thus we get O((ℓ/η) log 1/(ηδ)) for estimation, and O((ℓ/η)(log(ηN/ℓ) log 1/δ + log 1/(ηδ)), overall. Note that we may assume η > ℓ/N , since, otherwise, we may use ℓ/η > N measurements to recover trivially. Thus the overall number of measurements is O((ℓ/η)(log(N/ℓ) log 1/δ)).
Number of non-zeros.
The expected number of non-zeros in each column of the identification part of Φ is O(1) from hashing, times the factor O(log ηN/ℓ) from the (generally, dense) error-correcting code, times O(log 1/δ) for repetition. Analysis of the estimation part is similar. We get O(log(N/ℓ) log 1/δ) non-zeros altogether.
Post-measurement noise.
Finally, consider the effect of ν2. Suppose there are m rows in Φ. As in previous work, the sign-flip matrix S applied to a but not to ν2 insures that, effectively, E[ν2] = 0; our assumption about ν2 then implies that the energy of ν2 in each component has expectation (1/m) ν2 2 2 . A careful inspection of the above proof indicates that ν1 enters only through the expected energy in each bucket, which is Θ((η/ℓ) ν1 2 2 ); the error-correcting code and parallel repetitions result in energy Θ((η/ℓ) ν1 2 2 ) = Θ((γ/m) ν1 2 2 ) in each component of Φa. The error (1 + η) ν1 2 2 represents the "inevitable" error ν1 2 2 due to terms outside the top O(ℓ) that are not recovered by the algorithm, plus "excess" error η ν1 2 2 , due to missing large terms and introducing additional error through many small coefficient approximation errors and a few arbitrarily bad approximation errors, where the threshold for "good" depends on ν1. Since ν2 does not affect the inevitible error, we can replace (γ/m) ν1 2 2 with (γ/m) ν1 2 2 + (1/m) ν2 2 2 when figuring the excess error, giving the claimed result. (Below we will see that γ can be viewed as a normalization factor for Φ, that makes Φν1 and ν2 comparable.) Full details will be given in the journal version of this paper.
This concludes the proof of the LIM lemma, Lemma 3.
Normalization of the Measurement Matrix
Next we consider the normalization of the overall matrix Φ from Section 3.1.
As has been observed [2] , Φ should be normalized in the setting of ν2 = 0. Otherwise, the matrix Φ can be scaled up by an arbitrary constant factor c > 1 which can be undone by the decoding algorithm: Let D ′ be a new decoding algorithm that calls the old decoding algorithm D as D ′ (y) = D( 1 c y), so that D ′ (cΦx + ν2) = D(Φx + 1 c ν2). Thus we would be able to reduce the effect of ν2 by an arbitrary factor c > 1. In our "for each, ℓ2 ≤ Cℓ2" model, an appropriate way to normalize Φ is as follows.
Definition 5. The Φ 2;2 norm of a randomly constructed matrix Φ is
Note that the usual 2-operator norm,
is typically much larger than Φ 2;2 , which would lead to a much weaker result. But it corresponds to an adversary choosing x and ν2 knowing the outcome Φ, which is counter to the spirit of the "for each" model in previous work. Here we assume the adversary knows the distribution on Φ, but not the outcome, when choosing x and ν2. Now we bound Φ 2;2 for our Φ. It is straightforward to see that this is the maximum column ℓ2 norm. In the j'th iteration, there are at most j log N/k non-zero entries, each of magnitude q c j log N/k for some c in the range 1/2 < c < 1. It follows that
if constants are chosen properly.
Invariant
Now we show that the invariant is satisfied, using the LIM lemma. That is all that remains to prove our main theorem:
Theorem 1 There is an algorithm and distribution on matrices Φ satisfying maxx E[ Φx 2 / x 2 ] = 1 such that, given Φx, the parameters, and a concise description of Φ, the algorithm returns b
x with approximation error x − b Proof. First, note that the matrices described in Section 3.1 have two additional features, compared with the matrices in the LIM lemma. First, there is a single random permutation matrix P that multiplies all the errorcorrecting code, hashing, and sign-flip matrices, and, second, the matrices in iteration j are multiplied by c j/2 , where c is an appropriate constant in the range 1/2 < c < 1. Also note that ν2 is not a priori guaranteed to be symmetric in expectation, as stipulated by the LIM lemma.
Consider the effect of ν2. We would like to argue that the noise vector ν2 is "distributed" at random and each measurement is corrupted by ν 2 2 2 m , where m is the number of measurements, approximately its fair share of ν2 2 2 . Unfortunately, the contributions of ν2 to the various measurements are not independent as ν2 is permuted, so we cannot use such a simple analysis. Nevertheless, they are negatively correlated and we can achieve the result we want using [10] . Henceforth, we assume ν2 does corrupt each measurement in Φx with the same expectation, just as in the LIM lemma. 2 In iteration j, we make ℓ of the LIM lemma equal to k/2 j , η of the LIM lemma is Θ(ǫβ j ), and δ = 2 −j , for β < 1 to be specified below. Without loss of generality, assume ν1 2 = ν2 2 = 1, since our analysis can scale the signal (the algorithm does not need to know the scaling) and, if ν1 and ν2 have different energies, we can increase the weaker of the two. Then
It is straightforward to confirm that
provided the invariant held at the previous iteration. We now turn to
At the beginning of the j'th iteration, 
the magnitude of the O(log N/k) non-zeros in each repetitition at iteration j. It follows that the median over repetitions of this estimate satisfies the same bound with high probability. Since 1 ≪ c −j , it follows that 1 + c −j ≈ c −j . If we put β ≈ 5/8 and c ≈ 5/6, the invariant is satisfied.
Efficiency
Number of Measurements
The number of measurements in iteration j is computed as follows. There are log(δ) = O(j) parallel repetitions in iteration j. They each consist of O(k/(ǫβ j 2 j ) log(N/k)) measurements, where β = 5/8. That is, the number of measurements is Θ jk
Thus we have a sequence bounded by a geometric sequence with ratio less than 1. The sum, over j, is bounded by O((k/ǫ) log(N/k)).
Encoding, Decoding, and Update Time
The encoding time is bounded by N times the number of non-zeros in each column of the measurement matrix. This was analyzed above in Section 4.2; there are log(j) log(N/k) non-zeros per column in iteration j, for j ≤ O(log(k)), so the total is log 2 (k) log(N/k) non-zeros per column. This is suboptimal by the factor log 2 (k). By comparison, however, some proposed methods use dense matrices, which are suboptimal by the exponentially-larger factor k.
When constructing the matrix for measuring the original signal or some intermediate representation, our algorithm will need to find, quickly, the bucket to which an index i is hashed and a codeword for i, where i is in the range 1 ≤ i ≤ N . Note that it is crucial that we use O(log(N/B)) bits for the codeword, where B is the number of buckets, and not log(N ) bits. This means we need to find codewords for just the i's hashed to a particular bucket. Upon decoding, we need to be able to find i from its codeword, quickly.
We can use a pseudorandom number generator that hashes i to a bucket j if jN/B ≤ ai + b mod N < (j + 1)N/B for random a and b. Then encode i by E(ai+b), assuming quick encoding for numbers in the contiguous range 1 to N/B. To decode, we first recover ai + b, whence we easily recover i. An example is given in Figure 1 .
Another issue is the time to find and to encode and to decode the error-correcting code. Observe that the length of the code is O(log log N ). We can afford time exponential in the length, i.e., time log O(1) N , for finding, encoding, and decoding the code. These tasks are straightforward in that much time.
CONCLUSION AND OPEN PROBLEMS
In this paper, we construct an approximate sparse recovery system that is essentially optimal: the recovery algorithm is a sublinear algorithm (with near optimal running time), the number of measurements meets a lower bound, and the update time, encode time, and column sparsity are each within log factors of the lower bounds. We leave the following problems open, and make conjectures.
• We conjecture that with a few modifications to the distribution on measurement matrices, we can extend this result to the ℓ1 ≤ Cℓ1 and ℓ2 ≤ (C/ √ k)ℓ1 error metric guarantees, still under the "for each" model. We do not, however, think that this approach can be extended to the "for all" signal model (all current sublinear algorithms use at least one factor O(log N ) additional measurements) and leave open the problem of designing a sublinear time recovery algorithm and a measurement matrix with an optimal number of rows for this setting, under any suitable error metric.
• It remains to improve the number of nonzeros in the columns of our measurement matrix from O(log 2 (k) log(N/k))
to O(log(N/k)).
• A straightforward way to encode a signal takes time proportional to the signal support size times the number of non-zeros per column of the measurement matrix. This is the case with our algorithm and the relevant related work. If the measurement matrix is properly structured, however-for example, if it consists of rows of a Fourier matrix in arithmetic progression-it is possible to multiply the measurement matrix by a vector faster than the trivial algorithm. Thus it would be interesting to improve the encode time of our algorithm (assuming a dense signal), even if one cannot improve the number of non-zeros per column.
• As discussed earlier, Do Ba et al. [2] give a lower bound of Ω(k log(N/k)) for the number of measurements, for constant ǫ, and Wainwright [15] gives a lower bound of Ω((k/ǫ) log(N/k)), under certain restrictions, for problems and in models that are not exactly the same as ours. These lower bounds can be regarded as characterizing obstacles in our setting. It remains to give a lower bound for the dependence on ǫ, and to meet it.
Note that the number of measurements used by our algorithm is O((k/ǫ)(log(ǫN/k) + log(1/ǫ))).
Above we quoted the larger expression
O((k/ǫ) log(N/k)).
Note that we may assume that ǫ > k/N since, otherwise, we may use k/ǫ > N measurements and recover trivially. Also, if ǫ 1.1 > k/N then log(1/ǫ) ≤ O(log(ǫN/k)).
Thus the number of measurements used by our algorithm is O((k/ǫ) log(ǫN/k)) except for the (rare?) cases of k/N < ǫ < (k/N ) .9 . Nevertheless, we conjecture that the lower bound is Ω((k/ǫ) log(N/k)), which quantitatively matches the result in [15] , and that this holds even if one of ν1 and ν2 is zero.
The dependence on ǫ seems to increase from 1/ǫ to 1/ǫ 2 for the recovery of an exactly-k-sparse representation. Characterizing precisely the lower bound here would be nice, too. Figure 1 : Example measurement matrix for identification. Here N = 11, k = 3, and, in the hashing i → a + bi, we have a = 1 and b = 4, so that the sequence i = 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 is mapped to 1, 5, 9, 2, 6, 10, 3, 7, 0, 4, 8 .
The three buckets are {i : 0 ≤ a + bi < 4}, {i : 4 ≤ a + bi < 8}, and {i : 8 ≤ a + bi < 11}. We number starting from 0, so 0 ≤ i < 11. In this example, we use two rows of ones and the double repetition code instead of a good code. 
