Résumé -Prévision des zones de stabilité d'hydrates de gaz naturels par utilisation de réseaux de neurones artificiels -Une méthode par réseaux de neurones artificiels avec alimentation dans le sens direct faisant appel à 19 variables d'entrée (température, structure de l'hydrate, composition du gaz et concentration de l'inhibiteur en phase aqueuse) et 35 neurones dans une phase cachée unique, a été développée pour estimer les pressions de dissociation d'hydrates de gaz naturels en présence ou non d'inhibiteur en solution aqueuse. Le modèle a été développé en faisant appel à 3296 données de dissociation d'hydrates collectées dans la littérature. La fiabilité de la méthode a été vérifiée par utilisation de données expérimentales indépendantes (non utilisées pour l'apprentissage du réseau de neurones et le développement du modèle). On montre que les résultats de calculs (prédictions) sont en accord acceptable avec les valeurs expérimentales prouvant ainsi la capacité des réseaux de neurones pour l'estimation des zones de stabilité d'hydrates de gaz naturels. 
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INTRODUCTION
Gas hydrates are a group of non-stoichiometric, ice-like crystalline compounds formed through a combination of water and suitably sized guest molecules under low-temperatures and elevated pressures. In the gas hydrate lattice, water molecules form hydrogen-bonded cagelike structures, encapsulating the guest molecules, which generally consist of low molecular diameter gases and organic compounds. Suitable conditions for gas hydrate formation commonly occur in petroleum industry [1] [2] [3] . Petroleum reservoir fluids are normally produced with water from the reservoirs. The presence of water and hydrocarbon can therefore lead to gas hydrate formation, which can cause flow restriction and blockage leading to serious operational, economic and safety problems. Figure 1 shows typical pressure-temperature hydrate phase diagram for water-hydrocarbon systems. The ongoing development of many petroleum fields increases the risks of facing operational difficulties caused by the presence of gas hydrates. A typical area of concern is multiphase transfer lines from well-head to the production platform where low seabed temperatures and high operation pressures increase the risk of blockage due to gas hydrate formation. Other facilities, such as wells and process equipments, can also be prone to hydrate formation [3] . In drilling, record water depths are continuously being set by oil/gas companies in the search of hydrocarbon reserves in deep waters. Due to environmental concerns and restrictions, water based drilling fluids are often more desirable than oil based fluids, especially in offshore exploration. However, a well-recognized hazard in deep water offshore drilling, using water based fluids, is the formation of gas hydrates in the event of a gas kick [3] . In deep-water drilling, the hydrostatic pressure of the column of drilling fluid and the relatively low seabed temperature could provide suitable thermodynamic conditions for the formation of gas hydrates. This can cause serious well safety and control problems during the containment of the kick [3] .
To prevent formation of gas hydrates, organic inhibitors, e.g. methanol and ethylene glycol, are normally used. The presence of salt in saline water can also have hydrate inhibition effects. Accurate knowledge of hydrate phase behavior in the presence/absence of inhibitor aqueous solution is therefore essential to avoid and prevent gas hydrate formation. Considerable efforts are being put into the development of methods and tools, capable of predicting hydrate phase behavior for related fluids [1] [2] [3] .
General methods for prediction of hydrate phase equilibria and hydrate inhibition effects of thermodynamic inhibitors (salts/organic inhibitors) are empirical correlations/charts or thermodynamic models, which are based on equality of chemical potentials of various components in different phases [4] . The existing correlations and charts are generally based on limited data and with limited applications. However, the main advantage of the correlations and charts is the availability of input data and the simplicity of the calculations, which can be performed by using charts or spreadsheets. The correlations/charts have still kept their popularity among engineers in the petroleum industry. Although most available thermodynamic models could be installed on typical laptop computers, there seems to be a need for simple, yet robust, predictive methods for quick estimation of hydrate stability zones of petroleum fluids [4] . Furthermore, the modeling within an acceptable uncertainty of pressure-temperature by conventional thermodynamic models requires the determination of a lot of parameters. The adjustment of these parameters is normally tedious and it is never certain that the best set of parameters (problem of local minima) has been obtained. The development of numerical tools, such as artificial neural networks (ANN), capable to represent, within the experimental uncertainties, and accurately predict hydrate phase boundaries, reveals promising approaches to complete this task.
The objective of this work is to proove the capability of artificial neural networks for predicting hydrate stability zones of natural gases. Among various ANNs reported in the literature, the feed-forward (back propagation) neural network (FNN) method with a modified LevenbergMarquardt algorithm [5] [6] [7] is used, which can provide fast and accurate estimation of hydrate stability zones. The method has been developed using experimental data from the literature [1] . Independent experimental data (not used in training and developing this method) have been used to study the reliability of this tool. It is shown that the results are in acceptable agreement demonstrating the capability of the ANN technique for predicting hydrate stability zones of natural gases.
ARTIFICIAL NEURAL NETWORK
Artificial neural networks have large numbers of computational units called neurons, connected in a massively parallel structure and do not need an explicit formulation of the mathematical or physical relationships of the handled problem [5, 6, [8] [9] [10] [11] . The most commonly used ANNs are the feed-forward neural networks [11] , which are designed with one input layer, one output layer and hidden layers [8] [9] [10] . The number of neurons in the input and output layers equals to the number of inputs and outputs physical quantities, respectively. The disadvantage of FNNs is the determination of the ideal number of neurons in the hidden layer(s); few neurons produce a network with low precision and a higher number leads to overfitting and bad quality of interpolation and extrapolation. The use of techniques such as Bayesian regularization, together with a Levenberg-Marquardt algorithm, can help overcome this problem [5] [6] [7] .
In this work, the FNN method with a single hidden layer was devoted to the computation of hydrate dissociation pressures of natural gases. The input layer of the network receives all the input data and introduces scaled data to the network. The data from the input neurons are propagated through the network via weighted interconnections.
where (1) where x stands for parameter of non-linear activation function. A bias term, b, is associated with each interconnection in order to introduce a supplementary degree of freedom. The expression of the weighted sum, S, to the ith neuron in the kth layer (k ≥ 2) is:
where w is the weight parameter between each neuron-neuron interconnection. Using this simple feed-forward network with non-linear sigmoid activation function, the output, O, of the i neuron within the hidden k layer is:
For the use with the neural network, the input data, X, are normalized and centered: (4) where X i l is the lth values of the input data feed to the input neuron i, and X i,min is the minimal value of the input data feed to the same i neuron and inversely X i,max is the maximal value. To achieve a better stability, the following scaling rule is applied to pressure (P) before normalization: (5) To develop the ANN, the data set are subdivided into 3 classes: training, testing and validation. After partitioning the data sets, the training set is used to tune the parameters. All synaptic weights and biases are first initialized randomly.
The network is then trained; its synaptic weights are adjusted by optimization algorithm, until it correctly emulates the input/output mapping, by minimizing the average root mean square error. The optimization method chosen in this work was the Levenberg-Marquart algorithm [5] [6] [7] , as mentioned earlier. The testing set is used during the adjustment of the network's synaptic weights to evaluate the algorithms performance on the data not used for tuning and stop the tuning if the error on the testing set increases. Finally, the validation set measures the generalization ability of the model after the fitting process.
RESULTS AND DISCUSSIONS
Elgibaly and Elkamel [12] used a one-hidden layer network for predicting hydrate formation conditions, which is composed of 16 input variables, 50 neurons in the hidden layer and one output (hydrate dissociation pressure). The network was used to correlate 2387 experimental data with 19% average error. Their results apparently show signs of "over-fitting" or "over-training" of the network. Elgibaly and Elkamel [12] however mentioned that, because of the lack of sufficient experimental data especially for some binary and multicomponent hydrate systems, the developed model have to be updated by being retrained using extra collected data. We therefore followed a similar approach. However, the number of input variables in our method is different from Elgibaly and Elkamel's model [12] , i.e., 19 input variables and only 35 neurons in the single hidden layer were used (Fig. 2) . The model was trained using 3296 data gathered from the literature [1] and it correlated the experimental data with an average absolute deviation (AAD) of 4%. Figure 3 shows a comparison between experimental and calculated hydrate dissociation pressures. As can be seen, acceptable agreement was achieved. It is therefore of interest to compare model predictions with some independent experimental data reported in the literature. Table 1 shows capability of the neural network model to predict hydrate dissociation conditions of some gas mixtures in the presence of distilled water. As can be observed, the maximum absolute deviation (AD) between experimental [13, 14] and predicted hydrate dissociation pressures is 14% and an AAD equal to 4.7% is obtained. In Figures 4 and 5 , capability of this method is further investigated by comparing its predictions for hydrate dissociation pressures of methane in the presence of different methanol and ethylene glycol aqueous solutions, respectively, with experimental data [15, 16] from the literature. As can be seen, acceptable agreement was generally achieved between predicted and experimental data. The deviations may be attributed to uncertainty in some experimental data. For example, experimental data on hydrate dissociation conditions of methane in the presence of 35 and 50 wt.% methanol aqueous solutions are dispersed and therefore unreliable. On the other hand, model predictions for hydrate phase boundary of methane in the presence of 35 wt.% methanol aqueous solution unusually deviates from linear behavior at low temperatures. Slightly deviation can be 705 Figure 3 Comparison between experimental and calculated hydrate dissociation pressures. Methane hydrate dissociation conditions in the presence of different ethylene glycol aqueous solutions: Solid curves: Predictions of ANN, Experimental data from Reference [16] : N N, 10 wt.%; G, 30 wt.%; L, 50 wt.%. Methane hydrate dissociation conditions in the presence of different methanol aqueous solutions. Solid curves: Predictions of ANN; Experimental data from Reference [15] : N N, 10 wt.%; G, 20 wt.%; ,, 35 wt.%; L, 50 wt.%.
observed for predictions of methane hydrate dissociation conditions in the presence of 50 wt.% ethylene glycol aqueous solutions as well. The model deviations can be attributed to existence of some unreliable experimental data for hydrate dissociation conditions of gases in the presence of high concentrations of inhibitors, which were used for training and developing the model, indicating a need for measuring new experimental data for hydrate phase boundaries of natural gases in the presence of high concentrations of inhibitors. Finally, it should be mentioned that this predictive method cannot provide reliable results for organic inhibitors, which may take part in gas hydrate formation.
CONCLUSION
Utilization of artificial neural networks for estimating hydrate stability zones of natural gases was studied in the present work. A feed-forward neural network with one hidden layer was developed for estimating hydrate dissociation pressures of natural gases in the presence/absence of inhibitor aqueous solutions. The model was developed using more recent hydrate dissociation data reported in the literature and its predictions were compared with some independent experimental data. Acceptable agreement was achieved between predictions of this method and experimental data demonstrating the reliability of the predictive tool developed in this work. The deviations were attributed to unreliability of some experimental data reported in the literature. The study showed a need for generating experimental hydrate dissociation data at high concentrations of inhibitors.
