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Abstract
Applying the Casimir operator to four-point functions in CFTs allows us to
find the conformal blocks for any external operators. In this work, we initiate
the program to find the superconformal blocks, using the super Casimir operator,
for 4D N = 1 SCFTs. We begin by finding the most general four-point function
with zero U(1)R-charge, including all the possible nilpotent structures allowed
by the superconformal algebra. We then study particular cases where some of
the operators satisfy shortening conditions. Finally, we obtain the super Casimir
equations for four point-functions which contain a chiral and an anti-chiral field.
We solve the super Casimir equations by writing the superconformal blocks as a
sum of several conformal blocks.
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1 Introduction
In a general CFTs, it is possible to write the product of two primary operators as a
sum of conformal families, given by primary operators and their descendants. This
information is encoded in the OPE expansion. The only unknown variable in the OPE is
the three-point function coefficient. The fact that conformal symmetry completely fixes
the three-point function up to a constant is possible thanks to the absence of conformal
invariant structures for any three-point function. Although it is natural to expect a
similar statement when supersymmetry enters the game, this is not true in general.
The existence of superconformal invariant structures in a generic three-point function
was established long ago in the case of four dimensional N = 1 SCFTs [1, 2]. Those
structures prevent, in general, to write the product of two superconformal primaries as
a sum of superconformal families1. Take, for example, the three-point function of a
1For a similar discussion see [3].
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general scalar multiplet O1, with superconformal charges q and q¯, with its conjugated
and another scalar long multiplet O˜(ℓ) in an N = 1 SCFT. Superconformal symmetry
fixes the three-point function up to four unrelated constants:〈
O(p,p¯)(z1)O
†
(p¯,p)(z2) O˜
(ℓ)
(∆/2,∆/2)(z3)
〉
=
1
〈1¯ 3〉p¯ 〈3¯ 1〉p 〈2¯ 3〉p 〈3¯ 2〉p¯
1(
X · X¯
)p+p¯−(∆−ℓ)/2
×
[
λ
(1)
+ t
(ℓ)
1+ + λ
(2)
− t
(ℓ)
2− + λ
(3)
− t
(ℓ)
3− + λ
(4)
4 t
(ℓ)
4+
]
, (1.1)
see (4.60) and (4.61).
Although supersymmetry completely fixes the relation between the superprimary
operator of O and its super-descendants, the fact that the λi coefficients are unrelated
implies that there are four distinct conformal families appearing the sOPE of O × O†
instead of one single superconformal family. If instead of a long multiplet O we study a
short-one, for example a chiral multiplet, the shortening conditions will imply relations
among the λi coefficients [4–7], but even in those cases it is not always possible to fix all
the coefficients, see for example [3, 8–12].
Furthermore, if one wishes to study the λ2, λ3 and λ4 coefficients in (1.1) with, for
example, bootstrap techniques [13], one has to start with a four-point function which
includes all the superconformal invariant terms, otherwise, it would not be possible
to perform a complete conformal partial wave expansion. The proliferation of such
superconformal invariants for general N-point function in SCFTs has prevented the study
of such four-point functions. As we will see, a four dimensional N = 1 four-point function
of scalars with vanishing total U(1)R-charge has 35 nihilpotent structures. Therefore,
one has a total of 36, and not just one, independent functions of the conformal invariant
cross ratios. This is different from the non-supersymmetric case, where there is only
one function of the conformal invariant cross ratios in the four-point function of scalar
operators, and it is, as we will see, more closely related to the case where there are
spinning correlators [14].
A crucial step before we can implement the bootstrap program is to write the four-
point function as a sum of conformal blocks (or conformal partial waves.) This has
been achieved with great success for CFTs in several dimensions and for several external
operators [15–23]. In supersymmetric theories, this expansion has mostly been obtained
at the level of the lowest component of the multiplet, see for example [3,5,6,8–10,24–34],
except in two dimensions where the super Casimir approach was used to find the block
expansion for the superconformal invariant structures [28, 35].
The aim of this article is to initiate the program for constructing the superconformal
partial waves for general four dimensional N = 1 SCFTs using the super Casimir op-
erator. We begin this program by working out the most general four-point function for
scalar with total zero U(1)R-charge. Since such four-point function consists of 36 func-
tions of the supersymetryc cross-ratios in the most general case, we look at four-point
functions where at least two of the external operators correspond to short multiplets, in
this case, a chiral superfield, Φ, and a current multiplet, J . Imposing the shortening
conditions, we find that the four-point functions with a chiral and an anti-chiral only
depend on three independent functions. Acting with the super Casimir operator on such
four-point functions we find a system of coupled eigenvalue equations in the s-channel,
while in the t-channel we also find a constraint. In order to solve the super Casimir
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equations we study the three-point functions, which tell us which operators are being
exchange between the lowest components and the first Q(Q¯) descendants. This allows
us to give an ansatz which solves the super Casimir equations.
This article is structured as follows. In section 2 we find all the four-point function
superconformal invariants, which consists on two supersymmetric cross-ratios and 35
nilpotent invariants. This allows us to write down the most general four-point function
with zero U(1)R-charge in (2.60). In section 3 we study the cases where some of the
operators correspond to a chiral or a current multiplet. The shortening conditions coming
from such multiplets imposes several constraints to the four-point functions. In section
4 we apply the super Casimir operator on four-point functions where one of the external
operators is a chiral and another an anti-chiral and we solve the super Casimir equations
by decomposing the superconformal blocks as a sum of conformal blocks. We finish in
section 5 with discussions and outline future lines of research.
2 Constructing the Four-Point Function
The most general four-point function with zero U(1)R-charge is given by
〈O1(z1)O2(z2)O3(z3)O4(z4)〉 =
(
X 21(23)
)a
〈1¯ 2〉q2 〈2¯ 1〉q¯2 〈1¯ 3〉q3 〈3¯ 1〉q¯3 〈1¯ 4〉q4 〈4¯ 1〉q¯4
× F (z1, z2, z3, z4) , (2.1)
with
a = − q1 + q¯2 + q¯3 + q¯4 ,
4∑
i=1
(qi − q¯i) = 0 . (2.2)
The function F (z1, z2, z3, z4) is a only a function of the superconformal invariants. In
this section, we first briefly review our notation, then we devote ourselves to find the
superconformal invariants. We will heavily rely on the results of [2].
2.1 Notation
Our notation and conventions will mostly follow [1,2] (see also [36]). Given the standard
supercoordinates zA =
(
xa, θα, ˜¯θα˙
)
∈ R4|4, we can split between the chiral and anti-chiral
coordinates,
z
A+
+ =
(
xa+, θ
α
)
, z
A−
− =
(
xa−,
˜¯θα˙
)
, (2.3)
where
xa± = x
a ± iθσaθ¯ . (2.4)
These coordinates satisfy D¯α˙z+ = Dαz− = 0, where the superderivatives are given by
Dα =
∂
∂θa
+ iσmαα˙θ¯
α˙∂m , D¯α˙ = −
∂
∂θ¯α˙
− iθασmαα˙∂m . (2.5)
3
The rule for raising and lowering spinor indices is, as usual,
θ˜α =ǫαβθ
β , ˜¯θα˙ = ǫα˙β˙ θ¯
β˙ . (2.6)
Finally, we can write any four-vector as a 2×2 matrix with the help of the Pauli matrices,
xαα˙ = x
a (σa)αα˙ , (2.7)
and now the chiral coordinates read
x± = x∓ 2iθ˜
˜¯θ , x˜± = x˜± 2iθ¯ θ . (2.8)
The supersymmetric version of the distance of two points, xi j = xi − xj is
x˜i¯ j =x˜i− − x˜j+ + 4iθ¯i θj , θi j = θi − θj , θ¯i j = θ¯i − θ¯j . (2.9)
These coordinates transform under the superconformal group as,
δx˜i¯ j =
(
ˆ¯ω (zi−) + σ¯ (zi−) δ
)
x˜i¯ j + x˜i¯ j (−ωˆ (zj+) + σ (zj−) δ) , (2.10a)
δθi j =θi j (−ωˆ (zj+) + σ (z2+) δ) + 2 (σ¯ (zi−)− σ (zi+) θi jδ)−
i
2
τ¯ (zi+) x˜i¯ j , (2.10b)
δθ¯i j =
(
− ˆ¯ω (zi−) + σ¯ (zi−) δ
)
θ¯i j − 2
(
σ¯ (zj−)− σ (zj+) θ¯i jδ
)
+
i
2
x˜i¯ jτ (zj−) , (2.10c)
being ωˆ, ˆ¯ω, σ, σ¯, τ and τ¯ the parameters of the infinitesimal superconformal transfor-
mations. Note that the parameters have the following constraints
ωˆαα = ˆ¯ω
α˙
α˙ = 0 , Dασ = −
1
3
Dβωˆ
β
α = τα , D¯ασ¯ =
1
3
D¯β ˆ¯ωα˙
β˙
= τ¯α˙ . (2.11)
It is also useful to define(
xi j¯
)
αα˙
= −ǫαβǫα˙β˙
(
x˜j¯ i
)β˙β
, xi j¯ = xi+ − xj− + 4 i θ˜i
˜¯θj , (2.12)
such that,
x˜−1
i¯ j
=
1
〈¯i j〉
xj i¯ ., (2.13)
where 〈¯i j〉 = x 2i¯ j.
For N ≥ 3 points, z1, z2, · · · zN it is convenient to define the supersymmetric coordi-
nate Z =
(
X,Θ, Θ¯
)
, where the four-vectors X and its conjugated X¯ are given by
Xr(s t) =
xr s¯x˜s¯ txtr¯
〈s¯ r〉 〈r¯ t〉
, X¯r(s t) = −Xr(t s) , (2.14)
and the Grassmann variables are defined as
Θr(s t) =i
(
1
〈s¯ r〉
˜¯θr sx˜s¯ r −
1
〈t¯ r〉
˜¯θt sx˜t¯ r
)
, Θ¯r(s t) = i
(
1
〈r¯ s〉
x˜r¯ sθ˜r s −
1
〈r¯ t〉
x˜r¯ tθ˜r t
)
,
(2.15)
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which transform homogeneously at zr, as can be checked using (2.10):
δXr(s t) =(ωˆ (zr+)− σ (zr+) δ)Xr(s t) +Xr(s t)
(
− ˆ¯ω (zr−)− σ¯ (zr−) δ
)
, (2.16a)
δΘr(s t) =Θr(s t) (−ωˆ (zr+) + σ (zr+) δ − 2 σ¯ (zr−) δ) , (2.16b)
δΘ¯r(s t) =
(
ˆ¯ω (zr−) + σ¯ (zr−) δ − 2 σ (zr+)
)
Θ¯r(s t) , (2.16c)
As mentioned in the introduction, unlike the non-supersymmetric case, we can con-
struct a superconformal invariant for the three point function
Q = Θ1(2 3) X˜
−1
1(2 3) Θ¯1(2 3) , (2.17)
where
X˜−11(2 3) =
X1(2 3)
X 21(2 3)
. (2.18)
As expected, (2.17) vanishes in the bosonic limit. This superconformal invariant was
first written by Park [1] with a different notation
I =
1
2
(
X 21
X¯ 21
+
X¯ 21
X 21
)
− 1 =
1
2
Q2 , (2.19)
J =
1
2
(
X 21
X¯ 21
−
X¯ 21
X 21
)
= −Q . (2.20)
As we will see in the next section, Q and Q2 are the only spinless superconformal
invariant that can be written in the three-point function.
2.2 Four-Point Function Invariants
In flat space we can always go from point i to point j by first passing through a third
point k: xi j = xi k + xk j . A similar statement holds for the supersymmetric version of
the distance xi j¯ ,
xi j¯ = xi k¯ + xk j¯ − 2i θi kσθ¯j k . (2.21)
We can further extend this notion to the vectors given in (2.14)
Xr(s t) = Xr(s u) +Xr(u t) − 4 i Θ˜r(su)
˜¯Θr(t u) , (2.22)
and the Gassmann coordinates (2.15),
Θr(s t) = Θr(s u) +Θr(u t) , Θ¯r(s t) = Θ¯r(s u) + Θ¯r(u t) . (2.23)
At first sight, one might think that there are six four-vectors that transform homoge-
neously at a given point, say z1. But, from (2.22) and using that Xr(s s) = 0, we end up
with only two at every point. The same is true for the Grassmann coordinates. In gen-
eral N -point functions, there will be N−2 vectors and Grassmann coordinates [1,37,38].
For the moment, we will work on the basis r(s t) = {1(2 3), 1(4 3)}. Later, we will see
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that every superconformal invariant can be written in this basis. This also shows that
Q and Q2, as given in (2.17) and below, are the only three-point function invariants.
In non-supersymmetric theories, there are two conformal invariant functions
u =
〈1 2〉 〈3 4〉
〈1 3〉 〈2 4〉
, v =
〈1 4〉 〈2 3〉
〈1 3〉 〈2 4〉
. (2.24)
The supersymmetric extension of these cross-ratios are given by
ur s,t u =
〈r¯ t〉 〈s¯ u〉
〈r¯ u〉 〈s¯ t〉
, vr s,t u =
1
2
tr
(
x˜r¯ tx˜
−1
s¯ t x˜s¯ ux˜
−1
r¯ u
)
. (2.25)
Since their θi → 0 limit is non-vanishing, every other nilpotent superconformal invaritant
that we write will be multiplied by an arbitrary function of these u and v terms.
Using (2.21) we can relate any ur s,t u and vr s,t u with any other pair ur′ s′,t′ u′ and
vr′ s′,t′ u′ plus some (θθ¯) term. The simplest way to do so is by using the X and Θ
coordinates. In terms of the Xs we have
X 2a
X 2b
=
x 2a¯ 3 x
2
b¯ 1
x 2a¯ 1 x
2
b¯ 3
= ua b,3 1 ,
tr
(
Xa · X˜b
)
X 2b
=
tr (x1 a¯ x˜a¯ 3 x3 b¯ x˜b¯ 1)
x 2a¯ 1 x
2
b¯ 3
= 2 vb a,1 3 , (2.26)
where we have defined,
Xa ≡ X1(a 3) . (2.27)
One might think that terms such as
X 2a
X¯ 2b
, (2.28)
are new superconformal invariants, but from (2.14) and (2.22) it is easy to see that
X¯a = Xa − 4 i Θ˜a
˜¯Θa , (2.29)
therefore
X 2a
X¯ 2b
=
X 2a
X 2b
(
1− 4i
ΘbXb Θ¯b
X 2b
)
, (2.30)
and a similar relation holds for tr
(
X¯a · X˜b
)
/X2b . If instead of X1(a 3), we take Xi(a j) for
i = 2, 3, 4 we find,
Xi(a j) 2
Xi(b j) 2
= ua b,j i ,
tr
(
Xi(a j) · X˜i(b j)
)
X 2i(b j)
= 2 vb a,i j . (2.31)
Terms such as X 2i(··· )/X
2
j(··· ) are superconformal invariants only if i = j. A trace with
more than two X terms, tr (X2n) can always be rewritten as a sum of the cross-ratios by
using (
σa σ˜b σc + σc σ˜b σa
)
αβ
=2
(
ηa cσb − ηa bσc − ηb cσa
)
αβ
, (2.32a)(
σaσ˜b + σaσ˜b
) β
α
=− 2ηa bδ βα , (2.32b)
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since we only have two X-terms that can appear in such expression.
We can now easily relate uab,ij with uij,ab
uij,ab =
xi¯axj¯b
xi¯bxj¯a
=
X¯ 2a
X¯ 2b
=
X 2a
X 2b
+O
(
ΘΘ¯
)
= uab,ij + · · · , (2.33)
where · · · means terms proportional to θθ¯. A similar relations hold for the v’s defined
in (2.31). Finally, note that,
〈1¯ 3〉 〈2¯ 4〉
〈1¯ 4〉 〈2¯ 3〉
=
X 21(42)
X 21(32)
=
(X1(23) −X1(43))
2
X 21(32)
+O
(
ΘΘ¯
)
= 1− v24,13 + u42,31 + · · · . (2.34)
We can perform a similar exercise for any other combination. This shows that any
arbitrary function f (uab,cd, vij,kl) can be written as f (u24,31, v42,13) up to fermionic terms,
as already mentioned.
Therefore, our first term of the Θ-expansion of F (z1, z2, z3, z4) is just an arbitrary
function of the cross-ratios, as expected,
F (z1, z2, z3, z4) = A (u, v) +O
(
Θ Θ¯
)
. (2.35)
At the first Θ level, the only scalar we can construct with zero U(1)r-charge are
Θi(a j)X
2n+1
i(b j) Θ¯i(c j)
X n+1i(d j)
, (2.36)
for i = 1, 2, 3, 4. Using (2.32), we can write any of those terms as a function of
Θi(a j) X˜
−1
i(b j) Θ¯i(c j) (2.37)
times an arbitrary function of the cross-ratios. We now show that we can write any term
in (2.37) as a function of,
(a b c) = Θa X˜
−1
b Θ¯c , (2.38)
times an arbitrary function of the cross-ratios up to O
(
Θ2 Θ¯2
)
. In order to do so, we
need to generalize the relation (2.52) and (2.53) in [2]:
x˜j¯ iXi(j k) x˜i¯ j =
1
X¯ 2j(k i)
˜¯Xk(j i) , (2.39a)
x 2i¯ j
x 2
j¯ i
Θi(j k) xi j¯ =
1
X 2j(k i)
Θj(k i)Xj(k i) , (2.39b)
x 2j¯ i
x 2
i¯ j
xj i¯ Θ¯i(j k) =
1
X¯ 2j(k i)
X¯j(k i) Θ¯j(k i) , (2.39c)
which can be easily verified using
x˜a¯ b = x˜a¯ c + x˜c¯ b + 4 i θ¯a c θb c . (2.40)
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For example,
Θ1(a 3) X˜
−1
1(b 3) Θ¯1(c 3) =Θ1(3 a) X˜
−1
1(3 b) Θ¯1(3 c) + · · · (2.41)
=
1
X3(a 1)X¯3(c 1)
Θ3(a 1)X3(a 1)
˜¯X3(b 1) X¯3(c 1) Θ¯3(c 1) + · · · (2.42)
=
1
X3(a 1)X3(c 1)
Θ3(a 1)X3(a 1) X˜3(b 1)X3(c 1) Θ¯3(c 1) + · · · , (2.43)
where the dots means higher powers in Θ Θ¯. We have repeatedly used (2.14), (2.15),
(2.22), (2.23) and (2.29). As discussed before, for the 3(i 1) basis we only need i = 2, 4.
Therefore, we can have either a = b, b = c or a = c in (2.43). Using (2.32) we find that,
(a a b) =
1
X 23(b 1)
Θ3(a 1)X3(a 1) Θ¯3(b 1) + · · · = ub a,1 3Θ3(a 1) X˜
−1
3(a 1) Θ¯3(b 1) + · · · , (2.44a)
(a b b) =
1
X 23(a 1)
Θ3(a 1)X3(b 1) Θ¯3(b 1) + · · · = ua b,1 3Θ3(a 1) X˜
−1
3(b 1) Θ¯3(b 1) + · · · , (2.44b)
(a b a) =
1
X 23(a 1)
Θ3(a 1)X3(b 1) Θ¯3(a 1) +
tr
(
X3(a 1)·X˜3(b 1)
)
X 23(a 1)
Θ3(a 1) X˜
−1
3(a 1) Θ¯3(a 1) + · · ·
=ua b,1 3Θ3(a 1) X˜
−1
3(b 1) Θ¯3(b 1) + 2va b,3 1Θ3(a 1) X˜
−1
3(a 1) Θ¯3(a 1) · · · , (2.44c)
where (a b c) was defined in (2.38). This shows that we can always change the basis by
using (2.14) and (2.15). For example, we can write any X2(a b) in terms of X2(1 3) and
X2(1 4), and since we can change our original basis from X1(a 3) to X1(b 2) we can have a
result similar to (2.44). Thus, the (a b c) terms in (2.38) are a basis for all the possible
superconformal invariant at the first Θ Θ¯ level.
Are all the eight different (a b c) terms independents? In order to answer this, we per-
form a suitable superconformal transformation and set zA1 = (0, 0, 0) and z
A
3 = (∞, 0, 0).
In this basis, we find that,
(a b c) =
θc xc+ x˜b− xa−θ¯a
x 2a−x
2
c+
, (2.45)
which indeed shows that the eight (a b c) terms are linearly independent. Thus, our
F (z1, z2, z3, z4) function now reads
F (z1, z2, z3, z4) =A+
∑
a,b,c=2,4
Ba,b,c (a b c) +O
(
Θ2Θ¯2
)
. (2.46)
At the Θ2 Θ¯2-level, we can write the following superconformal invariants(
Θa Θ˜b
)(
˜¯Θc Θ¯d
)
X 2e
,
(
Θa Θ˜b
)(
˜¯Θc X˜dXeΘ¯f
)
X 2g
,
(
ΘaXb X˜c Θ˜d
)(
˜¯Θe Θ¯f
)
X 2g
,
(a b c) (d e f) ,
(
ΘaXb X˜c Θ˜d
)(
˜¯Θe X˜f Xg Θ¯h
)
X 2i
. (2.47a)
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Using the Fierz identities, we can relate any of these superconformal invariants with
(a b c) (d e f). First, we can check that(
Θa Θ˜b
)(
˜¯Θc Θ¯d
)
=
1
tr (x · y˜)
((
Θa x Θ¯c
) (
Θb y Θ¯d
)
+ (a↔ b) + (c↔ d)
)
, (2.48)
for any two vector x and y, which we can choose as X1(2 3) and X1(4 3). Thus, these terms
reduce to the (a b c) (d e f) type of terms.
Note that we can write any
(
ΘaXb X˜c Θ˜d
)
as a function of
(
Θa Θ˜d
)
and
(
ΘaX2 X˜4 Θ˜d
)
using (2.32), and similarly for the Θ¯ situation. Now we can check that(
ΘaX2 X˜4 Θ˜b
)(
˜¯Θc Θ¯d
)
= [(a 2 c) (b 4 d) + (a 2 d) (b 4 c)]
(
X 22 X
2
4
)
, (2.49a)(
Θa Θ˜b
)(
˜¯Θc X˜2 X˜4 Θ¯d
)
= [(a 2 c) (b 4 d) + (a 4 d) (b 2 c)]
(
X 22 X
2
4
)
. (2.49b)
The
(
ΘaXb X˜c Θ˜d
)(
˜¯Θe X˜f Xg Θ¯h
)
terms are trivially reduced to the previous cases
except for a = e = 2 and d = h = 4. In those cases, one can finally show that(
Θ2X2 X˜4 Θ˜4
X 22
)(
˜¯Θ2 X˜2X4 Θ¯4
X 24
)
= X 22 (2 2 4) (4 2 2) + 2
tr
(
X2 · X˜4
)
X 22 X
2
4
(2 2 2) (4 4 4)
−X 24 (2 4 2) (4 4 4) . (2.50)
Thus, at the second order in Θ Θ¯ we can write everything as a function of the (a b c) (d e f)
terms. But not all of those 64 terms are linearly independent. Everything can be written
in terms of 18 independent terms. We can choose the following basis{
(2 2 2)2
}
, (2.51a)
{(2 4 4) (2 2 4)} , (2.51b)
{(2 4 2) (2 2 4) , (2 2 2) (2 4 4)} , (2.51c)
{(2 2 2) (4 4 2) , (2 4 2) (4 2 2)} , (2.51d)
{(2 4 4) (4 2 2) , (2 4 2) (4 4 4) , (2 2 2) (4 2 4) , (2 2 2) (4 4 4) , (2 2 4) (4 4 2) ,
(2 4 2) (4 2 4)} , (2.51e)
{(2 4 4) (4 2 4) , (2 2 4) (4 4 4)} , (2.51f)
{(4 2 2) (4 4 4) , (4 2 4) (4 4 2)} , (2.51g)
{(4 4 2) (4 2 2)} , (2.51h)
{(4 4 4) (4 4 4)} . (2.51i)
We can write any of the remaining 45 terms as a linear combination of (2.51). This can
be verified by with the help of the following relations
(am b) (a n b)
(Xm ·Xn)
=
(a p b) (a q b)
(Xp ·Xq)
, (2.52a)
2
(am b) (am c)
X 2m
=
(am b) (a n c) + (a n b) (am c)
(Xn ·Xm)
, (2.52b)
2
(am b) (cm b)
X 2m
=
(am b) (c n b) + (a n b) (cm b)
(Xn ·Xm)
, (2.52c)
(am b) (cmd) + (amd) (cm b)
X 2m
=
(a n b) (c n d) + (a n c) (c n b)
X 2n
. (2.52d)
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From what we learned from the previous case, we can rotate our basis and reach any
{i (j k)} basis. Thus, we have exhausted all the possibilities at order Θ2 Θ¯2. Therefore,
our f function is,
F (z1, z2, z3, z4) = A+
∑
a,b,c=2,4
Ba,b,c (a b c) +
∑
ai=2,4
Cai (a1 a2 a3) (a4 a5 a6) +O(Θ
3Θ¯3) ,
(2.53)
where the Cai are arbitrary function of the cross-ratios and non-zero only for the cases
listed in (2.51).
The Θ3 Θ¯3 case is now almost straightforward. From the previous discussion, we
know that we can only have structures of the type
(a1 b1 c1) (a2 b2 c2) (a3 b3 c3) . (2.54)
The only question is, which structures are independent. Since our basis 1 (a 3) can only
take two values, a = 1, 2, we have only two types of terms
(ψX χ¯) (ψY χ¯)
(
η Z ξ¯
)
=
1
4
(
ψ2
) (
χ¯2
) (
ηZ ξ¯
) (
tr X˜Y
)
, (2.55a)
(ψX χ¯) (ηY χ¯)
(
ψ Z ξ¯
)
=−
1
4
(
ψ2
) (
χ¯2
) (
ηY X˜Z ξ¯
)
. (2.55b)
Therefore, since
Xa X˜bXc =
{
XaX
2
b b = c
[Xa (Xb ·Xa) +Xb (X 2a )] a = c
, (2.56)
the only terms that we can have are(
Θ 22
) (
Θ¯ 22
)
(4 a 4) , (2.57a)(
Θ 22
) (
Θ¯ 24
)
(4 a 2) , (2.57b)(
Θ 24
) (
Θ¯ 22
)
(2 a 4) , (2.57c)(
Θ 24
) (
Θ¯ 24
)
(2 a 2) , (2.57d)
which can be arranged as,
(2 2 2)2 (4 a 4) , (2 2 2) (4 4 4) (4 a 2) , (2.58a)
(4 4 4)2 (2 a 2) , (2 2 2) (4 4 4) (2 a 4) . (2.58b)
Finally, now it is easy to see that the Θ4 Θ¯4 term is unique,
(2 2 2)2 (4 4 4)2 , (2.59)
and higher order in Θ Θ¯ vanish. Thus, the most general solution for F (z1, z2, z3, z4) =
10
F (Za) is given by
F (Za) = A1 + 4iB1 (222) + 4iB2 (242) + 4iB3 (224) + 4iB4 (244) + 4iB5 (422)
+ 4iB6 (442) + 4iB7 (424) + 4iB8 (444) + C1 (222) (222) + C2 (244) (224)
+ C3 (242) (224) + C4 (222) (244) + C5 (222) (442) + C6 (242) (422)
+ C7 (244) (422) + C8 (242) (444) + C9 (222) (424) + C10 (222) (444)
+ C11 (224) (442) + C12 (242) (424) + C13 (244) (424) + C14 (224) (444)
+ C15 (422) (444) + C16 (424) (442) + C17 (442) (422) + C18 (444) (444)
+ 4iD1 (222) (222) (424) + 4iD2 (222) (222) (444) + 4iD3 (222) (444) (422)
+ 4iD4 (222) (444) (442) + 4iD5 (444) (444) (222) + 4iD6 (444) (444) (242)
+ 4iD7 (222) (444) (224) + 4iD8 (222) (444) (244) + E1 (222)
2 (444)2 . (2.60)
The form of (2.60) allows to change X1(23) by X1(43) in (2.1), and this will only imply
a shift in the f(u, v) functions. Furthermore, we can also make a change of basis, as we
will later do, by following the same procedure as in (2.44). This will allow us to impose
constrains at any point of the four point function.
3 Imposing Constraints to the Four-Point Function
Plugging (2.60) into (2.1) give us the most general four-point function, but, as we already
know from experience with the three-point functions, shortening conditions impose rela-
tions among the different structures. In this section we will study such constraints in the
case of the four-point function. We will study three systems of increasing complexity.
The simplest system consist only on chiral and anti-chiral fields〈
Φ(z1) Φ¯(z2) Φ(z3) Φ¯(z4)
〉
. (3.1)
Such fields satisfy
D¯α˙Φ = DαΦ¯ = 0 . (3.2)
We are also interested in a mixed system of chirals and current-multiplets,〈
J(z1) J(z2) Φ(z3) Φ¯(z4)
〉
, (3.3)
where the current-multiplets satisfy
D2J = D¯2J = 0 . (3.4)
Finally, we will study a system with only conserved currents
〈J(z1) J(z2) J(z3) J(z4)〉 . (3.5)
3.1 From Superderivatives to Superconformal Covariant Deriva-
tives
In order to understand the constraints (3.2) and (3.4) we first need to see how the
super-derivatives acts on Za(bc) coordinates. It is not hard to generalize the action of the
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super-derivatives on the Za(bc) given in [2]:
DjαX
a
i(j k) = 0 , D¯jα˙X
a
i(j k) = − i
1
〈¯i j〉
(
xi j¯
)
α α˙
ǫαβ
(
−2iσaΘ¯i(j k)
)
α
,
(3.6a)
DjαΘ
β
i(j k) = 0 , D¯jα˙Θ
β
i(j k) = − i
1
〈¯i j〉
(
xi j¯
)
α α˙
ǫαβ , (3.6b)
Djα Θ¯
β˙
i(j k) = i
1
〈j¯ i〉
(
xj i¯
)
α α˙
ǫα˙ β˙ , D¯jα˙ Θ¯
β˙
i(j k) = 0 , (3.6c)
D¯kα˙X
a
i(j k) = 0 , DkαX
a
i(j k) = − i
1〈
k¯ i
〉 (xi k¯)α α˙ ǫα˙ β˙ (2iΘi(j k)σa)β˙ ,
(3.6d)
D¯kα˙Θ
β
i(j k) = i
1
〈¯i k〉
(xi k¯)α α˙ ǫ
αβ , DkαΘ
β
i(j k) = 0 , (3.6e)
D¯kα˙ Θ¯
β˙
i(j k) = 0 , Dkα Θ¯
β˙
i(j k) = − i
1〈
k¯ i
〉 (xi k¯)α α˙ ǫα˙ β˙ . (3.6f)
By inspecting (3.6) it is natural to define the superconformal covariant derivatives2
Dα =
∂
∂Θαi(j k)
− 2i
(
σaΘ¯i(j k)
)
α
∂
∂Xi(j k)
, D¯α˙ = −
∂
∂Θ¯α˙i(j k)
, (3.7a)
Q¯α˙ =
∂
∂Θ¯α˙i(j k)
+ 2i
(
Θi(j k)σ
a
)
α
∂
∂Xi(j k)
, Qα = −
∂
∂Θαi(j k)
. (3.7b)
As we will see later, the shortening conditions (3.2) and (3.4) acting on the four-
point function take a simpler form as a superconformal covariant derivative (3.7) acting
on F (Za).
3.2
〈
Φ Φ¯Φ Φ¯
〉
The simplest four-point function that we can solve is
〈
Φ(z1) Φ¯(z2) Φ(z3) Φ¯(z4)
〉
=
1
〈2¯ 1〉
q
〈4¯ 3〉
qF (Za) , (3.8)
where F (Za) is given by (2.60).
The most straightforward way to solve (3.8) is by using a system which is explicitly
chiral at z1,3 and anti-chiral at z2,4. A basis with such behavior is
Xa = X1(a3) , Θa = Θ1(a3) , Θ¯a = Θ¯1(a3) . (3.9)
Although the cross-ratios U and V ,
U =
X 22
X 24
=
〈2¯ 3〉 〈4¯ 1〉
〈4¯ 3〉 〈2¯ 1〉
, V =
(X2 ·X4)
X 24
= −
1
2
tr
(
x12¯x˜2¯3x34¯x˜4¯1
〈2¯ 1〉 〈4¯ 3〉
)
. (3.10)
2An N = 2 version of these operators is given in [39].
12
have the right chirality for every zi, they do not reduce to the standard cross-ratios in
the bosonic case. Thus, we will use
u =
1
1 + U − 2V
, v =
U
1 + U − 2V
, (3.11)
which in the bosonic limit are
u|θ,θ¯→0 =
〈1 2〉 〈3 4〉
〈1 3〉 〈2 4〉
, v|θ,θ¯→0 =
〈1 4〉 〈2 3〉
〈1 3〉 〈2 4〉
, (3.12)
as desired.
Using (3.6), we can write the constraints to the four-point function as differential
equations acting on the F function in (3.8). Explicitly,
D4αΦ¯(z4) = 0 ⇒ Q4αF (Z) = 0 , (3.13a)
D2αΦ¯(z2) = 0 ⇒ Q2αF (Z) = 0 , (3.13b)
D¯3α˙Φ(z3) = 0 ⇒ (D¯2α˙ + D¯4α˙)F (Z) = 0 , (3.13c)
It is simple to see that the first two constraints totally fix F (Za) setting all the Bs,
Cs and E1 functions to vanish. Therefore,
〈
Φ(z1) Φ¯(z2) Φ(z3) Φ¯(z4)
〉
=
1
〈2¯ 1〉
q
〈4¯ 3〉
qA1(u, v) , (3.14)
with u and v given above.
Since we never used the chirality property of the Φs, one might wonder what happens
when the chiral fields are replaced by arbitrary scalar multiplets. Taking the scalar fields
O1 and O2 with U(1)R-charges (q1, q¯1) and (q2, q¯2) respectively, we find
〈
O1(z1) Φ¯(z2)O2(z3) Φ¯(z4)
〉
=
(X 22 )
q¯1−q3
〈2¯ 1〉q¯ 〈4¯ 1〉q¯ 〈1¯ 3〉q3 〈3¯ 1〉q¯3
A1(u, v) , (3.15)
with q1 + q2 = q¯1 + q¯2 + 2q¯. Note that the fact that (3.14) and (3.15) do not depend on
any nilpotent structure simplified the computation of the super Casimir acting on the
four-point function [27, 35].
3.3
〈
J J Φ Φ¯
〉
More interesting is the case where the first two fields are replaced by two current-
multiplets,
〈
J (z1)J (z2) Φ(z3) Φ¯(z4)
〉
=
1
〈1¯ 2〉 〈2¯ 1〉 〈4¯ 3〉
qF (Za) . (3.16)
Again, we first set, as in the previous computation, a basis which is explicitly chiral
at z3 and anti-chiral at z4, which as before is given by
Xa = X1(a3) , Θa = Θ1(a3) , Θ¯a = Θ¯1(a3) . (3.17)
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We define the cross-ratios as in (3.11).
A short computation shows
D22
1
〈1¯ 2〉 〈2¯ 1〉
F
(
Z1(23)
)
=
1
〈2¯ 1〉
3 D¯2F
(
Z1(23)
)
, (3.18)
D¯22
1
〈1¯ 2〉 〈2¯ 1〉
F
(
Z1(23)
)
=
1
〈1¯ 2〉3
D2F
(
Z1(23)
)
, (3.19)
with D and D¯ defined as in (3.7). The constraints at z3 and z4 are the same as in (3.13).
Thus, the constraints at points 2, 3 and 4 take a simple form:
D4αΦ¯(z4) = 0 ⇒ D¯4α˙F (Za) = 0 , (3.20a)
D¯3α˙Φ(z3) = 0 ⇒ (Q2α +Q4α)F (Za) = 0 , (3.20b)
D¯22J (z2) = 0 ⇒ D
2
2F (Za) = 0 , (3.20c)
D22J (z2) = 0 ⇒ D¯
2
2F (Za) = 0 , (3.20d)
with
Daα =
∂
∂Θαa
− 2i
(
σcΘ¯a
)
α
∂
∂Xca
, D¯aα˙ = −
∂
∂Θ¯α˙a
, (3.21)
Q¯aα˙ =
∂
∂Θ¯α˙a
+ 2i (Θaσ
c)α˙
∂
∂Xca
, Qaα = −
∂
∂Θαa
. (3.22)
Note that we haven’t written the constraints coming from the conservation of J (z1). In
order to find a simple set of equations for those constraints, we will rotate the basis for
the Zs in F (Za).
The simplest constraint to solve is (3.20a), which implies Bi = Ci = Di = Ei = 0
except for B1, B2, B5, B6, C1, C5, C6 and C17, which remain unconstrained. Chirality at
z3, (3.20b), relates the B terms and four C terms,
B5 = − B1 , B6 = − B2 , C6 = C7 = C17 =
X 22
X2 ·X4
C1 (3.23)
and sets to zero the remaining C terms. (3.20d) imposes C1 = 0, while (3.20c), give us
one differential equation
0 = −
1
2
uv(u+ v − 1)∂u∂vA1 −
1
2
u2v∂2uA1 −
1
2
uv2∂2vA1 −
1
2
v(u− v + 1)∂vA1
+
1
2
u(u− v − 1)∂uB1 +
1
2
v(u− v + 1)∂uB2 +
1
2
v(u− v + 1)∂vB1
+
v
2u
(
u(v + 1)− (v − 1)2
)
∂vB2 + B1 . (3.24)
In order to apply the constraints coming from the conservation of J (z1), we rewrite
our coordinates and the correlator. We first note that
Θ1(a3)X1(b3)Θ¯1(c3)
X21(b3)
= −
1
X23(a1)X
2
3(1c)
(
Θ3(a1)X3(a1)X˜3(b1)X3(1c)Θ¯3(c1)
)
, (3.25)
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and also
U =
X21(23)
X21(43)
=
x 22¯3x
2
4¯1
x 2
2¯1
x 2
4¯3
=
X23(41)
X23(21)
, (3.26)
V =
X1(23) ·X1(43)
X 21(42)
=
X3(21) ·X3(41)
X 23(21)
. (3.27)
Thus, now we can write our correlator as,
〈
J (z1)J (z2) Φ(z3) Φ¯(z4)
〉
=
1
〈2¯ 3〉 〈3¯ 2〉 〈4¯ 3〉q 〈1¯ 3〉 〈3¯ 1〉
(
F
(
Z3(a1)
)
X23(12)X
2
3(21)
)
. (3.28)
The constraints coming from J (z1) now read
D21J (z1) =0 ⇒
(
Q¯2 + Q¯4
)2( F (Z3(a1))
X23(12)X
2
3(21)
)
= 0 , (3.29a)
D¯21J (z1) =0 ⇒ (Q2 +Q4)
2
(
F
(
Z3(a1)
)
X23(12)X
2
3(21)
)
= 0 . (3.29b)
It is not hard to check that (3.29b) does not give any new equation, and (3.29a) just
gives us (3.24) again. Therefore, finally have the four-pint function
〈
J (z1)J (z2) Φ(z3) Φ¯(z4)
〉
=
1
〈1¯ 2〉 〈2¯ 1〉 〈4¯ 3〉
q (A1 + 4i [(222)− (422)]B1
+4i [(242)− (442)]B2) , (3.30)
with (3.24) relating the terms.
As seen above, the chirality constraints (3.20a,3.20b) are very restrictive. Indeed, we
can replace the currents for general long operators O1 and O2
〈
O1(z1)O2(z2) Φ(z3) Φ¯(z4)
〉
=
(X 22 X
2
4 )
1
2
(q¯1−q2)
〈1¯ 2〉
q2 〈2¯ 1〉
q¯2 〈4¯ 3〉
q (A1 + 4i [(222)− (422)]B1
+4i [(242)− (442)]B2 +
[
(222)2
+2(222)(422) + (422)2
]
C1
)
(3.31)
such that the total U(1)R-charge is zero, i.e., q1 + q2 = q¯1 + q¯2
It is easy to see that (3.30) and (3.31) corresponds to the s-channel four-point func-
tion. In order to bootstrap this system, we also need the t-channel propagator. In the
Bosonic limit, this propagator is given by
〈
J (z1) Φ(z2) Φ¯(z3)J (z4)
〉
|θi=θ¯i=0 =
1
〈1 2〉(q+2)/2 〈3 4〉(q+2)/2
(
〈2 4〉
〈1 4〉
)(2−q)/2
×
(
〈1 4〉
〈1 3〉
)(q−2)/2
A1(v, u) . (3.32)
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In order to write the full supersymmetric propagator, we first need to define a basis. In
this case, we will work with Z4(a2). In this basis, the cross-ratios which have the right
bosonic limit are given by
u =
U
V
, v =
1
V
, (3.33)
U =
X 21
X 23
, V = 1 +
X 21
X 23
− 2
X1 ·X3
X 23
. (3.34)
The right four-point function should have the right 〈1¯ 4〉 〈4¯ 1〉 factor and the right
(anti-)chirality for (z4)z3. Thus, the full supersymmetric four point function in the t-
channel is given by〈
J (z1) Φ(z2) Φ¯(z3)J (z4)
〉
=
1
〈1¯ 4〉 〈4¯ 1〉 〈3¯ 2〉q
u−
q+2
2 vq F (Za) , (3.35)
with F (Za) given by (2.60) with 2→ 1, 4→ 3. The constraints now read
D3αΦ¯(z3) = 0 ⇒ D¯3α˙F (Za) = 0 , (3.36a)
D¯2α˙Φ(z2) = 0 ⇒ (Q1α +Q3α)F (Za) = 0 , (3.36b)
D¯21J (z1) = 0 ⇒ D
2
1F (Za) = 0 , (3.36c)
D21J (z1) = 0 ⇒ D¯
2
1
(
u−
q+2
2 vqF (Za)
)
= 0 , (3.36d)
where again, we will compute the constraints at z4 after rotating the basis. Just as
before, (3.36a) set to zero all the Bi, Ci, Di and E1, except for B1, B2, B5, B6, C1, C5, C6
and C17. (3.36b) set to zero the remaining Ci, except for a C6 = C7 = C17 = X 21 C1/X1 ·X3,
while imposing B5 = −B1 and B6 = −B2. Using (3.36c) obtain C1 = 0, while (3.36d)
impose a differential equation,
0 = 4u((q − 1)(u− 1)− v)∂uA1 − 2v(q(−3u+ v − 1) + 2(u+ v − 1))∂vA1
+ 4u2v∂2uA1 + 4uv
2∂2vA1 + 4uv(u+ v − 1)∂u∂vA1 + 4u(u− v − 1)∂uB1
+
(
2(q − 1)((q − 2)u+ q + 2)−
(
q2 − 4
)
v
)
A1 + 4u(u− v − 1)∂vB2
+
4u
v
(
(u− 1)2 − (u+ 1)v
)
∂uB2 + 4v(u− v + 1)∂vB1 +
1
v
(+4(u+ 1)v
−2q(u− 1)(u− v + 1)− 4(u− 1)2
)
B2 + (2q(u− v + 3)− 4(u− v + 1))B1 ,
(3.37)
Finally, imposing the constraints at z4 will not give us any new constraint.
Our final four-point function is〈
J (z1) Φ(z2) Φ¯(z3)J (z4)
〉
=
1
〈1¯ 4〉 〈4¯ 1〉 〈3¯ 2〉q
u−
q+2
2 vq (A1 + 4i [(111)− (311)]B1
+4i [(131)− (331)]B2) , (3.38)
with (3.37) relating the functions of the cross-ratios.
If we replace the currents for long-multiplets, the four-point function is
〈
O(z1) Φ(z2) Φ¯(z3)O(z4)
〉
=
(X 21 X
2
3 )
1
2
(q¯1−q2)
〈1¯ 4〉q2 〈4¯ 1〉q¯2 〈3¯ 2〉q
u−
q+q2+q¯2
2 vq (A1 + 4i [(111)− (311)]B1
+ 4i [(131)− (331)]B2 +
[
(111)2
+2(111)(311) + (311)2
]
C1
)
, (3.39)
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with q1 + q2 = q¯1 + q¯2.
3.4 〈J J J J 〉
For a system solely composed of current multiplets J , which are not necessarily the same
current, we choose our basis to be Z1(a3), with the cross-ratios given by (3.11). Naively,
one would write the four-pint function as
1
〈1¯ 2〉 〈2¯ 1〉 〈3¯ 4〉 〈4¯ 3〉
F (Za) , (3.40)
which has the right s-channel limit. But the relations (3.18) and (3.19) tell us that we
should have only 〈¯i 1〉 〈1¯ i〉 terms. Thus, the supersymmetric four-point function has to
be
〈J (z1)J (z1)J (z3)J (z4)〉 =
1
〈1¯ 2〉 〈2¯ 1〉 〈1¯ 3〉 〈3¯ 1〉 〈1¯ 4〉 〈4¯ 1〉
F (Za)
(X 24 )
2 , (3.41)
with F (Za) given by (2.60). We can check that (3.41) has the right conformal weights,
and it also reduces in the bosonic limit to the usual s-channel four-point function.
Imposing D4
2J (z4) = 0 implies D¯24F (Za) = 0, which implies
C2 = C13 = C14 = C18 = D5 = D6 = D7 = D8 = E1 = 0 . (3.42)
Imposing D2
2J (z2) = 0 implies D¯22F (Za) = 0, which implies
C1 = C5 = C6 = C17 = D1 = D2 = D3 = D4 = 0 . (3.43)
The conservation equation at z2, D¯
2
2J (z2) = 0 now reads (Q2 +Q4)
2 F (Za) = 0, which
imposes two relations among the remaining Ci terms,
C3 = − C11 − C12 − C16 −
uC8 + vC9
u+ v − 1
, (3.44)
C15 = − C4 − C7 − C10 −
uC8 + vC9
u+ v − 1
. (3.45)
In order to impose the constraints at z1, we need to rotate our basis. Following the
same procedure as above, we rotate to Z3(a1). The four-point function now reads
〈J (z1)J (z1)J (z3)J (z4)〉 =
1
〈1¯ 3〉 〈3¯ 1〉 〈2¯ 3〉 〈3¯ 2〉 〈4¯ 3〉 〈3¯ 4〉
X 24
X 22 X¯
2
2 X¯
2
4
F (Z3(a1)) ,
(3.46)
which can be written as
〈J (z1)J (z1)J (z3)J (z4)〉 =
1
〈1¯ 3〉 〈3¯ 1〉 〈2¯ 3〉 〈3¯ 2〉 〈4¯ 3〉 〈3¯ 4〉
× (1− 4i(222)) (1− 4i(444))
F (Z3(a1))
(X 22 )
2
. (3.47)
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Imposing D1
2J (z1) = 0 implies (Q2 +Q4)
2 F (Za) = 0 in the new basis, which give us
two more relations
(1 + u− v)C10 = 16uvA1 + 16u
2B2 + 16uvB1 + 16uvB3 + 16u(v − 1)B4 + 16uvB6
+ 16uvB7 + 16uvB8 + 16(v − 1)vB5 +
(
−(u+ 1)v + u+ v2
)
C4
+ u(u− v)C11 + uC12 + u(u− v)C16 −
u(v − 1)(u− v)C8
u+ v − 1
+ (u+ v − 1)C7 −
(v − 1)v(u− v)C9
u+ v − 1
, (3.48)
(1 + u− v)C11 = 16uvA1 + 16u
2B4 + 16uvB1 + 16u(v − 1)B2 + 16uvB3 + 16uvB5
+ 16uvB6 + 16uvB8 + 16(v − 1)vB7 + u(v − u)C4 + u(−u+ v + 1)C7
+
u(v(u− v + 2)− 1)C8
u+ v − 1
+
v(v(u− v + 2)− 1)C9
u+ v − 1
+ (v − 1)(u− v)C11
+ (v(u− v + 2)− 1)C12 + (v − 1)(u− v)C16 . (3.49)
The remaining constraint give us 16 long differential equations, see below. Finally,
the four-point function is given by
〈J (z1)J (z1)J (z3)J (z4)〉 =
1
〈1¯ 2〉 〈2¯ 1〉 〈1¯ 3〉 〈3¯ 1〉 〈1¯ 4〉 〈4¯ 1〉
FJJJJ (Za)
(X 24 )
2 , (3.50)
with
FJJJJ (Za) = A1 + 4iB1 (222) + 4iB2 (242) + 4iB3 (224) + 4iB4 (244) + 4iB5 (422)
+ 4iB6 (442) + 4iB7 (424) + 4iB8 (444) + C3 (242) (224) + C4 (222) (244)
+ C5 (222) (442) + C7 (244) (422) + C8 (242) (444) + C9 (222) (424)
+ C10 (222) (444) + C11 (224) (442) + C12 (242) (424) + C15 (422) (444)
+ C16 (424) (442) , (3.51)
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and
v(u− v + 1)C10 = 16uvA1 + 16u
2B2 + 16uvB1 + 16uvB3 + 16u(v − 1)B4 + 16uvB6
+ 16uvB7 + 16uvB8 + 16(v − 1)vB5 + u(v − u)C3 + u(v − u)C8
− u(u− v1)C12 + (v − 1)(v − u)C4 + (u+ v − 1)C7 + v(v − u)C9 ,
(3.52a)
v(u− v + 1)C11 = 16uvA1 + 16u
2B4 + 16uvB1 + 16u(v − 1)B2 + 16uvB3 + 16uvB5
+ 16uvB6 + 16uvB8 + 16(v − 1)vB7 − u(u− v)C4 + u(−u+ v + 1)C7
+ uC8 − (v − 1)(u− v)C3 + vC9 + (u+ v − 1)C12 , (3.52b)
v(u− v + 1)C15 = − 16uvA1 − 16u
2B2 − 16uvB1 − 16uvB3 − 16u(v − 1)B4 − 16uvB6
− 16uvB7 − 16uvB8 − 16(v − 1)vB5 +
u2(u− v − 1)C8
u+ v − 1
+ u(u− v)C3
− uC4 +
uv(u− v − 1)C9
u+ v − 1
+ u(u− v − 1)C12 +
(
(v − 1)2
−u(v + 1)) C7 , (3.52c)
v(u− v + 1)C16 = − 16uvA1 − 16u
2B4 − 16uvB1 − 16u(v − 1)B2 − 16uvB3 − 16uvB5
− 16uvB6 − 16uvB8 − 16(v − 1)vB7 − uC3 + u(u− v)C4
+ u(u− v − 1)C7 +
((v − 1)2 − u(v + 1))
u+ v − 1
(uC8 + vC9)
+
(
(v − 1)2 − u(v + 1)
)
C12 . (3.52d)
We also have several differential equations, for example
0 = − (u+ v − 1)C3 − 16u
2v∂vB4 − 16uv
2∂uB4 − 16uv
2∂vB3
− 16(v − 1)v2∂uB3 − 16vB3 , (3.53a)
0 = − (u+ v − 1)C4 + 16u
(
u2 − 2u− v + 1
)
∂vB4 + 16uv
2∂uB3 + 16(u− 1)uv∂uB4
+ 16(u− 1)uv∂vB3 − 16vB3 , (3.53b)
plus several other differential equations involving derivatives of the remaining coefficients,
which can be find in the attached Mathematica file. The equation involving the Ci terms
are the supersymmetric generalization of the ones found in [22].
4 Casimir
Having the full supersymmetric four-point functions, we are ready to apply the super
Casimir operator to them. First we write the N = 1 superconformal algebra following
the conventions of [3].3 The bosonic part of the algebra is given by
[Mµν , Pρ] = i (ηµ ρPν − ην ρPµ) , [Mµ ν , Kρ] = i (ηµρKν − ην ρKµ) , (4.1a)
[Mµ ν ,Mρ σ] = i (ηµρMν σ − ην ρMµ σ + ηµσMρ ν − ην σMρ µ) , (4.1b)
[D,Pµ] = −iPµ , [D,Kµ] = iKµ , [Kµ, Pν ] = 2i (ηµνD −Mµν) , (4.1c)
3Several other conventions for the N = 1 superconformal algebra can be found in the literature, see
for example [1, 5, 27].
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while the anti-commutators are{
Qα, Q¯α˙
}
= 2σµα α˙Pµ ,
{
Sα, S¯α˙
}
= 2σ¯µ α˙ αKµ , (4.2a){
Qα, S
β
}
= −2i (σµν) βα Mµν + δ
β
α (2iD + 3R) , (4.2b){
Q¯α˙, S¯
β˙
}
= −2i (σ¯µν)β˙α˙Mµ ν − δ
β˙
α˙ (2iD − 3R) , (4.2c)
finally, the remaining of the algebra is given by
[D,Qα] = −
i
2
Qα ,
[
D, Q¯α˙
]
= −
i
2
Q¯α˙ , (4.3a)
[D,Sα] =
i
2
Sα ,
[
D, S¯α˙
]
=
i
2
S¯α˙ , (4.3b)
[R,Qα] = −Qα ,
[
R, Q¯α˙
]
= Q¯α˙ , (4.3c)
[R, Sα] = Sα ,
[
R, S¯α˙
]
= − S¯α˙ , (4.3d)
[Kµ, Qα] = − σ
µ
α α˙S¯
α˙ ,
[
Kµ, Q¯α˙
]
= σµα α˙S
α , (4.3e)[
P µ, S¯α˙
]
= σ¯µ α˙ αQα , [P
µ, Sα] = − σ¯µ α˙ αQ¯α˙ , (4.3f)
[Mµ ν , Qα] = − i (σµ ν)
β
α Qβ ,
[
Mµ ν , Q¯α˙
]
= i (σ¯µ ν)
β˙
α˙ Q¯β˙ , (4.3g)
[Mµν , Sα] = − i (σµ ν)
β
α Sβ ,
[
Mµ ν , S¯α˙
]
= i (σ¯µ ν)
β˙
α˙ S¯β˙ , (4.3h)
and the rest of the (anti-)commutators vanish. We can represent the operators in the
algebra with differential operators acting on the coordinates. Following [3],
Pa = − i∂a , (4.4a)
Qα =
∂
∂ θα
− i
(
σa θ¯
)
α
∂a , (4.4b)
Q¯α˙ = −
∂
∂ θ¯α˙
+ i (θ σa)α˙ ∂a , (4.4c)
R = θα
∂
∂ θα
− θ¯α˙
∂
∂ θ¯α˙
−
2
3
(q − q¯) , (4.4d)
D = i
(
xa∂a +
1
2
θα
∂
∂ θα
+
1
2
θ¯α˙
∂
∂ θ¯α˙
+ q + q¯
)
, (4.4e)
Ka = − i
(
x2∂a − 2xax
b∂b − 2qx+a − 2q¯x−a − 2(θσbθ¯)(θσ
bθ¯)∂a + (θ σa x˜+)
α ∂
∂ θα
+(x˜−σa θ)
α˙ ∂
∂ θ¯α˙
+ 2i
(
xb+δ
c
a − 2i(θσaσ¯
bcθ¯)
)
sbc
)
, (4.4f)
Mab = − i
(
xa∂b − xb∂a + (σab)
β
α θ
α ∂
∂ θβ
− (σ˜ab)
β˙
α˙θ¯
α˙ ∂
∂ θ¯β˙
+ isab
)
, (4.4g)
Sα = −
(
(θσax˜+)
α∂a + ix˜
α˙α
−
∂
∂ θ¯α˙
+ 4θαθβ
∂
∂ θβ
− 4qθα − 2θβs αβ
)
, (4.4h)
S¯α˙ = −
(
(x˜−σ
aθ¯)α˙∂a + ix˜
α˙α
+
∂
∂ θα
+ 4θ¯α˙θ¯β˙
∂
∂ θ¯β˙
− 4q¯θ¯α˙ − 2θ¯β˙s α˙
β˙
)
, (4.4i)
where q = 1
2
(
∆+ 3
2
r
)
, q¯ = 1
2
(
∆− 3
2
r
)
, with ∆ being the scaling dimension and r the
U(1)R-charge of the operator where the generators act upon, sab is the proper rotation
matrix and sαβ and sα˙β˙ are the proper projections.
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The quadratic super Casimir for this algebra is
C(2) =
1
2
Ma bMa b −D
2 −
1
2
P aKa −
1
2
Ka Pa −
3
4
R2 −
1
4
SαQα +
1
4
Qα S
α
+
1
4
S¯α˙ Q¯α˙ −
1
4
Q¯α˙ S¯
α˙, (4.5)
which for our generators reads
C(2) =
1
2
Ma bMa b −D
2 −
1
2
PaKa −
1
2
KaPa −
3
4
R2 +
1
4
SαQα −
1
4
Qα S
α
−
1
4
S¯α˙ Q¯α˙ +
1
4
Q¯α˙ S¯
α˙. (4.6)
The eigenvalue of a supermultiplet under (4.6) is
λ =
1
2
j(j + 2) +
1
2
j¯(j¯ + 2) + (q + q¯)(q + q¯ − 2)−
1
3
(q − q¯)2 . (4.7)
When acting on two different points, (4.6) acts as a differential operator (see (4.4).)
Explicitly, when acting on two scalar supermultiplets, (4.6) reads
C
(2)
ij =
i
2
x˜α˙αi¯j DjαD¯iα˙ +
i
2
x˜α˙αj¯i DiαD¯jα˙ − 2θ
α
ijθ
β
ijDjαDiβ − 2θ¯
α˙
ij θ¯
β˙
ijD¯jα˙D¯iβ˙ + 2x
a
ji¯θ
α
ij∂iaDjα
− 2xaij¯θ
α
ij∂jaDiα + 2x
a
ij¯ θ¯
α˙
ij∂iaD¯jα˙ − 2x
a
ji¯θ¯
α˙
ij∂jaD¯iα˙ +
(
σ¯axij¯ θ¯ij
)α˙
∂iaD¯jα˙
−
(
σ¯axji¯θ¯ij
)α˙
∂jaD¯iα˙ −
(
θijxij¯σ
a
)α
∂jaDiα +
(
θijxji¯σ
a
)α
∂iaDjα
+ 2i
(
θijσ
ax˜i¯jσ
bθ¯ij
)
∂ia∂jb − 2x
a
ji¯x
b
ji¯∂ia∂jb + 〈¯ij〉 η
ab∂ia∂jb +
1
2
(δij − 4qi)x
a
ij¯∂ja
+
1
2
(δij − 4qj)x
a
ji¯∂ia + 2 (δij − qi) θ
α
ijDjα − 2 (δij − qj) θ
α
ijDiα + 2 (δij − q¯j) θ¯
α˙
ijD¯iα
− 2 (δij − q¯i) θ¯
α˙
ijD¯jα +
1
2
(4q¯i − 3δij)x
a
ji¯∂ja +
1
2
(4q¯j − 3δij) x
a
ij¯∂ia
+
2
3
(
(qi + qj)
2 + (q¯i + q¯j)
2 − 3(q¯i + q¯j) + (qi + qj)(4q¯i + 4q¯j − 3)
)
− 2δij(qi + qj + q¯i + q¯j) . (4.8)
Although it would be nice to write (4.8) in term of derivatives acting on Z (see
(3.7)) we found that this is not as systematic nor straightforward as one might expect.
Instead, it is simpler to use the superconformal transformations and send one coordinate
to zj = (∞, 0, 0). In this frame, the pair of Za coordinates is easily written as a pair of
zij coordinates.
4.1
〈
Φ Φ¯Φ Φ¯
〉
As mentioned above, out aim is to study the simplest four-point functions with non-zero
nilpotent invariants, which are (3.30), (3.31), (3.38) and (3.39). Before we proceed, it is
instructive to study the
〈
Φ Φ¯Φ Φ¯
〉
propagator. We already know that the propagator is
given by 〈
Φ(z1) Φ¯(z2) Φ(z3) Φ¯(z4)
〉
=
1
〈2¯ 1〉q 〈4¯ 3〉q
A1(u, v) . (3.14)
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Expanding A1 as a sum of superconformal blocks, now it reads
A1 =
∑
O
|λΦΦ¯O|
2 G00,O(u, v) . (4.9)
When acting with the quadratic super Casimir (4.8) on it, we find the eigenvalue
equation
λG00,O =
(
−2(2uv + u+ v(3− 2v)− 1)∂v + 2v
(
(v − 1)2 − u(v + 1)
)
∂2v
−4u(1 + u− v)∂u − 4uv(u− v + 1)∂u∂v + 2u
2(−u+ v + 1)∂2u
)
G00,O , (4.10)
with λ given in (4.7). This equation was already found in [35] using the super-embedding
formalism.4 In order to solve this equation, we look at the three-point function [5]. The
only solution for the three-point function consistent with the constraints is
〈
Φ(z1) Φ¯(z2)O(z3)
(ℓ)
〉
=
λΦΦ¯O
〈3¯ 1〉
q
〈2¯ 3〉
q
Xℓ3(21)(
X 23(21)
)(2q+ℓ−∆)/2 , (4.11)
where Xℓ denotes symmetric-traceless and ∆ is the dimension of O. Looking at (3.14),
we see that A1 is proportional to the 〈φφ
∗φφ∗〉 four-point function. From (4.11) we can
read which components of the O(ℓ) supermultiplet appear in the φφ∗ OPE. In order to
do so, we set θ1,2 = θ¯1,2 = 0 and expand around the θ3 and θ¯3 components in (4.11):〈
Φ(z1) Φ¯(z2)O(z3)
(ℓ)
〉∣∣
θ1,2=θ¯1,2=0
=
〈
φ(x1)φ
∗(x2)O(z3)
(ℓ)
〉
=
λΦΦ¯O
(〈3 1〉 〈3 2〉)q
(
Zℓ
(Z2)(2q+ℓ−∆)/2
+ · · ·
)
, (4.12)
where
Za =
xa31
〈3 1〉
−
xa32
〈3 2〉
, (4.13)
and the · · · terms in (4.12) correspond to terms proportional to (θ3θ¯3) and (θ3θ¯3)2. By
looking at (4.12), we see that the θ3 = θ¯3 = 0 term correspond to an operator with
(ℓ, ℓ) spin and conformal dimension ∆, and the (θ3θ¯3) and (θ3θ¯3)
2 terms correspond to
QQ¯ and (QQ¯)2 descendants of this operator, respectively. In general, for an operator
with (j, j¯) spin and conformal dimension ∆, will have four QQ¯ descendants with spin
(j + 1, j¯ + 1) , (j + 1, j¯ − 1), (j − 1, j¯ + 1) and (j − 1, j¯ − 1), all of them with conformal
dimension ∆ + 1, and it will only have one (QQ¯)2 descendant with the same (j, j¯) spin
and conformal dimension ∆ + 2. Thus, the φ× φ∗ OPE is5
φ× φ∗ ∼ A(ℓ)∆ +B
(ℓ+1)
∆+1 + C
(ℓ−1)
∆+1 +D
(ℓ)
∆+2 . (4.14)
With this information, we can make an ansatz for G00,O:
G00,O(u, v) = g∆,ℓ(u, v) + c1g∆+1,ℓ+1(u, v) + c2g∆+1,ℓ−1(u, v) + c3g∆+2,ℓ(u, v), (4.15)
4In fact, in [35] it was obtained the super Casimir equation for general N in a compact form.
5Note that in any CFT, two scalars can only exchange traceless symmetric tensors, this is why only
four operators appear in this OPE instead of six.
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where g∆,ℓ(u, v) are the conformal blocks [15, 16]
gα,β(u, v) = g
0,0
α,β(u, v) , (4.16)
and
gγ,ρα,β(u, v) = (−1)
β zz¯
z − z¯
(
kγ,ρα+β(z)k
γ,ρ
α−β−2(z¯)− k
γ,ρ
α+β(z¯)k
γ,ρ
α−β−2(z)
)
, (4.17)
kγ,ρα (x) = x
α/2
2F1
(
1
2
(α− γ),
1
2
(α− ρ), α; x
)
, (4.18)
with u = zz¯ and v = (1− z)(1 − z¯).
Plugging this ansatz into (4.10), we can fix the ci coefficients:
c1 = −
∆+ ℓ
2(∆ + ℓ+ 1)
, (4.19a)
c2 = −
∆− ℓ− 2
8(∆− ℓ− 1)
, (4.19b)
c3 = c1c2 , (4.19c)
which agrees with the results found originally in [5]. We stress that in (4.15), the cross-
ratios are the supersymmetric cross ratios and not just the bosonic limit.
4.2
〈
J J Φ Φ¯
〉
s-channel
More interesting is the case of mixed operators. We begin studying
〈
J (z1)J (z2) Φ(z3) Φ¯(z4)
〉
=
1
〈1¯ 2〉 〈2¯ 1〉 〈4¯ 3〉q
(A1 + 4i [(222)− (422)]B1
+4i [(242)− (442)]B2) . (3.30)
As mentioned before, this propagator corresponds to the supersymmetric version of the
s-channel.
In order to solve the super Casimir equations, we first expand our four-point functions
as a sum of superconformal blocks
A1 =
∑
O
G10,O(u, v) , (4.20a)
B1 =
∑
O
G11,O(u, v) , (4.20b)
B2 =
∑
O
G12,O(u, v) . (4.20c)
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Applying the super Casimir (4.8),6 we find three eigenvalue equations:
λG10,O = 2u
2(−u+ v + 1)∂2uG
1
0,O − 2
(
2uv + u− 2v2 + 3v − 1
)
∂vG
1
0,O
− 4u(u− v + 1)∂uG
1
0,O − 4uv(u− v + 1)∂u∂vG
1
0,O + 2v
(
(v − 1)2
−u(v + 1)) ∂2vG
1
0,O +
2(u+ v − 1)G11,O
v
+ 4G12,O , (4.21a)
λG11,O = 2u
2(−u+ v + 1)∂2uG
1
1,O − 4u
2∂uG
1
1,O − 4uv∂uG
1
2,O − 4uv(u− v + 1)∂u∂vG
1
1,O
+ 2(−2uv + u+ v − 1)∂vG
1
1,O + 2v
(
(v − 1)2 − u(v + 1)
)
∂2vG
1
1,O − 4v
2∂vG
1
2,O
−
2(u+ v − 1)G11,O
v
, (4.21b)
λG12,O = 2u
2(−u+ v + 1)∂2uG
1
1,O − 4u
2∂uG
1
1,O − 4uv∂uG
1
2,O − 4uv(u− v + 1)∂u∂vG
1
1,O
+ 2(−2uv + u+ v − 1)∂vG
1
1,O + 2v
(
(v − 1)2 − u(v + 1)
)
∂2vG
1
1,O − 4v
2∂vG
1
2,O
−
2(u+ v − 1)G11,O
v
. (4.21c)
Before we proceed, we point out that Casimir equations where different structures mix
were first found when studying seed blocks [21]. Unlike them, we do not find a nice
“nearest-neighbor interaction” interpretation. The only differential operators in the G10,O
eigenequation acts on G10,O itself, while there is no G
1
0,O term in the G
1
1,O and G
1
2,O eigen-
value equations. The absence of the G10,O function in the G
1
1,O and G
1
2,O eigenequations is
particular to this channel, as we will see later.
Just as we did in the previous section, in order to solve these equations, we will
look at the three-point functions of various descendants. The superfields J , Φ and an
external long multiplet O(p,p¯) can be expanded as
J = J + e1 θj + e2 θ¯j¯ + e3
(
θσµθ¯
)
jµ · · · , (4.22a)
Φ = φ+ e4 θψ + e5θ
2F + · · · , (4.22b)
Φ† = φ∗ + e6 θ¯ψ¯ + e7θ¯
2F ∗ + · · · , (4.22c)
O(p,p¯) = mp+p¯ + e8 θ n(p+p¯+1/2) + e9 θ¯ r(p+p¯+1/2) + e10θ
2op+p¯+1 + e11θ¯
2o∗p+p¯+1 + · · · ,
(4.22d)
with ei being arbitrary constants. Since there are several different normalizations for the
supersymmetric descendants in the literature, we will not fix the ei constants.
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The contribution for the G11,O and G
1
2,O superblocks can be read from the
〈
Jjαφψ¯α˙
〉
correlator:8
〈
Jjαφψ¯α˙
〉
= 4a0
[(
1
u1/2
B2 +
u1/2
v
B4
)
T
2
αα˙ +
u1/2
v
B4T
1
αα˙
]
, (4.25)
6As we mentioned above, the simplest way to obtain the super Casimir equations is to send one
coordinate to (∞, 0, 0). In this case, we choose to send z2 to this particular point and we act with the
super Casimir at z3 and z4.
7For a nice discussion regarding the normalization of the two-point function of the supersymmetric
descendants in N = 1 SCFTs, see [40].
8We can also read the contribution from other correlators, any choice will be related by supersym-
metry. For example, one could also use
〈j¯α˙Jψαφ
∗〉 = 4a0
[(
1
u1/2
B2 +
u1/2
v
B4
)
T
4
αα˙ +
u1/2
v
B4T
2
αα˙
]
, (4.23)
24
where [23]
T
1 ≡ K4I
42 , T2 ≡ K4I
42
31 , K4 =
〈13〉1/2(
〈24〉 〈12〉5 〈34〉2q+1
)1/2 , (4.26)
and a0 =
i
e1 e6
. As we will see later, any non-zero a0 normalization can be chosen for the
superblocks.
Since the only operator that can be exchanged is an O(ℓ)∆ , see (4.11), the only three-
point function for the current multiplet that we need to study is [3, 8, 9]
〈
J (z1)J (z2)O
(ℓ)
∆ (z3)
〉
=
1
〈3¯ 1〉 〈1¯ 3〉 〈2¯ 3〉 〈3¯ 2〉
[
λ
(+)
JJOt
(ℓ)
+ + λ
(−)
JJOt
(ℓ)
−
]
(4.27)
with
t
(ℓ)
+ =
X
(ℓ)
+(
X · X¯
)2−(∆−ℓ)/2
(
1−
1
4
(∆− ℓ− 4)(∆ + ℓ− 6)
Θ2Θ¯2
X · X¯
)
, (4.28a)
t
(ℓ)
− =
X
(ℓ−1)
+(
X · X¯
)2−(∆−ℓ)/2
(
X
(1)
− −
(∆− ℓ− 4)
∆− 2
X+ ·X−
X · X¯
X
(1)
+
)
, (4.28b)
and
X+ =
1
2
(
X3(12) + X¯3(12)
)
, X− = i
(
X3(12) − X¯3(12)
)
. (4.29)
Note that under the exchange z1 ↔ z2, t
(ℓ)
± → ±(−)
ℓt
(ℓ)
± . For simplicity, we will only
consider the case where the current multiplets are the same. Thus, for even spin, only
t+ contributes, while for odd spin only t− contributes.
Following a similar procedure as the one discussed below (4.11), we know that in
order to find the J × J OPE, we need to set θ1,2 = θ¯1,2 = 0 in the three-point function
(4.27). Just as in (4.12), we find that the first term in this expansion corresponds to
an operator with (ℓ, ℓ)-spin and conformal dimension ∆ which is the lowest component
of the O(ℓ)∆ supermultiplet, and this term is proportional to λ
(+)
JJO. After setting θ1,2 =
θ¯1,2 = 0, the Θ3(12)Θ¯3(12) term is now proportional to θ3θ¯3, thus we find that the first
term proportional to the λ
(−)
JJO three-point function coefficient are the QQ¯ descendants
of the lowest component of O(ℓ)∆ . Therefore, the OPEs between the lowest components
of J are
J × J ∼ A(ℓ)∆ +D
(ℓ)
∆+2 , ℓ even , (4.30a)
J × J ∼ B(ℓ+1)∆+1 + C
(ℓ−1)
∆+1 , ℓ odd , (4.30b)
where we have assume that the current multiplets are the same, as mentioned above.
with
T
3 ≡ K5I
13 , T4 ≡ K5I
13
24 , K5 =
〈24〉1/2(
〈13〉 〈12〉5 〈34〉2q+1
)1/2 . (4.24)
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Given the (4.14) and (4.30) OPEs, we can make an ansatz for A1:
G10,O = g∆,ℓ + c1g∆+2,ℓ , ℓ even , (4.31a)
G10,O = g∆+1,ℓ+1 + c2g∆+1,ℓ−1 , ℓ odd . (4.31b)
What about the G11,O and G
1
2,O functions? From (4.25) we know that the first Q
descendant of J and Φ will give us an ansatz for them. Thus, in the case of the ψα×φ
∗
OPE, instead of setting θ1,2 = θ¯1,2 = 0 in the three point function (4.11), we look set
θ2 = θ¯1,2 = 0 and study the term proportional to θ1. From (4.11), we find that the
non-zero terms proportional to θ1 are proportional to θ¯3 and θ¯
2
3θ3. This implies, that in
the three-point function (4.11) only Q¯ and Q¯2Q descendants of the lowest component of
the long multiplet will appear in the ψα × φ
∗ OPE. Thus, the relevant OPE is9
ψα × φ
∗ ∼ ξ(ℓ+1,ℓ)∆+1/2 + ξ
(ℓ−1,ℓ)
∆+1/2 + χ
(ℓ,ℓ+1)
∆+3/2 + χ
(ℓ,ℓ−1)
∆+3/2 . (4.32)
A similar analysis to (4.11) gives us the OPE between the lowest component of J and
its Q-descendant:
J × jα ∼ ξ
(ℓ+1,ℓ)
∆+1/2 + ξ
(ℓ−1,ℓ)
∆+1/2 + χ
(ℓ,ℓ+1)
∆+3/2 + χ
(ℓ,ℓ−1)
∆+3/2 . (4.33)
This is the same expression for both even and odd spin.
The exchange of an operator in the {∆, (ℓ + p, ℓ)} representation of the conformal
group will generate a W seed∆,ℓ,p seed block, while an operator in the {∆, (ℓ, ℓ+p)} represen-
tation, which has the same Casimir eigenvalue, will generate the correspondingW dual seed∆,ℓ,p
dual seed block [21] (see also [23]). Thus, the OPEs (4.32) and (4.33) together with (4.25)
tell us10
4a0
[(
1
u1/2
G12,O +
u1/2
v
G11,O
)
T
4
αα˙ +
u1/2
v
G11,OT
2
αα˙
]
= c3W
0,seed
∆+1/2,ℓ,1 + c4W
0,dual seed
∆+1/2,ℓ−1,1
+ c5W
0,seed
∆+3/2,ℓ−1,1 + c6W
0,dual seed
∆+3/2,ℓ,1 ,
(4.34)
with
W 0,seed∆,ℓ,1 =W
seed
〈JjαO
(ℓ,ℓ+1)
∆ 〉〈O
(ℓ+1,ℓ)
∆ φψ¯α˙〉
, (4.35a)
W 0,dual seed∆,ℓ,1 =W
seed
〈JjαO
(ℓ+1,ℓ)
∆ 〉〈O
(ℓ,ℓ+1)
∆ φψ¯α˙〉
. (4.35b)
9Another way to arrive to this conclusion is to note that (4.11) has vanishing U(1)R-charge, therefore,
only operators with −1 U(1)R-charge in the long multiplet can appear in the ψα×φ∗ OPE. These terms
corresponds to the ones listed in (4.32).
10We implement the seed blocks using the Mathematica package provide by [23], which can be found
in https://gitlab.com/bootstrapcollaboration/CFTs4D.
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Plugging (4.31a) and (4.34) in (4.21), we find
c1 = −
(∆− 2)(∆− ℓ− 2)(∆ + ℓ)
16∆(∆− ℓ− 1)(∆ + ℓ+ 1)
, (4.36a)
c3 = ia0(∆ + ℓ) , (4.36b)
c4 =
ia0ℓ(−∆+ ℓ+ 2)
ℓ+ 1
, (4.36c)
c5 = −
ia0(∆− 2)ℓ(∆− ℓ− 2)(∆ + ℓ)
4(∆− 1)(ℓ+ 1)(∆− ℓ− 1)
, (4.36d)
c6 =
ia0(∆− 2)(∆− ℓ− 2)(∆ + ℓ)
4(∆− 1)(∆ + ℓ + 1)
. (4.36e)
If we plug the ansatz for odd spin, (4.31b), instead of the even spin ansatz, we find
c2 = −
(ℓ+ 2)(∆− ℓ− 2)(∆ + ℓ+ 1)
ℓ(∆− ℓ− 1)(∆ + ℓ)
, (4.37a)
c3 = 4ia0(∆ + ℓ+ 1) , (4.37b)
c4 = −
4ia0(ℓ+ 2)(−∆+ ℓ+ 2)(∆ + ℓ+ 1)
(ℓ+ 1)(∆ + ℓ)
, (4.37c)
c5 = −
ia0∆(ℓ + 2)(∆− ℓ− 2)(∆ + ℓ+ 1)
(∆− 1)(ℓ+ 1)(∆− ℓ− 1)
, (4.37d)
c6 = −
ia0∆(∆− ℓ− 2)
∆− 1
. (4.37e)
The c1 and c2 terms agree with [32].
A few comments are in order before we proceed. First, we set the norm of the first
block always as one. The super Casimir equations are independent of such normalization.
In order to properly fix it, one can, for example, use the techniques from [9]. Second, in
order to find either (4.36) or (4.37), we only needed to solve the eigen equations for G10,O
and G11,O. The equation for G
1
2,O was automatically satisfied.
11 Third, as we mentioned
before, the blocks coming from the lowest component of the multiplets are independent
of the a0 normalization.
t-channel
Now we turn our attention to the t-channel superblocks. We already computed the
four-point function in the previous section,
〈
J (z1) Φ(z2) Φ¯(z3)J (z4)
〉
=
1
〈1¯ 4〉 〈4¯ 1〉 〈3¯ 2〉q
u−
q+2
2 vq (A1 + 4i [(111)− (311)]B1
+4i [(131)− (331)]B2) . (3.38)
11We could have also used G12,O instead of G
1
1,O.
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We expand this correlator as a sum of blocks
A1 =
∑
O
G20,O(u, v) , (4.38a)
B1 =
∑
O
G21,O(u, v) , (4.38b)
B2 =
∑
O
G22,O(u, v) . (4.38c)
As before, we apply (4.8) to (3.38), and we find three eigen equations
λG20,O = + 2
(
q
(
(v − 1)2 − u(v + 1)
)
+ u+ v − 1
)
∂vG
2
0,O − 4uv(u− v + 1)∂u∂vG
2
0,O
−
2(u+ v − 1)G22,O
v
− 2qu(u− v + 1)∂uG
2
0,O + 2u
2(−u + v + 1)∂2uG
2
0,O
+
1
6
q(−3qu+ 3(q − 2)v − 5q + 6u+ 6)G20,O − 4G
2
1,O + 2v
(
(v − 1)2
−u(v + 1)) ∂2vG
2
0,O (4.39a)
λG21,O = 2u
2∂uG
2
0,O + 2uv∂vG
2
0,O + (q − 2)uG
2
0,O − 2u(q(u− v + 1)− 2u+ 1)∂uG
2
1,O
+ 2
(
q
(
(v − 1)2 − u(v + 1)
)
+ 2uv + u+ v − 1
)
∂vG
2
1,O + 4u
2∂uG
2
2,O
+ 2u(2v − 3)∂vG
2
2,O − 4uv(u− v + 1)∂u∂vG
2
1,O + 2u
2(−u+ v + 1)∂2uG
2
1,O
+ 2v
(
(v − 1)2 − u(v + 1)
)
∂2vG
2
1,O +
2(q − 2)u(v − 1)G22,O
v
+
(
−
1
6
q2(3u− 3v + 5) + q(3u− v + 2)− 4u+ 2
)
G21,O , (4.39b)
λG22,O = − 2uv∂uG
2
0,O − 2(v − 1)v∂vG
2
0,O − (q − 2)vG
2
0,O − 4uv∂uG
2
1,O
+
(
2q
(
(v − 1)2 − u(v + 1)
)
+ 8u− 4(v − 2)(v − 1)
)
∂vG
2
2,O
− 4uv(u− v + 1)∂u∂vG
2
2,O − 2u(q(u− v + 1) + 2v − 3)∂uG
2
2,O
+ 2v
(
(v − 1)2 − u(v + 1)
)
∂2vG
2
2,O + 2u
2(−u+ v + 1)∂2uG
2
2,O
− 2(q − 2)vG21,O +
(
−
1
6
q2(3u+ 5) +
2(q − 4)(u− 1)
v
+ q(u+ 6)
+
1
2
(q − 4)(q − 2)v − 12
)
G22,O + 2v(1− 2v)∂vG
2
1,O . (4.39c)
The three-point function between J and Φ is given by
〈Φ(z1)J (z2)OI(z3)〉 =
1
〈3¯ 1〉q 〈3¯ 2〉 〈2¯ 3〉
tI
(
Z3(21)
)
. (4.40)
Imposing (3.2) and (3.4)12, we find three possible operators that can be exchanged in
12In order to impose those constraints, we use (3.7), just as we did with the four-point functions.
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the t-channel:
OI : tI
O(ℓ,ℓ)(−ℓ/2,q−ℓ/2) :
X(ℓ)
(X2)1+ℓ
, (4.41a)
O(ℓ,ℓ+1)((3+2∆−2q)/4,(−3+2∆−2q)/4) :
Θ¯α˙X(ℓ)
(X2)(ℓ+q+3/2−∆)/2
, (4.41b)
O(ℓ+1,ℓ)((3+2∆−2q)/4,(−3+2∆−2q)/4) :
(XΘ¯)αX(ℓ)
(X2)(ℓ+q+1/2−∆)/2
. (4.41c)
Note that in (4.41a), the dimension of the exchanged operator is ∆ = q − ℓ, which
for ℓ = 0 is a known short multiplet, O = Φ¯, and for ℓ > 0 the multiplet will be non-
unitary. Regardless of this, we will solve the super Casimir for an operator with arbitrary
dimension.
Just as before, we will look at the OPEs between φ× J , ψα× J and φ× jα and from
there make an ansatz for the A1, B1 and B2 functions. Taking the term proportional to
(θ2θ¯4) in the LHS of (3.38), we find
〈J ψα φ
∗ j¯α˙〉 = 4a0
[(
B1
u1/2
+
u1/2
v
B2
)
T
4
αα˙ +
u1/2
v
B2 T
2
αα˙
]
, (4.42)
where 13
T
1 ≡ K4I
42 , T2 ≡ K4I
42
31 , K4 = 〈12〉
− q
2
− 3
2 〈13〉
3
2
− q
2 〈14〉q−2〈24〉
1
2
− q
2 〈34〉−
q
2
− 3
2 ,
(4.43)
and a0 =
i
e2 e4
.
Now we proceed to analyze the J × φ, jα × φ and ψ × J OPEs. For (4.41a), since
the three-point function has total U(1)R charge 0, the only terms appearing in the
J × φ are the lowest component of the long multiplet being exchange and its QQ¯ and
(QQ¯)2 descendants. For both jα × φ and ψ × J OPEs, following the same argument,
only the Q and Q2Q¯ descendants of the lowest component of the multiplet can appear.
Summarizing,
J × φ ∼ A(ℓ)∆ +B
(ℓ+1)
∆+1 + C
(ℓ−1)
∆+1 +D
(ℓ)
∆+2 , (4.44a)
jα × φ ∼ ξ
(ℓ+1,ℓ)
∆+1/2 + ξ
(ℓ−1,ℓ)
∆+1/2 + χ
(ℓ,ℓ+1)
∆+3/2 + χ
(ℓ,ℓ−1)
∆+3/2 , (4.44b)
∼ ψ × J . (4.44c)
Both (4.41b) and (4.41c) have U(1)R-charge one, therefore, in the J×φ OPE we only
find Q¯ and Q¯2 descendants of the lowest component of the exchanged multiplet. Finally,
for both jα × φ and ψ × J OPEs, following the same argument, we find the that lowest
component of the long multiplet being exchange and its QQ¯ and (QQ¯)2 descendants
appear in the OPE. Therefore, the OPEs from the three-point function (4.41b) are
J × φ ∼ A(ℓ+1)∆+1/2 +B
(ℓ)
∆+3/2 , (4.45a)
jα × φ ∼ ξ
(ℓ+1,ℓ)
∆ + χ
(ℓ+2,ℓ+1)
∆+1 + χ
(ℓ,ℓ+1)
∆+1 + χ
(ℓ,ℓ−1)
∆+1 + η
(ℓ+1,ℓ)
∆+2 , (4.45b)
13
T
i here should not be confused with the ones used in the s-channel.
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and for (4.41c), we find the following OPEs
J × φ ∼ A(ℓ)∆+1/2 +B
(ℓ+1)
∆+3/2 , (4.46a)
jα × φ ∼ ξ
(ℓ,ℓ+1)
∆ + χ
(ℓ+1,ℓ+2)
∆+1 + χ
(ℓ+1,ℓ)
∆+1 + χ
(ℓ−1,ℓ)
∆+1 + η
(ℓ,ℓ+1)
∆+2 , (4.46b)
with ψα × J ∼ jα × φ. The reader should keep in mind that although A and its QQ¯
descendants have the same U(1)R-charge as the supermultiplet in (4.44), this is no longer
true in (4.45) and (4.46).
Thus, in the case the exchange operator is O(ℓ,ℓ)(q−ℓ/2,−ℓ/2), we have
G20,O(u, v) = g
2−q,q−2
∆,ℓ + c1g
2−q,q−2
∆+1,ℓ+1 + c2g
2−q,q−2
∆+1,ℓ−1 + c3g
2−q,q−2
∆+2ℓ , (4.47)
and
4a0
[(
G21,O
u1/2
+
u1/2
v
G22,O
)
T
4
αα˙ +
u1/2
v
G22,O T
2
αα˙
]
= c4W
1,seed
∆+1/2,ℓ,1 + c5W
1,dual seed
∆+1/2,ℓ−1,1
+ c6W
1,dual seed
∆+3/2,ℓ,1 + c7W
1,seed
∆+3/2,ℓ−1,1 ,
(4.48)
with
W 1,seed∆,ℓ,1 =W
seed
〈JψαO
(ℓ,ℓ+1)
∆ 〉〈O
(ℓ+1,ℓ)
∆ φ
∗j¯α˙〉
, (4.49a)
W 1,dual seed∆,ℓ,1 =W
seed
〈JψαO
(ℓ+1,ℓ)
∆ 〉〈O
(ℓ,ℓ+1)
∆ φ
∗j¯α˙〉
. (4.49b)
Plugging this ansatz in (4.39) gives us
c1 = −
(∆− q + ℓ)(∆ + q + ℓ− 2)2
4(∆ + ℓ)(∆ + ℓ + 1)(∆ + q + ℓ)
, (4.50a)
c2 = −
(∆− q − ℓ− 2)(∆ + q − ℓ− 4)2
4(∆− ℓ− 2)(∆− ℓ− 1)(∆ + q − ℓ− 2)
, (4.50b)
c3 =
(∆− q − ℓ− 2)(∆ + q − ℓ− 4)2(∆− q + ℓ)(∆ + q + ℓ− 2)2
16(∆− ℓ− 2)(∆− ℓ− 1)(∆ + ℓ)(∆ + ℓ+ 1)(∆ + q − ℓ− 2)(∆ + q + ℓ)
, (4.50c)
c4 = −
4ia0(∆ + q + ℓ− 2)
∆ + q + ℓ
, (4.50d)
c5 =
4ia0ℓ(−∆− q + ℓ+ 4)
(ℓ+ 1)(−∆− q + ℓ + 2)
, (4.50e)
c6 = −
ia0∆(∆ + q − ℓ− 4)(∆− q + ℓ)(∆ + q + ℓ− 2)
2
(∆− 1)(∆ + ℓ)(∆ + ℓ+ 1)(∆ + q − ℓ− 2)(∆ + q + ℓ)
, (4.50f)
c7 =
ia0∆ℓ(∆− q − ℓ− 2)(∆ + q − ℓ− 4)2(∆ + q + ℓ− 2)
(∆− 1)(ℓ+ 1)(∆− ℓ− 2)(∆− ℓ− 1)(∆ + q − ℓ− 2)(∆ + q + ℓ)
, (4.50g)
When exchanging an O(ℓ+1,ℓ)((−3+2∆−2q)/4,(3+2∆−2q)/4) operator, we have
G20,O = g
2−q,q−2
∆+1/2,ℓ+1 + c1g
2−q,q−2
∆+3/2,ℓ , (4.51)
30
and
4a0
[(
G21,O
u1/2
+
u1/2
v
G22,O
)
T
4
αα˙ +
u1/2
v
G22,O T
2
αα˙
]
= c2W
1,seed
∆,ℓ,1 + c3W
1,seed
∆+1,ℓ+1,1
+ c4W
1,dual seed
∆+1,ℓ,1 + c5W
1,seed
∆+1,ℓ−1,1
+ c6W
1,seed
∆+2,ℓ,1 . (4.52)
Plugging this ansatz in (4.39) gives us
c1 = −
(2∆− 3)(ℓ+ 2)(2∆− 2q − 2ℓ− 1)(2∆ + 2q − 2ℓ− 9)
4(2∆− 1)(ℓ+ 1)(2∆− 2ℓ− 5)(2∆− 2ℓ− 3)
, (4.53a)
c2 = − ia0(2∆− 2q + 2ℓ+ 3) , (4.53b)
c3 = −
ia0(2∆− 2q + 2ℓ+ 7)(2∆ + 2q + 2ℓ− 1)2
4(2∆ + 2ℓ+ 1)(2∆ + 2ℓ+ 3)
, (4.53c)
c4 = −
ia0(2∆− 2q − 2ℓ− 1)(2∆ + 2q − 2ℓ− 9)(4∆ℓ+ 6∆− 2q − 4ℓ− 3)
4(2∆− 3)(2∆− 1)(ℓ+ 1)(ℓ+ 2)
, (4.53d)
c5 =
ia0ℓ(ℓ+ 2)(2∆− 2q − 2ℓ− 1)(2∆+ 2q − 2ℓ− 9)(2∆− 2q + 2ℓ+ 3)
4(ℓ+ 1)2(2∆− 2ℓ− 5)(2∆− 2ℓ− 3)
, (4.53e)
c6 =
ia0(2∆− 3)(2∆ + 1)(2∆− 2q − 2ℓ− 1)(2∆ + 2q − 2ℓ− 9)(2∆− 2q + 2ℓ+ 7)
16(2∆− 1)2(2∆− 2ℓ− 5)(2∆− 2ℓ− 3)(2∆ + 2ℓ+ 1)(2∆+ 2ℓ+ 3)
× (2∆ + 2q + 2ℓ− 1)2 . (4.53f)
Finally, for the exchange of an O(ℓ,ℓ+1)((−3+2∆−2q)/4,(3+2∆−2q)/4) operator, we have
G20,O = g
2−q,q−2
∆+1/2,ℓ + c1g
2−q,q−2
∆+3/2,ℓ+1 , (4.54)
and
4a0
[(
G21,O
u1/2
+
u1/2
v
G22,O
)
T
4
αα˙ +
u1/2
v
G22,O T
2
αα˙
]
= c2W
1,dual seed
∆,ℓ,1 + c3W
1,dual seed
∆+1,ℓ+1,1
+ c4W
1,seed
∆+1,ℓ,1 + c5W
1,dual seed
∆+1,ℓ−1,1
+ c6W
1,dual seed
∆+2,ℓ,1 . (4.55)
Plugging this ansatz in (4.39) gives us
c1 = −
(2∆− 3)(ℓ+ 1)(2∆− 2q + 2ℓ+ 5)(2∆ + 2q + 2ℓ− 3)
4(2∆− 1)(ℓ+ 2)(2∆ + 2ℓ+ 1)(2∆+ 2ℓ+ 3)
, (4.56a)
c2 = −
ia0(ℓ+ 1)(−2∆ + 2q + 2ℓ+ 3)
ℓ+ 2
, (4.56b)
c3 = −
ia0(ℓ+ 1)(2∆− 2q − 2ℓ− 3)(2∆− 2q + 2ℓ+ 5)(2∆ + 2q + 2ℓ− 3)
4(ℓ+ 2)(2∆ + 2ℓ+ 1)(2∆+ 2ℓ+ 3)
, (4.56c)
c4 = −
ia0(2∆− 2q + 2ℓ+ 5)(2∆ + 2q + 2ℓ− 3)(4∆ℓ+ 6∆+ 2q − 4ℓ− 9)
4(2∆− 3)(2∆− 1)(ℓ+ 2)2
, (4.56d)
c5 =
ia0ℓ(2∆− 2q − 2ℓ+ 1)(2∆ + 2q − 2ℓ− 7)2
4(ℓ+ 1)(2∆− 2ℓ− 5)(2∆− 2ℓ− 3)
, (4.56e)
c6 = −
ia0(2∆− 3)(2∆ + 1)(ℓ+ 1)(2∆− 2q − 2ℓ+ 1)(2∆ + 2q − 2ℓ− 7)2
16(2∆− 1)2(ℓ+ 2)(2∆− 2ℓ− 5)(2∆− 2ℓ− 3)(2∆ + 2ℓ+ 1)(2∆ + 2ℓ+ 3)
× (2∆− 2q + 2ℓ+ 5)(2∆ + 2q + 2ℓ− 3) . (4.56f)
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We point out that the superconformal blocks for the lowest components agree with
the results found in [32]. Just as before, the normalization a0 is irrelevant for the blocks
of the lowest components, as expected. Again, we only needed to solve two eigenvalue
equations and the third was identically satisfied. In the case of (4.44) we could have
used either G21,O or G
2
2,O. In the case were the lowest component of the exchanged long
multiplet was not present in the OPE, things were different: for (4.45), the eigenequation
for G20,O we were able to fix all the ci coefficients but one, which was fixed using G
2
2,O,
while G21,O did not give us any new information; the converse statement is true for (4.46),
where we used G21,O to fix the remaining constant, while G
2
2,O was identically satisfied.
4.3
〈
OOΦ Φ¯
〉
So far, we have studied a special case where we only have short multiplets. As we saw in
the previous section, we can replace the current multiplet and still have a simple four-
point function. In (3.31) and (3.39) we replaced the current multiplet for two arbitrary
long multiplets such that the total U(1)R-charge is zero. We will now work in the special
case where q1 = q¯2 and q2 = q¯1. We will assume q1 6= q¯1. The special case where the
long multiplet has zero U(1)R-charge is very similar to the case of two current multiplets
and it was studied in detail in [32]. Since the lowest component of the long multiplet is
a complex field, we cannot make a distinction between even and odd spin cases, as in
(4.31). Therefore, the ansatz for the A1 function will be very similar to the one given
for the chiral case, see (4.15). In the t-channel, we will study the same long multiplets
being exchanged as in (4.41) and we will obtain very similar results to (4.50), (4.53) and
(4.56).
s-channel
In the case where we replace the current multiplets by a long and its conjugated, (3.31)
now reads〈
Op,p¯(z1)O
†
p¯,p(z2) Φ(z3) Φ¯(z4)
〉
=
1
〈1¯ 2〉p¯ 〈2¯ 1〉p 〈4¯ 3〉q
(A1 + 4i [(222)− (422)]B1
+4i [(242)− (442)]B2 +
[
(222)2
+2(222)(422) + (422)2
]
C1
)
. (4.57)
First, we expand the correlator
A1 =
∑
O
G30,O(u, v) , (4.58a)
B1 =
∑
O
G31,O(u, v) , (4.58b)
B2 =
∑
O
G32,O(u, v) , (4.58c)
C1 =
∑
O
G33,O(u, v) . (4.58d)
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Acting with super Casimir (4.8) on the chirals we find four eigen equations,
λG30,O = 2u
2(−u+ v + 1)∂2uG
1
0,O − 2
(
2uv + u− 2v2 + 3v − 1
)
∂vG
1
0,O
− 4u(u− v + 1)∂uG
1
0,O − 4uv(u− v + 1)∂u∂vG
1
0,O + 2v
(
(v − 1)2
−u(v + 1)) ∂2vG
1
0,O +
2(u+ v − 1)G11,O
v
+ 4G12,O , (4.59a)
λG31,O = 2u
2(−u+ v + 1)∂2uG
1
1,O − 4u
2∂uG
1
1,O − 4uv∂uG
1
2,O − 4uv(u− v + 1)∂u∂vG
1
1,O
+ 2(−2uv + u+ v − 1)∂vG
1
1,O + 2v
(
(v − 1)2 − u(v + 1)
)
∂2vG
1
1,O − 4v
2∂vG
1
2,O
−
2(u+ v − 1)G11,O
v
, (4.59b)
λG32,O = 2u
2(−u+ v + 1)∂2uG
1
1,O − 4u
2∂uG
1
1,O − 4uv∂uG
1
2,O − 4uv(u− v + 1)∂u∂vG
1
1,O
+ 2(−2uv + u+ v − 1)∂vG
1
1,O + 2v
(
(v − 1)2 − u(v + 1)
)
∂2vG
1
1,O − 4v
2∂vG
1
2,O
−
2(u+ v − 1)G11,O
v
−
4
4v
G33,O , (4.59c)
λG33,O = 2u
2(−u+ v + 1)∂2uG
3
3,O − 4uv(u− v + 1)∂u∂vG
3
3,O −
2(u+ v − 1)
v
G33,O
+ 2(u+ v − 1)∂vG
3
3,O + 2v
(
(v − 1)2 − u(v + 1)
)
∂2vG
3
3,O . (4.59d)
Note that the eigen equations for G30,O and G
3
1,O are the same as in (4.21). The eigen
equation for G32,O has an extra −
4
4v
G33,O term compared to the one in (4.21).
Again, we look at the three-point functions in order to make an ansatz for A1 and
the Bi functions, and also for C1. We know that the only contribution to the super blocks
comes from a O(ℓ)(∆/2,∆/2) multiplet (4.11). The three-point function between the longs
and such operator was already written in the introduction,〈
O(p,p¯)(z1)O
†
(p¯,p)(z2)O
(ℓ)
(∆/2,∆/2)(z3)
〉
=
1
〈1¯ 3〉p¯ 〈3¯ 1〉p 〈2¯ 3〉p 〈3¯ 2〉p¯
1(
X · X¯
)p+p¯−(∆−ℓ)/2
×
[
λ
(1)
+ t
(ℓ)
1+ + λ
(2)
− t
(ℓ)
2− + λ
(3)
− t
(ℓ)
3− + λ
(4)
4 t
(ℓ)
4+
]
,
(4.60)
with
t
(ℓ)
1+ = X
(ℓ)
+ , t
(ℓ)
4+ = X
(ℓ)
+
Θ2Θ¯2
X · X¯
, (4.61a)
t
(ℓ)
2− = X
(ℓ−1
+ X
1)
− , t
(ℓ)
3− = X
(ℓ)
+
X+ ·X−
X · X¯
. (4.61b)
The subscript tℓi± means that under z1 ↔ z2, t
ℓ
i± → ±(−)
ℓtℓi±. The structures appearing
in (4.60) are the same as the ones appearing in (4.27), but since there are no constraints
that can be imposed to the long multiplets, there is no equation relating them.
In order to get the mp+p¯ ×m∗p+p¯ OPE, being mp+p¯ the lowest component of the long
multiplets, see (4.22), we perform a similar analysis to the ones we have carried out
so far. Since the t
(ℓ)
1+ structure does not vanish when taking the fermionic coordinates
to zero, and the three-point function (4.60) has zero U(1)R-charge, its contribution to
the OPE will have the lowest operator of the exchanged long multiplet, its QQ¯ and
its (QQ¯)2 descendants. Both t(ℓ)2− and t
(ℓ)
3− are proportional to Θ3(12) Θ¯3(12), thus, they
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will only contribute with the QQ¯ and (QQ¯)2 descendants of the lowest operator of the
exchanged multiplet to the OPE. Finally, t
(ℓ)
4+ is proportional to (Θ3(12) Θ¯3(12))
2, therefore,
its only contribution to the OPE is the (QQ¯)2 descendant of the lowest component of
the exchanged multiplet. Summarizing, the OPE between the lowest component of the
long multiplets is
mp+p¯ ×m
∗
p+p¯ ∼ A
(ℓ)
∆ +B
(ℓ+1)
∆+1 + C
(ℓ−1)
∆+1 +D
(ℓ)
∆+2 , (4.62)
which is of the same form as the φ × φ∗ OPE, (4.14). Thus, the ansatz for A1 is given
by (4.15):
G30,O(u, v) = c1g∆,ℓ + c2g∆+1,ℓ+1 + c3g∆+1,ℓ−1 + c4g∆+2,ℓ , (4.63)
but now we note that, unlike the 〈ΦΦ†ΦΦ†〉 the ci coefficients depends on several three-
point functions coefficients. While c1 only depends on λ
(1)
+ , while both c2 and c3 are
functions of λ
(1)
+ , λ
(2)
− and λ
(3)
− , and finally c4 will depend on all the three-point function
coefficients [9, 10], following our previous discussion.
For the Bi functions, we again look at the term proportional to θ2θ¯4. This turns
out to be again (4.25), replacing the dimension fo the current multiplet by p + p¯. The
mp+p¯×n
†
(p+p¯)α OPE, being n(p+p¯)α˙ the first Q¯ descendant of the long multiplet, is of the
same form as the J×jα OPE, (4.33): studying the terms proportional to θ2 in the three-
point function (4.60), we find that the t
(ℓ)
1+, t
(ℓ)
2− and t
(ℓ)
3− structures contribute with the
Q¯ and QQ¯2 descendants of the lowest component of the exchanged multiplet, while t(ℓ)4+
only contributes with the QQ¯2 descendants of the lowest component of the exchanged
multiplet. Therefore, the required OPE is
mp+p¯ × n
†
(p+p¯)α ∼ ξ
(ℓ+1,ℓ)
∆+1/2 + ξ
(ℓ−1,ℓ)
∆+1/2 + χ
(ℓ,ℓ+1)
∆+3/2 + χ
(ℓ,ℓ−1)
∆+3/2 . (4.64)
Thus, our ansatz for G31,O and G
3
2,O is now given by
4a0
[(
1
u1/2
G32,O +
u1/2
v
G31,O
)
T
4
αα˙ +
u1/2
v
G31,OT
2
αα˙
]
= c5W
2,seed
∆+1/2,ℓ,1 + c6W
2,seed
∆+3/2,ℓ−1,1
+ c7W
2,dual seed
∆+1/2,ℓ−1,1 + c8W
2,dual seed
∆+3/2,ℓ,1 .
(4.65)
with a0 =
i
e8 e6
and
W 2,seed∆,ℓ,1 = W
seed
〈mp+p¯r
†
p+p¯+1/2,α
O
(ℓ,ℓ+1)
∆ 〉〈O
(ℓ+1,ℓ)
∆ φψ¯α˙〉
, (4.66a)
W 2,dual seed∆,ℓ,1 = W
seed
〈mp+p¯r
†
p+p¯+1/2,α
O
(ℓ+1,ℓ)
∆ 〉〈O
(ℓ,ℓ+1)
∆ φψ¯α˙〉
. (4.66b)
Finally, we need to give an ansatz for G33,O, which can be done by looking at the term
proportional to θ22 θ¯
2
4 in the four-point function:
〈mp+p¯ op+p¯+1 φF
∗〉 = −
1
2
a1K6
u1/2
v
G33,O , (4.67)
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with a1 =
1
e10e7
and
K6 =
1
〈1 2〉p+p¯ 〈3 4〉q
(
〈1 3〉
〈1 2〉 〈3 4〉 〈2 4〉
)1/2
. (4.68)
In order to give an ansatz for (4.67), we need to look at the mp+p¯×op+p¯+1 and φ×F ∗
OPEs. These OPEs can be found by looking at the terms proportional to θ22 in (4.60)
and to θ21 in (4.11). The only term appearing in those expansions is proportional to θ¯
2
3,
which corresponds to a Q¯2 descendant of the O(ℓ) long multiplet. Thus, our OPEs are
mp+p¯ × op+p¯+1 ∼ E
ℓ
∆+1 (4.69)
and
φ× F ∗ ∼ Eℓ∆+1 . (4.70)
Our ansatz for G33,O is then given by
−
1
2
a1
u1/2
v
G33,O = c9g∆+1,ℓ , (4.71)
Note that this ansatz satisfies (4.59d) identically.
Solving the eigenvalue equations with these ansatz, we obtain
c5 = ia0c1(∆ + ℓ) + 4ia0c2(∆ + ℓ+ 1) , (4.72a)
c6 =
ia0c3∆ℓ(∆ + ℓ)
(∆− 1)(ℓ+ 1)
+
4ia0c4∆ℓ(∆ + ℓ+ 1)
(∆− 1)(ℓ+ 1)
, (4.72b)
c7 =
ia0c1ℓ(−∆+ ℓ+ 2)
ℓ+ 1
+
4ia0c3ℓ(−∆+ ℓ+ 1)
ℓ+ 1
, (4.72c)
c8 = −
ia0c2∆(∆− ℓ− 2)
∆− 1
−
4ia0c4∆(∆− ℓ− 1)
∆− 1
, (4.72d)
c9 =
a1c1(∆− 2)(∆− ℓ− 2)(∆ + ℓ)
4(∆− 1)
+
4a1c4∆(∆− ℓ− 1)(∆ + ℓ+ 1)
∆− 1
−
a1c2(ℓ+ 2)(−∆+ ℓ+ 2)(∆ + ℓ+ 1)
ℓ+ 1
−
a1c3ℓ(−∆+ ℓ+ 1)(∆ + ℓ)
ℓ+ 1
, (4.72e)
while leaving c1, c2, c3 and c4 unfixed. In order to fix those coefficients, one can, for
example, use the supershadow formalism [10].
t-channel
For the t-channel, the four-point function (3.39) reads
〈
O(p,p¯)(z1) Φ(z2) Φ¯(z3)O
†
(p¯,p)(z4)
〉
=
u−
q+p+p¯
2 vq
〈1¯ 4〉p¯ 〈4¯ 1〉p 〈3¯ 2〉q
(A1 + 4i [(111)− (311)]B1
+4i [(131)− (331)]B2 + (111)
2C1 + (311)
2C1
+2(111)(311)C1) (4.73)
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Expanding the correlator14
A1 =
∑
O
G4
0,O˜
(u, v) , (4.74a)
B1 =
∑
O
G4
1,O˜
(u, v) , (4.74b)
B2 =
∑
O
G4
2,O˜
(u, v) , (4.74c)
C1 =
∑
O
G4
3,O˜
(u, v) . (4.74d)
The super Casimir equations are now more complicated than the ones involving the
current multiplet (4.39). Applying (4.8) we obtain four eigenvalue equations
λG4
0,O˜
= 2u2(u− v − 1)∂uG
4
2,O˜
+ 2uv(u− v + 1)∂uG
4
1,O˜
+ 2uv(u− v + 1)∂vG
4
2,O˜
+ 2v
(
u(v + 1)− (v − 1)2
)
∂vG
4
1,O˜
+ uG4
2,O˜
((p+ p¯− q)(−u+ v + 1) + 4)
− v(u− v + 1)(p+ p¯− q)G4
1,O˜
, (4.75a)
λG4
1,O˜
= ∂vG
4
0,O˜
((
2u(v + 1)− 2(v − 1)2
)
(p+ p¯− q + 1)− 2u(3v + 2) + 6v2 − 10v + 4
)
+ 2u(u− v + 1)(p+ p¯− q − 2)∂uG
4
0,O˜
+ 2u2(−u+ v + 1)∂2uG
4
0,O˜
− 4uv(u− v + 1)∂u∂vG
4
0,O˜
+ 2v
(
(v − 1)2 − u(v + 1)
)
∂2vG
4
0,O˜
−
2(u+ v − 1)G4
2,O˜
v
− 4G4
1,O˜
+ G4
0,O˜
(
+
2
3
(p+ p¯− q + 1)(2p+ 3u− 3v + 4)
(−3u+ 3v − 5)(p+ p¯− q + 1)2 +
1
6
(−8p(p+ 1)− 9u+ 9v − 11)
)
+
1
4
G4
3,O˜
,
(4.75b)
λG4
2,O˜
= 2pu2∂uG
4
0,O˜
+ 2puv∂vG
4
0,O˜
− pu(p+ p¯− q)G4
0,O˜
+ 2u2(−u+ v + 1)∂2uG
4
1,O˜
+ ∂vG
4
1,O˜
((
2u(v + 1)− 2(v − 1)2
)
(p+ p¯− q + 1)− 2u(v + 2)
+6v2 − 10v + 4
)
+ 2u∂uG
4
1,O˜
((u− v + 1)(p+ p¯− q + 1)− (u− 3v + 4))
+ 4u2∂uG
4
2,O˜
+ 2u(2v − 3)∂vG
4
2,O˜
− 4uv(u− v + 1)∂u∂vG
4
1,O˜
+ 2v
(
(v − 1)2 − u(v + 1)
)
∂2vG
4
1,O˜
+ G4
1,O˜
(
1
6
(
−8p2 + 4p+ 3u+ 9v + 7
)
+
1
6
(−3u+ 3v − 5)(p+ p¯− q + 1)2 +
1
3
(4p− 6v + 5)(p+ p¯− q + 1)
)
−
2u(v − 1)(p+ p¯− q)G4
2,O˜
v
, (4.75c)
14Unfortunately, we have run out of letters for the exchanged long multiplet.
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λG4
3,O˜
= −
16
v
(p− 1)u2(u− v − 1)∂uB2 − 16(p− 1)u(u− v + 1)∂uB1
− 16(p− 1)u(u− v + 1)∂vB2 − 16(p− 1)
(
u(v + 1)− (v − 1)2
)
∂vB1
−
8u
v
(p− 1)((p+ p¯)(−u+ v + 1) + q(u− v − 1) + 4)B2
+ 8(p− 1)(u− v + 1)(p+ p¯− q)B1 + 2u
2(−u+ v + 1)∂2uC1
− 2u((p+ p¯)(−u+ v − 1) + q(u− v + 1) + 2)∂uC1
− 2
(
u(v + 1)− (v − 1)2
)
(−p− p¯+ q)∂vC1 − 4uv(u− v + 1)∂u∂vC1
+ 2v
(
(v − 1)2 − u(v + 1)
)
∂2vC1 +
1
6
C1(u, v)
(
−4q(p− p¯) + q2(−3u+ 3v − 5)
− 3(p+ p¯)(p+ p¯+ 2)(u− v + 1)− 2(p− p¯− 6)(p− p¯)
+6q((p+ p¯)(u− v + 1) + u− v + 3)) (4.76)
The next step can be guessed by the reader: we will look at the three-point functions
and see which operators are being exchanged. Most of the work was already done in
(4.41), where we note that now (4.41a) does not have a fixed power in the denominator,
and since there is no conservation equation for the long multiplet, there is another
structure. The three-point function is〈
Φ(z1) O˜(p,p¯)(z2)OI(z3)
〉
=
1
〈3¯ 1〉q 〈3¯ 2〉p 〈2¯ 3〉p¯
tI
(
Z3(21)
)
. (4.77)
The long multiplet version of (4.41) reads
OI : tI
O˜(ℓ,ℓ)((∆−p+p¯−q)/2,(∆+p−p¯+q)/2) :
X(ℓ)
(X2)(−∆+p+p¯+q+ℓ)/2
, (4.78a)
O˜(ℓ,ℓ+1)((∆−p+p¯−q+3/2)/2,(∆+p−p¯+q−3/2)/2) :
Θ¯α˙X(ℓ)
(X2)(−∆+p+p¯+q+ℓ+1/2)/2
, (4.78b)
O˜(ℓ+1,ℓ)((∆−p+p¯−q+3/2)/2,(∆+p−p¯+q−3/2)/2) :
(XΘ¯)αX(ℓ)
(X2)(−∆+p+p¯+q+ℓ+3/2)/2
. (4.78c)
We will make an ansatz for G4
0,O˜
by inspecting the OPEs between the lowest com-
ponent of the multiplets of O and Φ. The ansatz for the G4
1,O˜
and G4
2,O˜
functions will
come from the OPEs of the Q-descendants of the lowest component of the multiplets
and (4.42), where we only need to change the dimension of the current multiplet for
the dimension of the long multiplet. Since (4.41a), (4.41b) and (4.41c) have the same
structures as (4.78a), (4.78b) and (4.78c), respectively, the OPEs for those cases are the
same as the ones given in (4.44), (4.45) and (4.45), and we only need to replace the J
and its Q and Q¯ descendants by mp+p¯ and its Q and Q¯ descendants. Finally the ansatz
for G4
3,O˜
will come from the Q2-descendants of the lowest components of the multiplets,
as we saw previously in the s-channel case.
When exchanging an O˜(ℓ,ℓ)((∆+p−p¯+q)/2,(∆−p+p¯−q)/2) long multiplet, the ansatz are similar
to (4.47) and (4.48), and we have
G4
0,O˜
= gp+p¯−q,q−p−p¯∆,ℓ + c1g
p+p¯−q,q−p−p¯
∆+1,ℓ+1 + c2g
p+p¯−q,q−p−p¯
∆+1,ℓ−1 + c3g
p+p¯−q,q−p−p¯
∆+2ℓ , (4.79)
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and
4a0
[(
G4
1,O˜
u1/2
+
u1/2
v
G4
2,O˜
)
T
4
αα˙ +
u1/2
v
G4
2,O˜
T
2
αα˙
]
= c4W
3,seed
∆+1/2,ℓ,1 + c5W
3,dual seed
∆+1/2,ℓ−1,1
+ c6W
3,dual seed
∆+3/2,ℓ,1 + c7W
3,seed
∆+3/2,ℓ−1,1 .
(4.80)
with
W 3,seed∆,ℓ,1 = W
seed
〈mp+p¯ψαO
(ℓ,ℓ+1)
∆ 〉〈O
(ℓ+1,ℓ)
∆ φ
∗n†
p+p¯+1/2,α˙
〉
, (4.81a)
W 3,dual seed∆,ℓ,1 = W
seed
〈mp+p¯O
(ℓ+1,ℓ)
∆ 〉〈O
(ℓ,ℓ+1)
∆ φ
∗n†
p+p¯+1/2,α˙
〉
, (4.81b)
and a0 =
i
e4 e9
.
Finally, in order to find an ansatz for G4
3,O˜
, we look at the term proportional to θ22 θ¯
2
4
in the four-point function:
〈
mp+p¯ F φ
∗ o∗p+p¯
〉
= −
1
2
a1K7
1
u1/2
G4
3,O˜
, (4.82)
with a0 =
1
e5 e11
and
K7 =
(
〈1 4〉
〈1 3〉
)q (〈2 4〉
〈1 4〉
)p+p¯( 〈1 3〉
〈1 2〉 〈2 4〉 〈3 4〉
)(p+p¯+q+1)/2
. (4.83)
To find the mp+p¯ × F and op+p¯+1 × φ OPEs is similar to the s-channel case. By
taking (4.78a) θ1 = θ¯1 = θ¯2 = 0 and looking at the terms proportional to θ
2
2 we only
find a θ¯23 term, which corresponds to a Q¯
2 descendant of the lowest component of the
exchanged multiplet. For the second OPE we look at the term proportional to θ21 while
taking θ¯1 = θ2 = θ¯2 = 0, which again we only find a θ¯
2
3 term which corresponds to the
same descendant. Therefore
mp+p¯ × F ∼ E
ℓ
∆+1 , (4.84)
op+p¯+1 × φ ∼ E
ℓ
∆+1 . (4.85)
Our ansatz for G4
3,O˜
now reads
−
1
2
a1
1
u1/2
G4
3,O˜
= c8g
p+p¯−q−1,q−p−p¯−1
∆+1,ℓ . (4.86)
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Using the super Casimir equations we find
c1 = −
1
4
m0,2m0,3 (4.87a)
c2 =
1
4
m0,1m0,4 (4.87b)
c3 = c1 c2 (4.87c)
c4 = − 4i a0 pm0,2 (4.87d)
c5 =
4i a0 p ℓm0,1
ℓ + 1
(4.87e)
c6 =
4i a0∆ pm0,1
∆− 1
c1 (4.87f)
c7 = −
4i a0∆ p ℓm0,2
(∆− 1)(ℓ+ 1)
c2 , (4.87g)
c8 = 4a1(p− 1) pm0,1m0,2 (4.87h)
with
m0,1 = −
−∆+ p+ p¯− q + ℓ+ 2
∆+ p− p¯+ q − ℓ− 2
(4.88a)
m0,2 = −
−∆+ p+ p¯− q − ℓ
∆+ p− p¯+ q + ℓ
(4.88b)
m0,3 =
(∆− p+ p¯− q + ℓ)(∆− p− p¯+ q + ℓ)
(∆ + ℓ)(∆ + ℓ+ 1)
(4.88c)
m0,4 = −
(−∆+ p+ p¯− q + ℓ+ 2)(−∆+ p− p¯ + q + ℓ+ 2)
(−∆+ ℓ+ 1)(−∆+ ℓ+ 2)
(4.88d)
When the exchanged operator is O˜(ℓ+1,ℓ)((∆+p−p¯+q−3/2)/2,(∆−p+p¯−q+3/2)/2) the ansatz for G
4
0,O˜
corresponds to, see (4.51),
G4
0,O˜
= g2−q,q−2∆+1/2,ℓ+1 + c1g
2−q,q−2
∆+3/2,ℓ , (4.89)
while the anstaz for G4
1,O˜
and G4
2,O˜
is given by, see (4.52),
4a0
[(
G4
1,O˜
u1/2
+
u1/2
v
G4
2,O˜
)
T
4
αα˙ +
u1/2
v
G4
2,O˜
T
2
αα˙
]
= c2W
3,seed
∆,ℓ,1 + c3W
3,seed
∆+1,ℓ+1,1
+ c4W
3,dual seed
∆+1,ℓ,1 + c5W
3,seed
∆+1,ℓ−1,1
+ c6W
3,seed
∆+2,ℓ,1 . (4.90)
The ansatz for G4
3,O˜
comes from the mp+p¯ × F and op+p¯+1 × φ OPEs, as in the previous
exchanged multiplet. The first OPE can be read by looking at the terms proportional
to θ22 and taking θ1 = θ¯1 = θ¯2 = 0, just as before. Looking at (4.78b), we find that
such terms are proportional to θ¯3 and θ¯
2
3, which in turn corresponds to the Q and Q
2Q¯
descendants of the lowest component of the exchanged long multiplet, thus
mp+p¯ × F ∼ G
ℓ
∆+1/2 +H
ℓ+1
∆+3/2 . (4.91)
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The op+p¯+1 × φ OPE is found by looking at the term proportional to θ21 while setting
θ¯1 = θ2 = θ¯2 = 0, which yields the same form as in (4.91):
op+p¯+1 × φ ∼ G
ℓ
∆+1/2 +H
ℓ+1
∆+3/2 . (4.92)
Therefore, our ansatz for G4
3,O˜
is
−
1
2
a1
1
u1/2
G4
3,O˜
= c7g
p+p¯−q−1,q−p−p¯−1
∆+1/2,ℓ + c8g
p+p¯−q−1,q−p−p¯−1
∆+3/2,ℓ+1 . (4.93)
Plugging (4.89), (4.90) and (4.93) into (4.75) and (4.76) why can find the ci coeffi-
cients:
c1 = −
(2∆− 3)(ℓ+ 2)(−2∆ + 2p+ 2p¯− 2q + 2ℓ+ 5)2(2∆− 2p+ 2p¯− 2q − 2ℓ− 1)
4(2∆− 1)(ℓ+ 1)(2∆− 2ℓ− 5)(2∆− 2ℓ− 3)(2∆+ 2p− 2p¯+ 2q − 2ℓ− 9)
(4.94a)
c2 = − ia0(2∆− 2p+ 2p¯− 2q + 2ℓ+ 3) (4.94b)
c3 = −
ia0(2∆ + 2p+ 2p¯− 2q + 2ℓ+ 3)(2∆− 2p− 2p¯+ 2q + 2ℓ+ 3)
4(2∆ + 2ℓ+ 1)(2∆ + 2ℓ+ 3)
× (2∆ + 2p− 2p¯+ 2q + 2ℓ− 1) (4.94c)
c4 =
i a0(2∆− 2p− 2p¯+ 2q − 2ℓ− 5)(4∆ℓ+ 6∆− 2p+ 2p¯− 2q − 4ℓ− 3)
(2∆− 3)(2∆− 1)(ℓ+ 1)(ℓ+ 2)
×
[
1
4
(−1 + 2∆− 2p+ 2p¯− 2q − 2ℓ)− (p− 1)
4∆ℓ+ 6∆− 2p+ 2p¯− 2q − 4ℓ− 3
2∆ + 2p− 2p¯+ 2q − 2ℓ− 9
]
,
(4.94d)
c5 =
(2∆− 1)ℓ
(1 + ℓ)(2∆− 3)
c1 c2 (4.94e)
c6 =
(1 + 2∆)(1 + ℓ)
(2 + ℓ)(2∆− 1)
c1 c3 (4.94f)
c7 =
a1(p− 1)(ℓ+ 2)(−2∆ + 2p− 2p¯+ 2q − 2ℓ− 3)(−2∆ + 2p+ 2p¯− 2q + 2ℓ+ 5)
(ℓ+ 1)(2∆ + 2p− 2p¯+ 2q − 2ℓ− 9)
(4.94g)
c8 =
a1(2∆− 3)(p− 1)(2∆− 2p− 2p¯+ 2q − 2ℓ− 5)(2∆ + 2p+ 2p¯− 2q + 2ℓ+ 3)
4(2∆− 1)(2∆ + 2ℓ+ 1)(2∆ + 2ℓ+ 3)
×
(2∆− 2p− 2p¯+ 2q + 2ℓ+ 3)(2∆ + 2p− 2p¯+ 2q + 2ℓ− 1)
(2∆ + 2p− 2p¯+ 2q − 2ℓ− 9)
(4.94h)
Finally, for an O˜(ℓ,ℓ+1)((∆+p−p¯+q−3/2)/2,(∆−p+p¯−q+3/2)/2) our ansatz for G
4
0,O˜
, G4
1,O˜
and G4
2,O˜
are, see (4.54) and (4.55),
G4
0,O˜
= g2−q,q−2∆+1/2,ℓ + c1g
2−q,q−2
∆+3/2,ℓ+1 (4.95)
and
4a0
[(
G4
1,O˜
u1/2
+
u1/2
v
G4
2,O˜
)
T
4
αα˙ +
u1/2
v
G4
2,O˜
T
2
αα˙
]
= c2W
3,dual seed
∆,ℓ,1 + c3W
3,dual seed
∆+1,ℓ+1,1
+ c4W
3,seed
∆+1,ℓ,1 + c5W
3,dual seed
∆+1,ℓ−1,1
+ c6W
3,dual seed
∆+2,ℓ,1 . (4.96)
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Finally, the mp+p¯ × F and op+p¯+1 × φ OPEs are the Q and Q2Q¯ descendants of the
lowest component of the exchanged long multiplet, which can be seen by comparing the
(4.78b) and (4.78c) correlators. Thus,
mp+p¯ × F ∼ G
ℓ+1
∆+1/2 +H
ℓ
∆+3/2 , (4.97)
op+p¯+1 × φ ∼ G
ℓ
∆+1/2 +H
ℓ+1
∆+3/2 . (4.98)
Therefore, our ansatz for G4
3,O˜
is
−
1
2
a1
1
u1/2
G4
3,O˜
= c7g
p+p¯−q−1,q−p−p¯−1
∆+1/2,ℓ+1 + c8g
p+p¯−q−1,q−p−p¯−1
∆+3/2,ℓ . (4.99)
The solutions are
c1 = −
(2∆− 3)(ℓ+ 1)(2∆− 2p+ 2p¯− 2q + 2ℓ+ 5)(2∆− 2p− 2p¯+ 2q + 2ℓ+ 1)2
4(2∆− 1)(ℓ+ 2)(2∆ + 2ℓ+ 1)(2∆ + 2ℓ+ 3)(2∆ + 2p− 2p¯+ 2q + 2ℓ− 3)
(4.100a)
c2 = −
ia0(ℓ+ 1)(−2∆ + 2p− 2p¯+ 2q + 2ℓ+ 3)
ℓ+ 2
(4.100b)
c3 =
(2∆− 1)(ℓ+ 2)
(2∆− 3)(ℓ+ 1)
c1 c2
×
(2∆− 2p− 2p¯+ 2q + 2ℓ+ 1)2
(2∆ + 2p− 2p¯+ 2q + 2ℓ− 3)
(4.100c)
c4 =
ia0(2∆− 2p− 2p¯+ 2q + 2ℓ+ 1)(4∆ℓ+ 6∆+ 2p− 2p¯+ 2q − 4ℓ− 9)
(2∆− 3)(2∆− 1)(ℓ+ 2)2
×
[
1
4
(2∆− 2p+ 2p¯− 2q + 2ℓ+ 5) +
(p− 1)(4∆ℓ+ 6∆+ 2p− 2p¯+ 2q − 4ℓ− 9)
2∆ + 2p− 2p¯+ 2q + 2ℓ− 3
]
(4.100d)
c5 =
ia0ℓ(2∆ + 2p+ 2p¯− 2q − 2ℓ− 3)(2∆− 2p− 2p¯+ 2q − 2ℓ− 3)
4(ℓ+ 1)(2∆− 2ℓ− 5)(2∆− 2ℓ− 3)
× (2∆ + 2p− 2p¯+ 2q − 2ℓ− 7) (4.100e)
c6 =
(2∆ + 1)(ℓ+ 1)
(2∆− 1)ℓ
c1 c5 (4.100f)
c7 =
a1(p− 1)(ℓ+ 1)(−2∆ + 2p+ 2p¯− 2q − 2ℓ− 1)(−2∆ + 2p− 2p¯+ 2q + 2ℓ+ 3)
(ℓ+ 2)(2∆ + 2p− 2p¯+ 2q + 2ℓ− 3)
(4.100g)
c8 =
a1(2∆− 3)(p− 1)(2∆ + 2p+ 2p¯− 2q − 2ℓ− 3)(2∆− 2p− 2p¯+ 2q − 2ℓ− 3)
4(2∆− 1)(2∆− 2ℓ− 5)(2∆− 2ℓ− 3)
×
(2∆ + 2p− 2p¯+ 2q − 2ℓ− 7)(2∆− 2p− 2p¯+ 2q + 2ℓ+ 1)
(2∆ + 2p− 2p¯+ 2q + 2ℓ− 3)
(4.100h)
It is easy to see that in the p = p¯ = 1 limit, (4.87), (4.94) and (4.100) we recover
(4.50), (4.53) and (4.56), respectively. We also recover the results of [32], where only the
coefficients appearing in G4
0,O˜
where obtained.
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5 Conclusions
In this article we have initiated a systematic way of computing the superconformal blocks
for general four dimensional N = 1 SCFTs using the super Casimir operator. After
constructing the most general four-point function with total vanishing U(1)R charge, we
were able to compute and solve the super Casimir equations for correlators with one chiral
and one anti-chiral field. Our results are in agreement with previous results involving
only the superconformal blocks coming from the lowest component of the multiplets.
There are several interesting generalization of the present work. For example, we
can study correlators with non-trivial Ci functions. This will allow us to study the
〈J J J J 〉 four-point function (3.50). The three-point function of two currents have,
among other multiplets, an O(ℓ,ℓ+2)∆ and an O
(ℓ+2,ℓ)
∆ long multiplets, whose superblocks
are identical if one only studies the superprimaries [8]. A complete analysis of the four
point function will distinguish the contributions coming from the descendants. Finally,
including the Di and E1 functions will allow us to study a four-point function solely
composed by long multiplets. Another interesting generalization is to include non-trivial
spin representations in our four point function. This will be a first step to write the
superconformal blocks of the R-current multiplet [12]. Including long multiplets with
non-zero spin might also impose constraints to the spectrum of the theory when including
chiral fields.
Furthermore, most of our techniques are readily generalized to both extended super-
symmetries and general dimensions. For example, in the case of extended supersymme-
try, the four point functions 〈ΦΦ¯O1O2〉 will depend only on Bi and Ci type of functions
for any four dimensional SCFT. This is due to the strong restriction imposed by the
shortening conditions which will only be satisfied for the A1, Bi and Ci functions. This
statement will also be true when studying the four-point function for general dimensions,
after taking care of the spinor indices for general dimensions, see [27, 33] for a working
example of this. We also point out that the stress-tensor multiplet in N = 2 theories,
JN=2, satisfies similar constrains as the current multiplet here studied [11, 34, 39], thus,
we argue that the techniques presented in this article are easily generalized to include
this multiplet in four-point functions. As has been shown in previous articles, four point
functions including at least two stress-tensor multiplets yield strong bounds to the cen-
tral charge and the flavor central charge [11, 41]. Recently the superconformal blocks
for the lowest component of the stress-tensor were found in [34]. We propose to use the
super Casimir in order to obtain all the superblocks for this correlator and also for mixed
systems including the moment map operators.
Finally, as we mentioned, it is possible to write G00,O (4.9) as one superblock instead
of a sum of several conformal blocks [42]. In order to do so, it necessary to study the
asymptotic behavior of the superconformal partial waves using, for example, the super-
shadow formalism [9,42]. 15 To find such simple expression for the G1,2,3,4i,O superconformal
blocks would greatly simplify computations, allowing for a more straightforward tool to
solve the super Casimir equations.
15A similar analysis was used in order to make an ansatz for the seed blocks [21] using the shadow
formalism [19, 43–46]
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