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1. Introduction
Consider the following stochastic differential equation on a separable Hilbert space H :
dXt =
(
AXt + F (Xt)
)
dt + B(Xt)dWt , X0 = x, (1.1)
where A is a linear operator on H generating a contractive C0-semigroup Tt , F : H → H is continuous, W is an H-cylindrical
Brownian motion and B : H → LSB(H) is continuous, where LSB(H) is the class of all bounded self-adjoint linear operators
on H . Recall that an H-valued progressively measurable process Xt is called a mild solution to (1.1) if
∫ t
0 (‖Tt−s F (Xs)‖ +
‖Tt−s B(Xs)‖2HS )ds < ∞ a.s. and
Xt = Ttx+
t∫
0
Tt−s F (Xs)ds +
t∫
0
Tt−s B(Xs)dWs, t > 0,
where ‖ · ‖HS is the Hilbert–Schmidt norm for linear operators on H .
The aim of this paper is to prove a gradient estimate for solutions of Eq. (1.1) under two different classes of non-Lipschitz
conditions on the coeﬃcients. To this end, we shall adopt an approximation argument and make use of the gradient estimate
obtained recently in [9] for diffusion semigroups on Rd with singular coeﬃcients. As the coeﬃcients are not Lipschitz, the
results of ﬁnite-dimensional approximations are of interest on their own right.
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with non-Lipschitz coeﬃcients. We would like to mention a few of them. Existence and uniqueness of solutions of stochastic
evolution equations with non-Lipschitz coeﬃcients were studied in [1] and [10]. Pathwise uniqueness were obtained in [7]
for stochastic heat equations with coeﬃcients that are Hölder continuous. If the coeﬃcients are Lipschitz and the diffusion
coeﬃcients are non-degenerate, the following gradient estimate for the associated Markov semigroup Pt f (x):∣∣Pt f (x) − Pt f (y)∣∣ h(t)‖ f ‖∞‖x− y‖, t > 0, x, y ∈ H, (1.2)
were obtained respectively in [8] and [3] for stochastic evolution equations and stochastic heat equations, where
h : (0,∞) → (0,∞) is a positive function, ‖ · ‖∞ is the uniform norm. Gradient estimates for stochastic partial differen-
tial equations with a possibly degenerate constant diffusion coeﬃcient was also discussed in [3]. For stochastic differential
equations with non-Lipschitz coeﬃcients, we refer the reader to [4].
Let us introduce the following assumptions.
(H1) A  θ I for some θ  0 and there exists α > 0 such that
∫ t
0
1
sα ‖Ts‖2HS ds < ∞ for all t > 0.
(H2) There exists λ0 > 0 such that B2 = λ0 I+σ 2 for some self-adjoint σ : H → LHS (H), and a concave increasing function
γ : [0,∞) → [0,∞) with ∫ 10 1γ (s) ds = ∞ such that∥∥F (x) − F (y)∥∥2 + ∥∥σ(x) − σ(y)∥∥2HS  γ (‖x− y‖2), x = y.
(H2′) There exists λ0 > 0 such that B2 = λ0 I + σ 2 for some σ : H → LHS (H) and∥∥σ(x) − σ(y)∥∥2HS + 2〈F (x) − F (y), x− y〉 |x− y|2r(|x− y|2), |x− y| δ0 (1.3)
holds for some δ0 > 0 and some r ∈ C1((0, δ0]; (0,∞)) with (i) lim infs→0 r(s) > 0, (ii)
∫ δ0
0
ds
sr(s) = +∞ and
(iii) lim infs→0 sr
′(s)
r(s) > −1.
Remark 1.1. (1) The control function sr(s) in (H2′) is not assumed to be concave so that (H2) and (H2′) are not comparable.
A nontrivial example for these assumptions to hold is the following:
F (x) = F0(x) + x1‖x‖ log1/2
(
e+ ‖x‖−1),
σ (x) = σ0(x) + σ1‖x‖ log1/2
(
e+ ‖x‖−1), x ∈ H,
for some Lipschitzian mappings F0 : H → H, σ0 : H → LHS (H) and for some x1 ∈ H, σ1 ∈ LHS (H). Indeed, in this case we
have ∥∥F (x) − F (y)∥∥2 + ∥∥σ(x) − σ(y)∥∥2HS
 c‖x− y‖2 + 2(‖x1‖2 + ‖σ1‖2HS){‖x‖ log1/2(e+ ‖x‖−1)− ‖y‖ log1/2(e+ ‖y‖−1)}2 (1.4)
for some constant c > 0. Noting that s 	→ s log1/2(e + s−1) is increasing and concave in s ∈ (0,∞), for any s2 > s1 > 0 we
have
∣∣s2 log(e+ s−12 )− s1 log1/2(e+ s−11 )∣∣=
s2∫
s1
d
ds
{
s log1/2
(
e+ s−1)}ds

s2−s1∫
0
d
ds
{
s log1/2
(
e+ s−1)}ds = (s2 − s1) log1/2(e+ (s2 − s1)−1).
Thus, it follows from (1.4) that∥∥F (x) − F (y)∥∥2 + ∥∥σ(x) − σ(y)∥∥2HS  c‖x− y‖2 + c′‖x− y‖2 log(e+ ‖x− y‖−1)
holds for some constants c, c′ > 0. Therefore, there exist two constants c1, c2 > 0 such that (H2) with γ (s) =
c1s log(e+ s−1) + c2s and (H2′) with r(s) = c1 log(1+ s−1) + c2 hold.
(2) We impose conditions on σ rather than directly on B(x) in order to use conveniently the ﬁnite-dimensional results
in [9].
For any positive function g on (0,∞) with ∫ t0 g(s)ds < ∞, t > 0, deﬁne
hg(t) = inf
r>0
{∫ r
0 exp
[ 1
4λ0
∫ s
0 g(u)du
]
ds
2λ0t
+ 1∫ r
0 exp
[− 14λ0 ∫ s0 g(u)du]ds
}
< ∞, t > 0.
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E sup
t∈[0,T ]
‖Xt‖2 < ∞, T > 0.
If moreover
∫ 1
0
γ (s)
s ds < ∞, then (1.2) holds with h(t) = hg(t) for g(s) = γ (s
2)
s + (2θ + 1)s, s 0.
Theorem 1.2. Assume (H1) and (H2′) there exists a unique mild solution to (1.1) and
E sup
t∈[0,T ]
‖Xt‖2 < ∞, T > 0.
If moreover
∫ 1
0 [sr(s2)]ds < ∞, then (1.2) holds with h(t) = hg(t) for g(s) = sr(s2) + 2θ s, s 0.
Remark 1.3. The ﬁrst assertion of Theorem 1.1 is not covered by [1] since B /∈ LHS (H) when λ0 > 0, but condition (iii)
in [1] assumes that B takes values in LHS (H).
A simple example for γ to satisfy assumptions in Theorem 1.1 is γ (s) := cs log(e + s−1) for some c > 0, while for
r(s) := c log(e + s−1) to satisfy assumptions of Theorem 1.2. In both cases one has hg(t) c0(1 + t−1/2) for some constant
c0 > 0. Indeed, since hg is decreasing, we only have to consider t ∈ (0,1]. In this case it suﬃces to take r = t1/2 in the
deﬁnition of hg(t) by noting that
∫ t1/2
0 exp[ 14λ0
∫ s
0 g(u)du]ds  exp[ 14λ0
∫ 1
0 g(u)du]
√
t and
∫ t1/2
0 exp[− 14λ0
∫ s
0 g(u)du]ds 
exp[− 14λ0
∫ 1
0 g(u)du]
√
t hold for t ∈ (0,1].
2. Finite-dimensional approximations under (H1)/(H2)
By (H1), −A has discrete spectrum λn → ∞ as n → ∞ with
c0 :=
∑
n1
1
λn ∨ 1 < ∞.
Let {en} be the corresponding unit eigenvectors. For any n 1, let
πn : H → Hn := span{e1, . . . , en}
be the orthogonal projection.
Lemma 2.1. (H1) implies that Yt :=
∫ t
0 Tt−s dWs is a progressively measurable process in H with
lim
n→∞E supt∈[0,T ]
‖Yt −πnYt‖2 = 0, T > 0.
Proof. Since (H1) implies
∑
n1
∫ T
0
1
sα e
−2λns ds < ∞, there exists a strictly positive sequence qn ↑ ∞ such that
∞∑
n=1
qn
T∫
0
1
sα
e−2λns ds < ∞. (2.1)
Then
Eq :=
{
x ∈ H: ‖x‖2Eq :=
∞∑
n=1
qn〈x, en〉2 < ∞
}
is a separable Hilbert space under the inner product
〈x, y〉Eq :=
∞∑
n=1
qn〈x, en〉〈y, en〉.
Let Q en = qnen , n 1. Then Wqt := Q −1/2Wt is a cylindrical Brownian motion on Eq and Yt solves the equation
dYt = AYt + Q 1/2 dWqt , Y0 = 0.
Noting that the Hilbert–Schmidt norm ‖ · ‖LHS (Eq) = ‖ · ‖HS so that
T∫
1
sα
∥∥Ts Q 1/2∥∥2LHS (Eq) ds =
T∫ ∞∑
n=1
1
sα
∥∥Ts Q 1/2en∥∥2 ds = ∞∑
n=1
qn
T∫
1
sα
e−λns ds,0 0 0
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E sup
t∈[0,T ]
‖Yt‖2Eq < ∞.
Therefore,
lim
n→∞E supt∈[0,T ]
‖Yt −πnYt‖2  limsup
n→∞
1
qn
E sup
t∈[0,T ]
‖Yt‖2Eq = 0. 
Lemma 2.2. Under (H1) and (H2) the ﬁrst assertion of Theorem 1.1 holds.
Proof. To apply [1, Theorem 2.1], the main diﬃculty is that B does not take values in LHS (H). To overcome this point, we
shall make an equivalent equation (2.2) below in which the corresponding diffusion coeﬃcient takes values in LHS (H).
Let U be the completeness of H under the inner product
〈x, y〉U :=
∞∑
n=1
1
1∨ λn 〈en, x〉〈en, y〉,
which is again a separable Hilbert space. Then Wt is a Wiener process on U with trace-class covariance operator Q satis-
fying Q en := 11∨λn en , n 1. Thus, ‖ · ‖HS equals to the Hilbert–Schmidt norm from U0 := Q 1/2U to H used in [1].
Next, let Yt in Lemma 2.1. With X˜t := Xt − λ0Yt (1.1) is reformulated by
d X˜t = F˜ (t, X˜t)dt + B˜(t, X˜t)dWt , X˜0 = x, (2.2)
where
F˜ (t, z) := F (z + λ0Yt), B˜(t, z) :=
√
λ0 I + σ 2(z + λ0Yt) −
√
λ0 I, t  0, z ∈ F .
For any x ∈ H , since σ(x) is Hilbert–Schmidt, it has discrete spectrum. Let {e˜n, n 1} be the complete orthonormal system
of eigenvectors of σ(x) with eigenvalues δn  0. We have
∥∥√λ0 I + σ 2(x) −√λ0 I∥∥2HS =
∞∑
n=1
∥∥(√λ0 I + σ 2(x) −√λ0 )e˜n∥∥2
=
∞∑
n=1
(√
λ0 I + δ2n −
√
λ0
)2  ∞∑
n=1
δ2n =
∥∥σ(x)∥∥2HS . (2.3)
So, with y = 0 assumption (H2) and the Jensen inequality imply
E
(∥∥ F˜ (t, X)∥∥2 + ∥∥B˜(t, X)∥∥2HS) C + γ (2E‖X‖2 + 2λ20E‖Yt‖2)
for some constant C > 0 and any H-random variable X . Hence, by Lemma 2.1, (a1) and (a2) in [1] hold for F˜ and B˜ with
p = 2 and H(t, s) := C + γ (2s+ 2λ0E‖Yt‖2). Moreover, (a3) and (a4) with p = 2 for F˜ and B˜ trivially follow from (H2) and
the Jensen inequality. So, by [1, Theorem 2.1] (2.2) has a unique mild solution with
E sup
t∈[0,T ]
‖ X˜t‖2 < ∞.
Therefore, the proof is completed by Lemma 2.1. 
Now, let Xnt solve the following ﬁnite-dimensional stochastic differential equation on Hn:
dXnt =
(
An X
n
t + Fn
(
Xnt
))
dt + Bn
(
Xnt
)
dW (n)t , X
n
0 = πnx, (2.4)
where An := πn A, Fn := πn F , Bn :=
√
λ0 In + σ 2n (x), σn := πnσ .
To approximate Xt by Xnt using (H2), we need the following lemma. Deﬁne
G(x) = B(x) −√λ0 I =√λ0 I + σ 2(x) −√λ0 I,
Gn(x) =
√
λ0 In + σ 2n (x) −
√
λ0 In.
Lemma 2.3. G(x) ∈ LHS(H), and∥∥G(x) − G(y)∥∥HS  2∥∥σ(x) − σ(y)∥∥HS , x, y ∈ H,
the same conclusion holds for Gn and σn.
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G(x) − G(y) =
∞∫
0
exp
(−t√λ0 I + σ 2(x) )(σ 2(x) − σ 2(y))exp(−t√λ0 I + σ 2(y) )dt.
Writing
σ 2(x) − σ 2(y) = σ(x)(σ(x) − σ(y))+ (σ(x) − σ(y))σ(y),
we have
∥∥G(x) − G(y)∥∥HS 
∥∥∥∥∥
∞∫
0
exp
(−t√λ0 I + σ 2(x) )σ(x)(σ(x) − σ(y))exp(−t√λ0 I + σ 2(y) )dt
∥∥∥∥∥
HS
+
∥∥∥∥∥
∞∫
0
exp
(−t√λ0 I + σ 2(x) )(σ(x) − σ(y))σ(y)exp(−t√λ0 I + σ 2(y) )dt
∥∥∥∥∥
HS
. (2.5)
Since σ(y) is Hilbert–Schmidt, it has discrete spectrum. To estimate the ﬁrst term on the right, we let {e˜n, n  1} be the
complete orthonormal system of eigenvectors of σ(y) with eigenvalues δn  0 and {Eλ, λ 0} the spectral family of σ(x).
Putting fn = (σ (x) − σ(y))e˜n we have∥∥∥∥∥
∞∫
0
exp
(−t√λ0 I + σ 2(x) )σ(x)(σ(x) − σ(y)) exp(−t√λ0 I + σ 2(y) )dt
∥∥∥∥∥
2
HS
=
∞∑
n=1
∥∥∥∥∥
∞∫
0
exp
(−t√λ0 I + σ 2(x) )σ(x)(σ(x) − σ(y)) exp(−t√λ0 I + σ 2(y) )e˜n dt
∥∥∥∥∥
2
=
∞∑
n=1
∥∥∥∥∥
∞∫
0
exp
(−t√λ0 + δ2n )exp(−t√λ0 I + σ 2(x) )σ(x) fn dt
∥∥∥∥∥
2
=
∞∑
n=1
∞∫
0
∞∫
0
exp
(−t√λ0 + δ2n )exp(−s√λ0 + δ2n )
× 〈exp(−t√λ0 I + σ 2(x) )σ(x) fn,exp(−s√λ0 I + σ 2(x) )σ(x) fn〉dt ds
=
∞∑
n=1
∞∫
0
∞∫
0
exp
(−t√λ0 + δ2n )exp(−s√λ0 + δ2n )dsdt
∞∫
0
exp
(−t√λ0 + λ2 )exp(−s√λ0 + λ2 )λ2 dEλ( fn, fn).
Interchanging the order of integration and integrating with respect to t and s, it follows that∥∥∥∥∥
∞∫
0
exp
(−t√λ0 I + σ 2(x) )σ(x)(σ(x) − σ(y)) exp(−t√λ0 I + σ 2(y) )dt
∥∥∥∥∥
2
HS
=
∞∑
n=1
∞∫
0
λ2
(
√
λ0 I + δ2n +
√
λ0 I + λ2)2
dEλ( fn, fn)

∞∑
n=1
∞∫
0
dEλ( fn, fn) =
∞∑
n=1
‖ fn‖2 =
∥∥σ(x) − σ(y)∥∥2HS .
A similar argument also leads to the same conclusion for the second term on the right-hand side of (2.5). Hence, the proof
is completed. 
Proposition 2.4. Under (H1) and (H2) we have
lim
n→∞E supt∈[0,T ]
∥∥Xt − Xnt ∥∥2 = 0, T > 0.
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√
λ0πnYt . Due to the deﬁnition of mild solutions and [2, Proposition 3.7] (see
also [1, Proposition 1.1]), there exists a constant c(T ) > 0 such that
hn(t) := E sup
s∈[0,t]
∥∥ X˜s − X˜ns ∥∥2  c(T )
t∫
0
(∥∥F (Xs) − Fn(Xns )∥∥2 + ∥∥G(Xs) − Gn(Xns )∥∥2HS)ds
holds for t ∈ [0, T ]. Then Lemma 2.3, (H2) and the Jensen inequality yield
hn(t) c1(T )
t∫
0
γ
(
hn(s) + εn
)
ds + ε˜n, t ∈ [0, T ]
for some constant C1(T ) > 0 and
εn := E sup
s∈[0,T ]
‖Ys −πnYs‖2, ε˜n = c1(T )E
T∫
0
(∥∥(I −πn)F (Xs)∥∥2 + ∥∥(I −πn)G(Xs)∥∥2HS)ds.
This implies
h˜n(t) :=
(
hn(t) − ε˜n
)+  c1(T )
t∫
0
γ
(
h˜n(s) + εn + ε˜n
)
ds, t ∈ [0, T ].
Hence,
h˜n(T )∫
h˜n(0)
ds
γ (s + εn + ε˜n)  c1(T )T . (2.6)
Obviously, εn → 0 due to Lemma 2.1. Moreover, (H2) and (2.3) imply∥∥F (Xs)∥∥2 + ∥∥σ(Xs)∥∥2HS  C + C‖Xs‖2
for some C > 0. The dominated convergence theorem and Lemma 2.3 ensure that ε˜n → 0. Since
∫ δ
0
ds
γ (s) = ∞ for δ > 0, and
εn, ε˜n,hn(0) → 0 as n → ∞, (2.6) and Lemma 2.1 yield the desired assertion. 
3. Finite-dimensional approximations under (H1)/(H2′)
Lemma 3.1. Under (H1) and (H2′), there exists a unique solution to Eq. (1.1).
Proof. If B took values in LHS (H), the lemma would follow from the existence of the weak solutions (martingale solution)
proved in [2,5] and the pathwise uniqueness obtained in [10] under (H1) and (H2′). The problem is that the diffusion
coeﬃcient B does not take values in LHS (H). However, since G(x) = B(x) − √λ0 I takes values in LHS (H), a slight modi-
ﬁcation of the proofs of the results in [2,5,10] yields the desired result. Let us brieﬂy indicate the modiﬁcations. Let G˜n be
a sequence of Lipschitz mappings from H to LHS (H) that approaches to G (see [2] for the construction). Denote by X˜nt the
solution of the equation:
X˜nt = Ttx+
t∫
0
Tt−s F
(
X˜ns
)
ds +√λ0
t∫
0
Tt−s dWs +
t∫
0
Tt−s G˜n
(
X˜ns
)
dWs.
Set
Mt =
√
λ0
t∫
0
Tt−s dWs, Z˜nt = X˜nt − Mt .
Then Z˜nt is the solution of the equation:
Z˜nt = Ttx+
t∫
Tt−s F
(
Z˜ns + Ms
)
ds +
t∫
Tt−s G˜n
(
Z˜ns + Ms
)
dWs. (3.1)0 0
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show that the laws of Z˜n are tight on C([0, T ], H). Moreover, the laws of ( Z˜n. ,M.,W .) are tight on C([0, T ], H) ×
C([0, T ], H) × C([0, T ], E), where E is any ﬁxed separable Hilbert space with the imbedding H ⊂ E being Hilbert–Schmidt.
By the Skorohold Theorem, changing the probability space if necessary, we can assume that there exists a subsequence
Unk = ( Z˜nk. ,M.,W .) and a process U = ( Z¯ ., M¯., W¯ .) such that Unk → U almost surely as k → ∞. It is easy to see that
W¯t , t  0 is a H-cylindrical Brownian motion and M¯t = √λ0
∫ t
0 Tt−s dW¯s . Moreover, it holds that
Z¯t = Ttx+
t∫
0
Tt−s F ( Z¯ s + M¯s)ds +
t∫
0
Tt−sG( Z¯ s + M¯s)dW¯s.
Thus, X¯t := Z¯t + M¯t , t  0 satisﬁes
X¯t = Ttx+
t∫
0
Tt−s F ( X¯s)ds +
t∫
0
Tt−sG( X¯s)dW¯s.
This shows that Eq. (1.1) admits a weak solution. On the other hand, by considering the equation satisﬁed by Zt = Xt − Mt ,
the pathwise uniqueness of Eq. (1.1) can be proved in the same way as that of Theorem 2.1 in [10]. By the celebrated
Yamada and Watanable Theorem [6], we conclude that there exists a unique pathwise solution to Eq. (1.1). 
Proposition 3.2. Assume (H1) and (H2′). Then for every T > 0 and δ > 0, we have
lim
n→∞P
(
sup
0tT
∥∥Xnt − Xt∥∥> δ)= 0.
Proof. Since B(x) is not a Hilbert–Schmidt operator, the Itô’s formula cannot be applied to Xt . To overcome this diﬃculty,
we write
Xt = Ttx+
t∫
0
Tt−s F (Xs)ds +
√
λ0
t∫
0
Tt−s dWs +
t∫
0
Tt−sG(Xs)dWs,
Xnt = Tnt x+
t∫
0
Tnt−s Fn
(
Xns
)
ds +√λ0
t∫
0
Tnt−s dWs +
t∫
0
Tnt−sGn
(
Xns
)
dWs.
Denote
Mt =
√
λ0
t∫
0
Tt−s dWs, Mnt =
√
λ0
t∫
0
Tnt−s dWs.
By Lemma 2.1,
lim
n→∞E
[
sup
0tT
∥∥Mnt − Mt∥∥2]= 0. (3.2)
Set Znt = Xnt − Mnt , Zt = Xt − Mt . We see that
Zt = Ttx+
t∫
0
Tt−s F (Zs + Ms)ds +
t∫
0
Tt−sG(Zs + Ms)dWs,
Znt = Tnt x+
t∫
0
Tnt−s Fn
(
Zns + Mns
)
ds +
t∫
0
Tnt−sGn
(
Zns + Mns
)
dWs.
Let Rλ denote the resolvent associated with the semigroup {Tt , t  0}. Introduce
Zλ,t = λTt Rλx+
t∫
0
Tt−s
[
λRλF (Zs + Ms)
]
ds +
t∫
0
Tt−s
[
λRλG(Zs + Ms)
]
dWs,
Znλ,t = λTnt Rλxn +
t∫
Tnt−s
[
λRλFn
(
Zns + Mns
)]
ds +
t∫
Tnt−s
[
λRλGn
(
Zns + Mns
)]
dWs.0 0
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dZλ,t = AZλ,t dt +
[
λRλF (Zt + Mt)
]
dt + [λRλG(Zt + Mt)]dWt,
dZnλ,t = AZnλ,t dt +
[
λRλFn
(
Znt + Mnt
)]
dt + [λRλGn(Znt + Mnt )]dWt .
Moreover, it is easy to verify (see Lemma 3.1 in [10]) that
lim
λ→∞E
[
sup
0tT
(‖Zλ,t − Zt‖p + ∥∥Znλ,t − Znt ∥∥p)]= 0. (3.3)
In view of (3.2), to prove the proposition, it is enough to show that
lim
n→∞P
(
sup
0tT
∥∥Znt − Zt∥∥> δ)= 0, δ > 0. (3.4)
Let
ξn(t) =
∥∥Znt − Zt∥∥2, ξλn (t) = ∥∥Znλ,t − Zλ,t∥∥2.
By the Itô’s formula, we have
ξλn (t) =
∥∥λRλxn − λRλx∥∥2 + 2
t∫
0
〈
A
(
Znλ,s − Zλ,s
)
, Znλ,s − Zλ,s
〉
ds
+ 2
t∫
0
〈
Znλ,s − Zλ,s,
(
λRλGn
(
Zns + Mns
)− λRλG(Zs + Ms))dWs〉
+ 2
t∫
0
〈
Znλ,s − Zλ,s, λRλFn
(
Zns + Mns
)− λRλF (Zs + Ms)〉ds
+
t∫
0
∥∥λRλGn(Zns + Mns )− λRλG(Zs + Ms)∥∥2HS ds.
The stochastic contraction dξλn · dξλn is given by
dξλn · dξλn = 4
∥∥(λRλGn(Znt + Mnt )− λRλG(Zt + Mt))(Znλ,t − Zλ,t)∥∥2 dt. (3.5)
We observe that without loss of generality, we may and will assume
1− r(s) − sr′(s) 0, s ∈ (0, δ0]. (3.6)
Indeed, by condition (iii) there exists ε0 ∈ (0, δ0] such that
−r(s) − sr′(s)−ε0r(s), s ∈ (0, ε0].
So, due to condition (i) there exists N > 1 such that
1− Nr(s) − Nsr′(s) 0, s ∈ (0, ε0].
Since assumption (H2′) remains true for r˜ := Nr and ε0 in place of r and δ0 respectively, one has (3.6) for r˜ and ε0 in place
of r and δ0 respectively.
Now, for ρ > 0 deﬁne
ψρ(ξ) =
ξ∫
0
ds
sr(s) + ρ , ξ ∈ [0, δ0].
It is clear that for any 0< ξ < 1,
ψρ(ξ) ↑ ψ0(ξ) =
ξ∫
0
ds
sr(s)
= +∞, as ρ ↓ 0. (3.7)
Deﬁne
Φρ(ξ) = eψρ(ξ).
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Φ ′ρ(ξ)
(
ξr(ξ) + ρ)= Φρ(ξ), (3.8)
and due to (3.6),
Φ ′′ρ(ξ) =
Φρ(ξ)(1− r(ξ) − ξr′(ξ))
(ξr(ξ) + ρ)2  0, s ∈ (0, δ0]. (3.9)
For δ ∈ (0, δ0] and small ρ > 0, deﬁne
τn = inf
{
t  0:
∥∥Fn(πn Zt + Mnt )− F (Zt + Mt)∥∥2 + ∥∥Gn(πn Zt + Mnt )− G(Zt + Mt)∥∥2HS  ρ},
τ ′n = inf
{
t  0:
∥∥ξn(t)∥∥ δ2}.
By Itô’s formula, we have
Φρ
(
ξλn
(
t ∧ τn ∧ τ ′n
))= Φρ(∥∥λRλxn − λRλx∥∥2)+ 2
t∧τn∧τ ′n∫
0
Φ ′ρ
(
ξλn (s)
)〈
A
(
Znλ,s − Zλ,s
)
, Znλ,s − Zλ,s
〉
ds
+ 2
t∧τn∧τ ′n∫
0
Φ ′ρ
(
ξλn (s)
)〈
Znλ,s − Zλ,s,
(
λRλGn
(
Zns + Mns
)− λRλG(Zs + Ms))dWs〉
+ 2
t∧τn∧τ ′n∫
0
Φ ′ρ
(
ξλn (s)
)〈
Znλ,s − Zλ,s, λRλFn
(
Znt + Mnt
)− λRλF (Zt + Mt)〉ds
+
t∧τn∧τ ′n∫
0
Φ ′ρ
(
ξλn (s)
)∥∥λRλGn(Zns + Mns )− λRλG(Zs + Ms)∥∥2HS ds
+ 2
t∧τn∧τ ′n∫
0
Φ ′′ρ
(
ξλn (s)
)∥∥(λRλGn(Zns + Mns )− λRλG(Zs + Ms))(Znλ,s − Zλ,s)∥∥2 ds.
Since A  θ I,〈
A
(
Znλ,s − Zλ,s
)
, Znλ,s − Zλ,s
〉
 θξλn (s).
Thus,
Φρ
(
ξλn
(
t ∧ τn ∧ τ ′n
))
Φρ
(∥∥λRλxn − λRλx∥∥2)+ 2θ
t∧τn∧τ ′n∫
0
Φ ′ρ
(
ξλn (s)
)
ξλn (s)ds
+ 2
t∧τn∧τ ′n∫
0
Φ ′ρ
(
ξλn (s)
)〈
Znλ,s − Zλ,s,
(
λRλGn
(
Zns + Mns
)− λRλG(Zs + Ms))dWs〉
+ 2
t∧τn∧τ ′n∫
0
Φ ′ρ
(
ξλn (s)
)〈
Znλ,s − Zλ,s, λRλFn
(
Znt + Mnt
)− λRλF (Zt + Mt)〉ds
+
t∧τn∧τ ′n∫
0
Φ ′ρ
(
ξλn (s)
)∥∥λRλGn(Zns + Mns )− λRλG(Zs + Ms)∥∥2HS ds
+ 2
t∧τn∧τ ′n∫
0
Φ ′′ρ
(
ξλn (s)
)∥∥(λRλGn(Znt + Mnt )− λRλG(Zt + Mt))(Znλ,t − Zλ,t)∥∥2 ds.
By virtue of (3.3) and letting λ → ∞, we arrive at
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(
ξn
(
t ∧ τn ∧ τ ′n
))
Φρ
(∥∥xn − x∥∥2)+ 2θ
t∧τn∧τ ′n∫
0
Φ ′ρ
(
ξn(s)
)
ξn(s)ds
+ 2
t∧τn∧τ ′n∫
0
Φ ′ρ
(
ξn(s)
)〈
Zns − Zs,
(
Gn
(
Zns + Mns
)− G(Zs + Ms))dWs〉
+ 2
t∧τn∧τ ′n∫
0
Φ ′ρ
(
ξn(s)
)〈
Zns − Zs, Fn
(
Zns + Mns
)− F (Zs + Ms)〉ds
+
t∧τn∧τ ′n∫
0
Φ ′ρ
(
ξn(s)
)∥∥Gn(Zns + Mns )− G(Zs + Ms)∥∥2HS ds
+ 2
t∧τn∧τ ′n∫
0
Φ ′′ρ
(
ξn(s)
)∥∥(Gn(Zns + Mns )− G(Zs + Ms))(Zns − Zs)∥∥2 ds. (3.10)
Noting that by Lemma 2.3, (H2′) and the deﬁnition of τn we have
2
〈
Zns − Zs, Fn
(
Zns + Mns
)− F (Zs + Ms)〉+ ∥∥Gn(Zns + Mns )− G(Zs + Ms)∥∥2HS
 2
〈
Zns −πn Zs, F
(
Zns + Mnt
)− F (πn Zs + Mns )〉+ 2∥∥Gn(Zns + Mns )− Gn(πn Zs + Mns )∥∥2HS
+ 2〈Zns − Zs, Fn(πn Zs + Mns )− F (Zs + Ms)〉+ 2∥∥Gn(πn Zs + Mns )− G(Zs + Ms)∥∥2HS
 cξn(s)r
(
ξn(s)
)+ cρ, s τn ∧ τ ′n
for some c > 0. So, (3.10) and (3.8) imply
EΦρ
(
ξn
(
t ∧ τn ∧ τ ′n
))
Φρ
(∥∥xn − x∥∥2)+ CE
t∧τn∧τ ′n∫
0
Φ ′ρ
(
ξn(s)
)(
ξn(s)r
(
ξn(s)
)+ ρ)ds
+ 2E
t∧τn∧τ ′n∫
0
Φ ′′ρ
(
ξn(s)
)∥∥(Gn(Zns + Mns )− G(Zs + Ms))∗(Zns − Zs)∥∥2 ds
= Φρ
(∣∣xn − x∣∣2)+ C1
t∧τn∧τ ′n∫
0
Φρ
(
ξn(s)
)
ds
+ 2E
t∧τn∧τ ′n∫
0
Φ ′′ρ
(
ξn(s)
)∥∥(Gn(Zns + Mns )− G(Zs + Ms))∗(Zns − Zs)∥∥2 ds (3.11)
for some C,C1 > 0. Furthermore, by (3.9) one has Φ ′′ρ(ξn(s)) 0 for s τn ∧ τ ′n . Combining this with (3.11), we obtain
EΦρ
(
ξn
(
t ∧ τn ∧ τ ′n
))
Φρ
(∥∥xn − x∥∥2)+ C1
t∫
0
EΦρ
(
ξn
(
s ∧ τn ∧ τ ′n
))
ds.
By the Gronwall inequality, this implies that
EΦρ
(
ξn
(
T ∧ τn ∧ τ ′n
))
Φρ
(∥∥xn − x∥∥2)eC1T . (3.12)
Noting that
EΦρ
(
ξn
(
T ∧ τn ∧ τ ′n
))
 E
[
Φρ
(
ξn
(
τ ′n
))
, τ ′n  T ∧ τn
]= eψρ(δ2)P(τ ′n  T ∧ τn),
it follows from (3.12) that
P
(
τ ′n  T ∧ τn
)
 e−ψρ(δ2)Φρ
(∥∥xn − x∥∥2)eC1T .
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P
(
sup
0tT
∥∥Znt − Zt∥∥> δ)= P
(
sup
0tT
∥∥Znt − Zt∥∥> δ, τn  T
)
+ P
(
sup
0tT
∥∥Znt − Zt∥∥> δ, τn > T
)
 P(τn  T ) + P
(
τ ′n  T ∧ τn
)
 P(τn  T ) + eC1T−ψρ(δ2)Φρ
(∥∥xn − x∥∥2). (3.13)
Note that
P(τn  T ) P
(
sup
0tT
∥∥Fn(πn Zt + Mnt )− F (Zt + Mt)∥∥2  ρ)
+ P
(
sup
0tT
∥∥Gn(πn Zt + Mnt )− G(Zt + Mt)∥∥2HS  ρ). (3.14)
By the continuity of Zt and Mt in t , the set{
Zt,Mt : t ∈ [0, T ]
}
is compact in H a.s. So, (3.2) and the continuity of F : H → H and σ : H → LHS (H) imply
sup
0tT
∥∥Fn(πn Zt + Mnt )− F (Zt + Mt)∥∥2 + sup
0tT
∥∥σn(πn Zt + Mnt )− σ(Zt + Mt)∥∥2HS → 0
a.s. when n → ∞. Therefore, (3.14) yields
lim
n→∞P(τn  T ) = 0.
Combining this with (3.13), we obtain
lim
n→∞P
(
sup
0tT
∥∥Znt − Zt∥∥> δ) e−ψρ(δ2)eC4T .
Sending ρ to 0 completes the proof of (3.4) due to (3.7), hence the proposition. 
4. Proofs of Theorems 1.1 and 1.2
By [8, Lemma 2.2], it suﬃces to prove for f ∈ Cb(H). Let P (n)t be the semigroup of Xnt . Recall that σ 2n + λ20 In = B2n and∥∥σn(x) − σn(y)∥∥2HS  ∥∥σ(x) − σ(y)∥∥2HS , x, y ∈ Hn.
Since A  θ I , (H2) implies
2
〈
An(x− y) + Fn(x) − Fn(y), x− y
〉+ ∥∥σn(x) − σn(y)∥∥2HS  2γ (‖x− y‖2)+ (2θ + 1)‖x− y‖2, x, y ∈ Hn.
So, it follows from [9, Theorem 3.4] that∣∣P (n)t fn(x) − P (n)t fn(y)∣∣ h(t)‖ fn‖∞‖x− y‖, x, y ∈ Hn, (4.1)
where fn(x) = f (πnx). By Proposition 2.4,
Pt f (x) = lim
n→∞ P
(n)
t fn(x).
Taking n → ∞ in (4.1) we complete the proof of Theorem 1.1.
The proof of Theorem 1.2 is similar to that of Theorem 1.1 by using (H2′) and Proposition 3.2 instead of (H2) and
Proposition 2.4 respectively.
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