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DISPERSIVE ESTIMATES FOR SCALAR AND MATRIX
SCHRO¨DINGER OPERATORS ON Hn+1
DAVID BORTHWICK AND JEREMY L. MARZUOLA
Abstract. We study resolvent estimates, spectral theory and large time
dispersive properties of scalar and matrix Schro¨dinger-type operators on
Hn+1 for n > 1.
1. Introduction
In this note, we explore the dispersive behavior of solutions to the perturbed
Schro¨dinger equation on hyperbolic space,
(1.1) i∂tu−∆u+ V u = 0,
where ∆ is the (non-positive definite) Laplacian on Hn+1, n ≥ 1, and V is a
real potential. We will also consider certain matrix versions of this equation,
motivated by stability questions for the non-linear Schro¨dinger equation in
Hn+1.
Embedded eigenvalues and/or resonances would present obstructions to dis-
persive estimates, but in the scalar case we can rule these out under mild decay
assumptions on the potential, except at the bottom of the continuous spec-
trum. The decay condition is express in terms of the function ρ := e−r, where
r denotes the radial geodesic coordinate on Hn+1. (For the conformal com-
pactification of Hn+1, ρ serves as a boundary-defining coordinate.)
The free resolvent on Hn+1 is usually written in the form
R0(s) := (−∆− s(n− s))−1,
with the half-plan {Re s > n
2
} corresponding to the resolvent set of −∆. The
critical line {Re s = n
2
} is a double cover of the continuous spectrum, σ(−∆) =
[n
2
4
,∞). With this convention, R0(s) admits a meromorphic continuation to
s ∈ C, as a bounded operator ρNL2(Hn+1)→ ρ−NL2(Hn+1) for Re s > n
2
−N .
Theorem 1. For V ∈ ραL∞(Hn+1,R) with α > 0, the operator −∆ + V
has continuous spectrum [n
2
4
,∞), with no embedded eigenvalues in the range
(n
2
4
,∞). Moreover, the resolvent,
RV (s) := (−∆+ V − s(n− s))−1,
1
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admits a meromorphic continuation to Re s ≥ n
2
− δ as an operator ρδL2 →
ρ−δL2, for δ < α/2. The continued resolvent RV (s) has no poles on the critical
line Re s = n
2
except possibly at s = n
2
.
For smooth potentials, an eigenvalue at n2/4 (the bottom of the continu-
ous spectrum), is ruled out by Bouclet [8] under a weaker decay assumption.
However, we are not aware of any condition on V that would rule out a res-
onance at s = n
2
, so we will take the regularity of RV (s) at this point as an
assumption.
Theorem 2. Suppose V ∈ ραL∞(Hn+1,R) with α > 0 and
(1.2)
α
n
> 1−
⌊
n+ 5
4
⌋−1
.
Assuming that RV (s) does not have a pole at s =
n
2
, for t > 1 we have the
dispersive bound ∥∥eit(−∆+V )Pc∥∥L1→L∞ ≤ Cnt− 32 ,
where Pc denotes the projection on the continuous spectrum of the operator
−∆+ V .
The proof involves estimation of the kernel of RV (s) by applying a version
of Young’s inequality to terms in the Birman-Schwinger resolvent expansion.
The restriction on α results from the Lp estimates of the free resolvent kernel
used in this technique and may not be sharp. In this result we focus on the
long-time behavior, which corresponds to the low-frequency asymptotic behav-
ior of the perturbed spectral measure. The short-time estimate would be an
inherently high-frequency result and would require a very careful construction
of a semiclassical parametrix for the perturbed operator. For rough and/or
long range potentials the standard semiclassical methods do not apply directly.
As a result, we will restrict our analysis of perturbed Laplacian operators to
large times throughout the paper.
Dispersive estimates of this type are motivated by trying to generalize the
notion of wave operators for the Schro¨dinger equation on Hn+1, and also by
the question of asymptotic stability of nonlinear bound states in Hn+1. To see
how linearization at a bound state gives rise to a matrix equation, consider a
general NLS equation of the form,
i∂tu+∆u+ β(|u|2)u = 0.
The bound states in question are solutions of the form,
u(t, z) = ei(µ−
n2
4
)tΨ(z),
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where µ > n
2
4
and Ψ is a solution for the corresponding stationary problem,
(1.3) −∆Ψ+ (µ− n2
4
)Ψ− β(|Ψ|2)Ψ = 0.
(We shift the parameter µ to account for the fact that the spectrum of −∆
starts at n
2
4
.) For the polynomial case β(|u|2) = |u|p, existence of such bound
states is established for 0 < p < 4/(n − 1) in [9, 10, 24]. Furthermore, these
bound state solutions are shown to be radial and positive.
To linearize at the bound state, we take the ansatz
(1.4) u(t, x) = ei(µ−
n2
4
)t(Ψ(z) + ϕ(t, z)).
Inserting this into the NLS equation, and using (1.3) to simplify, we have
i∂tϕ+∆ϕ− (µ− n24 )ϕ+ β(|Ψ|2)ϕ+ 2β ′(|Ψ|2)Ψ2Re(ϕ) = O(ϕ2),
The presence of the term Reϕ turns this into a system of the form,
(1.5) (i∂t +H)
(
ϕ
ϕ
)
= 0,
with matrix Schro¨dinger operator,
(1.6) H :=
(−∆+ (µ− n2
4
) 0
0 ∆− (µ− n2
4
)
)
+
(−V1 −V2
V2 V1
)
.
Since the Vj’s are combinations of β(|Ψ|2) and β ′(|Ψ|2)Ψ2, they inherit decay
and regularity properties from the bound state solutions Ψ. Following the
ideas, for instance, of [22] and [31], one can show for β(|u|2) = |u|p that the
radial solutions Ψ satisfy Ψ ∈ ρn/2+√µ−ǫL∞ for ǫ > 0. It follows in this case
that the potentials satisfy V1, V2 ∈ ραL∞(Hn+1) for α < p(n2 +
√
µ). For
further regularity and decay properties of bound states, see [10].
Note that by an application of Weyl’s Theorem [34, Theorem XIII.14], under
the assumption that V1, V2 ∈ ραL∞(Hn+1), the continuous spectrum of the
operator (1.5) is (−∞,−µ] ∪ [µ,∞). Because R0(s)Vj is a compact operator
on L2(Hn+1) for Re s ≥ n
2
, the argument follows verbatim from the Euclidean
space argument in [14, Lemma 3]. In fact, via the symmetry properties of
H, one can observe that the spectrum must be contained in the union of the
real and imaginary axes. We will not we this fact here, because we are only
concerned with the projection onto the continuous spectrum.
We will prove the following theorem for solutions to (1.5).
Theorem 3. Let n > 1 and V1, V2 ∈ ραL∞(Hn+1,R) with α > 0 satisfying
(1.2). Assume that H has no embedded or endpoint eigenvalues or resonances.
Then, for t > 1 ∥∥e−itHPc∥∥L1→L∞ ≤ Cdt− 32 ,
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where Pc denotes the projection on the continuous spectrum of H.
Remark 1.1. Following the standard method, the above dispersive estimates
will give an extended range of Strichartz estimates the perturbed hyperbolic
Scrho¨dinger problem, as in for instance [1, 2, 4, 20].
For the scalar case we were able to establish absence of embedded eigenvalues
and resonances using properties of the potential. Since H is not self-adjoint, it
is more difficult to rule these out in the matrix case. For methods of verification
of these spectral conditions for the matrix operators in Rd, see [26]. Further
analysis of the spectrum of H will be a topic of future work towards the
asymptotic stability question.
In [35], Schlag studies the behavior of solutions near a nonlinear bound state
for the cubic Schro¨dinger equation on R3 and introduces a strong notion of sta-
bility. The dispersive estimates of Theorem 3 constitute a crucial component
for asymptotic stability analysis of a similar form in Hn+1.
It is proved in [35] that there is is a codimension-one stable manifold of
perturbations to the ground state for the cubic Euclidean NLS equation in R3.
In R2, the cubic NLS is L2-critical and hence all possible bound states have
the same L2 mass, from a scaling argument, and display self-similar blow-up;
see for instance [29] and many others referenced within. The soltions for H2
and H3 can be seen to be orbitally unstable as in the recent work [5]. We note
that blow-up is known to occur for mass above that of the Euclidean ground
state by an argument in [2] using arguments of Glassey in [15]. Since proving
this requires a much more detailed analysis for the components of H in the H2
setting, we state it here as a conjecture. See also [33] for a related problem
regarding an inhomogeneous cubic NLS equation in R2. In R3, the cubic NLS
is supercritical. However, the spectral properties of the matrix operator are
simpler due to the lack of scaling invariance in Hn+1.
Conjecture 4. In H2 and H3, there is a codimension-one manifold of stable
perturbations of a soliton for the cubic NLS equation. The instability will re-
lated to an unstable direction in the spectrum of the operator linearized about
the soliton. In general, orbitally stable bound states associated with C2 non-
linearities are actually asymptotically stable.
We plan to address these questions of long time dynamics in future work.
This investigation will depend upon spectral properties of the linearized oper-
ator about a soliton in Hn+1 and on subsequent stability results.
The paper is organized as follows. In Section 2, we offer a different proof of
the dispersive estimates for the free Schro¨dinger equation for t > 1,highlighting
a simple and elegant treatment of the resolvent in Hn+1. Such estimates have
previously appeared in for instance the works [1–4, 7, 20, 21, 32] and others,
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most of which also analyze interesting behaviors like scattering or blow-up
for nonlinear Schro¨dinger equations on Hn+1. In Section 3 we develop the
asymptotic properties of the free resolvent kernel, in various frequency and
spatial limits. Then, we will develop the necessary operator norm estimates for
the full (scalar) resolvent in Section 4. We prove Theorem 1 in Section 5, using
Carleman-style estimates. Finally, in Sections 7 and 8, we will analyze the
dispersive properties of both the inhomogeneous scalar and matrix Schro¨dinger
equations and prove Theorems 2 and 3, respectively.
The work here can be seen as an extension of the scattering theory to per-
turbations of the hyperbolic Laplacian, similar to the theory developed for
the perturbed scalar and matrix Euclidean Schro¨dinger equations in [34] as
well as more recently in [14, 18, 25, 35] and many others. As noted above, the
matrix operator involves a non-self-adjoint perturbation of a self-adjoint ma-
trix operator. In that regard, it would be interesting to treat non-self-adjoint
perturbations of the scalar problem as well, such as −∆Hn+1 +W∇Hn+1 + V ,
though more spectral assumptions would be required in that case and we do
not treat it here.
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2. Dispersive estimates for the free Laplacian in Hn+1
To motivate the treatment of the perturbed case later on, we will first present
a proof of the large-time L1 → L∞ dispersive bound for the free Schro¨dinger
equation in Hn+1. Note that for this free case both large and small time
bounds have been proven by somewhat different approaches in several other
references, such as [2, 20, 21, 32]. Our goal here is to highlight the fact that
it is the degree of vanishing of the spectral resolution at the bottom of the
spectrum, plus smoothness in the spectral parameter, that gives rise to the
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power t−3/2 in the large-time dispersive estimate. One can see clearly from the
proof that a cutoff to high-frequencies would yield a large-time decay of order
t−∞.
Proposition 2.1. For g ∈ L1(Hn+1),∣∣e−it∆g(z)∣∣ ≤ Cnt− 32
∫
Hn+1
〈d(z, w)〉n+1 e−n2 d(z,w) |g(w)| dV (w).
In particular, for t > 1 ∥∥e−it∆∥∥
L1→L∞ ≤ Cnt−
3
2 .
By standard convention the resolvent of the Laplacian −∆ on Hn+1 is writ-
ten,
R0(s) := (−∆− s(n− s))−1,
with Re s > n
2
corresponding to the resolvent set s(n− s) ∈ C− [n2
4
,∞). The
choice of s as a spectral parameter is motivated by the hypergeometric formula
for the kernel,
R0(s; z, w) =
π−
n
2 2−2s−1Γ(s)
Γ(s− n
2
+ 1)
cosh−2s( r
2
)F (s, s− n−1
2
, 2s− n+ 1; cosh−2( r
2
)),
where r := d(z, w). In this case, F is the representation of the standard
hyergeometric function. If we define ν := s − n+1
2
and µ := n−1
2
, then this
could also be written in terms of a Legendre function
(2.1) R0(s; z, w) = (2π)
−n+1
2 e−iπµ(sinh r)−µQµν (cosh r).
For convenience, we will use these assignments for ν and µ in all of the Legendre
function formulas.
With the hyperbolic convention for the spectral parameter, Stone’s formula
gives the continuous part of the spectral resolution as
dΠ(λ) := 2iλ
[
R0(
n
2
+ iλ)− R0(n2 − iλ)
]
dλ.
Up to a simple factor, the kernel of the spectral resolution is thus given by
ImR0(
n
2
+ iλ; z, w). By the Legendre connection formula,
Qµ−ν−1(z)−Qµν (z) = eiπµ cos(πν)Γ(µ+ ν + 1)Γ(µ− ν)P−µν (z),
we have, for λ ∈ R,
(2.2) R0(
n
2
+ iλ; z, w)− R0(n2 − iλ; z, w) := An(λ)(sinh r)−µP−µν (cosh r),
where
(2.3) An(λ) := cn
∣∣Γ(n
2
+ iλ)
∣∣2 sinh(πλ).
Note that by Stirling’s formula, An(λ) = O(λ
n−1).
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The small-time estimate from [2] or [21] has the same form as Proposi-
tion 2.1, except that the power on the right-hand side is t−(n+1)/2. This essen-
tially follows from high-frequency estimates on the representation (2.2) which
we will state more explicitly in the next section.
To develop the proof of Proposition 2.1, for g ∈ L1(Hn+1), we can use the
spectral resolution to write
(2.4) e−it∆g(z) =
ein
2/4
2πi
∫ ∞
−∞
∫
Hn+1
eitλ
2
g(w) dΠ(λ; z, w) dV (w).
The novelty in our approach to the free case is the use of a particular formula
for the Legendre function from [13, §3.7, eq. (8)],
(2.5) P−µν (cosh r) =
√
2
π
(sinh r)−µ
Γ(µ+ 1
2
)
∫ r
0
(cosh r − cosh u)µ− 12 cos(λu) du,
valid for µ > −1
2
and λ ∈ R. In view of the representation (2.5), we introduce
the kernel
(2.6) K(u; r) := (sinh r)−2µ(cosh r − cosh u)µ− 12χ[0,r](u).
Lemma 2.2. For g ∈ L1(Hn+1) and z ∈ Hn+1, set
hz(u) :=
∫
Hn+1
K(u; d(z, w))g(w) dV (w).
Then for any k ≥ 0,∫ ∞
0
〈u〉k |hz(u)| du ≤ cn
∫
Hn+1
〈d(z, w)〉k+1 e−n2 d(z,w) |g(w)| dV (w).
Proof. The kernel K(u; r) is comparable to r−1χ[0,r](u) near r = 0 and expo-
nentially decreasing as r →∞. Hence, for g ∈ L1(Hn+1) we can apply Fubini
to compute∫ ∞
0
〈u〉k |hz(u)| du
= cn
∫ ∞
0
(sinh r)−2µ
∫ r
0
(cosh r − cosh u)µ− 12 〈u〉k |g˜z(r)| sinhn r du dr,
where g˜z(r) denotes the average of g(w) over a sphere of radius r centered at
the point z. We can then simply use the restriction u ∈ [0, r] and (2.5) to
estimate∫ ∞
0
〈u〉k |hz(u)| du ≤ cn
∫ ∞
0
〈r〉k (sinh r)−µP−µ− 1
2
(cosh r) |g˜z(r)| sinhn r dr.
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The function (sinh r)−µP−µ− 1
2
(cosh r) is regular at r = 0 and has the asymptotic
(sinh r)−µP−µ− 1
2
(cosh r) ∼ cnre−nr/2 as r →∞.
This yields∫ ∞
0
〈u〉k |hz(u)| du ≤ cn
∫ ∞
0
〈r〉k+1 e−nr/2 |g˜z(r)| sinhn r dr,
and the result follows. 
In terms of the function hz(u) introduced in Lemma 2.2, we can now use
(2.2) and (2.5) to rewrite (2.4) as
e−it∆g(z) = cn
∫ ∞
−∞
∫ ∞
0
eitλ
2
λAn(λ) cos(λu)hz(u) du dλ,
where hz is the function introduced in Lemma 2.2. For convenience, let us
extend hz to u < 0 as an even function, hz(−u) := hz(u), so that we can write
this as
(2.7) e−it∆g(z) = cn
∫ ∞
−∞
eitλ
2
λAn(λ)hˆz(λ) dλ.
The coefficient An(λ) is essentially a polynomial, so to handle this expression
we first prove a lemma that illustrates how powers of λ in the spectral reso-
lution translate into decay in t. In fact, we can simplify the formula (2.3) for
An(λ) to
An(λ) =
{[
anλ
n + · · ·+ a1λ
]
tanh(πλ) n odd,
anλ
n + · · ·+ a2λ2 n even.
Lemma 2.3. If h is a bounded smooth function with bounded derivatives, then
for h(u) ∈ 〈u〉−k L1(R), we have for t > 1∣∣∣∣
∫ ∞
−∞
eitλ
2
λkhˆ(λ) dλ
∣∣∣∣ ≤ ckt−⌊k+12 ⌋− 12
∫ ∞
−∞
〈u〉k |h(u)| du.
Proof. It suffices to consider a Schwarz function h ∈ S. Note that for k = 0
the standard dispersive estimate for the free Schro¨dinger equation in R gives
(2.8)
∣∣∣∣
∫ ∞
−∞
eitλ
2
hˆ(λ) dλ
∣∣∣∣ ≤ Ct− 12 ‖h‖L1 .
Similarly, if k = 1 we can integrate by parts once to obtain∫ ∞
−∞
eitλ
2
λhˆ(λ) dλ = − 1
2it
∫ ∞
−∞
eitλ
2
∂λhˆ(λ) dλ.
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And then, since F−1(hˆ′)(u) = −iuh(u), the dispersive bound (2.8) gives
(2.9)
∣∣∣∣
∫ ∞
−∞
eitλ
2
λhˆ(λ) dλ
∣∣∣∣ ≤ Ct− 32 ‖uh(u)‖L1 .
For k ≥ 2 integration by parts gives∫ ∞
−∞
eitλ
2
λkhˆ(λ) dλ = − 1
2it
∫ ∞
−∞
eitλ
2
[
(k − 1)λk−2hˆ(λ) + λk−1∂λhˆ(λ)
]
dλ.
By iterating this formula we can reduce to a combination of the cases (2.8) or
(2.9). 
Proof of Proposition 2.1. The proof essentially follows from applying Lemma 2.3
to (2.7). For n odd we define f := F−1(tanh(πλ)/λ), in the distributional
sense. Analyticity implies that f is represented by an integrable function
with exponential decay. Hence the map h 7→ f ∗ h is bounded as a map
〈u〉−k L1(R)→ 〈u〉−k L1(R) for any k.
Thus, in any dimension, we can apply Lemma 2.3 to the polynomial terms
in λAn(λ). The λ
2 term fixes the leading t−
3
2 decay rate for large t, while the
higher degree terms require additional decay of the function hz. The result is
a pointwise bound,∣∣e−it∆g(z)∣∣ ≤ Cnt− 32
∫ ∞
0
〈u〉n |hz(u)| du
for large times. An application of Lemma 2.2 completes the proof. 
3. Free resolvent kernel estimates
To handle the case of −∆+ V , we will need pointwise estimates on the free
resolvent kernel. For the scalar case, we only need consider R0(
n
2
+ σ) with σ
purely imaginary, but in the matrix case we will also need estimates positive
real σ, so we will treat the general case Re σ ≥ 0 below.
Lemma 3.1. For µ fixed and arg σ ∈ [0, π
2
], the Legendre functions can be
estimated in terms of modified Bessel functions,
(3.1) P−µ− 1
2
+σ
(cosh r) = σ−µ
( r
sinh r
) 1
2
Iµ(σr)(1 +Oµ(σ
−1)),
and
(3.2) Qµ− 1
2
+σ
(cosh r) = eiπµσµ
( r
sinh r
) 1
2
Kµ(σr)(1 +O(σ
−1)),
both uniformly for r ∈ (0,∞) for arg σ ∈ [0, π/2].
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Proof. For the case of σ ∈ (0,∞), this is proven in [30, §12.12.3]. The estimate
for the full range arg σ ∈ [0, π/2] essentially follows from the same approach,
so we will only sketch the details.
With either L = σµP−µ− 1
2
+σ
(cosh r) or L = σ−µQµ− 1
2
+σ
(cosh r), we set
W = (r sinh r)
1
2L, ζ := r2.
The Legendre equation transforms into
d2W
dζ2
=
(
σ2
4ζ
+
µ2 − 1
4ζ2
+
ψ
ζ
)
W,
which is almost a Bessel equation except for the error term
ψ(r) :=
4µ2 − 1
16
(
1
sinh2 r
− 1
r2
)
.
Let us now specialize to the P case. If make the anszatz,
W = σµ(r sinh r)
1
2P−µ− 1
2
+σ
(cosh r) = rIµ(σr) + rµ(σ, r),
then using the equation for W and the boundary conditions appropriate to
the P -solution, we can derive a recursive integral equation for the error term
(see [30, eq. (12.03.08)],
rµ(σ, r) = 2r
∫ r
0
[
Iµ(σr)Kµ(σr)−Kµ(σr)Iµ(σt)
]
ψ(t)
(
rµ(σ, t) + 2tIµ(σt)
)
dt.
The key properties of ψ that lead to an estimate on the error term are that
ψ is monotonic and integrable over [0,∞). Beyond this, we only need to use
well known properties of the modified Bessel functions. For µ > 0 as z → 0
(3.3) Iµ(z) ∼ 1
Γ(µ+ 1)
(z
2
)µ
, Kµ(z) ∼ 1
2
Γ(µ)
(z
2
)−µ
.
For µ > 0 as z →∞, we have
(3.4) Iµ(z) ∼ (2πz)− 12
(
ez + ieµπie−z
)
, Kµ(z) ∼
( π
2z
) 1
2
e−z,
valid for arg z ∈ [0, π
2
]. Using these estimates, together with the result in [30,
Thm. 12.3.1], we obtain a bound for the error term,
rµ(σ, r) ≤ CµrIµ(σr)σ−1,
which yields (3.1).
The same approach applies for the Q solution. The only notable difference
in the argument is that the boundary conditions on the ansatz are applied at
r =∞ in this case. 
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We note here that applying (3.1) and (3.4) to (2.2) gives a high-frequency
asymptotic formula for the spectral resolution, with a leading order of λ(n+1)/2.
This asymptotic is the essential input for the proof of the small-t version
of Proposition 2.1, for example via the dyadic partition argument used in
Lemma [21, Lemma 3.2]. To extend the small-t results to the perturbed case
would require corresponding results for the perturbed spectral resolution for
large λ.
From the uniform asymptotics of the Legendre functions we can derive point-
wise bounds on the resolvent kernel and spectral resolution. This bounds will
be crucial for the dispersive estimates.
Corollary 3.2. For the free resolvent kernel we have the pointwise bounds,
(3.5)
∣∣R0(n2 + σ, z, w)∣∣ ≤


C |log r| |rσ| ≤ 1, n = 1,
Cnr
1−n |rσ| ≤ 1, n ≥ 2,
Cn |σ|n/2−1 e−(n2+Reσ)r |rσ| ≥ 1,
where r := d(z, w), valid for Re σ ≥ 0, |σ| ≥ 1, and r ∈ (0,∞). For derivatives
with respect to σ we have, for any ǫ > 0,
(3.6)
∣∣∂mσ R0(n2 + σ, z, w)∣∣ ≤


Cm |log r| |rσ| ≤ 1, n = 1,
Cn,mr
1−n |rσ| ≤ 1, n ≥ 2,
Cn,m,ǫ |σ|n/2−1 e−(n2+Reσ−ǫ)r |rσ| ≥ 1,
valid for Re σ ≥ 0, |σ| ≥ 1, and r ∈ (0,∞).
For the imaginary part (on the critical line) the diagonal singularity is can-
celled and we have the estimate,
(3.7)
∣∣∂mλ ImR0(n2 + iλ, z, w)∣∣ ≤ Cn |λ|n−1 , for |rλ| ≤ 1
valid for λ ∈ R, |λ| ≥ 1 and r ∈ (0,∞).
Proof. By the conjugation symmetry, it suffices to consider arg σ ∈ [0, π
2
].
With m = 0, the estimate (3.5) follows from applying (3.2), (3.3), and
(3.4) to (2.1). The cases with m > 0 essentially follow from analyticity and
Cauchy’s integral formula on a disk of radius ǫ centered at λ. For the cases
with Re σ = 0, this Cauchy estimate requires extending slightly beyond the
range of Lemma 3.1. This is easily accomplished using the standard connec-
tion formula for the Q-Legendre function. For the free resolvent kernel, the
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Legendre connection formula implies that
R0(
n
2
+ σ − 1; z, w) = 2σn
2
+ σ − 1(cosh r)R0(
n
2
+ σ; z, w)
+
σ − n
2
+ 1
n
2
+ σ − 1R0(
n
2
+ σ + 1; z, w).
This allows us to simply push the estimates for Reσ ∈ [−ǫ, ǫ] to Re σ ∈
[1− ǫ, 1 + ǫ].
We establish (3.7) in the same way, starting from (2.2) and using the P-
Legendre asymptotics. 
The estimate on derivatives in Corollary 3.2 is not sharp, in the sense that
the derivatives in (3.6) should cause a polynomial loss of decay in r, rather
than exponential. The extra level of precision would however be irrelevant for
our application.
For |σ| ≤ 1 the corresponding estimates can be derived much more directly
from Legendre function asymptotics for fixed order. For later use, we note
these in the following:
Lemma 3.3. Near σ = 0 we have the bounds,
(3.8)
∣∣R0(n2 + σ, z, w)∣∣ ≤


C |log r| r ≤ 1, n = 1,
Cnr
1−n r ≤ 1, n ≥ 2,
Cn |σ|n/2−1 e−(n2+Reσ)r r ≥ 1,
where r := d(z, w), valid for Re σ ≥ 0, |σ| ≤ 1, and r ∈ (0,∞). For any ǫ > 0,
(3.9)
∣∣∂mσ R0(n2 + σ, z, w)∣∣ ≤


Cm |log d(z, w)| r ≤ 1, n = 1,
Cn,md(z, w)
1−n r ≤ 1, n ≥ 2,
Cn,m,ǫ |σ|n/2−1 e−(n2+Reσ−ǫ)r r ≥ 1,
valid for Re σ ≥ 0, |σ| ≤ 1, and r ∈ (0,∞).
For the imaginary part we have
(3.10)
∣∣∂mλ ImR0(n2 + iλ, z, w)∣∣ ≤ Cn |λ|n−1 , for |rλ| ≤ 1
valid for λ ∈ R, |λ| ≤ 1.
4. Resolvent operator estimates
In this section we establish some weighted operator-norm estimates for the
free resolvent and the perturbed resolvent in Hn+1. As noted in the Introduc-
tion, the weights are expressed in terms of the function
ρ := e−r,
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where r is the radial coordinate in geodesic polar coordinates for Hn+1.
The first estimate is a slight extension of Guillarmou [19, Prop. 3.2]. We will
include a proof for the convenience of the reader, but it follows the original
proof fairly closely.
Proposition 4.1. For the boundary defining function ρ = e−r, and with η > 0,
and λ ∈ R, we have∥∥ρη∂qλR0(n2 + iλ)ρη∥∥L2→L2 ≤ Cq,η |λ|−1 .
Proof. Define a family of radial cutoffs χt ∈ C∞0 (Hn+1) such that,
χt(z) =
{
0 r ≥ t/2,
1 r ≤ t/4,
with r := d(z, 0).
For the odd-dimensional case, we can use the cosine wave operator,
U0(t) := cos
(
t
√
−∆− n2
4
)
.
If n + 1 is odd then the support of U(t; z, w) is restricted to {d(z, w) = t} by
Huygen’s principle, so that
χtU0(t)χt = 0, for t > 0.
For η > 0, we can use this to subdivide ρηU0(t)ρ
η as
ρηU0(t)ρ
η = (1− χt)ρηU0(t)(1− χt)ρη + (1− χt)ρηU0(t)χtρη
+ χtρ
ηU0(t)(1− χt)ρη.(4.1)
Note that for z ∈ supp (1 − χt), we have r ≥ t/4, implying ρ ≤ e−t/4. This
gives a bound
‖(1− χt)ρη‖∞ ≤ e−ηt/4.
Since we also have ‖U0(t)‖ ≤ 1 and ‖χtρη‖∞ ≤ 1, we deduce from (4.1) that
‖ρηU0(t)ρη‖ ≤ 3e−ηt/4.
By the functional calculus,
ρηR0(
n
2
+ iλ)ρη =
1
iλ
∫ ∞
0
e−itλρηU0(t)ρη dt.
Hence we conclude for λ ∈ R that∥∥ρηR0(n2 + iλ)ρη∥∥ ≤ Cη−1 |λ|−1 .
The same argument shows that∥∥∂qλρηR0(n2 + iλ)ρη∥∥ ≤ Cqη−(q+1) |λ|−1 .
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When the dimension is even, we start from the sine wave operator U1(t),
related to the cosine operator by ∂tU1(t) = U0(t). For n+ 1 even the integral
kernel is given by
(4.2) U1(t, z, w) := Cn
[
sinh2(t/2)− sinh2(d(z, w)/2)]−n/2
+
.
By writing
χtU0(t)χt = ∂t(χtU1(t)χt)− (∂tχt)U1(t)χt − χtU1(t)(∂tχt),
we can conclude that χtU0(t)χt has smooth integral with support restricted
to d(z, w) ≤ t/2. Using this restriction in conjunction with the formula (4.2)
gives
(4.3) ‖χtU0(t)χt‖ ≤ Ce−nt/2,
for t sufficiently large. We now proceed as in the odd dimensional case. The
expansion corresponding to (4.1) now has an extra term involving χtU0(t)χt,
which is controlled by (4.3). Assuming η ≤ 2n, we obtain the estimate
‖ρηU0(t)ρη‖ ≤ Ce−ηt/4,
and the rest of the proof follows exactly as in the odd dimensional case. 
For a potential V ∈ ραL∞(Hn+1) with α > 0, the operator norm ‖V R0(s)‖ is
small for Re s large by the standard resolvent norm estimate on R0(s). Hence,
the operator 1 + V R0(s) is invertible by Neumann series for large Re s. For s
in this range, the resolvent identity gives
RV (s) := (−∆+ V − s(n− s))−1
= R0(s)(1 + V R0(s))
−1.
Before discussing the estimates of the full resolvent on the critical line, we
must first establish the meromorphic continuation that makes its extension to
the critical line well-defined.
Lemma 4.2. For V ∈ ραL∞(Hn+1) with α > 0, the resolvent RV (s) admits a
meromorphic continuation to the half-plane Re s > n
2
−δ as a bounded operator
RV (s) : ρ
δL2(Hn+1)→ ρ−δL2(Hn+1),
for δ < α/2.
Proof. It follows from [27, Prop. 3.29] that ραR0(s) is compact as an operator
on ρδL2(Hn+1) provided that Re s > n
2
− δ and α > 2δ. This implies that
V R0(s) is compact on ρ
δL2(Hn+1) under the same conditions. Therefore, the
analytic Fredholm theorem gives a meromorphic continuation of RV (s) to the
half-plane Re s > n
2
− δ. 
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For this class of potentials, the high-frequency behavior of the resolvent on
the critical line is unaffected by the potential.
Proposition 4.3. For V ∈ ραL∞(Hn+1) with α > 0, there exists a constant
MV such that for λ ∈ R with |λ| ≥MV ,
(4.4)
∥∥ρα/2∂qλRV (n2 + iλ)ρα/2∥∥L2→L2 ≤ Cq,α |λ|−1 .
In particular, there are no resonances on the critical line for |λ| ≥MV .
Proof. Similar results were proven in [6] with slightly stronger assumptions on
the potential. By the resolvent identity,
R0(s) = RV (s) +RV (s)V R0(s),
we can write
R0(s)ρ
α/2 = RV (s)ρ
α/2(1 + ρ−α/2V R0(s)ρα/2).
The factor on the right is meromorphically invertible by the analytic Fredholm
theorem, so that
(4.5) RV (s)ρ
α/2 = R0(s)ρ
α/2(1 + ρ−α/2V R0(s)ρα/2)−1.
By Proposition 4.1,∥∥ρ−α/2V R0(n2 + iλ)ρα/2∥∥ ≤ Cα ∥∥ρ−αV ∥∥∞ |λ|−1 .
Hence for V ∈ ραL∞(Hn+1), there exists a constant MV such that for |λ| ≥
MV , ∥∥ρ−α/2V R0(n2 + iλ)ρα/2∥∥ ≤ 12 ,
implying that (1 + ρ−α/2V R0(n2 + iλ)ρ
α/2)−1 exists and satisfies∥∥(1 + ρ−α/2V R0(n2 + iλ)ρα/2)−1∥∥ ≤ 2.
The estimates then follow from (4.5) and Proposition 4.1. 
For the matrix case, we also need corresponding estimates for RV (
n
2
+ σ)
with σ > 0, but these estimates just follow from the standard formula for the
resolvent norm in terms of distance to the spectrum, with no need for weights.
For σ sufficiently large, we have∥∥RV (n2 + σ)∥∥L2→L2 = O(σ−2).
By writing σ-derivatives in terms of powers of the resolvent, we can extend
this to
(4.6)
∥∥∂qσRV (n2 + σ)∥∥L2→L2 = O(σ−2−q),
for q = 0, 1, 2, . . . and σ >
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5. Absence of Embedded Resonances and Eigenvalues
In this section we take up the proof of Theorem 1. Proposition 4.3 already
established the absence of embedded eigenvalues and resonances for λ suffi-
ciently large by showing that RV (
n
2
+ iλ) is regular for large |λ|.
To extend this result to all λ 6= 0, our first task is to show that any res-
onances on the critical line must come from an embedded eigenvalue, except
possibly at the bottom of the spectrum. We will subsequently show that such
embedded eigenvalues are ruled out. Similar results were established in [23]
for the Schro¨dinger operator associated with the wave maps problem on Hn+1.
Lemma 5.1. Suppose V ∈ ραL∞(Hn+1,R) for some α > 0. If RV (s) has a
pole at s = n
2
+ iλ for λ ∈ R\{0}, then n2
4
+ λ2 is an embedded eigenvalue for
−∆+ V .
Proof. If RV (s) has a pole at s =
n
2
+ iλ, then for ϕ ∈ C∞0 (Hn+1) we have
RV (s)ϕ = (s− n2 − iλ)−mu+ (s− n2 − iλ)−m+1v(s),
for somem ≥ 1, with v(s) analytic near s = n
2
+iλ. Applying −∆+V −s(n−s)
gives
(−∆+V −s(n−s))u = (s− n
2
− iλ)mϕ− (s− n
2
− iλ)(−∆+V −s(n−s))v(s).
Taking s→ n
2
+ iλ then shows that
(5.1) (−∆+ V − n2
4
− λ2)u = 0.
By the identity RV (s) = R0(s) − R0(s)V RV (s), we see that RV (s) maps
C∞0 (H
n+1)→ ρ−ǫH2(Hn+1) for any ǫ > 0. Hence u ∈ ρ−ǫH2(Hn+1).
It remains to prove that u actually lies in L2(Hn+1). If we set ǫ = α/2 and
then the assumption on V gives
(−∆− n2
4
− λ2)u ∈ ρα/2L2(Hn+1).
We can apply [27, Thm. 7.14] to deduce that
(5.2) u = ρ
n
2
+iλa+ ρα/2v,
where a is a function on the sphere Sn and v ∈ H2(Hn+1). We could also have
deduced this directly from u = −R0(n2 + iλ)V u and the explicit formula for
the kernel of R0(s). From the fact that u ∈ ρ−α/2L2(Hn+1) we can deduce that
a ∈ L2(Sn).
Note that u ∈ L2(Hn+1) if and only if a = 0. To prove that a = 0 we will
use a boundary pairing argument adapted from [28]. Let ψ ∈ C∞(R) be a
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function with ψ(r) = 0 for r ≤ 1, ψ(r) = 1 for r ≥ 2, and ψ′(r) ≥ 0. Then for
δ > 0 let ψδ(r) := ψ(e
−r/δ). We compute the commutator,
[−∆, ψδ] = −δ−2e−2rψ′′(e−r/δ) + δ−1(n coth2 r − 1)e−rψ′(e−r/δ)
− 2δ−1e−rψ′(e−r/δ)∂r.
By the eigenvalue equation (5.1) and the fact that u ∈ ρ−ǫH2(Hn+1), we have
(5.3) 〈[−∆, ψδ]u, u〉 = 0.
(This is the point where we must assume that the potential V is real.) If we
substitute (5.2) into this inner product then since ρ ≤ 2δ on the support of
[−∆, ψδ], the contribution from the ρα/2v terms will be O(δα/2) as δ → 0.
Thus,
(5.4) lim
δ→0
〈
[−∆, ψδ]ρn2+iλa, ρn2+iλa
〉
= 0.
Evaluating the left-hand side gives
lim
δ→0
∫ − log δ
− log 2δ
(
−δ2e(n−2)rψ′′(e−r/δ) + δ−1(n coth2 r − 1)e(n−1)rψ′(e−r/δ)
− (n+ 2iλ)δ−1e(n−1)rψ′(e−r/δ)
)
sinhn r dr · ‖a‖2L2(Sn)
= 2iλ ‖a‖2L2(Sn) .
We conclude from (5.4) that for λ 6= 0 we must have a = 0, implying that u is
an honest L2-eigenfunction. 
Remark 5.2. For the non-selfadjoint matrix equation, in place of (5.3) we
would have
〈[−∆, ψδ]~u, ~u〉 = 2iψδ Im(u2),
so this technique could not be used rule out resonances in that case.
Having shown that resonances on the critical line must come from embedded
eigenvalues, our next step is to rule out the embedded eigenvalues. This can
be done under a weaker decay assumption.
Proposition 5.3. Suppose V ∈ L∞(Hn+1), with V = o(r−1) as r →∞. Then
−∆+ V has no eigenvalues in the range (n2
4
,∞).
Proof. The argument from [11] essentially carries over directly to the Schro¨dinger
case, even for non-smooth potentials. Suppose u ∈ H2(Hn+1) satisfies the
eigenvalue equation,
(−∆+ V − n2
4
− λ2)u = 0.
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If we write w = (sinh r)n/2u then the equation becomes
Hw = λ2w,
where
H := −∂2r − (sinh r)−2∆Sn + V˜ ,
where
V˜ := V +
n(n− 2)
4
(coth2 r − 1).
Since u ∈ H2(Hn+1), we have w ∈ H2(R+ × Sn) and thus the trace w|r is
well-defined in H3/2(Sn) for each r, allowing us to define
G(r) := ‖∂rw‖2L2(Sn) − (sinh r)−2 ‖∇θw‖2L2(Sn) + λ2 ‖w‖2L2(Sn) .
The fact that w ∈ H2(R+ × Sn) further implies that G ∈ L1(R+). Using the
eigenvalue equation, we can calculate that
(rG(r))′ = ‖∂rw‖2L2(Sn) + λ2 ‖w‖2L2(Sn) −
(
r
sinh2 r
)′
‖∇θw‖2L2(Sn)
+ 2r(∂rw, V˜ w)L2(Sn).
The first three terms are positive, and the fourth is bounded by the first two for
r sufficiently large, by the Cauchy-Schwarz inequality and the assumption that
V = o(r−1). We conclude that (rG(r))′ ≥ 0 for all r ≥ R0 with R0 sufficiently
large. The integrability of G would evidently fail if we had G(r) > 0 for any
r ≥ R0, so we can conclude that G(r) ≤ 0 for r ≥ R0.
The remainder of the proof follows [11] very closely. We set wm := r
mw and
Lm(r) := ‖∂rwm‖2L2(Sn) − (sinh r)−2 ‖∇θwm‖2L2(Sn)
+
[
λ2(1− R0r−1) +m(m+ 1)r−2
]
‖w‖2L2(Sn) .
A computation similar to that for G(r), using the assumption that V = o(r−1),
shows that (r2Lm(r))
′ > 0 for m > m0 and r > R1 > R0. It follows that
Lm1(r) > 0 for some m1 > m0 and r > R2 > R1. We can then chose R3 > R2
such that ∂r ‖w‖L2(Sn) |r=R3 < 0 and so that
−λ2R0r−1 +m1(2m1 + 1)r−2 < 0,
for r ≥ R3. A direct estimate then shows that
R−2m13 Lm1(R3) ≤ G(R3).
Since Lm1(R3) > 0 and G(R3) < 0, this contradiction rules out the existence
of an eigenvector. 
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The combination of Lemmas 4.2 and 5.1 with Proposition 5.3 furnishes the
proof of Theorem 1.
6. Full spectral resolution estimates
Although it is relatively straightforward to produce operator norm bounds
on the full resolvent RV (s), the dispersive estimates require finer control of
the kernel of the spectral resolution,
dΠV (λ) = −4λ Im[RV (n2 − iλ)] dλ.
Translating the operator bounds on RV (s) into pointwise bounds on the imag-
inary part of the kernel is the main goal of this section.
Proposition 6.1. Assume that V ∈ ραL∞, where
α
n
> 1−
⌊
n+ 5
4
⌋−1
,
and assume that −∆ + V does not have a resonance at s = n
2
. Then there
exists an M > 0, such that for any q ∈ N,
sup
z,w∈Hn+1
∣∣∂qλ ImRV (n2 + iλ; z, w)∣∣ ≤ Cq,V 〈λ〉M ,
for all λ ∈ R.
The restriction on α is trivially satisfied by any α > 0 for n = 1, 2. For
3 ≤ n ≤ 6 the condition is α > n/2, which means that V must have decay just
slightly better than L2. For n > 6 the required decay is intermediate between
L2 and L1.
The strategy for the proof of Proposition 6.1 is to combine weighted Lp
estimates on the kernels using an analog of Young’s inequality. Let us first
establish the kernel estimates.
Lemma 6.2. For λ ∈ R, we have
(6.1)
∥∥∂mλ R0(n2 + iλ; z, ·)ρα∥∥Lq ≤ Cn,m,q,α 〈λ〉n−1 , for 1 ≤ q < n+ 1n− 1 ,
and
(6.2)
∥∥∂mλ ImR0(n2 + iλ; z, ·)ρα∥∥Lq ≤ Cn,m,q,α 〈λ〉n−1 , for 1 ≤ q ≤ ∞,
provided that α > max{0, n(1
q
− 1
2
)}. The estimates are uniform for z ∈ Hn+1.
Proof. For |λ| ≥ 1, the idea is to split the q-norm,∥∥∂mλ R0(n2 + iλ; z, ·)ρα∥∥qLq =
∫ ∣∣∂mλ R0(n2 + iλ; z, w)∣∣q ρ(w)αq dVolw.
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according to the value of rλ, where r := d(z, w), and use the estimates of
Corollary 3.2.
For λd(z, w) ≤ 1 we can drop the ρ factor (since ‖ρ‖L∞ 6 C) and use (3.5)
and (3.6) to write∫
λd(z,w)≤1
∣∣∂mλ R0(n2 + iλ; z, ·)∣∣q ραq dVolw ≤ Cn,m
∫
λr≤1
r(1−n)q sinhn r dr
≤ Cn,m,qλ(n−1)q−n−1,
assuming that (n− 1)q < n+ 1. For λd(z, w) ≥ 1 we have∫
λd(z,w)≥1
∣∣∂mλ R0(n2 + iλ; z, ·)∣∣q ραq dVolw
≤ Cn,m,ǫλ(n/2−1)q
∫
e−q(
n
2
−ǫ)d(z,w)e−αqd(w,0) dVolw
To eliminate the z dependence, we split the terms with Ho¨lder’s inequality,∫
e−q(
n
2
−ǫ)d(z,w)e−αqd(w,0) dVolw ≤
∥∥e−q(n2−ǫ)r∥∥
p
∥∥e−αqr∥∥
p′
,
where p, p′ are conjugate. Since the measure includes a weight sinhn r, by
choosing ǫ sufficiently small we can make these norms finite provided that
qp > 2 and αqp′ > n. Such a choice of p, p′ is possible provided that α >
n(1/q − 1/2) and α ≥ 0. Hence, under these conditions,∫
λd(z,w)≥1
∣∣∂mλ R0(n2 + iλ; z, ·)∣∣q ραq dVolw ≤ Cn,m,q,αλ(n/2−1)q.
This completes the proof of (6.1).
For (6.2) the argument is essentially identical, except that we use (3.7) to
improve the estimate for λd(z, w) ≤ 1.
For |λ| ≤ 1, we use Lemma 3.3 to estimate the kernels, and the integrals are
split into r ≤ 1 and r ≥ 1. Otherwise the estimates proceed just as above. 
To apply the Lq estimates, we need a version of Young’s inequality. Since we
are not actually dealing with convolutions, we need to be a bit careful about
the estimates required for the kernels.
Lemma 6.3. On a measure space (X, µ), suppose the integral kernels Kj(z, w)
satisfy uniform estimates
‖K1(·, w)‖Lq1 ≤ Aq1, ‖K1(z, ·)‖Lq1 ≤ Aq1, ‖K2(·, z′)‖Lq2 ≤ Bq2 ,
for q1, q2, p ∈ [1,∞] such that
1
q1
+
1
q2
=
1
p
+ 1.
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Then we have ∥∥∥∥
∫
K1(·, w)K2(w, z′) dµ(w)
∥∥∥∥
Lp
≤ Aq1Bq2,
uniformly in z′. (The bound on ‖K1(·, w)‖Lq1 is not required if p =∞.)
Proof. For p =∞, the result follows immediately by Ho¨lder, so we can assume
p <∞, which implies q1, q2 <∞ also.
Set
h(z, z′) :=
∫
K1(z, w)K2(w, z
′) dµ(w).
If we set s = q2(1− 1/q1) ∈ [0, 1], we can split
|K1(z, w)| = |K1(z, w)|s |K1(z, w)|1−s
and then apply Ho¨lder to obtain
|h(z, z′)| ≤[∫
|K1(z, w)|sq
′
1 dµ(w)
] 1
q′
1
[∫
|K1(z, w)|(1−s)q1 |K2(w, z′)|q1 dµ(w)
] 1
q1
,
where 1/q′1 = 1− 1/q1 = s/q2. This then implies that
|h(z, z′)|q1 ≤ Asq1q2
∫
|K1(z, w)|(1−s)q1 |K2(w, z′)|q1 dµ(w).
Now we take the p/q1-norm with respect to z on both sides, yielding
‖h(·, z′)‖q1Lp ≤ Asq1q2
[∫ (∫
|K1(z, w)|(1−s)q1 |K2(w, z′)|q1 dµ(w)
) p
q1
dµ(z)
] q1
p
.
We can use the Minkowski integral inequality to switch the order of integration
and then apply the assumed Lp bounds (noting that (1− s)p = q2):[∫ (∫
|K1(z, w)|(1−s)q1 |K2(w, z′)|q1 dµ(w)
) p
q1
dµ(z)
] q1
p
≤
∫ (∫
|K1(z, w)|(1−s)p |K2(w, z′)|p dµ(z)
) q1
p
dµ(w)
≤
∫
A(1−s)q1p |K2(w, z′)|p dµ(w)
≤ A(1−s)q1q2 Bq1q1 .
Combining these estimates gives
‖h(·, z′)‖q1Lp ≤ Aq1q2Bq1q1 ,
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which completes the proof. 
Proof of Proposition 6.1. As in the recent results [16, 17], the proof relies on
the Birman-Schwinger type resolvent expansion at all frequencies:
RV (s) =
2m−1∑
ℓ=0
R0(s)
[−V R0(s)]ℓ
+
[
R0(s)V
]m
RV (s)
[
V R0(s)
]m
.
(6.3)
In the free resolvent kernel estimates of Lemma 6.2, the derivatives with respect
to λ do not affect the order of growth in λ. The same holds true of the full
resolvent operator estimates in Proposition 4.3. We may thus focus on the
undifferentiated case, as taking derivatives will merely change the constants.
Let us first focus on the remainder term in the series expansion (6.3),[
R0(
n
2
+ iλ)V
]m
RV (
n
2
+ iλ)
[
V R0(
n
2
+ iλ)
]m
,
since the behavior of this term drives the choice of m. We do not include
the imaginary part here because that does not provide any advantage for the
remainder term. Using the assumption that V ∈ ραL∞, we can write the
kernel of this operator as an L2-pairing,[
R0(
n
2
+ iλ)V
]m
RV (
n
2
+ iλ)
[
V R0(
n
2
+ iλ)
]m
(z, z′) =
〈
ρα/2RV ρ
α/2hz′ , hz
〉
L2
,
where
hz :=
[
ρα/2R0(
n
2
− iλ)ρα/2]mρ−α/2(z, ·).
With the hypothesis that RV (
n
2
+ iλ) has no pole at λ = 0, we can extend the
estimate of Proposition 4.3 through λ = 0 to give∣∣∣[R0(n2 + iλ)V ]mRV (n2 + iλ)[V R0(n2 + iλ)]m(z, z′)∣∣∣
≤ Cα 〈λ〉−1 ‖hz‖L2 ‖hz′‖L2 ,
(6.4)
Applying Lemma 6.3 iteratively gives the estimate
(6.5) ‖hz‖L2 ≤ sup
z
∥∥ρα/2R0(n2 + iλ)ρα/2(·, z)∥∥mLq ,
provided that
q =
2m
2m− 1 .
The left- and right-sided estimates needed for Lemma 6.3 are identical by the
symmetry of R0(s; z, w). Note that we do not have a weight factor ρ
α/2 on the
right for the final R0 term in hz, but fortunately Lemma 6.3 shows that we
only need the estimate of this term in the left variable.
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Lemma 6.2 applies to the right-hand side of (6.5) to give the estimate
(6.6) ‖hz‖L2 ≤ Cn,q,α 〈λ〉n−1 ,
provided 1 ≤ q < n+1
n−1 and α/2 > n(1/q−1/2). The first requirement translates
to
m >
n + 1
4
,
while the second requires that
α > n
(
m− 1
m
)
.
Under these conditions, the combination of (6.4) and (6.6) gives∣∣∣[R0(n2 + iλ)V ]mRV (n2 + iλ)[V R0(n2 + iλ)]m(z, z′)∣∣∣ ≤ Cn,m,α 〈λ〉2m(n−1)−1 ,
uniformly in z, z′.
Now that we have the condition on m, let us consider the imaginary part of
a typical term in the expansion (6.3),
Im
(
R0(
n
2
+ iλ)[V R0(
n
2
+ iλ)]ℓ
)
,
for l = 0, . . . , 2m− 1. Here taking the imaginary part is actually crucial. We
can expand the product so that each term has ImR0 appearing as a factor
in some position. This guarantees that we can apply the estimate (6.2) to
one of the R0 factors. For the factors of R0 without imaginary part we are
restricted to Lq estimates with q < n+1
n−1 , but for the ImR0 term we can take
any 1 ≤ q′ ≤ ∞. For the estimates it does not make a difference which factor
carries the imaginary part, so we can treat all the terms by the same approach.
By successive applications of Lemma 6.3, using again the bounds from
Lemma 6.2, we have∣∣∣Im (R0(n2 + iλ)[V R0(n2 + iλ)]ℓ) (z, z′)∣∣∣ ≤ C 〈λ〉ℓ(n−1) ,
provided that
ℓ
q
+
1
q′
= ℓ,
and
α
2
> n
(
1
q
− 1
2
)
,
α
2
> n
(
1
q′
− 1
2
)
.
If we take q just below n+1
n−1 , then q
′ lies just above n+1
2ℓ
. With such choices
it’s not hard to check that the conditions on α can be satisfied if α > n(n −
3)/(n+1) and α > (2ℓ− 2)/(n+1). For any n these requirements are weaker
than the condition α > n(m− 1)/m coming from the remainder term. 
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Remark 6.4. Above, we have used the resolvent to approach analysis of
the spectral measure. Another approach could be to construct a modified
Eisenstein series solution similar to the analysis in the work [12], which would
parallel the distorted Fourier basis approach of [25]. Such a study could be
of independent interest and perhaps lead to a better understanding of the
sharpness of our decay assumptions on V .
7. Dispersive estimates: scalar case
In this section, we proceed to prove Theorem 2. With the hyperbolic con-
vention for the spectral parameter, Stone’s formula gives the continuous com-
ponent of the spectral resolution as
dΠV (λ) := 2iλ
[
RV (
n
2
+ iλ)− RV (n2 − iλ)
]
dλ
= −4λ [ImRV (n2 + iλ)] dλ.(7.1)
We can then write the kernel of the Schro¨dinger propagator as
(7.2)
[
eit(−∆+V )Pc
]
(z, w) =
1
iπ
∫ ∞
0
∫
Hn+1
eitλ
2
dΠV (λ; z, w).
For both the high and low frequencies the dispersive estimates can now be
derived from a combination of (6.1) and integration by parts.
Proof of Theorem 2. Let χ ∈ C∞0 (R+) be a cutoff function with χ(λ) = 1 for
λ ≤ 1. We first consider the t dependence of the high-frequency term,
(7.3)
∫ ∞
0
∫
Hn+1
(1− χ(λ))eitλ2g(w) dΠV (λ; z, w) dVolw.
Assuming that V satisfies the hypotheses, we claim that for any N > 0 and
R > 1, we have
sup
z,w∈Hn+1
∣∣∣∣
∫ ∞
0
χ(λ/R)(1− χ(λ))eitλ2 dΠV (λ; z, w)
∣∣∣∣ ≤ CN,V t−N ,
for t > 1, where CN,V is independent of R.
Writing the spectral resolution as in (7.1) and integrating by parts N times
gives∫ ∞
0
χ(λ/R)(1− χ(λ))eitλ2 dΠV (λ; z, w) =
CN t
−N
∫ ∞
1
eitλ
2 (
λ−1∂λ
)N [
χ(λ/R)(1− χ(λ))λ ImRV (n2 + iλ; z, w)
]
dλ.
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By Proposition 6.1, we have
sup
z,w
∣∣∣(λ−1∂λ)N [χ(λ/R)(1− χ(λ)]λ ImRV (n2 + iλ; z, w)∣∣∣ ≤ CN,V 〈λ〉M−N+1 ,
uniformly in z, w, and the result follows by direct L1 estimate provided we
take N > M + 1.
Now let us consider the low-frequency term. Note that since dΠ(λ) is an
even function of λ, a single integration by parts gives∫ ∞
0
χ(λ)eitλ
2
dΠV (λ; z, w) = Ct
−1
∫ ∞
−∞
eitλ
2
f ′(λ) dλ,
where
f(λ) := χ(|λ|) Im[RV (n2 + iλ; z, w)],
and we have exploited the conjugation symmetry to extend the integral to R.
The dispersive bound for the free one-dimensional Schro¨dinger equation now
gives ∣∣∣∣
∫ ∞
0
χ(λ)eitλ
2
dΠV (λ; z, w)
∣∣∣∣ ≤ Ct−3/2 ∥∥F−1(f ′)∥∥L1(R) ,
for t > 1 With the simple bound,∥∥F−1(f ′)∥∥
L1(R)
≤ C(‖f ′‖L1(R) + ‖f ′′′‖L1(R)),
the low-frequency result then follows from the estimates in Proposition 6.1. 
8. Dispersive Estimates: matrix case
In this section, we construct the matrix Schro¨dinger operator spectral res-
olution and proceed to prove Theorem 3. Using the strategy from the scalar
case, analysis in the matrix case boils down to resolvent estimates for a free
Hamiltonian of the form
(8.1) H0 :=
(−∆+ (µ− n2
4
) 0
0 ∆− (µ− n2
4
)
)
.
The spectrum is clearly σ(H0) = (−∞,−µ] ∪ [µ,∞). For z ∈ C− σ(H0), the
resolvent of H0 is related to the free scalar resolvent by
(H0 − z)−1 =
(
R0
(
n
2
+
√
µ− z) 0
0 −R0
(
n
2
+
√
µ+ z
)) ,
with the principal branch of the square root used for
√
µ± z.
We easily observe via estimates from Section 4 that the operator
(H0 − z)−1V
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is compact as an operator on L2, for V a matrix potential operator with
components in ραL∞(Hn+1,R) with α > 0 and z ∈ C− σ(H0). This allows us
to define the perturbed matrix resolvent as in [14, Lemma 4], by applying the
Fredholm alternative to the formula
(H− z)−1 = (I + (H0 − z)−1V )−1(H0 − z)−1.
As noted in the introduction, we can see from this that the continuous spec-
trum of H is σ(H0) and that otherwise the spectrum of H is purely discrete.
In the free case, the estimates of Section 4 also imply a limiting absorption
principle extending the resolvent to the continuous spectrum as an operator on
the weighted space ρδL2. If we set m = µ+ τ 2 with τ > 0, then this extension
is related to the free scalar resolvent by
(8.2) (H0 − (m± i0))−1 =
(
R0(
n
2
∓ iτ ; z, w) 0
0 −R0
(
n
2
+
√
2µ+ τ 2; z, w
))
There is an equivalent formulation for m = −µ− τ 2.
The hypothesis of Theorem 3 that H has no embedded eigenvalues or res-
onances amounts to the assumption that the limiting absorption principle
applies also to the perturbed resolvent, allowing us to define (H− (m± i0))−1
for |m| > µ.
In the scalar case we used Stone’s formula to write the spectral resolu-
tion. This of course does not apply in the matrix case because of the lack of
self-adjointness. However, we claim that an equivalent representation of the
continuous component of the Schro¨dinger propagator still holds,
(8.3) eitHPc =
1
2πi
∫
|m|>µ
eitm
[
(H− (m+ i0))−1 − (H− (m− i0))−1] dm,
in a suitable weak sense on weighted L2 spaces. This representation is com-
pletely analogous to [14, Lemma 12]. Indeed, the complex analytic arguments
used to establish this representation in [14] apply directly in our case.
From here, the proof of Theorem 3 works very much as in the scalar case. We
analyze (8.3) using the Birman-Schwinger expansion in powers of the matrix
potential V . From (8.2), we can see that the free resolvent terms in this
expansion involve either R0(
n
2
∓ iτ), whose kernel was analyzed in the scalar
case, or R0(
n
2
+ σ) for σ > 0, whose decay properties are significantly better,
as shown in §3. Hence the necessary Lq estimates on the free kernels follow
just as in Lemma 6.2.
The only other ingredient that we need for the matrix proof is a weighted
operator norm bound on the full resolvent, analogous to Proposition 4.3. This
bound is crucial for handling the remainder term in the Birman-Schwinger
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expansion. For m > 0 sufficiently large, we need to show∥∥ρα/2∂qλ(H− (m± i0))−1ρα/2∥∥L2→L2 ≤ Cq,α |m|−1 .
And, just as in Proposition 4.3, this is a relatively simple consequence of the
corresponding free bound,∥∥ρα/2∂qλ(H0 − (m± i0))−1ρα/2∥∥L2→L2 ≤ Cq,α |m|−1 .
By (8.2), this bound follows directly from scalar case, Proposition 4.1.
After extending these bounds to the matrix case, we can prove pointwise
estimates the kernel of the operator (H − (m + i0))−1 − (H − (m − i0))−1
appearing in (8.3), just as in Proposition 6.1. The proof of Theorem 3 then
follows directly by the same argument given for the scalar case in Section 7.
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