Hand gesture recognition is a user-friendly and intuitive means for human machine interaction. This paper proposes a novel 3D hand gesture recognition method for controlling an intelligent wheelchair based on both colour and depth information. Image depth information of human palm is obtained by a 3D Kinect vision sensor and then its position is obtained through the hand analysis module in OpenNI. The improved Centroid Distance Function is used to extract 3D hand trajectory features, while hidden Markov model (HMM) is applied to train samples and recognise hand gesture trajectories. Finally, the recognition results are converted into control commands through an ad hoc network and sent to an intelligent wheelchair for its motion control. Experiment results show that the proposed method has good invariance to lighting changes, hand rotation and scaling conditions and is very robust to background interference.
Introduction
To promote the construction of a harmonious society and improve the quality of life for elderly and disabled people, advanced technology needs to be deployed. Many countries began to research the intelligent wheelchair, which provides mobility to the elderly and people with disabilities. According to different disabilities, researchers have developed many human-machine interfaces for intelligent wheelchairs. Recently, hand gesture recognition plays an important role in human-computer interaction (Kao and Li, 2010; Tang et al., 2013; Zhang et al., 2009 Zhang et al., , 2012 . Hand gesture recognition in human-computer interaction has the advantages of being easy to implement and user-friendly (Van den Bergh and Van Gool, 2011; Pang et al., 2010) .
Hand trajectory is a simple and robust movement feature, and widely applied to the hand motion analyses. For instance, the upper arm motion trajectory is used for rehabilitation therapy in Zhang et al. (2008) and Wang et al. (2012) , where local hand gesture trajectory variables are combined with global ones to improve the efficiency of gesture recognition. A method of using the HMM model to recognise the Chinese sign language was proposed in . Silanon and Suvonvorn (2011) put forward a method of gesture movement analysis and identification of the Thai alphabet using hand gesture trajectory features. Note that all these methods are identified based on the 2D trajectory.
All the hand gesture recognition systems with one camera have apparent limitations. First, different gestures may share the same 2D trajectory due to the projection, and the same gesture may generate various projections from different viewpoints in one plane. Secondly, viewpoint problems can be solved by adding more categories with different viewpoints, which increases the computation burden and decreases the recognition rate (Holte, 2008) . Therefore, the 3D hand gesture trajectory recognition becomes necessary. Hahn et al. (2009) proposed a 3D gesture track recognition method in an industrial environment. Yuan et al. (2010) proposed a same perspective 3D trajectory recognition algorithm that calculates main plane and maps 3D trajectory to it by using the least squares method.
At present, hand gesture recognition research is mainly focused on the skin colour model, as well as continuous dynamic gestures based on the image attributes of the robust feature extraction (Chen and Zhang, 2009) . No depth information has been widely deployed in hand gesture recognition yet. Therefore, this paper presents a novel method for 3D gesture trajectory feature extraction and recognition based on a 3D Kinect vision sensor. Depth image information is used for hand segmentation, which is the distance between the camera and the hand. So the background interference can be greatly reduced and the system is robust and real time.
In this paper, a 3D hand gesture tracking and recognition method is proposed for controlling an intelligent wheelchair. The method of hand gesture detection is explained. The depth data are obtained from a 3D Kinect vision sensor and the palm of the hand position is obtained through the intermediaries hand analysis module in OpenNI. The improved centroid distance function (CDF) is proposed to extract 3D hand gesture trajectory feature. Therefore this system is less susceptible to light changes, background noises and other factors, and the stability and robustness of the hand gesture trajectory recognition are much improved. In addition, the starting point of hand trajectory is firstly located and then the end point is obtained. This solves the problem of time delay in the previous methods and improves the real-time performance of the system. The rest of the paper is organised as follows. In Section 2, the method of hand gesture detection is introduced. Section 3 presents the recognition method of 3D hand gesture trajectory based on hidden Markov model (HMM). Section 4 is the experiment results of our new method. A brief conclusion and future work is illustrated in Section 5.
Hand gesture detection

Getting hand gesture trajectory information
A 3D Kinect vision sensor is used in this research to capture images, which has a CMOS infrared sensor for perceiving the world. The sensor perceives the environment through the way of black and white spectrum, pure black represents infinity and grey area represents physical distance of object from the sensor. The Kinect sensor collects every point within sight, and then the gathering point forms the depth of field image about the surrounding environment. The sensor generates the image stream at 30 frames per second, and obtains 3D data from its surrounding environment in real-time.
In human-computer interaction, interactive hand gestures are often located in front of the camera, so the hand gesture region can be segmented according to different depth value. The hand gesture segmentation method in this paper combines the hand analysis module in OpenNI and the visual development kit in OpenCV. Figure 1 describes the hand gesture segmentation process. Figure 1 When the hand moves, the palm of the hand may shake and results in the hand jitter which is to be addressed in this paper presents. We compare the previous frame with the current frame in a sequence of hand images. If the difference between two frames is within the threshold range, the position of the previous frame is saved. If the difference is outside the threshold range, the location of the current frame is then saved. Therefore, the jitter with the small amplitude can be avoided. The threshold value is set at 2.4 mm after trial and error. 
Hand tracking
Camshift algorithm is an improved method of Meanshift algorithm and can be effectively deployed for real-time visual tracking. Although Camshift algorithm has much reduced calculation time and better tracking performance than Meanshift algorithm in simple background, it remains vulnerable to environmental disturbance once the background becomes complex. So the estimated gestures motion parameters are introduced here to avoid these problems. Kalman filtering is an optimum estimate method under the rule of minimum error covariance, which needs small amount of calculation and therefore achieves real-time performance. Kalman filter uses the actual sensor information to correct the estimate of the motion state so that the estimation accuracy can be effectively improved. This paper proposes a novel hand tracking method that combines Camshift algorithm with Kalman filtering for tracking hand gestures, fully utilising the advantages of the two algorithms. Lee and Kim (1999) proposed a HMM-based threshold model approach to hand gesture recognition. This model plays a key filtering role in the identification of non-gesture, and also effectively detects the start and end points of the predefined gestures contained in a trajectory sequence. On the basis of their work, this paper puts forward a new method, i.e. the start point is detected first and then the end point. So the time delay problem is solved, and both the real-time performance and the recognition rate are improved.
Hand gesture spotting
The starting point is judged by the speed. When the hand speed is zero in a small area for a moment, its position is considered as a starting point. After the start point is detected, hand gesture trajectory recognition is started. The gesture trajectory recognition is completed when the end point is obtained by using Equation (1).
where ∆p is the competitive differential observation probability value between maximal gestures and nongesture. When ∆p changes from negative to positive, the gesture ends and the end point is obtained. More than one reference model may meet the condition of ∆p changes from positive to negative in a different location since the test sample contains many reference gestures. The first transition point cannot be simply treated as the end point since it cannot determine if this gesture is indeed part of a complete gesture or within more complex gestures. Therefore, this paper proposes that the interval between the two location points must be more than 25 frames. The identification of a complete hand gesture trajectory is achieved through the Viterbi algorithm.
3D hand gesture trajectory recognition based on HMM
Trajectory feature extraction
Hand gesture trajectory feature can be mapped to the CDF observation-based invariants (Bashir et al., 2006) . CDF has affine transformation invariance and is widely used in image retrieval. CDF represents the shape of the gesture trajectory observations from a global perspective, which is used to describe gesture trajectory. In essence, CDF is the distance of each point to the centre points of the trajectory. The improved CDF needs translation, rotation and scaling invariance. Re-sampling of the trajectory points solves the problem of scaling. Translation invariance can be achieved through coordinate standardisation. So this paper only verifies the rotation invariance of 3D CDF features. As this paper deals with the data are three-dimensional curves, rotation transformation can be decomposed into twice 2D rotations.
For the first time rotation in plane:
where ( ) ( ) ( ) For the second rotation in the XOZ plane:
where G is the matrix after the twice rotations; Figure 2 shows the rotated 3D trajectories and the corresponding CDF eigenvalue, which verifies the rotation invariance. This method greatly simplifies the classification of the HMM model and improves the speed of computation.
Hand gesture recognition
As we know, HMM is a very mature match time-varying data technology (Elmezain et al., 2008) . It is also used in pattern recognition and human machine interaction . The use of the HMM can be divided into two stages: training and classification. Observation vector sequence and coding sequence of symbols in hand gesture recognition system are referred as the observation sequence and denoted by O, which is a random sequence. HMM of N-state (denoted by • B is the state output probability matrix. It is each state observed probability space distribution of random variables or random vectors.
Evaluation, training, decoding are three main problems in HMM, and can be solved by forward and backward algorithm, namely the Baum-Welch algorithm and the Viterbi algorithm, respectively. This paper takes left-right model. In theory, with the increased number of states, the training model can describe the trajectory fast and accurately. However, this imposes a high calculation cost. The real-time requirement will be affected. So the selection of state number needs a compromise. In this paper, the state number is chosen from 3 to 10 according to the trajectory complexity.
Analysis of experimental results
Robustness verification
To verify the robustness, we do the following experiments. As shown in Figure 3 , (a) are the hand gesture recognition images in the normal lighting condition, (b) are the hand gesture recognition images in the low lighting condition, (c) are the hand gesture recognition images in the complex background condition. In this paper, 150 experiments were performed in three different conditions, and Table 1 shows gesture recognition rate for different conditions. Through experimental analysis, the average recognition rate is 97.8% under the normal lighting condition, the average recognition rate is 97% under the low lighting condition, the average recognition rate is 96.9% under the complex background condition. The difference of three average recognition rates is <1%. It is clear that the recognition rate of hand gestures is relatively stable in different lighting conditions. The proposed dynamic gesture recognition system is robust to illumination changes and complex background. 
Hand gesture spotting verification
To validate the hand gestures spotting method, the end point is got by calculating the observation sequence, which is used to match the gesture model with the threshold model. Figure 4 shows the likelihood diagram change over time.
In the diagram, the abscissa is the time axis, the coordinate origin is starting point of the gesture, and the vertical axis represents the value of the likelihood.
Effectiveness verification
In this research, a number of experiments are conducted to verify the system effectiveness. We capture the hand gesture trajectory of the Arabic numerals 0-9. 700 hand gesture trajectories are collected from seven individuals, in which 420 samples are used for training and 280 samples are used for testing. Figure 5 shows a comparison of the recognition rates from the proposed method and the traditional method (Elmezain et al., 2010) , respectively, in which the traditional location coordinates are used as hand trajectory features. Through the calculation, the average recognition rate of our method can reach 97.5%. The comparative results show that our method has a high recognition rate and high reliability, which can be widely applied to the field of humancomputer interaction.
Intelligent wheelchair control system
In this paper, hand gesture trajectory recognition is used to control an intelligent wheelchair. Five different hand gesture trajectories are selected to control five basic movement of intelligent wheelchair, namely forward, backward, turn left, turn right and stop. The system uses a Kinect sensor for extracting images. The software tools used in this research include VS2008, OpenNI and OpenCV. In the experiment, the users put their hands in front of the Kinect vision sensor. When the palm position of hand is detected, the gesture trajectory is abstracted. The recognition results are obtained by using the HMM Viterbi algorithm. Figure 6 shows the system flowchart.
The intelligent wheelchair has an ARM9 controller embedded, plus the DSP-based driver module and the sensor module. The upper computer system communicates with the sensor module via a RS232 serial bus and the drive module. Figure 7 show the desired trajectory for the intelligent wheelchair to travel in experiments. The entire experimental environment is 6 m long and 5 m wide. The wheelchair moves from point A to point B. The representatives of the two rectangles are obstacles, and the arrows in the middle represent the planned route and direction of wheelchair movement.
To apply same rules for both control methods, the testing site is designed to have adequate space for the user to manoeuvre. Each task is designed to deploy full control functions including turning left, and then turning right, following strait lines to dock into a narrow place. For the hand gesture-based control method, the wheelchair speed is tuned to an optimised condition for each subject so that she or he can have the best performance with the new control method during testing. The acceleration, angular velocity and linear velocity are adjustable from zero to the maximum wheelchair speed. Figure 8 shows experimental results for five subjects, i.e., from Subject A to Subject E. Each diagram shows 10 recorded time durations corresponding to 10 tasks in which five tasks are finished by the joystick control and five by the hand gesture control. As can be seen, for all the five subjects completing the same tasks, the joystick control needs less time than the hand gesture-based control. Figure 9 shows a comparison of experimental results between the joystick control and the hand gesture control in terms of time duration for five subjects, where 'J' represents the joystick control, 'H' represents the hand gesture control. From the average time duration and variance analysis in Figure 9 , we can see that the smoothness and stability of the hand gesture control is similar to the joystick control. The proposed method can effectively control a real wheelchair motion to move in the specified routes and achieve real time performance.
Conclusions and future work
In this paper, after the depth data are collected by a 3D Kinect vision sensor, the hand analysis module in OpenNI is deployed so that the palm position of a human hand can be accurately located. This system is not vulnerable to the illumination change and complex background. As the improved CDF feature extraction method is introduced in the extraction process of 3D hand gesture trajectory features, real-time hand gesture recognition is achieved by using HMM algorithm and the effectiveness of the system is improved.
The experimental results show that improved CDF has rotation, scaling, translation invariance. The robustness of the recognition of the gesture trajectory is improved, and the intelligent wheelchair is controlled through the hand gesture in real-time. Since dynamic hand gestures contain both movements and form changes, our future work will take hand form changes into account so that the recognition performance of the proposed method can be further improved. 
