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РЕФЕРАТ 
 
Выпускная квалификационная работа по теме «Моделирование данных 
скважинных наблюдений геомониторинга» содержит __ страниц текстового 
документа, __ использованных источников, __ рисунка с пояснениями. 
НЕЛИНЕЙНАЯ РЕГРЕССИЯ, ВЕЙВЛЕТ-ПРЕОБРАЗОВАНИЕ, 
СПЕКТРАЛЬНАЯ ДЕКОМПОЗИЦИЯ, ГЕОМОНИТОРИНГ, 
СКВАЖИННЫЕ ДАННЫЕ, ГЕООБЪЕКТ, ПРЕДВЕСТНИКИ 
ЗЕМЛЯТРЯСЕНИЙ. 
Объектами исследования являются предвестники подготовки сильных 
землетрясений (уровень воды в скважинах); сложные геоструктуры, связанные 
с нефтегзавыми коллекторами. 
Предметом исследования являются методы и модели анализа данных 
скважинных наблюдений. 
Цель исследования: Повышение точности решения задачи обнаружения 
закономерностей в данных комплексного геомониторинга (скважинные 
наблюдения при изучении сложных нефтегазовых коллекторов в 
геоструктурах; предвестники катастрофических геодинамических процессов и 
явлений, связанных с землетрясениями). 
Задачи: 
1. Изучить модели и алгоритмы нелинейной регрессии и построение 
вейвлет-диаграмм применительно к скважинным данным наблюдений для 
поиска и выделения закономерностей в них. 
2. Обосновать методику построения аппроксимационных функций 
экспериментальных данных на основе нелинейной регрессии для повышения 
точности оценок при помощи учета спектральной плотности для каждого типа 
аппроксимационной функции (функции тренда, колебательные составляющие 
сигнала, шумовая составляющая изучаемого сигнала). 
3. Усовершенствовать, применительно к скважинным данным, методику 
построения вейвлет-диаграмм для спектральной декомпозиции и эффективной 
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визуализации неоднородной структуры сигнала за счет подбора видов 
материнского вейвлета, выделения полезного участка сигнала и 
контрастирования вейвлет-диаграмм. 
4. Выполнить экспериментальные исследования по решению задач 
поиска и выделения закономерностей в данных скважинных наблюдений при 
изучении сложных нефтегазовых коллекторов в геоструктурах, а также при 
исследовании предвестников катастрофических геодинамических процессов 
и явлений, связанных с землетрясениями. 
Результаты будут использованы в экологическом центре РОПР. 
Актуальность работы:  
Современные вычислительные средства дают возможность строить 
иерархии аппроксимационных моделей на основе алгоритмов нелинейной 
регрессии и также формулировать новые задачи комплексного 
геомониторинга об источниках катастрофических явлений, это позволяет 
ускорить решение актуальных задач, связанных как с прогнозом, так и с 
оценкой опасности. В данной работе использованы данные скважинных 
наблюдений изменения уровня воды, а так же данные геомониторинга 
структуры скважины нефтяного коллектора. Для улучшения оценки связи 
между отдельных явлений изучаемых процессов при анализе данных 
наблюдений возникает идея совмещения вейвлет-анализа с регрессией.  
Данная работа прошла апробацию на реальных экспериментальных данных. 
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Введение 
Актуальность. В настоящее время существует достаточное количество 
методик для частотного анализа полученных результатов мониторинга 
исследуемых объектов [15]. В данной работе использованы данные 
скважинных наблюдений изменения уровня воды, а так же данные 
геомониторинга структуры скважины нефтяного коллектора. Описание 
исследуемых объектов приведено в третьей главе. 
Для улучшения оценки связи между отдельных явлений изучаемых 
процессов при анализе данных наблюдений возникает идея совмещения 
вейвлет-анализа с регрессией [19-21].  
На данный момент современные вычислительные средства дают 
возможность строить иерархии аппроксимационных моделей на основе 
алгоритмов нелинейной регрессии и также формулировать новые задачи 
комплексного геомониторинга об источниках катастрофических явлений, это 
позволяет ускорить решение актуальных задач, связанных как с прогнозом, 
так и с оценкой опасности [6, 26]. 
Однако, построение нелинейных моделей с определенной заданной 
точностью для больших массивов данных геомониторинга в пределах 
существующих методик приводит к существенным затруднениям, поскольку 
необходим универсальный вычислительный инструментарий, благодаря 
которому появляется возможность с единых позиций анализировать и 
интерпретировать разнородные данные наблюдений. Поэтому важной задачей 
является усовершенствование вычислительной методики комплексной 
обработки данных с целью обнаружения закономерностей в них [2, 6, 7]. 
Разработка новых алгоритмических средств обработки 
пространственных данных геомониторинга в рамках специализированной 
информационной системы является актуальной задачей, т.к. в существующих 
программных комплексах невозможно сколько-нибудь оперативно и 
качественно выполнить геометрический анализ и спектральную 
декомпозицию сложных пространственных данных и изображений [6, 19-21]. 
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Проблемой также является правильный подбор методов для обработки 
и скорость производимых вычислений. Помимо этого необходимо получить 
выводы об эффективности использования методов обработки. 
Содержательной задачей является получения данных изменения уровня воды 
в скважине за определенный период, для последующего выявления 
предвестников землетрясений. И обработка данных каротажа нефтегазового 
коллектора для последующего выявления местонахождения нефти или газа. 
Цель работы: 
Повышение точности решения задачи обнаружения закономерностей в 
данных комплексного геомониторинга (скважинные наблюдения при 
изучении сложных нефтегазовых коллекторов в геоструктурах; предвестники 
катастрофических геодинамических процессов и явлений, связанных с 
землетрясениями). 
Задачи: 
- Изучить модели и алгоритмы нелинейной регрессии и построение 
вейвлет-диаграмм применительно к скважинным данным наблюдений  для 
поиска и выделения закономерностей в них. 
- Обосновать методику построения аппроксимационных функций 
экспериментальных данных на основе нелинейной регрессии для повышения 
точности оценок при помощи учета спектральной плотности для каждого типа 
аппроксимационной функции (функции тренда, колебательные составляющие 
сигнала, шумовая составляющая изучаемого сигнала). 
- Усовершенствовать, применительно к скважинным данным, методику 
построения вейвлет-диаграмм для спектральной декомпозиции и эффективной 
визуализации неоднородной структуры сигнала за счет подбора видов 
материнского вейвлета, выделения полезного участка сигнала и 
контрастирования вейвлет-диаграмм. 
- Выполнить экспериментальные исследования по решению задач 
поиска и выделения закономерностей в данных скважинных наблюдений при 
изучении сложных нефтегазовых коллекторов в геоструктурах, а также при 
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исследовании предвестников катастрофических геодинамических процессов и 
явлений, связанных с землетрясениями. 
Использованные данные в работе [4, 5, 11, 12-14,]: 
- Изменения уровня воды в скважине ЮЗ-5 за период от 27 июля 2012 
года до 28 февраля 2013 года, включающее длительное постсейсмическое 
понижение уровня воды после землетрясения 28 февраля 2013 года. 
- Данные сейсмической томографии и скважинного каротажа в 
нефтяном коллекторе исследуемого геообъекта. 
Базовые методики: одномерная нелинейная регрессия и одномерное 
вейвлет-преобразование. 
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1. Аппроксимация данных на основе нелинейной регрессии 
 
На данный момент к современным системам природных процессов для 
эффективной обработки данных необходимы нетрадиционные подходы, 
достаточная надежность, помимо этого, простота алгоритмической 
реализации. «нейросетевые» технологии анализа данных удовлетворяют этим 
требованиям. Уже существующие сейчас алгоритмы не предназначены для 
быстрого анализа больших массивов данных и недостаточно универсальны. 
Существуют работы по «нейросетевой» прямой и транспонированной 
регрессии [18], с помощью которых становится возможным в таблицах данных 
заполнять пустоты. Поэтому актуальной задачей является создание быстрых 
алгоритмов оперативной обработки больших массивов неточно заданных 
данных наблюдений при помощи «нейросетевого» подхода. Это позволяет 
решать задачи геомониторинга природных процессов и явлений. А как раз 
значительную часть измерений представляют собой такие данные. 
На достаточно высоком уровне сейчас находится развитие 
программного обеспечения и вычислительной техники. Таким образом 
возможно создать систему быстрой обработки неточно заданной информации 
при помощи вышеупомянутого подхода.  
По сравнению с традиционными статистическими методами, у 
обучающихся «искусственных нейронных сетей» имеется ряд преимуществ. 
При создании модели т.е. при обучении, по реальным данным «нейросеть» 
выявляет закономерности высокого уровня сложности при их наличии, 
причем за достаточно адекватный промежуток времени [7, 18]. 
Теперь необходимо рассмотреть классический метод наименьших 
квадратов. Это необходимо для построения аппроксимацонных функций.  
Минимизируется функционал   
𝐻 = ∑(𝑓(?⃗?𝑖 , 𝑝) − 𝑦𝑖)
2
𝑖
, 
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где x – вектор переменных(от этих переменных находится зависимость), 
y – экспериментальное значение, i – номер эксперимента, p – вектор 
настраиваемых параметров функции, 𝑓(?⃗?, 𝑝) — аппроксимирующая функция. 
В итоге имеем стандартную функцию (чаще всего линейная), которая 
аппроксимирует экспериментальную зависимость, а также сглаживает 
возможные выбросы. 
Далее в качестве предобработки над экспериментальными значениями и 
доверительными интервалами проводим следующие действия: 
центрирование –   


i
i
i
ii
ii
x
xx


' ,     (1.1) 
где  – вес величины (обратно пропорционален доверительному 
интервалу); 
нормирование –    x
x
i
i
x
' 

.         (1.2) 
Параллельно вышеописанным действиям происходит оценка линейной 
части регрессии. Базисной функцией используется: 
 
j k
ktjkijiiit Xwcba )sin( ,  (1.3) 
где X – входы, к – количество входов; b, c, w,   – подстраиваемые 
параметры (b и c определяются при предобработке); ait  – i-й выход задачи t; j 
– меняется от 1 до числа строк в матрице W(w).  
Такой вид функции удобно использовать т.к. проще вычислять 
производные и оценки интегральных характеристик (средняя гладкость и 
значимость входов). К тому же вид функции достаточно близок к 
интегральному преобразованию Фурье. 
Негладкость функции оценивается так: 














j
n
k
jk
i
i
i j
i
w
f
x
f
U
1
2
2
2


.    (1.4) 
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При моделировании данных на негладкость накладывается ограничение 
сверху и в процессе предобработки. Если существует необходимость, то 
матрица связей нормируется. Тогда будет удовлетворятся наложенное условие. 
При обучении (синтез модели), происходят изменения подстраиваемых 
параметров w. Это необходимо для того, чтобы не выходить за заданные 
пределы U. 
Метод сопряженных градиентов используется для оптимизации. 
Направление шаг выбирается при помощи шага на предыдущей итерации и 
линейной комбинации антиградиента оценочной функции. Вдоль выбранного 
направления выбирается оптимальный шаг, для этого используется 
квадратичная аппроксимация оценочной функции. Причем повторяется это 
каждую итерацию. Однако, из-за неточности подобной аппроксимации, 
выбирается методом дихотомии не ухудшающий шаг в случае ошибочного 
определения оптимального. 
При каждом шаге, где номер шага равняется числу построечных 
параметров, необходимо делать переход на направление антиградиента т.к. 
постепенно выбираемое направление удаляется от наилучшего в процессе 
оптимизации. Именно в этом случае используется один из вариантов 
алгоритма сопряженных градиентов Полака-Рибиера, где присутствует 
ортогонализация сопрягаемых направлений: 
p0 = – H0 ,      (1.5) 
1 lll pHp  ,     (1.6) 
11  


l
T
l
l
T
l
HH
HH
 ,     (1.7) 
где H0 – оценка до начала обучения, Hl – оценка на шаге обучения l, а р0 
– шаг изменения подстраиваемых параметров. 
В алгоритме вычислялись добавки для улучшения времени вычислений, 
чтобы не пересчитывать сами величины. 
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Для быстрого дифференцирования, оценка Hl  приводилась к удобному 
виду. 
Чтобы оценить параметры линейной регрессии, оценка H0 на первом же 
шаге должна быть расположена в интервале от 0 до 1. Следующим образом 
производится учет регуляризации: 
t
t
t
t
si w
U
U
w
1
1
~


,     (1.8) 
t
tt Upp ' .      (1.9) 
Теперь необходима проверка полученных моделей на данных, которые 
не были включены в обучающую выборку. Все это делается для оценки 
экстраполяционных возможностей регрессионного подхода. 
На тестовой выборке, ошибки модели указывают на корректность 
выбора глобальных параметров модели, число нейронов, силу и вид 
ограничений и т.д. Помимо существующих методов качественных разбиений 
«задачника» на подвыборки, нашелся метод, ускоряющий перекрестную 
проверку при помощи теории возмущений. 
Для автоматической разбивки задачника модификация других методов 
будет нецелесообразна т.к. большое увеличение способов разбиения приведет 
к усложнению алгоритмов или к снижению эффективности работы 
программы. Однако при применении тестовых методов становится 
возможным решение проблемы «самодостаточности» при смешении входов и 
выходов. 
Возникает возможность «автоматизации» обработки данных. Наличие и 
количество причинно-следственных связей в данных становится не важным 
т.к. «нейросетевая» модель сама в силах разобраться в зависимостях. Однако, 
реальная размерность данных будет такова, что зависит от независимых 
величин, измеряемых в опытах. 
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2. Спектральная декомпозиция данных на основе вейвлет-
преобразования 
При обработке данных геомониторинга предлагается использовать 
алгоритмы построения вейвлет-диаграмм пространственно-временных 
данных. Это необходимо для повышения точности решения задач 
обнаружения закономерностей в данных т.к. далее помогает в решении задач 
спектральной декомпозиции и следующего далее прогноза свойств изучаемых 
природных процессов и сложных геообъектов [18-20]. 
При обработке данных наблюдений, опытным путем стало ясно, что 
вейвлет-анализ показывает очень хорошие результаты при изучении сложных 
природных явлений. Вейвлет-преобразование данных дает возможность 
обнаружить пространственно распределенные свойства изучаемого объекта. 
Причем работает это в случаях пересечения или наложения различных 
геоструктур. Если более детально рассматривать процесс, то можно выявить 
присутствие распределение областей диссипации(рассеивание) и 
перемежаемости, а так же получить как глобальную крупномасштабную, так 
и локальную высокочастотную информацию о природном явлении и многое 
другое с достаточной точностью и без избыточности. 
Спектральной декомпозицией называется разложение сигнала на 
частотные составляющие. Выполняется в большей части случаев при помощи 
непрерывного вейвлет-преобразования и дискретного преобразования Фурье 
[22-25]. 
Дополнить характеристики сигналов помогает применение вейвлет-
преобразований. В практике использования преобразования Фурье 
выяснилось, что если базисными функциями являлись синус и косинус, то они 
были неудачны для представления функций, а также сигналов с локальными 
особенностями [1, 3, 8, 9, 16].  
Примерами служат скачки, разрывы, резкие перепады. Тем более в 
практических расчетах становится недопустимым бесконечное число членов в 
ряде Фурье, но ограничение может привести к достаточно большим 
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погрешностям. Однако, избавится от этих недостатков могут вейвлеты и 
вейвлет-преобразования. Вейвлеты сдвигаются по оси (x и t), а также 
масштабируются (растяжение и сжатие).  
Для одномерного сигнала вейвлет-преобразование заключается в 
разложении по базису, который конструируется из функции, обладающей 
определенными свойствами, при помощи переносов и масштабных 
изменений. В базисе каждая функция характеризуется, как определенная 
пространственная(временная) частота, так и ее локализация в физическом 
пространстве(времени): 
𝑠(𝑡) = ∑ 𝐶𝑘𝜓𝑘(𝑡)𝑘      (2.1) 
где ψk (t) – базисные функции, а Ck – коэффициенты разложения, 
несущие информацию о сигнале. 
Временные и частотные образы характеризуют вейвлеты. При этом, 
некоторой функцией ψ (t) определяется временной образ, а фурье-образом ψ 
(ω) - частотный образ, который задает огибающую спектра вейвлета. 
В основе же непрерывного вейвлет-преобразования лежит 
использование двух интегрируемых и непрерывных функций t или x по всей 
числовой оси: 
 ψ (t) с нулевым значением интеграла ∫ ψ (𝑡)𝑑𝑡 = 0
∞
−∞
, 
определяющая детали сигнала и порождающая детализирующие 
коэффициенты; 
 φ(t) – масштабируемая с единичным значением интеграла 
∫ φ (𝑡)𝑑𝑡 = 1
∞
−∞
, определяющая грубое приближение (аппроксимацию) 
сигнала и порождающая коэффициенты аппроксимации.  
Но ортогональным вейвлетам присущи функции типа φ(t). 
Функция ψ (t) создается на основе той или иной базисной функции ψ0(t) 
которая, как и ψ (t), определяет тип вейвлета: 
ψ(𝑡) = 𝑎−1/2ψ0  (
𝑡−𝑏
𝑎
),     (2.2) 
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где a – коэффициент масштабирования 𝑎−1/2ψ0  (
𝑡
𝑎
), a > 0, b – величина 
смещения по оси времени (координаты). 
Существует классификация вейвлетов по видам и особенностям 
базисной функции ψ0(t), а так же по имени того ученого, который впервые 
предложил вейвлет [10]. Примерами вейвлет-функций ψ (t) являются: 
Вейвлет «Мексиканская шляпа» (MHAT-вейвлет): 
𝜓(𝑡) = (
2
√3
𝜋−
1
4) (1 − 𝑡2)exp (−
𝑡2
2
).  (2.3) 
Вейвлет Хаара (ортогональный вейвлет): 
𝜓(𝑡) = {
1, 0 ≤ 𝑡 <
1
2
;
−1,
1
2
< 𝑡 < 1;
0, 𝑡 < 0, 𝑡 ≥ 0.
     (2.4) 
Вейвлет Морле (Morlet): 
𝜓(𝑡) = 𝑒𝑥𝑝 (−
𝑡2
2
) cos(5𝑡).    (2.5) 
 
Рисунок 2.1. Примеры вейвлетов: (а) «мексиканская шляпа», 
(б) вейвлет Хаара, (в) вейвлет Морле 
Путем вычисления вейвлет-коэффициентов, можно найти прямое 
непрерывное вейвлет-преобразование сигнала s(t), которое ограничено в 
области R: 
𝑊(𝑎, 𝑏) = ∫ 𝑠(𝑡)𝑎−1/2ψ (
𝑡−𝑏
𝑎
)
𝑅
𝑑𝑡 .   (2.6) 
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Обратным же непрерывным вейвлет-преобразованием является 
следующая формула: 
𝑠(𝑡) =
1
𝐶𝜓
∫ ∫ 𝑊(𝑎, 𝑏)𝑎−1/2𝑅 ψ (
𝑡−𝑏
𝑎
)
𝑑𝑎𝑑𝑏
𝑎2𝑅+
,  (2.7) 
Она осуществляется по формуле реконструкции во временной области, 
причем имеет ряд форм. В той же системе MATLAB именно такая вариация 
формулы и используется. 
Далее из теории следует, что амплитуда вейвлет-преобразования 
становится больше (по абсолютной величине), когда корреляция между 
поведением сигнала и вейвлетом данного масштаба становится больше. 
Ниже приведена картина коэффициентов, которая как раз 
демонстрирует, что компоненты разных масштабов составляют процесс. А 
именно экстремумы коэффициентов можно наблюдать на разных масштабах, 
но их интенсивность меняется с масштабом и временем. 
 
Рисунок 2.2. Пример решения задачи обнаружения закономерностей и 
спектральной декомпозиции данных на основе вейвлет– диаграммы 
изучаемого сейсмического сигнала 
 
Таким образом становится обоснованным применение вейвлет-
преобразования для решения задачи спектральной декомпозиции данных 
геомониторинга и обнаружения закономерностей.  
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3. Моделирование данных скважинных наблюдений 
3.1. Методика обнаружения закономерностей в данных одномерной 
нелинейной регрессией 
В первую очередь методика необходима для быстрого синтеза по 
достаточно большим массивам экспериментальным и эмпирическим данным 
аналитических моделей. Для исходного объекта аналитические 
синтезируемые модели приближенно воспроизводят характерные причинно-
следственные связи, причем зависит от того, как эти связи проявляли себя при 
том же сборе эмпирических данных. Вместо экспериментов с исходным 
объектом можно прибегать к численным экспериментам с моделью при 
наличии аналитической модели. 
Именно поэтому, базовая методика включает в себя следующие 
вычислительные процедуры: во первых, размещение данных, а также 
формирование расчетных таблиц, синтез модели и конечно же построение 
аппроксимационной функции. Однако, этапом с проблемами является 
построение модели с заданной точностью.  
Основные этапы базовой методики: 
1. Этап предобработки. Сначала, в качестве предобработки над 
доверительными интервалами и экспериментальными значениями проводятся 
такие действия, как центрирование и нормирование. 
Центрирование: 
  


i
i
i
ii
ii
x
xx


' ,     (3.1) 
где  – вес величины, который является обратно пропорциональным к 
доверительному интервалу. 
Нормирование: 
x
x
i
i
x
' 

.      (3.2) 
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2. Этап расчета регрессии. Стоит учесть, что в то же время 
расчитывается линейная часть регрессии, где в качестве базисной функции 
используется: 
 
j k
ktjkijiiit Xwcba )sin( ,   (3.3) 
где ait  – i-й выход задачи t; j – меняется от единицы до числа 
подстраиваемых параметров, b, c, w,  – подстраиваемые параметры (b и c, 
определяются при предобработке); X – входы. 
3. Оценка гладкости. Точнее можно было назвать оценкой именно 
негладкости. И выглядит оценка так: 
𝑈 = ∑ ∑ 𝑤𝑗𝑘
2𝑛
𝑘=1 .𝑗                                                                    (3.4) 
Причем, ограничение сверху накладывается на эту величину, а также 
при предобработке может возникнуть необходимость нормирования матрицы 
связей для того, чтобы удовлетворить наложенное условие.  
4. Этап оптимизации. Для оптимизации используется метод быстрого 
вычисления многомерных градиентов, или также метод множителей Лагранжа 
и один из вариантов метода сопряженных градиентов. 
5. Быстрый метод перекрестной проверки. Экстраполяционные 
возможности регрессионных методов можно использовать наилучшим 
образом. Для этого необходимо применять какой-либо из методов проверки 
получаемых моделей на тех данных, что не включены в обучающую выборку. 
Метод быстрого тестирования, основанный на методе перекрестной проверки, 
используется как раз для такой цели. 
В результате, в рамках базовой методики, на основе третьего этапа 
появляется возможность улучшить вычислительную процедуру для 
обнаружения закономерностей в данных, а также построения 
аппроксимационной модели при помощи анализа гладкости входных данных. 
Причем, зависит от задач обработки данных комплексного мониторинга и 
определение количества используемых гармоник при построении с заданной 
точностью аппроксимационной функции. 
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В исследуемых данных предлагается использовать вейвлет-
преобразование, которое поможет оценить количество гармоник. Для оценки 
параметров расчета, таких, как U и kW, которые зависят от от типа данных xN и 
точности eps построения аппроксимационной функции, используется 
следующая вычислительная процедура: 
Feps(xN, U, kW(U)),  где   𝑘𝑊(𝑈) = {
3 − 5,      если     𝑈 ∈ 0.5 − 1        (3.5)
𝑁 − 1,      если    𝑈 ∉ 0.5 − 1        (3.6)
  . 
Так для того чтобы выделить закономерности, причем в виде функции 
тренда, необходимо пользоваться условием (3.5) при обработке данных 
мониторинга. Условие (3.6) используется в случае, когда необходимо 
выделить закономерности в данных и построить более сложные 
аппроксимационные функции при решении задач комплексного мониторинга 
сложных природных процессов. Сюда включаются как прямые, так и обратные 
задачи. Однако, нужно учитывать, что для синусоидальных колебаний 
параметр 𝑈 ∈ 10 − 50, а для сигналов импульсного типа и «негладких» данных 
параметр принимает значения в интервале 100-2000. 
Для поиска закономерностей в данных, построения нелинейных 
регрессионных моделей используется методика, которая как раз и позволяет 
решать задачи аппроксимации и визуализации с достаточно высокой 
точностью.  
При обработке и анализе данных эксперимента, который проводился 
непосредственно на исследуемом объекте, становится невозможным 
построить математическую модель исследуемого процесса. В таких случаях 
обработка происходит в режиме «черного ящика» т.е. при построении 
аппроксимационных моделей также выполняется имитационное 
моделирование. Причем расчёты требуют достаточно большого объема 
вычислений. Ниже приведена методика использования «нейросетевой» 
технологии для построения аппроксимационных моделей, в некоторых 
случаях регрессионной, и решения задач прогноза, которые основаны на 
экспертных системах. 
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Начнем с предварительного анализа данных и их размещения. Основные 
вычисления производятся в среде «Excel». Первоначально необходимо указать 
расположение исходных данных и позиции для размещения итогов работы.  
Данные располагаются в виде бимассива, который состоит из связанных 
между собой двух массивов. Один из них – это массив входов(«причин»), 
другой же – массив выходов(«следствий»). Первые строки массивов 
соответствуют друг другу по причинно-следственному сочетанию. Далее так 
же соответствуют и остальные строки бимассива. 
Располагать массивы следует следующим образом: слева – массив 
следствий, справа – массив причин. 
Чаще всего, в модельной задаче один вход обозначают, как (x), один 
выход, как (y). Размещаем вышеописанным способом. 
 
Рисунок 3.1. Расположение данных в среде Excel 
Перейдем к процедуре синтеза модели. После того, как данные были 
размещены в одном из рабочих листов «Excel», необходимо через главное 
меню перейти к Надстройкам и выбрать Модель. Далее появится диалоговое 
окно, в котором присутствуют пункты необходимых параметров т.е. такие 
пункты, как входы, ответы, данные, спектр и т.д. 
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Рисунок 3.2. Окно модели 
Для корректной работы программы, необходимо правильно заполнить 
ячейки. Так, в пункте Данные указывается адрес бимассива т.е. последняя 
ячейка из первой строки массива ответов.  
Чтобы выводить результаты, необходим бимассив «Модель». Этот 
массив имеет тот же размер, что и размер массива исходных данных. Однако, 
он может отличаться по количеству строк от первого бимассива. В самом 
пункте «Модель» записывается адрес ячейки размещения будущей модели. 
Минимальный размер количества строк равен трем. Размеры бимассивов 
определяются пунктами «Ответы» и «Входы», где первое – количество 
выходов, а второе – количество входов. Так же сюда добавляются «Задачи» 
(количество задач) и «Тесты» (количество тестовых задач). В «Размере» 
необходимо учесть, что вертикальный размер бимассива будет на два меньше, 
чем у «Модели». Можно для удобства сделать рамки у модели. 
Создание модели осуществляется при помощи процедуры «Обучение», 
причем происходит итерационный поиск параметров модели, при которых 
среднеквадратичное отклонение ответов модели, соответствующих 
эмпирических данных в массиве ответов минимизируется. В пункте 
«Итерации» задаётся количество итераций, «Время» задает временной предел 
работы программы (в секундах).  
Для обучения обязательно задаётся уровень негладкости больший нуля 
т.е. в пункте «Спектр» записывается уровень спектральной плотности. Причем 
для построения функции тренда выбирается параметр в диапазоне 0,5-1. При 
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обнаружении закономерностей и построении сложных функций параметр 
принимает значение в диапазоне 10-50. При сигналах импульсного типа уже 
диапазон 100-2000. 
При заполнении всех ячеек, начинается обучение. Если бимассив 
«Модели» пуст, то генерируется стартовый случайный массив автоматически. 
Процедура прогноза. Пользуемся функцией «Прогноз» для прогноза 
построенной модели. В диалоговом окне «Мастер функций» выбираем 
функцию «Прогноз», после появится диалоговое окно, как на рисунке 3.3. 
 
Рисунок 3.3. Окно функции «ПРОГНОЗ» 
В первом поле задается диапазон ячеек массива «Модель», во втором 
поле – ячейка, в которой находится значение аргумента модели. 
 
3.2. Построение диаграммы одномерного вейвлет-преобразования 
данных наблюдений 
Рассмотрим алгоритм «быстрого» получения вейвлет-диаграммы 
одномерного сигнала. Для начала запишем в следующем виде вейвлет-
преобразование: 
C(a, b) = |a|−0.5 ∫ f(x)ψa,b(x)dx
∞
−∞
.                                        (3.7) 
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 Для получения вейвлет-диаграммы функции f(x) на интервале [x0,x1], 
необходимо чтобы параметр сдвига b изменялся именно в этом диапазоне. В 
соответствии с требованиями конкретной задачи выбираются границы 
области значений коэффициента масштабирования. 
 В задачах с реальными данными нерационально для программно-
алгоритмического использования из-за вычисления значения функций f(x), 
ψ(x) и интегрирование по всей числовой оси на каждом шаге.  Помимо этого 
в каждой ситуации необходима своя точность, определяется качеством 
исходных данных либо требованиям к качеству и скорости расчетов.  
 Частотная дискретизация, точность, величина разрядной сетки 
сканирующего устройства характеризуются с дискретной записью какого-
либо процесса. Бессмысленно более точно решать задачу, чем диктует 
неопределенность начальных данных.  
 Именно поэтому использовать рационально приближенные методы 
вычисления различной степени точности, которые ориентированные на 
быстрые вычисления.  
 Далее рассматривается алгоритм построения вейвлет-диаграммы 
одномерного сигнала. 
j = 0,1,2, … , N, 
i = 1,2, … , M, 
∆x =
(x1 − x0)
N
= const, 
bj = j∆x ∈ [0, x1 − x0], 
ai ∈ {a1, a2, … , aM}, 
где M – величина выборки масштабов, N – число дискретных отсчётов на 
промежутке. 
 Теперь вводится функция L(ai), которая характеризует окно сходимости 
базисного вейвлета: 
L(ai) ∈ {1,2, … , ∞},
|ψ (
±j∆x
ai
)| < 𝛿, ∀𝑗 > 𝐿(ai),
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где  – порог сходимости, положительная постоянная величина 
«близкая» по значению к нулю. Для j > L(ai) будем считать ψ (
±j∆x
ai
) ≡ 0. 
Введём понятие матрицы базисного вейвлета и матрицы Fl, j: 
l = 0,1, … ,2L(aM), 
ψi,l = ψ (
(l − L(aM))∆x
ai
), 
Fl,j = f(x0 + (j − l + L(aM))∆x). 
После этого можно переписать вейвлет-преобразование в виде 
интегральной суммы: 
Wai,bj = Wψf(i, j) =
∆x
2√ai
∑ (Fn−1,jψi,n−1 + Fn,jψi,n)
L(aM)+L(ai)
n=L(aM)−L(ai)+1
.     (3.8) 
  
В связи с тем, что компоненты двух матриц и функции L(ai) являются 
постоянными величинами, процедура вейвлет-преобразования сводится к 
перемножению и сложению некоторого набора констант. Однако, благодаря 
организации матриц так, что количество операций при вычислении 
коэффициентов их элементов было минимально. Это в достаточной мере 
уменьшает затраты машинного времени, которое необходимо для вычислений. 
 Если интеграл приближать простой интегральной суммой, а не методом 
трапеций: 
Wai,bj = Wψf(i, j) =
∆x
2√ai
∑ Fn,jψi,n
L(aM)+L(ai)
n=L(aM)−L(ai)+1
,                         (3.9) 
тогда в два раза увеличивается скорость вычислений. Но погрешность 
вычислений тоже увеличивается. 
 Теперь вводится величина, характеризующая собственную ошибку 
метода: 
∆ψL(ai) =
∆x
2
∑ (ψi,n−1 + ψi,n)
L(aM)+L(ai)
n=L(aM)−L(ai)+1
.                     (3.10) 
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Значение функции должно быть равно нулю по определению 
материнского вейвлета. Такого можно добиться при распределении 
полученных неточностей по отрицательным значениям ψi,n. Изначально L(ai) 
выбиралась таким образом, чтобы минимизировать ошибку, тогда изменения 
не будут превосходить δ. Тогда безусловная погрешность начальных данных 
и ошибки метода приближения интегралов организуют абсолютную 
погрешность.  
 Абсолютная погрешность: 
∆Wai,bj = |Wai,bj − W̃ai,bj| .                                         (3.11) 
 Относительная погрешность: 
δWai,bj =
∆Wai,bj
|Wai,bj|
 .                                              (3.12) 
 Границы абсолютной и относительной погрешностей соответственно: 
∆W= max
i,j
|Wai,bj − W̃ai,bj| ,
δW = max
i,j
(
∆Wai,bj
|Wai,bj|
) .
                                       (3.13) 
Вполне очевидно то, что чем больше количество дискретных отсчетов 
N, тем меньше будет погрешность приближения интеграла. Точнее в каждом 
конкретном случае, эту зависимость определяем следующим образом. 
В составляющих f(x), лежащих в определённом диапазоне частот, 
имеются колебания определенного набора периодов Ti. Именно это интересует 
при получении вейвлет-диаграмм. Чем больше дискретных отсчетов попадает 
в период, тем меньше ошибка вычисления, но количество операций 
пропорционально растет. Обозначая минимальный период из диапазона через 
T0, получаем : 
δW (
Ti
∆x
) ≤ δW (
T0
∆x
).                                           (3.14) 
Теперь поставим обратную задачу. Пусть при обработке интересующий 
минимальный период колебаний T0, приемлемая погрешность W  и базисный 
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вейвлет ψ(x). Необходимо найти оптимальный шаг дискретизации x. ψ(x) 
можно исключить из постановки задачи, если диапазон доминирующих частот 
базисного вейвлета не большой. 
Тогда выделяются следующие этапы методики получения вейвлет-
диаграмм исследуемого процесса: 
1. Ввод начальных данных: 
- задание функции f(x) либо набора её значений с постоянной частотой 
дискретизации f(xi); 
- преобразование исходных данных в формат, который был пригодным для 
обработки. 
2. Выбор характеристик и параметров: 
- выбор материнского вейвлета; 
- задание границ (параметров) вейвлет–преобразования т.е интервала 
масштабов и границы обрабатываемого отрезка функции; 
- допустимая погрешность вычислений, если конечно функция определена 
формулой. 
3. Проверка корректности условий задачи: 
- проверка начальных данных; 
- проверка параметров преобразования; 
- расчёт абсолютной погрешности. 
4. Предварительные вычисления: 
-  ψi,j построение матрицы базисных вейвлетов; 
- Fi,j. переорганизация начальных данных. 
5. Вейвлет–преобразование. 
6. Визуализация результата расчётов. 
7. Интерпретация полученных результатов. 
Продолжением является этап обработки и интерпретации вейвлет-
диаграмм, которая зависит от конкретной прикладной задачи. 
Далее формулируется следующий результат. Алгоритм быстрого 
построения вейвлет-диаграмм одномерных данных геомониторинга 
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исследуемых природных процессов, который позволяет эффективно решать 
практические задачи спектральной декомпозиции и обнаружения 
закономерностей. 
Достигается это тем, что во время выполнения алгоритма происходит 
построение функции L(ai), которая характеризует окно сходимости базисного 
вейвлета, а так же две матрицы. Матрица Fl,i и матрица базисного вейвлета, 
причем их компоненты и сама функция являются постоянными величинами. 
Для выполнения процедуры вейвлет-преобразования достаточно 
перемножить и сложить некоторое количество констант. Матрицы при этом 
организованы так, что количество операций на вычисление коэффициентов 
этих элементов было минимальным. Это приводит к уменьшению затрат 
машинного времени, которое необходимо для вычисления. 
Вычислительная методика и алгоритм для быстрого построения 
вейвлет-диаграмм данных исследуемых природных процессов, дает 
возможность эффективно решать практические задачи обработки данных 
наблюдений комплексного геомониторинга. 
В среде matlab, оперируем теми же данными, что и в методике 
регрессионного анализа. Входные данные организовываются в виде массива 
данных. В качестве материнского вейвлета выбраны: MHAT-вейвлет (mexican 
hat), MORL-вейвлет (Морле) и DMEY-вейвлет (дискретный вейвлет Мейера). 
Задается масштаб, который определяет границу рассматриваемых частот. 
subplot(212),  c = cwt(s,1:2:30,'mexh','abs1v',[0 1]); 
где s – входные данные (массив), 1:2:30 – масштаб, mexh – материнский 
вейвлет.  
Для эффективного решения задачи обнаружения закономерностей в 
данных комплексного мониторинга геообъектов и природных процессов 
разработано алгоритмическое обеспечение и вычислительная методика 
спектральной декомпозиции пространственно-временных данных на основе 
быстрых алгоритмов построения вейвлет-диаграмм [16]. 
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3.3. Расчёты по скважинным данным для поиска предвестников 
землетрясений 
Скважина ЮЗ-5 [11, 13, 14] имеет глубину 800м. Обсажена 
металлической колонной до глубины 310м. В интервале глубин 0-62м диаметр 
обсадки составляет 245мм, а в диапазоне 62-310м диаметр обсадки – 168мм. 
Ниже до забоя обсадка отсутствует. Она вскрывает в интервале глубин 0-270м 
толщу рыхлых четвертичных отложений; в интервале 270-800м – 
верхнемеловые породы, представленные чередованием слоев 
туфоалевролитов и филлитовидных сланцев. Мощности отдельных слоев 
изменяются от 9 до 20м. Общая мощность трещиноватых туфоалевролитов, к 
которым приурочены водоносные слои, составляет ~100м. 
В интервале 310-800м ствол открыт и связан с напорными подземными 
водами в меловых отложениях. Уровень воды установился на глубине 1м ниже 
поверхности земли. Вскрытые холодные пресные подземные воды 
формируются в условиях активного водообмена. Об этом свидетельствует 
низкая минерализация и химический состав воды.  
 
Рисунок 3.9. Скважина ЮЗ-5 в разрезе 
Режим подземных вод подвержен изменениям вследствие комплекса 
экзогенных и эндогенных факторов. По типу воздействия режимообразующих 
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факторов на подземные воды наблюдаемые изменения подразделяются на две 
группы: 
1. Гидродинамические, связанные с изменением количества и качества 
подземных вод в результате их естественного и искусственного питания или 
расходования (выпадение осадков, таяние снега и др.); 
2. Геодинамические, связанные с изменением НДС водовмещающих 
пород (сейсмичность и другие современные геодинамические процессы, 
приливные силы межпланетного взаимодействия, океаническая нагрузка, 
вариации атмосферного давления, нагрузочный эффект осадков и другие 
нагрузки на кровлю водовмещающих пород). 
Гидрогеосейсмические вариации представляют сигналы в изменениях 
временных рядов уровня воды, вызванные отдельными, преимущественно 
сильными, землетрясениями. Важным принципом при выделении 
гидрогеосейсмических вариаций уровня воды является индивидуальный 
подход к обработке каждого временного ряда. Возможность выделения 
гидрогеосейсмических вариаций определяется особенностями формирования 
гидродинамического режима каждой скважины, т.е.  степенью зашумленности 
временных рядов уровня воды вследствие воздействия несейсмических 
факторов, таких как многолетний тренд, сезонность барометрические 
вариации, эффекты осадков, приливные вариации и другие, а также 
чувствительностью и интервалом регистрации. 
Методика обработки данных уровнемерных наблюдений для выделения 
гидрогеосейсмических вариаций уровня воды с учетом постоянно 
действующих факторов барометрической и приливной нагрузки, осадков и 
сезонности включает в себя реализацию следующей последовательности 
статистических и аналитических процедур: 
1. Исследование барометрического отклика уровня воды проводится с 
использованием кросс-спектрального анализа часовых вариаций уровня воды 
и атмосферного давления для оценки частотно-зависимых параметров 
барометрического отклика уровня воды - барометрической эффективности и 
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критической частоты, ниже которых величина барометрической 
эффективности является максимальной и постоянной. Основной 
характеристикой барометрического отклика уровня воды является величина 
барометрической эффективности, равная отношению амплитуды изменений 
уровня воды к соответствующему изменению атмосферного давления; 
2. Приливной анализ данных уровнемерных наблюдений проводится с 
определением амплитудных факторов для отдельных волн, и сдвига фаз между 
отдельными волнами в изменениях уровня воды и соответствующими 
компонентами приливного гравитационного потенциала. Основной 
характеристикой приливного отклика уровня воды является величина 
приливной чувствительности, т.е. соотношение амплитуд отдельных 
приливных волн в изменениях уровня м соответствующих величин 
измеренной или теоретической деформации; 
3. Определение приливной чувствительности уровня воды по величине 
регрессионного коэффициента зависимости приливных амплитуд в диапазоне 
суточных и полусуточных компонент земного прилива от соответствующих 
величин теоретической деформации; 
4. Анализ тренда и сезонности, обычно связанных с процессами водного 
питания и передачи напора из областей питания в район скважины. Такие 
изменения учитываются качественно на основе результатов изучения годовых 
(сезонных) изменений уровня воды в отдельных скважинах по данным 
многолетних наблюдений для выделения временных интервалов 
нестационарного изменения уровня воды, вызванных изменениями 
напряженно-деформированного состояния среды; 
5. Анализ данных о режиме выпадения атмосферных осадков, как 
текущих, так и за многолетний период, является необходимым элементом 
уровнемерных наблюдений и обработки данных.  Как правило, изменение 
давления в водовмещающих породах контролируется не только сезонностью 
поступления инфильтрационных вод в областях питания, но и режимом 
выпадения жидких осадков; 
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6. Анализ высокочастотной составляющей вариаций уровня для 
выделения короткопериодных амплитудных вариаций порового давления. 
Увеличение амплитуды высокочастотных вариаций уровня наблюдается при 
косейсмических скачках порового давления и других эффектах резкого 
изменения НДС водовмещающих пород, например, при прохождении 
низкочастотных поверхностных волн от сильных удаленных землетрясений. 
Выполнение процедур 1-3 позволяет получить характерные параметры 
барометрического и приливного откликов наблюдательной системы 
«скважина – водовмещающая порода» для построения феноменологической 
модели ее поведения при сейсмических воздействиях. 
Длительное постсейсмическое понижение уровня воды в скважине. 
Понижение уровня воды в скважине в течение суток-месяцев после 
землетрясения и его последующего восстановление отражает процесс падения 
и восстановления порового давления в водовмещающих породах [4, 12]. 
Причем вероятным процессом, вызывающим длительное понижение 
уровня воды в скважине после землетрясения, является понижение порового 
давления в окрестности скважины, вследствие улучшения фильтрационных 
свойств водовмещающих пород при сейсмических сотрясениях. 
Ниже на рисунке 3.9 можно увидеть изменение уровня воды в скважине 
ЮЗ-5, а так же атмосферное давление. Как видно из графика, самый пик 
пришелся на землетрясение 28 февраля 2013 года. Далее постепенный 
медленный спад в течении длительного периода. Далее на рисунках 3.9-3.15 
приведены результаты обработки скважинных данных изменения уровня воды 
при помощи одномерной нелинейной регрессии. 
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Рисунок 3.10.  Исходные данные изменения уровня воды – синий цвет; 
тренд – красный цвет; извлеченная из исходного графика кривая  
при спектре 0,5 – зеленый цвет 
 
Рисунок 3.11. Измененная кривая из рисунка 3.10  – синий цвет;  
тренд – красный цвет; извлеченная из синего графика кривая  
при спектре 10 – зеленый цвет 
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Рисунок 3.12. Измененная кривая из рисунка 3.10  – синий цвет;  
тренд – красный цвет; извлеченная из синего графика кривая  
при спектре 50 – зеленый цвет 
 
Рисунок 3.13. Измененная кривая из рисунка 3.10 – синий цвет; 
тренд – красный цвет; извлеченная из синего графика кривая  
при спектре 100 – зеленый цвет 
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Рисунок 3.14. Измененная кривая из рисунка 3.11 – синий цвет;  
тренд – красный цвет; извлеченная из синего графика кривая  
при спектре 50 – зеленый цвет 
 
Рисунок 3.15. Измененная кривая из рисунка 3.11 – синий цвет;  
тренд – красный цвет; извлеченная из синего графика кривая  
при спектре 100 – зеленый цвет 
 
Таким образом проведены расчеты скважинных наблюдений на основе 
нелинейной регрессии. 
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3.4. Расчеты по скважинным данным сложного геообъекта 
(нефтегазовые коллекторы)  
На основе измерений скоростей объемных и поверхностных 
сейсмических волн базируется сейсмическая томография. Причем позволяет 
«просветить» непрозрачное тело. Примером может послужить массив горных 
пород, который невозможно непосредственно наблюдать. При этом 
источники, приемники сейсмических волн, как и сам массив неподвижен. 
Если приложить силу к твердому упругому телу, например, горной 
породе, в виде того же удара, мгновенного смещения по разлому или 
подземному взрыву – вызывает в теле деформацию т.е. сейсмическую волну. 
Она распространяется от места приложения силы во все стороны. 
Эффективнейшим способом образования сильных колебаний является 
землетрясение, причем весь земной шар пронизывают волны деформации от 
очага либо гипоцентра. Фиксируют и улавливают эти волны специальные 
приборы. Называются они сейсмографами. Они улавливают и фиксируют 
волны, которые преобразованы в колебания почвы, после записывают из в 
качестве сейсмограмм. 
Просматривается зависимость между тем, что при большем количестве 
сейсмических волн, проходящих через какую-либо неоднородность в земной 
коре или мантии земли, тем больше подробной информации об изменениях 
фаз, амплитуд, периодов и скоростей волн будем иметь. Особенно важно 
количество записей т.к. одно землетрясение дает только одну, усредненную 
скорость волны воль луча, который попал на сейсмоприемник. 
Однако, когда лучей достаточно много, к тому же они идут с разных 
сторон, взаимно пересекаясь, тогда более полная информация об источнике 
волн. Перефразируя, поступают данные о флуктуациях многих физических 
параметров на сейсмоприемники, причем которые после трудоемкого 
процесса из обработки показывают, какие есть отклонения от стандартной 
модели. 
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Ежегодно происходит около тысячи землетрясений, станций для 
регистрации сейсмических волн тоже много тысяч. Встает проблема 
обработки огромного объема данных и это может сделать лишь 
быстродействующая ЭВМ. Достаточно современные цифровые сейсмографы 
могут при регистрации сейсмических вол сразу вводить их в ЭВМ. 
Также стоит отметить, что сложной, к тому же непрерывно 
совершенствуемой задачей является исследование сейсмических границ и 
неоднородностей внутри Земли. Неизбежно возникают помехи и шумы, при 
определении времени вступления поперечных, продольных и других волн на 
сейсмограмме. Их необходимо отфильтровать. 
Есть разные методы для определения глубинных сейсмических границ и 
неоднородностей, они связаны с преломленными, отраженными и обменными 
волнами. Но можно использовать сразу все типы волн, не изучая их 
последовательно, а сразу суммируя вместе. Так и делается в сейсмографии. 
Такая многоволновая томография дает более качественное представление о 
глубинных неоднородностях. 
Стоит выделить, что алгоритмы построения изображений на основе того 
же анализа скоростей сейсмических волн хорошо дополняются знанием 
особенностей геологических разрезов, они достаточно хорошо известны для 
верхних горизонтов земной коры, особенно для осадочных толщ, но хуже для 
более глубинных уровней, еще более хуже для мантии Земли.  
В процессе отбора необходимых сейсмических параметров и оценки 
качества для получения томографического изображения важны, но так же 
важен конечный результат т.е. построение трехмерной картины 
неоднородностей в недрах Земли. 
Первичная обработка и отбор экспериментальных сейсмических 
данных, на них строится вся дальнейшая работа для получения изображения. 
Следует это заметить для того чтобы подчеркнуть, что при обработке 
сейсмотомографических изображений разными исследователями могут 
сильно отличаться.  
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Каротаж — общее название методов самой распространённой 
разновидности геофизического исследования скважин. Каротаж представляет 
собой детальное исследование строения разреза скважины с помощью спуска-
подъёма в ней геофизического зонда. 
Метод имеет небольшой радиус исследования вокруг скважины (от 
нескольких сантиметров до нескольких метров), но обладает высокой 
детальностью, позволяющей не только определить с точностью до 
сантиметров глубину залегания пласта, но даже характер изменения самого 
пласта на всей его небольшой мощности. 
Многочисленность методов каротажа обусловлена многообразием 
методов наземной геофизики, для каждого из которых разработан 
аналогичный «подземный» вариант. Более того, существуют и специальные 
виды каротажа, не имеющие аналогов в наземной геофизике. Поэтому методы 
каротажа различают по природе изучаемых ими физический полей. 
Далее на рисунках 3.16-3.25 приведены результаты обработки 
скважинных данных нефтегазового коллектора при помощи вейвлет-
преобразования. 
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Рисунок. 3.16. Масштабно-временное представление данных скважинного 
каротажа при использовании вейвлета Морле 
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Рисунок 3.17. Трехмерный вариант масштабно-временного представления 
сейсмического сигнала при использовании вейвлета Морле 
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Рисунок 3.18. Масштабно-временное представление данных скважинного 
каротажа при использовании вейвлета «Мексиканская шляпа» 
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Рисунок 3.19. Трехмерный вариант масштабно-временного представления 
сейсмического сигнала при использовании вейвлета «Мексиканская шляпа» 
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Рисунок 3.20. Масштабно-временное представление данных скважинного 
каротажа при использовании дискретного вейвлета Мейера 
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Рисунок 3.21. Трехмерный вариант масштабно-временного представления 
сейсмического сигнала при использовании дискретного вейвлета Мейера 
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Рисунок 3.22. Нейросетевая аппроксимация сейсмических сигналов 
 
  
Рисунок 3.23. Решение задачи выделения контуров в заданном частотном 
диапазоне (пространственный образ геообъекта) 
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Рисунок 3.24. Решение задачи обнаружения основного диапазона частот 
сигнала 
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Рисунок 3.25. Выделение контуров поля вейвлет-коэффициентов 
 
Таким образом проведены расчеты скважинных наблюдений на основе 
вейвлет-преобразования данных, полученных различными геофизическими 
методами. 
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Заключение 
1. Изучены модели и алгоритмы нелинейной регрессии и построение 
вейвлет-диаграмм применительно к скважинным данным наблюдений с целью 
поиска и выделения закономерностей в них. 
2. Обоснована методика построения аппроксимационных функций 
экспериментальных данных на основе нелинейной регрессии, позволяющая 
повысить точность оценок, благодаря учету спектральной плотности для 
каждого типа аппроксимационной функции (функции тренда, колебательные 
составляющие сигнала, шумовая составляющая изучаемого сигнала). 
3. Усовершенствована, применительно к скважинным данным, методика 
построения вейвлет-диаграмм для спектральной декомпозиции и эффективной 
визуализации неоднородной структуры сигнала за счет подбора видов 
материнского вейвлета, выделения полезного участка сигнала и 
контрастирования вейвлет-диаграмм. 
4. Решены задачи поиска и выделения закономерностей в данных 
скважинных наблюдений при изучении сложных нефтегазовых коллекторов в 
геоструктурах, а также при исследовании предвестников катастрофических 
геодинамических процессов и явлений, связанных с землетрясениями. 
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