the vane-dominated regime where a large bubble forms in the core. Depending upon extent of the bubble, it may shift in axial location or may be roughly centered by the primary vane edges.
In this regime, there is generally a relatively thick layer of liquid separating the bubble from the tank wall. As the liquid level decreases, the bubble impinges on the wall and a transition to a fillet-dominated regime begins. At the lowest fill levels, the liquid is contained in fillets along the vane or vane-wall corners and the tighter capillary regions of the sump. The overall distribution of liquid is more tightly confined by the PMD in this fillet-dominated regime. With respect to the PGS measurements, the transition and fillet-dominated regimes are of primary interest, since it is later in life that accuracy of fuel measurements becomes crucial.
Liquid free surface geometries were predicted for the range of fuel loads in the tank and PMD geometry of the Lockheed-Martin A2100 class of GEO commercial communications satellites.
A representative solution is shown in Fig. 1 for a vane-dominated case. The surface geometry is modeled in Surface Evolver by triangular facets that are then transferred to the solid modeling and meshing tool. It can be seen that the liquid forms a long nearly uniform fillet near the vane in the cylindrical region of the tank. Larger slugs of liquid form in the spherical dome regions of the tank, with the outflow dome containing approximately twice as much liquid as the opposite end.
Solid Model:
The vertices of the facets of the interface solution were imported into the IDEAS solid modeling software, smoothed because of the finer resolution of the Surface Evolver model, and spline curves were generated through the points. A surface loft operation was used to generate the liquid free surface from the curves in I-DEAS 6 Master Modeler. The liquid surface was stitched together with surfaces representing the tank wall, vane, and π/4 symmetry plane to create a 1/4-tank liquid volume. For each case, curves corresponding to 5 circumferential angles within the 1/4-tank model were used, although more curves were available.
Finite Element Model:
The solid model geometry was first partitioned at the tank equator in addition to other planes to allow more accurate meshing. For the fillet-dominated regime cases, one half of the one-eighth slice was meshed, corresponding to the liquid outflow end of the tank, which contains more liquid than the opposite end. The 1/8-tank mesh was reflected to create a one-quarter circumferential section of half the tank. The one-quarter slice was meshed to allow examination of various heater configurations. A summary of the four finite element models used in this study to assess PGS resolution and the solid models used to produce them are given in Table 1 .
Thermal Model:
The FEM produced to represent the liquid geometry was then used to create the thermal model. First, the geometry was partitioned into regions to aid in the meshing process. Then the liquid region was meshed in I-DEAS Simulation Module 6 with solid linear tetrahedral elements. Additional triangular shell elements were added to represent the wall.
These elements include the approximate thickness and the effect of the composite overwrap in the cylindrical region. Shell elements were also added to the liquid free surface in the area adjacent to the dry wall region. These were used to simulate the gas conduction between the dry wall region and the adjacent liquid layer. Material and physical properties used in the model are listed in Table 2 .
In addition to the assumptions inherent in the translation of the chosen geometry into a FEM mesh, key assumptions were made with respect to heat transfer. In particular, the liquid and gas are both modeled as solids, assuming negligible convection effects. This assumption may be violated if large temperature gradients at the free surface cause substantial thermal-capillary convection or if the gravity gradient induces thermal convection. As convective heat transfer is not modeled, the model will be in error if non-negligible convection exists. Another key assumption is that the helium gas is assumed to be a secondary path for heat transfer, and is modeled as a single non-geometric element. This element is coupled to the dry wall shell elements and the adjacent hydrazine surface elements with an area-proportional conductor. The heat transfer coefficient was based on assuming approximately half of the gas volume was effective, resulting in an estimated value of 2 W/m 2 -K. This simplification was necessitated by the need to maintain sufficiently large element capacitance-resistance factors for computational accuracy and speed. Validity of this assumption was assessed by comparison with a twodimensional thermal-network model (SINDA) that includes gas-phase conduction, and found to be in fair agreement. The inaccuracy introduced has little effect in the dome region, where the large mass and conductance of the liquid dominates.
The radiation heat loss from the tank was modeled using a non-geometric sink element that encloses the entire tank volume. The radiative coupling was based on an effective emittance of 0.016, which was determined from thermal balance measurements for a representative tank. The surroundings were held at a fixed temperature.
The heater boundary condition was modeled by applying heat sources directly to the wall shell elements. This simplification is deemed appropriate due to the thinness of the heater and tank at the boundary between the dome and cylinder portions of the tank wall.
Predictions were generated for the four fill levels with the same heat input profile, boundary and initial conditions. Predicted temperatures at the selected sensor location (dome/cylinder boundary) are given in Fig. 4 for each of the four fill levels for the case of 100 W heating on the dome (25 W on the FEM). The key to resolving different fill levels is the ability to obtain temperature measurements that are sufficiently different to ensure accuracy. The minimum discernable difference in temperature sensor readings was taken to be approximately 1.0 o C based on the on-board analog to digital conversion method. It can be seen that after an hour of heating, the predicted temperatures at the sensor location for the different fill levels have sufficient spread to be easily distinguished.
The temperature rise after 10 hours of heat input is plotted versus fill quantity in Fig. 5 . From these results it is estimated that the minimum fill quantity difference which can be resolved is approximately 3% at the nominal fill quantity of 245 kg. The trend is toward greater accuracy at smaller fill quantities. 
CONCLUSIONS

