Abstract. Large vessel occlusion (LVO) plays an important role in the diagnosis of acute ischemic stroke. Identifying LVO in the early stage of admission would significantly lower patients probability of suffering from severe effects of stroke or even save their lives. In this paper, we utilized both structural and imaging data from all recorded acute ischemic stroke patients in Hong Kong. Total 300 patients (200 training and 100 testing) are used in this study. We established three hierarchical models based on patients demographic data, clinical data and features obtained from computerized tomography (CT) scans. The first two stages of modeling are merely based on demographic and clinical data. Besides, the third model utilized extra CT imaging features obtained from deep learning model. The optimal cutoff is determined at the maximal Youden index based on 10-fold cross-validation. With both clinical and imaging features, the Level-3 model achieved the best performance on testing data. The sensitivity, specificity, Youden index, accuracy and area under the curve (AUC) are 0.930, 0.684, 0.614, 0.790 and 0.850 respectively.
Introduction
Acute ischemic stroke (AIS) has becoming a leading cause of morbidity and mortality worldwide, and recent advances in endovascular thrombectomy (EVT) for treatment of AIS caused by large vessel occlusion (LVO) have been widely accepted around the world [1] . Similar to intravenous thrombolysis, rapid access to EVT remains paramount that the effectiveness of EVT can be largely ensured if patients initiated within 6 hours from symptom onset than late diagnosed [1] . Prehospital care focuses on rapid identification of life-threatening emergencies and primary transport to a hospital ideally suited to care for that patient, thereby avoiding the lengthy time delays of interfacility transfers [2] . Recent decades have witnessed the development of prehospital LVO prediction scales in order to differentiate LVO from milder strokes and thus allow paramedics to make rapidly diagnosis in the prehospital setting. Popular scales include the 3-item Stroke Scale [3] , the Los Angeles Motor Scale [4] , the Rapid Arterial Occlusion Evaluation Scale [5] , the Cincinnati Prehospital Stroke Severity Scale [6] , the Field Assessment Stroke Triage for Emergency Destination [7] and the Prehospital Acute Stroke Severity [8] . Some of the above scales specifically aim to identify stroke patients with LVO rather than all AIS patients. These scales are converted from National Institutes of Health Stroke Scale (NIHSS) items, a criterion standard for stroke. The algorithm of these scales is mainly based on the hypothesis of linear correlation between patients clinical features and the presence of stroke [3] . The drawback of these measurements is from the ignorance of some potential stroke-related features, such as age and clinical history factors.
Compared with previous standard scales, this study will combine multiple demographic data, clinical structure data and CT imaging data, and construct a model for LVO prediction. The model will use eXtreme Gradient Boosting (XGBoost) classifier, which is an efficient and scalable implementation of gradient boosting framework by J. Friedman [9] , [10] . XGBoost is now a widely used and popular machine learning technique among data scientists communities. It is an ensemble technique that builds the model in a stage-wise method that new models are added to correct the errors made by the previously trained models. In the past several years, the deep learning has been widely applied to computer vision tasks, demonstrating the state-of-the-art performances. There are variety of applications in different medical imaging problems as well. In this study, we also adopted deep learning model as a feature extractor to brain CT scans.
Methods

Study Population & Data Preparation
The Hong Kong Hospital Authoritys Clinical Management System (CMS) has well-established records of all patients admitted to the public hospitals for all types of acute ischemic stroke. Patients selected in this study need to satisfy all of the following inclusion criteria: (a) aged 18 years or above; (b) with a principal diagnosis of cerebral embolism with mention of cerebral infarction (ICD9cm= 434.11) or cerebral artery occlusion, unspecified with mention of cerebral infarction (ICD9cm= 434.91); (c) emergency admission; and (d) with a computer tomography (CT) brain scan performed within 24 hours of AED admission. For other detailed criteria and sampling properties please refer to the paper [11] .
Total 300 subjects were selected and then were randomly split into 200 for model training and 100 for model testing. The data in this study contains basic demographic data, structural clinical data, discharge notes and corresponding CT scans. The demographic data contain some basic information of patients, such as gender and age. The structural clinical data include patients records of the pre-existing clinical records, other clinical symptoms and signs at A&E admission, such as the existence of diabetes mellitus, hypertension and smoking history. Discharge notes are reports written by doctors at the time of discharge from the A&E department or hospital. All patients have their corresponding brain CT scans as well.
The diagnosis of anterior circulation LVO was independently verified by 2 cerebrovascular disease specialists based on available admission notes, neuroimaging including CT and discharge record. Any discrepancies were resolved by consensus. Among the 300 patients, 130 suffered from LVO and rest 170 were not. The existence of hyperdense middle cerebral artery (MCA) sign is direct visualization of thromboembolic material within the lumen, which is a critical impact factor when making judgment at diagnosis for LVO. The hyperdense MCA dot sign was verified by 2 cerebrovascular disease specialists, as well. Then, the segment label was manually drawn through software FSL [12] . The CT images have similar quality, spatial resolution and field-of-view. The in-plane resolution is 0.426*0.426 mm. The slice thickness is 5.0 mm for most cases. Each axial slice has identical size of 512*512 pixels. There are 74 cases have witnessed hyperdense MCA dot signs.
Hierarchical Modeling
The present study aimed to develop machine learning models for LVO prediction based on a data hierarchy of three different levels. Level-1 model only utilizes some basic features that can be easily obtained by every individual. These features include age, gender, the existence of speech deficits, facial weakness, left-facial weakness, right-facial weakness, limb weakness, left-side weakness and right-side weakness.
In additional to the features used in Level-1, Level-2 includes all structural clinical data, such as the existences of diabetes mellitus and hypertension, whether the patient is or was a smoker, current smoker (or quit <= 2 years), previous smoker (quit > 2 years), diastolic and systolic blood pressure, Glasgow coma scale (GCS), and the corresponding sub-scales of eye, verbal and motor. Some previous diagnoses of atrial fibrillation, atherosclerosis and valvular heart disease were included as well. Many of these features contain missing values.
Together with the features used in Level-1 and Level-2 models, Level-3 model uses image features from patients CT scans. Since the hyperdense MCA dot sign is an important factor in the diagnosis of LVO [13] , we aimed to localize the MCA in level-3 model. Deep learning model works as a feature extractor to obtain additional useful features from CT scans. Each patient has 26 to 30 CT images, and we prefer to choose the slice contains the largest segmented MCA dot sign, which is considered contains more relevant information for LVO. The selected image will be fed into the well-trained architecture, and total 16384 features will be selected for each patient. All features were divided into two subgroups based on whether the patient suffered from LVO. Then, applying a two-sample t-test to each feature, we could identify significant features that can distinguish between the LVO and non-LVO. The top-10 image features with the smallest p-values were extracted and combined with the Level-1 and Level-2 features to build the Level-3 models for the final LVO prediction.
We chose extreme gradient boosting model as our classifier, which superior to off-the-shelf classifiers such as random forest and support vector machine (SVM) [14] .
Deep Learning
We applied deep learning in the Level-3 model since the hyperdense MCA dot signs have large contribution to patients LVO diagnosis. The proposed architecture belongs to the category of fully convolutional networks (FCN) [15] that extends the convolution process across the entire image and predicts the segmentation mask as a whole. The architecture works as a feature extractor that the high-level features at the end of encoding part will be subtracted as shown in Fig. 1 . The encoding part resembles a traditional convolutional neural networks (CNN) that extract a hierarchy of image features from low to high complexity. The decoding part then transforms the features and reconstructs the segmentation label map from coarse to fine resolution. The model contains skip connections, which is similar to the U-net architecture [16] . The CT scans were preprocessed using the fully automatic pre-processing pipeline through FSL and Nibabel library. As shown in preprocessing flow chart (Fig. 2) , the first step is brain extraction to strip the skulls. In the second step, all CT scans are rotated and translated through a rigid-body 2D registration procedure in order to make sure all brains within images are horizontally symmetric. All the MCA dot signs have H.U. index between 30 and 70; thus in step 3, a threshold of 20 to 80 is utilized in order to eliminate the irrelevant image information. Since the hyperdense MCA dot signs largely course in a plane perpendicular to the transverse plane of imaging, the recognition of the MCA dot signs can be localized within a specified area of the scans. To better specify the region where MCA dot sign, we localize a bounding box in step 4. The colored bounding box has size of 128*128; while two colors indicating left and right hemispheres. Besides, given clinical information for different side of limb weakness, we can then extract the infracted hemisphere as shown in the last step. 
Performance Evaluation
To evaluate the performances of these models, 10-fold cross validation method was adopted. The prediction performance was evaluated by sensitivity, specificity, Youden Index [17] and area under the curve (AUC) of receiver operating characteristics (ROC) for LVO classification in all three levels. Aiming to minimize both the sensitivity and specificity of the fitted predictive model, the cutoff was chosen on Youden index, γ, which is derived from sensitivity and specificity and denotes a linear correspondence balanced accuracy, given as:
Youden index has been commonly used to evaluate predictive model performance and has shown good performance on model assessment especially for imbalanced dataset [18] . The best cutoff was obtained through the indication of largest Youden index based on a 10-fold cross validation.
Results
Besides imaging features in Level-3, the first two models involved total 24 features. To have an intuitive view of all variables, student t-test and Pearsons Chi-square test were done for continuous and discrete variables, respectively.
Based on these tests, a wide range of factors are found to be associated with an increased risk of LVO. These include demographic factors (older age and female), clinical symptoms and signs at A&E admission (current or previous smokers, existence of left or right facial weakness and limb weakness), clinical structural data and testing scores (systolic blood pressure, GCS, corresponding Verbal, Motor and Eye test scores) and historical clinical records (previous diagnosed cardioembolism, atrial fibrillation and atherosclerosis).
Compared with non-LVO stroke, LVO patients are more likely female than male (67.4% vs 31.6%, p=0.003) and older age (mean of 80.5 years vs 71.4 years, p<0.001). Glasgow coma scale is also an important indicator for LVO that the lower indcates higher the chance to be LVO of anterior circulation (mean of 10.7 vs 13.68, p<0.001); besides, its corresponding eye, verbal and motor testing scores all play critical roles, having small p-values. The prevalence rates in LVO patients are higher than non-LVO for those patients suffering limb weakness (99.2% vs 74.1%, p<0.001), facial weakness (31.5% vs 25.9%, p<0.001) and previously atrial fibrillation (36.9% vs 18.8%, p<0.001). There is no difference in the prevalence of speech deficits, diabetes mellitus, hypertension, prior stroke and ischemic heart disease between the LVO and non-LVO groups. Due to the limitation of paper space, please refer another published paper [11] for detailed tables and summary statistics. The testing performance for ROC curve is shown in Fig. 3 and the detailed measurements are in Table 1 . Based on the results, the Level-3 model achieves the best performance with all demographical, clinical and imaging features involved in training. Coordinating with the ROC curve in Fig. 3 , Table 1 witnesses a great improvement from Level-1 model to Level-2 model regarding all the evaluation measurements. This indicates the clinical symptoms and testing scores at A&E made great contribution in LVO prediction. Involved with extra imaging features, Level-3 model does not significant improve based on Level-2 model. This is mainly due to the extra features within Level-3 models do not provide enough contributions. According to the Level-2 results, the sensitivity is 93.0%, while the specificity is 64.9%, indicating most failed predictions subjects are false positive cases. We aimed to reduce the specificity by adding extra information of MCA dot signs; however, by checking all those false positive subjects are not diagnosed having MCA dot signs. Hence, the features extracted through deep learning model cannot have extraordinary contribution to amend those wrongly predicted cases. Among the 100 testing subjects, 24 patients were diagnosed to contain MCA dot signs, and the deep learning model is able to correctly predict 22 cases with only 2 subjects missed. Those the sensitivity is fairly good, the specificity is not quite satisfied, which is largely due to some false positive segmented dots. These inaccurate segmentations are largely due to proximity of bone and the similarity to normal age related vascular calcification.
Discussion
It is a common problem that patients' demographic and structural clinical data contain missing values. We initially have applied K-nearest neighbors method to impute the missing values, and implemented other machine learning techniques. However, missing value imputation does not make sense in real case application and prediction. The model need to contain all the training data in case to the patient has any incomplete attributes. Regarding this situation, only decision tree and XGBoost methods can handle missing value and take into consideration for the model's complexity, we finally chose XGBoost as the classifier.
It is known that obtain adequate amount of medical data is not easy, especially given the demand for well-diagnosed labels provided by expert clinicians. The deep learning is a data-hungry algorithm that requires huge quantitates of images to keep updating the weights. In this study, among total 300 subjects only 74 subjects contain MCA dot signs, and among these cases, merely 89 slices of scans enclose ground truth. The further study may involve more data to enhance our models robustness.
Conclusion
In this paper, we present three hierarchical machine learning models that capable to fully automatically predict large vessel occlusion for suspected acute ischemic stroke patients. Combining all features from patients demographical, clinical information and brain CT imaging, our final model can give a promising result compare previous methods. Besides, the data involved in this study represents of territory-wide emergency and in-patient healthcare services for a population of 7.3 million. Thus, it can work as an effective tool in assistant to doctors in making quick and accurate diagnosis at the early stage of patients admission.
