Abstract. Let W n := n j=1 Z j be a sum of independent integer valued random variables. In this paper, we derive an asymptotic expansion for the probability IP[W n ∈ A] of an arbitrary subset A ∈ Z + . Our approximation improves upon the classical expansions by including an explicit, uniform error estimate, involving only easily computable properties of the distributions of the Z j : an appropriate number of moments, and the total varia-
Introduction
The asymptotic theory of sums of independent random variables has been extensively studied, and is very well understood; see, for example, Petrov (1975 Petrov ( , 1995 . Suppose that (Z j , j ≥ 1) is a sequence of independent random variables having (r + 1)-st moments, and set W n := s the polynomials Q ln (x) have coefficients specified in terms of the moments of the Z j , and Φ denotes the distribution function of the standard normal distribution (Petrov (1975) , Theorem 7, p. 175) .
If the Z j are integer random variables, the conditions on the characteristic functions are not satisfied, and the Edgeworth expansion of W n is much more complicated. In the case of identically distributed summands, again under some extra conditions, it takes the form
= o(n −(r−1)/2 ), (1.3) holding uniformly in x ∈ IR; here,
and the remaining notation is as before: see Ibragimov and Linnik (1971) , Theorem 3.3.4. This expansion is not as useful as for random variables with absolutely continuous component, because of the difference between the supports of L(W n ) and Φ; in consequence, the estimate (1.3) contains cumbersome summands S(·), and the approximating measure is inappropriate for use in conjunction with total variation distance. The situation is even worse if the integer valued summands are not identically distributed, since then still more complicated formulae are required (Pipiras, 1970) ; this expansion does not even seem to be widely known, let alone used. n (j − IES n ) (Petrov (1975) , Theorem 12, p. 204) . By adding these local estimates of the individual probabilities, one can in principle obtain an approximation in total variation, but it is rather unwieldy. A further drawback to both (1.3) and (1.4) is that the error terms are far from explicit, and neither expansion is applicable to triangular arrays.
In view of these problems, there has been much research into more adequate discrete approximations to sums of integer valued random variables. One important area is that in which the summands are Bernoulli Be (p) random variables with small p, in which case Poisson approximation can be very useful; see Barbour, Holst and Janson (1992) . In other circumstances, compound Poisson approximation may be better (Barbour, Chen and Loh (1992) , Barbour and Utev (1999) ). However, under the conditions typically used to show that the distribution of W n is close to a normal limit, a discrete analogue of the normal law, with two moments to be fitted, would seem to be a more appropriate starting point. This was the motivation behind the signed compound Poisson (SCP) approach. SCP measures are obtained as a generalization of compound Poisson distributions by allowing negative parameters λ l in the compound Poisson generating function (2.1), and gain in flexibility as a result; however, the measures are in general signed measures, rather than probability distributions.
In Barbour and Xia (1999) , Stein's method was adapted for proving SCP approximations with explicit error bounds. In particular, they derived an analogue of the BerryEsseen theorem in total variation for sums of independent integer valued random variables, in which the approximating distribution is a translate of a compound Poisson distribution, itself almost a Poisson distribution, and in which the error estimate is explicitly expressed in terms of the first three moments of the Z j , together with the total variation distances d T V (L(Z j ), L(Z j + 1)). Here, we develop their approach to treat asymptotic expansions.
The main result is Theorem 5.1. Let W = n i=1 Z i be a sum of independent integer valued random variables Z i having finite (r + 1)-st moments, which has been (integrally) translated so that |IEW − Var W | ≤ 1; in other words, prepared for a Poisson approximation, instead of being centred at the mean for a normal approximation. Under the rather mild conditions (5.2), an explicit bound is given for the accuracy in total variation of the approximation of L(W ) by the signed measurẽ ν r {j} := Po (IEW ){j} 1 +
where C u (·; ·) denotes the u'th Charlier polynomial, S = max{1, 3(r − 1)}, and the b u are defined in terms of the first (r + 1) moments of W : see (5.8). For instance, if the Z i 's are identically distributed with strongly aperiodic distribution, and have finite (r + 1 + δ)-th moment for some 0 < δ ≤ 1, then the error bound is of order O(n −(r−1+δ)/2 ).
However, there is no need to demand identical distributions; a similar order of error is also valid under rather simple uniformity conditions. The measureν r , although a signed measure, is completely explicit, and is only a rather small perturbation of the Poisson distribution Po (IEW ) when IEW is large; note that, when comparing with more traditional asymptotics, IEW plays the rôle of the variance Var W , as is clear from the choice of location. The proof of this approximation is far from routine. A major problem is that, although the class of SCP measures for which the solutions of the Stein Equation have good properties is extended in Corollary 2.2 beyond that of Barbour and Xia (1999) , it is still in general not large enough to include the SCP measures required in the proof of Theorem 5.1. Here, a novel technique is introduced, in which the solutions to the Stein Equation for a different distribution, chosen from the 'good' class, are used as surrogates. As in the Berry-Esseen theorem of Barbour and Xia (1999) , the error estimates are explicitly expressed in terms of the moments of the Z j and the total variation distances d T V (L(Z j ), L(Z j + 1)), quantities which are relatively simple to work with. As a result, the expansions are also directly applicable to triangular arrays.
In the early 1950's, Kolmogorov formulated a question about the accuracy of the best possible infinitely divisible approximation to the sums of arbitrarily chosen independent and identically distributed random variables, not necessarily having finite moments. Kolmogorov, Prokhorov, Le Cam, Meshalkin, Arak and many others contributed to this problem, which became known as the first uniform Kolmogorov theorem. The search for a solution inspired the development of new methods, such as the Tsaregradskii inequality and the triangle function method; led to new results, such as the Kolmogorov-Rogozin inequality for concentration functions; and gave rise to new approximations, such as Presman's SCP approximation. Kolmogorov's problem in uniform distance was finally solved by Arak (1981) , who proved that any sum of independent and identically distributed random variables can be approximated within the class D of all infinitely divisible laws with accuracy Cn −2/3 , C being an (implicit) absolute constant. For a comprehensive history of the problem see Arak and Zaitsev (1988) .
In general, as proved by Zaitsev (1991), Kolmogorov's problem is insoluble in total variation, without additional assumptions on the random variables. However, improving earlier results of Tsaregradskii (1958) and Meshalkin (1961) , Presman (1983) solved Kolmogorov's problem in total variation for the binomial distribution. For triangular arrays, Kolmogorov's theorem in total variation has so far only been explored for Bernoulli variables. Here, as an application of short expansions (r = 2) in terms of compound Poisson probability measures, we obtain estimates in total variation in Kolmogorov's theorem for a large class of triangular arrays of integer valued random variables (Z jn , 1 ≤ j ≤ n, n ≥ 1); under certain uniformity conditions, expressed in terms of bounds on their 2nd and 4th moments and on d T V (L(Z jn ), L(Z jn + 1)), the accuracy of approximation is at least of order O(n −1 ) (Corollary 4.5).
The structure of the paper is as follows. In Section 2, we establish properties of the solution of the Stein Equation for certain signed measures on the integers; these are basic to the subsequent argument. We then treat the simplest case, that of approximation by a centred Poisson distribution, in Section 3; for a large class of integer valued random variables, the centred Poisson approximation already extends both the classical Poisson and normal approximations. In Section 4, we move on to second order expansions, concentrating on the case when the approximations are probability measures, as is relevant to Kolmogorov's problem. The main asymptotic expansion (Theorem 5.1) is proved in Section 5.
In expansions such as (1.3), (r + 1) moments are assumed to exist, the expansion has (r − 1) terms refining the limiting approximation, and the error is not specified beyond being o(n −(r−1)/2 ). We use the same number of moments to give an expansion with (r − 1) refining terms, together with an explicit error bound. If we assume the existence of the (r + 1 + δ)-th moment, for any 0 < δ ≤ 1, this takes the form of an explicit 'Lyapounov' style error bound of order O(n −(r−1+δ)/2 ); in general, the error bound is of 'Lindeberg' style.
Solving the Stein Equation
Given γ ∈ Z, t ∈ IN and
let π := π (λ,γ) denote the (possibly signed) measure with generating function
for which therefore π(Z) = 1. If all the λ l are nonnegative, this is a compound Poisson distribution on Z, with origin shifted by γ:
where the N l ∼ Po (λ l ) are independent, but we allow the possibility of negative λ l 's. A corresponding Stein Operator A := A (λ,γ) on functions g : Z → IR is given by
note that π{Ag} = 0 for all bounded g, as can be seen by differentiating (2.1) with respect to z and equating coefficients. It is usual, when applying Stein's method, to try to solve the equation Ag = f − π{f } for the test functions f appropriate, for instance, to the total variation norm. Here, using the perturbation technique of Barbour and Xia (1999) , we demonstrate the existence of approximate solutions having good properties, under the assumptions
where L t := {l ∈ Z; |l| ≤ t, l = 0, 1}. 
where η := η(λ) := j<0 |π (λ,0) {j}|.
Here, for h : Z → IR, we define ∆h(j) := h(j + 1) − h(j), j ≥ 0, and we use h to denote the supremum norm. For (signed) measures, · denotes the total variation norm.
Proof. Let E denote the set of all bounded functions g : Z → IR, and let E denote the Banach space of all functions ψ ∈ E with Po (λ){ψ} = 0 and with ψ(j) = 0 for all j < 0, equipped with the norm · defined by
For any f ∈ E, let Sf denote the solution g 0 ∈ E to the equations
Then it follows as in Barbour, Holst and Janson (1992, Lemma 1.1.1) that
and P : E → E by 8) and consider the operator Q : E → E defined by
Direct calculation shows that, for g ∈ E, 10) and, since f ≤ f for any f ∈ E, it follows from (2.6) that
for all ψ ∈ E . Thus P U S ≤ 2θ, and so Q is invertible, with
Then it follows from (2.6) and (2.11) that
Also, from (2.9), for j ≥ 0 and ψ ∈ E , we have 15) say. Thus, in view of (2.13)-(2.15), the function g f of (2.12) has all the properties required for the theorem, if we can estimate |π (λ,0) {f } − c f |.
However, writing π{·} for π (λ,0) {·}, we note that π{A (λ,0) g f } = 0 implies that
Noting that π(Z) = 1 and that Po (λ)( 
where η(λ) := j<0 |π (λ,0) {j}| is as before.
whereĝ is the function defined in Theorem 2.1 witĥ 
where λ := 1≤|l|≤t lλ l is as before.
Proof. Take any bounded f : Z → IR, and let g be as in Corollary 2.2. Then it is immediate that
and the corollary follows from (2.11), (2.17) and Corollary 2.2.
The result of Corollary 2.3 is clearly simpler if W ≥ γ a.s., or if λ l = 0 whenever l < 0, in which case η(λ) = 0. Some ways of bounding η(λ) are given in Section 6.
Centred Poisson approximation
In what follows, we take W to be a sum n i=1 Z i of independent integer valued random variables. Here, we consider the simplest possible approximation by measures of the form π (λ,γ) , in which t = 1, λ 1 > 0 and λ −1 = 0, so that π (λ,γ) ∼ γ + Po (λ 1 ) is a translate of a Poisson distribution. This simple approximation was considered byČekanavičius and Vaitkus (1999), a slightly more refined version being employed in Barbour and Xia (1999) . For such a choice of λ, we have θ = 0 and η(λ) = 0, and the Stein Operator A (λ,0) is the usual Poisson operator.
To apply Corollary 2.3, we need to show that
for all bounded g : Z → IR, when λ 1 and γ are suitably chosen. The strategy, here and subsequently, is to start by choosing coefficients λ
way that the corresponding number of moments of the Z i are exactly matched. It is then usually necessary to add a rounding correction to
, to obtain an integral value of γ, best results being obtained when the λ l are also chosen to be slightly different from
l . This procedure makes |IE(A (λ,γ) g)(W )| suitably small, as illustrated in the following theorem.
Suppose
, matching the first two moments of Z i exactly, and then define
where
Further, using d T V (P, Q) for probability measures P and Q to denote
observing, from Barbour and Xia (1999, Proposition 4.6 
Proof. In order to obtain a bound of the form (3.1), we write
the last term being simply bounded using
Proceeding as in Barbour and Xia (1999, Theorem 4.3), we write Newton's expansion in the form
and we also observe that, for any random variable U , any bounded g and any integer j, we have
Combining (3.7) and (3.8), we thus obtain the short expansion
We now use (3.9) to expand the main terms in (3.5), obtaining that
and then, that
and finally that
But now, putting (3.10)-(3.15) into (3.5), we find that
since the coefficients of IEg(W i + 1) and IE∆g(W i + 1) exactly vanish. Thus, from (3.5), (3.6) and (3.16), we have obtained a bound of the form (3.1), with ε 0 = 0 and
by Chebyshev's inequality, and recalling that here θ = η(λ) = 0, the theorem follows from Corollary 2.3.
In the error bound in Corollary 3.2, the second term is of smaller order. However, in triangular arrays (Z in , 1 ≤ i ≤ n, n ≥ 1), it is natural to impose bounds on the (Z in , 1 ≤ i ≤ n) in which a = a n , b = b n and c = c n , and then the relative orders of magnitude may be different. For example, if Z in ∼ Be (p n ) with p n ≤ 1/2, in which case γ = np 2 n and λ 1 = np n (1 − p n ) + (np 2 n − γ), then a n = p n (1 − p n ), b n = min{p n , 1 − p n } and c n = 2p n ; if also np n ≥ 1, then Corollary 3.2 gives a bound of order
with the second term being the larger if np 3 n → 0. However, for Bernoulli Z i , the last term can be improved if, for instance, np 2 n < 1, in which case γ = 0, so that we have the usual Poisson approximation, λ 1 = np n , δ = np 2 n and IP[W < γ] = 0; then the second term, still the larger, is of order O(p n ∧np 2 n ), as usual for Poisson approximation. Using Theorem 3.1, similar bounds can be obtained for unequally distributed Bernoulli summands. Theorem 3.1 generalizesČekanavičius and Vaitkus (1999, Theorem 2.1), which only covered Bernoulli random variables, and alsoČekanavičius (1998, Theorem 3), which was only for independent and identically distributed sequences, and had no explicit representation of the constants implied in the error estimates. Because Theorem 3.1 contains very explicit bounds, it can be applied in great generality to triangular arrays.
Second order approximations
In this section, we refine the centred Poisson approximation. First, we take one extra main parameter λ l in the approximating distribution, either λ −1 or λ 2 , and establish approximations to L(W ) by probability distributions π (λ,γ) , of accuracy O(n −1 ) under reasonable uniformity conditions, provided that the third cumulant of W is not too far from its variance. This last, unwanted restriction is then removed by considering more general probability distributions π (λ,γ) with λ 1 , λ 2 and λ s non-zero, for some s / ∈ {0, 1, 2}; see Corollary 4.5 for the implied contribution to Kolmogorov's problem in total variation. The first approximation is by the distribution of the difference of two independent Poisson random variables, centred appropriately. The extra parameter λ −1 enables one more moment to be matched. We suppose that the Z i are as in the previous section, but now satisfy IEZ
We also introduce the notation
r := κ r (Z i ) to denote the r-th factorial cumulant of Z i (Kendall and Stuart (1963, §3.17, p. 75)), so that, in particular,
The factorial cumulants can be formally fitted using parameters λ 
leading to the choices,
with 0 ≤ δ < 1/2, where κ r := κ r (W ) and c 3 := IE(W − µ) 3 , and
In order that π (λ,γ) be a probability distribution, we must therefore have c 3 ≤ σ 2 − 2δ, and, if λ = c 3 + 2δ > 0, then
Thus this approximation is only suitable if the sum W satisfies the restrictive moment condition
We need some further notation before stating the theorem. We define
where the measures E and E 1 denote unit mass on 0 and 1 respectively and * denotes convolution. Since, for probability measures ν 1 and ν 2 , we have
it follows from (3.3) and (3.4) that
Finally, we set 
where θ is as in (4.6), d as in (3.3) and d as in (4.8).
Proof. Once again, we bound |IE(A (λ,γ) g)(W )| and apply Corollary 2.3. In fact,
where the last term is bounded, as in the previous section, by δd ∆g . Much as before, for any random variable U , bounded g and integer j, we have
Now write Newton's formula in the form
noting that
Then, much as in the proof of Theorem 3.1, we have the short expansion
(4.14)
Applying this successively, we obtain
where 20) and finally
where 
To complete the bound in Corollary 2.3, we still need to bound η(λ) and IP[W < γ]. For the latter, a fourth moment bound gives
For η(λ), it follows from Lemmas 6.4 and 6.5 that Remark. The estimate of IE{Z i g(W )} derives from (4.14), multiplied by l. If we allow for the bound (3.9) as well, we have
leading to the estimate
The bound (4.23) can also be replaced by a third moment Chebyshev estimate, coupled with Rosenthal's inequality. This enables one to bound L(W ) − π (λ,γ) assuming the existence of only three moments. Then
where the constants K and α are uniform in σ 2 ≥ 2.
Remark. If IEZ 4 i = ∞, replace ψ i by the smaller (4.28) and assume that σ
bounded by the same expression as in Corollary 4.2, supplemented by the additional term
This, for instance, gives a bound of order O(n −(1+δ)/2 ) if also IE|Z i | 3+δ ≤ c < ∞ for all i.
An alternative approximation using two Poisson parameters λ 1 and λ 2 and a shift γ can also be derived. Here, the factorial cumulant equations corresponding to (4.2) are
and leading to the choices
For a probability distribution π (λ,γ) , we need to have c 3 ≥ σ 2 − 2δ and c 3 ≤ 2(σ 2 − δ); For independent and identically distributed summands, this merely requires a finite fourth moment, and a non-zero value of d T V (L(Z 1 ), L(Z 1 +1)), provided that one of (4.7) or (4.33) holds. This is a partial answer to Kolmogorov's problem in total variation, as discussed in the introduction; furthermore, under the conditions of Corollary 4.2, identical distributions are not required.
We now show that we can circumvent the limitations imposed by (4.7) and (4.33), demonstrating the existence of an infinitely divisible approximation to L(W ) with total variation accuracy of order O(n −1 ), provided only that the order assumptions in Corollary 4.2 hold. The approach is much as above, but the approximating distribution is a little more complicated. We consider γ-shifted compound Poisson distributions with only λ 1 , λ 2 and λ s non-zero, where s ∈ Z \ {0, 1, 2} is to be chosen later. Here, λ s plays the rôle that λ −1 and λ 2 played in the previous approximations, whereas λ 2 is used so as better to match the terms arising because γ has to be an integer. We can fit the first three moments of W in this way by taking
Very much as in the proof of Theorem 4.1, we find that
(the sums interpreted appropriately when s < 0), wherê
and |IE∆ 3 g(W + r)| ≤ d ∆g . Using Corollary 2.3, this gives We thus need to show that γ and s can be chosen in such a way that π (λ,γ) is a probability measure and θ < 1/2. We achieve this by taking 
40)
whereψ i is as in (4.35) and C := max 8, 8σ
Proof. Routine calculation shows that, with the choices of γ and s made in (4.37)-(4.39), and with σ 2 ≥ 24, the quantities λ 1 , λ 2 and λ s are all nonnegative; furthermore, λ ≥ 5σ 2 /6, θ ≤ 1/5 and |sδ| ≤ C. Hence π (λ,γ) is indeed a probability measure, and it merely remains to examine (4.36) in detail. The first term is easy; and IP[W < γ] can be estimated using a fourth moment bound much as in (4.23), since µ − γ = λ ≥ 5σ 2 /6 and η(λ) ≤ 1 because π (λ,γ) is a probability measure. Finally, η(λ) ≤ exp{−λ/(8t)}, where t = 2 ∨ |s|, from Lemma 6.6(2). Since also |s| ≤ C and λ ≥ 5σ 2 /6, the theorem follows. 
Remark. If IEZ
where the constants K and α are uniform in σ 2 ≥ 24.
be a triangular array of integer valued random variables which are independent within rows, and suppose that, for all n and all
where D denotes the class of all infinitely divisible laws and where the implied constants depend only on c and v * .
Proof. It is immediate that (σ 
then it follows easily thatψ
for a universal constant K. Applying Theorem 4.3 completes the proof.
The improvement over Arak's (1981) bound of O(n −2/3 ) is possible because of the extra uniformity conditions imposed. For Bernoulli random variables, we have
This gives a bound of order
In particular, if all the p i 's are equal, we have
where we take p ≤ 1/2 without loss of generality. If np is small, one can use the ordinary Poisson approximation to show that
The bounds obtained by combining (4.41) and (4.42) are of the correct order of magnitude, as shown by Presman (1983).
Higher order expansions
In this section, we look for even more accurate approximations. First, we suppose that the random variables Z i are (integrally) 'centred' in such a way that all the partial sums S rs := not 'centred' in this way, the modification required merely translates W , which makes no essential difference; however, in the formulae for the bounds that we derive, the factorial moments and cumulants appearing are all for the 'centred' random variables, and they may well be different from those of the original random variables.
In the spirit of the uniformity conditions of Corollary 4.2, we make the following assumptions:
for all 1 ≤ i ≤ n, where 0 < v * ≤ 1/2. If these conditions are not satisfied by the original random variables, they can usually be recovered by forming new random variables Z i by adding successive Z j 's, correspondingly reducing n; Theorem 5.2, if applicable, may also give useful bounds. If these procedures do not work, it may well be the case that the approximation would genuinely be poor. By analogy with the previous expansions, we assume that the random variables Z i have finite (r + 1)-st moments. We then choose any real numbers τ l > 0, 0 ≤ l ≤ 4, such that the following inequalities are satisfied: 
The τ l merely act as a convenient shorthand; for instance, for defining some unpleasant constants, which appear in the error bounds:
(2τ 2 ) r−1 ; n 0 := 2 2r+2 C 2 5 ;
where S := max{1, 3(r − 1)}, and R s denotes the constant from the s'th Rosenthal (1970) inequality (Petrov (1995) , Theorem 2.9 and (2.35)):
We shall also need the quantities
for 1 ≤ s ≤ 4r, when, as for (4.9), it follows from (3.3), (3.4) and (5.2) that
if n ≥ 16r. In order to state the main theorem, we need to define an approximating measure. We base our argument on the Stein equation (2.2) for suitably chosen λ l . However, these choices need not be such that simple bounds like (2.17) on the corresponding π (λ,γ) are valid, making a direct SCP approximation awkward. To avoid such problems, we instead introduce a perturbation of the Poisson distribution Po (µ) as our approximation.
To do so, first define the real numbers b u , u ≥ 1, to be the coefficients in the power series expansion
where κ j = κ j (W ) as before, and let C u (j; a) denote the u'th Charlier polynomial (Chihara (1978), (1.9), p. 171). Then set
where S = max{1, 3(r − 1)}, as above. The measureν r , in general a signed measure, nonetheless has a number of good properties. First of all,ν r (Z + ) = 1 andν r (j) = 0 for all j < 0. Then it is shown in (5.26) that the b u are at worst of order O(µ u/3 ) as µ increases, while, in any region
, by Lemmas 6.1 and 6.2. Recall that, because of the 'centring' of the random variables Z i , the resulting mean µ satisfies |µ − σ 2 | ≤ 1, so that, when interpreting these asymptotics, µ should be understood as being equivalent to Var W . Thusν r is just a rather small perturbation of Po (µ) in the region where the latter concentrates its mass; it is, indeed, a natural refinement of the centred Poisson approximation of Section 3 (the case r = 1: note that b 1 = 0). Finally, the measureν r is completely explicit, in the sense that everything is visible as a polynomial modification of the Poisson density in (5.9), except for the constants b u , which are derived from the factorial cumulants of W using (5.8).
Theorem 5.1. If Z i , 1 ≤ i ≤ n, are independent integer valued random variables with finite (r + 1)-st moments, which also satisfy (5.1) and (5.2), and if
Remark. 1. The way in which τ 4 enters the error estimate is highlighted because, even with independent and identically distributed random variables, it grows with n unless the (r + 2)-nd moment is finite; see (5.4).
For triangular arrays of integer random variables (Z (n)
i , 1 ≤ i ≤ n, n ≥ 1) in which, within each row, the random variables are independent and satisfy conditions (5.1) -(5.2) with v (n) * = v * , and for which we can take τ
for all n, it follows that L(W ) −ν r ≤ 3K(1 + τ 4δ )n −(r−1+δ)/2 , for the same value of K, an error bound of order O(n −(r−1+δ)/2 ) under an (r + 1 + δ)-th moment assumption. In particular, for δ = 1, the error is actually of order O(n −r/2 ).
Proof. The first step in the proof is to show that |IE(Ah)(W )| is suitably small for all bounded h : Z → IR, where A is a Stein Operator of the general form A (λ,0) -the 'centring' has already been accounted for in (5.1) -with t = r + 1, and with λ l = 0 for all l < 0. We parametrize A in a different way, writing it as
for parameters β m , 0 ≤ m ≤ r to be chosen. We first show that β m := κ m+1 /m! is a good choice. Note that β 1 is fixed, by the centring, to satisfy |β 1 | < 1, so that, including the centring, we are again fitting r + 1 parameters to the first r + 1 factorial cumulants.
As before, we shall use Newton's expansion, this time in the form
where 0 0 is taken to be 1. Thus, as in the previous proofs, we obtain 
(5.14)
Combining these two estimates, we obtain 17) which is the case if β
m+1 /m!. Hence, by the additivity of the factorial cumulants, and from (5.3) and (5.7), the random variable W satisfies
18) where β m = κ m+1 /m!. Note, in particular, that β 0 = µ and that |β 1 | ≤ 1.
If it were the case that
were satisfied, then (2.4) would be satisfied, and a perturbation argument as for Theorem 2.1 could be used to approximate L(W ) by ν r , the signed measure with Stein Operator A r of (5.11) having β m = κ m+1 /m!: see Theorem 5.2. Our aim here is to show that an estimate of order O(n −r/2 (1 + τ 4 )) is still valid, even if θ > 1/2. Since we then have no control over the solutions of the Stein Equation A r h = f − ν r (f ), and consequently little control over ν r , we take a more indirect approach. Instead of ν r itself, we consider measures of the form 20) to approximate L(W ). The Charlier polynomials are a convenient choice for the expansion, because of the property that, if Y ∼ Po (µ) and h : Z + → IR is polynomially bounded, then
it then also follows thatν(Z + ) = 1 and that
Applying these formulae, and recalling that β 0 = µ, it follows that 
if we define β t = 0 for t > r. Thus, for any S ≥ 1, the coefficients of ∆ s h(Y + 1), 0 ≤ s ≤ S − 1, are all zero, if we take b t , 1 ≤ t ≤ S, to be successively defined by the relation
that is, as defined by (5.8) . In particular, b 1 = 0, 2b 2 = β 1 = κ 2 , and since, from (5.4), max 1≤t≤r |β t | ≤ τ 2 σ 2 and |κ 2 | ≤ 1, it follows inductively from (5.25) that The usual Stein argument would now move by way of the solutions to the equation A r h = f −ν r {f }, but without the condition θ < 1/2 we have no control over them. We avoid the difficulty by instead taking for h the solution to the equation
with h(j) = 0 for j ≤ 0, for which θ = |κ 2 |/µ < 1/2 in µ > 2, and hence
because of assumption (5.2). Thus, for f : Z → IR bounded and with f (j) = 0 for j < 0, we can compute
and hence
On the other hand, from (5.18), (5.28) and (5.30),
for all f such that f ≤ 1. From an (r + 1)-st moment Chebyshev inequality and Rosenthal's inequality, we deduce that 
In order to bound the final term in (5.35), we express it in terms of the approximation error for a similar problem with a smaller value of n, and use induction. So letν (1) r andν (2) r be defined in the same way asν r , but using the sets of random variables (Z i , 1 ≤ i ≤ n/2 ) and (Z i , n/2 + 1 ≤ i ≤ n) respectively, whose sums are denoted by W (1) and W (2) . Then
1 = µ and κ
= κ l for 2 ≤ l ≤ r, and also |κ
2 | < 1. Note that, for each of these sets of random variables, the quantities τ l , 1 ≤ l ≤ 4 and v * can be left unchanged.
Now, since
and since
u−m because of (5.8) and the additivity of (factorial) cumulants, it follows that
where Y ∼ Po (µ). Since, by Lemma 6.2(2), IE|C u (Y ; µ)| ≤ (2u/eµ) u/2 , it thus follows that ν
once again using σ 2 /µ ≤ 2. Hence the measureν r is close to the convolutionν
), so that the approximation of the distributions
can be used to show the closeness of L(W ) andν r .
In view of (5.35), what we actually need to bound is
Now the last term is covered by (5.37), and
where the latter term is at most 2 max j Po (µ (1) ){j} ≤ (8/en) and
for Y (1) ∼ Po (µ (1) ); bounding the elements in the latter sum using (5.26) and Lemma 6.2, we get
Thus we have expressions to cope with all the elements of (5.38), except for the factors
, l = 1, 2, for which we use the induction hypothesis to conclude that 
, which is the case for n ≥ n 0 := 2 2r+2 C 2 5 . On the other hand, for smaller n, the argument of (5.40) and (5.41) applied toν r shows that
and the statement of the theorem is now immediate.
Although the statement of the theorem is quite explicit, it cannot be claimed that the estimates given are likely to be very precise. On the other hand, the influence of the two key ingredients, the moments of the summands and the extent to which they avoid being lattice with some span larger than 1, can be clearly seen in the bounds.
If condition (5.2) is not satisfied, Theorem 5.1 cannot be applied. However, as remarked at (5.19), if µ > 0 and
is satisfied, a perturbation argument along the lines of Theorem 2.1 can be used, now approximating L(W ) by the SCP measure ν r which has the Stein operator A r of (5.11) for β m = κ m+1 /m!; this means that the non-zero λ l 's are given by
Before formulating the theorem, we derive a bound for d n,s to replace that in (5.7), since v * may now be zero. Let v i , v * and V be as in (3.3) and (3.4), and split V − v i into s partial sums
each not smaller than s −1 V − v * ; this can be done just by taking m 0 = 0 and
Then, applying Proposition 4.6 of Barbour and Xia (1999), it follows that
where w r := 2 ∧ {6r/V } 1/2 and V is as for (3.4). In general, 
The condition θ < 1/2 is satisfied, for instance, if max 1≤i≤n p i ≤ 3/16. If this is the case, then we obtain a bound on L(W ) − ν r of order
For r = 0, this is just the usual bound for Poisson approximation. For r = 1 and equal p i 's, the bound is the same as in Presman (1983, Proposition 1).
Auxiliary results
Let the Charlier polynomials C m (j; µ) be defined as in Chihara (1978, (1.9), p. 171). The remainder of this section discusses how to bound η(λ) for use with Corollary 2.3, when it is not the case that λ l = 0 whenever l < 0.
A first observation is that, if λ > 0 and θ < 1/2, then Thus the condition θ < 1/2 always implies that λ 1 is positive, and accounts for a substantial fraction of λ. A variant on this theme is given in the following lemma. Proof. The definition of θ gives The proof is now immediate. Lemma 6.3 suggests that, for small enough θ, the measure π (λ,γ) should be close enough to Po (λ 1 ) to make η(λ) exponentially small with λ 1 . To show this, we start by letting Y denote a random variable with a compound Poisson distribution, having probability generating function
In the next result, we bound |π (λ,γ) | using the distribution of Y . 
provided that e tφ ≤ 2. Now take φ = 1/2t.
Lemmas 6.4 and 6.5 can often be combined directly to show that η(λ) is exponentially small. In the next lemma, we demonstrate this under two different sets of assumptions. Lemma 6.6. Let t be as in the definition of λ. Proof. Since Z is integer valued, we have
This shows first that |µ| ≤ 2σ 2 and then that IE|Z| ≤ 2σ 2 also.
