A nnually, millions of containers enter and exit the stacking area of a terminal. If the stacking operations are not efficient, long ship, train, and truck delays will result. To improve the stacking operations, new container terminals, especially in Europe, decouple the landside and seaside by deploying twin automated stacking cranes. The cranes cannot pass each other and must be separated by a safety distance. We study how to schedule twin automated cranes to carry out a set of container storage and retrieval requests in a single block of a yard. Storage containers are initially located at the seaside and landside input/output (I/O) points of the block. Each must be stacked in a specific location of the block, selected from a set of open locations suitable for stacking the storage container. Retrieval containers are initially located in the block and must be delivered to the I/O points. Based on the importance and acceptable waiting times of different modes of transport, requests have different priorities. The problem is modeled as a multiple asymmetric generalized traveling salesman problem with precedence constraints. The objective is to minimize the makespan. We have developed an adaptive large neighborhood search heuristic to quickly compute near-optimal solutions. We have performed extensive computational experiments to assess the performance of the heuristic including validation at a real terminal. It obtains near-optimal solutions for small instances. For large instances, it is shown to yield better solutions than CPLEX truncated after four hours, and it outperforms other heuristics from practice by more than 24% in terms of makespan. The average gaps between our heuristic and optimal solutions for relaxed problems are less than 3%.
Introduction
Containerized transportation has become an essential part of world trade during the past decades (Kim and Kim 1999; Steenken, Voß, and Stahlbock 2004) . A large terminal annually handles millions of containers, which are transported by deep-sea vessels of an evergrowing size (Drewry 2011) . For example, in 2009 the Port of Rotterdam handled approximately 10 million TEU (twenty-foot equivalent units) (Port of Rotterdam Authority 2010). Container terminal operators attempt to efficiently manage the logistic operations of terminals to keep up with the increasing number of containers to be handled. The stacking area is highly critical since most of the containers transiting through a container terminal must be stored for a certain length of time. An efficient stacking operation can significantly affect the overall performance of the container terminal (Zhang et al. 2002; Kim and Kim 1999) . To improve the stacking operations, bearing the cost and complexity, new container terminals, especially in Europe, deploy two blocking automated stacking cranes (ASCs) to stack and retrieve containers per container block (e.g., the Euromax terminal in the Port of Rotterdam).
Figure 1(a) depicts a container terminal with several blocks of containers in the stacking area where identical twin ASCs stack and retrieve containers in every block. Containers arrive or leave the block via the input/output (I/O) points. Each block consists of multiple rows, tiers, and bays, as shown in Figure 1 (b). The ASCs can move along the bays and rows of the block simultaneously, but cannot pass each other. Thus, the seaside (landside) ASC carries out all requests that have to be stacked or retrieved to the seaside (landside). Furthermore, for safety reasons, the distance between the two ASCs cannot be less than a minimum safety limit. To obtain an efficient stacking operation in a twin ASC system, it is necessary to have a method to properly schedule the ASCs considering several practical constraints such as the ASC interactions and precedences in stacking and retrieving containers. In practice, simple ASC scheduling rules are usually deployed. For example, many terminals use the nearest neighbor (NN) heuristic to schedule the ASC, as provided by commercial software companies (for example, Cosmos NV (2012) and Modality Software Solutions BV (2012)). Our numerical experiments show that because of the ASC interactions, the NN solution is far from optimal. To reduce ASC interactions and travel time at the Euromax terminal in the Port of Rotterdam, each block is divided into a seaside zone and a landside zone, which are handled by their corresponding ASCs using the NN heuristic.
In this paper, we study the problem of scheduling twin ASCs carrying out a set of storage and retrieval requests in a block of containers. In addition to determining the order in which to carry out the requests, we determine a location for each storage request under the following operational constraints. When a container is to be retrieved to the seaside, the seaside ASC picks it up from its location in the block and drops it at the seaside I/O point. When a storage request is to be stacked from the seaside, the seaside ASC picks it up and stores it in a location in the block, selected from a set of available open locations specified for that request. Each open storage location can be occupied by at most one container. Landside operations can be carried out similarly. The ASCs can carry out single cycle or double cycle movements to carry out requests. In a single cycle movement, the ASC carries out a single storage or retrieval request and returns to the I/O point to carry out another request, whereas in a double cycle, the ASC combines a storage request with a retrieval request in order to reduce the empty travel time Daganzo 2006, 2007) . The ASCs can never pass each other and must operate sufficiently far from each other. Containers should not be dropped off in a temporary location since this requires additional ASC movements, which are time consuming. We consider different priorities in stacking or retrieving containers. The most important reasons for this are as follows:
• The performance of a container terminal is often evaluated based on the berthing times of ships (Böse 2011) . Therefore, seaside containers usually have a higher priority than landside containers.
• To ensure the stability of ships, heavy containers must be loaded before light containers, in lower tiers on the ship, and must therefore be retrieved earlier (see, for example, Gharehgozli et al. 2014a; Kim, Park, and Ryu 2000; Sammarra et al. 2007; Dekker, Voogd, and Asperen 2007) .
• Trucks, trains, and ships arrive at a container yard to deliver or pick up containers in different time windows (see, for example, Froyland et al. 2008; Petering 2011; Newman and Yano 2000) , which induces precedence constraints on the stacking and retrieving of containers.
Preventing reshuffles also imposes additional precedence constraints on the operations. A reshuffle is an unwanted movement of a container stacked on top of another one that has to be retrieved (Kim, Park, and Ryu 2000; De Castillo and Daganzo 1993; Caserta and Voß 2009) . For example, a precedence constraint Downloaded from informs.org by [122.108.252 .49] on 11 August 2014, at 01:42 . For personal use only, all rights reserved.
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We choose minimizing the makespan of the twin ASCs as our prime objective, while respecting the precedence constraints of individual containers. For the container terminal operator, minimizing the makespan of vessels is the most important performance criterion (see, for example, de Koster, Balk, and Van Nus 2009; Linn and Zhang 2003; Böse 2011) , because shipping lines are the terminal's paying customers and contracts are negotiated based on makespan. The makespan of the vessel (including both unloading and unloading processes) directly relates to the makespan of the different stacking operations. Furthermore, at the same time, other, more time flexible, transport modes have to be served by the ASCs, in priority sequence and without too much delay, which are also included in this objective function. Cost-based objective functions do not fit this purpose, as all costs associated with delays of individual containers are artificial. In addition, individual containers have quite a bit of flexibility in due time.
We formulate this multicrane problem as a multiple asymmetric generalized traveling salesman problem with precedence constraints (mAGTSP-PC). Apart from precedence constraints, our model contains additional constraints regarding the interactions of the ASCs and the selection of open storage locations that lie in the intersection of multiple sets. We will elaborate on these constraints in the problem description section. Our model generalizes the classic GTSP (generalized traveling salesman problem) (see, for example, Laporte, Mercure, and Nobert 1987; Noon and Bean 1991) , by considering multiple traveling salesmen, asymmetric travel times, and the new constraints. In the GTSP, multiple sets of locations exist and the problem calls for a tour passing one location of each set in such a way that the total travel time is minimized. We develop an adaptive large neighborhood search heuristic to solve our problem.
The remainder of this paper is organized as follows. Section 2 presents a brief literature review of previous research. In §3, we describe the technical aspects of the problem and present our mathematical model. Section 4 describes the heuristic. Section 5 presents numerical results, and §6 contains the conclusions.
Literature Review
The scheduling of stacking cranes at a container terminal has been studied for some time. An important body of research concerns quay cranes that must be synchronized with berthing operations (see, for example, Daganzo 1989; Kang, Medina, and Ouyang 2008; Goodchild and Daganzo 2006; Choo, Klabjan, and Simchi-Levi 2010; Zhen, Chew, and Lee 2011) . Yard crane scheduling has also been studied in various practical and theoretical settings. Yard cranes can be classified into two types: rail-mounted gantry (RMG) cranes and rubber-tired gantry (RTG) cranes. The former are automated, but their movements are limited to a block or to a few adjacent blocks of a row. In contrast, RTG cranes are more manual and can move freely from one block to another. ASCs belong to the first category. Some of the papers discussed hereafter consider RTG cranes. For a more detailed overview on material handling equipment, the reader is referred to Vis and de Koster (2003) .
A major body of research on the yard crane scheduling problem is focused on retrieving a set of containers. Kim and Kim (1999) schedule a yard crane to retrieve containers from several blocks in the stacking area of a terminal. They propose a discrete time network model in which the objective is to minimize the total travel time of the crane to carry out all retrieval requests. Narasimhan and Palekar (2002) also study a model in which a single yard crane retrieves containers from a single block. They prove that the problem is -hard and develop a branch-and-bound (B&B) algorithm. For large size instances, they propose a heuristic with a worst-case performance ratio of 1.5. Ng (2005) schedules several yard cranes to carry out a set of retrieval requests with different ready times in a yard zone, defined as multiple blocks located behind each other in a row. The yard cranes cannot pass each other and cannot exit the zone. They propose a discrete time mixed integer model and solve it by means of a heuristic based on dynamic programming. The objective function is to minimize the total completion time. Ng and Mak (2005) have later proposed an exact B&B algorithm for the same problem, but with a single crane. The objective function is to minimize the total waiting time of all requests.
In more recent papers, retrieval and storage requests are considered simultaneously. Zhang et al. (2002) propose a discrete time mixed integer linear model for a problem in which several yard cranes carry out a given workload in multiple blocks. Based on their definition, a workload can consist of storage and retrieval requests. The objective is to minimize the total unfinished workload at the end of each time period. They propose a Lagrangian relaxation model and a heuristic method to solve the problem. Cheung, Li, and Lin (2002) study a similar problem and prove that it is -hard in the strong sense. In order to solve the problem, they propose a Lagrangian decomposition exact algorithm, as well as an approximation method, which formulates the problem as a network flow model with a piecewise-linear objective function. Gharehgozli et al. (2014b) Transportation Science, Articles in Advance, pp. 1-20, © 2014 INFORMS retrieval locations. They formulate the problem as an asymmetric traveling salesman problem (ATSP) and propose a B&B algorithm, which can quickly solve the problem. The high performance of the algorithm stems from a merging algorithm developed to patch subtours at each node of the B&B tree. Gharehgozli, Yu, and de Koster (2013) extend the problem by considering multiple open locations, as in this paper. They formulate the problem as an AGTSP and state that locations in set intersections make the problem complex. Therefore, they propose a heuristic to solve large-scale problems.
Vis and Roodbergen (2009) consider a problem in which a straddle carrier (SC) must carry out storage and retrieval requests. The SC can only operate on a single row of containers, where containers of that row pass an appropriate landside or seaside I/O point located at the end of it. Since traveling from one row to another one is time consuming, the SC completes all requests associated with a given row consecutively. Based on this property of the problem, the authors first use dynamic programming to route the SC among the rows of containers and then use a single-row method proposed by Vis (2006) to optimally route the SC in each row in a polynomial time. The objective function is to minimize the total travel time of the SC.
Since the use of two cranes limited to a block of containers is a new technology, scheduling models for such configurations can only be found in more recent papers. Li et al. (2009) introduce a discrete time model to schedule twin ASCs carrying out the storage and retrieval requests in a single block with an I/O point located at one side of the block along the bays. The ASCs cannot pass each other and must be separated by a safe distance. The requests have different due times and the objective is to minimize a weighted combination of earliness and lateness of all requests, compared to their due times. They introduce a rolling horizon algorithm in which a horizon of a specific length is defined, and all requests falling within this horizon are considered and optimized by CPLEX. The horizon is updated whenever all of its requests have been scheduled. In a recent paper, Li et al. (2012) extend the model to a continuous time model. The results show a significant improvement compared to a previous discrete model. Vis and Carlo (2010) also consider a similar setting. However, in their problem the ASCs can pass each other but cannot work on the same bay simultaneously. In their problem, requests do not have any due time and can be scheduled in any sequence. They formulate the problem as a continuous time model and minimize the makespan of the ASCs. They solve it by a simulated annealing algorithm and use the single-row method proposed by Vis (2006) to compute a lower bound. Cao, Lee, and Meng (2008) propose an integer model for a similar problem. They develop two heuristics and a simulated annealing algorithm to solve the problem.
In general, the yard crane scheduling problem can be modeled as an ATSP (Vis and Carlo 2010; Gharehgozli et al. 2014b) , an AGTSP (Gharehgozli, Yu, and de Koster 2013) , or one of its variants (as considered in our paper), depending on practical side constraints. In contrast to the extensive literature of the TSP (see, for example, Applegate et al. 2007 and Laporte 1992 for an overview on the TSP or Burkard et al. 1998 for an overview on solvable cases), the other variants have not been studied well (Laporte, Mercure, and Nobert 1987; Noon and Bean 1991; Fischetti, Gonzalez, and Toth 1997; Bontoux, Artigues, and Feillet 2010; Karapetyan 2009, 2010; Karapetyan and Gutin 2012; Renaud and Boctor 1998; Snyder and Daskin 2006; Tasgetiren, Suganthan, and Pan 2010; Silberholz and Golden 2007) . Generally, the proposed exact and heuristic approaches are developed for theoretical settings and cannot directly be applied to our problem because of our new practical constraints. They assume that sets of open locations either do not intersect, or if they do, all of these sets are simultaneously visited by selecting a location in the intersection. In our problem, this is an infeasible solution since it implies that multiple containers have to be stacked in one location. Furthermore, in previously studied problems, multiple traveling salesmen do not interact, and locations can be visited in any order.
Our scientific contribution is to develop and solve a continuous time model to schedule two interacting ASCs working in a single block of containers. No continuous time model with a similar set of constraints has yet been proposed for this problem. Our model incorporates precedence constraints, ASC interaction constraints, and constraints that assign each container to a storage location selected from a given set. Considering these constraints is valuable not only from a theoretical standpoint but also from a practical point of view. In practice, containers have different priorities, and a set of suitable open locations is available for each container that has to be stacked. We show our problem formulated as an mAGTSP-PC is -hard. Finally, our mathematical model and solution approach are independent of the terminal layout and can be adapted for other terminal layouts with similar stacking operations.
Problem Description and Mathematical Model
This section describes the research problem, introduces notations, and then formulates the problem as an mAGTSP-PC.
Problem Description
We seek to determine the sequence to stack containers of n storage requests and retrieve containers of N − n Downloaded from informs.org by [122.108.252 .49] on 11 August 2014, at 01:42 . For personal use only, all rights reserved. 5 retrieval requests in a single block of containers consisting of X rows, Y bays, Z tiers, and two I/O points, one at each end of the block. We denote by S and L the seaside and landside I/O points, respectively. Let be the set of all requests, whereas s and l are the sets of requests that must be picked up or dropped off at S and L, respectively.
The objective is to minimize the makespan of the twin ASCs carrying out these requests. We denote by ASC s the seaside ASC assigned to s , and by ASC l the landside ASC assigned to l . Each ASC can carry only one container at a time. From a given starting point, each ASC can execute its requests in any sequence in order to minimize its total travel time. We denote by 0 s and 0 s , respectively, the starting and ending locations of ASC s , whereas 0 l and 0 l are the corresponding locations for ASC l . These locations can be anywhere in the block. The ASCs cannot pass each other and have to be separated by a distance taking time units to travel. The storage and retrieval containers can be of different sizes (20 or 40 feet) and leave or arrive at the container terminal by truck, train, or ship. Containers should not be dropped off at temporary locations. Finally, the speed of an empty or full ASC is the same.
Every storage or retrieval request r ∈ = 1 N corresponds to a unique container. For storage request r, an ASC moves a container from the I/O point where it is located to a location i in the block selected from a given set r of available open locations. For retrieval request r, an ASC moves a container from location j in the block to a specified I/O point. For ease of notation, we write that the location j of retrieval request r belongs to r . Finally, let be the set of all locations consisting of storage locations, retrieval locations, and starting and ending locations. Thus, the set can be defined as
For each storage location in lying in the intersection of multiple sets, a copy is created for each set to which it belongs. The copy locations will be used in the model to avoid stacking multiple containers in the same location. We assume that all locations in are given. Retrieval containers are already stacked in the block, thus their locations in n+1 N ⊂ are known. Potential storage locations in 1 n ⊂ have been determined at a higher hierarchical planning level, which is beyond the scope of this paper. This level focuses on many criteria such as minimizing the number of reshuffles (Gharehgozli et al. 2014a; Kim, Park, and Ryu 2000; De Castillo and Daganzo 1993; Caserta and Voß 2009) . In practice, the dedicated stacking policy is used, which stacks containers of the same ship, weight, and destination in a few piles next to each other. Note that each location can only be selected to stack or retrieve a single container. However, the ASCs can retrieve a container and stack another one at the same location. In this case, we index the location for storage and retrieval operations differently. Precedence constraints will be used to sequence the retrieval before the storage. To present the model, we also have to define the pairwise travel times between the storage and retrieval locations of requests in the block. If the ASC travels directly from location i to location j in the block, the travel time of the ASC can be calculated as follows:
where, x i y i z i and x j y j z j are the Cartesian coordinations of locations i and j, with 0
Here, T x , T y , and T z , are the furthest travel times of locations in the block in X, Y , and Z directions, respectively. The first term of the right-hand side of Equation (1) emphasizes that the ASC can move in the X and Y directions simultaneously. If the ASC travels from location i to an I/O point to pick up or deliver a container and then travels to location j to stack or retrieve another container, then the travel time to and from the I/O point must be considered. Table 1 summarizes how to calculate pairwise travel times of ASC s . Travel times of ASC l can be calculated similarly. These times satisfy the triangle inequality.
Mathematical Model
The problem of sequencing storage and retrieval requests to be carried out by the twin ASCs, incorporating the storage location decision problem, can now be stated mathematically as the following mixed integer program. Let x k ij be a binary decision variable equal to 1 if and only if ASC k , k ∈ = l s visits location j ∈ V immediately after location i ∈ . We already know that the requests that have to be picked up or dropped off at S or L have to be carried out by the associated ASC. Denote by k the set of locations of requests in k , which includes the starting and ending locations of ASC k . As a result, we simplify x k ij as the binary decision variable x ij , which equals 1 if and only if location j ∈ k is visited immediately after location (Storage location i, retrieval location j)
2 Pick up and drop off times are included in times necessary for vertical movements. 3 x s y s z s are the Cartesian coordinates of S, with 0 ≤ x s ≤ T x , 0 ≤ y s ≤ T y , and 0 ≤ z s ≤ T z . 4 ASC s stops at location i, if the associated storage request is the last request. 5 ASC s delivers the container from location i to S and stops there, if the associated retrieval request is the last request.
Objective function. The objective function minimizes C, the makespan of the twin ASCs:
The model has the following constraints.
Carrying out all requests. Constraints (3)-(4) mean that each set must be entered and exited exactly once. Of course, the starting point has no ingoing arc and the ending point has no outgoing arc. In these constraints, r = e∈ k e =r e , ∀ r ∈ k , ∀ k ∈ ; in other words, r is the set of all locations that do not specifically belong to r : i∈ r j∈ r j =i
i∈ r j∈ r j =i
Network flow conservation. Constraints (5) are the network flow conservation constraints. Constraints (5)- (6) ensure that in an optimal solution, each location can receive at most one container, and each container is stacked somewhere. In constraint (6), is the set of storage locations in the intersection of multiple sets, and i is the set of all copies of storage location i ∈ . These constraints are of special importance when locations in the intersection of multiple sets are considered. Without these, multiple containers may be stacked in a single location in the intersection of these sets:
Makespan. Constraints (7) define C i , the arrival time of an ASC at location i, ∀ i ∈ . In these constraints, M is a large constant. Constraints (8) are used to define the makespans of the ASCs based on their arrival times at their finishing points, 0 s , 0 l :
Precedence constraints. Let − i be the set of storage or retrieval locations that have to be visited before location i ∈ if they appear in a feasible solution. The precedence sets of storage or retrieval locations are defined on the basis of the precedence sets of requests corresponding to these locations. Constraints (9) ensure that location i is visited after all locations j, ∀ j ∈ − i . There exists a feasible solution if the precedence constraints do not induce any subtours:
Interactions of the ASCs. ASCs should not pass each other and should be separated by at least time units. Let i be the set of all locations behind location i that cannot be visited by the other crane because of the no-passing constraint. Furthermore, i is the set of all locations in front of location i that can only be visited by the other crane at least time units after the moment that location i has been visited. Note that I/O points help to distinguish the front and behind sides Having defined i and i , the interactions between the ASCs can be modeled by constraints (10)-(14). In the following constraints, z ij indicates whether location i ∈ k , ∀ k ∈ has to be visited before location j ∈ k , ∀ k ∈ . These variables differ from x ij . Indeed, the latter variables indicate whether location i is visited immediately before location j, whereas the former only indicate that i is visited before j. Variables z ij and z ji are set to zero when either location i or j is not visited. These constraints are formulated based on the constraints proposed by Vis and Carlo (2010) for handling interactions between two yard cranes that can pass each other:
Constraints (10)- (14) ensure that at the moment a crane is performing stacking or retrieving operations at a location, the other crane satisfies the safety distance constraint. They do not keep track of physical locations of the cranes at every moment. Finally, constraints (15)- (16) are the integrality and nonnegativity constraints:
In this setting, the ASC scheduling problem is defined as an mAGTSP-PC. By relaxing the precedence constraints formulated in Constraints (9), the problem is transformed into an mAGTSP, where the two ASCs represent the traveling salesmen and r r ∈ define the sets of locations. We can further simplify the problem into an AGTSP by considering that all requests are carried out by a single ASC and relaxing interaction constraints formulated in Constraints (10)-(14). Finally, if r 's in the AGTSP all contain a single location, the problem is transformed into an ATSP. Theorem 1. The twin ASC scheduling problem is -hard.
Proof. Consider an instance of the PARTITION problem with a finite set of N − 3 elements, where element j has a positive integer value q j j = 1 N − 3, and N −3 j=1 q j = 2Q. The problem calls for a partition of the index set = 1 N − 3 into two subsets 1 and 2 so that j∈ 1 q j = j∈ 2 q j = Q. This problem is proven to be -hard (Garey and Johnson 1979) . Now, construct from this PARTITION instance a special instance of our problem with = N retrieval requests. Containers have to be retrieved from a block with a landside I/O point and a seaside I/O point. ASC l has to carry out all requests r ∈ 1 N − 3 ∪ N − 1 , and ASC s has to carry out requests N − 2 and N . ASC l has to start and finish at the landside I/O point, whereas ASC s has to start and finish at the seaside I/O point. Based on the problem description, we know that each ASC delivers the last retrieved container to an I/O point and stops over there. The number of bays of the block is determined such that it takes at least Q + Q + Q time to travel from the seaside to the landside. We now assume that = Q and determine retrieval locations such that the ASCs cannot interact, except for requests N − 2, N − 1, and N . For requests r ∈ 1 N − 3 , ASC l has to pick up the associated container from a location that requires q r /2 travel time from the landside I/O point (see Figure 3 ). Furthermore, container N − 1 has to be picked up from a location that has a 2Q travel time distance from the landside I/O point. Requests N − 2 and N have to be picked up by ASC s from locations with 3 2 Q travel time from the seaside I/O point. As a result, retrieving container r ∈ 1 N − 3 requires q r time, since ASC l needs to travel from the landside I/O point to the retrieval location and return to the landside I/O point. Following the same argument, ASC l needs 4Q time to carry out request N − 1, whereas ASC s needs 3Q to carry out requests N − 2 and N . The precedence constraints require requests N − 2 and N to be carried out consecutively, since they are stacked in the same pile, and any other retrieving sequence results in reshuffles. Furthermore, request N has to go to the associated ship after request N − 2. The other requests can be carried out in any order. The question is whether there exists a feasible solution with a makespan of at most 6Q.
To obtain a feasible schedule with a makespan of 6Q, request N − 1 should be carried out by ASC l in the interval Q 5Q , since requests N − 2 and N can be then retrieved by ASC s in the intervals 0 3Q and 3Q 6Q , respectively. To keep the safety distance limit, ASC l should start retrieving request N − 1 at Q. Starting the retrieval operation earlier or later either violates the safety limit or causes delay, which increases the makespan. The PARTITION instance is feasible if and only if there exists a feasible solution to the corresponding instance of our problem with a makespan of at most 6Q and N − 3 requests to be divided into two sets 1 and 2 , which can be carried out by ASC l in the intervals 0 Q and 5Q 6Q . This proves that our ASC scheduling problem is -hard as well, for otherwise the feasibility of the partition problem could be checked in polynomial time.
Adaptive Large Neighborhood Search Heuristic
The complexity of the problem means that only relatively small instances can be solved to optimality within a reasonable time. To solve real-size problems, we have developed an adaptive large neighborhood search (ALNS) heuristic. This type of heuristic was initially proposed by Ropke and Pisinger (2006a) and is based on the LNS search scheme previously developed by Shaw (1997) and Bent and Van Hentenryck (2004) for different problems. The ALNS is a powerful heuristic framework applicable to the solution of combinatorial problems. It has been applied by several authors in a variety of contexts including crew scheduling (Bartodziej et al. 2009 ), fixed charge network flow routing (Hewitt, Nemhauser, and Savelsbergh 2010) , capacitated arc routing (Laporte, Musmanno, and Vocaturo 2010) , and vehicle routing (i.e., Ropke and Pisinger 2006a; Pisinger and Ropke 2007; Ropke and Pisinger 2006b; Pepin et al. 2009; Coelho, Cordeau, and Laporte 2012) . To be effective, the implementation of this heuristic has to be tailored to the problem at hand. The basic outline of the ALNS metaheuristic is presented in Algorithm 1. The search starts from a feasible solution generated by a simple construction heuristic (see §5.2.2). The ALNS attempts to improve this solution by sequentially applying several elementary operators to remove a subset of requests from the solution and reinsert them. The main difference between ALNS and LNS is that the ALNS applies multiple removal and insertion operators with adaptive weights, whereas the LNS uses only one removal operator and one insertion operator. We now explain the removal and insertion operators developed, and then in §4.3, we describe how to update and use the weights to select a removal and an insertion operator in each iteration. Insertion operators are designed in such a way that all constraints in the mathematical model are always satisfied. Furthermore, at each iteration, Downloaded from informs.org by [122.108.252 .49] on 11 August 2014, at 01:42 . For personal use only, all rights reserved.
the fitness of the solution is evaluated based on the makespan obtained by the objective function.
Algorithm 1 (ALNS Metaheuristic)
Require: A feasible solution X, q ∈ ; Ensure: A near-optimal feasible solution, X best ; 1: procedure ALNS(X q) 2:
while stop criterion is not met do 4:
X ← X; 5:
apply one operator to remove q requests from X 6:
apply one operator to reinsert q removed requests into X ; 7:
if Z X < Z X best then 8:
X best ← X ; 9:
end if 10:
if X is selected as the incumbent solution then 11:
X ← X ; 12:
end if 13:
end while 14:
return X best ; 15: end procedure
Removal Operators
We have developed several removal operators, all of which are applied to a feasible solution. Note that in this problem, one of the ASCs needs to visit a unique location for each request. In our operators, we refer to corresponding requests of locations.
Relatedness removal Shaw removal . The Shaw operator, initially introduced by Shaw (1997) , is one of the most widely used removal operators. It removes the requests that are somewhat related to each other and can be inserted interchangeably in different positions of the solution. In our implementation, the relatedness of requests r and e is defined as R r e = type r − type e + side r − side e
where, type r equals 1 if request r is a storage request, and 0 otherwise; side r equals 1 if request r has to be picked up or dropped of at S, and 0 otherwise; r is the set of requests that must appear either before or after request r; and v r is the location associated with request r. To apply Equation (17), all variables are scaled to take values between 0 and 1. The smaller R r e is, the more related r and e are. The complexity of this operator is O N . Random removal. In this type of removal, q requests are randomly removed from the solution. The complexity of this operator is O 1 and it is repeated q times.
Worst removal. Assume that r X is the travel time of request r to its predecessor and successor requests in the solution. The worst removal operator removes q requests with the largest r X . Note that we do not define r X as the effect of removing request r in the objective function. Indeed, because of the interactions between the ASCs, and because of the precedence constraints, fully evaluating the objective function for each partial solution is rather time consuming. Our simplified approach avoids this computation. The complexity of this operator stems from the sorting process involved in the operator that is O N 2 . Precedence constraint removal. This operator sorts the requests of the solution in nondecreasing order of r , and then selects the first q requests. The rationale is that since these requests have smaller numbers of predecessors and successors, their reinsertion in the solution is likely to be easier. The complexity of this operator is O N 2 . Group removal. In the group removal operator, either q storage requests or q retrieval requests are removed from the solution. The idea is that storage or retrieval requests can be used to generate double cycles when they are reinserted in the solution. In our implementation, we choose the first q storage or retrieval requests in the solution. However, one may remove those with the largest r X or r . The complexity of this operator is O N and it is repeated q times.
Single cycle removal. This operator removes q single cycles from the current solution. It is expected that better double cycles than the current ones in terms of the objective function can be generated by reinserting their requests in the solution. In this operator, as in the group removal operator, we remove the first q single cycles, but one can alternatively remove those with the largest r X or r . If there is no single cycle location, the random removal operator removes requests until a new single cycle can be found. The complexity of this operator is O N and it is repeated q times.
Location removal. One of the features of our problem is the presence of sets of open locations to stack storage containers. In the heuristic used to generate a feasible initial solution, the location for each storage container is randomly selected from its set of available open locations. If no operator is applied to assign new locations, the selected locations do not change, which results in lost opportunities to improve the solution. The location removal operator randomly selects max n q storage requests and removes the locations assigned to them. A location insertion operator then selects other locations for these requests (see the next section). The complexity of this operator is O N and it is repeated max n q times.
Insertion Operators
We have developed four operators to reinsert the q requests that have been removed by one of the Greedy reinsertion. Let f r be the travel time of request r to its predecessor and successor request by inserting it in its best position. The greedy operator inserts the request minimizing f r , over all removed requests. After inserting a request, the operator updates the f r values and is reapplied. The complexity of this operator is O N and it is repeated q times.
Random reinsertion. This operator randomly reinserts the requests into the partial solution. The complexity of this operator is O 1 and it is repeated q times.
Interaction insertion. The main idea of this operator is to insert seaside and landside requests in the partial solution so as to minimize the interactions of the corresponding ASCs. When a request is to be inserted in a position, the operator counts the immediate requests before and after the current request that have to be delivered to the same side. It then inserts the current request in a position yielding the largest number. The complexity of this operator is O N and it is repeated q times.
Location insertion. The location removal operator described in §4.1 can only be followed by the location insertion operator. For each storage request with a removed location, this operator randomly selects a new location from its set of available open locations. The complexity of this operator is O 1 and it is repeated max n q times.
Choosing a Removal Operator
or an Insertion Operator We run the ALNS algorithm for a preset number of iterations. At each iteration, the selection of a removal or insertion operator is governed by a roulettewheel mechanism that selects operator o from the set of removal or insertion operators with probability w o / O o =1 w o , where w o is the weight of operator o, and O is the number of operators of the set.
In the ALNS, an initial weight is assigned to each operator and the weights are then updated after every iterations of the algorithm. The updates are based on the score that each operator has gained during the past iterations. At each iteration, the score of each operator is updated based on its performance: the weight of each removal or insertion operator used in the current iteration is incremented by 1 if their application results in a new best solution, by 2 if it results in a better incumbent solution, and by 3 if it results in a solution that is not better than the best solution found and incumbent solution but is accepted, where 1 ≥ 2 ≥ 3 . Let o and o be the total score of operator o and the number of times it has been selected after iterations, respectively. Furthermore, let o ≥ 1 be a normalization factor that reflects the computational effort that operator o requires (see Ropke and Pisinger 2006b ). The weight of operator o is then updated as w o ← w o 1 − + o / o o , where o > 0 and ∈ 0 1 is the reaction factor that controls how quickly the weight adjustment reacts to changes in the operator performance. Note that w o does not change if o = 0.
Acceptance of the New Solution
and Stop Criterion To produce sufficient diversification in the search process, the ALNS metaheuristic is executed within a simulated annealing (SA) framework (Kirkpatrick, Gelatt, and Vecchi 1983) , which has proven to work well for the solution of several combinatorial problems (e.g., Vis and Carlo 2010; Bozer and Carlo 2008; Wilhelm and Ward 1987) . In the SA framework, if the solution found at the current iteration is better than the current solution, it is accepted. Otherwise, it is accepted with probability e − Z S −Z S * /T , where T is the temperature, Z S and Z S * are the objective values of the solution at the current iteration and best solution, respectively. The temperature starts at T start and is updated at each iteration as T ← T , where 0 < < 1 is a cooling rate.
Computational Experiments
Extensive numerical experiments were performed to assess the effectiveness of our ALNS metaheuristic. In §5.1, we discuss how its parameters were tuned. Section 5.2 compares the results of the ALNS with results of the LNS, truncated CPLEX, and some other simple heuristics. In §5.3, the effect of the different constraints is tested, and we compare our method of operating twin cranes with other policies and single crane operations. Furthermore, we use real data to carry out some extra experiments.
The ALNS and the other heuristics were coded in C++ and were executed by a g++ compiler on a 2.40 GHz AMD Opteron Processor 250, with 8 GB of RAM under the Linux operating system. Exact results were obtained by CPLEX 12.2 coded in C++ using the concert technology framework and were executed on the same system.
Tuning and Initial Solution
In our experiments, we consider a single block of containers with 40 bays, 10 rows, and four tiers. The number N of requests is set to 10, 25, and 45, which is approximately the workload of a single ASC without any interaction in a common 40 to 180 minute planning horizon (Vis and Carlo 2010) . We assume an equal number of open locations r for storage requests r = 1 n, and we set r equal to 1, 3, or 5. As a result we perform nine basic experiments, numbered as one to nine, on five randomly generated instances in each case. Each instance has the same number of retrieval and storage requests. uniformly distributed over the block, and an equal number of requests have to be picked up or delivered to the landside and the seaside. The landside ASC starts its operations from L and ends either at the storage position of a storage request if this is the last request in the sequence, or at L if a retrieval request is the last request in the sequence. Similarly, the seaside ASC starts from S and either finishes in a storage position or at S.
We assume that the containers are categorized in five priority levels of decreasing importance. In addition, we consider a sixth priority level dedicated to containers that can be moved at any time. Since the seaside process time of a terminal has a relatively higher importance, the seaside containers have to be moved before the other ones, which gives them the priority levels 1, 2, and 3. Eighty percent of the remaining containers are categorized with the priority levels 4-6 and 20% with the priority levels 1-3. Other input data are provided in Table 2 .
We have used the first instance of experiment 5 with 25 requests and three open locations for each storage request to tune the parameters of the ALNS. As Ropke and Pisinger (2006a) suggest, we have applied an ad hoc trial and error strategy to set the parameters. To this end, we have fixed all parameters and changed only one parameter at a time. The ALNS was applied five times and the parameter value resulting in the best objective was selected. The parameters used for all scenarios are as follows: 1 2 3 = 4 2 3 6 33 13 9 0 2 0 94 200 . In our implementation, we have used o = 1 for all removal and insertion operators except for the single cycle and worst removal where o = 5. We set the number of ALNS iterations to 25,000. The insertion or removal operators have equal weights at the first iteration. The starting temperature of the SA was set in such a way that a solution 30% worse than the initial solution should be accepted with probability 0.5. In the first third of all scenarios, the number of q requests to be removed and inserted was randomly drawn from the interval 1 0 5N , using a semi-triangular distribution with a negative slope. The interval was narrowed down to 1 0 25N and Table 2 Inputs of the Experimental Design
Variable Value
Gantry speed of the ASC 
Computational Results
The results obtained by the ALNS are now compared with those results obtained by truncated CPLEX and with other heuristics. Tables 3-5 compare the makespan and computation time of the ALNS and truncated CPLEX over different instances. For each instance, we apply the ALNS 20 times each with a different random initial solution and calculate the minimum, average, and maximum makespan, in addition to the average computation time. The CPLEX algorithm is applied to each instance only once in order to find a solution for the mAGTSP-PC and mAGTSP, which is a relaxed problem without the precedence constraints and the ASC interaction constraints. The computation time of CPLEX for finding an optimal or even a feasible solution for the mAGTSP-PC is very high and we therefore truncate the computation after 14,400 seconds. On the other hand, the mAGTSP can be quickly solved. The reason is that when r = 1, r = 1 n, by relaxing the precedence and ASC constraints we can easily find an optimal solution of the mAGTSP by solving an assignment problem (AP). Since there is only a single I/O point for each ASC, by using it all subtours obtained by the AP can be easily merged. When r > 1, r = 1 n, the situation is more complicated since we have to choose a location for each storage container. However, since the number of requests is relatively small in our instances, we can quickly find the optimal solution with CPLEX. The optimal mAGTSP solution value provides a lower bound for the original problem. Table 3 compares the optimal results obtained by CPLEX with the ALNS results for small instances. Column G Z Ave shows that the ALNS objective values are on average within 0.34% of the optimal values. On the other hand, as column G LB Z shows, even on small-size instances, the gap between the lower bound and the optimal mAGTSP-PC solution is large. The gap stems from the fact that the precedence constraints and interaction constraints significantly affect the sequence of requests carried out by the ASCs and increase the objective function. Omitting these constraints results in a relaxed problem whose optimal solution provides a very poor lower bound for the original problem. This suggests that although the gap between the average ALNS solution value and the lower bound may be large in some cases, this does not necessarily reflect the quality of the ALNS algorithm. Therefore, column G Although we have shown the superior performance of our heuristic by the gaps discussed in Tables 3-5 , readers may still be curious about the gaps between the optimal results and those results obtained by the ALNS for large instances. We can do this by omitting the interaction and precedence constraints, and obtain the exact and ALNS results for the mAGTSP and the AGTSP. The mAGTSP is a relaxation of our problem without the precedence and interaction constraints. The AGTSP is the problem in which a single ASC carries out all of the requests, and no precedence or interaction constraints are imposed. As discussed earlier in this section, the mAGTSP can be solved by CPLEX within a reasonable time for the instance sizes we consider. However, CPLEX cannot obtain an optimal AGTSP solution within 14,400 seconds. As a result, we use the exact algorithm of Gharehgozli, Yu, and de Koster (2013) to optimally solve this problem. Table 6 shows that the ALNS can quickly find near-optimal solutions.
Comparing ALNS and Truncated CPLEX.

Comparing Different ALNS Operators and LNS Methods.
In this section, we investigate the effect of each removal or insertion operator on the quality of the ALNS solution. We also perform several numerical experiments to identify the advantages of the adaptive strategy of the ALNS compared with different LNS heuristics in which only a single removal operator and a single insertion operator are applied. Table 7 shows the effect on the performance of the ALNS when one of the removal or insertion operators is removed. Since we cannot insert new open locations for storage requests without removing them first, these two operators have to be removed together. Our results show that all operators have a positive impact on improving the objective value, especially for larger instances. In particular, location removal and insertion operators have a major effect on the quality of the solution. Without these operators, the locations chosen for stacking storage containers in the initial solution do not change during the algorithm. As a result, we lose the opportunity to improve the solution by choosing the other locations for storage containers. Since most of the operators are simple, the computation time does not change significantly by removing them. Downloaded from informs.org by [122.108.252 .49] on 11 August 2014, at 01:42 . For personal use only, all rights reserved. Gharehgozli et Table 8 shows the effect of different individual insertion and removal operators in an LNS setting. This experiment was carried out on different instances of experiments 1-9. We report the results of the LNS for 20 runs in each setting. The gap shows the difference between the average objective value of the 20 runs and the best objective value found during the full experiment. For example, in the first combination we use the Shaw removal and random insertion. The result for experiment 1 shows that the average LNS objective value is 5 30% more than the ALNS objective. Note. The numbers show the gaps that are the percentage differences between the average objective value over 20 runs and the best objective value obtained by the ALNS. Tables 7 and 8 show that the results may deteriorate by omitting operators or using plain LNS methods. However, it is not clear whether these operators and methods differ significantly. Therefore, we have performed two one-way analysis of variance (ANOVA) tests to check the differences (Lattin, Carrol, and Green 2003) . At the first test, the results show that the individual operator within the ALNS does not differ significantly. This result was expected since as it is explained in §4, our ALNS uses only simple heuristics that can quickly remove and reinsert locations in the solution. On the other hand, the second test shows that the LNS methods differ significantly, F 21 88 = 9 178, p < 0 001. Therefore, we have performed a post hoc Tukey test to rank different operator combinations. Table 9 shows that the LNS methods can be divided into seven subsets that differ significantly. The methods in the first subset result in the best performance. In general, the random insertion or removal operator used in most of the LNS methods of the first subset help to diversify the search in the solution space and result in the best solutions.
Comparing the ALNS with
Other Heuristics. Table 10 compares the ALNS with some simple constructive heuristics such as NN, nearest neighbor in combination with double cycles (NNDC), farthest neighborhood (FN), and random (RAND) heuristics. The NN heuristic is widely used in practice, for example, some large container terminals at the Port of Rotterdam. In the NN heuristic, each ASC travels to the nearest request until all requests are carried out. Because of the precedence constraints, sequencing the requests of each ASC regardless of the other crane may result in a poor solution. For example, a seaside request that should precede some landside requests may be carried out last by the seaside ASC, which may delay the execution of some landside requests. As a result, we use a modified NN in which we choose a seaside or landside ASC with 50% probability and Downloaded from informs.org by [122.108.252 .49] on 11 August 2014, at 01:42 . For personal use only, all rights reserved. Notes. The numbers show the average objective value over different instances of experiment 9 obtained by 20 runs of different LNS methods. Instances of experiment 9 with the largest number of requests (N = 45) and locations ( = 141) were used to perform the ANOVA tests.
travel to the requests nearest to the previously carried out request of that ASC. Obviously, we have to satisfy the interaction and precedence constraints. The NNDC heuristic is similar to NN, with the difference that the ASC not only travels to the nearest request but also tries to generate double cycles. The FN is the same as the NN with the difference that we always move to the farthest request. RAND always randomly selects a request from the list. Each of these heuristics can be used in the first phase of the ALNS to generate an initial solution. In our implementation, we use RAND to generate the initial solution. Table 10 shows that the ALNS outperforms all of these heuristics in terms of the objective value. The average gap is more than 33% over all instances.
Practical Implications
In this section, we study the practical implications of the model and solution method developed in this paper. In §5. Vis and Carlo (2010) propose, we generate random instances in which 50% of storage and retrieval locations are in the 10 middle bays of the block. The other locations are equally divided over the seaside and the landside. The results presented in Table 11 show that the total ASC interaction time defined as the total time that the ASCs need to wait idle for each other covers only 1.88% of the total makespan, averaged over all instances. Furthermore, the difference between large and small instances is not important since in large instances the ASCs have more flexibility to choose the next request to be handled. This flexibility can be used in the solution method to avoid delays. Furthermore, as the number of open locations in L r , r = 1 n, in experiments with the same number of storage requests increases (i.e., experiment 7 compared to experiment 9 with n = 23), the ASC interactions decrease. The reason is again the higher flexibility of the ASCs in instances with larger numbers of open locations. We also examine the effect of a larger or smaller number of locations in the 10 middle bays of the block. The results are shown in Notes. CPU times are omitted here since they are all small. Gaps are averaged over 20 runs. by increasing the number of locations in the 10 middle bays of the block, the ASC interactions as well as travel distance to stack or retrieve containers increase. Consequently, the makespan increases. Table 13 is used to evaluate how the locations in the set intersections affect the makespan. We consider experiment 5 with 25 requests and 13 × 3 = 39 open locations (the number of storage requests multiplied by the number of open locations). Let be the percentage of locations that are in the intersection of all sets. The other locations do not belong to any intersection and are randomly dispersed among all sets. Thus, L r ≥ 39 , r = 1 13. When = 100%, every container can be stacked in every open location of the block. The results show that by increasing the number of locations in the set intersections, the ASCs have more flexibility in terms of the available open locations to stack each container, which can be used to decrease the makespan.
Comparing Twin ASCs and a Single ASC.
Deep-sea terminals at the Port of Rotterdam either use a single ASC or two blocking ASCs per stack block. The situation with two ASCs corresponds to the mAGTSP-PC studied in this paper. Using a single crane transforms the problem into an AGTSP-PC, which is a special case of the mAGTSP-PC where all requests are assigned to a single ASC. Therefore, we can easily adopt the ALNS to solve the AGTSP-PC and compare the two problems. Table 14 shows that using twin ASCs significantly improves the makespan. It also shows that dedicating the block helps decrease the makespan even more. The first column shows the case in which the block is equally divided into seaside and landside. The second column shows the case in which the operational spaces overlap. The seaside ASC can operate in 75% of the block measured from the seaside and similarly the landside ASC carries out requests in 75% of the block measured from the landside. Finally, the third column shows the makespan when both ASCs can operate in the whole block. One can see that the makespan decreases by reducing the operational space. The reason is that not only the ASC interactions decrease but also the travel distance needed to stack or retrieve every container.
5.3.3. Case Study. In this section, we use real data, provided by the Ultimate project (see Ultimate 2013) , to compare the ALNS with a method used at a twin ASC hinterland terminal linked to the Port of Rotterdam. Table 15 shows the terminal database including requests with their locations and transport modes with which they arrive or leave the terminal before noon. We use this list of requests to compare the methods. We use the ALNS to sequence the same requests given the fact that the precedence relations are enforced by the score-based heuristic. Our calculations show that applying ALNS reduces the makespan by 8 45% over the score-based heuristic. Based on this improvement, it might be interesting to include the ALNS in the existing terminal operating software. The improvement depends on how the score-based heuristic calculates the scores. It can be large if the scores allow more flexible precedence constraints. In the case of fully prescribed sequences, improvements are small. Furthermore, if there is a balance between the number of storage and retrieval requests at the seaside and landside, the ALNS can improve the result by performing double cycles.
Conclusion
We have modeled and solved a difficult operational problem arising in a container terminal, consisting of scheduling twin ASCs to execute a set of storage and retrieval requests in a block of containers. Several practical and theoretical constraints were considered: (1) the ASCs cannot pass each other and, for safety reasons, the ASCs must be separated by a safety distance; (2) each storage container must be stacked in a location selected from a set of available open locations; and (3) because of waiting times and of the presence of several container transport modes, containers have different storage and retrieval priorities. We have formulated the problem as a multiple AGTSP with precedence constraints and ASC interaction constraints. Because of the complexity of the problem, it can only be solved exactly for small size instances. We have therefore developed an ALNS heuristic capable of quickly obtaining quite good solutions for realistically sized instances. Our experiments demonstrate the impact of the new constraints and the efficiency of our heuristic. For small instances that can be optimally solved by CPLEX, the gaps between the ALNS and optimal solution values are on average less than 0.34%. For large instances, compared to CPLEX truncated after four hours, the ALNS can quickly obtain up to 6.77% better results, on average. It also yields results that are 24% better compared with alternative, less sophisticated heuristics. Furthermore, for two relaxed problems, the ALNS yields results that are on average within 3% of the optimal solution values. Finally, we have performed experiments to study the practical implications of the problem and demonstrate improvements in a practical setting.
