Dually Supervised Feature Pyramid for Object Detection and Segmentation by Yang, Fan et al.
Dually Supervised Feature Pyramid for Object Detection and Segmentation
Fan Yang1 Cheng Lu2 Yandong Guo2 Longin Jan Latecki1 Haibin Ling3
1Department of Computer and Information Sciences, Temple University, Philadelphia, USA
2Xmotors.ai, Mountain View, CA, USA
3Department Computer Science, Stony Brook University, Stony Brook, NY, USA.
{fyang,latecki}@temple.edu, {luc,guoyd}@xiaopeng.com, hling@cs.stonybrook.edu
Abstract
Feature pyramid architecture has been broadly adopted
in object detection and segmentation to deal with multi-
scale problem. However, in this paper we show that the
capacity of the architecture has not been fully explored due
to the inadequate utilization of the supervision informa-
tion. Such insufficient utilization is caused by the supervi-
sion signal degradation in back propagation. Thus inspired,
we propose a dually supervised method, named dually su-
pervised FPN (DSFPN), to enhance the supervision signal
when training the feature pyramid network (FPN). In par-
ticular, DSFPN is constructed by attaching extra prediction
(i.e., detection or segmentation) heads to the bottom-up sub-
net of FPN. Hence, the features can be optimized by the
additional heads before being forwarded to subsequent net-
works. Further, the auxiliary heads can serve as a regular-
ization term to facilitate the model training. In addition, to
strengthen the capability of the detection heads in DSFPN
for handling two inhomogeneous tasks, i.e., classification
and regression, the originally shared hidden feature space is
separated by decoupling classification and regression sub-
nets. To demonstrate the generalizability, effectiveness, and
efficiency of the proposed method, DSFPN is integrated into
four representative detectors (Faster RCNN, Mask RCNN,
Cascade RCNN, and Cascade Mask RCNN) and assessed
on the MS COCO dataset. Promising precision improve-
ment, state-of-the-art performance, and negligible addi-
tional computational cost are demonstrated through exten-
sive experiments. Code will be provided.
1. Introduction
As one of the most fundamental problems in computer
vision, object detection has been studied for decades. Fol-
lowing the rise of deep learning in computer vision, object
detection has been greatly advanced in recent years. Nu-
merous deep detectors are proposed and achieve promising
results on the large-scale benchmark MS COCO [17]. In
Figure 1: The diagram of the proposed dually supervised
FPN [15] (DSFPN). The green and blue pyramid represent
bottom-up and top-down subnets, respectively. The green
dashed boxes are auxiliary prediction (i.e., detection or seg-
mentation) heads. The black dashed box is the decoupled
cls-reg heads in detection task. Note that the prediction
heads with the same color share weights.
general, these deep detectors can be categorized into two
types: one-stage model [18, 21, 22, 30, 12, 6, 29] and two-
stage model [9, 8, 23, 5, 10, 2]. Compared with one-stage
approaches, two-stage detection models usually consist of
three components: backbone network, region proposal head
and detection head. Given object proposals, a feature pyra-
mid architecture (e.g., FPN [15]) is often adopted as the
backbone network in the two-stage detectors. After that, a
detection head is attached to the backbone in a lateral con-
nect manner for achieving object localization and classifi-
cation, as shown in the blue box in Fig. 1. As a natural
extension, this framework has also been widely utilized for
instance segmentation by adding segmentation heads.
Despite excellent performance obtained by this pyramid
architecture, its potential has not been fully explored, ow-
ing to the insufficient utilization of supervision informa-
tion. The reasons of the insufficient utilization can be sum-
marized into two aspects: gradient degradation in feature
pyramid and task inconsistency in detection head. In par-
ticular, the feature pyramid architecture is composited by
two components: bottom-up subnet and top-down subnet;
the prediction heads are mounted on top-down path (see
Fig. 1). This may lead to the inadequate training of bottom-
up subnet due to the presence of gradients degradation [11].
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Figure 2: (a-c) Typical architectures in object classification, detection, and segmentation. (d) The proposed DSFPN.
Consequently, the top-down feature pyramid, which is com-
posed of features from bottom-up counterpart, has shortage
of representation capability. Further, the detection and seg-
mentation performance are not saturated under feature pyra-
mid architecture.
The task inconsistency is an inherent problem [4] in cur-
rent structure of the detection head, which is constructed
by two weights shared sibling subnets for classification and
regression, respectively. This structure limits the ability of
the head to utilize supervision information. Specifically, the
sibling subnets deal with the two inconsistent tasks (clas-
sification and regression) with shared FC layers, resulting
in sub-optimal solutions for each one [4]. Thus, in fea-
ture space the tangled supervision information in the two
tasks cannot be effectively leveraged to facilitate the fea-
ture learning in the feature pyramid. As a consequence, the
detection performance is seriously under-explored.
Addressing the aforementioned issues, we first propose
a novel supervised learning strategy for feature pyramid
network, called dually supervised feature pyramid network
(DSFPN), which is embodied by mounting extra predic-
tion heads (i.e., detection or segmentation) on the bottom-
up layers through lateral connection. This design strategy
encourages the supervision signal to directly propagate to
the bottom-up feature pyramid, so as to strengthen supervi-
sion information for the feature learning in it. Moreover, the
prediction heads on the bottom-up part can serve as a reg-
ularization term to promote the model training. In the test
phase, the auxiliary prediction heads are discarded, thus no
extra computational cost is needed for model inference. In
DSFPN, the cls and reg subnets (black dashed box of Fig. 1)
are decoupled to enhance the capacity of detection head to
handle the task inconsistency, i.e., classification vs regres-
sion. Specifically, the decoupling increases the capacity of
the heads such that the supervision information can be fully
exploited to certain extent to strengthen the guidance of fea-
ture learning in the pyramid architecture.
The proposed dual supervision (DS) and decouple (DC)
operations are general to a series of feature pyramid based
detectors. The two operations are evaluated by incorpo-
rating into four representative FPN-based detectors (Faster
RCNN [23], Mask RCNN [10], Cascade RCNN [2], and
Cascade Mask RCNN [2]) with various backbone networks
(ResNet-50/101 [11], ResNeXt-101 [27]) on the MS COCO
dataset [17].
In summary, the paper makes the following main contri-
butions:
1. A novel DSFPN is proposed to solve the gradient
degradation problem in FPN [15] for object detection
and segmentation, so as to facilitate feature learning,
promote model training. The task inconsistency in de-
tection head is alleviated by decoupling the cls and reg
subnets.
2. The proposed method consistently improves Faster
RCNN [23], Mask RCNN [10], Cascade RCNN [2],
and Cascade Mask RCNN [3] by a promising mar-
gin and achieves the state-of-the-art performance on
COCO [17] with negligible extra computational cost.
The rest of the paper is organized as follows. Section 2
briefly reviews the relevant works. The proposed method
is described in detail in Section 3. Section 4 presents the
experimental results. Section 5 draws conclusions.
2. Related work
Object detection has been studied for decades, and nu-
merous excellent works have been proposed. In this sec-
tion, we will review the most relevant of them to highlight
the differences of our work.
Two-stage methods. The two-stage methods divide the de-
tection into two steps: object proposals and object detec-
tion. In general, candidate regions are first yielded; then a
detection module classifies these regions and refines the re-
gion location. Fast [8]/Faster RCNN [23] mount a detection
head on the top level of deep convolution networks (Con-
vNets) to take advantage of the rich feature representation
for object detection (Fig. 2a). However, this manner ne-
glects the hierarchical characteristics of the deep ConvNets.
To utilize this characteristics, MS-CNN [1] proposes to pre-
dict object at multiple levels of deep ConvNets (Fig. 2b).
Although this modification promotes the detectors ability to
deal with multi-scales of objects, the low level features lack
semantic information for object classification. FPN [15]
significantly alleviates this problem by presenting a novel
feature pyramid architecture, where low level features are
strengthened by a top-down feature pyramid network and
object prediction are conducted on each level via lateral
(a) Faster/Mask RCNN w DSFPN (b) Cascade/Cascade Mask RCNN w DSFPN
Figure 3: The illustration of Faster/Mask/Cascade/CascadeMask RCNN with dually supervised FPN [15] (DSFPN). “B”,
“D”, and “S” indicate proposed box, detection, and segmentation heads, respectively. “P” is the short for RoI pooling
operation. “I” represents the input image. Green and blue pyramid are bottom-up and top-down subnets. The heads mounted
on bottom-up pyramid are auxiliary ones.
connection (Fig. 2d). Further, Mask RCNN [10] unifies ob-
ject detection and segmentation into an end-to-end frame-
work on the basis of FPN [15]. More recently, based on
FPN [15], Cascade RCNN and Cascade Mask RCNN [3, 2]
propose to yield high quality object detection and segmen-
tation through multi-stage regression. Despite superior per-
formance, the feature learning in bottom-up pyramid is not
fully explored.
One-stage methods. In contrast to two-stage methods, one-
stage methods directly perform object detection without
proposals, e.g., SSD [18] and YOLO [21]. Same with Faster
RCNN [23], YOLO [21] predicts objects on the top level of
deep ConvNets. Thus, the hierarchy is ignored in detection.
Similar with MS-CNN [1], SSD [18] assigns detection for
different scales of objects on different levels of deep Con-
vNets, which separates the multi-scale objects in the fea-
ture space. DSSD [7] improves SSD [18] performance by
introducing additional context via deconvolution. Further,
RefineDet [30] boosts DSSD [7] using the bottom-up fea-
ture pyramid for proposal and the top-down counterpart for
detection. However, the major performance gain is from
the two-stage box regression but not the bottom-up feature
pyramid learning. Moreover, the prediction on bottom-up
pyramid is involved in both training and test phase.
Supervision in deep ConvNets. Usually, the feature learn-
ing in deep ConvNets is guided by a supervision signal from
the output layer, e.g., VGG [25], ResNet [11] (Fig. 2a), and
UNet [24] (Fig. 2c). This results in the gradient vanishing
with the increasing of depth of layers, such that the network
is hard to effectively train. While ResNet [11] alleviates the
the problem via skip connection, it still remains a challenge
to train deep ConvNets. DSN [13] solves this problem in
general classification task by proposing a deeply-supervised
training architecture, where auxiliary classifiers are intro-
duced to hidden layers (Fig. 2b). PSPNet [31] demonstrates
that adding an extra loss at the relatively high level layer
of deep ConvNets can benefit the performance improve-
ment in scene parsing. The similar idea is also exploited
in HED [28] for edge detection, but the prediction heads are
attached on each level of deep ConvNets. Additionally, in
HED [28] all the heads are needed in inference phase.
Difference from previous works. To highlight the differ-
ences of proposed dually supervised FPN (DSFPN) from
previous related works, we summarize the typical network
architecture for object classification, detection and segmen-
tation in Fig. 2. For better illustration, the skip connection
is omitted in the backbone network. By comparing with
Fig. 2a and 2c, where the supervision signal is simply at
the final output layer, DSFPN has multiple supervision sig-
nals on every layer of the network. Although in Fig. 2b
the supervision signals are also on each layer, this structure
is not suited for object detection or segmentation, due to
the shortage of representation ability in lower layers. Note
that SSD [18] adopts a similar architecture to Fig. 2b but
uses relatively higher layers. In contrast to Fig. 2d, DSFPN
(Fig. 2e) adds auxiliary supervision signals on inner layers,
such that the network can be trained more effectively.
3. Method
In this section we elaborate the proposed dually super-
vised FPN (DSFPN) in details and present its formulation.
3.1. Overview
Generally speaking, DSFPN is proposed to deal with
the gradient degradation in feature pyramid network for ob-
ject detection or segmentation at region level during train-
ing phase. To this end, when proposals are given, auxil-
iary prediction heads (i.e., object detection or segmenta-
tion heads) are attached to the bottom-up subnet (Fig. 3),
such that supervision signal can immediately direct the fea-
ture learning in it. In the test phase, these auxiliary heads
are discarded so that no extra computation is needed in
model inference. Formally, given a set of N proposal
boxes B = {bi|i = 1, 2, ..., N}, they are projected to a
Figure 4: The structure of detection head in FPN [15] (left)
and the proposed DSFPN (right).
level of feature layer according to the box size. Here we
use the k-th level as an example, the boxes on the k-th
level are Bk. The feature maps of the k-th level are de-
noted as fk. Thus, the detection and segmentation heads
on top-down pyramid can be formulated as Dktd(f
k
td, Bk)
and Sktd(f
k
td, Bk), respectively. Accordingly, the predic-
tion heads on bottom-up pyramid are Dkbu(f
k
bu, Bk) and
Skbu(f
k
bu, Bk). In the training phase, the predictions over the
both pyramid subnets are D = {Dktd, Dkbu|k = 1, 2, ...,M}
and S = {Sktd, Skbu|k = 1, 2, ...,M}, where M is the
number of levels of pyramid. Here, ‘td’ and ‘bu’ indi-
cate top-down and bottom-up, respectively. In the infer-
ence phase, the predictions are D = {Dktd|k = 1, 2, ...,M}
and S = {Sktd|k = 1, 2, ...,M}, since Dkbu and Skbu are re-
moved. The given proposal boxes are not necessary from
proposal stage (e.g., RPN [23]), they can also come from
latter stages. The effect of choosing the boxes from differ-
ent stages will be discussed in Experiment. Since the ob-
ject or segmentation heads over different levels share same
weights, the k in each head notation is dropped for simplic-
ity in subsequent sections.
3.2. Dual supervision
The proposed DSFPN is general to two- and multi-stage
detectors, we describe the concrete architecture one by one.
Two-stage detector. In two-stage detectors, we use
two representative methods, Faster RCNN [23] and Mask
RCNN [10], as examples to illustrate the process of incor-
porating dual supervision (DS). As shown in Fig. 3a, the
proposal boxes, B0, are first given and projected to each
level of pyramid. In Faster/Mask RCNN [23, 10], B0 is
yielded by RPN [23], which is not displayed in Fig. 3a. The
detection and segmentation over both top-down and bottom-
up pyramids are D1, S1, D0, and S0, which correspond to
Dtd, Std, Dbu, and Sbu, respectively. The final loss of the
detector can be written as
Lfinal = α1L(Dgt, D0) + α2L(Dgt, D1)
+α3L(Sgt, S0) + α4L(Sgt, S1)
(1)
where the Dgt and Sgt represent ground truth of detection
and segmentation; L(D, ·) and L(S, ·) are the detection and
segmentation loss functions; α1, α2, α3, α4 are the weights
for each loss. The specific formulas of the two functions are
referred to [10]. The L(S, ·) can be omitted when segmen-
tation ground truth is not available.
Multi-stage detector. Recently proposed Cascade and Cas-
cade Mask RCNN [2, 3] are used to demonstrate how to
integrate DS into multi-stage detectors (Fig. 3b). The pro-
posed boxes can be produced from RPN [23], detection
head at first stage (D1) or second stage (D2), which are
denoted as B0, B1, and B2, respectively. On top-down
pyramid, the proposed boxes can only be B0. However,
on bottom-up pyramid, the boxes can be one of the B0, B1,
andB2. Similar to two-stage detectors, the predictions over
bottom-up pyramid are D0 and S0. However, the predic-
tions over top-down pyramid are separated into three sets:
D1, D2, and D3. As stated in Cascade Mask RCNN [3],
the segmentation head is simply attached at stage three (de-
noted as S3) for the trade-off between accuracy and com-
putation complexity. Thus, the final loss of the detectors is
written as
Lfinal =α1L(Dgt, D0) + α2L(Sgt, S0)
+ α3L(S3gt, S3) +
T∑
i=1
αsiL(Digt, Di)
(2)
where i is the index of the prediction stage on the top-
down pyramid; T is the total number of stages; S3 and
S3gt are the segmentation predictions at stage three and
its corresponding ground truth; Di and Digt are detections
and ground truth at stage i; L(D, ·) and L(S, ·) are the
detection and segmentation loss functions; α1, α2, α3, αsi
are weights of each prediction head. Segmentation related
terms only exist in Cascade Mask RCNN [3].
3.3. Decoupled head
For detection task, the architecture of the cls-reg decou-
pled head is shown in Fig. 4 right. Comparing with the
original detection head structure (Fig. 4 left), the decou-
pled head separates the classification and regression tasks
in hidden feature space, which is achieved by taking apart
the shared two hidden layers with 1,024 nodes. Formally,
the detection head is written as
D(B, f) = C(B, f) +R(B, f)
C(B, f) = W 2c ·W 1c · fB
R(B, f) = W 2r ·W 1r · fB
(3)
where C and R symbolize classification and regression, re-
spectively; Wc and Wr represent the weights of hidden lay-
ers of classification and regression, respectively; ‘1’ and ‘2’
denote indices of hidden layers; fB is the feature in box
regions. This simple operation increases the capacity of de-
tection head to address two inconsistent tasks. Moreover,
the decoupling disentangles the propagation of supervision
signal until the RoI pooling.
Table 1: The ablation study in representative two-stage detectors, i.e., Faster RCNN and Mask RCNN. 1× and 2× indicate
12 epochs and 24 epochs of training schedule, respectively. ? indicates multi-scale testing.
Method backbone DS DC APbbox AP50 AP75 APS APM APL APmask AP50 AP75
Faster RCNN1× ResNet50
7 7 36.7 58.4 39.6 21.1 39.9 48.1 - - -
3 7 37.7 59.0 40.6 20.6 40.6 40.6 - - -
7 3 37.5 58.8 40.8 21.1 40.7 49.2 - - -
3 3 38.0 59.3 41.3 21.3 40.9 49.7 - - -
Faster RCNN 2× ResNet50
7 7 37.9 59.3 41.1 21.5 41.1 49.9 - - -
3 3 39.2 60.1 42.7 22.2 42.3 52.1 - - -
Faster RCNN 1× ResNet101
7 7 39.4 61.2 43.4 22.6 42.9 51.4 - - -
3 3 40.0 61.2 43.4 22.6 43.3 53.3 - - -
Faster RCNN 2× ResNet101
7 7 39.8 61.3 43.3 22.9 43.3 52.6 - - -
3 3 41.1 62.2 44.3 23.2 44.4 54.8 - - -
Faster RCNN1× ResNeXt101
7 7 41.5 63.8 44.9 24.8 45.4 53.5 - - -
3 3 42.5 63.8 46.3 25.2 46.4 55.7 - - -
Faster RCNN2× ResNeXt101
7 7 40.8 62.5 44.4 23.4 44.3 53.8 - - -
3 3 42.6 63.5 46.4 24.7 46.5 56.0 - - -
Faster RCNN2×? ResNeXt101
7 7 44.0 65.0 47.9 28.7 46.9 57.4 - - -
3 3 45.4 65.4 49.2 29.4 48.5 58.9 - - -
Mask RCNN1× ResNet50
7 7 37.7 59.2 40.9 21.4 40.8 49.8 33.9 55.8 35.8
3 3 38.8 59.6 42.3 21.5 41.6 51.7 34.6 56.0 37.0
Mask RCNN 2× ResNet50
7 7 38.6 59.8 42.1 22.2 41.5 50.8 34.5 56.5 36.3
3 3 40.0 60.9 43.1 22.4 42.6 54.1 35.6 57.6 37.7
Mask RCNN1× ResNet101
7 7 40.0 61.8 43.7 22.5 43.4 52.7 35.9 58.3 38.0
3 3 40.7 61.5 44.6 22.5 43.8 54.5 36.3 58.3 38.5
Mask RCNN2× ResNet101
7 7 40.9 61.9 44.8 23.5 44.2 53.9 36.4 58.3 38.7
3 3 42.1 62.6 45.8 23.9 45.3 56.1 37.1 59.2 39.5
Mask RCNN1× ResNeXt101
7 7 42.4 64.3 46.5 25.5 46.7 54.6 37.5 60.6 39.9
3 3 42.8 63.5 46.7 25.0 46.5 56.3 37.6 60.1 39.9
Mask RCNN2× ResNeXt101
7 7 42.3 63.6 45.9 25.4 45.9 55.7 37.2 59.9 39.4
3 3 43.3 63.9 47.1 25.9 46.8 57.0 37.9 60.4 40.4
Table 2: The ablation study in representative multi-stage detectors, i.e., Cascade RCNN and Cascade Mask RCNN. 1×
and 2× indicate 12 epochs and 24 epochs of training schedule, respectively.
Method backbone DS DC APbbox AP50 AP75 APS APM APL APmask AP50 AP75
Cascade RCNN 1× ResNet50
7 7 40.9 59.0 44.6 22.5 43.6 55.3 - - -
3 3 41.3 59.6 44.9 22.6 44.1 55.8 - - -
Cascade RCNN 2× ResNet50
7 7 41.3 59.7 44.9 23.8 44.0 55.3 - - -
3 3 42.1 60.5 45.6 23.5 44.8 56.9 - - -
Cascade RCNN1× ResNet101
7 7 42.8 61.4 46.8 24.1 45.8 57.4 - - -
3 3 43.1 61.7 47.0 24.4 46.5 57.8 - - -
Cascade RCNN 2× ResNet101
7 7 43.0 61.4 46.9 23.9 46.1 58.0 - - -
3 3 43.7 62.3 47.5 24.7 47.0 58.8 - - -
CascadeMask RCNN 1× ResNet50
7 7 41.3 59.6 44.9 23.1 44.2 55.4 35.4 56.2 37.8
3 3 42.0 60.1 45.8 23.4 45.1 56.6 35.9 56.7 38.4
CascadeMask RCNN 1× ResNet101
7 7 43.3 61.7 47.2 24.2 46.3 58.2 37.1 58.6 39.8
3 3 43.6 61.9 47.4 24.6 46.8 58.5 37.3 58.5 40.0
CascadeMask RCNN 2× ResNet101
7 7 43.5 62.1 47.2 24.3 46.9 58.2 37.2 58.7 39.5
3 3 44.5 63.0 48.4 24.9 47.8 60.0 38.1 59.6 41.0
4. Experiments
4.1. Implementation details
We perform experiments on the MS COCO dataset [17]
with 80 categories. The union of 80k train images and
35k images of val images (train2017) is used as train
dataset. The 5k of val (val2017) is utilized to report re-
sults of ablation study. The final results are reported on
the test-dev dataset for fair comparison with state-of-the-
art detectors. We implement our dually supervised FPN
(DSFPN) based on the detetron1 library and Caffe22 frame-
work. By convention, we set the short side of an in-
put image to 800 pixels and the other side is less than
1, 333 pixels. The number of anchors and proposals are
1https://github.com/facebookresearch/Detectron
2https://caffe2.ai/
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Figure 5: The effect of DS+DC on performance change
from 2× setting. The detector is Faster RCNN.
set as default. The RoIAlign in [10] is adopted in all
experiments. The backbone network of all detectors in-
cludes FPN [15]. For Faster/Mssk/Cascade RCNN based
on ResNet50/ResNet101 [11], synchronized SGD is used
to train the model on 8 P100 GPUs, each mini-batch in-
volves 2 images per GPU. The other detectors are trained
with 1 image per GPU, due to the limited GPU memory.
No data augmentation is used except for horizontal flipping.
Both 1× (i.e., 12 epochs) and 2× (i.e., 24 epochs) training
schedules are utilized in experiments. The weights of each
item of final loss are set to 1. In inference, all experiments
are conducted on a single image scale (800× 1, 333 pixels)
without bells and whistles, unless otherwise noted.
4.2. Ablation study
We validate the effects of dual supervision (DS) and de-
couple (DC) operation on Faster/Mask RCNN [23, 10] and
Cascade/CascadeMask RCNN [2, 3]. The generalizability
of the proposed DSFPN is evaluated by comparing experi-
mental results on the val2017 and test-dev datasets. The in-
ference time is measured on a 1080Ti GPU with input size
800× 1, 333 pixels.
Effects of DS and DC on Faster/Mask RCNN. From
Table 1, we note that DS and DC improve the baseline,
Faster RCNN1× with ResNet50 [11], by 1 and 0.8 points
in APbbox, respectively. Combining them together, the im-
provement in APbbox reaches 1.3 points. By conducting
experiments over various baseline, backbone, and training
schedule, we find that the increment is consistent in terms
of APbbox over different IoUs and scales. An interesting ob-
servation is that in baselines, the deeper the backbone, the
less the effect of doubling training schedule (2×) (Fig. 5).
For example, when backbone is ResNet50 and detector is
Faster RCNN, the 2× setting increases the APbbox by 1.2
points; when backbone is ResNet101, the incremental mar-
gin declines to 0.4 points; when backbone is ResNeXt101,
the incremental magnitude even becomes a negative value
Table 3: The effect of boxes in the bottom-up pyramid.
backbone stage AP AP50 AP75
Cascade RCNN 1× ResNet50 0 41.3 59.6 44.9
Cascade RCNN 1× ResNet50 1 41.0 59.2 44.3
Cascade RCNN 1× ResNet50 2 40.9 59.0 44.1
(−0.7 points). This is because the deeper the network,
the harder the training. In contrast, when the baselines are
equipped with DS and DC, the 2× setting consistently im-
proves APbbox over all backbones. This can be attributed
to the promotion of model training via enhanced supervi-
sion signal. In addition to detection, Mask RCNN with DS
and DC also outperforms all the ones without the two oper-
ations in terms of APmask, and the effect on 2× is apparent
as well.
Effects of DS and DC on Cascade/CascadeMask RCNN.
As shown in Table 2, promising improvement of APbbox is
gained in all baseline detectors by adding DS and DC. Simi-
lar to the two-stage detectors, when DS and DC are involved
in model, detectors can benefit more from the double train-
ing schedule (2×), especially for deeper backbones. Specif-
ically, when backbone network is ResNet101 and detector
is Cascade RCNN, 2× helps the model with DS and DC to
obtain a higher improvement margin than that without DS
and DC (43.7 vs 43.1 and 43.0 vs 42.8). By comparing the
performance in terms of AP50 and AP75 in detection task,
we see that adding DS and DC can achieve larger incre-
ment in AP50 than that in AP75. This can be attributed to
the multi-stage regression yielding high-quality box, such
that little room remains to explore in this direction. In the
segmentation task, adding DP and DC can still lead to per-
formance improvement, even if the backbone is ResNet101.
Boxes generated from stage 0, 1, and 2. The experimental
results with boxes from different stages are listed in Table 3.
We note that (1) using boxes from stage 0 (i.e., RPN [23])
achieves best performance; and (2) the higher the stage, the
lower the performance. It suggests that when the boxes
are coarse (i.e., boxes from stage 0), the auxiliary detec-
tion heads can better assist the model training. The reason
may be that the coarse boxes contain a diversity of region
samples, so that the auxiliary heads can facilitate the model
training by taking advantage of the diversity.
Generalizability of DSFPN. To demonstrate the general-
izability of the proposed DSFPN, we conduct extensive ex-
periments on val2017 and test-dev datasets. The experimen-
tal results are listed in Table 4. By comparing the results
in val2017 and test-dev, we note that in two-stage meth-
ods, the performance increment gained by adding DSFPN
is present in all backbones; moreover, the improvement is
consistent across the val2017 and test-dev. This demon-
strates that the proposed DSFPN promotes detection perfor-
mance not by over-fitting to a validation data, it can gener-
Table 4: Generalizability of the proposed DSFPN.
method backbone DSFPN test speed val2017 test-dev
APbbox AP50 AP75 APmask AP50 AP75 APbbox AP50 AP75 APmask AP50 AP75
FasterRCNN2× ResNet50
7 0.074s 37.9 59.3 41.1 - - - 37.9 59.6 41.0 - - -
3 0.075s 39.2 60.1 42.7 - - - 39.3 60.5 42.8 - - -
FasterRCNN2× ResNet101
7 0.097s 39.8 61.3 43.3 - - - 40.0 61.7 43.5 - - -
3 0.098s 41.1 62.2 44.3 - - - 41.3 62.5 44.5 - - -
FasterRCNN2× ResNeXt101
7 0.202s 40.8 62.5 44.4 - - - 41.1 63.1 44.6 - - -
3 0.203s 42.6 63.5 46.4 - - - 43.0 64.4 46.7 - - -
MaskRCNN2× ResNet50
7 0.082s 38.6 59.8 42.1 34.5 56.5 36.3 39.0 60.5 42.6 34.9 57.2 36.9
3 0.084s 40.0 60.9 43.1 35.6 57.6 37.7 40.2 61.1 43.7 35.7 57.8 37.8
MaskRCNN2× ResNet101
7 0.104s 40.9 61.9 44.8 36.4 58.5 38.7 41.0 62.4 44.8 36.4 59.1 38.6
3 0.105s 42.1 62.6 45.8 37.1 59.2 39.5 42.3 63.0 45.9 37.3 59.8 39.6
MaskRCNN2× ResNeXt101
7 0.210s 42.3 63.6 45.9 37.2 59.9 39.4 42.6 64.1 46.5 37.6 60.8 39.9
3 0.213s 43.3 63.9 47.1 37.9 60.4 40.4 43.8 64.7 47.9 38.4 61.5 40.9
CascadeRCNN2× ResNet50
7 0.101s 41.3 59.7 44.9 - - - 41.5 59.9 45.2 - - -
3 0.115s 42.1 60.8 45.6 - - - 42.1 60.8 45.7 - - -
CascadeRCNN2× ResNet101
7 0.123s 43.0 61.4 46.9 - - - 43.0 61.3 47.0 - - -
3 0.137s 43.7 62.3 47.5 - - - 43.7 62.4 47.4 - - -
CascadeMaskRCNN2× ResNet101
7 0.131s 43.5 62.1 47.2 37.2 58.7 39.5 43.7 62.3 47.6 37.4 59.4 40.0
3 0.147s 44.5 63.0 48.4 38.1 59.6 41.0 44.5 63.0 48.3 38.0 60.0 40.8
Figure 6: The feature map of each layers in FPN [15] (left) and DSFPN (right). The green and blue boxes indicate that the
feature maps enclosed are from bottom-up and top-down pyramids, respectively.
alize to test dataset. In multi-stage methods, the consistent
improvement also exists, but with subtle less margin. Apart
from detection task, in the instance segmentation, both two
and multi-stage methods with DSFPN surpass that without
DSFPN. The aforementioned observations illustrate that the
proposed DSFPN is general and robust to datasets and tasks.
Inference time. From Table 4, we see that in two-stage
methods, with or without DSFPN, the inference speed is
almost the same; in multi-stage methods, the speed has a
trivial difference. The subtle change in speed demonstrates
that our DSFPN strengthens detectors precision with little
extra computational cost.
Visualization of feature maps. To verify that DSFPN does
facilitate the feature learning in bottom-up pyramid and en-
hances the feature representation capability of top-down
pyramid, we visualize the feature maps from each level of
the pyramids in Fig. 6. The displayed feature maps are the
summation of the raw feature maps over channel at each
pyramid level. We can note that the feature maps from each
level of bottom-up pyramid of DSFPN (green boxes in right
of Fig. 6) are cleaner and with less noise than that from
FPN [15] (green boxes left of Fig. 6). Accordingly, the fea-
ture maps from top-down pyramid (blue boxes in right of
Fig. 6) also have stronger activation, comparing with the
counterpart (blue boxes in left of Fig. 6). Especially, at
lower levels, the feature maps from DSFPN are significantly
superior to that from FPN [15]. These observations experi-
mentally demonstrate that the proposed DSFPN guides fea-
Table 5: Comparison with state-of-the-art methods on the COCO [17] test-dev dataset.
method backbone AP AP50 AP75 APS APM APL
YOLOv2 [22] DarkNet-19 21.6 44.0 19.2 5.0 22.4 35.5
SSD-513 [18] ResNet101 31.2 50.4 33.3 10.2 34.5 49.8
DSSD-513 [7] ResNet101 33.2 53.3 35.2 13.0 35.4 51.1
RefineDet512 [30] ResNet101 36.4 57.5 39.5 16.6 39.9 51.4
RetinaNet800 [16] ResNet101 39.1 59.1 42.3 21.8 42.7 50.2
CornerNet [12] Hourglass-104 40.5 56.5 43.1 19.4 42.7 53.9
FASF800 [32] ResNeXt101 42.9 63.8 46.3 26.6 46.2 52.7
Faster RCNN+++ [11] ResNet101 34.9 55.7 37.4 15.6 38.7 50.9
Faster RCNN w FPN [15] ResNet101 36.2 59.1 39.0 18.2 39.0 48.2
Mask RCNN [10] ResNeXt101 39.8 59.8 - 22.1 43.2 51.2
Grid RCNN [19] w FPN ResNet101 41.5 60.9 44.5 23.3 44.9 53.1
Grid RCNN [19]w FPN ResNeXt101 43.2 63.0 46.6 25.1 46.5 55.2
Libra RCNN [20] w FPN ResNet101 41.1 62.1 44.7 23.4 43.7 52.5
Libra RCNN [20] w FPN ResNeXt101 43.0 64.0 47.0 25.3 45.6 54.6
Cascade RCNN [2] w FPN ResNet101 42.8 62.1 46.3 23.7 45.5 55.2
TridentNet [14] ResNet101 42.7 63.6 46.5 23.9 46.6 56.6
Cascade RCNN w Rank-NMS [26] ResNet101 43.2 61.8 47.0 24.6 46.2 55.4
Faster RCNN w DSFPN (ours) ResNeXt101 43.0 64.4 46.7 25.3 46.1 54.7
Mask RCNN w DSFPN (ours) ResNet101 42.3 63.0 45.9 23.4 44.9 54.6
Mask RCNN w DSFPN (ours) ResNeXt101 43.8 64.7 47.9 25.5 46.8 55.7
Cascade RCNN w DSFPN (ours) ResNet101 43.7 62.4 47.4 24.3 45.9 56.8
Cascade Mask RCNN w DSFPN (ours) ResNet101 44.5 63.0 48.3 24.3 47.2 58.5
ture learning more effectively than FPN [15] does.
4.3. Comparison with state-of-the-arts
To demonstrate the effectiveness of the proposed
DSFPN, it is compared with representative and recently
proposed methods on the COCO test-dev dataset. The re-
sults are shown in Table 5. In the ResNet101 setting,
the proposed methods outperform all other one-, two-, or
multi-stage methods. In multi-stage methods, the proposed
method surpasses other methods by a large margin. These
experimental results clearly show the advantage of the pro-
posed method.
4.4. Learning curves of FPN and DSFPN
To study the effectiveness of the proposed dually super-
vised (DS) training strategy in facilitating model learning,
we leverage Mask RCNN with ResNet50 as detector and
compute the APbbox over training data and validation data
(val2017) with interval 5, 000 iterations in 1× training set-
ting. Due to the large volume of training data, we compute
the metric over randomly sampled 10k images from entire
training images. From Fig. 7, we note that the detector with
DSFPN converges faster than that with FPN in training data
(red solid line vs blue solid line). This can be attributed to
DS training manner. Specifically, DS introduces auxiliary
prediction heads to assist the final prediction heads via di-
rectly supervising bottom-up subnet. Therefore, the detec-
tor with DSFPN can converge more efficiently. Moreover,
the detector with DSFPN can converge to a higher APbbox
point. This demonstrates that DS not only promotes detec-
tor training efficiently but also effectively.
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Figure 7: Learning curves of detectors with FPN (blue) and
DSFPN (red). The detector is Mask RCNN with ResNet50,
trained in 1× setting.
5. Conclusion
In this work, we propose a novel dually supervised
training strategy, named DSFPN, to improve FPN [15] by
dealing with the gradient exploding or vanishing problem.
DSFPN is generally effective for object detection and seg-
mentation tasks, and it needs little extra computation dur-
ing detection/segmentation inference. In addition, a sim-
ple but effective cls-reg decoupled head is proposed for
object detection in DSFPN to alleviate task inconsistency.
To demonstrate the superiority, generalizability, and effi-
ciency of the proposed DSFPN, we integrate DSFPN into
Faster/Mask/Cascade/CascadeMask RCNN, and promising
results are observed in the extensive validation experiments
on the COCO dataset.
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