We consider the optimization problem of finding nonintersecting rectangles and tableaux in Ò ¢ Ò pixel plane where each pixel has a real valued weight. We discuss existence of efficient algorithms if a corner point of each rectangle/tableau is specified.
Introduction
In his Programming Pearls column in Communications of ACM, Jon Bentley introduced the maximum subarray problem [5] motivated from a practical problem in pattern matching. The original problem was computation of the maximum sum subarray in a two dimensional Ò ¢ Ò array of real numbers, which we call the maximum-weight rectangle problem in this paper. This problem was used to design a maximum likelihood estimator of two digital pictures. Bentley demonstrated the importance of elegant algorithm design techniques in the solution for its one-dimensional version (the maximum subarray problem), and challenged readers with a research problem to give the complexity of maximumweight rectangle problem. Many readers (including some famous names such as E. W. Dijkstra and S. Mahaney) answered Ç´Ò ¿ µ time solutions appeared in the column of the next issue. It is not easy to improve the Ç´Ò ¿ µ time bound, and only improvement by sublogarithmic factors have been attained so far [16, 3] , while only the trivial ª´Ò ¾ µ lower bound is known.
In general, let È be an Ò ¢ Ò pixel plane, and consider a family Find a region Ê ¾ maximizing Ï´Êµ È Ô¾Ê Ï´Ôµ.
The maximum-weight region problem (MWRP) has several applications such as image processing [1] , data mining [11, 17] , surface approximation [6, 7] , and radiation therapy [7] , as well as the pattern matching application given in [5] .
The difficulty of the problem depends on the family . If ¾ È , the problem is trivial, since Ê is obtained as the set of all pixels with positive weights.
On the other hand, the problem is NP-hard if is the set of all connected regions in È in the usual 4-neighbor topology [1] . The following is a list of known families for which MWRP can be solved efficiently: rectangles [5, 16, 2] , based monotone regions, Ü-monotone regions [1] , rectilinear convex regions [17] , staircase convex regions centered at a pixel Ö (stabbed unions of rectangles) [6] , and digital star-shaped regions [9] .
Recently, Chun et al. [8] gave an efficient algorithm to compute the maximum weight region decomposable into based-monotone regions if we are given axis-aligned base-lines, where a based monotone region for a horizontal (resp. vertical) line is a union of a set of column segments (resp. row segments) intersecting . This paper also deals with MWRP problems for disjoint unions of fundamental shapes, namely, rectangles and staircase tableaux.
Our problems and results
The maximum-weight rectangle problem was generalized by Bae and Takaoka [2, 3] so that the largest weight rectangles are computed. However, those maximum weight rectangles may overlap each other; therefore, we instead want to find placement of nonoverlapping rectangles maximizing the total weight or maximizing the minimum of the weights of rectangles. We call the former problem Max-Sum kRP (maximum weight sum k rectangles placement problem) and the latter Max-Min kRP. See Figure 1 for a solution of Max-Sum kRP.
Bae and Takaoka [4] also studied k-disjoint maximum subarrays problem in a two-dimensional array. The problem is defined in a greedy fashion such that we find the maximum weight rectangle, then find the maximum weight rectangle in the remaining part, and so on. Although their algorithm attains a very fast Ç´Ò ¿ · Ò ¾ ÐÓ Òµ time complexity, the output family of rectangles does not always attain the maximum sum of weights.
A very naive solution of the kRP problems is to find all Ç´Ò µ possible locations for each rectangle and consider all possible combinations of of them. This is done in Ç´Ò µ time, and hence the problem is in class P if is a constant. It is not difficult to reduce the running time to Ç´Ò ¾ ·½ µ: indeed, any column intersects at most rectangles, and we can sweep the pixel plane to run a dynamic programming keeping candidate combinations of at most ¾ edges of intersecting rectangles. One drawback of this solution is its high (Ç´Ò ¾ ·½ µ) Thus, a natural question is whether the problem is fixed parameter tractable (FPT) with respect to the parameter . In other words, we want to find an Ç´ ´ µÒ µ time algorithm where is some function and is a constant independent of . Unfortunately, we do not know how can the above Ç´Ò ¾ ·½ µ time complexity be improved in the general case (indeed, we suspect that the problem is Ï´½µ-hard). Thus, in order to analyze the structure of complexity of the problem, we consider an easier situation where additional information is given. In this paper, as the additional information, we are given a set Ë of grid points as a part of input, and find the optimal set of nonintersecting rectangles such that each point Ô of Ë defines a left side corner of a rectangle (we also give indication that Ô is a upper-left or a lower-left corner). There are Ç´Ò ¾ µ possible sets of corner points, and Ç´¾ ¾ µ choices of types (upper or lower) of corners. Therefore, this may well refine the Ç´Ò ¾ ·½ µ complexity of the above mentioned algorithm.
We give an algorithm for the Max-Min kCRP problem (Max-Min k cornered rectangles placement) with Ç´ Ò ¾ · Ò ¾ ÐÓ Òµ time and Ç´ Ò·Ò ¾ µ space complexities (note that the input size is Ò ¾ ). We also show that the Max-Sum kCRP problem has Ç´´¾ µ ·½ Ò ¾ µ time and Ç´Ò ¾ µ space FPT algorithm.
Even if corner points are not given, our result implies that the rectangle placement problem can be solved in Ç´Ò ¾ ·¾ µ time using linear space if is a constant (since we can exhaustively try all possible combinations of locations of corner points). This is a space efficient method, and allows a lot of parallelism compared with the above mentioned methods.
We further consider the staircase tableau 3 (we call tableau in short), which is a union of rectangles sharing a given grid point Ô as their fixed (say, lowerleft) corner. A tableau is obtained by chopping a rectangle with a monotone rectilinear path, thus it is considered as a "right triangle" in the rectilinear world. We consider the problem of finding disjoint staircase tableaux maximizing the total weight (as shown in Figure 2 ). We show that this problem has an Ç´¾ ¾ ¾ Ò ¿ µ time FPT algorithm if we are given the corner position of each tableau and if each tableau has its corner in either its lower-left or upper-left position.
Related problems
Map labeling. In a map labeling problem, we have a set of pinning points, Ò (typically rectilinear) obstacles in the plane, and a set Ä´Ôµ of rectangular labels for each Ô. We want to place exactly one label of Ä´Ôµ for each Ô such that each label does not overlap obstacles nor other labels. The map labeling problem can be related to our problem: We simulate the plane as a pixel plane, and represent obstacles as a set of pixels with ½ weights. We give a positive (typically unit) weight to other pixels. Then, this particular Max-Min kCRP problem is a discrete version of the elastic label placement problem [12] , where we are allowed to use labels (with an area constraint) that have Ô as one of its left corners. We can control weights to give different types of label sets, and methodologies in map labeling are utilized in our kRP problems.
Dissection of rectilinear polygon and a cutting stock problem. Given a rectilinear polygon É with holes, we can dissecting it into minimum number of rectangles in polynomial time [15] . Suppose that we further find a dissection of É into rectangles maximizing the total area of maximum rectangles. We can divide the plane by the horizontal and vertical lines going through vertices of É to have a grid that is mapped to the pixel plane such that Ï´Ôµ ½ if Ô ¾ É and Ï´Ôµ is the original area of Ô if Ô ¾ É. Thus, the problem becomes a Max-Sum kRP problem. If É is a plate of wood, the problem is a cutting stock problem where we would like to cut out axis-parallel rectangular pieces from it. We may also optimize quality caused from scars and bad textures in the plate by refining the pixels and giving suitable weights to measure the quality. Our algorithms for kCRP imply a semi-automatic system to give the optimal solution if an expert gives the positions of the corners.
Image segmentation. Separating an object from its background in an image is a key problem in image processing. This operation is commonly called image segmentation. In a pixel plane È representing a picture, each pixel Ô has a real value ´Ôµ representing the brightness of the pixel. The segmented image should be a pixel region with a nice geometric property. The quality of the segmentation depends on the separation of brightness in the image and background. Asano et al. [1] proposed an optimization-based image segmentation method that gives a robust solution with theoretical guarantee. It defines a family of grid regions, and finds the region Ê ¾ optimizing a convex objective function. Their framework gives a method to compute the optimal segmentation provided that the MWRP is solved efficiently for . Our new algorithms enable us to segment optimal disjoint rectangles with given corner positions (on the left side), and tableaux.
Placing rectangles
Given a set Ë of grid points Ô ½ Ô ¾ Ô and a sequence of bits ½ ¾ , we say that non-overlapping rectangles Ê ½ Ê ¾ Ê are a feasible assignment if Ô is the lower-left (resp. upper-left) corner of Ê if
for each . Let Ï´Ê µ be the sum of weights of pixels in the rectangle Ê .
Max-Min problem
In the Max-Min CRP, we find a feasible assignment such that the smallest weight of Ê is maximized. The following theorem follows from the idea of Proof First we consider the decision problem in which we find a feasible set such that Ï´Ê µ for a given threshold value. We remark a data structure of size Ç´Ò ¾ µ can answer the weight of any rectangle in Ç´½µ time since it is represented as a linear combination of weights of at most five rectangles containing either Ô´½ ½µ or Ô´½ Ò µ. We sort Ô in a increasing lexicographic order from left to right, where the Ü-coordinate value is the main key and the Ý-coordinate value is the sub key. A rectangle is called rich if its weight is not less than . Now, we do the plane sweep from right to left , visiting points in reverse order.
Suppose that we have already placed the rectangles for Ô through Ô ·½ . Then, we examine rectangles cornered by Ô that do not overlap any placed rectangles so far from shortest to tallest (and narrowest to widest among the same height ones) by scanning the antipodal corner pixel to Ô until we find a rich rectangle.
Since a shorter rectangle less affects to the placement of rectangles at remaining points Ô ½ Ô ¾ Ô ½ on the left of Ô , we can easily prove that this is always the best possible choice. The algorithm fails when no such rich rectangle exists.
In the whole process, each pixel is scanned at most once. Thus, the decision version is solved in Ç´Ò ¾ µ time. We now can do binary search to solve Max-Min CRP using the decision problem as a subroutine. If is huge, we search among the (at most) Ò ¾ possible rectangle weights by applying median-finding. ¾ Note: We need Ç´ Ò ¾ µ space if we store all the threshold values. However, the required space can be reduced to Ç´Ò´Ò · µµ by using a standard randomized selection method. Remark. If the bit sequence is not given and is considered as a variable in complexity, the problem is NP-hard. The hardness can be shown analogously to hardness results of map labeling (e.g. [10, 12] ). Of course, the number of combinations of is ¾ , and hence the problem has an FPT algorithm when is not known. The NP-hardness of the general Max-Min kRP can be also obtained by modifying an NP-hardness proof of disjoint rectangle covering of a point set [14] . We omit hardness proofs in this version.
Max-Sum problem
We next consider the Max-Sum kCRP problem of finding the feasible assignment maximizing the total sum È ½ Ï´Ê µ.
In order to understand the problem, we start with the case in which ¼ (i.e., each Ê has Ô as its lower-left corner). We subdivide the pixel plane intó · ½ µ ¾ small rectangular cells by vertical and horizontal lines going through each point in Ë. Consider a cell , and suppose that two rectangles Ê and Ê in a feasible assignment intersect . Since the rectangles grow from lower-left corners, both of Ê and Ê must contain the lower-left corner of . In particular, they overlap and we have a contradiction. Hence, at most one rectangle can intersect .
We guess which rectangle intersects for each ; in other words, we give label ( ½ ¾ ) to if Ê intersects (¼ if it intersects no Ê ). There are´ · ½ μ ·½µ ¾ such label assignments, and if the assignment is feasible, the union of regions with a label should form a rectangle Ê Ø´ µ that has Ô as its lower-left corner. We can reduce the search space by just guessing the opposite cell of the rectangle Ê Ø´ µ for each . This way, the total number of possible assignments is reduced to ¾ . Once we have a right guess, Ê is obtained as the maximum weight rectangle in Ê Ø´ µ cornered by Ô , and we can compute Ê for all in linear time. Therefore, we can compute the Max-Sum CRP in Ç´ ¾ Ò ¾ µ time if
¼.
For any general , we consider the same subdivision, and guess the rectangles intersecting . In this case, up to two rectangles can intersect ; one contains the lower-left corner and the other contains the upper-left one. Thus, may have two labels and such that · ½ (see an example in Figure 3 ). We sweep the plane from right to left and run a dynamic programming algorithm. The dynamic programming maintains the intersections of rectangles and the vertical lines. If we naively do this, it costs Ç´Ò ¾ ·½ µ time as mentioned in the introduction. Let us consider vertical lines through points of Ë that divides the plane into · ½ slabs. Let us consider the -th slab (from the left) , which consists of · ½ cells. We next decompose into rectangles called components. If there is a cell with two labels and , we define the component ´ µ as the union of cells with either or as their labels. If a label does not share any cell, we define the component ´ µ as the union of cells with the label . We ignore empty cells and decompose into components.
Let Î be the set of generated components in slab , and let Î ·½ ½ Î .
We define the graph ´Î µ on Î , where the directed edge´Ú Ùµ from Ú towards Ù in is in if Ù is a component in , Ú is a component in ·½ and Ù and Ú share a label.
Lemma 1. Suppose that corresponds to a feasible placement of rectangles.
Then, for any node Ú of , both the indegree and outdegree of Ú is at most one.
In other words, is a union of directed paths.
Proof Assume that there exists a component Ù ´ µ with labels and in slab adjacent to two components Ú ´ µ and Ú ¼ ´ µ in slab ·½ . By definition, there exists a cell in with both labels and . Since both and appear in slab ·½ , the cell ¼ located to the right of must also have both labels and . In particular, must have the component ´ µ instead of two separate components ´ µ and ´ µ. Thus, we have contradiction and the indegree of Ù is at most one. The discussion for the outdegree is similar. ¾ Now, we can run our dynamic programming on each directed path of separately. Indeed, a component is only affected by components with labels in common, and hence we can independently sweep on each directed path to obtain the optimal solution within each path; in other words, in the union of components on the path. where Ò Ú is the height of the component Ú (i.e., the sum of heights of cells in the component). Each rectangle may penetrate or start within Ú. To each rectangle in Ú we add the previous weight-sum that is inherited from the parent node of Ú. So, it is easy to show that the update of the DP table can be done in Ç´Ò ¾ Ú µ time. In total, the DP algorithm runs in Ç´ Ò ¾ µ time, since the sum of Ò ¾ Ú over all Ú ¾ Î is Ç´ Ò ¾ µ (note that we have only · ½ slabs). Since at most ¾ labels are possible, the theorem is shown.
¾ 3 Placement of tableaux
In contrast to the case of rectangles, there are exponential number of different tableaux in È. If is a constant, we can compute the Max-Sum (or Max-Min) disjoint tableaux in polynomial time by doing a plane-sweep and maintaining (at most) intersecting segments with the current column. We can then use a DP table to keep the Ç´Ò ¾ µ possibilities of such segments. Naively, this can be done in Ç´Ò ·½ µ time.
Our question is how we can improve it if we are give the set of corner points as a part of input. Note that we allow the case in which the same point is the origin of more than one tableaux of different orientations. We show that the problem has an FPT algorithm if each tableau has its corner in either its lower-left or upper-left position: We call them up-tableau and down-tableau, respectively. The time complexity if Ç´¾ ¾ ¾ Ò ¿ µ, which implies that the naive Ç´Ò ·½ µ bound can be improved to Ç´Ò ¾ ·¿ µ even if the the corner positions are unknown, since the number of combinations of corner points is Ç´Ò ¾ µ.
We focus on Max-Sum problem, since Max-Min problem can be solved similarly.
Analogous to the rectangle case, we subdivide the pixel plane by the vertical and horizontal lines going through each points in Ë into rectangular cells. We give labels of tableaux intersecting each cell as shown in Figure 4 . As before, a cell can have at most one up-tableaux and one down-tableau label.
Let É be the union of cells with label . The optimal region Ê must be contained in É for Similarly to the case of rectangles, we consider vertical slabs ½ , ¾ , , ·½ , and decompose each slab into components such that each component is a union of cells corresponding to either a fixed pair of labels or a label. We define the set Î of components in , Î ·½ ½ Î , and the graph Î µ connecting components sharing the same label in adjacent slabs with a directed edge towards left. Figure 5 gives the graph for the labeling given in Figure 4 . [9] for definition).
