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Abstract 
The primary purpose of power systems is to provide reliable and economic 
supply to customers, with an acceptable level of quality. Various network upgrade 
and redundancy provisions are considered to ensure acceptable continuity of supply 
in the event of failures and forced outages [1]. In the emerging smart grids there are 
other facilities for improving customer supply reliability and network quality such as 
renewable energy resources (RER) and electric energy storage (EES). From a 
planning point of view, the main challenge in using these technologies is choosing an 
optimum size and location considering cost and reliability trade-off.  
In rural distribution networks with long feeders it is difficult or sometimes 
impossible to facilitate alternative route to supply. In urban networks however, 
alternative routes are facilitated via normally open cross connect switches installed 
between feeders. In the case of any failure in a network component, and after fault 
isolation, cross connect switches are connected to supply the disconnected loads via 
alternative feeders. In rural networks where cross connection is not feasible, poor 
reliability is a common problem. This problem can effectively be addressed in rural 
grids with renewable energy sources and adequate storage facilities. Electric energy 
storage is one of the critical resources that can facilitate the continuity of supply for 
the customers‘ demand, while providing the possibility of financial benefit in daily 
electricity trades and also helping resolve part of the network power quality issues. 
However, due to high investment and maintenance costs of storage technologies, 
charge/discharge scheduling strategies can significantly be important in many 
aspects, including; minimizing network operational costs. In managing storage‘s 
charge/discharge based on load consumption and cost of grid energy, the use of 
central storage technologies for groups of customers would lead to a greater financial 
outcome in comparison to individual customer storage utilization. As a result, an 
opportunity exists for aggregators/retailers as a third-party to facilitate central energy 
storage to trade electricity between the grid supplier and the customers. Such an 
arrangement would also have financial incentive for aggregator/retailer to participate. 
In this context, this research thesis establishes a novel methodology to allocate 
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central electric energy storage installed and managed by the aggregator/retailer to 
justify the investment cost for maximum return while improving network customers‘ 
reliability. In this framework a scenario based analytical reliability assessment 
approach is used in the optimization process. A new storage scheduling strategy is 
also developed to be used in the optimization process to increase aggregator/retailer 
profit by minimizing energy costs of the network. The correlation between weather 
changes, load demand and solar generation is considered in the storage allocation 
procedure in this work using data clustering techniques. In this context the accuracy 
of calculations has been elevated by using hourly load and generation data instead of 
average values in analytical reliability assessment. Load flow analysis is also 
performed as part of the optimization framework to avoid any voltage and current 
deviation in the system. 
As the focus of the thesis is on rural distribution networks, it is assumed that 
the price of electricity is given and that the retailer/aggregator is to be a price taker. 
However, in reality, the large scale deployment of energy storage and solar 
photovoltaic (PV) resources in overall distribution networks may affect the network 
load profile and consequently generation unit commitment at transmission level. The 
reason is that; the aggregated PV penetration together with the scheduled EES 
deployment in distribution networks would cause substantial peak load shaving seen 
by transmission and generation facilities. This load reduction leads to a reduction in 
high cost generations during peak load periods. In another word, the high cost 
generation such as gas turbine generation will be replaced by solar generation in peak 
load periods. This displacement brings operational benefit to the network which 
results in lowering electricity price in the market. In this regard as a complementary 
study, the operational benefit that distributed PVs with central storage utilization 
bring to the network is estimated using production cost simulation. In this work the 
impact of aggregated PVs and central EES on the load profile is evaluated and the 
modified load profile is used in the production cost simulation of the Australian 
national electricity market (NEM). Furthermore, the aggregated solar generation is 
modelled as another solar technology called concentrated solar power (CSP) with 
thermal energy storage (TES). The operational benefit of this dispatchable source of 
solar energy in the NEM is also estimated.  
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Chapter 1: Introduction 
1.1 OVERVIEW 
The main responsibility of power system utilities is to provide a reliable and 
economic electric energy supply to the customers with an acceptable level of quality. 
Normally, spare capacities and alternative operation facilities are considered in order 
to ensure adequacy and continuity of supply during failures and forced outages. 
These considerations in the network require extensive investment costs. However, 
the best planning and operating practice are to consider the trade-off between 
reliability and economic cost/worth, in an acceptable degree. In future distribution 
networks, renewable resources, and electric energy storage devices are potentially 
going to reduce network redundancy and upgrade capacities. This happens when 
peak load shaving capability of energy storage would substantially reduce costly 
system upgrades. The trade-off between investment costs and operation benefits of 
such devices on one hand and customers‘ reliability on the other hand, along with 
other network constraints, have been widely recognised and is one of the priorities of 
the planning phase of the future electrical networks. 
1.2 RESEARCH OBJECTIVE 
In radial distribution networks cross connect switches play a significant role in 
reducing outage time of the consumers in the case of failures. Normally, the feeders 
are operated as radial feeders but connected as a mesh through normally open cross 
connects points. Following a fault on a feeder, the normally open switches are closed 
to allow some of the customers to be supplied through alternative supply points. In 
rural distribution networks with long feeders it is difficult or sometimes impossible 
to facilitate alternative route of supply. Hence in such feeders any failure could 
normally cause outage to large number of customers. Addition of solar PV sources 
and energy storage devices can reduce such customer outages by supplying the loads 
in islanding situations. Although individual customer electric energy storage could be 
effective in resolving these issues, centralized installation and management of such 
devices for geographically close customers, as normally seen in rural networks, 
would be more effective and beneficial. In such situations there is an opportunity for 
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aggregator/retailer as the third party to trade electricity between grid supply and 
customers, by investing and installing central storage in rural distribution networks. 
The optimum central energy storage sizing and operation has financial incentive for 
the aggregator and customers, including customers‘ reliability improvement. The 
proposed structure and methodology in this thesis introduce optimum sizing and 
operation policy of central medium voltage energy storage, especially where cross 
connect switches are not feasible such as long rural networks. The following 
objectives are targeted with this sizing strategy: 
1. Improving reliability of rural distribution feeders by dispatching the 
stored energy in the islands during failure events. 
2. Developing a storage scheduling technique to minimize total energy costs 
for the load retailer/aggregator. This technique presents a systematic 
procedure to decide on storing low price off-peak energy from utility or 
customers‘ surplus solar energy and dispatching in peak load hours.  
3. Establishing a framework for the aggregator/retailer to allocate central 
storage in the network with the objective of minimizing the storage 
investment/maintenance costs and purchased energy costs while 
improving network reliability considering the system technical 
constraints. 
4. Increasing accuracy of reliability assessment and storage scheduling by 
using an approach in which seasonal impact on load demand and solar 
PV generation is taken into consideration.   
5. Estimating the operational benefits of distributed PVs with central 
storage deployment in Queensland rural network and comparing with the 
operational benefits of the aggregated capacity equivalent to PV 
installations in a CSP with TES in the Australian national electricity 
market.  
1.3 MAIN CONTRIBUTION 
The main contribution of the proposed storage sizing framework in this 
research work can be summarized as follows: 
  Chapter 1: Introduction 3 
1. Including correlation between weather changes, PV generation and load 
demand into reliability assessment and storage scheduling model by 
using data clustering techniques. 
2. Forming a scenario based analytical reliability assessment framework to 
include scheduled central energy storage and solar energy resources 
considering weather impact as explained in item 2.  
3. Establishing an optimal central storage allocation framework to minimize 
investment/maintenance and energy purchase costs while improving the 
network reliability to a specified target level using strategies of items 1 to 
3.  
4. Designing a procedure for estimating operational benefits of distributed 
PVs with central storage in rural network and comparing with the 
operational benefits of CSP-TES of the capacity equivalent to PVs‘ 
capacity in the rural network. 
1.4 LITERATURE REVIEW 
1.4.1 Overview 
With the demand increase during the last decades, limited amount of 
conventional energy resources and greenhouse gas emission issues, the exploitation 
of RERs has been proposed. The integration of renewable energy resources in the 
distribution network will change the radial distribution, from passive to active 
network, where local and external energy sources and customers‘ loads will interact 
with the network. The stochastic nature of RERs has made it necessary to integrate 
EES technologies with operational flexibility to improve system reliability and 
economy. The distributed renewable energy sources along with EESs in the system 
have the ability to operate either connected to the main substation, or in an active 
islanded state. An electrical system which includes multiple loads and distributed 
energy resources and can operate alternatively in grid connected (or non-
autonomous) mode and in islanded (or autonomous) mode is called microgrid [2, 3]. 
Microgrid has significant impact on the reliability of the distribution system, but 
creates greater complexity in computation. Research works have been performed in 
the area of reliability improvement of microgrid by optimum allocation of devices 
such as EESs, capacitors, DRSs, and RERs in the network [4-15]. Other approaches 
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have focused on cost optimization solutions for the network mainly utilizing EES 
scheduling strategies and optimum allocation in the network [2, 16-30]. In order to 
include both system reliability and economy at the same time, combination of 
operation management and planning strategies is necessary. To combine such 
analysis, new techniques for reliability evaluation of the microgrid including all 
possible scenarios is also necessary. To expand the discussion, a brief review of 
literature is presented in this section. In order to classify the research works in the 
area of reliability improvement and cost optimization strategies, they can be 
categorized into the following groups: 
1. Reliability improvement strategies [4-15]. 
2. Optimum EES and DG utilization in the network [2, 16-30].   
3. Reliability evaluation techniques for microgrid [31-41]. 
The literature on the abovementioned categories can be summarized as follows.  
1.4.2 Reliability improvement strategies and solution 
Higher level of reliability and efficiency requirement in the electrical network 
has made planers and decision makers to look for optimum solutions to reduce the 
impact of unwanted outages in the network. In this context researchers have 
developed planning strategies and developed new methods to plan and design 
networks with improved reliability. Devices such as sectionalizing, DGs, EESs, 
DRSs, protective devices, capacitors, and automatic reclosers were included in the 
networks for increased reliability [4-15].  
In [4] an approach for optimal clustering of distribution system into a set of 
microgrids considering reliability index improvement is proposed. The advantage of 
installing DRSs and EESs has also been investigated. In another approach [5] a 
linearized model for optimal design and operation of energy hubs was proposed, 
considering reliability constraints. An energy hub receives different energy carriers 
then converts, stores, and delivers the energy by using a variety of energy converters 
and storage elements in the network.  In [6, 8, 9] new strategies for optimum 
placement of reclosers and protective devices were proposed to improve reliability of 
the network. The constraint of these optimizations is the available number of added 
devices. Authors in [7, 11] have proposed methods for optimal placement of 
switching devices in the network to improve reliability of the system. System 
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interruption cost has been considered as the optimization constraint in these works. 
In [10] optimal capacitor placement for reliability enhancement of the network has 
been implemented. A complementary DG with wind and photovoltaic power was 
proposed in [12] giving a detail of effects of the various states of the presented DG 
on the island‘s voltage and frequency. In this approach, an optimization strategy 
called under-frequency load shedding in the islanding mode to increase the accuracy 
of the model was used. In [13] the impact of DG implementation on distribution 
system reliability has been investigated. A reliability model for DG has been 
proposed in addition to an analytical probabilistic approach for this purpose. The 
impact of different parameters such as components failure rates, load and DG 
positions and DG generation parameters were included in the analysis of the 
reliability indices in [13]. The impact of DG penetration on the reliability of a radial 
distribution network has been investigated in [14]. The authors evaluate the 
reliability of a portion of Roy Billinton Test System (RBTS) network with and 
without DG connection at different load points furthered by the reliability assessment 
using the analytical and Monte Carlo simulation techniques and enhancement of 
reliability comparing with both methods for DG placement at different load points.  
Authors in [15] investigated how different types of switches affect the 
reliability of radial microgrids. In this context, the reliability of the system with 
switching connections of DERs to the trunk feeder by different isolator and circuit 
breaker types was assessed. Reliability indices SAIFI (system average interuption 
frequency index), SAIDI (system average interuption duration index), CAIDI 
(customer average interuption duration index), ASAI (average service availability 
index), ASUI (average service unavailability index) and ENS (energy not supplied 
index) are estimated for each switching case and the results were compared. Net 
present value (NPV) of customer‘s interruption reduction were also evaluated in this 
reference. The impact of intentional islanding of DER units, micro-grid operation 
modes, and energy storage system which are composed of microgrids with load on 
the reliability of the distribution system was considered and discussed in detail in key 
research references [11, 14, 15, 40, 42-45]. Adequate inclusion of variety of devices 
into the network may give rise to reliability improvement. 
As the energy company retailers have annual reliability improvement targets, it 
is necessary to establish a strategy for improving the reliability with the capability of 
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choosing the required reliability target in advance. A shortcoming with the 
abovementioned research works is that there is no such strategy for reliability 
improvement in the literature. The proposed framework in this study gives the 
opportunity of achieving a required reliability target by the aggregators/retailors.    
1.4.3 Optimum EES and DG utilization in the network 
The increased use of EES and DG in distribution network and the stochastic 
nature of renewable DGs have gained interest in scheduling strategies and optimum 
DG utilization techniques to improve network economy and efficiency. Methods and 
techniques have been developed in the area of EES and DG optimum utilization in 
relation to network economy and power quality [2, 16-30]. In [24, 26-29] EES 
control and scheduling strategies along with optimal sizing of EES and DG have 
been proposed to minimize cost of the network and improve reliability of power 
delivered to the customers. Objectives such as installation, operation, maintenance, 
and energy purchased from utility costs minimization have been considered and its 
impact on reliability improvement of the network has been evaluated. Monte Carlo 
simulations have been used in these works to assess the reliability requiring high 
computational effort especially in the presence of wind and solar generation which 
are stochastic and subject to weather changes. All operation and investment costs 
optimization in conjunction with EES sizing with reliability improvement target 
however have not been addressed in these works. Other approaches [16, 19, 20, 22, 
25] have proposed strategies for EES sizing, placement and scheduling to minimize 
costs of the network in separate works. Reliability improvement was not the 
objective of these works. In [16] the optimal size of EES integrated with thermal 
units in the network and operating scheduling of these equipment has been 
considered to maximize network revenue by considering energy price differences 
within time episodes and unit commitment scheduling. Other EES sizing and 
scheduling strategies with the objective of distribution power loss minimization, 
voltage profile improvement, and pollution emission such as greenhouse gas 
reduction have been addressed in [2, 17, 18, 21, 23, 27]. High penetration of 
renewable resources such as wind and solar generation has been considered in these 
works. Cost minimization of the network along with other network objectives were 
implemented using various optimization methods such as AC (ant colonies), PSO 
(particle swarm optimization), GA (genetic algorithm), and TS (Tabu search) have 
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been reported in literature. However, research literature does not provide an 
optimization framework including EES sizing and at the same time optimum 
scheduling strategy in order to minimize the cost of investment and purchased energy 
while achieving best reliability target. In this thesis such a framework is provided 
using a new reliability assessment strategy which is explained in the following 
chapters.                     
1.4.4 Reliability evaluation techniques for microgrid 
With the new complex network including EES, DG, and controllable switching 
devices, more efficient methods for reliability assessment methods are required to be 
used in conjunction with other network parameters in optimization strategies. 
Research has been conducted on development of new algorithms for reliability 
assessment of distribution systems in the presence of devices such as storage units, 
renewable resources such as solar panels, wind turbine, diesel turbine, and different 
switches such as automatic reclosers, tele-controlled switches, circuit breakers and 
isolators. Among those research works, [31] investigated an analytical technique for 
reliability evaluation of distribution system using the load duration curve and a 
proposes connection matrix for system configuration and restoration order in the case 
of any failure occurrence in the system. Impact factors and parameters have been 
expressed as a function of time, such that the reliability evaluation is possible in any 
case. A method for the reliability assessment of distribution system with distributed 
energy resources was presented in [32] that highlighted the impact of DER and 
different switching devices on reliability in islanding operation. The presence of 
additional circuit breakers and DER units was confirmed in cost reduction due to 
interruptions, significantly. Reliability assessment of distribution systems was 
extended in [34] providing a comprehensive analytical description which considered 
both load shedding and curtailment policies in the network. In [33] a method for 
reliability evaluation of an active distribution system with multiple power sources 
based on a Monte Carlo simulation method is proposed while creating a multistate 
reliability model for DGs. A simple methodology for reliability evaluation of LV and 
MV distribution network was presented in [35] based on failure rates and repair 
times of power components in the system, as well as the relevant security of supply 
requirements. Research works done in [31-39] did not investigate solutions to 
consider different scenarios in case of any failure in microgrid considering 
 8  Chapter 1: Introduction 
correlation between weather changes and load in assessment procedure while 
reducing the computation resources and time of calculations. In [34] a scenario based 
approach has been proposed to assess reliability of distribution system containing 
renewable distributed generators. Related analytical techniques are taken into 
account to include islanding operation, load shedding and curtailment policies in this 
approach. The proposed procedure for reliability evaluation in the noted work can be 
reduced by using a segmentation based strategy. In [41] an analytical adequacy 
evaluation method based on network segmentation is proposed which considers 
protection strategies and distributed generators. In this approach, the correlation 
between wind speed and load was included using a scenario reduction technique. In 
the case of distributed generators in an existing segment, the reliability impact on 
load points has been evaluated considering load curtailment.  
Based on the review of the literature and the short comings discussed and 
possible research potentials envisaged, a gap in the research work relating to this area 
is identified and new possible solutions are proposed. The short coming in the cited 
research is a solution for poor reliability in rural networks where there is no 
possibility of cross-connect switches addition due to long distances in these areas. 
One possible solution to poor reliability is addition of central energy storage by the 
aggregator to the network to supply the loads in islanding operation. However, some 
sizing and operation strategies are required to provide financial benefit to convince 
retailers/aggregators to facilitate such technologies in the network. In this context, a 
storage sizing framework is established based on financial incentive for 
aggregator/retailer and customers‘ reliability. The proposed storage sizing framework 
aims to minimize investment/maintenance costs, as well as the energy purchase cost 
from utility. Moreover, the reliability improvement of the network to a required level 
is considered as one of the optimization constraints.    
The propsoed approach in this thesis uses segmentation principal presented in 
[41] to introduce a reliability evaluation technique which is based on scenario 
definition. This strategy is far simpler than previous methods and suitable for large 
networks since we treat the network in simpler way and divide it into smaller parts. 
This technique can be used in all types of long term planning models and 
optimization problems. Moreover a scheduling strategy to increase the storage owner 
profit is defined in this work considering weather changes impacting on the load and 
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solar generation. Both reliability and scheduling strategies are then used in a storage 
optimum sizing framework with the objective of reliability improvement and energy 
cost reduction, considering optimum investment/maintenance costs of the storage.   
1.5 SCOPE OF THE THESIS 
The key idea for this research study is to optimize aggregator storage‘s size and 
locations with respect to investment and energy costs, while improving the 
customers‘ reliability. To achieve this objective, a central EES sizing framework in a 
segmented network is addressed in this thesis. In order to fullfill the main objectives 
of this work, the scope of this research work is summarized as the followings:     
1.  Reliability evaluation of distribution network with load flow constraints 
consideration such as voltage level and maximum line current capacity 
limitation.   
2.  Clustering the data of hourly historical load demand, solar PV 
generation, and electricity price on an annual basis, using statistical 
approaches. 
3. Introducing a scheduling strategy for the storage to minimize the energy 
costs of the network by storing low price energy and PV surplus 
generation to dispatch during peak hour periods.  
4. Proposing a segment based reliability evaluation strategy to utilize hourly 
state of charge of the storage in addition to hourly load and PV 
generation data affected by the weather changes. 
5. Combining the abovementioned strategies to define the storage sizing 
framework for rural distribution networks. 
6. At transmission and generation level, estimating energy value of PV-EES 
and CSP-TES technologies in the Australian national electricity market.  
1.6 METHODOLOGY AND RESEARCH DESIGN 
In a rural network, it is assumed that an aggregator is responsible for trading 
electricity between utility and the customers. The natural consequence of this setup 
can translate in peak load shaving, storing customer‘s surplus PV generation, and 
minimizing the cost of electricity purchase from utility. The proposed solution in this 
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work helps the aggregator to find optimal capacity and location of EESs in the 
network. The objective of the optimization approach used in this thesis is to 
minimize EES investment/maintenance and energy purchase costs, while maintaining 
a specified level of system reliability for customers.  
In rural networks, consumers are mainly farmers, geographically located far 
apart. In order to add EES to a network with such distributed loads, the network is 
divided into segments. The rationale behind the use of network segmentation [41, 46] 
in this work is to allow a systematic and economic operating plan for self-supply of a 
segment as an island, and for reducing power losses. This arrangement can also 
improve system reliability, and help efficient operation. 
The following assumptions are considered in this work: 
1. The distribution network is radial and there are no cross-connect switches 
in the network. 
2. A segment is part of the network with a recloser (or a static switch) at the 
start of the segment. It includes customer loads that are near in one area; 
loads that are geographically close. The main supply lines feeding a 
segment have isolators to manually isolate a fault.   
3. At any time, an aggregator can trade electric energy with a utility/retailer 
at the Locational Marginal Price (LMP). The wholesale market and 
electricity retailing details are ignored in the sizing framework. 
4. The aggregator is able to store customers‘ surplus PV energy at a pre-
determine price. 
5. The aggregator sells electricity to customer at prevailing retail tariff price 
(tariff 62 in Queensland in this study) irrespective of whether that energy 
is sourced from the utility or EES provider‘s discharge.  
6. Islanding operation is allowed and it is assumed that; upon generation 
exceeding load there would not be any voltage and thermal rating 
problems in islanded operation.  
7. Transformers are assumed 100% reliable. 
In this thesis a k-mean clustering technique is used to cluster the annual hourly 
load, solar energy, and electricity price to k non-overlapping clusters. These 
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clustered data are then used in storage scheduling strategy. The proposed scheduling 
strategy is a procedure for making decision on charging/discharging the storage by 
the aggregator. The aggregator has the choice to charge the storage by purchasing 
electric energy from the utility or purchasing customer‘s surplus PV generation. The 
proposed scheduling strategy uses fmincon deterministic optimization tool to 
optimize the energy cost of the network at each hour considering load demand, PV 
generation, and electricity price.  
In the next step of the work, a scenario based reliability evaluation strategy 
suitable for large distribution networks is proposed. This strategy is defined based on 
segmentation definition to minimize the loss in the network. Instead of average load 
and generation values which are used in long term planning techniques, the clustered 
hourly data are used in this strategy to increase the accuracy of the evaluation. The 
advantage of this clustered data usage is that in this way the impact of weather 
changes on load demand, PV generation is taken into reliability evaluation.   
In the next part of the work, the aforementioned strategies for storage scheduling 
optimization and reliability assessment are used in a genetic algorithm (GA) 
optimization considering all technical constraints to form a framework for sizing the 
energy storage. 
In the last part of this thesis research work, the energy value of large scale 
deployment of PV with optimal EESs in Queensland rural network is estimated. 
PLEXOS production cost simulation is used to model the NEM entire generation 
fleet and estimate the operation benefit of utility scale PV-EES. As a complementary 
work, the energy value of another form of solar energy resource is estimated which is 
concentrated in one point; unlike distributed PV resources. Concentrated solar power 
(CSP) with thermal energy storage (TES) can be installed in one place and operates 
as a power plant.       
The summary of work presented in this thesis is shown in Figure  1-1. More details 
of the work are presented in the relevant chapters. 
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Figure  1-1: The summary of the thesis 
1.7 THESIS OUTLINE 
The thesis is organized in six chapters. Followings are overviews of chapters. 
Chapter 2: In this chapter re-supplying the loads on outage through cross-
connect from adjacent feeders in a distribution system which may cause voltage drop 
is investigated [47]. In this context, the PV surplus generation impact on voltage and 
reliability of the network is evaluated. In order to estimate these effects, chapter 2 
proposes the direct method load flow [48] application in reliability assessment of 
distribution systems including PV units. As part of this study, load demand changes 
by the impact of weather condition and surplus PV generation injection to upstream 
networks are also considered. New indices for annual energy export from LV to MV 
network are also proposed in this chapter.  
Chapter 3: A study on the economic deployment of Electric Energy Storage 
(EES) integrated with Renewable Energy Resources (RER) in distribution systems is 
provided in this chapter [49, 50]. Optimum scheduling of EES can provide energy 
management opportunity by the ability of shifting energy over the time. Optimum 
scheduling of EES can also reduce cost of purchased energy to be paid by retailers to 
the utility while improving the reliability of customers in distribution system. On the 
other hand, scheduling strategy can reduce the impact of market price spikes and 
load uncertainty on the retailer/aggregator profit. In this context, chapter 3 proposes 
two optimum scheduling strategies for energy storage to increase aggregator/retailer 
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profit and reduce the impact of load and price uncertainty. In this strategy the 
application of energy arbitrage is used for storage scheduling. The first strategy 
objective is to minimize energy costs by purchasing low price electricity and selling 
in peak-load periods. Then the second strategy is expanded to minimize the cost of 
energy to be paid by the aggregator/retailer to the generator in hedging contract. A 
case study is provided to illustrate the effectiveness of the proposed strategy in 
retailers‘ financial benefit.  
Chapter 4: This chapter represents a framework for network reliability 
assessment to include central storage scheduling strategy in the evaluation. In this 
technique, seasonal effects on load demand and RER output, electricity market price, 
islanding provisions and EES state of charge (SOC) are considered in reliability 
evaluation procedure. Finally, a case study is presented to illustrate the application of 
this approach and to evaluate the results.  
Chapter 5: In the abovementioned chapters it is concluded that the addition of 
scheduled energy storage with PVs in the network can improve reliability and 
minimize energy costs of the distribution system.  However, it is important to utilize 
the optimum capacity and location of the storage in the network to balance the 
storage investment costs, operation/maintenance costs, and reliability level of the 
system. In order to complete the investigations of previous chapters, chapter 5 
proposes a framework for optimal allocation of aggregator owned central Electric 
Energy Storage (EES) in rural radial feeders. The target is to find the best EES 
capacity and location in order to minimize investment/maintenance and energy costs, 
while maintaining a specified level of system reliability. As part of EES sizing 
optimization in this strategy, the impact of weather changes on load demand, PV 
generation, charge/discharge scheduling and system reliability are included – using 
the k-means clustering technique. The proposed reliability evaluation framework and 
storage scheduling strategy in previous chapters are used in the storage sizing 
optimization framework. Finally, the proposed sizing framework is applied to a 
single wire earth return (SWER) network in Queensland. The results are examined 
and discussed to show the effectiveness of this method.  
Chapter 6: The research work up to chapter 6 assumed that the solar PV 
panels are customer owned and distributed in the residential areas. Central energy 
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storage in the distribution network together with distributed solar PVs bring 
operational benefits to the network by peak load shaving in the distribution network.  
On the other hand, new utility-scale solar technologies that have recently 
drawn a lot of interests bring operational benefits to the network by replacing high 
cost generated energy in the network. One of these utility-scale technologies is 
concentrated solar power (CSP) which has the ability to be equipped with thermal 
energy storage (TES). The CSP with TES is a dispatchable source of electricity 
which will change the unit commitment of the generators in the network by replacing 
high cost stacked generations in peak periods.  
Both distributed PVs with central energy storage and CSP with TES bring 
operational benefit to the network by shaving peak load and replacing high cost 
generations respectively. So it would be interesting to model the CSP-TES and PV-
EES of the same capacity in the network and estimate the operational benefit of each 
technology in the Queensland rural network. In this regard, chapter 6 represents an 
evaluation of the energy value of PV with optimal central EES and CSP-TES with 
the same capacity as aggregated PVs in the Queensland rural network.  
 
 
  Chapter 2: Impact of PV Units on Distribution System Reliability 15 
Chapter 2: Impact of PV Units on 
Distribution System Reliability  
2.1 INTRODUCTION 
With the developments in technologies and enhanced costs, renewable energy 
resources have drawn a lot of interests recently. Micro-grids including a variety of 
renewable and distributed resources have significant impact on the reliability of 
distribution systems, but create more complexity in reliability evaluation and long 
term planning of the system. In this context, improved strategies are required to 
evaluate the reliability of new complex networks including renewable energy 
resources (RER), especially solar PV units. In this work PVs are considered as the 
available renewable source in the network.   
Distributed PV panels in the low voltage network provide alternative supply in 
case of the network interruptions and hence improve the reliability of customer‘s load 
supply. The generation output of renewable resources is stochastic depending on 
environmental conditions. Different strategies have been used in literature to model 
and predict the output of these resources. In [51] a model based on the annual per unit 
power output data for solar and wind units during different seasons has been used to 
estimate the RER output. In another approach [52] prediction method has been used to 
model PV generation, using historical data by a normal distribution function or in [53]  
modeling PV output has been reported by a normal distribution function including the 
predicted generation. Defined models for PV and consumed load provide more 
realistic reliability estimation in the network. In order to obtain more accurate 
estimation, load flow studies using these models are necessary to assess system 
adequacy and quality. In [54] based on the solar irradiance amount, a PV system is 
defined by an equivalent circuit model similar to the model presented in [55]. The 
model was then used to evaluate the reliability of micro grid. In [54] a power flow 
was used to estimate the forced outage loads to quantify the frequency and duration of 
supply interruptions. The use of power flow for the abovementioned applications is 
extended to probabilistic method based on forward/backward substitution power flow 
[56] and Gauss-Seidel load flow technique [57], which are time consuming and 
converge at a slow rate [58]. The development of sparse matrix methods [59, 60] has 
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increased the usage of Newton-Raphson load flow method [58] which sometimes 
faces an ill-conditioned problem during contingency analysis, for the reliability 
assessment application. A new approach named direct method load flow which has 
been introduced in [48] is suitable for large-scale distribution systems and reliability 
application. The time-consuming procedures, such as the LU factorization and 
forward/backward substitution of the Jacobian matrix or Y admittance matrix, are not 
required in this technique. On the other hand, the ill-conditioned problem that usually 
occurs during the LU factorization of the Jacobian matrix or Y admittance matrix will 
not occur in the direct method load flow analysis. Hence this method is strongly 
recommended for using in reliability and adequacy assessment applications. In this 
chapter an alternative strategy for distribution system adequacy assessment using 
direct method load flow is proposed to consider network quality constraints and 
estimate energy export to higher voltage networks. A realistic seasonal variation of 
load and PV generation data in and annual basis, suitable for analytical method, is 
used in order to evaluate the impact of PV surplus energy on distribution system 
reliability. In addition, new indices are proposed in this chapter to estimate exporting 
surplus PV energy to higher voltage grid. These indices are useful for long term 
planning and distribution system future upgrading. 
This chapter is organized as follows. Section 2.2 presents an overview on 
reliability of power system. Section 2.3 provides a review of direct method load flow 
fundamentals. Section 2.4 defines a flow chart for reliability evaluation of distribution 
system considering load flow constraints in the network. In section 2.5 the reliability 
evaluation strategy in the presence of PVs is proposed. Section 2.6 introduces new 
indices evaluation for average injected surplus solar energy to the higher level 
distribution system. Finally, section 2.7 and 2.8 include the case study and summary 
of the work. 
2.2 AN OVERVIEW ON RELIABILITY OF POWER SYSTEM 
2.2.1 Introduction  
Electrical power systems have the responsibility of supplying customers with 
reliable and economic electrical energy. The impact of interrupt in electric service 
will affect both the utility supplying electric energy and the end users of the service 
[1]. Reliability of power system is the ability of the system to meet the customer‘s 
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requirements for electrical energy. Reliability is a measure of ability of any 
component, device or system to perform its intended function. The reliability 
measures used in a power system indicate how well the system performs its basic 
function which is supplying electrical energy to its customers [61].The reliability in 
general is usually divided into the two aspects of system adequacy and system 
security [1, 62] as shown in Figure  2-1. 
 
 
 
 
Figure  2-1: General area of ―reliability‖ 
 
System adequacy relates to the sufficient facilities existence to satisfy the 
consumer‘s load whereas system security is the ability of the system to cope with 
disturbances arising within the system [1]. The available techniques for power 
system reliability assessment are mostly confined to the adequacy assessment of 
power systems. A power system can be divided into three operation zones of 
generation, transmission and distribution as shown in Figure  2-2.  
 
Figure  2-2: Three zones of the power system[1] 
 
Reliability assessment at hierarchical level I (HL-I) is focused on the 
generation zone. Reliability evaluation at hierarchical level II (HL-II) is concerned 
with the ability of generation and transmission facilities to deliver energy to the 
distribution supply points. Adequacy evaluation at third level is related to the ability 
System Reliability 
System Security System Adequacy 
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of complete system including distribution to satisfy the energy demands of individual 
consumers [1, 62]. This research is related to distribution functional zone only. 
The techniques required to analyse a distribution system depend on the type of 
system and the required depth of analysis [1]. There are four different traditional 
methods to evaluate the reliability of distribution systems [1]. 
1. State space diagram 
2. Approximate method 
3. Network reduction method 
4. Failure mode and effect analysis  
These methods can be used for radial, parallel and meshed distribution 
networks [1]. The basic reliability assessment technique can be applied directly to 
these radial systems. In the basic technique, the reliability indices can be calculated 
using basic reliability parameters of the system which are average failure rate, 
average outage time, and average annual outage time. Two main methodologies are 
applied in distribution system reliability evaluation. These approaches are 
categorized into the two general methods of analytical and simulation. Analytical 
method represents the system by mathematical model and calculates the reliability 
indices by using direct numerical solutions. Simulation method on the other hand 
estimates the reliability indices by modelling the actual process and random 
behaviour of the system [1, 62, 63].  
2.2.2 Basic reliability indices 
The reliability indices can measure the network capability in term of the 
service continuity level which is provided to the customers. Two groups of the 
indices, load point and system indices are evaluated in the basic reliability 
assessment. 
 Load point indices 
The most commonly used load point indices are; load point failure rate, annual 
outage time, and average outage duration, as defined in the followings. These indices 
are not deterministic values. They are the expected or average values which represent 
long-run average values [1]. 
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Load point failure rate (λ): 
 
n
i i1
  ( 2-1) 
where; 
n = number of indices leading to load point failure 
λ = failure rate of each incident 
Annual outage time (U): 
i
n
i i
rU   1  ( 2-2) 
where; 
r = repair time of each incident 
Average outage duration (r): 

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 ( 2-3) 
Although the above three indices are basically important, they do not give a 
complete representation of the system behaviour and response [1]. For instance, the 
same indices would be evaluated irrespective of whether one customer or a number 
of customers were connected to the load point or whether the average load at a load 
point was 5kW or 500MW [1]. In order to reflect the significance or severity of a 
system outage, system reliability indices are defined in the following [1]. These 
reliability system indices are categorised into two groups. The first category is 
customer- oriented indices and the second category is load- and energy- oriented 
indices [1]. 
 System indices 
Customer – oriented Indices 
SAIFI – system average interruption frequency index 
i
ii
N
N
SAIFI



 
( 2-4) 
where; Ni is the number of customers of load point i 
CAIFI – customer average interruption frequency index 
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where; Na is the number of affected customers of load point i 
SAIDI – system average interruption duration index 
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CAIDI – customer average interruption duration index 
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ASAI – average service availability index 

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Load – and energy – oriented Indices 
ENS – energy not supplied 
 iia ULENS )(  ( 2-9) 
where; La(i) is the average load connected to load point i 
AENS – average energy not supplied 
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ACCI – average customer curtailment index 
aN
ENS
ACCI   ( 2-11) 
2.3 DIRECT METHOD LOAD FLOW ANALYSIS 
In order to include load flow constraints in reliability evaluation Direct Method 
load flow [48] is used in this work. This method is recommended for large-scale 
distribution systems load flow analysis and for using in adequacy assessment 
strategies. The reason is that the time-consuming procedures, such as the LU 
factorization and forward/backward substitution of the Jacobian matrix or Y 
admittance matrix, are not essential in this method. The ill-conditioned problem that 
usually occurs during the lower upper (LU) decomposition of the Jacobian matrix or 
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Y admittance matrix will not occur in the direct method load flow. Hence this 
technique is efficient to be combined with adequacy assessment methods. Two 
matrices are used in this method, BIBC which is the bus-injection to branch-current 
matrix and BCBV which is the branch-current to bus-voltage matrices. These 
matrices can be defined as in ( 2-12) and ( 2-13) [48]: 
          B = BIBC . I  ( 2-12) 
          ΔV = BCBV . B  ( 2-13) 
Where; 
B: branch currents matrix 
I: bus injection matrix 
ΔV: voltage difference between each node and slack bus 
The BIBC and BCBV matrices are formed based on the structure of the 
distribution system. By combining ( 2-12) and ( 2-13), the relationship between bus 
current injections and bus voltages can be expressed as follow: 
                      ΔV = BCBV . BIBC . I = DLF . I  ( 2-14) 
DLF matrix defines the relationship between bus current injections and bus 
voltages. Finally, the solution for distribution system load flow analysis can be 
obtained by solving ( 2-15) iteratively: 

 
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V
 ( 2-15a) 
        
k+1 kΔV = DLF . I  ( 2-15a) 
     
     
k+1 0 k+1ΔV = V + ΔV  ( 2-15a) 
 
where; V
0 
is slack bus voltage.  
2.4 RELIABILITY EVALUATION BASED ON LOAD FLOW 
In this section a strategy for reliability assessment of the distribution system 
considering power flow constraints is presented. Figure  2-3 shows the procedure of the 
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proposed strategy. According to this figure, outage contingencies should be identified 
and enumerated firstly. The network is then reconfigured based on each failure in the 
network and load flow is performed for the new formed network. Then, bus voltages 
should be compared with acceptable pre-determined values. In this step no PV is 
considered in the network therefore any voltage violation (drop) is due to the load 
consumed in each feeder. If a node voltage is violated, load shedding is applied until 
the voltage is within the acceptable range. Finally, the load point and system 
reliability indices can be obtained based on outage duration and frequency of the load 
points.  
 
Figure  2-3: Reliability assessment using direct method load flow 
 
2.5 PROPOSED APPROACH FOR RELIABILITY EVALUATION OF 
DISTRIBUTION NETWORK INCLUDING PV RESOURCES 
The concept of reliability evaluation in the presence of PVs is proposed in this 
section. In the proposed formulation the following assumptions are considered: 
1. The distribution system is radial. 
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2. A fault is repaired before a subsequent one occurs  [64]. 
3. PVs are 100% reliable. 
4. In case of any fault in the main lines, after isolating the faulted line, the 
cross connect switch is connected to supply loads through the alternative 
feeder. 
As PV generation depends on the sun radiation and the weather condition, the 
PV output profile will be changed in different days of a year. However, incorporating 
all days of a year in the reliability assessment needs considerable computation 
resources and time. As the pattern of insolation may be quite similar in different days 
of a season, therefore a year can be divided into days with similar climate, radiation 
intensity, and load patterns. Summer, autumn and spring are considered as different 
seasons in Queensland, Australia where weather and load consumption would exhibit 
similar behavior. One day of each season is considered in this work as representing 
similar days of that season. Although this is not a complete representation of all days 
of a season, here the concept of using these data is introduced. In the following 
chapters complementary data clustering technique will be used to find similar days of 
a year properly. For simplicity in the calculation, spring and summer weight factors in 
a year are considered 30% and autumn 40% which all are appropriate weight factors 
to complete a year in Australia. For reliability calculation in the presence of PVs, a 
day can be divided into two parts as follows. 
Part 1: portion of a day in which PV generation exceeds load consumption. 
This is around midday. 
Part 2: portion of a day in which PV generation is nil and is ignored.  
An estimated average for the surplus PV period and no PV period can be 
deduced for these models. When generation is more than the load, the surplus power 
is injected to medium voltage network and contributes in supplying neighboring loads 
via medium voltage network. For calculating reliability indices, this surplus power 
and its proportion of time in a day are considered. Figure  2-4 presents a calculation 
process for the proposed concept. 
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Figure  2-4: Reliability assessment based on load flow considering weather changes 
 
2.6 POWER INJECTION INDEX 
The surplus PV power generated in low voltage feeders which is injected to 
medium voltage distribution network can supply neighbour loads or MV feeders on 
outage through cross-connect and hence reduce load shedding.   
This will improve reliability of distribution system. However, the amount of this 
injection is limited due to power quality constraints in the system. Measuring the 
annual and average amount of the injection is useful for system planning and 
operation, predicting the limiting maximum growth of distributed generation in the 
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future. In this regard, a set of new indices for evaluating annual and average surplus 
power injection to the distribution system during a year is proposed. This index 
presents a bench mark for total and average power injection generated by PVs to the 
distribution system and named as total annual energy injected ―EI‖, and average 
annual energy injected ―AEI‖ to the distribution system. Equation  ) provides the 
formulations for these indices.  

n
i i
i=1
EI = P .A             kWh  a 
 PV
EI
AEI =
N
          kWh  b 
Where; 
                      if  Pgen > Pload 
Pi =   
              0                if  Pgen < Pload 
where; 
A       Total availability of each load point 
Npv     Total number of customers with PV installation 
To achieve annual value for EI and AEI, load and generation data for each 
season and the proper weighting factor of each season in a year should be taken into 
account. Equation  ) is used for annual availability calculation.  
  A = 100 - U / 8760* 100 * 8760 / 100    ) 
 
2.7 CASE STUDY 
The RBTS distribution system at Bus 2 is used in this chapter for a case study 
as shown in Figure  2-5 [65].   
 
 
 
 
load
i
gen
i PP 
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Figure  2-5: RBTS distribution network at Bus 2 
 
Load active and reactive power of the system is considered as shown in 
Table  2-1. Various lines‘ resistance and reactance are shown in Table  2-2. Maximum 
line capacities of the distribution system are according to Table  2-3 and components‘ 
failure rate, repair and switching times are shown in Table  2-4.  
A comparison between system indices using connectivity (no rating 
limitations) method and voltage and current constraint considerations are 
demonstrated in Table  2-5. As this table shows, the reliability indices deteriorate 
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when considering capacity and voltage constraints in the system due to necessary 
load shedding in the system.  
Table  2-1: Loads active and reactive power 
 
Load point Number of 
customers 
Average P 
kW 
Average Q 
kVAR 
LP1 ,LP2, LP3, LP10, LP11 210 535 259 
LP4, LP5, LP13, LP14, LP20, LP21 1 
 
566 274 
LP6, LP7, LP15, LP16, LP22 10 454 219 
LP8 1 1000 484 
LP9 1 1150 556 
LP12, LP17, LP18, LP19 200 450 217 
 
Table  2-2: Line types 
 
Type  Resistance/km  Reactance/km 
1 
 
1.376 
 
0.3896 
2 
 
0.981 
 
0.3797 
3 
 
0.5441 
 
0.3673 
4 
 
0.3657 
 
0.3579 
5 
 
0.2745 
 
0.3112 
6 
 
0.1223 
 
0.2446 
 
Table  2-3: Lines maximum capacity 
 
Line number Maximum(MW) Line type 
1, 12, 16, 26 4 6 
4, 14, 18, 29 3 4 
10, 24, 34 2 1 
7, 21, 32 2 4 
2, 3, 5, 6, 13, 15, 17, 19, 20, 27, 28, 30, 31 - 4 
8, 9, 11, 22, 23, 25, 33, 35, 36 - 1 
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Table  2-4: Components failure rate, repair and switching time for RBTS Bus 2 test 
system 
 
Line active failure rate 0.065 failures/km-year 
Line repair time 5 hours 
Transformer active failure rate 0.015 failures/year 
Transformer repair time 200 hours 
Isolator switching time 1 hour 
Re-closer switching time 1 hour 
 
 
Table  2-5: Reliability Indices Considering Connectivity and Voltage/Capacity 
Constraint 
 
Index SAIDI SAIFI CAIDI ASAI ASUI ENS(kWh) 
Connectivity 3.612 0.248 14.55 0.999588 0.000412 37746 
Load flow constraint 3.720 0.248 14.98 0.999575 0.000424 38902 
 
In this part, the reliability of the test system is evaluated using the flow chart 
diagram of Figure  2-3, considering voltage and capacity constraints. The load points 
and node voltage amounts for one of the worst cases, a fault at line number 16, is 
shown in Table  2-6. In this case, shedding loads LP11 and LP12 cannot fix the 
voltage and capacity violations, further load shed is applied to loads LP13 and LP14 
to fix the problem. This shedding procedure should be continued to obtain an 
acceptable value for the voltages in the network. For all failure contingencies the 
same procedure is followed. 
 
 
 
 
 
 
 
  Chapter 2: Impact of PV Units on Distribution System Reliability 29 
Table  2-6: Load and node Voltages for feeder number 3&4 connected via tie switch, 
in case of fault in line 16 (before and after load shedding) 
 
Node Voltage (P.U) 
Shed 
loads 
- LP11-12 LP11-14 
Node1 0.981 0.983 0.985 
LP16 0.970 0.974 0.978 
LP17 0.969 0.973 0.977 
Node2 0.969 0.973 0.977 
LP18 0.952 0.960 0.968 
LP19 0.950 0.958 0.967 
Node3 0.950 0.958 0.966 
LP20 0.936 0.948 0.961 
Node4 0.930 0.942 0.955 
LP21 0.905 0.926 0.949 
LP22 0.899 0.920 0.943 
Node5 0.899 0.921 0.944 
LP15 0.901 0.922 0.945 
Node6 0.881 0.914 - 
LP13 0.875 0.908 - 
LP14 0.875 0.908 - 
Node7 0.878 - - 
LP11 0.876 - - 
LP12 0.876 - - 
 
In this part, reliability assessment of distribution system in presence of PV units 
is performed using the proposed approach. Realistic patterns for the consumed load 
profile and the PV generation are considered for this case study. The load signatures 
are similar for all loads in this work; however, upon availability of data, different load 
patterns can easily be included in this approach. The data is derived from reference 
[66], which is based on a study in Western Australia. The data for summer, autumn, 
and spring were measured from 11/0.4kV transformer side for each load point and 
PV. The graph for a measured load point which contains 210 residential customers 
with 5kW PV in each house in summer is shown in Figure  2-6. For this case study it 
is considered that the customers in load points 1, 2, 3, 10, and 11 have PV installation 
on their rooftops. These load points contain 210 residential customers with PV in each 
load point. Moreover, loads 12, 17, 18, and 19 which contain 200 customers in each 
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include PVs in their rooftops. Set of 5 kW PV for each customer is considered in this 
study.  
 
 
Figure  2-6: Load and PV profiles in summer from 11/0.4kV transformer side 
Table  2-7 and Table  2-8 give the average of load and generation during the 
times in a day when PV generations exceed the load. These values are the average 
values which are derived from load and PV profiles. 
Table  2-7: Average load when PV generation exceeds load consumption 
 
Load point 
Summer Spring Autumn 
Ave load from 
8AM to 5PM(kWh) 
Ave load from 
9AM to 5PM(kWh) 
Ave load from 
10AM to 4PM(kWh) 
LP1 ,LP2, LP3, 
LP10, LP11 
564 216.8 464 
LP12, LP17, LP18, 
LP19 
705 216.8 580 
 
Table  2-8: Average PV generation when PV generation exceeds load consumption 
 
PV generation related 
to load points 
Summer Spring Autumn 
Ave Gen from 
8AM to 5PM(kWh) 
Ave Gen from 
9AM to 5PM(kWh) 
Ave Gen from 
10AM to 4PM(kWh) 
LP1 ,LP2, LP3, 
LP10, LP11 
1253.6 1143.1 868 
LP12, LP17, LP18, 
LP19 
1193.2 1088.6 826.6 
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Table  2-9 provides the average surplus PV generation during the times of the 
day which PV generation exceeds load consumption for all load points in the table. 
These values are derived from differences in average load consumption and PV 
generation for all load points. Negative sign in this table represents energy generation. 
As Figure  2-6 shows, the maximum PV generation in summer happens between 8AM 
and 5PM, similarly in spring between 9AM to 5PM and in autumn between 10AM to 
4PM.  
Table  2-9: Average surplus PV generation when PV generation exceeds load 
consumption 
 
Load point 
Summer Spring Autumn 
Total load and 
generation(kWh) 
Total load and 
generation(kWh) 
Total load and 
generation(kWh) 
LP1 ,LP2, LP3, LP10, LP11 -689.6 -926.3 -404 
LP12, LP17, LP18, LP19 -488.9 -871.8 -246.6 
 
According to aforementioned tables, the percentage of the day with surplus 
power generation and without power generation can be calculated. The reliability 
indices are calculated separately for these two parts of the day in each season. For 
annual reliability assessment the portion of summer, spring and autumn should be 
considered in the calculations. Equation  ) demonstrates this concept and  
 
Table  2-10 demonstrates the results for seasonal and annual reliability indices 
separately.  
Spring: 
Index= Index (with PV) x 33% + Index (without PV) x 67%              a) 
 Summer: 
Index= Index (with PV) x 37.5% + Index (without PV) x 62.5%  b) 
Autumn: 
Index= Index (with PV) x 25% + Index (without PV) x 75%              c) 
Annual: 
Index= Index (spring) x 30%+Index (summer) x 30%+Index (autumn) x 40% 
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Table  2-10: Reliability Indices for RBTS distribution system at BUS2 with PV units, 
with Direct Method load flow 
 
Index SAIDI SAIFI CAIDI ASAI ASUI ENS(kWh) 
Spring 3.613 0.248 14.55 0.999588 0.000412 37860 
Summer 3.613 0.248 14.55 0.999588 0.000412 37875 
Autumn 3.623 0.248 14.60 0.999586 0.000413 37935 
Annual 3.617 0.248 14.572 0.999587 0.000413 37895 
 
Table  2-11 presents a comparison between reliability indices with and without 
PV installation, using the Direct Method load flow and connectivity. It is obvious that 
the system reliability indices relating to load unavailability are improved after adding 
PV to the system. It is predicted that by adding more PVs to other load points, the 
reliability of the system improves; however, quality constraints such as voltage rise 
may occur.  
Table  2-11: Reliability Indices Considering Connectivity and Voltage/Capacity 
Constraint with and without PV 
 
Index SAIDI SAIFI CAIDI ASAI ASUI ENS(kWh) 
Connectivity 3.612 0.248 14.55 0.999588 0.000412 37746 
Load flow without PV 3.720 0.248 14.98 0.999575 0.000424 38902 
Load flow with PV 3.617 0.248 14.57 0.999587 0.000413 37895 
 
In this case reliability indices are calculated based on load flow for each failure 
contingency. The results show that load shedding is reduced since PVs supply some 
of the loads during outages. The node voltages in the case of an outage on line 
number 16 in presence of PV are demonstrated in Table  2-12, as an example. 
According to the results, voltage drops are reduced in comparison with Table  2-6, so 
that load shedding is not required in this case. 
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Table  2-12: Voltages for feeder number 3&4 connected via tie switch, in case of 
outage on line 16, with PV summer 
 
Node Voltage (P.U) 
Node1 0.981 LP22 0.947 
LP16 0.983 Node5 0.948 
LP17 0.982 LP15 0.949 
Node2 0.984 Node6 0.951 
LP18 0.976 LP13 0.945 
LP19 0.977 LP14 0.945 
Node3 0.977 Node7 0.953 
LP20 0.966 LP11 0.9542 
Node4 0.960 LP12 0.953 
 
The evaluations for EI and AEI are done on RBTS distribution system at Bus 
2. The results are provided in Table  2-13. These indices give the average and the 
total power injection to the distribution system in a year considering the load and PV 
generation models in different seasons of a year.  
Table  2-13: EI and AEI for RBTS Distribution at Bus 2 
 
Index EI (kWh) AEI (kWh) 
Spring 18,987,605 10,263 
Summer 18,375,271 9,932 
Autumn 6,945,966 3,754 
Annual 13,987,249 7,560 
 
2.8 SUMMARY 
Quality constraints such as voltage, reactive power and lines and transformers 
capacity violations can affect distribution system reliability, with and without 
renewable energy sources such as PVs. Therefore, the surplus PV power wheeled 
through the distribution network to supply other customers, and exported to higher 
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voltage network can be affected. The reliability estimates together with these 
operational considerations can be very helpful to establish an adequate planning for 
PV installations. In this chapter, the impact of PV resources on medium voltage 
distribution system reliability using Direct Method load flow was conducted. It was 
shown that quality issues can adversely affect the system reliability. In another word, 
in case of line failure in the network and supplying remaining loads via cross connect 
switches, load flow constraints such as voltage and line current capacity limitations 
lead to more load shedding which results in more customer interruptions and 
consequently worsens reliability of the network. Inclusion of PVs in the system was 
shown to reduce load shedding by injecting surplus power to distribution system to 
contribute to the medium voltage feeders supplying. As a result, reliability of 
distribution system was improved. In addition, a set of new indices were established 
to provide the estimation of total Energy Injection (EI) and Average Energy Injection 
(AEI) to medium voltage network during a year. These indices can be useful to 
estimate system limitation for future planning and upgrades. 
In order to consider weather changes impact in the assessment more accurate 
techniques are required to find the similar weather conditions of a year. In the 
following chapters, data clustering techniques are used to find non-overlapping 
similar days and hours of a year to use in the reliability assessment strategies. 
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Chapter 3: Electric Energy Storage 
Scheduling Strategy 
3.1 OVERVIEW 
The power system utility has the responsibility of supplying service with 
electrical energy economically and with an acceptable degree of reliability and 
quality. The integration of RER and EES in distribution systems has a significant 
impact on improving reliability of the system. The main advantage of energy storage 
includes electric energy time-shift, frequency regulation and transmission congestion 
relief [67]. On the other hand, EES scheduling strategy can improve network 
reliability in distribution system while minimizing the cost of purchased energy from 
utility. Smart grid communication facilities and EES flexible operation together 
provide the possibility of implementing scheduling strategies to manage energy 
transaction and delivery while minimizing cost of energy purchased. 
In this chapter two scheduling strategies for energy storage are proposed. The 
first strategy aims to minimize the cost of energy which is purchased from the utility. 
The second scheduling strategy focuses on reducing the impact of price and load 
uncertainty on the aggregator financial benefits. A case study is also provided for this 
strategy to show the effectiveness of the proposed scheduling strategy. This chapter 
is organized as follows: Section 3.2 presents the first scheduling strategy and section 
3.3 proposed the second scheduling strategy. 
3.2 EES SCHEDULING STRATEGY TO REDUCE ENERGY COSTS 
Research has been conducted in the area of managing energy resources 
including both generation and storage facilities for various objectives. Authors in 
[46] have focused on the reliability improvement of the power system brought by the 
utilization of energy storage in the local distribution system integrated with 
renewable energy generation. A Model Predictive Control based operation strategy 
for energy storage considering renewable energy integration has been presented in 
this work, and then a frame work for reliability assessment based on Monte Carlo 
simulation has been proposed, where wind turbine energy, load, and price for a 24-
 36  Chapter 3: Electric Energy Storage Scheduling Strategy 
hour period has been predicted using forecast models. The authors‘ assumptions are 
that a load aggregator purchases electric energy to serve its customers with reliable 
power supply while minimizing the purchased energy cost, where energy price is 
assumed to be determined by the market [46].  An intelligent operation strategy for 
energy storage which improves reliability considering the renewable energy 
integration is presented in [67]. The smart grid communication and control network 
is utilized to implement the proposed energy storage operation. A power system 
reliability evaluation framework is also proposed to study the reliability impact 
brought by the energy storage integration and operation. Wind turbine resource and 
Monte Carlo simulation method were considered in this approach. In this section a 
scheduling strategy for EES to minimize the cost of purchased energy is proposed 
and its impact on improving the reliability of distribution system is investigated. PV 
generation as renewable resource and analytical reliability assessment method are 
used in this work. A case study is presented to show the extent of reliability indices 
improvement by using this strategy for EES.   
3.2.1 Problem formulation 
Electricity suppliers are always confronted with uncontrollable damage and 
interruption in distribution feeders. Such damages and interruptions reduce the 
reliability of the network in supplying loads. The electricity supplier‘s objective is to 
reduce impact of such problems on customers while optimizing the costs of the 
network. The integration of distributed renewable energy sources in the system has 
provided the ability to operate either connected to the main substation or in an active 
islanded state. However, one key issue relating to renewables such as wind power and 
photovoltaic (PV) is that these resources have obviously random and intermittent 
output characteristics [47].  Using EES in the network to store surplus energy makes it 
possible to manage the generated energy by such resources. Implementing scheduling 
strategy for EES would be one step toward the utility target for improving reliability 
with the optimal costs.  
This chapter proposes a central EES scheduling strategy to aim the 
abovementioned goals. It is assumed that an aggregator is responsible for supplying 
power to its customers. In order to manage the PVs generated energy and minimize 
the cost of the purchased energy from utility, the aggregator adds central medium 
voltage EES to the network. The aggregator is able to purchase electricity from utility 
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and sell it to the customer and also charge the storage by surplus PV generation. 
Generally, the load at a given time is determined by customers and is inelastic to price 
except considering demand response [30]. In some demand response programs, load 
might be controlled (curtailed) during some periods of time by the system operator, or 
customers might adjust their demand according to real time electricity price signals. 
By adding EES into distribution systems in order to store low price electricity to 
deliver during peak times, aggregators are able to reduce the cost of energy purchased 
while preventing load curtailment. The proposed scheduling strategy aims to 
implement a periodic scheduling routine in order to minimize cost of purchased 
energy using forecasted load, PV energy and price of electricity. In this strategy, the 
system will determine the amount of energy to be stored in each period, based on the 
price, load, and PV generation in that period.  
A simple block diagram of a distribution feeder integrated with RER is shown 
in Figure  3-1. This system includes PV as RER in some of the residential nodes. It is 
anticipated that the aggregator is the owner of EES in the distribution network in 
order to store energy and sell to customers during peak demand hours by utilizing the 
proposed technique in this chapter. For simplicity in this chapter, it is assumed that 
the aggregator can store surplus PV energy at zero cost; however in the next chapters 
a defined cost for surplus power purchased from customers is considered. 
Additionally, it is assumed that surplus power can be sold to the external grid. In this 
approach, the aggregator uses forecasted information of available supply and required 
load to determine EES charge and discharge based on forecasted electricity spot 
market price in each period. Available PV energy and EES charge and discharge are 
then evaluated such that imported power from utility and total cost of energy is 
minimized.    
 
Figure  3-1: Block diagram presenting a simple residential feeder 
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3.2.2 Energy storage proposed scheduling strategy  
The purpose of utilizing scheduling strategy is to schedule EES charge and 
discharge to minimize cost of energy purchased from generators. The total cost of 
energy purchased for N periods starting from k by a retailer can be defined as follows 
[68]: 
k+N
g g
t=k
C = C (t).E (t)  
( 3-1) 
where; 
C: Total cost of electricity ($) 
Cg: Electricity price ($/kWh) 
Eg: Purchased energy from utility (kWh) 
The electricity price and purchased energy are based on forecasted values.  
The objective of the control strategy is to schedule the EES charge and 
discharge. The EES in this work modeled as its State of Charge (SOC), charge, and 
discharge in each period of time. SOC at the end of period i can be calculated as 
follow [26]. 
( ) ( 1) . ( ) (1/ ). ( )ch disSOC t SOC t E t E tc d
      (‎3-2) 
Where; 
c : Charging efficiency including inverter losses 
d : Discharging efficiency including inverter losses 
Ech: Energy to charge EES 
Edis: Energy discharged from EES 
The total electric energy purchased by aggregator at each period can be defined 
as follow[68]. 
( ) ( ) ( ) ( ) ( )g L PV ch disE t E t E t E t E t     (‎3-3) 
where; 
EL: Total load demand (kWh) 
EPV: Total generated PV energy (kWh) 
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The objective function for total cost optimization is: 
)min(CM 
 (‎3-4) 
Subject to the following constraints: 
( ) maxmin
SOC SOC t SOC   (‎3-5) 
0 ( ) maxchE t Ch   (‎3-6) 
0 ( ) maxdisE t Di   (‎3-7) 
Methods have been developed for load, price, and PV output forecasting [69-
77]. These approaches can be used to obtain load demand, PV available energy and 
energy price for variety of applications. As forecasting methods are not the main 
focus of this work, it is assumed that the forecasted data is given.  
The basic procedure of the proposed method is that; a cost optimization 
problem determining the EES operation for the next 24 hours (24 periods) is solved 
in advance. The predicted energy price is divided into four price bands between 
minimum to maximum for that day. The proposed strategy will minimize the cost of 
purchased energy by scheduling EES charge and discharge. Optimization is based on 
electricity price, available PV generation and load consumption in the next period 
(hourly periods are considered). The scheduling strategy will determine whether to 
charge or discharge the EES, import or export power from utility. The optimization 
result then will be implemented to the system before the start of the next period. 
After applying this step, the system updates actual state for the first period based on 
real data. Then the procedure is repeated to solve the optimization problem for the 
next periods ahead. The steps of the proposed control strategy can be defined as 
follows: 
1. Obtain the predicted load, price and available PV energy for the periods 
ahead. 
2. Assign the load demand comparing with available PV generation. Select 
one of three different choices of PV energy less than load, greater than 
load or equal to zero. 
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3. Allocate the price of electricity from available choices among the five 
following levels, based on forecasted electricity price: 
 Minimum price 
 Lower shoulder 
 Mean price 
 Upper shoulder 
 Maximum price 
4. Assign the constraints for optimization based on previous decisions. 
Margins for EES state of charge should be considered in all period based 
on forecasted load. 
5. Solve the optimization problem for the next period considering previous 
and future periods to obtain charge and discharge amounts in current 
period, and energy import or export amount.  
6. Update actual state for this period based on real data.  
7. Continue for the next period and go to step 1. 
 At the end of the day the total energy consumption and energy export to upper 
voltage network is calculated based on actual data. In fact, there are special contracts 
between electricity retailer/aggregator and generators based on load prediction. 
Based on the accuracy of forecasting methods, retailer/aggregator is affected by the 
load uncertainty and price spikes in the network.  In the next part the scheduling 
strategy is expanded to reduce the impact of load uncertainty and price spikes on the 
retailer/aggregator.    
3.3 EES SCHEDULING STRATEGY TO REDUCE LOAD UNCERTAINTY 
AND PIECE SPIKE IMPACT ON HEDGING CONTRACT 
The integration of RER and EES in distribution systems has produced a lot of 
interest in solutions to postpone the costly network upgrade by managing energy 
sources and electricity storage in smart grid. The main advantage of energy storage 
includes electric energy time-shift, frequency regulation and transmission congestion 
relief [67]. On the other hand, EES management strategy can reduce price risk in the 
spot market. The Australian National Electricity Market (NEM) is an energy only, 
gross pool market, meaning that all energy is traded through a central clearing 
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mechanism. A market clearing price is calculated for each half hour trading interval, 
based on the bids and offers of generators and consumers[78]. Retailers/aggregators 
and market customers purchase their power from the spot pool market in their 
relevant region and pay the spot market price to AEMO (Australian Energy Market 
Operator)[79].  
 Electricity prices in the spot market are highly variable. The price, which 
usually sits between $0 and $100 per megawatt hour(MWh), can suddenly rise to the 
maximum spot price ($13500/MWh  in 2014/15) or fall to the price floor ($-
1000/MWh), depending on market conditions[78]. The former is required because it 
can be costly to turn a generator off, so that a generator may want to guarantee 
dispatch by bidding at negative prices[80]. Such price fluctuations potentially expose 
both retailers/aggregators and generators to significant risk. These two parties can 
agree to a hedging contract that will effectively set the price in advance. This type of 
contract allows a retailer/aggregator and a generator to deal in advance for a given 
quantity of electricity. In practice, the load quantity in the contract is estimated based 
on forecasted load and other available electric energy resources in the system. 
However, load uncertainty still causes risks for both sides of the contract. The 
occurrence of spikes in the spot electricity price also represents a major source of risk 
for retailers[81], hence managing this risk has significant impact on retailers benefit. 
This chapter proposes a technique in managing available electricity resources in order 
to reduce the impact of load and price uncertainty on retailer/aggregator‘s profit. The 
increasing contributions of EES and RER give more flexibility in energy management 
of smart grid, which should offer an optimal utilization with respect to imported 
energy from utility.  
3.3.1 Problem formulation 
Electricity suppliers are always confronted with demand and price uncertainty, 
even though forecasting methods are employed to provide future planning. The 
retailers‘ objective is to reduce amount of purchasing energy in peak hours in order to 
minimize impact of unpredicted load and price spike costs in hedging contract. By 
adding EES into distribution system in order to store low price electricity to deliver 
during peak times, retailers are able to reduce the cost of energy purchased from 
generators. Reducing the amount of purchased energy during peak hours can diminish 
the impact of load and price uncertainty on retailer‘s profit in hedging contract. In this 
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context, this chapter proposes a strategy which aims to implement a periodic 
scheduling routine in order to minimize the cost of purchased energy using forecasted 
load, RER and price, to reduce the impact of load and price uncertainty on 
retailer/aggregator‘s profit. 
A distribution network including PV generation is assumed to be supplied by an 
aggregator. An aggregator is the owner of EES in the distribution network in order to 
store energy and sell to customers during peak demand hours by utilizing the 
proposed technique in this work. It is assumed that the aggregator can store PV power 
with no cost. Additionally, it is assumed that surplus power can be sold to the external 
grid. In this approach, based on available PV energy, EES charge and discharge are 
evaluated such that imported power from utility in high price periods and total cost of 
energy are minimized.    
3.3.2 Energy storage proposed scheduling strategy 
The load aggregator signs a hedging contract with electricity pool market based 
on forecasted load, PV generation and electricity spot price. Figure  3-2 presents the 
parties of the contract. A range of approaches exists to allow retailers/aggregators and 
generators to trade electricity in quantities that vary throughout the day and that are 
unpredictable. The basic available approaches as presented in [82] are: 
1. A base load swap: a contract to trade a fixed amount of electricity for a 
certain price at all times in a day.  
2. A peaking swap: similar to a base load swap, but applying to trade only 
during a specific time of the day. For example, from 7am to 10pm and 
only on working days.  
3. A flat cap: a contract that gives the holder the option to buy a given 
amount of electricity at an agreed price.  
4. A peaking cap: similar to a flat cap, but can only be called on during peak 
hours.  
There are also a wide range of exotic contracts that are used by parties to 
manage risk, however, in this study no exotic contract is assumed. Peaking swap is 
considered as hedging contract between aggregator and pool market in this study, 
since swaps contracts are the most used contracts based on AFMA 2012 [83]. 
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Figure  3-3 shows a hypothetical hedging contract for a typical day which includes 
price and amount of agreed electricity and also amount of predicted load and spot 
pool price. Load aggregator and generator agree on peaking swap energy amount that 
is shown by dashed line. The dashed dot line presents the agreed price for swap 
contract. Continuous line shows the predicted load demand by aggregator. And the 
spot pool price is shown with round dot line. At the end of the day the total energy 
deviation from agreed amount should be calculated. Two parties will pay for any 
deviation from agreed value, which is calculated with the spot pool price.     
 
Figure  3-2: Block diagram presenting electricity pool market parties 
 
 
Figure  3-3: Load demand, spot price, and Peaking swap agreed values 
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Load uncertainty by its nature causes error between forecasted and actual load 
which may increase risk of retail for aggregators. Applying the proposed scheduling 
strategy reduces this risk by considering margins for EES state of charge in each 
period. The electricity price and purchased energy are based on forecasted values. In 
the presence of a hedging contract between the aggregator and generator, the extra 
cost of energy to be paid by sides of contract will be updated after N periods of k to 
k+N by using the following equation. 
( ( ) ( )). ( )p g h g
k N
C E t E t C t
t k

 

 (‎3-8) 
where; 
Cp: Total cost to be paid by aggregator ($) 
Eg(t): Total purchased energy at period t (kWh) 
Eh(t): Agreed purchased energy at period t (kWh) 
Cg(t): Spot pool price of period t ($/kWh) 
If Cp is negative it means that pool market will pay to the aggregator. The EES 
in this work modeled as its state of charge, charge, and discharge in each period of 
time. SOC at the end of period i can be calculated as follow [26]. 
( ) ( 1) . ( ) (1/ ). ( )ch disSOC t SOC t E t E tc d
      (‎3-9) 
where; 
c : Charging efficiency including inverter losses 
d : Discharging efficiency including inverter losses 
Ech: Electric energy to charge EES (kWh) 
Edis: Electric energy discharged from EES (kWh) 
The total electric energy purchased by aggregator at each period can be defined 
as follow. 
( ) ( ) ( ) ( ) ( )g L PV ch disE t E t E t E t E t     (‎3-10) 
where; 
EL: Total load demand (kWh) 
EPV: Total generated RER (PV) energy (kWh) 
  Chapter 3: Electric Energy Storage Scheduling Strategy 45 
The objective function for total cost optimization is: 
)min( pCM   (‎3-11) 
Subject to the following constraints: 
( ) maxmin
SOC SOC t SOC   (‎3-12) 
0 ( ) maxchE t Ch   (‎3-13) 
0 ( ) maxdisE t Di   (‎3-14) 
The basic procedure of the proposed method is that; a cost optimization problem 
determining the EES operation for the next 24 hours (24 periods) is solved in 
advance. The predicted energy price is divided into four price bands between 
minimum to maximum for that day. The proposed strategy will minimize the cost of 
purchased energy by scheduling EES charge and discharge. Optimization is based on 
electricity price, available PV generation and load consumption in the next period 
(hourly periods are considered). The scheduling strategy will determine whether to 
charge or discharge the EES, import or export power from utility. The optimization 
result then will be implemented to the system before the start of the next period. After 
applying this step, the system updates actual state for the first period based on real 
data. Then the procedure is repeated to solve the optimization problem for the next 
periods ahead. The steps of the proposed control strategy can be defined as follows: 
1. Obtain the predicted load, price and available PV energy for the periods 
ahead. 
2. Assign the load demand: 
 Load greater that 80% of peak value 
 Load between 80% of peak value and mean value 
 Load less than mean value  
3.  Select one of three following choices for PV generation: 
 PV energy less than load 
 PV energy greater than load  
 PV energy equal to zero 
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4. Allocate the price of electricity from available choices among the five 
following limits, based on forecasted electricity price: 
 Minimum price 
 Lower shoulder 
 Mean price 
 Upper shoulder 
 Maximum price 
5. Assign the constraints for optimization based on previous decisions. 
Margins for EES state of charge should be considered in all period based 
on forecasted load. 
6. Solve the optimization problem for the next period considering previous 
and future periods to obtain charge and discharge amounts in current 
period, and energy import or export amount.  
7. Update actual state for this period based on real data.  
8. Continue for the next period and go to step 1. 
 At the end of the day the total energy consumption and energy export to upper 
voltage network is calculated based on actual data. The total deviation cost of energy 
should be paid then to the other party of the hedging contract. 
3.4 CASE STUDY 
As a case study, a residential feeder in Wynnum Queensland including PV in 
some load points is considered to find out the extent of advantages of this technique 
for load aggregators. The load and PV data for this feeder during one day is presented 
in Figure  3-4. The data for PV generation is based on forecasted values that is 
obtained from weather history and photocell manufacturer specification using 
equations in [84]. The detail of storage capacity, charge and discharge constraints are 
presented in Table  3-1. 
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Figure  3-4: Total 24 hours actual and predicted load and PV generation 
 
Table  3-1:EES Parameters  
 
Minimum energy storage level (kWh) 200 
Maximum energy storage level (kWh) 5000 
Maximum charging/discharging power limit (kW) 1000 
Charging/discharging efficiency 95% 
 
 
The hypothetical contract of Figure  3-3 is used for a day. A total hedging price 
of $11,436 (for one 24 hours) is the cost of this contract which should be paid to the 
market by aggregator. Case study is carried out for the following three different 
scenarios. 
1. In the first scenario it is assumed that there is no EES in the distribution 
feeder. 
2. In the second scenario distribution feeder includes EES but scheduling 
strategy is not applied. It means that EES stores surplus PV energy and 
delivers it during peak hours without applying any control. 
3. The third scenario includes EES and applied the proposed strategy. 
0
1000
2000
3000
4000
5000
6000
7000
1 2 3 4 5 6 7 8 9
1
0
1
1
1
2
1
3
1
4
1
5
1
6
1
7
1
8
1
9
2
0
2
1
2
2
2
3
2
4
k
W
 
Hour 
Actual load
PV generation
Predicted
load(kW)
 48  Chapter 3: Electric Energy Storage Scheduling Strategy 
The results of all scenarios are presented in Table  3-2 using actual and 
forecasted load data. The first row of this table includes the extra energy cost to be 
paid by market to the aggregator based on forecasted load and after updating the 
system with actual load for 24 hours. A comparison between results demonstrates that 
in case of no EES installed in distribution system, generator should pay $450 to the 
aggregator based on forecasted load and $438 after updating actual load data. In the 
second row the result for second scenario is presented. Adding EES to the system 
increases the aggregator profit and reduces the load uncertainty impact on aggregator 
profit. The results for the third scenario shows that by utilizing the proposed strategy 
the aggregator profit increases even more. In some cases, at the end of the period, the 
difference between actual load and forecasted load may leads to extra payment by 
aggregator which can be diminished by using the proposed strategy. The proposed 
strategy increases the aggregator profit in hedging contract or reduces the value to be 
paid by aggregator to the market in the worst scenario. 
Table  3-2: Results 
 
Scenario 
Cost of surplus energy to be paid by market 
to aggregator($) (24 hours) 
Actual load  Forecasted load 
Scenario 1  438 450 
Scenario 2 461.5 473 
Scenario 3  512.6 529.2 
 
3.5 SUMMARY 
In this chapter scheduling strategies for electric energy storage were proposed to 
minimize cost of purchasing energy by aggregators and consequently increase the 
aggregators profit in hedging contract. These strategies are able to schedule electric 
energy storage charge and discharge based on predicted load, electricity price, and PV 
generation. Results of the case study demonstrate that the proposed strategy increases 
aggregator‘s profit and in some cases this benefit covers impact of load uncertainty on 
hedging contract. This strategy would be beneficial for stockholders to evaluate the 
economic feasibility analysis, and estimate the storage optimal operation and sizing 
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capacity considering its investment costs which is investigated in the next chapters. 
Such central storage addition to the network leads to reliability improvement in the 
network. However, reliability assessment would be more complicated in this situation. 
The next chapter proposes a strategy for reliability evaluation considering EES 
scheduling strategy.  
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Chapter 4: Reliability Assessment 
Framework for Rural Network 
Considering Segmentation Based 
Scheduled Central EES 
4.1 INTRODUCTION 
In rural networks with long feeders, cross connect switches to alternative 
supply feeders may not be economically viable, or even be practically possible. In 
such cases often poor reliability is reported, for instance; as noted in a utility 
Distribution Annual Planning Report (DAPR) [85]. Inclusion of EES facilities in 
these networks not only reduces energy and peak network costs for the customer, it 
can significantly improve customers‘ reliability by making some islanding operation 
possible. Generally, customers are reluctant to invest and manage such expensive 
devices, therefore aggregator owned central storage is recommended in literature [25, 
28, 30, 86, 87]. But, in addition to EES, the inclusion of customers‘ RER in rural 
distribution networks can also complement financial benefits to both aggregators and 
customers. None the less, such network arrangements can introduce complications in 
terms of reliability assessment. Commonly, reliability evaluations are categorized 
into two main techniques; simulation and analytical methods. Both techniques are 
based on failure mode and effect analysis (FMEA) for evaluating load points and 
system reliability indices [1]. With the integration of Photovoltaic (PV) resources 
and EES into the distribution system new evaluation approaches are required to 
assess the reliability, with different modes of operation.  As part of maximizing the 
cost benefit operation of storage, an economic charge/discharge scheduling strategy 
is required for central storage devices to take advantage of market price changes. 
This scheme needs to be coupled with probabilistic network outage events for long 
term economic viability and network planning purposes.  
The reliability assessment methods and various storage scheduling strategies 
cited in the literature are briefly discussed in the following. In [46] the reliability 
improvement of a distribution system which incorporates energy storage and 
renewable energy generation is investigated. A Model Predictive Control (MPC) 
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based operation strategy for the energy storage considering wind turbine as the 
renewable energy source, and a frame work for reliability assessment has also been 
proposed. In [28] an intelligent operation strategy for energy storage that can 
improve reliability and be integrated with renewable energy is presented. This 
approach uses smart grid communication and centralized network control to 
implement the proposed energy storage operation. A sequential Monte Carlo method 
has been used for reliability evaluation.  This requires a long convergence time and 
uses a type of data which may not easily be available.  
Researches on strategies to evaluate smart grid reliability have also been 
proposed in the literature. In [64] a scenario based technique has been proposed to 
assess distribution system reliability with renewable distributed generators. Related 
analytical methods are taken into account including islanding operation, load 
shedding and curtailment policies in this approach. The proposed procedures for 
reliability evaluation in the foregoing research work can notably be reduced by using 
a segmentation based strategy proposed in [41]. Normally, a long rural feeder with its 
radial branches can be formed into segments. A segment is part of distribution 
network which starts with a protective device such as an automatic switch/recloser, 
as the only protective switch in this segment [46]. In such modeling [6] if a failure 
occurs downstream of a switch in the segment, all the customers in that segment and 
the downstream segments will be disconnected from the grid supply [46]. In such 
events, even with possible islanding operation, some loads in the affected segments 
may still experience a limited outage immediately after a fault. The reliability 
evaluation method based on segmentation, proposed in [41], considers distributed 
generators, where the reliability has been evaluated considering load curtailment for 
some of the islanding situations.  
With the emerging distribution networks and the corresponding solutions 
offered as discussed above, an opportunity is recognized for aggregators to invest 
and manage segment based central storage. This opportunity occurs as a result of 
hourly (as modelled in this paper) or half-hourly change in grid electricity market 
price, customers‘ load demand, and surplus PV generation. In this context, an 
aggregator can buy and store customers‘ surplus PV generation and/or grid electricity 
during daily low price periods and sell it in the peak load demand period. This 
dealing arrangement can benefit both customers and aggregator. 
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The research work in this chapter proposes an optimum economic strategy for 
purchase of electric energy in a framework where aggregators operate existing 
central storage in dealing with both retailer and customers. In this context; a 
systematic approach is developed to evaluate network reliability while considering 
the storage scheduling strategy. The main contributions of this paper is developing a 
segment based central EES operation scheduling strategy to optimize aggregator 
energy purchase, including a minimum EES state of charge provision for islanding 
support operation. In addition, a reliability evaluation framework is developed in this 
work to consider scheduled EESs and hourly PV generation in normal and islanding 
situations. This approach can also include power exchange between electrically 
linked island segments with different levels of PV and EES. 
The remaining sections of the paper are organized as follows. Section 4.2 
provides problem formulation and methodology of the work. Section 4.3 presents a 
case study for the proposed strategy following with conclusion in section 4.4.  
Due to large number of variable used in this chapter, a list of variables is 
provided in the following list: 
b  Number of segments      
c  Case index 
chc  Price of extra PV energy to charge EES ($/kWh) 
tc  Tariff price ($/kWh) 
gc  Electricity locational marginal price ($/kWh) 
CB  Circuit breaker 
d  Number of load points in the network 
ch1E  Energy to charge EES from utility (kWh)  
ch2E  Energy to charge EES from PV surplus generation (kWh) 
disE  Energy discharged from EES (kWh) 
gE  Total purchased energy from utility (kWh) 
pvE  Total generated RER (PV) energy (kWh) 
LE  Total load energy demand (kWh) 
MPPd  DC power output drop above STC temperature (25
°
) 
c  Charging efficiency including inverter losses 
d  Discharging efficiency including inverter losses 
inv  Inverter efficiency 
h  Number of load points inside the segment 
i  Segment index where fault occurs 
j  Segment index where the load points locate 
k  Line index 
soilingL  Soiling loss     
LP  Load point 
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is
k
,  Failure rate of k
th 
line inside segment i 
s  Segment failure rate matrix 
sLP,  Load point failure rate affecting by fault in other segments  
LP  Load point failure rate affecting by fault in the same segment 
k  Failure rate of line k inside a segment 
m  Number of lines in network  
n  Number of lines inside the segment  
nc  Number of cases 
NOTC  Nominal operation cell temperature (manufacturer) 
p  Load point index 
acP  AC power output 
dcP  DC power output 
PVarrayP  Nominal cell output power  
  Probability of available cases 
S Insolation in mW/cm
2
 
SOC  State of charge of EES at the end of period t 
pS  Segment number that includes load point p 
t  Time period  
ambT  Ambient temperature 
cellT  Cell temperature 
srt  Alternative supply restoration time  
1swt  Island formation time for a fault outside the segment 
2swt  Fault isolation time for a fault inside the segment 
k
rt  Repair time of line k 
LPU  Load point outage time affecting by fault in the same segment 
sLPU ,  Load point outage time affecting by fault in other segments 
sU  Segment outage time matrix 
 
4.2 PROBLEM FORMULATION AND METHODOLOGY 
In a distribution network, aggregator is responsible to provide power to its 
customers. It also operates EESs in the distribution network. The aggregator aims to 
minimize the energy costs of the network by using flexible operation of EESs to 
store low cost energy and dispatch in peak load hours. The other objective of 
aggregator is to use EESs as an alternative supply in islanding operation mode to 
supply loads independently and improve the reliability of the system. In this section a 
scheduling strategy for the aggregator to minimize the energy costs using k-means 
clustering technique to minimize computation time is proposed. A reliability 
evaluation framework to consider storage state of charge is also developed in this 
section.  
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The framework of the proposed reliability evaluation can be summarized as 
follows: 
1. Obtain the annual normalized value of hourly load and grid supply price 
data from historical data, and PV generated energy from weather forecast 
as is explained in section 4.2.1. 
2. Form a data set matrix of the hourly load, PV generation, and grid supply 
price; arrange a matrix with 365 rows and 72 columns. 72 columns include 
24 hours of load, price, and PV generation data. Hence each row of the 
matrix includes one day of load, price, and PV generation data. 
3. Apply elbow method to find the optimal number of clusters k1 for the data 
set formed in step 2. Then, apply k-means clustering technique to find k1 
centroid cases with their associated probabilities. The reason for this 
clustering is to find similar days in a year, to reduce charge/discharge 
scheduling calculations. 
4. Apply the scheduling strategy to all clustered days‘ data found in step 3, to 
obtain hourly SOC of EESs for the respective days. 
5. From a data set matrix of hourly load, PV generation, and the SOC of EESs 
which is obtained in step 4; form a matrix with k1 rows and 72 columns. 
6. Apply elbow method to find the optimal number of clusters k2 for the data 
set found in step 5. Then apply k-means clustering technique to find k2 
centroid cases with the probability of each case (associated with hours in a 
year), forming the final clustered data. The reason for this clustering is to 
reduce the number of representing hours in a year, to decrease reliability 
evaluation computation time. 
7. Use the data calculated in step 6 to evaluate network reliability. 
In all evaluations, the following assumptions are considered in this paper: 
1. The central energy storage exists and only its scheduling is being 
considered.  
2. The distribution network is radial and there are no cross-connect switches 
in the network. 
3. A segment is a portion of distribution network which starts with an 
automatic protective switch and is bounded by other downstream protective 
switches or the end of the radial network.   
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4. All switching and protection devices are 100% reliable. 
5. Energy storage devices are 100% reliable. 
6. A fuse is installed at the beginning of each lateral feeder, where component 
failure in this section has no effect on other feeder loads. 
7. The auto protection switches operate instantaneously, so their operation 
time is neglected. 
8. The transient effects are not considered in this paper. 
9. Once a switching device operates, PVs inside the relevant segment are 
disconnected automatically and following the island formation, PVs are 
restored automatically after a defined time.  
10. It is assumed that EESs are selected such that maximum charging and 
discharging capability satisfy the line capacity limitations in the network.  
11. The aggregator is responsible for the investment and maintenance costs of 
the central EESs.  
12. The aggregator purchases electric energy from wholesaler/retailer to serve 
its customers.  
13. The aggregator can purchase customers excess PV generation with a certain 
price; cch. 
14. The aggregator sells electricity to customers at the prevailing retail tariff 
price (tariff 12 in Queensland in this study) irrespective of whether that 
energy is sourced from the utility or EES discharge. 
15. The aggregator can sell electricity to the utility (wholesaler/retailer) at any 
time at the locational marginal price (LMP). 
16. The aggregator can charge or discharge EESs at any time, choosing any of 
the EESs for this purpose considering the technical constraints. 
4.2.1 EES scheduling strategy 
EES The purpose of utilizing scheduling strategy is to manage a segment‘s 
EES charge and discharge in order to minimize the total energy cost. This is 
evaluated while reserving a minimum level of EES state of charge to provide an 
alternative source of supply in the event of islanded operation mode in the network.  
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The total purchased energy by the aggregator at the end of each time period t 
can be calculated as follows [88]: 
( ) ( ) - ( ) ( ) - ( )
1g L pv ch dis
t t t t t E E E E E  
 
( 4-1) 
The energy delivered to the storage at each time interval t can be purchased 
from utility (ECh1) or from PV surplus generation (ECh2). The objective function for 
total cost optimization is: 
min( )M C  ( 4-2) 
Where; 
2
1
^ ^
( ) ( ) ( ) ( ) ( ) ( )
N
g ch ch dis t
t
t gC t t t t t

      E E c E cc  ( 4-3) 
1( ) ( ) ( ) ( ) ( )g L pv ch dist t t t t
  
   E E E E E  ( 4-4) 
Where the hat symbol (^) represents the forecast values and N is the number of 
time periods (e.g. 24 for one day).  
By optimizing the total cost of energy for a period of 24 hours in advance, the 
aggregator is able to decide on purchasing electricity based on charging EES during 
the lowest price and highest PV generation periods, and discharging EES during peak 
load and high price periods. The EES in this paper is modeled as its state of charge, 
charge, and discharge in each time period t.  The SOC at the end of period t can be 
calculated as follows [26]. 
1 2( 1) ( ( ) ( ))        charging period
( )
( 1) (1/ ) ( )                  discharging period
ch ch
d dis
t t tc
t
t t


   
 
  
SOC E E
SOC
SOC E
 ( 4-5) 
All variables should be within their operating limits. Minimum state of charge 
should be considered to ensure a defined amount of electricity for peak load 
provision: 
( ) ( ) ( )maxmin
t t t SOC SOC SOC  ( 4-6) 
1 20 ( ) ( )ch ch chmaxt t  E E E  ( 4-7) 
0 ( )dis dismaxt E E  ( 4-8) 
The nonlinear multivariable optimization tool ―fmincon‖ in MATLAB 
software is used for this optimization.  
Methods have been developed for load, price, and PV generation forecasting 
[69-77]. These approaches can be used to obtain load demand and energy price for a 
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variety of applications. As forecasting methods are not the main focus of this paper, 
it is assumed that the forecast load and price data are given. The PV generation in 
this paper; Pac is obtained from annual hourly weather forecasted data using the 
following equations[84]: 
S
NOCT
TT ambcell .
8.0
20





 


 ( 4-9) 
[1 ( 25 )]dc PVarray MPP cellP P d T
      ( 4-10) 
ac dc soiling invP P L     ( 4-11) 
Soiling loss Lsoiling, temperature dependence of power output dMPP, and 
converter efficiency ɳinv have been considered for AC output power of PVs in the 
above equations. The basic procedure of the proposed method is that; a cost 
optimization problem determining the EES operation for the next 24 hours (24 
periods) is solved in advance. The estimated energy price is divided into four price 
bands between minimum to maximum for that day. The more number of price bands 
require substantially more computations, while four price bands using trial and error 
proved to be adequate in retaining good accuracy in results. Optimization is based on 
the electricity price, available PV generation and load consumption in the next period 
(hourly periods are considered). The scheduling strategy determines whether to 
charge or discharge the EESs and import or export power from the utility. The steps 
of the proposed strategy are as follows: 
1. Obtain the predicted load, price and available PV generation for the 24 
hours ahead.  
2. For each period, assess the load demand compared with available PV 
generation. Select one of the two different choices based on PV output; less 
than load or greater than load. 
3. Allocate the price of electricity from four available choices among the five 
following levels, based on forecasted electricity price: 
 Minimum price  
 Lower shoulder (LS) 
 Mean price (MP) 
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 Upper shoulder (US) 
 Maximum price 
4. Classify daily loads in two parts; equal to or greater than 80% of the peak 
load, and   the remaining. This is to consider maximum discharge from 
storage in peak load times.  
5. Assign the constraints for optimization according to the flowchart in 
Figure  4-1 that includes upper and lower limits for EES charge and 
discharge based on load amount, electricity price, and PV generation. 
Margins for EES state of charge should be considered in all periods based 
on forecasted load. 
6. Solve the optimization problem for the next period considering previous 
SOC of the storage and future periods to obtain the energy charge (import) 
and discharge (export) in current period.  
7. Continue for the next period, starting from step b.  
 
Figure  4-1: Flowchart for optimization constraint determination 
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4.2.2 K-mean data clustering 
Clustering techniques can be used to generate substantially reduced multiple 
states from that of hourly historical data of load and renewable resources. In this 
paper, the k-means clustering technique is used to find non-overlapping clusters 
which represent a multiple states model for PV and load. The main advantage of this 
technique is that with a large number of variables, k-means may be computationally 
faster than hierarchical clustering. Moreover, k-means may produce tighter clusters 
than hierarchical clustering, especially if the clusters are globular. In general, k-
means is a prototype-based, simple partitioned clustering algorithm that attempts to 
find k non-overlapping clusters. These clusters are represented by their centroids (a 
cluster centroid is typically the mean of the points in that cluster)[89]. The steps of 
the k-mean clustering technique used in this paper are as follows; 
1. The data set to be clustered can be expressed as  1,..., nx xD .  The Parameter xi is a 
vector, consisting of data points for each period. In general, the probability of 
each cluster is ρx. 
2. k initial centroids (m) [89] are selected, where k is specified by the user and 
indicates the desired number of clusters. Methods for obtaining optimal k are 
presented in literature [90-92]. In this paper the elbow method is used; as 
presented in [90] to find optimal number of clusters.  
3. Compute the squared Euclidean distance that is || x–m ||2 for each data set. Every 
point in the data set is then assigned to the closest centroid, and each collection of 
points assigned to a centroid forms a cluster. The k-means can be expressed by an 
objective function that depends on the proximities of the data points to the cluster 
centroids in (12), as follows: 
1
min ( , )
k
K
x k
k x C
dist x m
 
  ( 4-12) 
4. The centroid of each cluster is then updated based on the points assigned to that 
cluster. This process is repeated until no point changes clusters. 
The aim of using k-means data clustering is to substantially reduce 
computations while retaining good accuracy by applying the clustering technique to 
the annual hourly data. In this paper, the first clustering is to find similar days in term 
of load, PV generation and grid supply price in a year, in order to apply a daily 
scheduling strategy. The second clustering is to find similar possible hourly data 
  
 Chapter 4: Reliability Assessment Framework for Rural Network Considering Segmentation Based Scheduled 
Central EES 61 
cases from the first daily clusters, to be used for the proposed reliability assessment 
scheme. 
4.2.3 Analytical reliability evaluation 
This section provides a suitable reliability assessment for the ESS scheduling 
method proposed in this paper, based on the segmentation structure given in [41]. 
This approach is based on contingency scenario enumeration, where seasonal load 
and PV generation clustered data, together with the storage state of charge is 
incorporated into the framework for network reliability evaluation.  
Briefly; in this strategy, the three matrices of U
LP,s
, U
s
, and U
LP
 for outage 
times and three matrices λLP,s , λs, and λLP for failure rates are formed in two stages. 
The total load point outage time and failure rate are obtained from these matrices. 
The process of the proposed reliability approach includes two stages. The first stage 
is explained in steps 1 and 2. The second stage is presented in steps 3 to 5 as 
followings. 
Stage one: 
1. In the first stage of the process, in order to simplify the network, aggregate all 
loads and PVs in each segment separately, at the storage node in the same 
segment. This forms a simple network of lumped loads and sources. 
2. Evaluate outage time and failure rate of load points, as shown in the flowchart of 
Figure  4-2.  
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Figure  4-2: Segment based failure modes and effects evaluation by looking at 
segments as aggregated load points. 
 
For all possible contingencies in the newly formed network use the segment 
based evaluation method presented in [41]. In this step, two b by b matrices of 
outage time U
s
 and failure rate λs for affected segments, and two b by d matrices 
U
LP,s
 and λLP,s for load points affected by internal segment faults are evaluated. 
This process is explained using an example as follows: 
2.1 Consider the network of Figure  4-3a, is divided into 5 segments as shown. 
The Segment interconnection relationship matrix M1 can be defined for this 
network as in [41]. M1 (i, j) describes the interconnection relationships of 
segment i (Si) and segment j (Sj) as follows: 
M1 (i , j) = 0 if Si and Sj are the same 
M1 (i , j) = 1 if Si is upstream of Sj  
M1 (i , j) = 2 if Si is  downstream of Sj 
M1 (i , j) = 3 for other cases 
For the network of Figure  4-3a, the M1 matrix is: 
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0 1 1 1 1
2 0 1 3 1
2 2 0 3 3
1
2 3 3 0 3
2 2 3 3 0
 
 
 
 
 
 
  
M
 
2.2 M2 (i, j) describes the interconnection relationship between Sj and the CBi 
which is tripped by the fault in Si [41]. In practice, the value of M2 (i, j) is 
equal to M1(CBi, j). For network of Figure  4-3a: 
2
0 1 1 1 1
2 0 1 3 1
2 0 1 3 1
2 3 3 0 3
2 2 3 3 0
 
 
 
 
 
 
  
M
 
For different fault scenarios, considering that fault is inside Si and load point p 
is in Sj. The following cases can be expressed: 
2.2.1 M1(i , j) = 0 
In such case, fault i is inside segment j. So the fault impact on load points 
within this segment should be revaluated in the second stage of the process where 
each segment is treated as an independent network. In this first stage of assessment, 
the failure rate and outage time of segment j are considered equal to zero. The actual 
values are evaluated during the second stage of the assessment. 
( , ) 0s i j U  ( 4-13) 
( , ) 0s i j   ( 4-14) 
2.2.2 M1(i , j) = 1 
This case can be explained using Figure  4-3c, for example, when i=1, j=2; 
island 1 forms after fault is isolated manually. If there is alternative source for load 
points inside the island, the time to repair is not included in the outage time. 
Otherwise, the load points should be shed from low priority to high priority to supply 
the remaining loads with alternative supply, hence: 
,
1
( , )
n
s s i
k
k
i j 

  ( 4-15) 
where; n is number of lines in segment i.  
In the case of sufficient alternative supply for a stable island to be sustained: 
1( , )
s
sr swi j t t U  ( 4-16) 
Otherwise, the outage time U
LP,s
 and failure rate λLP,s matrices should be 
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calculated for the load point p inside segment j affected by a fault in segment i, as 
follows: 



n
k
is
k
sLP pi
1
,, ),(   ( 4-17) 
1, ( , )
sr swLP s
k
r
t t alternativesource
i p
t otherwise

 

U  ( 4-18) 
2.2.3 M1(i , j) = 2 
Segment j in this case is upstream of the faulted segment. Based on CB 
operation, there are two subcases that can occur: 
 M2(i , j) = 0 or 1,  when the operated CB is inside segment j: 
,
1
( , )
n
s s i
k
k
i j 

  ( 4-19) 
1( , )
s
swi j tU  ( 4-20) 
 M2(i , j) = 2,  when the operated CB is downstream segment j:  
( , ) 0s i j   ( 4-21) 
( , ) 0s i j U  ( 4-22) 
2.2.4 Or M1(i , j) = 3 
In such case, segment j is neither upstream nor downstream of the faulted 
segment i. In such cases, two subcases are possible: 
 M2(i, j) = 1, when operated CB is upstream segment j: 
,
1
( , )
n
s s i
k
k
i j 

  ( 4-23) 
1( , )
s
swi j tU  ( 4-24) 
 M2(i , j) = 3, when operated CB is neither upstream nor 
downstream segment j: 
( , ) 0s i j   ( 4-25) 
( , ) 0s i j U  ( 4-26) 
After finalizing this step, the outage time and failure rate matrices for segments 
and load points affected by segment failures are obtained.  
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a 
 
b 
 
c 
Figure  4-3: Distribution network single line diagram: 
a) Distribution network divided into segments.  
b) Aggregated load and PV in each segment to simplify the network.  
c) Island 1 formation after fault is isolated manually on segment 1. 
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Stage two: 
3. Now (second stage) in this step, consider each segment as an independent 
network and form new small networks. Evaluate load points‘ outage time within 
new formed networks. So, two m by d matrices of load point failure rate λLP and 
load point outage time U
LP
 are obtained by arranging n by h matrices of U and λ 
for each segment diagonally in one matrix. The existing scenarios can be given in 
the following steps for fault on line k: 
3.1 For LPp connected to the grid: 
LP
k
(k, p) = λλ  ( 4-27) 
2( , )
LP
swk p tU  ( 4-28) 
3.2 For LPp in islanded mode: 
( , )LP kk p   ( 4-29) 
1 2
( , )
 
 

sr sw swLP
k
r
t t t alternative source
k p
t otherwise
U  ( 4-30) 
3.3 For LPp on outage: 
( , )LP kk p   ( 4-31) 
( , )LP krk p tU  ( 4-32) 
4. The overall outage time ULP and failure rate λLP for load point p of the main 
network can be calculated as follows: 
,
1 1 1
( ) ( , ) ( , ) ( , )
b m b
LP LP s LP s p
i k i
p i p k p i s
  
         ( 4-33) 
, ,
1
1 1
( ) ( , ) ( , )
( , ) ( , ) ( , ) ( , )
b
LP LP s LP s
i
m b
LP LP s p s p
k i
p i p i p
k p k p i s i s

 
  
  

 
U U
U U

 
 ( 4-34) 
5. The network reliability indices then can be calculated, using load points‘ 
unavailability and failure rates, considering probability of each case. For 
example, the SAIDI index for each cluster is determined by (35) and annual 
SAIDI can be obtained by considering the probability of each cluster in a year 
using (36): 
sum of customer interruption duration
total number of customer
i i
i
U N
N
 


SAIDI  ( 4-35) 
1
( ) ( )
nc
c
ANNUALSAIDI c c

 SAIDI   ( 4-36) 
  
 Chapter 4: Reliability Assessment Framework for Rural Network Considering Segmentation Based Scheduled 
Central EES 67 
In the proposed reliability assessment strategy, all possible scenarios are taken 
into account.  
4.3 CASE STUDY 
The proposed method in this paper is applied to the modified feeder 4 at bus 6 
of the RBTS network [93], as illustrated in Figure  4-4.  
The reliability data can be found in [93]. The load and PV data used in this 
application are actual annual data collected on hourly basis from Australian Climate 
Data Bank (ACDB) and Energex data base of South East Queensland distribution 
network, Australia. K-means clustering technique is applied in order to cluster 365 
days (8760 hours) into 40 representative days. The number 40 is obtained from 
elbow method which finds the optimum number of clusters. The reliability 
assessment technique given in this paper is applied to evaluate the described network 
for three different case studies. 
  
Figure  4-4:  Modified feeder 4 at bus 6 of the RBTS network [93]. 
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The defined cases are listed as follows: 
Case I: There is no EES in the network and PVs are the only alternative 
supplies.  
Case II: In this case aggregator adds EES to each segment; however, no 
scheduling strategy is applied means that EES stores surplus PV energy and 
dispatches in peak load hours, without applying any optimization. 
Case III: In this case EES optimum scheduling strategy is applied.  
Using the load and PV output cluster results, EES scheduling strategy is then 
applied to each segment in the network. This is followed by the second k-mean 
clustering of load, PV, and SOC data for each segment. In order to maximize the 
correlation of the clusters, normalized values of PV generation, load and SOC of the 
EESs are used in the clustering. The second clustering procedure resulted in 10 
representative hours that are the data cases used for reliability evaluation. Figure  4-5 
provides stacked bar chart of these clusters for segment 1. These various clustered 
states represent all possible scenarios of a year. The values of load and PV generation 
in kW and SOC in kWh with the corresponding cluster probabilities are given 
separately in Table  4-1. As can be seen in this table, scenarios such as PV generation 
more than load demand and peak load with no PV generation are included in this 
table as the possible cases in a year.  
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Figure  4-5: Normalised values of Load, PV, and SOC for 10 clusters 
 
Table  4-1: The 10 cluster values of; Load, PV output, and SOC for segment 1 
 
Cluster Load(kW) PV(kW) SOC(kWh) Probability 
1 5,859.87 77.25 4,403.22 0.0738 
2 5,627.12 4,394.97 4,326.67 0.249 
3 4,711.97 1,988.36 4,436.62 0.0433 
4 5,317.08 1,216.78 4,361.58 0.1222 
5 5,471.83 2,951.18 4,328.34 0.1891 
6 8,495.84 0.00 824.31 0.1074 
7 3,442.06 57.46 4,428.58 0.0878 
8 2,826.80 1.24 4,397.26 0.1034 
9 4,340.00 73.22 4,432.06 0.017 
10 3,385.05 126.22 1,285.31 0.0071 
 
The data associated with storage devices are as shown in Table  4-2. EESs‘ 
capacity in each segment is selected based on the surplus PV generation capability in 
that segment. Also it is assumed that the charge/discharge power limits comply with 
the lines current capacity in each period. 
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Table  4-2: EES technical data 
 
Segment number 1 2 3 4 5 
Minimum energy storage level (kWh) 200 200 200 200 200 
Maximum energy storage level (kWh) 5000 3000 4000 3000 4000 
Maximum charging/discharging power limit (kW) 1000 1000 1000 1000 1000 
Charging/discharging efficiency including 
inverter losses 
0.75 0.75 0.75 0.75 0.75 
 
The reliability assessment results and total cost of energy purchase for the three 
cases are shown in Table  4-3. As the results show, installation of the EES offers a 
small saving in the cost of purchased energy (case II), but a strategy for operating it 
offers a much bigger saving through a significant improvement in the reliability 
indices (case III). As can be seen from the table SAIDI and CAIDI in case III are 
reduced by approximately 70% and 50% respectively comparing to the base case 
(case I). ENS on the other hand is reduced by 73% when the proposed scheduling 
strategy is used. The total purchased energy cost in the third case has a 57% 
reduction which brings a considerable benefit for the energy suppliers. Hence the 
proposed method is simple and useful for reliability evaluation of large and complex 
rural networks to consider PV resources and scheduled storage devices as alternative 
supplies in order to improve reliability and reduce energy costs. 
Table  4-3: Reliability assessment results for the three cases 
 
Indices 
SAIDI 
(h/cust-yr) 
CAIDI 
(h/cust-int*) 
ENS 
(MWh/yr) 
Total cost of purchased 
energy ($/yr) 
Case I 2.7834 2.9268 43.73 28,925,303 
Case II 2.6391 2.6279 42.17 24,024,200 
Case III 1.8638 1.4477 32.49 16,596,450 
*Hours/customer-interruption 
4.4 SUMMARY 
In this chapter, a new strategy for aggregator owned central EES scheduling is 
proposed to optimise the cost of purchasing energy from utility by the aggregator in 
rural distribution networks. In this set-up, a systematic approach is devised to 
evaluate reliability indices for rural distribution networks efficiently, including the 
impact of scheduling central EES in islanding situations. The seasonal effects on PV 
output, load demand, and consequently on scheduling process are also considered in 
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the proposed framework. The results for different scenarios of the case study show 
the effectiveness of this approach in reliability evaluation of complicated networks 
with RER and EES, while reducing the total aggregator purchasing energy costs. In 
the next chapter, in addition to energy cost, investment and maintenance costs of 
EESs are also considered to estimate the optimum size and location of the EES in the 
network to achieve specific network reliability target at minimum cost. 
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Chapter 5: Optimum Allocation of EES in 
Rural Network Considering 
Reliability and Energy Costs 
5.1 INTRODUCTION 
The growing use of renewable resources such as photovoltaic (PV) solar panels 
in distribution networks could effectively change the existing radial distribution to a 
network where local and external energy sources and customers will interact with the 
network. This increasing penetration of renewable resources should improve 
reliability and efficiency of distribution systems. Due to stochastic behaviour of PV 
output and the time difference between peaks in PV and load, energy storage devices 
may be required to store solar energy and dispatch it on a daily basis. In addition, 
Electric Energy Storage (EES) could act as an alternative supply [41, 94] where 
switches like auto reclosers at the point of common coupling (PCC) can be used to 
form an island during an outage event. The following economic justifications [25] 
can be propounded for storage utilization within a network: 
1. Storing low price electric energy during off-peak periods and dispatching it 
during peak load hours (energy arbitrage). 
2. Postponing network upgrades by peak load shaving. 
3. Reducing energy purchase cost by supplying part of the daily loads with energy 
that was stored from surplus PV energy during off-peak periods. 
4. Decreasing losses by proper storage placement in the distribution network. 
5. Improving system reliability by supplying loads during islanding operation 
modes. Minimized storage investment cost and maximum network benefits can 
be achieved by optimum storage sizing. 
Several key research publications discuss the optimum EES sizing and siting to 
improve system operation and minimize costs [3-9]. Authors in [25] provided a 
planning framework to find the most cost-effective siting and sizing of EES units in 
order to defer system upgrades by means of load management using a genetic 
algorithm (GA) and a linear programming solver. In [20], the optimal placement of 
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compressed air energy storage was investigated. The objective was to minimize 
investment and operational cost of energy storage including fuel (natural gas) cost, 
and fixed operation and maintenance (O&M) costs.  In another approach a hybrid 
multi-objective particle swarm optimization was proposed [17] for optimal sizing 
and placement of storage units, while considering uncertainties in wind power 
generation.  In [22], an optimum integration of energy storage and capacitor banks is 
proposed to minimize investment cost to defer network upgrades, while improving 
voltage profile and offering VAR regulation to the transmission operator. These 
research works represent a sample of a wide range of energy storage applications for 
network operation improvement.  
For planning purposes, EESs are also used to improve customers‘ reliability [7-
9].  In [5] a linearized model for optimal design and operation of energy hubs is 
proposed, while meeting reliability constraints. In this work the size and type of 
components within each hub are determined such that the reliability of load supply 
meets certain expectations, and costs of installation and operation of these 
components are minimized over the planning horizon. In [24] a stochastic framework 
for optimal sizing and reliability analysis of stand-alone hybrid power system with 
renewable resources and energy storage is proposed. Authors in [95] have used a 
genetic algorithm to find optimum wind/PV, storage, and diesel generator capacity to 
minimize a cost function including investment costs, operation and maintenance 
costs, and reliability. However, arbitrage strategies that can significantly minimize 
energy costs sourcing have not been cited in research works. 
Individual customer-owned and operated storage is financially less well placed 
to deal with network operation, maintenance and planning issues. In addition, 
customers are least interested in installing storage to deal with network operation, 
maintenance, and other related issues. Consequently, we anticipate that the utility or 
an aggregator/retailer will own and operate central storage to realize network 
benefits. The price of electricity can change during a day, and throughout a year. In 
this scenario, the central storage owners can take advantage of the situation dealing 
with the network and customers. Such arrangements can be especially beneficial for 
rural networks in terms of continuity of supply to customers, in various operating 
situations. However, the optimum sizing of aggregator owned central energy storage 
with respect to energy arbitrage and reliability improvement needs to be considered. 
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This paper recognizes the advantage of aggregator/retailer owned central storage, and 
aims to use this as a platform to find the trade-off between central storage investment 
and energy purchase costs in the presence of customers‘ PV units with grid supply 
price opportunities, while maintaining a level of reliability performance. The energy 
arbitrage is used for storage scheduling to minimize energy costs for long-term 
planning framework.  
Single Wire Earth Return (SWER) lines are a cost effective solution to 
construct and maintain for low density rural networks, rather than traditional three 
phase lines. The rural feeders normally provide power to patches of customers 
forming segments in the rural network located far apart.  Since cross-connects in 
rural areas are often impossible, failures in these networks can cause sustained 
supply loss to customers. Hence poor reliability levels are always reported in SWER 
networks. 
 When EES and PV resources are included as part of the segmented SWER 
network, the impact of failures on customer outages could be reduced by enabling 
segmenting island opportunities. With this context, an optimization strategy is 
proposed in this paper to allocate the optimum central storage capacity for each 
segment to minimize energy costs, while maintaining a specified level of reliability. 
As part of long term planning, a clustering approach is also used in this research 
work to efficiently include seasonal impacts in the calculations.  
The main contributions of this research work can be summarized as follows: 
1. The optimized segment allocation of central storage capacity for rural networks 
to minimize total storage investment and energy purchasing costs. The sizing 
optimization is subject to system reliability and load flow constraints.  
2. The inclusion of seasonal variations in load and PV for storage scheduling 
strategy and reliability evaluation. The storage systems‘ state of charge is 
considered as part of the calculations, and in islanded modes is used as an 
alternative supply for reliability evaluation. 
This chapter is organized as follows: section 5.2 presents the problem 
formulation and methodology employed in this approach. Section 5.3 provides the 
details of the step by step evaluation process. Section 5.4 includes a case study and 
discussion on the results followed by the conclusions in Section 5.5. 
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5.2 PROBLEM FORMULATION AND METHODOLOGY 
In future rural feeders, a likely scenario is that an aggregator/retailer is 
responsible for purchasing electric energy from both the utility and customers at 
times and selling it to the customers at other times. The aggregator/retailer is given 
the business opportunity to install central EESs in the network, dealing electricity 
between the grid and the customers. Figure  5-1 presents a diagram of the electricity 
trade between customers and utility. As the figure shows, the aggregator/retailer is 
supposed to be able to purchase customer‘s surplus PV energy at a certain price (cch) 
and sell it to the customers at tariff price (ct). On the other hand, the 
aggregator/retailer can purchase or sell electricity to the utility at the locational 
marginal price (LMP) (cg) at any time. The aggregator/retailer uses a 
charge/discharge scheduling strategy for the storage to get benefits from energy 
arbitrage. In addition, the aggregator/retailer is able to use storage as an alternative 
source of supply in islanding operation to reduce the customers‘ outage times. 
The natural consequence of this setup can translate into peak load shaving, 
storing customer‘s surplus PV generation, minimize the cost of electricity purchase 
from the utility, and improve the reliability of the network. The proposed solution in 
this paper helps the aggregator/retailer to find the optimal size of EESs in the 
network so that the EES‘s investment and operation/maintenance costs and purchase 
energy expenditure are minimized, while maintaining a specified level of system 
reliability. 
 
Figure  5-1: Aggregator electricity trade with utility and customers 
 
In a rural network, customers are mainly farmers, geographically located in 
widely spaced groups. In order to add EES to a network with such distributed loads, 
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the network is divided into segments. The rationale behind the use of network 
segmentation [41, 46] in this paper is to allow a systematic and economic operating 
plan for self-supply of a segment as an island, and for reducing power losses. This 
arrangement can also improve system reliability, and help efficient operation. 
The following assumptions are considered in the proposed methodology in this 
work: 
1. The SWER network is radial, and there are no cross-connect switches in the 
network. 
2. A segment is part of a SWER network with a recloser (or a static switch) at the 
start of the segment. It includes customer loads that are near in one area; loads 
that are geographically close. The main supply lines feeding a segment have 
isolators to isolate a fault manually. 
3. At any time, an aggregator/retailer can trade electric energy with a utility/retailer 
at LMP. The wholesale market and electricity retailing details are not modeled in 
this work as it is not the main contribution of this paper. 
4. The aggregator/retailer is able to purchase customers‘ surplus PV energy at a 
certain price; cch. 
5. The aggregator/retailer sells electricity to the customer at prevailing retail tariff 
price (tariff 62 in Queensland in this study [96]), irrespective of whether that 
energy is sourced from the utility or EES provider‘s discharge.  
6. The islanding operation is allowed and load flow is used to decide load shedding 
upon voltage drop or energy shortage in an island. Node voltages and branch 
currents are also kept within accepted rages as an optimization constraint by 
using Direct Method load flow [48].  
7. Transformers and EESs are assumed 100% reliable. 
Figure  5-2 shows components of a SWER network [97]. In this network, a 
recloser (auto switch) is located at the secondary of the main isolating transformer. 
Any failure in the distribution lines leads to disconnection of relevant reclosers (auto 
switches). In such events, the central EESs in the segments would provide alternative 
power supply to the loads in the island, which significantly can reduce customers‘ 
outage time. Failures on lateral lines are isolated by a high rupturing capacity (HRC) 
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fuse at the connection point of the lateral lines, such that these failures would not 
affect other loads.  
 
Figure  5-2: Single Wire Earth Return distribution system [97] 
 
In order to clearly illustrate the situation, Figure  5-3 shows a SWER network 
divided into five segments. Segment 1 starts with automatic recloser. Segments 2 to 5 
start with an auto switch on their PCC points allowing an island to form by 
disconnecting from the upstream network. The operation time of an auto switch can 
be neglected in the reliability evaluation [41]. 
The problem of EES sizing and location along with the operation optimizations 
including reliability evaluation is a complex, multidimensional, nonlinear, and non-
convex problem. Only small-scale optimization problems can be solved by exact 
classical mathematical methods [98]. Instead, heuristic approaches such as genetic 
algorithms (GA) [3, 9, 14] are capable of handling highly nonlinear and mixed 
integer problems [99-101]. In this paper, a GA is utilized to optimize total investment 
and operational cost of EESs. As the operational cost depends on size and location of 
EESs as well as the profile of PV/load and the associated price, this cost should also 
be optimized for each set of EES size and location within GA, as described later in 
this section. [3, 9]. In this paper, initially two suitable locations in each segment are 
considered as candidates for EESs. These locations are chosen typically by an expert 
in real distribution networks based the location suitability and accessibility. The EES 
locations with their capacities form the variables of the optimization. For this 
purpose, a set of random populations is selected in the GA including size and 
location candidature of EESs. The fmincon optimization function works inside the 
GA to find the minimum of a constrained multivariable function for energy cost. 
fmincon (inside the GA) minimizes the energy cost for the selected chromosomes 
(strings of the unit intervals associated with the number of EESs and their possible 
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locations in this paper), by applying an economic scheduling strategy. The SAIDI 
(system average interruption duration index) index is then calculated for those 
chromosomes, considering storage state of charge (SOC) of each segment‘s EES in 
islanding operation. In the islanding operation, if load demand exceeds generation, 
excessive loads are shed. Direct method load flow is also used in islanding modes to 
evaluate the node voltages and branch currents to meet the optimization constraints. 
In case of any excessive voltage drop, load shedding is applied. If branch currents 
exceed the maximum allowable line capacity, the selected chromosome is removed 
from the populations. Thereafter, the best population is selected to be utilized in the 
next crossover and mutation process. The process is repeated until a stopping 
criterion is met, the maximum number of iteration is satisfied [19, 20] and the 
optimum solution is obtained.  
The main weighted sum objective function of the GA is defined as in (1): 
e2EES1 .Cw.CwminC   ( 5-1) 
subject to the following constraints: 
i. SAIDI < SAIDI Target 
ii. Vmin < Vnode(i) < Vmax 
iii. Ib(n) < Imax 
 
where; CEES is the sum of investment, operation and maintenance costs of segment 
EES, and Ce is the total cost of energy transactions (purchases and sales) for the life 
cycle of the storage, which is optimized by fmincon. The constants w1 and w2 are the 
weighting factors for the objectives, based on their importance in the optimization. 
The SAIDI target is the maximum allowable level of network SAIDI in minutes. 
Vnode(i) and Ib(n) are the ith node voltage and nth branch current respectively, which 
should remain within accepted ranges. The direct approach load flow is used for 
evaluating voltages and currents in the optimization. More detail about direct method 
load flow can be found in [47, 48]. The decision variables are the size and location of 
EESs in each segment. The total CEES cost is calculated as in (2)[16]: 
1 2 max 3EES EES maxC C +C E +C EC     ( 5-2) 
where; EEESmax (MW) and ECmax (MWh) are the rated power and rated energy 
capacity of EES, respectively. C1 ($), C2 ($/MW), and C3 ($/MWh) are the annual 
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operation and maintenance costs, the associated incremental costs of EEESmax and 
ECmax, respectively. 
 
Figure  5-3: A SWER Network in Australia, including candidate storage locations 
assigned to each segment numbered 1 to 8. 
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A) Energy cost (Ce) optimization using “fmincon” 
For the purpose of reliability evaluation and energy cost optimization, all days 
in a year are clustered into similar days using k-means clustering as will be explained 
in this section. Each cluster representing similar days is denoted by its centroid. In 
this way, a year can be defined by those representative days. The cost of energy in 
each day is then optimized by the hourly scheduling of EES‘s charge and discharge. 
The fmincon function with interior point solver in MATLAB is used for this purpose. 
Then hourly EES‘s state of charge is used for the reliability evaluation as explained 
later in this section. The total purchased energy from utility (Eg) for each segment in 
period t can be defined as in (3): 
1( ) ( )                          if E
( )  if E
ch dis PV L
g
L PV ch1 dis PV L
E t E t E
E (t)
E (t) E (t) E (t)- E t E
 
 
  
 ( 5-3) 
where; EL is load demand, EPV is the energy generated by PV, and Ech1 is the part of 
total purchased energy from the utility that is delivered to EESs to be stored for 
period t, Edis is the energy discharged from the storages during period t. The cost of 
energy Ceng for period t is calculated as in (4): 
2( ) ( )eng g g ch ch dis tC (t) E (t) c t E (t) c (t)- E (t) c t      ( 5-4) 
where; cg is the LMP price in period t which is the price of electricity to be purchased 
from the utility or sold to the utility. Ech2 is the energy that is purchased from 
customer‘s surplus PV energy with a certain price cch which is defined by the 
aggregator. ct is the tariff price in period t which is the price of selling energy to the 
customers. The annual energy cost (Cannual) using the clustered data can be calculated 
as follow: 
24
1 1
( )( ) ( )) 365
K
annual eng
h
C C h h

     (‎5-5) 
where; ρ is the probability of cluster (day) h,and K is the number of clusters.  
The total life cycle cost of energy can be transferred to the current year using 
(6): 
1 (1 )
aY
annual
e a
a
C
C
IR


  ( 5-6) 
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Y is the storage lifecycle in years and        
  is the energy cost in year a. The 
denominator of the equation is used to calculate net present value (NPV) of energy 
cost of the corresponding year over the lifecycle of the storage [102]. The energy 
cost of different years is transferred to the first year using a discount rate which is 
assumed to be equal to the Interest Rate (IR) in each year [5, 103]. 
The energy delivered to the storage measured at the terminal of the storage in 
period t is calculated as in (7): 
1 2( )EES ch ch disE (t)= E t E (t)- E (t)  ( 5-7) 
The state of charge (SOC) of the storage at each period is calculated as in (8): 
0 
(1/ ) 0 
EES EES
EES EES
SOC(t 1) η E (t)            if  E charging
SOC(t)
SOC(t 1) η E (t)     if  E discharging
    
 
   
 
( 5-8) 
 
where ɳ is the Round Trip Efficiency (RTE) of the storage.  
The following constraints (9)- (13) are considered in fmincon optimization: 
EESmin EES EESmaxE E (t) E   ( 5-9) 
2
2
0 ( ) ( )   if E
( ) 0                            if E
ch PV L PV L
ch PV L
E (t) E t E t E
E t E
   
   
( 5-10) 
1 2 max0 ( )ch ch EESE (t)+E t E   ( 5-11) 
max0 dis EESE (t) E   ( 5-12) 
min maxEC SOC(t) EC   ( 5-13) 
where; EEESmin and EEESmax are the maximum and minimum charge and discharge 
capacity of EES, which are functions of the rated capacity of the storage.  
B) Reliability constraint on SAIDI 
The objective of this optimization is to minimize the total EESs‘ investment 
cost and optimized energy purchase cost during storage life cycle subject to a 
reliability constraint. In this paper, SAIDI is considered as the target reliability index 
which is affected by maximum charging/discharging capacity and the state of charge 
of each EES as an alternative supply in islanding operation. SAIDI can be calculated 
using (14), [1]: 
sum of customer interruption duration
total number of customer
i i
i
U N
SAIDI
N
 


 ( 5-14) 
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where; Ni is the number of customers of ith load point. Ui is customer unavailability 
which is calculated as in (15): 



j
jji rU   ( 5-15) 
where; λj is the failure rate of line j per year and rj is load point i outage time due to 
failure on line j. 
Reliability indices are normally calculated for a one-year horizon. In order to 
have more accurate planning results, hourly loads are recommended rather than an 
average load of a year for each load point as proposed in this work. 
Analytical reliability assessment in this paper is performed using the method 
presented in [41], based on segments in the SWER network. In reliability assessment, 
the following modes of operations are considered for each load point [40]: 
1. The load point is connected to the grid. 
2. The load point is experiencing an outage. 
3. The load point is in an island condition. 
In an islanding operation, if EES available power is less than the loads, load 
shedding is applied. Load flow is also run in islands, and load shedding is applied to 
maintain the accepted level of voltage in case of any voltage violation. The loads 
which are not supplied by the EES in an island will be on outage for a duration equal 
to repair time of the faulted line. 
In the case of any failure in the network, the following equations (16)- (21) are 
used to calculate load points failure rate (λ) and outage time (r): 
 If load point i is connected to the grid: 
n
LP
i    ( 5-16) 
LP
i sr t  ( 5-17) 
where; LP
i
is the failure rate of load point i due to failure on line n, (
n ), and 
LP
ir is the 
outage duration of load point i which is equal to isolation time ts. 
 If load point i is on an outage: 
n
LP
i    ( 5-18) 
LP
i rr t  ( 5-19) 
where; tr is repair time for line n. 
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 If load point i is in an island: 
n
LP
i    ( 5-20) 
         if EES supplies load
 
           if load point is shed
resLP
i
r
t
r
t

 

 ( 5-21) 
where; tres is EES restoration time which is considered equal to or greater than ts in 
this paper.  
C) PV generation and Load modelling 
Many methods have been developed for load and electricity price forecasting 
[69-73, 77]. These approaches can be used to obtain load demand and electric energy 
price for a variety of applications. As the focus of this paper is distribution network 
planning, historical data of weather, price, and load demand are used for this 
purpose. PV generation is obtained from historical weather data using hourly sun 
radiation data through (22)-(24) [84]: 
S
NOCT
TT ambcell .
8.0
20





 


 ( 5-22) 
)]25.(1.[  cellMPPPVarraydc TdPP  ( 5-23) 
invsoilingdcac LPP ..  ( 5-24) 
where; Tcell and Tamb are cell and ambient temperature respectively. Pdc and Pac are 
DC and AC power output of the PV array and PPVarray is the nominal array output 
power. NOCT is the nominal operation cell temperature defined by manufacturers. 
Soiling loss Lsoiling, DC output power drop above 25° dMPP, and converter efficiency 
ɳinv are considered for PVs AC output power in this equation. S in ( 5-22 is insolation 
in kW/m
2
. 
D) Data clustering 
Using hourly data introduces a highly intensive computational process. For the 
sake of simplicity and saving in computational time while retaining high accuracy, a 
clustering method is used in this work to reduce the number of hours in a year in the 
calculation into a set of non-overlapping clusters. The k-means clustering technique 
is used to find non-overlapping clusters which represent a multiple states model for 
load, PV output, and electricity price. In general, k-means is a simple partitioned 
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clustering algorithm that finds k non-overlapping clusters. These clusters are 
represented by their centroids (a cluster centroid is typically the mean of the points in 
that cluster) [89]. The steps of the k-means clustering technique used in this paper are 
as follows; 
1. The hourly data set is obtained for loads, PV output power and electricity price in 
a year. This data set for clustering is expressed as  1 nD = x ;...;x . xi is a vector, 
consisting of normalized hourly load, PV output, and electricity price for the days 
of a year. Hence; in this paper D is a matrix with 365 rows representing days in a 
year and 72 columns; for hourly load, PV, and the utility electricity price. 
2. k initial centroids (m) [89] are selected, where an initial k value is specified by the 
user. The optimum number of clusters, K, is evaluated by using the Elbow 
method [90] in this paper. 
3. A squared Euclidean distance that is dist(m,k)=||x–m||2 is computed for each data 
set. Every point in the data set is then assigned to the closest centroid, and each 
collection of points assigned to a centroid forms a cluster. k-means can be 
expressed by an objective function that depends on the proximities of the data 
points to the cluster centroids as in (25), [89]: 
1
min . ( , )
k
K
x h
h x C
dist x m
 
  ( 5-25) 
where; ρx is the probability of set x, and K is the number of clusters.  
4. The centroid of each cluster is then updated based on the points assigned to that 
cluster. This process is repeated until no point changes clusters. 
A reduced number of k cluster day centroids containing load demand, PV 
output, and electricity price now represent a year model. The probability of each 
cluster can be obtained from the summation of probabilities of all members of that 
cluster. These cluster centroids are used in reliability assessment and optimum 
energy purchasing evaluation. In the next section, the method for reliability 
evaluation using this data is presented.  
5.3 THE PROPOSED STRATEGY PROCEDURE  
Figure  5-4 shows the flowchart of the complete calculation process used in this 
paper. According to this flowchart, the proposed methodology can be explained as 
  
 Chapter 5: Optimum Allocation of EES in Rural Network Considering Reliability and Energy Costs 85 
follows: 
 
Figure  5-4: The proposed GA optimization flowchart 
 
1. The hourly load and price of one year are obtained. PV output is also calculated 
using (22)-(24) [84]. 
2. Elbow method is applied to find the optimal number of clusters K (i.e. number of 
similar days in a year). k-means clustering is then applied to find K non-
overlapping cluster days, where the centroid of each cluster is associated with 
load demand, PV generation, electricity price of a day, and the probability of that 
cluster in a year. All cluster days together represent one year. 
3. The first population with the number of chromosomes equal to the number of 
EESs candidatures in all segments is created in the GA. This string of unit 
intervals represents the normalized value of rated power of the EESs on the 
candidate locations. 
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4. The capital investment cost of the storage CEES is calculated for the new 
population. 
5. From clustered data, for K days, fmincon optimizes the cost of energy purchase 
based on selected chromosomes as maximum charge/discharge capacity, load 
demand, PV output, and electricity price data. Annual cost is then calculated 
considering probability of each cluster using (5). 
6. The total cost of energy Ce for the lifecycle of the storage transferred to the 
current year is calculated using (6). 
7. For each population, SAIDI is calculated for all clusters using an analytical 
method. Load flow is used in reliability evaluation to meet the voltage and 
current constraints [47]. In the case of any voltage drop in the island, load 
shedding is applied. In case of any current exceeding the maximum line current 
capacity, the relevant chromosome will be removed from the population, since 
the capacity of the EES does not meet the system constraints. Annual SAIDI can 
be obtained as in (26): 
K 24
i=1 1
Annual SAIDI = ( SAIDI)(i).probability(i)   ( 5-26) 
8. If the termination criteria are achieved (i.e. number of iterations in this work), the 
best storage capacities are found in the corresponding population. Otherwise, GA 
operators are applied for mutation and crossover and repeat the progress from 
Step 4 until the termination criteria are achieved. 
5.4 CASE STUDY 
The 109 bus network of Figure  5-3 used for this case study is a SWER network 
in Australia. This figure includes the candidate locations of EESs in each segment by 
green numbers and circled nodes. The SAIDI index for this network without EES is 
595 minutes per customer per year. The aim of this case study is to find the best EES 
capacity for each segment to reduce SAIDI to less than 495 minutes per customer. In 
addition, the voltage magnitude should be maintained within +10  and     of 
nominal voltage. The reliability constraint is set, while minimizing the investment 
cost of the storage and total cost of energy purchase from the utility during the life 
cycle of the storage. In this study, the following cases are investigated and compared: 
1. The SWER network with no storage and PV. 
2. The SWER network with optimum EESs.  
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3. The SWER network with optimum EESs, considering 40% PV penetration. 
Table  5-1 represents tariff 62 (Ergon Energy of Queensland, Australia in 2016) 
for a rural network used in this case study. The maximum segment loads in kW are 
given in Table  5-2. 
Table  5-1: 2016 Tariff 62 Farm Time of use 
  
Peak (7am-9pm weekdays) first 10,000kWh/month (cents/kWh) 43.352 
Peak (7am-9pm weekdays) remaining kWh/month (cents/kWh) 36.661 
Off-peak (other times) (cents/kWh) 15.33 
 
Table  5-2: Segments‘ Maximum Loads 
 
Segment No 1 2 3 4 5 
Maximum load (kw) 23.6 58.2 95.5 30.0 24.1 
 
 
The following data are assumed in this case study: 
1. 10% load growth is considered for the EES life cycle.  
2. The Interest rate is considered equal to 4.5%. 
3. 40% of customers have PV sources. Total number of customers is 83, out of 
which 33 customers are assumed to have PVs of 3 kW rated capacity each, in 
case 3.  
4. It is assumed that the aggregator/retailer buys customer‘s excess PV generation at 
7 cents per kWh, in case 3. 
Table  5-3 gives the detailed specifications of the lead acid storage used in this 
application [104]. The costs are expressed in Australian dollars. Parameters of GA 
utilized in this work are shown in Table  5-4. Population size and number of iterations 
are considered 50 in this case study. 
 
Table  5-3: Lead Acid Storage Values 
 
Rated capacity(kWh) 1472 
Round Trip Efficiency (RTE) 0.75 
Unit cost for storage unit(AU$/kWh) 343 
Unit cost for power electronics (AU$/kW) 130 
Unit cost for balance of plant(AU$/kWh) 234 
Fixed O&M cost(AU$/kW) 15 
Number of charge/discharge cycles in life 3600 
Fixed storage installation cost (AU$) 10,000 
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Table  5-4: GA Parameters 
Population Max Generation Crossover Rate Mutation Rate Elitism Number 
50 50 25% 20% 50 
 
A) Data clustering 
In this case study, the hourly load data, electricity price, and PV generation of 
days in a year (calculated from historical weather data) are clustered into eight non-
overlapping cluster days, represented by their centroids. The optimal number of 
clusters (i.e. eight in this paper) is obtained from elbow method. In the optimization, 
the probability of each cluster‘s occurrence in a year is considered to evaluate the 
cost and reliability indices on annual basis. The clustered data of load demand, PV 
generation and electricity price are shown in Figure  5-5.  
 
 
 
 
 
 
 
 
 
Figure  5-5: Eight clusters representing similar days in a year 
 
0
2
4
6
8
10
12
14
0
0.02
0.04
0.06
0.08
0.1
1 3 5 7 9 11 13 15 17 19 21 23
C
e
n
t 
M
W
h
 
Cluster 1 
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0
0.02
0.04
0.06
0.08
0.1
1 3 5 7 9 11 13 15 17 19 21 23
C
e
n
t 
M
W
h
 
Cluster 3 
0
10
20
30
40
50
60
70
0
0.02
0.04
0.06
0.08
0.1
1 3 5 7 9 11 13 15 17 19 21 23
C
e
n
t 
M
W
h
 
Cluster 5 
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
1 3 5 7 9 11 13 15 17 19 21 23
C
e
n
t 
M
W
h
 
Hours 
Cluster 7 
0
5
10
15
20
25
30
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1
1 3 5 7 9 11 13 15 17 19 21 23
C
e
n
t 
M
W
h
 
Cluster 2 
0
2
4
6
8
10
12
14
16
18
20
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
1 3 5 7 9 11 13 15 17 19 21 23
C
e
n
t 
M
W
h
 
Cluster 4 
0
5
10
15
20
25
30
0
0.02
0.04
0.06
0.08
0.1
1 3 5 7 9 11 13 15 17 19 21 23
C
e
n
t 
M
W
h
 
Cluster 6 
0
5
10
15
20
25
30
35
40
45
0
0.02
0.04
0.06
0.08
0.1
1 3 5 7 9 11 13 15 17 19 21 23
C
e
n
t 
M
W
h
 
Hours 
Cluster 8 
  
 Chapter 5: Optimum Allocation of EES in Rural Network Considering Reliability and Energy Costs 89 
The probability of each cluster is shown in Table  5-5.  
Table  5-5: Probability of each cluster day in a year 
Cluster day 1 2 3 4 5 6 7 8 
Probability (%) 54.79 0.55 0.82 0.55 0.55 41.64 0.55 0.55 
B) EES scheduling optimization using fmincon 
As explained in Section 5-3, in genetic algorithm, for each chromosome, a 
scheduling optimization for ESS is performed. As an example, Figure  5-6 gives the 
EESs‘ state of charge optimization by fmincon function in one representative day of a 
cluster in a year, of the third case. At the end of each day, it is assumed that storage 
is in its maximum state of charge. As the figure shows, EES charge and discharge are 
scheduled based on electricity price and load demand to minimize the total energy 
cost paid by aggregator/retailer. In the case of a price spike, based on the load 
requirement, the EES dispatches energy to the network and during off-peak or high 
PV generation periods; energy is stored in the storage. 
 
 
Figure  5-6: Daily fmincon optimization result for one representative day. 
C) Locating and sizing of EES using GA 
Table  5-6 presents the capacity and location of the EESs for the noted three 
different cases. The locations are represented by numbers which are shown in 
Figure  5-3, as the location candidates. In the first case, there is no storage in the 
network. In the second and third cases, EES location sizes are obtained by the 
proposed strategy. A comparison between storage sizes of second (EES only) and 
third (EES and PV generation) cases clearly shows the impact of PV generation 
availability on the EES capacity reduction. Since PVs contribute in supplying a 
portion of the load, the total capacity of ESS is reduced by 24%. As seen in this 
table, the proposed optimization approach selects one location in each segment for 
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EES installation. This decision helps improve the reliability index of SAIDI in the 
network.  
Table  5-7 presents SAIDI values and total EES investment cost, as well as 
purchased energy cost for five years of storage lifecycle window in this case study. 
As seen, the total energy cost in cases 2 and 3, which are using energy arbitrage, is 
less than that of without energy trading by EES. In addition, the SAIDI of network is 
improved using EES in cases 2 and 3 from 595 to 487 and 489 minutes per customer, 
respectively. In the second case, the financial benefit from energy transaction cost 
optimization compared to the first case is a bit smaller than the EES investment cost. 
However, the SAIDI of 487 minutes per customer is achieved in return. As seen in 
the third case, not only is the EES investment cost reduced but the cost of energy 
transaction also decreases significantly. As shown in this case, the benefit gained 
from the proposed optimization approach for the aggregator/retailer is double the 
associated NPV cost for EES in five years. The reason for a smaller SAIDI in the 
second case compared with the third case is the smaller capacity of storage in the 
third case which reduces the reliability of the network. The investment cost of PV 
systems is not considered in this work since the customers are assumed to be 
responsible for such expenses. In this case study, all branch currents and bus voltages 
are satisfied. 
 
Table  5-6: Optimized storage capacity and selected location 
 
 
Seg2(kWh) Seg3(kWh) Seg4(kWh) Seg5(kWh) 
Total (kWh) 
Location: 1 3 6 7 
Case 1 0 0 0 0 0 
Case 2 149 80 45 98 372 
Case 3 135 25 36 87 283 
 
 
 
Table  5-7: Proposed optimization results for 5 years– SAIDI values and NPV costs 
 
Case 
SAIDI 
(minute/customer) 
EES cost 
($) 
Energy transaction 
cost ($) 
Energy transaction 
cost reduction ($) 
1 595 0 1,600,412 0 
2 487 382,490 1,335,002 265,410 
3 489 293,540 1,002,303 598,109 
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As complementary results, Table  5-8 shows the energy cost of each year of 
storage‘s life cycle. The total cost of energy for the whole lifecycle is calculated 
using (6). As seen, the total transaction cost increases as the years go by. This is 
because of 10% load growth assumed in this simulation. Table  5-9 presents the 
annual load, charged energy to the storage from PV surplus generation and from the 
utility, as well as total discharged energy from the storage.  
Table  5-8: Energy cost in each year (case 3) 
 
Year: First Second Third Forth Fifth 
Energy transaction 
cost($) 
188,258 207,204 228,149 251,109 276,540 
 
Table  5-9: Annual amount of load and EES charging 
 
Year: First Second Third Forth Fifth 
Load, EL(MWh) 624 686 755 830 914 
EES charging from 
PV, Ech2 (MWh) 
70 71 72 72 73 
EES charging from 
utility, Ech1(MWh) 
87 95 105 117 128 
 
 
Figure  5-7 depicts the performance of GA convergence. As shown, after 32 
iterations the minimum value of the objective function (weighted sum of investment 
and energy costs) is obtained. 
 
Figure  5-7: Objective function versus iterations in genetic algorithm 
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D) Sensitivity Analysis on case 2 
In order to examine how the EES size changes with respect to different SAIDI 
targets, the proposed strategy is run for different values of SAIDI targets. The 
increase in EES capacity as a function of SAIDI is shown in Figure  5-8.  
 
Figure  5-8: EES capacity as a function of SAIDI index. 
 
It is obvious that increasing the EES capacity leads to a lower outage time for 
customers. Reducing the SAIDI target to 487 minutes per customer per year raises 
the EES capacity with an almost linear rate. However, the required EES capacity 
sharply increases when SAIDI constraint reduces less than 487 minutes. This sudden 
rise in EES capacity shows that 487 minutes of outage time is the point that the 
majority of loads in segments are supplied by the EESs in islanding operation mode. 
Therefore, further increase in EES capacity would have minor improvements on 
SAIDI index. 
5.5 SUMMARY AND IMPLICATION 
In this chapter, a new framework is proposed to allocate optimum central 
storage devices in a segmented rural distribution network. The objective is to 
minimize the total cost of aggregator/retailer‘s owned storage investment as well as 
total cost of energy purchase from utility, by applying a suitable EES scheduling 
strategy. In the proposed method, a reliability improvement target is also fulfilled as 
part of optimization constraints. A genetic algorithm in combination with fmincon 
optimization technique is used for this application. A Weighted sum objective 
function including investment/maintenance cost of EES and cost of energy purchase 
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is included as part of this procedure. As the results indicate, the proposed strategy 
finds an optimum solution for network planning to minimize costs while a reliability 
target is achieved. The results concluded that the optimum EES sizing in the 
segmented rural network has a significant impact in reducing energy purchase costs. 
Consequently, using the proposed method in this paper can be rewarding for all 
parties involved in a rural network.  
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Chapter 6: Operational Benefit of 
Distributed and Concentrated 
Solar Resources with Energy 
Storage in the NEM 
6.1 INTRODUCTION 
Previous analysis detailed the framework for optimal allocation of central 
energy storage in the rural distribution network in the presence of distributed PVs. 
The aim of central energy storage utilization in the network is to store surplus PV 
generation and dispatch it during peak load hours in addition to get benefit from 
energy arbitrage application. In previous chapters; first a storage scheduling strategy 
was developed to reduce energy costs of the network and raise the 
aggregator/retailer‘s profit. Then a segment based reliability assessment strategy was 
proposed that is scenario based and suitable for large networks and smart grids. The 
proposed strategy was designed to consider the impact of weather changes and 
storage scheduling strategy in the reliability assessment procedure. Finally, an 
optimal central energy storage allocation framework was established to maximize 
energy benefit and improve reliability of the distribution network using the proposed 
energy scheduling and reliability assessment techniques. It was concluded that 
optimal scheduled central energy storage which operates by aggregators can improve 
the reliability of the network to a certain level in addition to energy cost reduction for 
the aggregator. In the work presented in previous chapters it is assumed that PVs are 
distributed in customers‘ places and central storage is allocated for each segment 
including a number of customers. A large penetration of distributed PVs and central 
EESs arrangement will result in peak load shaving in the distribution network and 
consequently brings operational benefit to the network. Hence it would be interesting 
to estimate the operational benefit (energy value) of the accumulated PVs and central 
EESs deployment in the network. Another solar energy resource which has recently 
drawn a lot of interests is concentrated solar power (CSP) with thermal energy 
storage (TES). Due to increasing use of this technology, it is also interesting to 
estimate the operational benefit of CSP-TES in the network and compare with the 
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operational value of PV-EES of the same capacity and hours of storage. In order to 
model the accumulated PV generation, the same PV penetration amount and storage 
size ratio as chapter 5 SWER network is considered for Queensland rural network. 
On the other hand, the same CSP-TES capacity as PV-EES is considered in 
Queensland rural network. Then the operational benefits of two cases are estimated 
as explained in this chapter. In this study, only energy value of the PV with EES and 
CSP with TES in the Australian market is estimated. Energy value or operational 
benefit is derived from the ability of a power plant to reduce the total generation 
costs of the network.   
6.2 PROBLEM FORMULATION AND METHODOLOGY 
Studies have been conducted in the area of estimating the operational value of 
CSP plants with TES [105-110] however there are no studies on estimating 
operational benefits of PV-EES and CSP-TES in the Australian electricity market. In 
this regard, a comprehensive study on estimating energy value of PV-EES and CSP-
TES in the NEM is performed using production cost simulation (PCS) of the entire 
generation fleet in the NEM using PLEXOS software. 
6.2.1 Estimating energy value 
The addition of a CSP plant to the network brings energy benefits to the 
network through avoided fuel, O&M and emissions cost. The energy value of the 
CSP will be even more when it is equipped with TES. TES has the ability to shift 
CSP production to high price periods and replace high cost power plants. In the PV-
EES case also, EES is scheduled to shift PV generation to high cost periods.  In order 
to estimate the energy value of the PV-EES and CSP-TES in the network, total 
generation costs of the network should be estimated. There are two general 
approaches to estimate the optimal dispatch of the generators and generation costs of 
the network: price-taker approach and production cost simulation as explained below 
[106]. 
 Price-taker approach 
In price-taker approach, price is treating as being given in advance and the 
dispatch of a CSP-TES is optimized to maximize its net revenue. One shortcoming 
with this approach is that the estimated energy value by using this approach depends 
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on the historical price data. So the impact of changes that could occur in the future 
cannot be evaluated by this method. This method is not used in this work. 
 Production cost simulation (PCS) 
    Production cost simulation approach models the operation of the entire 
generation fleet and determines the optimal dispatch and commitment of each 
generator in the system during each time interval to meet the demand at minimum 
cost. In this work PCS is used to estimate the energy value of PV-EES and CSP-TES 
in the NEM. In order to do such estimation, the NEM existing plant data, network 
data, and demand data in addition to CSP-TES and PV-EES data are required. The 
total generation cost of the NEM in base case and PV-EES/CSP-TES case is obtained 
and the energy value of each technology can be estimated by the avoided generation 
cost in each case. The energy value of various scenarios in the NEM system is 
estimated using PLEXOS model in this work. This model is a security-constrained 
unit commitment and dispatch model [105].  
6.2.2 Estimating energy value using production cost simulation 
1) PV-EES scenario 
In the first scenario the energy benefit of large scale PV-EES deployment in 
distribution network is estimated. The PV sources are considered at low voltage side 
of the network and optimum central medium voltage EESs are located at the medium 
voltage side of the network (chapter 5). There are two ways to model non-
dispatchable PV plants in the network. One way is to treat that as a lumped single 
non-dispatchable plant similar to run-of-river hydro power plant. The other way is to 
treat PV as a negative demand in the network. However, PV with storage operates as 
a dispatchable source. In this case the total power demand to be met by the rest of the 
generators will be modified that is equal to total market net demand when the 
expected level of power supply by the PV-EES system is taken from that. The 
modified load profile is then used in the NEM production cost simulation to estimate 
the energy value of PV-EES.  
2) CSP-TES scenario 
In the second scenario, the CSP-TES with a power block size equivalent to PV 
penetration in the network with TES with the same hours of storage as EES is 
examined. Then the impact of various solar multiples and storage hours‘ options is 
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also examined in the NEM PCS as a sensitivity analysis. Total generation costs 
including running cost, fuel cost, O&M Charge, and use of system costs are traceable 
in the PCS model. Such data are useful to derive a value per kWh of a solar 
generation to estimate its energy value for the network. 
6.2.3 Estimating energy value of PV-EES, input data and assumptions 
In order to estimate the impact of optimal central EES and PV system on the 
NEM, the procedure of Figure  6-1 is followed. 
 
Figure  6-1: Estimating energy value of PV-EES in the NEM 
 
The aim of the work is to use the PV penetration and optimal EES data of 
chapter 5 and imply to the NEM system to find out the market operation benefit. In 
the proposed work of chapter 5 the optimal size of central EES with 40% PV 
penetration in a SWER network of Queensland was investigated. The sizing 
optimization objective was improving reliability and minimizing investment and 
operation/maintenance costs of the storage in addition to energy costs reduction for 
the aggregator.  
In this section the same PV penetration with optimal storage are considered 
that is scaled to the whole rural network of Queensland. Then the impact of this 
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technology on the NEM system is estimated. In order to estimate the impact of PV-
EES on the NEM, the total shaved load by PV-EES in the network of chapter 5 is 
considered. This shaved amount is then scaled to the whole Queensland rural 
network by total customers of Queensland rural network (710,000) to the customers 
of chapter 5 network (83) ratio. This ratio is equal to 0.012%. The peak load shaved 
resulted from 40% PV penetration and optimized EES in SWER network of chapter 
5 is obtained for 3 months starting from July first 2014.  
Figure  6-2 shows the peak shaved load profile of SWER network of chapter 5 
resulting from PV-EES utilization for one day in July 13
th
. In this particular day of 
the year the PV generation is more than load amount. Hence in this figure the 
modified load profile is reduced in PV generation hours. Such calculation is done for 
all days of the period of study. The next step is to find the hourly shaved load amount 
of whole rural network. This can be estimated by 0.012% scaling factor. The 
obtained hourly values are the amount of shaved load that is subtracted from 
Queensland load. The modified load profile of Queensland is now used in NEM 
simulation model. Figure  6-3 shows the amount of load shaved of rural network 
Queensland in one day.  
 
 
Figure  6-2: Load profile of SWER network of chapter 5 with and without PV-EES in 
a randomly-chosen day 17
th
 of July 2014 
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Figure  6-3: Estimated shaved amount of QLD load demand resulted from 40% PV 
penetration and optimal energy storage deployment in 17
th
 of July 2014 
6.2.4 Estimating energy value of CSP-TES, input data and assumptions 
In another case, the aggregated PV penetration with the same storage capacity 
is considered in a CSP-TES plant. The operation benefit of CSP-TES plant in the 
NEM system is then estimated. In order to perform this simulation in the NEM, the 
steps as shown in Figure  6-4 diagram are followed. 
 
Figure  6-4: Estimating energy value of CSP-TES in the NEM 
 
The CSP rated capacity equivalent to 40% PV penetration and TES size 
equivalent to optimal EES of chapter 5 scaled to the whole Queensland is considered 
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in this part. The 40% of rural customers (710,000) is approximately 284,000 
customers. It is assumed that each customer is equipped with solar panels with rated 
capacity of 3kW. Hence the rated capacity of all PVs in the rural network is 852,000 
kW. Hence a CSP with power block size of 850 MW is considered in the NEM. The 
storage size of chapter 5 network was approximately half of the total PV penetration 
of that network with five hours of storage capacity. So the TES size for the CSP plant 
would be 425 MW with the same five hours of storage capacity. This CSP-TES 
capacity is used in the NEM to evaluate the operation benefit of the network.   
6.2.5 Australian national electricity market 
 NEM topology 
Figure  6-5 represents a regional representation of the NEM [111]. The NEM 
interconnects five regions (Queensland, New South Wales, Victoria, South Australia 
and Tasmania). Western Australia and Northern Territory are not connected to the 
NEM. The five regions of the NEM and interconnectors between them are shown in 
this figure. The NEM involves both wholesale generation of high voltage 
transmission lines and electricity distribution. The generation transport to consumers 
is facilitated through a pool or spot market. The pool is a set of procedures that 
aggregates the output of all generators and scheduled them at five minute intervals to 
meet demand. Australian Energy Market Operator (AEMO) manages pool 
procedures in line with National Electricity Law and National Electricity Rules 
[112]. Generators offer to supply the market with a specified amount of electricity at 
specified prices. From all the bids offered, AEMO decides on the generators 
deployment with the cheapest generator operation first. These operation procedures 
are designed to meet the demand with the optimum cost.  
The same regional topology is used in the PLEXOS NEM data. The 
transmission network in PLEXOS is defined using line objects. Each node represents 
a busbar in the transmission network, and a Line can represent any type of 
transmission line (AC or DC). In this model inter-regional transmission lines are 
modelled ignoring the distribution lines. Electricity demands and generations are 
aggregated on nodes and power flows between nodes via interconnectors.  
The connection nodes in PLEXOS NEM are defined at the following locations: 
Sydney West 330kV NSW, South Pine 275kV Queensland, Thomastown 66kV 
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Victoria, Torrens Island 66kV South Australia, and Georgetown 66kV Tasmania. 
The loads and generators are aggregated on these nodes. The impact of PV-EES on 
load data of Queensland is investigated in this work. In another approach CSP-TES 
is connected to Queensland node and its impact on the NEM is evaluated.  
 
Figure  6-5: Regional representation of the NEM [111] 
 NEM generation capacity 
The generation capacity of the NEM is presented in Table  6-1 [113]. This 
information is based on AEMO report on December 2014. The information is 
categorized by generation type and status. Coal generators comprise the majority of 
the in service generation capacity (24,906 MW). Gas generators make up 10,837 
MW of capacity. Hydroelectric and wind generators have 7,987 and 3,753 MW 
capacity respectively. Other generators have a negligible contribution on the NEM 
generation.  
Table  6-1: NEM generation capacity by type [113] 
 
Status/Type  Coal CCGT OCGT 
Gas 
other 
Solar Wind Water Biomass 
Geo-
thermal 
Other 
Committed 0 0 0 0 100 362 0 0 0 0 
Proposed  2,000 575 5,315 0 417 12,094 666 16 510 150 
Withdrawn  -2,269 -832 -58 0 0 0 0 0 0 0 
Announced 
withdrawals  
2,546 171 120 480 0 0 0 0 0 0 
Existing less 
announced 
withdrawals  
22,360 2,113 6,206 1,747 177 3,753 7,987 423 0 173 
In service  24,906 2,284 6,326 2,227 177 3,753 7,987 423 0 173 
*Values are shown in MW. 
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 Generation constraints 
Generators are subject to a number of constraints. The followings expressions 
are commonly used constraints and their meaning from Energy Exemplar wiki source 
[114]. 
Min Stable Level: Generators operation is limited between some minimum, 
Min Stable Level (MSL), and maximum, Max Capacity. When a generating unit is 
started, it will run from zero output to its MSL as rapidly as possible. This takes less 
than an hour and is usually ignored in the long term simulation. However, if the time 
interval of the simulation is small, run-up or run-down affects the generators‘ unit 
commitment.  
Ramp Rate: A generating unit ability to change its load level is restricted by 
some factors including the rate that fuel and water supply for a steam turbine can be 
increased-decreased without taking pressures more than safe ranges, the amount of 
inertia of the machine, and manufacturer recommendations. Ramp rate is a factor that 
determines the load level change constraint of a generator in the simulation. Ramp 
rates are typically expressed as a maximum increase/decrease in megawatts per 
minute (MW/min). 
Start Cost and Time: Generators consume some power and fuel when 
starting. The amount needed is related to how cold the units are that is a function of 
the time since last running. In order to define the state of the unit, the terms cold, 
warm, and hot start are used. Generally restarting a hot unit is easier and faster than a 
cold one. 
Minimum Up and Down Times: Once a thermal generator is ‗committed‘, it 
must run for minimum running time in the range of 1-24 hours. Similarly, once a unit 
is shutdown, often a minimum cooling down period is required before the unit can be 
restarted. 
 Generation cost 
The NEM is a wholesale electricity market whose operation is based on a gross 
pool model. It uses regional pricing rather than locational pricing. AEMO is able to 
schedule generators across the regions based on the physical limits of the regulated 
interconnectors as well as the market (or unregulated) interconnector linking 
Tasmania to the rest of the NEM. PLEXOS' flexibility makes it possible to 
  
 Chapter 6: Operational Benefit of Distributed and Concentrated Solar Resources with Energy Storage in the NEM103 
accurately model the relatively unique features of the NEM with regards to load and 
settlement, regional and interconnector requirements, as well as other generic 
constraints which define real-life characteristics of the market. 
In this work total generation costs including VO&M and fuel costs per unit of 
solar generated energy are considered as an index to measure the financial benefits. 
Start-up, shut-down costs and emission costs are not considered in this work. Fuel 
price for a generator is calculated by fuel price in $/GJ multiplied by heat rate of the 
generator in GJ/MWh. Total generation is equal to megawatt load at the optimal way. 
For multi-unit generators it is the total generation across all units. VOM Charge is 
used to cover maintenance costs that are a direct function of generation for example 
wear and tear and other costs of regular equipment replacement and servicing. 
 National transmission development plan 
As AEMO uses the PLEXOS for expanding their national transmission 
network development plan (NTNDP) and has recently released PLEXOS NEM data, 
it would be appropriate to do a detailed analysis of energy value of PV-EES and 
CSP-TES in the Australian grid using PLEXOS. The NTNDP is produced by AEMO 
annually over a 20-years planning horizon. In this study the 2014 NTNDP is used to 
estimate the energy value of the network in different scenarios. The 2014 NTNDP 
publication includes the NEM‘s baseline assets, the hourly regional demand traces of 
all states, data of all registered generators located on a common regional node 
(including fuel costs, O&M costs, heat rates, and minimum stable levels). Marginal 
loss factors, minimum capacity factors, planned/unplanned outages and maintenance 
profiles are also considered in NTNDP. In this model the inter-regional transmission 
lines only are modelled ignoring intra-regional congestion [115]. The NTNDP 
PLEXOS model is designed to be used with long-term (LT), medium-term (MT), and 
short-term (ST) plans. The purpose of LT plan is to solve the capacity expansion 
problem for the planning horizon (typically between 10 to 30 years). The term 
―capacity expansion problem‖ is how to find the optimal combination of new builds 
and retired generation as well as transmission upgrades and retirements so that 
minimizes the net present value (NPV) of the system total costs over a long-term 
planning horizon [114]. MT schedule is used to optimize medium to long term 
decision in a computationally efficient manner. And finally ST schedule is mixed-
integer programming (MIP) based chronological optimization.  
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The NTNDP PLEXOS model was provided for the purpose of long term 
planning (LT plan) and was expanded to simulate realistic electricity prices using 
MT (medium term) and ST (short term) schedules. In this work LT data of the NEM 
is used to run ST schedule supporting with MT schedule. Where in this simulation 
the intervals of 1 hour are considered since the demand data provided in the NEM 
PLEXOS is hourly data. Ramp rates are implemented for all generators type in the 
model. For ancillary service provision, since such data is not available in NEM LT 
model, we used the data of [115] that is 20% of region‘s load for ancillary services 
provision.   
 CSP location in this work 
The CSP is location in this work is considered in medium voltage side of 
Queensland distribution network. However, in PLEXOS model it should be 
connected to Queensland node as in the simulation the medium voltage side of the 
network is not modelled. In the NEM PLEXOS model each state is modelled as one 
node. Figure  6-6 shows the map of regional network of Queensland including rural 
customers. The point of CSP installation which is Longreach Queensland is also 
showed in the figure. The solar data for CSP-TES generation is measured in 
Longreach Queensland and natural inflow of the CSP-TES which is processed in 
SAM is calculated based on this solar data. After implementing CSP-TES in the 
NEM, the energy value of this technology is estimated. The PV-EES and CSP-TES 
impacts on the NEM generation replacement, production costs, and avoided fuel will 
be estimated in the next part of the work. The results of simulation are presented in 
compare to the base case.  
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Figure  6-6: Map of SWER network Queensland 
 
6.2.6 Summary of CSP technology 
A CSP plant with TES configuration is shown in Figure  6-7 which consists of 
solar collector, receiver, thermal storage, and power block. The solar collector and 
receiver produce thermal energy from solar radiation. The sunlight is focused on 
receiver tubes to heat the fluid through the tubes. Thermal storage can store thermal 
energy for later time. Finally, power block converts thermal energy to electricity by 
the use of heated fluid. The heat transfer fluid is passed through a steam generator to 
CSP 
installation 
node 
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produce steam for the turbine. Different sizes of solar field, storage tank, and power 
block determine the plant capacity. The sizes of the components should be selected 
so that the optimum output is obtained from the plant. An undersized power block 
and thermal storage tank relative to solar field will result in wasted energy during 
high solar irradiance hours [106]. 
 
Figure  6-7: Components of a CSP-TES power plant [106] 
 
Solar multiple (SM) is a design parameter which normalize the size of solar 
field with respect to the power block. For example, SM equal to 1 provides enough 
energy as rated capacity of power block. SM greater than 1 means the ratio of power 
block to the solar collector is greater than 1. Means that the extra energy delivered 
from solar field should be stored in thermal storage or dumped if there is no TES in 
the plant. CSP plant without TES is non-dispatchable source with the output similar 
to PV. Adding TES provides several values to a CSP plant. First benefit is shifting 
electricity production to high price periods. Second benefit is that TES can provide 
firm capacity to replace conventional power plants. And the last benefit is that the 
dispatchability of a CSP plant with TES can provide high-value ancillary services 
such as spinning reserves for the CSP plants [116]. 
Figure  6-8 represents the generation of a CSP plant with power block size of 
250MW with and without TES of 250 MW power rating, 5 hours of storage, and SM 
1 in three days considering 12 hours looking ahead. As the figure shows, the CSP 
generation without TES has a profile similar to solar PV generation. The CSP 
generation has the maximum amount when the sun radiation is on the highest level. 
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The addition of TES increases the energy value of CSP by providing the ability of 
shifting solar energy over the time. The CSP with TES is a dispatchable source of 
solar energy which can generate optimally over the time. According to the figure 
CSP with TES dispatches more solar energy when the price of electricity is higher 
and in the low price periods the dispatched energy is at the lowest level.  
 
Figure  6-8: Three days CSP and CSP-TES generation and load demand starting from 
July first 2014 
 
6.2.7 Modelling CSP with TES in PLEXOS 
In order to model the solar energy producing by the CSP plant, the correlated 
weather and sun radiation data to the year of simulation are required. Once hourly 
meteorological data are obtained, they can be used to provide solar field hourly 
generation data. The SAM (system advisor model) simulation tool is used for this 
purpose. SAM is able to produce an hourly flow of solar-generated electric energy 
using correlated weather and sun radiation data. This occurs outside the PLEXOS 
and the output of SAM is used as the input to the PLEXOS. Figure  6-9 represents a 
general process of CSP implementation [105].  
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Figure  6-9: General process of CSP implementation [105] 
 
The primary challenge in this simulation is modelling CSP-TES in the 
PLEXOS. All types of generation resources such as thermal, hydro, pump storage, 
and wind are modelled with the generator class in PLEXOS. There is no need to 
specifically identify the type of a generator; the simulator infers the type of generator 
from the data and relationships that are defined on it. Hydro generators of run of 
river, reservoir, and pump hydro types with head and tail storage can also be 
modelled in PLEXOS by adding the correct data and relationship. Run of river model 
in PLEXOS is used for solar power plants without storage. In order to model a CSP 
with TES a reservoir type hydro power model is used. A simulated power block is 
used to send solar energy from solar field to the grid. In the presence of TES the 
solar energy is sent to the storage. The storage capability is limited by the storage 
tank capacity which is measured by the hours of the rated output that can be stored. 
The natural inflow of the storage would represent the solar field electric energy 
production which is collected by receiver and transferred for heating the fluid. The 
natural inflow is the output of the SAM in this work. In the next sections a summary 
of CSP-TES technology is represented.     
 6.2.8 Results and discussion 
In this section, the energy benefit of PV-EES of chapter 5 in rural Queensland 
and CSP-TES plants in the NEM are presented. For this purpose, production cost 
simulation of the NEM system for three months starting from July first 2014 is 
performed with and without the plant whose energy benefits is to be estimated.   
 Generation mix  
Figure  6-10 presents the generation mix of the NEM for base case, PV-EES 
and CSP-TES cases. According to the figure in the base case, the coal generation 
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accounts for the largest share in the total generation (81.7%) followed by hydro 
(10%), wind (7.8%), and NG (0.5%). Results show that addition of PV-EES system 
with total energy generation of 422 GWh would replace coal generation of 410GWh 
and gas generation of 11 GWh and increase hydro generation of 8 GWh. The 
addition of a CSP-TES system with the total energy generation of 420 GWh, would 
replace coal generation of 412 GWh and gas generation of 12 GWh and increase 
hydro generation by 5 GWh. It is interesting to examine why hydro generation 
increases with addition of PV. The energy supplied by PV plant during off peak 
hours has been used for pumping hydro energy in hydro power plants such as 
Wivenhoe pump hydro plant which will be dispatched during peak period. In the 
presence of CSP-TES in the network, these pump loads are supplied by the low cost 
energy of CSP-TES. When PV-EES is added to the distribution network, there will 
also be more generation capacity for supplying pump hydro loads. Wind generation 
stays the same in all cases. 
 
Figure  6-10: Simulated NEM generation mix by generation type within three months 
starting from July first 2014 with PV-EES, CSP-TES and without them 
 
Generation mix gives only the changes in generation for the whole period of 
the study. But it would be interesting to examine how solar generation is replacing 
the other generation in the network and when it takes place. In order to clearly 
illustrate the daily changes in generation mix, the hourly generation mix of three 
days from 7-9 July in the presence of CSP-TES is given in Figure  6-11. It is obvious 
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from the figure that solar energy is replacing power generation from other plants 
during peak load hours.  
 
 
Figure  6-11: Three days simulated NEM generation breakdown with CSP-TES of 
850 MW and 5 hours of storage capacity starting from 17
th
 of July 2014 at 1:00AM 
 
Figure  6-12 represents the changes in total generation mix during the planning 
period for the base case due to addition of PV-EES and CSP-TES systems in the 
NEM. This figure shows that solar generation from CSP and PV plants would mainly 
replace coal and gas generation. Hydro generation has increased marginally in both 
cases. Even though the PV generation is more than CSP-TES generation, the 
generation replacement by solar energy in CSP-TES case is more than PV-EES case. 
Since there is no explicit representation of PV in the NEM model, the estimated 
generation profile from PV-EES system is subtracted from the QLD demand profile. 
The demand modification is based on PV-EES system dispatch which is designed for 
given predetermined profile. So it would not be optimally dispatched for the NEM 
operation benefit purpose. However, the CSP-TES plant is treated as a reservoir type 
hydro plant in the model and it has been dispatched optimally to increase the NEM 
operation benefit.   
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Figure  6-12: Simulated NEM generation replacement in CSP-TES and PV-EES cases 
comparing to the base case for a period of three months starting from 17
th
 of July 
2014 
 Operation benefit 
Modelling either solar technology in the NEM leads to reduction in overall 
total production cost. The production costs that are estimated in this study are: fuel 
costs, VO&M, and total generation costs. Start-up, shut-down costs and emission 
costs are not considered in this study. Table  6-2 represents the production cost of PV-
EES, CSP-TES cases and the base case. Avoided production cost and avoided 
production cost per unit of solar energy are also presented in this table which are 
estimated based on flowcharts of Figure  6-1 and Figure  6-4. It is obvious from the 
table that the avoided generation and production costs of CSP-TES case are less than 
PV-EES case. The reason as explained before is that CSP-TES has the ability to 
dispatch solar energy optimally to maximize the operation benefit of the NEM. 
However as there is no explicit representation of PV in the NEM model, the 
estimated generation profile from PV-EES system is subtracted from the QLD 
demand profile. As PV EES system is dispatched for given predetermined profile it 
is would not be optimally dispatched.  
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Table  6-2: Production costs and energy benefit of PV-EES and CSP-TES cases 
comparing to the base case of the NEM for a period of three months starting from 
July first 2014  
 
Case 
Total generation cost ($) 
Avoided generation cost / 
energy benefit  ($) 
Avoided generation 
cost/energy benefit ($) per 
MWh 
Total 
generation 
cost 
VO&M 
cost 
Fuel cost 
Total 
generation 
cost 
VO&M 
cost 
Fuel cost 
Total 
generation 
cost 
VO&M 
cost 
Fuel 
cost 
Base case 637,493,310 88,847,706 548,645,604 - - - - - - 
PV-EES case 627,124,300 88,402,715 538,300,653 10,369,010 444,991 10,344,951 24.57 1.05 24.51 
CSP-TES case 626,352,001 88,229,460 537,828,323 11,141,309 618,246 10,817,281 26.53 1.47 25.76 
 
Table  6-3 shows the avoided fuel due to addition of PV-EES and CSP-TES 
generation in the network per unit of delivered solar energy. As the results show, 
both technologies reduce the fuel usage in the NEM. CSP-TES however displaced 
more fuel than PV-EES case.   
Table  6-3: Avoided fuel per unit of solar generated energy for PV-EES and CSP-TES 
cases in the NEM for three months starting from July first 2014 
 
Fuel 
Avoided fuel per unit of solar energy 
(MMBTu/MWh) 
PV-EES CSP-TES 
Coal 6,917 8,256 
Gas 191 202 
Total 7,108 8,458 
 
 Impact of solar multiple and storage hours on CSP-TES operation 
benefit 
In the last part of the work, the energy value of CSP-TES with SM 1 and 5 
hours of storage was investigated. In this section, a CSP-TES system with different 
combinations of storage hours of 3, 5, 9, 12 and SM equal to 1.5, 2, and 2.5 are 
implemented in the network to find out how sizing options affect the operational 
benefits of the plant.  
Figure  6-13 and Figure  6-14 present the operation benefit of the CSP plant with 
TES as a function of   its storage capacity (in terms of hours of storage) and its solar 
multiple (SMs). The figure highlights two main points. First is that with smaller 
SMs, adding storage capacity beyond a certain point would not increase operational 
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benefits (e.g. 1 hours for SM 1, 3 hours for SM 1.5, 5 hours for SM 2, and 9 hours 
for SM 2.5). The reason is that at smaller SMs, solar energy availability is low and 
hence even if you increase the storage capacity it will not have enough solar energy 
to store. The second point is that increasing the size of the solar field only without 
increasing storage capacity will also not yield higher benefits as solar energy will be 
wasted since there is no enough storage capacity to store the surplus energy. Hence 
there is optimum storage capacity for each SM. It is concluded that in order to have 
an efficient CSP-TES operation, the solar multiple and storage hours should have 
optimum correlation. The increasing of one parameter without considering the other 
parameter leads to more investment cost without any outcome. In this work the 
maximum profit is obtained at SM 2.5 and storage of 9 hours according to the figure.   
 
 
Figure  6-13: Three months operation benefit of CSP-TES plant of 850 MW capacity 
with various solar multiples and storage hours 
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Figure  6-14: Relation between CP-TES solar multiple, storage hours, and percentage 
of operation benefit in the NEM 
 6.2.9    Summary 
In this chapter firstly the energy value of PV-EES system in the Australian 
electricity network is estimated. It is assumed that PVs are located at customers‘ side 
of the distribution network and central energy storage is considered for a number of 
customers forming a segment. The central storage is designed for reliability 
improvement and energy cost minimization purposes as proposed in chapter 5. In this 
work 40% of PV penetration was considered in rural network of Queensland. 
Secondly, the energy value of a CSP plant with TES in the NEM is estimated. The 
rated capacity of CSP-TES is considered equivalent to 40% PV penetration in the 
rural network of Queensland. The energy value of these technologies is the total 
avoided generation cost in the system due to addition of these resources. This is 
calculated as generation costs difference of the base case and PV-EES or CSP-TES 
cases. The avoided generation costs in this work include avoided fuel and avoided 
VO&M costs. Results show that the large-scale solar technologies deployment in the 
network brings significant operational benefits to the network.    
In the last part of the study, the changes of operational benefits of a CSP-TES 
plant due to its solar multiple and storage hours were examined. The results show 
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that the increasing of solar field (SM) and hours of storage will result in more 
operational benefits of the CSP plant. However, it is concluded that there is an 
optimal storage capacity for each SM which should be considered in the CSP-TES 
sizing design. Increasing the design parameters of CSP-TES without correct 
correlation may impose more investment cost to the network with no benefit. In this 
case study, the maximum operation benefit is resulted from SM 2.5 and 9 hours of 
storage.  
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Chapter 7: Conclusions 
In this research work a novel approach is established to optimize the capacity 
of storage devices owned and operated by aggregator/retailer centrally installed in 
each load populated segmenting structure of rural distribution network. The objective 
of this optimization framework is to minimize investment/maintenance and energy 
purchase costs for the aggregator/retailer while achieving a certain level of network 
reliability.  
The reliability improvement requires costly infrastructural considerations such 
as redundant energy resources with alternative network facilities to supply loads 
continuously. Renewable facilities such as PVs have become an increasingly 
abundant energy resource in distribution networks, many places around the globe and 
particularly in Australia. The inclusion of such resources in the network has provided 
islanding operation opportunities in the system to maintain supply while grid outages 
occur. In these cases, such energy resources provide alternative source of supply in 
the event of forced outages and the removal of equipment for regular scheduled 
maintenance in the network. Due to variation in sun radiation and availability in 
addition to low load consumption during day time, PV technology alone is not viable 
to dispatch the energy for the 24-hour load. Therefore, electric energy storage 
technology together with PV resources is required to resolve the issue. It is 
anticipated that in most cases either the utility or aggregator will provide central 
storage services for a group of customers. Investing in storage facilities and 
providing the services in such situation create a business opportunity for aggregator. 
The price of electricity can change during a day, and throughout a year. Therefore, 
aggregators can take advantage of the situation dealing between the network and 
customers. Such arrangements can especially be beneficial to customers in rural 
networks for continuity of electricity supply. The work in this thesis recognizes poor 
reliability in rural networks as a research opportunity in proposing central EES 
allocation by the aggregator/retailer in the network. In addition to peak load shaving, 
the objective of the central storage utilization is to provide an alternative source of 
energy in the case of forced outages in the network and islanding operation. The 
storage utilization should also be financially justified for the aggregator/retailer to 
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invest in this technology. The main financial justification is achieved through energy 
arbitrage using energy storage, while storing low cost energy during low load periods 
and dispatching it in peak load demands. Using such strategy can also benefit the 
aggregators/retailers by minimizing their energy purchase costs. In this context, this 
work proposes a framework for optimal allocation of central storages to include both 
reliability improvements to a specific target while minimizing energy purchase cost 
for the aggregator/retailer. The developed framework optimizes the size and location 
of the storage considering: 
1. Investment/maintenance cost of the storages. 
2. Energy cost minimization by utilizing scheduling strategy for the 
storages. 
3. Reliability improvement to a specific target.    
4. Annual weather change impact on the load demand and PV available 
energy using data clustering technique.    
The established framework uses newly developed reliability assessment and 
storage scheduling strategies that are targeted in achieving the objectives of the 
framework. The results of the application of this approach on a SWER network in 
Queensland were provided to show the effectiveness of this strategy.     
One assumption in this research work was that the price of electricity is 
considered as given and the aggregator/retailer is a price taker. This assumption 
means that shaving peak loads by PV-EES dispatching strategy will not affect the 
whole market electricity price. But in reality this is not correct since the aggregated 
PV-EES in distribution networks would affect the generation mix by peak load 
shaving and consequently changes electricity price. In other word, the addition of 
PV-EES brings operational benefit to the network. In order to estimate such 
operational benefits, a complementary investigation was performed in chapter 6 to 
model the modified load profile of the network in the presence of PV-EES and 
estimate the operational benefit of aggregated PV-EES using production cost 
simulation.  
Concentrated solar power with thermal energy storage has recently drawn a lot 
of interests. Due to increasing use of CSP-TES in the future, it would be interesting 
to compare the operational benefit of this technology with the aggregated PV with 
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the same capacity in the Queensland rural network. The results signify that the 
operational benefit of CSP-TES to the network is higher than that of combined PV-
EES installations in rural networks. However, as shown in chapter 5, the PV-EES 
deployment in the rural distribution network has a significant impact on the 
reliability improvement of the distribution network. Hence as for future research 
work, it is interesting to investigate a balance between CSP-TES and PV-EES 
deployment in the network to achieve both reliability requirements and financial 
benefits, in addition to comply with Australian renewable target scheme fulfilment. 
Further research work could include the interactive electricity price due to distributed 
PVs and EESs on optimal storage sizing and charge/discharge scheduling strategy.  
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