A construction of multiscale decompositions relative to domains I R d is given. Multiscale spaces are constructed on which retain the important features of univariate multiresolution analysis including local polynomial reproduction and locally supported, stable bases.
Introduction
Multiscale methods have become an important and powerful tool in several areas of mathematical analysis and applications. Since the introduction of wavelet bases, the interest in these methods has grown in a large scienti c community.
Recall that wavelet bases are usually constructed with the aid of multiresolution analysis. In the univariate case, multiresolution for L 2 (IR) is given by an ascending sequence V which, in particular, guarantees the nestedness of the spaces V j . The generator ' can also be chosen to satisfy additional properties which are important in applications. For example, ' will have compact support if the scaling coe cients h k appearing in (1.1) 1 are nite in number. Also, Daubechies Dau] has constructed generators ' of compact support whose integer shifts '( ? k); k 2 ZZ; are orthonormal.
We shall enlarge our attention in this paper to the case of biorthogonal wavelets as described in Cohen, Daubechies, and Feauveau CDF] . In this case, the re nable function ' has a dual function', i.e., Z IR '(x)'(x ? k)dx = 0;k ; k 2 ZZ; which is also re nable. Examples of such dual pairs of re nable functions can be found in CDF] . Multiresolution analysis is used to construct a wavelet function that encodes the details between any two successive levels of resolution in the sense that f j;k : k 2 ZZg spans a complementing space W j of V j in V j+1 . The rst constructions of wavelets yielded functions (called orthonormal wavelets) whose shifts are orthogonal. In this case, the family of functions f j;k g j;k2ZZ is an orthonormal basis for L 2 (IR).
In our setting of biorthogonal wavelets, multiresolution gives a pair of functions and~ which are in duality Z IR (x)~ (x ? k) = 0;k :
Then, f j;k g j;k2ZZ is a Riesz basis for L 2 (IR) and f~ j;k g j;k2ZZ is its dual basis. This means that each function f 2 L 2 (IR) has a unique wavelet decomposition f = X j;k2ZZ c j;k (f) j;k ; c j;k (f) = Z IR f(x)~ j;k (x) dx (1.2) with convergence in the sense of L 2 (IR), and the following stability estimates hold c 1 X jc j;k (f)j 2 kfk 2 L 2 (IR) c 2 X jc j;k (f)j 2 (1.3) with c 1 and c 2 positive constants.
There are several important features that make wavelets particularly attractive in both theory and practice. We mention some of these.
The wavelet decomposition is local in both time and frequency. In particular, if ' and are compactly supported, the decomposition (1.2) at a point x only involves those functions whose support contains x. The wavelet decomposition of a sampled function can be e ciently computed by the Fast Wavelet Transform when the generator ' and the wavelet have compact support. Various functions spaces can be characterized in terms of the wavelet coe cients. For example, the Besov spaces B s q (L p (IR)) (including the generalized Lipschitz classes B s 1 (L 1 (IR)) and the Sobolev classes B s 2 (L 2 (IR))) are characterized by weighted sequence norms of the coe cients c j;k (f) in (1.2). This characterization holds for some range of the smoothness parameter s 2 IR depending on the regularity of ' and the largest N for which all polynomials of degree N are contained in V 0 .
Multiresolution analysis and its advantages extend rather easily to the functions de ned on IR d , by means of tensor products preserving all the above mentioned important features. However, in many applications, multiscale decompositions of functions are required relative to some bounded domain IR d . This need arises, for instance, when partitioning images as well as when employing multiscale techniques for the solution of operator equations, or when characterizing Besov spaces on bounded domains. It is clear that simply restricting scaling functions and wavelets de ned on all of IR d to would in general destroy orthogonality and stability. Moreover straightforward reorthonormalization might be unstable and destroy locality. The main purpose of the present paper is to develop a multiresolution analysis for domains which preserves the important properties mentioned above.
In order to motivate the multivariate constructions given later in this paper, it is useful to recall the techniques that have been proposed to handle multiresolution in the univariate case (see e.g. CDV, CQ] ). The approach in CQ] makes use of Bspline techniques and therefore seems to be con ned to piecewise polynomial scaling functions. Moreover, it doesn't seem to permit an extension to the multivariate case except for rectangular domains whose boundaries coincide with grid lines.
The approach in CDV] is similar to CQ] in that one tries to preserve as many features of multiresolution on IR as possible. A ladder of spaces V 0 ( 0; 1]) V 1 ( 0; 1]) L 2 ( 0; 1]) is constructed for 0; 1] which on a large subset of 0; 1] agrees with a multiresolution analysis for IR generated by some scaling function ' as in (1.1). Assuming that ' has compact support, each V j ( 0; 1]) (for j su ciently large) is spanned by the functions '(2 j ?k); 2 ?j k 2 j 0 for some set j 0 2 ?j ZZ such that 2 ?j k 2 j 0 implies supp ('(2 j ?k)) 0; 1], and by certain modi ed basis functions ' 0 j;n ; ' 1 j;n ; n = 0; : : : N, supported near the end points of the interval. Here, N is again the degree of polynomials that should be contained in V j ( 0; 1]). Thus V j ( 0; 1]) is the restriction to 0; 1] of a certain subspace of the space V j (IR) spanned by the '(2 j ?k); k 2 ZZ.
The basic idea from CDV] for constructing the boundary functions ' i j;n , i = 0; 1, n = 0; : : : ; N, can be described as follows. Suppose that ' has compact support. Then there is an integer L such that supp (') ?L; L]:
(1.4) Our assumption on the re nability of ' imply that'(0) 6 = 0. Suppose further that ' satis es Strang-Fix conditions of order N +1, i.e., the Fourier transform' of ' satis eŝ ' (n) (2 k) = 0; k 2 ZZ n f0g; n = 0; : : :; N:
(1.5) It is well-known that (1.5) implies the existence of polynomials p n such that, if we set p n;k = p n (k), we have x n = X k2ZZ p n;k '(x ? k); n = 0; : : : ; N:
(1.6) It follows that the monomial x n is locally in V 0 and the coe cients p n;k are therefore given by p n;k = Z IR x n' (x ? k) dx:
Then, we can de ne for n = 0; : : : ; N, p j n;k = 2 ?jn p n;k , and for x 2 0; 1], ' 0 j;n (x) = x n ? Here, the support of these functions is taken on 0; 1]. Property (iii) is a consequence of (1.7) and the fact that the interior functions ' j;k , k = L; : : : ; 2 j ? L; are re nable by (1.1).
The purpose of the present paper is to develop a similar strategy for constructing multiresolution spaces V j ( ) relative to a given bounded domain IR d . We shall also study the corresponding multiscale decompositions of various function spaces de ned on . Our goal is to not have our construction restricted to rectangular domains (or unions of these) but to apply to general domains whose boundary @ has su cient regularity.
It is easy to see that the ideas described above for the univariate case will not carry over to the multivariate case in a straightforward manner. For example, suppose that 2 L 2 (IR d ) is a re nable function of compact support and that the multivariate polynomials x admit an expansion
In analogy to the univariate case, we may de ne a space V j ( ) as the span of functions (2 j ?k) whose support is strictly contained in , together with the functions x ?
where j consists of such k 2 ZZ d such that supp ( (2 ?j ?k)) . However, these latter functions will be localized only in directions pointing into the domain but not in directions tangential to the boundary. To obtain a ladder of spaces V j ( ), j = 0; 1; : : :, whose spanning functions are completely localized and to retain the other desired properties of multiresolution will take much more sophisticated considerations. The main di culty to be overcome is how to construct suitable linear combinations of the (2 j ?k) near the boundary so that the following properties hold:
(I) The functions spanning V j ( ) all have compact support and their diameters are of the order 2 ?j ; (II) The functions spanning V j ( ) are re nable, i.e., they can be expressed in terms of the functions spanning V j+1 ( ); (III) The resulting linear span V j ( ) contains all the polynomials up to a certain degree. In Section 2, we formulate conditions on a domain which allow the construction of a ladder of spaces V j ( ), j 0, whose spanning functions satisfy properties (I){ (III). Our conditions are stated in terms of the existence of partitions of the lattice points 2 ?j ZZ d relative to . In Section 3, we show how to construct spaces V j ( ), j = 0; 1; : : :, satisfying (I){(III) given that the conditions of Section 2 are valid for . Section 4 is concerned with corresponding multiscale decompositions of function spaces. Speci cally we establish frame bounds, provide characterizations of Besov spaces on , and establish some of the elements of Littlewood-Paley theory for our multiscale decompositions.
For many speci c domains it is relatively easy to verify that they satisfy the conditions of x2 and therefore permit multiresolution and all the ensuant properties of xx3,4. It is also possible, but substantially more di cult, to show that general classes of domains satisfy the conditions of x2. In Section 5, we verify this for domains IR 2 whose boundary has certain piecewise Lipschitz smoothness. One of the major interest of our approach is to provide simple algorithms for multiscale decomposition adapted to bounded domains. We have chosen to describe these algorithms and concrete examples in a separate work. The main goal of the present paper is to provide the theoretical setting of the underlying multiresolution analysis and study its properties with respect to function spaces.
A General Format for the Construction of Boundary Filets
We give in this section, su cient conditions on a domain and a multivariate scaling function in order that a multiresolution on can be constructed. The conditions we impose on are in the form of the existence of partitions of certain sets j 2 ?j ZZ d , j 0; associated to and . In x5, we show (in the case of two space dimensions) how to verify these assumptions for a general class of domains.
Multiresolution is well-understood when the underlying domain is IR d . Since this is also our starting point for the construction of multiresolution on domains , we shall brie y review this construction. For more details the reader can consult BDR, Dau2, JM, Ma, Me] holds for all sequences f k g k2ZZ in`2(Z Z). Note that these constants are independent of the scale parameter j.
The tensor product of (2.2) satis es the two-scale relation (2.1), with coe cients 
and contain the space N ( ) of all polynomials of coordinate degree N on . In order to motivate the construction of the spaces V j ( ) that follows, it will be useful to consider the following simple but instructive example with = 0; 1] 0; 1] IR 2 . In this case, the multiresolution spaces can be simply constructed as tensor products
where the V j ( 0; 1]) are the spaces for 0; 1] as described in the introduction. The generators of V j ( ) are of the following three types:
a) The tensor product of two interior scaling functions, i.e, functions whose supports are fully contained in 0; 1], for instance,
b) The tensor product of an interior scaling function and a boundary scaling function, such as
c) The tensor product of two boundary scaling functions, e.g., for 0 n 1 ; n 2 N,
Note that these three types of functions can be distinguished by the dimension of the sets of lattice points involved in their de ning linear combinations. In a) no linear combination is taken. Each basis function is associated with a single lattice point, a zero-dimensional set. In b) only linear combinations with respect to nitely many lattice points in one coordinate direction are involved which corresponds to a onedimensional set of lattice points. The last group c) corresponds to two-dimensional sets of lattice points. This is illustrated in Figure 1 where functions of type a) are represented by single lattice points, those of type b) by horizontal or vertical \towers" of lattice points, and those of type c) by rectangular arrays of lattice points in the \corners". Note also that further distinctions can be made in terms of orientation. For instance, vertical towers can be oriented upward or downward.
Our strategy for constructing V j ( ) for more general domains will be similar to the case 0; 1] 0; 1] just discussed. The space V j ( ) will be spanned by a collection of basis functions. Each basis function is associated to a set, which we call a cell, of lattice points from 2 ?j ZZ d . A cell will have a spatial dimension which will be given by a set I f1; : : : ; dg and a direction which will be given by a vector ( i ) i2I f?1; 1g jIj . Each dyadic level j will have a collection of cells C j and a set of basis functions for In what remains of this section, we shall formulate su cient conditions on the collections C j to guarantee the existence of a multiresolution for with the desired properties. Later (in x5 ), we shall give classes of domains in IR 2 which satisfy these conditions. Let IR d be a bounded open domain which will be xed in this and the next section. For each j = 0; 1; : : :, we let j := f2 ?j k : k 2 ZZ d ; \ 2 ?j (k + ?L; L] d ) 6 = ;g denote the set of lattice points for which the support of (2 j ?k) may intersect . Furthermore, for each j = 0; 1; : : : we let C j be a collection of subsets (cells) C of j that form a partion of j , i.e., the sets C in C j are pairwise disjoint and their union is j . We shall assume that C j , j = 0; 1; : : :, satis es certain properties (that we now describe) and show in the next section that these properties guarantee the existence of a multiresolution on .
We assume that C j can be partitioned into subcollections C j (I; ) for I f1; : : : ; dg and = ( i ) i2I f?1; 1g jIj : C j = (2.10) The remainder of this section will describe the further conditions we shall impose on these subcollections.
We assume that each cell C 2 C j (I; ) is of the form (2.12) Thus, G(C) is a set of lattice points adjacent to in the direction de ned by I and . We shall assume that the cells C satisfy the following properties: C1 To insure that the representer of a cell C is located well inside the domain (which, in particular, will facilitate a simple construction of a dual system), we require that for each C 2 C j , G(C) C and G(C)] : (2.13) C2 This condition will ensure nestedness of the span of the dual system. De ning G j := C2C j G(C); j = 0; 1; : : : ; (2.14)
we require that whenever 2 2 ?j?1 ZZ d satis es
(2.15) The two next conditions will ensure the nestedness of the multiresolution approximation spaces. C5 Finally it will be important to ensure that all the basis functions have small support.
C3
There exists a constant M such that
(2.18)
Multiresolution on
We assume in this section that is a bounded open set in IR d and is a re nable function given by the tensor product (2.2) of a univariate re nable function '. We assume that ' and its dual function' satisfy properties P1-P4. We assume further that for each j 0, C j is a collection of cells which satisfy properties C1-C5. We shall construct in this section a ladder of spaces V j ( ), j 0, which satisfy the properties of multiresolution on . We begin by introducing notation that will be convenient for describing the basis for V j ( ) and establishing properties of these spaces. Let L j := 2 ?j ZZ d be the set of lattice points at level j. If = 2 ?j k is a lattice point in L j , we let := 2 jd=2 (2 j ?k) be the L 2 -normalized, shifted-dilate of corresponding to this lattice point. We need to point out that there could be some ambiguity in the above notation , since a given lattice point may be in more than one of the sets L j . However, rather than revert to a more cumbersome notation such as ;j , we shall simply distinguish between these basis functions by the indication 2 L j which will serve to indicate the dyadic level. Recall that the functions , 2 L j , form a stable basis for V j (IR d ) and that all polynomials of coordinate degree N are in V j (IR d ).
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In the following, the functions will always be viewed as being restricted to , unless otherwise stated, and we shall only make use of the for 2 j .
We take an arbitrary but xed collection P 0 ; : : : ; P N of univariate polynomials with P k of exact degree k. We de ne the multivariate polynomials P (x 1 ; : : : ;
for each 2 with := f 2 ZZ d + :
Ng. Then, it follows from property P4 that for each xed j 2 IN, the polynomials R ;j (x) := X 2L j P ( ) (x); 2 (3.1) form a basis for N . In fact, from P4, it follows that R ;j (x) has leading term cx with c 6 = 0. If C 2 C j , say C 2 C j (I; ), we let (C) be the set of all 2 for which j = 0, j 2 f1; : : : ; dg n I. With this, we de ne for each 2 (C),
Each of these functions is a nite linear combination of the . We de ne V j ( ) := span f C; : 2 (C); C 2 C j g:
The following sections derive the properties of the spaces V j ( ), j 0. 
Reproduction of Polynomials on
For a xed and C, we can factor P = P 0 P 00 with 0 j := j , j 2 I and 0 j := 0, otherwise, and 00 := ? 0 . Then, the polynomial P 00 is constant on C and so
Since 0 is in (C) the last sum is in V j ( ). It follows that each of the polynomials R ;j (x), 2 , are in V j ( ). Since these polynomials form a basis for N we have proved the proposition.
Nestedness
In this section, we shall show that V j ( ) V j+1 ( ), j 0. We begin by discussing how to write a function from V 0 (IR d ) as a linear combination of the functions , 2 L 1 . To show that V j ( ) V j+1 ( ), it is enough to show that for each cell C 2 C j , say C 2 C j (I; ), and each 2 (C), we have C; 2 V j+1 ( ). To this end, we let C denote the characteristic function of C. Then,
(3.4) Let C 0 2 C j+1 (J; 0 ) be any cell in C j+1 . In computing the numbers P 0 ( ) for 2 C 0 , the sum in (3.4) can be restricted to those 2 L j for which f g] \ C 0 6 = ; since for other values of the connection coe cient a 2 j+1 ?2 j+1 = 0 (see properties P1 and P2 of x2). Here we are using our notation S] = S] j for the spread of a set S L j with respect to the level j. We let (C 0 ) be the set of all 2 L j such that f g] \ C 0 6 = ;.
We note that by the de nition of the sets j and j+1 , we have (C 0 ) j .
To formulate the next proposition, we shall also make use of the following notation.
For a set K = fk 1 ; : : : ; k m g f1; : : : ; dg with k 1 < k 2 < : : : < k m , and a point x 2 IR d ,
we let x K := (x k 1 ; : : :; x km ). Thus x K is a point in IR m whose coordinates are those of x corresponding to the indices in K. For a set J f1; : : : ; dg, we let J := f1; : : :; dg n J. Proposition 3.2 For each cell C 0 2 C j+1 (J; 0 ) and each cell C 2 C j (I; ) there exists a set B IR J such that C ( ) = B ( J ); 2 (C 0 ):
Proof: We de ne B := f J : 2 g, with := (C 0 ). To prove that (3.5) holds with this choice of B, it is enough to show that whenever ; + 2 ?j e k 2 with k 2 J, then C ( ) = C ( + 2 ?j e k ). Suppose then that we have such a and suppose by way of a contradiction that 2 C \ but + 2 ?j e k 2C \ for some k 2 J and some cellC 2 C j (Ĩ;~ ) withC 6 = C. (A similar argument applies when + 2 ?j e k 2 C \ and 2C \ .) Since 2 , it follows that f g] \ C 0 6 = ;. Hence, C] \ C 0 6 = ;. From C3, it follows that J I. Similarly J Ĩ . On the other hand, since k 2 J, it follows that C ; J] \ C 6 = ;. Hence C ;Ĩ] \ C;Ĩ] 6 = ; and by C4, I Ĩ andĨ 6 = I. The same reasoning shows that C; I] \ C ; I] 6 = ; and thereforeĨ I,Ĩ 6 = I. This is a contradiction and proves the Proposition.
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We can now prove the main result of this section.
Theorem 3.1 Let V j ( ) be de ned by (3.3). Then V j ( ) V j+1 ( ); j 2 IN. Proof: Let C 2 C j and 2 (C). It is enough to show that C; is in V j+1 ( ). We
with P 0 given by (3.4). It is therefore su cient to show that X 2C 0 P 0 ( ) is in V j+1 ( ) for each C 0 2 C j+1 . Let C 0 2 C j+1 (J; 0 ). According to Proposition 3.2, we have for 2 C 0 ,
where the last equality uses the fact that the connection coe cients a 2 j+1 ?2 j+1 are zero when = 2 (C 0 ). We can write P (x) = P ;J (x J )P ; J (x J ) with the notation P ;K (x K ) := Q k2K P k (x k ) for any set K f1; : : : ; dg. Similarly, we can factor a = a J J a J J with a K K := 2 djKj=2 Q k2K h k . Using this in our last expression for P 0 , we nd P 0 ( ) = X 2B a J 2 j+1 J ?2 j+1 P ; J ( ) X J = a J 2 j+1 J ?2 j+1 J P ;J ( J ); (3.6)
where we have used the fact that J is constant for 2 C 0 .
We know from (3.1) that X J = P ;J ( J ) J (x J ) = R J ;j (x J ):
We remark that R( J ) := X J = a J 2 j+1 J ?2 j+1 J P ;J ( J )
are simply the coe cients of the polynomial R J ;j when this polynomial is written as a linear combination of the J , with the J lattice points at level j +1. It follows that R is a polynomial of coordinate degree N. On the other hand, := X 2B a J 2 j+1 J ?2 j+1 P ; J ( ) is a constant because J is constant for 2 C 0 . Using these two pieces of information in (3.6), we nd that P 0 ( ) = R( J ); 2 C 0 : Since R can be expressed as a linear combination of the polynomials P with 2 (C 0 ),
is a linear combination of the functions C 0 ; , 2 (C 0 ). Since all of these functions are by de nition in V j+1 ( ), we have proven the theorem. 2
A New Basis and a Dual System
The basis functions de ned in (3.2) were very convenient for proving the reproduction of polynomials in Proposition 3.1 and the nestedness of the spaces V j ( ). However, they are not so suitable for other purposes such as the construction of a simple dual system allowing to de ne uniformly bounded projectors onto the spaces V j ( ). Therefore, we shall now introduce another basis for V j ( ) which we shall use throughout the remainder of the paper.
For an arbitrary but xed cell C 2 C j , say C 2 C j (I; ), the basis functions C; , 2 (C), span a subspace V C of V j ( ) of dimension (N + 1) jIj . Let N (I) denote the space of all polynomials P(x I ) of coordinate degree N. The polynomials P , 2 (C), form a basis for N (I). Therefore, V C is precisely the set of functions X 2C P( ) ; P 2 N (I):
We obtain other basis for V C by replacing the polynomials P , 2 (C), in the de nition of the C; , by another basis for N (I). We next describe the basis we shall utilize for the remainder of this paper. We recall the sets G(C) of (2.12) which consists of a square array of (N +1) jIj lattice points from C. We let P , 2 G(C), denote the Lagrange polynomials in N (I), which are de ned by the interpolation conditions P ( ) = ; ; ; 2 G(C): Clearly, the polynomials P , 2 G(C), form another basis for N (I). Hence, the functions := X 2C P ( ) ; 2 G(C) (3.7) are another basis for V C . We take as our new basis for V j ( ), the set of all functions ; 2 G j ;
(3.8) where as before G j := S C2C j G(C). As for the , there could be some ambiguity in the above notation since a given lattice point may be in more than one of the sets G j . Again, we shall simply distinguish between these basis functions by the indication 2 G j which will serve to indicate the dyadic level.
We next de ne a dual basis for the . Let' be the univariate function given in P3 which is dual to ' and let (x 1 ; : : : ; x d ) :='(x 1 ) '(x d ) be the tensor product of these functions. As with , we de ne the functions
(3.9)
With this notation, we simply de ne the dual functions bỹ :=~ ; 2 G(C):
Because of C1, each of the functions~ is supported in .
The same remarks we have made earlier concerning the possible ambiguity in the notation applies equally well here for the dual functions. Proof: If 2 G(C) and 0 2 G(C 0 ) with C 6 = C 0 , then (3.11) follows from (3.9) and the fact that G(C) and G(C 0 ) are disjoint. If ; 0 are both in the same G(C), then the inner product in (3.11) equals P ( 0 ) 
Stability of the Basis
In this section, we shall show that the basis , 2 G j , for V j ( ) is L p -stable. We assume that the univariate functions ' and' are in L 1 (IR d 
Similarly, the dual basis~ , 2 G j , is also L p -stable and (3.14) holds with the replaced by the~ .
Proof: We shall prove the theorem for the basis , 2 G j ; the same proof applies for the dual basis. We shall also assume that p < 1; a similar proof applies when p = 1. Let f = P Integrating this last inequality over and using (3.13), we arrive at the right inequality in (3.14).
For the lower inequality in (3.14), we use the fact that = hf;~ i. A point x 2 can appear in at most c of the sets S . Hence we can add our last inequalities over 2 G j and arrive at the lower inequality in (3.14). 2 17 3.5 Projectors onto V j ( ) andṼ j ( ) We can use the bases , 2 G j , and~ , 2 G j , to de ne projectors onto the spaces V j ( ) andṼ j ( ). In this section, we shall assume, as earlier, that and~ are in L 1 (IR d Proof: We shall prove the theorem for the operators Q j , j 0; the same proof applies for the adjointsQ j . We shall also assume that p < 1; a similar proof applies when p = 1. The same argument as given in the proof of the lower inequality in (3.14) of 
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Further properties of the projectors Q j andQ j will be given in the following section.
4 Approximation Properties and Function Spaces
Many applications of multiresolution rely on the approximation properties of the spaces V j and the characterization of various function spaces in terms of these approximation properties. Results of this type are well known in the Euclidean case Me]. The purpose of the present section will be to generalize them to our bounded domain setting. Throughout this section, we shall assume that and~ are in L 1 (IR d ).
Approximation Properties and Besov Spaces
We shall rst discuss the approximation properties of the spaces V j ( ) and in turn obtain characterizations of the Besov spaces. Let N be the integer of the previous sections which indicates the polynomials contained in V j ( ). We shall assume throughout this subsection that is in C r (IR d ), and that r N + 1 with N the constant of xx2,3
which indicates the degrees of polynomials contained in V j ( ).
There is a well established vehicle for proving results of the type we want. It consists of establishing two inequalities known as Jackson and Bernstein inequalities. The role of these inequalities in obtaining approximation properties and characterizing spaces is well understood. We refer the reader for example to the book DL], or to the papers DS] and DK] which treat approximation on domains as in this section.
We assume that IR d is a bounded, simply connected domain (i.e. an open set) satisfying the uniform cone condition (see e.g. A]). The uniform cone condition means that there is an open cone K with vertex at the origin such that for each point x on the boundary of a suitable translate and rotation K 0 of K has vertex x and K 0 \ B(x; r) for some ball B(x; r) centered at x with radius r independent of x.
We recall the de nition of the Sobolev space W r (L p ( )), r = 1; 2; : : :, 1 p 1, which consists of all functions f 2 L p ( ) whose weak derivatives of order r are in L p ( ). We equip W r (L p ( )) with the usual semi-norm jfj W r (Lp( )) := max j j=r kD fk Lp( ) and the norm kfk W r (Lp( )) := kfk Lp( ) + jfj W r (Lp( )) : Let V j ( ), j 0, be the family of multiresolution spaces as constructed in x3. We recall the integer N of that section which describes the polynomials contained in V j ( ). Proof: The rst inequality in (4.1) is obvious. We shall not prove the second inequality in detail since there are many proofs in the literature which are essentially the same. We mention only the main ingredients of the proof which are: (i) the operators Q j are bounded projectors onto V j ( ), (ii) polynomials of degree N are locally contained in V j ( ), (iii) for each ball B of radius R contained in , there is a polynomial P R of degree N such that kf ? P R k Lp(B R ) cR r jfj W r p (B R ) :
Properties (i) and (ii) were shown in x3 and property (iii) is a well known fact on multivariate polynomial approximation (see e.g. DS]). The proof of (4.1) from these three facts is quite straightforward. The reader may consult DL] (Chapter 5) where the result is proved for quasi-interpolant spline operators, or DJP] where a similar multivariate result is proved.
To prove the Bernstein inequality, let j j = r. If C 2 C j , and 2 G(C), then = P 2C P ( ) with P the Lagrange polynomial of x3.3. Note that jP ( ) Proof: From the Jackson and Bernstein inequality and an interpolation argument one derives the equivalence (4.3) with (Q j+1 ? Q j )f replaced by f ? Q j f. Then, f ? Q j f can be replaced by (Q j+1 ? Q j )f by using Hardy's inequalities. For details see for example DP].
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We should remark that it is also possible to characterize the Besov spaces B q (L p ) when 0 < p < 1 but the arguments are more involved and will not be given here (see e.g. DP] 
The proof of these inequalities, which is similar to those in (3.14), uses the existence of the dual wavelet basis. Unfortunately, in our case of a domain , the construction of stable bases for the complement spaces W j ( ) between V j ( ) and V j+1 ( ) is much more substantial and does not seem to be compatible with simple numerical computations.
We will show in the next section that it is still possible to characterize the uctuations k(Q j ? Q j?1 )fk p in terms of sequences of coe cients. These coe cients are not obtained by the inner products of f with functions from a Riesz basis but with functions from a slightly redundant frame. In return for the redundancy however, we nd that the frame coe cients can be easily computed from the coe cients of Q j f in the basis f : 2 G j g. ] j will appear in this rewriting. From property C3, it follows that f g 2 C j+1 (;). Hence is in V j+1 ( ). Furthermore,,
for each 2 L j . Since each function , 2 G j , is a linear combination of with the support of 0 contained in , it follows that h ;~ i = 0. This shows that Q j = 0 and therefore D j = Q j+1 = (because Q j+1 is a projector on V j+1 ( ). Hence, we have shown that 2 W j ( ). A similar proof shows that the functions~ are in the dual spaceW j ( ).
We de ne F j = C j (;) E and de ne W 0 j to be the space spanned by the , 2 F j . 
Indeed, the rst equality in (4.5) follows because each~ , 2 F j , is inṼ j+1 ( ). While, the second equality follows from T j Q j = 0 (because h~ ; i = 0, for all 2 F j , 2 L j ).
We can write Case 2 There is a cell C 2 C j which is not a singleton and satis es C] j \ ] j+1 6 = ;. Proof: Since D j = T j + R j , we have (4.12) and also kD j fk Lp( ) kT j fk Lp( ) + kR j fk Lp( ) (4.14)
It is known that the wavelet basis is L p (IR d ) stable. Therefore the rst term in (4.14) can be estimated by the rst sum in (4.13). The second term in (4.14) can be handled in the same way using the stability of the basis , 2 G j+1 . We have therefore proved the left inequality in (4.13).
Conversely, (4.5) implies T j f = T j D j f and thus kT j fk Lp( ) ckD j fk Lp( ) . Likewise, we have R j f = R j D j f and therefore kR j fk Lp( ) ckD j fk Lp( ) . Therefore, the right inequality in (4.13) follows again from the stability of the two bases. To prove that the operators U ! are L p -bounded independent of !, we shall use the theory of Calderon-Zygmund operators and in particular the celebrated \T(1) theorem" of G. David and J.L. Journ e. For the reader unfamiliar with this theory, we remark that we could prove the L p boundedness of these operators directly but at the price of numerous technicalities. In particular, a method was developed by W. Dahmen in D2] to prove the L 2 -stability in a very general setting: one essentially requires a Jackson and Bernstein estimate for L 2 -Sobolev spaces, for both the spaces V j and the dual spacesṼ j . Note that in our situation, the dual spacesṼ j do not even contain constant functions and thus a Jackson estimate will only be possible for Sobolev spaces of small index.
The application of the Calderon-Zygmund operator theory to establishing LittlewoodPaley theorems of the type we shall obtain is well documented. In particular, our development is very close to that given for the usual wavelet decompositions on IR d in the second volume of Me] . For this reason, we shall be brief and only indicate the main steps and the variances in our case with the usual case of wavelet decompositions.
By Note that in general T(1) and T (1) do not make sense a-priori, but they can be well de ned by a limiting process in the distribution sense. In our particular case, their de nition will not require this process, because of the form of the operator U ! .
We now turn to the operators U ! , de ned by the kernels
where the functions have been extended outside of , according to (4.1). In order to ensure the conditions (4.17)-(4.19), we shall assume that the functions ',' are in B s 1 (L 1 ) for some s > 0. Under this assumption, it is immediate to check (4.17)-(4.19), using the following properties of the functions that make up the kernels The diameter of the supports of , , and~ , ( ; ; ) 2 G j H j+1 F j are less than c2 ?j .
For a xed j, each x 2 IR d is contained in at most m of the supports of , , and~ , ( ; ; ) 2 G j H j+1 F j , where m is independent of j.
The L 1 norm of , , and~ , ( ; ; ) 2 G j H j+1 F j is less than c2 dj=2 . The functions = ; ; ~ , ( ; ; ) 2 G j H j+1 F j , satisfy uniformly the estimate j (x) ? (y)j c2 dj=2 2 js jx ? yj s , where c does not depend on j.
It is also clear that the constants in (4.17)-(4.19) will be independent of !.
Theorem 4.6 The operators U ! are weakly continuous on L 2 with a uniform constant in (4.20). Moreover, U ! (1) and U ! (1) are uniformly bounded in BMO. As a consequence, the operators T ! are uniformly bounded on L p ( ), 1 < p < 1. Proof: From the characterization of Besov spaces by the multiscale approximation (see x4.1), we know that the operators U ! are well de ned on spaces of su ciently smooth functions.
We next want to bound the coe cients in the representation (4.16) of U ! . Suppose that f 2 C 1 is supported on a ball B R of radius R and kfk 1 + krfk 1 < 1. Then, for each 2 F j , we de ne a to be the mean value of f on the support of~ , if this support is contained in B R , and we set a = 0 in the opposite case. It follows that jhf;~ ij = jhf?a ;~ ij ckrfk 1 min(R; 2 ?j ) Z B R j~ j c2 jd=2 krfk 1 (min(R; 2 ?j )) d+1
where we have used the fact that~ has mean value 0, support in a set of measure m c2 ?jd and k~ k 1 c2 jd=2 . Exactly the same reasoning shows that for each 2 H j+1 , jhf; ij c2 jd=2 krfk 1 (min(R; 2 ?j )) d+1 : Finally, we remark that the characterization of function spaces in by our multiscale decomposition yields a simple extension theorem.
Theorem 4.7 The operator U ! with all ! := 1 provides an extension operator for functions on (extending them to IR d ). This extension operator is bounded from L p ( ) to L p (IR d ) for each 1 < p < 1 and is also bounded from B q (L p ( )) to B q (L p (IR d )) for each 1 p 1, 0 < q 1 and 0 < < r.
This extension can be viewed as a numerically implementable version of the operator constructed by Stein in S], since it operates in domain with the same minimal smoothness assumptions on the boundary, namely Lipschitz behaviour, as we shall now see in the bidimensional case.
5 Domains in IR 2
In this section, we shall give a class of domains in IR 2 and construct for these domains a partition of j into a collection C j of cells which satisfy the conditions C1-5 of x2.
Thus, for these domains, the construction of the multiresolution spaces V j ( ) and all the ensuant properties given in x3 and x4 hold. We begin by describing the conditions we shall assume about the domain .
We assume that is a bounded, simply connected domain (i.e. an open set) satisfying the uniform cone condition. The uniform cone condition means that there is an open cone K with vertex at the origin such that for each point x on the boundary of a suitable translate and rotation K 0 of K has vertex x and K 0 \ B(x; r) for some ball B(x; r) centered at x with radius r.
We assume that the exterior domain c , by which we mean the interior of the complement of , also satis es the uniform cone condition. We shall use (x; y) (instead of (x 1 ; x 2 )) to denote the points in IR 2 in this section. We also assume that the boundary of is a simple closed curve ? which is the union of curves ? k , k = 1; : : : ; m, with the following properties. ? k has endpoints p k?1 and p k := (x k ; y k ), when traversed in a clockwise direction. For k even, ? k can be parameterized by (x; k (x)), x 2 I k , with I k an interval with endpoints x k?1 and x k and k is in Lip M 1. Recall that Lip M 1 is the set of all continuous univariate functions g which satisfy kg 0 k 1 M. We shall assume (without loss of generality) that M 1. When k is odd, ? k can be parameterized by ( k (y); y), y 2 I k , with I k an interval with endpoints y k?1 and y k and k is in Lip M 1.
The points p m and p 0 coincide.
For each k, we denote by k a vector (0; 1) or ( 1; 0) which indicates the direction exterior to from ? k . For example, if k is even, then k = (0; 1), and the points (x; k (x)) + h k are not in provided x is in the interior of I k and h is su ciently small (depending on x); correspondingly, the points (x; k (x)) ? h k are in provided h is su ciently small. A similar de nition with k = ( 1; 0) applies when k is odd.
We now derive a few useful properties of and ?. In what follows, we shall denote by Q(x; h) the square centered at x with sidelength 2h (all squares in this paper have sides parallel to the coordinate axis). For any set A, we denote by Q(A; h) the neighborhood of A which consists of the union of the squares Q(x; h), x 2 A.
We can assume that the cone K also satis es the cone condition for c . For each k = 0; : : : ; m and each p k , there is a cone K(p k ) which is a translate and rotation of K so that p k is the vertex of K(p k ) and K(p k ) \ Q(p k ; h) is contained in for all h su ciently small, say h h 0 . Similarly, there is a coneK(p k ) with this same property relative to c .
We want to make a distinction between \inside" and \outside" corners for the points p k , k = 0; : : : ; m, and to make some further stipulations on the cones K(p k ) andK(p k ). We say p k is an outside corner for if det( T k ; T k+1 ) < 0; similarly, we say p k is an inside corner for if det( T k ; T k+1 ) > 0. Because of the Lipschitz condition on ?, we can choose K so that whenever p k , k = 0; : : :; m, is an outside corner, then K(p k ) is locally contained in the sector fp k ? k ? k+1 : ; > 0g. Here locally means that some ball B(p k ; r) intersected with K(p k ) is contained in the speci ed sector. For an outside corner, the sector fp k + k + k+1 : ; > 0g is locally contained in c and 29 K (p k ) is contained in this sector. For an inside corner, the situation reverses: the sector fp k ? k ? k+1 : ; > 0g is contained in and K(p k ) is contained in this sector, but for c , we can only say that the sector fp k + k + k+1 : ; > 0g contains the
In what follows will denote a constant which will be required to be su ciently large that certain conditions are valid. As we proceed, we may impose further conditions on which are always satis ed if is large enough. After we have introduced all our restrictions on , we will x . In the choice of and other constants in this section, we make no attempt to choose the best constants rather to choose these constants so that the desired properties are most apparent.
We Proposition 5.1 If is su ciently large, then (i) For each k = 0; : : : ; m, the distance from the boundary of Q k (h) to Q k (h=2) is larger than 4h. In addition, K(p k ) \ ((Q k (7h=8) n Q k (3h=4)) contains a square R k (h) of side length larger than 4h.
(ii) If two points p; q are on opposite lines of the boundary of K(p k ), and at least one of them is outside Q k (h) then dist(p; q) 4h: (5.1) (iii) Property (ii) also holds for the coneK(p k ) for c . (iv) The square Q k (h) contains the square Q(p k ; 2Mh) centered at p k with sidelength 4Mh.
(v) If p is a point on ? k and q is a point on ? k+1 and at least one of these points is outside of Q k (h), then dist(p; q) 4h: (5.2)
Proof: Properties (i)-(iv) clearly hold whenever is su ciently large (depending only on the k , k ,~ k and~ k for the cones K(p k ),K(p k )). We x a so that (i)-(iv) hold and show that (v) holds for this . (i) All the sets ? k (h), k = 1; : : : ; m, and Q k (h), k = 0; : : :; m, are pairwise disjoint. Moreover, the distance between Q k (h) and Q k 0 (h) is larger than 4h whenever k 6 = k 0 and the distance between Q k (h) and ? i (h), i 6 = k; k + 1 is larger than 4h.
(ii) If (x; y) 2 is not in any of the sets of (i), then the distance of (x; y) to ? is larger than h=2M with M the Lipschitz constant for ?.
(iii) If (x; y) 2 is in ? k (h), then the distance of (x; y) to ? i , i 6 = k, is larger than 3h.
Proof We shall next de ne for each dyadic level j, a collection of cells C j which will satisfy the properties C1-C5. Let h j := 2 ?j where is large enough to satisfy our previous conditions and in addition 64LMN(L + M + N) 2 where L is the integer of the previous sections corresponding to the support of ', M is the Lipschitz constant, and N denotes the degree of polynomials contained in the span of the shifts of '. We let j 0 0 be the smallest integer such that h j h 0 with h 0 the number given in Proposition 5.2. We shall construct a partition of j into a collection of cells C j for all j j 0 .
There are three types of cells in C j . Let L j := 2 ?j ZZ 2 and let j be de ned as earlier.
Point cells: If is a lattice point in \ L j which is not in any of the sets ? k (h j ), k = 1; : : : ; m, or Q k (h j ), k = 0; : : : ; m, then we put the 0-dimensional cells C = f g into C j . Each such cell corresponds to the direction set I = ; and has representer = . The set G(C) = C in this case.
Towers: Let k = 1; : : : ; m, and suppose that 2 j is in the set ? k (h j ) with direction vector k . Let`be the largest non-negative integer such that ? 2 ?j` k is in in ? k (h j ). We de ne := ?2 ?j (`?N?L) k and de ne the one dimensional cell C with 32 representer as the set of all lattice points +i2 ?j k , i = ?(N +L); ?(N +L)+1; : : : that are in j . This cell C has associated to it the set of direction indices I which is I = f1g in the case k is odd and I = f2g in the case that k is even. In this case, is de ned to be the nonzero component in k . The set G(C) is the set of all points +i2 ?j k , i = 0; : : : N. Because h j = 2 ?j and 4(N+L), it follows that G(C) . Also dist( ; ?) c2 ?j .
Corners: For each k = 0; : : : ; m, we let C be the cell consisting of all lattice points in Q k (h j ) \ j . For each such cell I = f1; 2g and = k?1 + k . By Proposition 5.1 (i), there is a square R k (h j ) of sidelength 4h j with
We take a lattice point 2 R k which is most central to R k (h j ) and de ne as the representer of C and G(C) := f + 2 ?j (i k + i 0 k+1 ) : 0 i; i 0 Ng. Then, clearly G(C) and even G(C)] j R k (h j ). Moreover, we shall often make use of the fact that the distance of G(C) to ? is 3h j which follows easily from the facts that R k (h j ) , is most central to R k (h j ) and L + N + 1 =16. It follows also that dist( ; ?) c2 ?j We now proceed to show that the sets of cells C j , j j 0 , satisfy the conditions C1-5.
C1: Let C 2 C j . We have already shown that G(C)
when we de ned G(C).
To verify C1, we need to show that G( For corners, we have already noted that G(C)] j .
C2: Suppose that 2 j+1 satis es f g] j+1 G j ] j . We need to show that 2 G j+1 . We shall show that f g is a point cell in C j+1 and therefore 2 G j+1 . By assumption, there is a cell C 2 C j and a point 2 G(C) such that 2 f g] j . There is also a cell C 0 2 C j+1 which contains . We consider the various possibilities for C and C 0 with C 0 not a point cell and derive a contradiction in each case.
C is a corner and C 0 is a corner: Let C correspond to the point p k and C 0 correspond to the point p k 0 . If k 6 = k 0 , then C 0 Q k 0 (h j ) and by Proposition (5.2) (i), the distance between Q k (h j ) and Q k 0 (h j ) is larger than 4h j . Hence, we arrive at the 33 contradiction = 2 ] j . On the other hand, if k = k 0 , then we have already noted that G(C)] j R k (h j ) Q k (7h j =8) n Q k (3h j =4). Since C 0 Q k (h j =2), we again arrive at the contradiction = 2 ] j . C is a corner and C 0 is a tower: Let C be a corner corresponding to the point p k . We have observed at the de nition of G(C) that dist(G(C); ?) 3h j . Since dist( ; ?) h j =2, it follows that and are at least a distance h j apart. Since h j 2L2 ?j this contradicts the assumption that 2 f g] j .
C is a tower and C 0 is a corner: Let C is a tower and C 0 is a tower: We can assume that C 0 is a tower associated to ? k 0 (h j+1 ) with k 0 even; the proof in the case that k is odd is the same. Let C be a tower associated with ? k (h j ). We consider rst the possibility that k 6 = k 0 . Since 2 ? k 0 (h j+1 ), the distance from to ? k 0 is at most h j+1 = h j =2. From Proposition 5.2 part (iii), dist( ; ? k 0 ) 3h j . Hence, the distance between and is at least 2h j . Since h j = 2 ?j and 2L, we see that it is not possible for to be in ] j and we arrive at our contradiction.
The remaining possibility is that k = k 0 . We can write = (z; k (z)) ?`02 ?j k with k the (exterior) direction vector for ? k and`0 =2 and similarly, we can write = (x; k (x)) ?`2 ?j k . Since 2 G(C), we havè ? 2(N + l + 1) C is a point cell and C 0 is a corner: Let C 0 correspond to p k 0 . Then, 2 C 0 Q k 0 (h j =2). On the other hand, is not in Q k 0 (h j ). From Proposition 5.1 (i), dist( ; ) 4h j . Since h j = 2 ?j and L, his contradicts that 2 f g] j . C is a point cell and C 0 is a tower: Let This completes the veri cation of Property C2 C3: Let C 2 C j (I; ) and C 0 2 C j+1 (I 0 ; 0 ), we need to show that if C] j \ C 0 6 = ; then I 0 I. If C is a corner or if C 0 is a point cell, then this is obvious. We consider the remaining possibilities.
C is a point cell or a tower and C 0 is a corner: Let C 0 be a corner for p k 0 . Then C 0 Q k 0 (h j =2) while C is in the complement of Q k 0 (h j ). Hence, from Proposition 5.1 (i), the distance between any point in in C and any point in C 0 is larger than 4h j .
Since h j = 2 ?j and h j L2 ?j , C] j \ C 0 = ;.
C is a tower and C 0 is a tower: Let C be associated to ? k (h j ) and C 0 be associated to ? k 0 (h j+1 ). If k = k 0 , then I = I 0 . If k 6 = k 0 , then according to Proposition 5.2 (iii), any point in C has distance at least 3h j from ? k 0 . Since h j = 2 ?j and L, it follows that any point in C] j has distance at least 2h j from ? k 0 . Since any point in C 0 has distance at most h j+1 h j from ? k 0 , we have that C] j \ C 0 = ;. C is a point cell and C 0 is a tower: This proof is similar to the corresponding case in the proof of C2. Let C 0 be associated to ? k 0 (h j+1 ). We can assume that k 0 is even; the case k 0 is odd is proved similarly. Let C 0 be associated to the point (z; k 0 (z)) on ? k 0 . We also assume that x k 0 ?1 < x k 0 ; the other case is handled similarly. Using (iv) of Proposition 5.1 (as in previous arguments in this section), it follows that We need to show that I 0 I; I 0 6 = I. We consider the following cases. C is a corner and C 0 is a corner: If C and C 0 correspond to di erent points p k , then (5.5) is not satis ed because of Proposition 5.2 (i).
C is a corner and C 0 is a tower or a point cell: In this case, it is obvious that I 0 I and I 0 6 = I.
C is a tower and C 0 is a corner: Let C correspond to ? k (h j ) and let C 0 correspond to the point p k 0 so that C 0 Q k 0 (h j ). If k 6 = k 0 ; k 0 +1, then (5.5) is not satis ed because of Proposition 5.2 (i). We consider the case k = k 0 and k even; the other remaining cases are similar. Let C correspond to the point (x; k (x)) from ? k (h j ). Then C; I] is contained in the line segment with endpoints (x; k (x)) (h j + L2 ?j ) k . This line segment is disjoint from Q k (h j ) by the de nition of Q k (h j ).
C is a tower and C 0 is a tower: Let C correspond to ? k (h j ) and C 0 correspond to ? k 0 (h j ). If k = k 0 , then (5.5) is not satis ed by the de nition of towers. If k 6 = k 0 , then (5.5) is again not satis ed because of Proposition 5.2 (iii).
C is a tower and C 0 is a point cell: This is obvious since I 0 = ; in this case. C is a point cell and C 0 is a corner, tower, or point cell: In this case I = ; and therefore C; I] = C and C 0 ; I] = C 0 and hence (5.5) is not satis ed because of the disjointness of the cells in C j .
We have veri ed property C4. C5: This property is obvious from the de nition of the cells.
