What and where is memory? It was said of Hughlings Jackson that he provided a history and a geography of the nervous system, and we may take the cue to look at the history and geography of memory. It is obvious enough that memory is essentially historical; in some sense it is a record of the past, though it is important to recognize that it is a biased record, made with an eye to its usefulness in the future. As to its geography, memory is to be found everywhere throughout all living things. The well-ordered improbable state of living matter continues only because its actions are regulated by information received from the past. Every organism defeats the otherwise inevitable tendency to dissolution by expending energy in ways that are cunningly controlled by the information in its memories so as to frustrate the hazards that beset it. How living memories collect the appropriate information to do this is, therefore, the central problem of biology.
random, removing those that are not stressed and adding to those that are stressed. This memory in the bone thus depends upon the presence of a repertoire of possibilities and the capacity of this set to react to environmental influence so as to eliminate some and amplify others. An elaborate system of hormonal feedbacks ensures that bone deposition and removal proceed to the correct extent. It is important to stress the presence of this inherited system that provides the aim or target of the whole process. Without the proper levels of calcitonin and parathyroid hormone in the blood the bones would be too thick or too frail. These levels set the aims of the bones and the hormone levels in turn are themselves regulated to achieve set aims by the operation of other memory records in the pituitary and hypothalamus, which have been acquired either by natural selection in the past or during the lifetime of the individual, probably partly by both.
The example of the development of the immunological defence system in some ways brings the analogy closer to the nervous system (Jerne 1967 , Edelman 1978 . There the mechanism depends upon the presence of a large repertoire of possible antibody producers, provided perhaps partly by heredity, partly by somatic mutation. Certain of these are selected by the advent of appropriate antigens and are then amplified by a process of clonal multiplication. Memoryin the nervous system Memory in the nervous system, like genetic inheritance and memory in the other tissues of the body, is a process of selection between possibilities followed by amplification of the chosen parts (Young 1951 , 1954 , Jerne 1967 . Marr (1969) has put forward a comprehensive theory of learning in the cerebellum as a selection among codons, provided by the very numerous parallel fibres. More recently the concept of memory in the nervous system as a process of selection has been discussed by a range of scientists. Eccles (1977) writes of an instruction-selection theory oflearning in the cerebellar cortex, Changeux & Danchin (1976) of 'selective stabilization ' and Edelman (1978) that 'the brain is a selective system'.
If learning is a process of selection we have to try to identify the sets of possibilities among which choices are made. The basic fact is that the nervous system contains a vast number of nerve cells and fibres, perhaps ten thousand million neurons in the human cerebral cortex and at least ten thousand million in the cerebellum. Moreover, each cell makes a great number of connections: there are up to 60 000 synaptic points on a large cortical neuron (see Cragg & McLachlan 1978) ,though of course not all of these come from different sources (see p 807).
Even more important than the number of channels is their great functional variety. It is hardly an exaggeration to say that each nerve fibre carries a different item of information. The nervous system encodes information mainly by putting each item into a distinct channel. This process was first adumbrated by Thomas Young in his Bakerian Lecture of 1802: 'Now, as it is almost impossible to conceive each sensitive point of the retina to contain an infinite number of particles, each capable of vibrating in perfect unison with every possible undulation, it becomes necessary to suppose the number limited, for instance, to the three principal colours, red, yellow and blue ... and each sensitive filament of the nerve may consist of three portions, one for each principal colour'.
In these words he first formulated not only the theory of colour vision but also the principle of multichannel coding that applies throughout the nervous system. Information is transmitted by passing it along certain channels selected from a set. Information is therefore stored in the memory by altering the probability of transmission along certain pathways selected during learning. The brain of higher animals is able to produce memories that ensure actions useful for survival because it has specific learning mechanisms able to select and amplify those pathways that are effective and to close those that are not.
Processes involved in learning
Our hypothesis is that learning consists in the setting up ofeffectiveorderedstates of the nervous system by selection amonga range ofpossibilities. The structures and activities that are involved in this process can be described in several ways and it would be foolish to suppose that we know how to provide a definitive classification of them. I propose to discuss some features of the setting up and use of memory records under five headings, going on then to describe experimental work that illustrates each process: (1) The synaptic changes that make the selection.
(2) The repertoires or sets of units among which selection is made. These are the functional modules of the nervous system. (3) The networks by which information from the outside world is distributed to the units of the repertoire. These are the parts of the brain that provide for generalization. (4) The pathways by which information from within is distributed to the repertoire, setting the aims of the selective process, the process commonly called reinforcement. (5) The mechanism that stabilizes the system and ensures that the selected units are used to control behaviour.
All of these factors enter into any except the very simplest learning situations and I shall describe some examples that will show how these processes are related to the events that are more usually considered as characteristics of memory formation.
Synaptic changes that occur during learning. Habituation and sensitization in Aplysia
In recent years some evidence has become available about the intracellular events that occur during some of the simpler forms of learning. The evidence about the nature of these changes has come, as the comparative neurologist would expect, from invertebrates, in particular from work such as that of Kandel (1978) on the mollusc Aplysia, the sea hare. Here changes can be seen after learning in the connections of particular named neurons, identifiable in every individual. Of course in such simple animals the repertoire of possible learning is limited. In some ways this makes them more interesting, not less, because the cells are accessible to study with electrodes and we can apply current knowledge about membranes and transmitters, which is the basic information with which we have to work.
The options that are open to such an animal as the sea hare are mainly whether or not to perform one of its limited set of reflex actions. Withdrawal of the gills follows any contact with the mantle but, if the touching is repeated, habituation occurs and the withdrawal no longer takes place. The selection of this option, not to withdraw the gills, is made by a depletion of the vesicles of transmitter in certain presynaptic terminals. This is certainly a sort of memory formation and it may last, in part, for several days. The converse process of sensitization involves re-opening a habituated pathway when a traumatic event occurs. This happens after a habituated animal has received a shock; it then becomes 'sensitized' and will again begin to withdraw the gills if the mantle is touched. The investigators have identified certain small cells as mediators of this sensitization. They have produced an explanation of the system of chemical transmitters between and within the neurons that are involved. The small cells release 5-hydroxytryptamine around the presynaptic terminals whose vesicles have been depleted by habituation. Here it activates an adenyl cyclase system, producing synthesis of cyclic AMP (adenosine monophosphate). This has the property of activating enzymes, the protein kinases, which by altering the configuration of the proteins of the channels in the presynaptic membrane allows admission of calcium. This binds vesicles to the membrane and so facilitates the synapse.
This view of the intracellular mechanisms shows a possible relationship of learning in the nervous system to adaptive changes in other tissues. Any such change must involve activation of a receptor at the cell surface, followed by appropriate alteration of the activities within by a second messenger. There is much evidence that the propagation of such effects is mediated by the production of cyclic AMP leading to the activation of kinases.
In a nervous system that can learn there must be cells specifically triggered to be able to react in this way and to continue to exert their influence for as long as the memory lasts. The small cells in Aplysia seem to have this action. A similar function for amacrine cells, t.hat is those with no axon, has been suggested in Octopus (Young 1965) . They are numerous In the parts of the brain that are found to be essential for visual or tactile learning. It may be that they serve to switch off the pathway that is not wanted as the octopus learns say to attack a vertical rectangle but to a void a horizontal one or to draw in a smooth ball but reject a rough one. Small cells in the spinal cord of mammals are known to serve to inhibit unwanted actions during the performance of many reciprocal reflexes, such as flexion or extension. This suggested that the evolutionary origin of long-lasting memories was by prolongation of the action of such small neurons, previously engaged in reciprocal reflexes (Young 1965) .
The important feature for us in these and other examples from simple nervous systems is that they show that the learned changes in behaviour are indeed due to closing of some pathways and opening of others. It has been easy to say that this must be the basis oflearning, but now we know that in Aplysia it is so. Learning in higher animals is probably of the same nature, but with so many neurons involved it is hard to reveal the alternative possible pathways between which selection is made.
Selection from a large repertoire. Is there learning in the cerebellum?
Learning as we generally understand it involves a much larger repertoire than Aplysia can show. In order to examine how selection is made from such a set we may take the possibilities of learning in the cerebellum. The learning of motor skills, according to several recent theories, is associated with selective changes among the Purkinje cells (P cells) (Marr 1969 , Albus 1971 , Gilbert 1974 , Eccles 1977 . Other workers believe that 'the cerebellum cannot be regarded as the main site of motor learning' (Llinas & Walton 1979) . At least there is some evidence of actual changes in impulse patterns while learning is taking place (Gilbert & Thach 1977) . Each muscle is under the inhibitory influence of about 10000 P cells (in a cat) and each of these receives synapses from one climbing fibre and up to 200 000 parallel fibres. The theories suggest that motor learning takes place by changes in the 'strength' of the synapses of some of the parallel fibres. These bring signals from the proprioceptors, which, if correctly connected to Purkinje cells, can ensure release of muscles from inhibition in proper sequences. The climbing fibres bring signals from cells of a nucleus, the inferior olive, that are activated from the cerebral cortex (among other sources). So when the cortex gives the command for a movement, certain Purkinje cells will be activated by their climbing fibres and also some of their 200 000 parallel fibres will come into action at about the same time. If the synapses of these are strengthened then this particular sequence of contractions will tend to occur 'automatically' in the future. The proprioceptive signals from each muscle will cause a lessening of the inhibitory effect of the Purkinje cells that control the next muscle in the sequence.
In the experiments of Gilbert & Thach (1977) a monkey is taught to keep a lever in a central position by movements of its wrist while the resistance to the lever changes direction repeatedly. If after it has learned to do this the resistance in one direction is increased, it has to learn to use a different amount of force. It does this in about 100 trials, taking only a few minutes. Recordings from single Purkinje cells showed that during the process of learning there were changes in the frequency of the discharges in some of them. The impulses produced by the climbing fibres can be recognized and they became more frequent during adaptation and then declined. Impulses produced by the parallel fibres, however, became less frequent and remained so after adaptation to the new load. This agrees with the hypothesis that the climbing fibre synapses have the special function of signalling the necessity for change in those parallel fibre synapses that are active at the time (Eccles 1977) . The direction of change in this experiment is a reduction, leading to a lesser discharge of the Purkinje cell and hence to a greater effort by the particular muscle concerned. The change presumably occurs at the spine synapses on the P cell dendritic tree. We do not know the nature of the change but it may well be some variation in the synthesis and release of transmitter such as has been found in Aplysia.
An important selective learning process apparently takes place during the development of the climbing fibres. In an 8-day-old rat more than 50% of Purkinje cells are innervated by two or more climbing fibres but by 15 days the adult one-to-one relationship has been established (Crepel et al. 1977) . This is again a process of selection and elimination of the unwanted pathway.
Motor learning is possibly a function of the cerebellum throughout the vertebrates and the acts learned may be complex sequences of movements. The cerebellum may function as the timing device by which the strengths of ballistic actions and their sequences are learned (Braitenberg 1967) . It plays a great part in stabilizing the eyes in space while the head is iñ otion.
Incidentally this fundamental necessity for good vision is also served by a cerebellumhke structure in cephalopods but it is not known whether this involves learning (Young 1976) .
Learning is influenced by many parts of the brain Many parts of the brain are, of course, also involved in motor learning. A third pathway reaching the cerebellum carries noradrenergic fibres from the cells of the locus coeruleus in the hind-brain. This centre is connected with 'reward functions' and can be used to elicit selfstimulation (Crow et al. 1978) . These aminergic fibres inhibit the firing of Purkinje cells and it is possible that they are a necessary part of the learning process (Gilbert 1975) .
Another influence on the cerebellum comes from the hippocampus, which has a complex part in many memory processes. One aspect is summarized as 'a misplace system primarily responsible for exploration ... which functions to build maps of new environments and to incorporate new information into existing maps' (O'Keefe & Nadel 1978) . There is no evidence yet that the monkey adjusting its movements uses its hippocampus, but it is performing a simple act of exploration. Another way of expressing the hippocampal influence on the cerebellum is as 'a mechanism for switching over motor drives from their normal functions and skills to more complicated bodily adaptations' (Neuman & Reza 1979) .
The difficulty in interpreting the statements of these authors about the hippocampus reminds us not only that memory is a difficult subject but, more important, that many parts of the brain are involved -even without considering the cerebral cortex! The difficulty of localizing the seat of memory is proverbial and it has often been suspected that it is a property somehow diffused throughout the brain. I believe that this is a wrong interpretation of the data. Many different parts of the brain contribute to learning, but each in a different and specific way. The critical changes may take place in one or a few places, but they are only made effectively with the essential cooperation of other parts. The whole nervous system is a densely interconnected unity. We still have only vague ideas about the contributions of the various parts in a mammalian brain. We may get some hints of what to look for in the memory system of an octopus, which. also involves various distinct parts, some of whose functions are becoming clear.
Modifiable units or mnemons
The essential feature of a selective memory is the presence of systems that have potentially more than one output, between which selection is made in the light of experience. This is well illustrated by the two memory systems of an octopus -visual and tactile (Young 1965) . These animals can learn that an object of a particular visual shape (say a square or a rectangle) or a particular texture (a rough or smooth ball) is either to be attacked or avoided. The sensory cells that detect these features must therefore be potentially connected both to the systems for attack and for retreat. The octopus makes investigatory attacks on unfamiliar objects. If they prove to provide food the attacks are repeated and speeded up. If a shock follows, then attacks at that shape or ball soon cease.
The signals of rewards that come from receptors for taste or trauma thus somehow serve to make the selection, increasing the probability of use of the wanted output~athways from the feature detectors. Probably this occurs at first by closure of the path that IS not needed. The modifiable units that are involved are located in the optic lobe for vision and in an inferior frontal lobe for touch. Either the visual or tactile memory centre can be removed without damage to the other, so in this sense the memory is highly localized. Yet, as we shall see, other parts of the brain are also involved.
The conception of modifiable modules with alternative outputs was originally formulated as follows: 'The memory system of each animal consists of a number of modules provided by heredity. Each unit or mnemon consists of a classifying neuron that responds to the occurrence of some particular type of external event. The resulting impulses may initially activate either of two or more channels' (Young 1965) . This is a definition of a sensory mnemon, but the conception can be generalized to include the modifiable units involved at all stages of neural processing. At the final stage the corresponding unit of motor learning, or motor mnemon, is the module (cell or group of cells) that regulates what has been called an elemental movement (Marr 1969) .This can potentially be activated by either of two or more inputs, between which selection is made by learning. In the example of the cerebellum each Purkinje cell receives many parallel fibres some of which cease to activate it after learning. This may be considered as a motor mnemon, as Marr's concept suggests. Alternatively we could consider all the 30 000 Purkinje cells of one muscle as the unit.
Calling things names does not give new information but may have certain advantages. In this case seeking for units helps to direct the analysis of the processes involved. Studies of learning mostly pay attention to the sequence by which effective performance of an action is achieved at successive trials. But the improvement depends on the changes that occur at each trial, which can thus be characterized as the unitprocesses ofmemory (Young 1965) . In order to study these unit changes physiologically we must know the place or places in the brain at which the changeable modules occur. In a complex brain they will not be only at the sensory or motor ends but also at the various stages of neuronal processing in between; for example in the cerebral cortex.
Cortical modules
The essential feature of the memory system of higher animals is the large repertoire of feature detector modules and numerous possible output channels. The search for the modifiable modules is greatly complicated by the elaboration of the systems for feature detection. Information from the primary receptors in the eye, ear or skin is projected topologically onto arrays of feature detectors in the primary sensory areas. But the unit shapes, sounds or other gestalten between which selection is made during learning are established further on in the sequence in ways we do not understand. The process involves projection through a series of secondary sensory areas, with much backward and forward interchange with thalamic and other areas. It is not at present possible to specify where the unit mnemons may lie, but they must be somewhere. A mammal can learn that any complex shape or sound is either to be sought or avoided.
The search for the units involved can at least begin, since, in the last ten years, there has been great progress in the recognition of modules in the mammalian cerebral cortex. Mountcastle initiated the modern study of the cortex with the finding in 1957 that all the cells in a column in the somatic sensory cortex of a cat respond to a particular modality of stimulation, say bending of the hairs of one small area of skin. Evidence has now been found for columns of cells responding to particular modalities in the visual, auditory and other parts of the cortex. In the visual system, for instance, there is a series of representations and rerepresentations of the retinal input. Each area contains columns of cells providing for detection of an array of variants of a single aspect of the visual scene. There are columns for detection of contours with different orientations in one area, for different directions of movement in another, or different colours in a third (Hubel & Wiesel 1977 , Zeki 1974 .
The columns in the homotypical parietal cortex are even more complex and not dominated by a single afferent input, but they also have their characteristic properties. Each consists of cells concerned with some one action in relation to the environment, say reaching out to an object or fixation of the gaze. On the motor side, in the precentral motor cortex, the cells of a column control movements of a single joint and are activated by proprioceptors in deep tissues around the joint and sometimes also by skin that is touched by the movement (Asanuma 1975 ).
So we begin to have a rather good idea of a repertoire of what calls modules, complex processing and distributing units. The basic module is the cortical column (minicolumn) similar in all parts of the cortex. It contains about 110 neurons in all mammals (260 in the striate cortex); all those in the column have the same response properties and perhaps all are formed in development as a single clone. The diameter of the minicolumn is about 30 urn and there are about 600 million of them in man. The columns are not isolated entities. There is a partially shifted overlap of the projection of several variables, producing regular patterns of larger units, macrocolumns, of various shapes. Each minicolumn is thus 'a complex processing and distributing unit that links a number of inputs to several outputs'.
Each major region of the cortex is subdivided into a considerable number of lesser areas, as we have seen for vision, each with distinct functions and input/output connections. Each such subdivision may have connections with some 10-30 other regions, but each column connects with much fewer . This system probably provides the basis for selective channelling during learning, but no one has yet been able to propose precisely how this occurs. There is reasonable hope that the mechanism will emerge as we come to understand the intrinsic connectivity of the cortical columns as studied by such procedures as those of Szentagothai (1975) and Lund (1973) .
Many of these facts about the cortex have emerged only recently. The reason we are still not able to understand how learning may take place in such a system is partly that the functions involved are much more complicated than those of the cerebellum. The arrangement there is beautifully regular and simple because every cerebellar mnemon has only to learn the appropriate responses for one part of one muscle, though of course in various time sequences with others. On the other hand, mnemons of the visual system, whatever they are, have to learn responses to stimulation in the whole variety of contexts offered by the visual scene. A more complex layout than that of the Purkinje cells and parallel fibres is evidently required to allow the necessary interactions between modules, and we cannot yet perceive it (but see p 808). The columnar organization is obviously the basis of the system and the familiar sixlayered plan must also be important. It is interesting that in the optic tectum of birds and the optic lobes of octopuses and squids, which are animals that also have high powers of visual learning, there is a clearly columnar organization and some layering (Young 1971 (Young , 1974 .
Numbers of cells and connections
Learning by selection obviously depends largely on the number of possibilities offered by the size of the repertoire. It is useful, therefore, to review recent evidence about the number of cells and synapses in the cortex. Cragg (1975a) has made careful counts in the frontal and temporal cortex of a number of normal, retarded and ageing human brains. In neurosurgical specimens from seven normal brains he finds 15.6 x 10 6 neurons/em", which gives about 20 thousand million in the cortex of an average-sized brain (1400 mI). Each of these neurons receives about 38 000 detectable synaptic contacts, making the fantastic figure of 7.6 x 10'4, nearly a thousand million million synaptic points in the whole cortex. Incidentally, some of us may take comfort from the fact that (contrary to other workers) Cragg did not find lower figures in seven brains of people aged 65-89 years. But then the numbers were also similar in the brains of three severely retarded people who died at 13-27 years but had mental ages of only 1-31 years. Indeed the counts were higher in this small sample of defective individuals than in most of the controls! This suggests the possibility that defects are due to a failure to reduce the number of connections. The process of learning is largely deciding what not to do.
Of course in assessing such figures we do not know how many of the synapses on a cortical cell come from different sources. A possible guess might be 1000 synaptic points from each source and if this is correct each cortical cell receives signals from as many as 50 different sources. This seems to be an excessively large number. A cell in the striate cortex of the monkey responds only to a visual stimulus of specific form and we can ask how many inputs it needs to do this. There must be several from thalamic lateral geniculate sources from both eyes (in some layers), others from several further visual cortical and mid-brain areas and from the pulvinar. But these together would make a total of less than ten inputs, so it seems surprising that we expect as many as fifty sources. Perhaps after all each source makes 5000 synaptic contacts. Whatever the answer turns out to be these figures emphasize the very great multiplicity of potential connections in the mammalian brain, and also emphasize our ignorance about many fundamental features of the patterns of connectivity.
These figures also incidentally remind us of the vagueness of the concept of 'a synapse'. The term was originally defined by Sherrington (Foster & Sherrington 1897) as essentially a physiological concept. It acquired a physical status in the form of the boutons terminaux of Ramon y Cajal (1909). However, it remains unclear whether 'a synapse' is to refer to a single bouton terminal (as electronmicroscopists imply) or to all of those making the functional connection between pre-and post-synaptic units, which is the original, and functionally realistic, concept.
Distribution of signals to the repertoires of mnemons
We have therefore very good evidence that brains contain sets of units that can identify occurrences in the outside world and some evidence about other sets that produce items of behaviour. During learning the sensory inputs must be distributed to all the units with possible alternative outputs and we have to enquire how this is achieved. The problem is very well illustrated by the eight arms of the octopus. Does the animal have to learn everything eight times over? As the arms are stretched out among the rocks they need to decide which objects are worth drawing to the mouth. It would be most inefficient if each arm had to learn that stones are not as good to eat as gastropods. In fact what is learned with one arm can also be performed by the others. Experiments have shown that this is ensured by a particular part of the brain called the median inferior frontal lobe. Its unique anatomy provides for the necessary distribution of signals. It contains a maze of branching, criss-crossing input fibres coming from the arms. Each fibre can thus activate many cells of the lobe and vice versa. After removal of this lobe an octopus can still learn a discrimination, say, between rough and smooth balls, but if it has been taught only through the arms of one side it cannot discriminate with the others (Wells 1959) .
In the visual learning system there is a median superior frontal lobe which is so similar in structure to the inferior frontal lobe that they can hardly be distinguished microscopically. After removal of this median superior frontal lobe an octopus trained to discriminate between shapes with one eye cannot perform the task with the other (Muntz 1962) . The networks of fibres of the superior frontal lobe thus serve the function of generalization in the visual fields of the octopus. Their output passes back ultimately to the optic lobe from which its input comes. Such circuits may well be an important part of the mechanism for distribution and they are of course a conspicuous feature of the cerebral cortex (see below).
This function of distributing signals to all parts of the repertoire is obviously needed in any memory system. It is in fact very well known to psychologists as 'generalization'. It can also be considered as a form of 'amplification', by which a few signals produce large effects. It corresponds to what is called a 'polling' of the repertoire of possibilities by immunologists. There has been little effort to identify the systems in the vertebrate brain responsible for generalization. Presumably every selective learning system has some such mechanism for distributing the incoming information to the units among which selection is to be made. In the cerebellum this function is performed by the wide distribution of mossy fibre afferent signals through the granule cells, so that 200 000 parallel fibres contact each Purkinje cell.
We can hardly hope to find how this function of distribution and generalization is performed in the cerebral cortex until we know how to recognize the units involved. The process may involve not only intracortical pathways but also the reciprocal connections with the thalamus, tectum and striatum. Some thalamic nuclei show a columnar organization in which ascending fibres from lower levels and descending ones from the cortex enter at opposite ends of the column and so meet and overlap (Diamond et al. 1969) . Again, 'the striate area projects to the superior colliculus which projects to the pulvinar complex which projects to the whole visual field' (Diamond 1979) . These are examples of the many complex pathways whose significance may lie in the distribution of signals between the various sets of modules.
Assessment of value
All animals have receptors that signal what is 'good' or 'bad', such as by taste or trauma. If learning is to be effective such 'reinforcement' signals must be allowed to 'decide' which of the possible pathways of the modifiable modules shall be used in future. Of course in higher animals rewards may be indirect, but for understanding the basic principles of learning it is best to consider first a relatively simple case. In an octopus reward is achieved by passing signals of taste and pain into two pairs of lobes, one pair for vision and another for touch. The first centre of each pair is the frontal lobe with networks of fibres already mentioned, and here the taste impulses from the lips are mixed in with those from the eyes or arms. The output from this lobe then passes through the second lobe which receives fibres from all parts of the body, presumably carrying signals of pain. The output of the pair of lobes then acts upon the mnemons, selecting those pathways that in future ensure approach or avoidance of the object een or touched. The pair of lobes thus acts as an 'unless' system. The first lobe says 'yes this IS good', but the second says 'no, avoid it'. If the second lobe has been removed an octopus is unable to learn not to attack an object seen or not to draw in an object touched, as the case may be. It continues to attack, time after time, in spite of shocks received.
We still do not know precisely how these effects are achieved in an octopus. But the study of the connection patterns and the results of removing the lobes give an insight into the type of system that is involved in learning. The function of these lobes is to bring together signals about events in the outside world and those from within. They provide a system for judging the 'value' of events and modifying future behaviour accordingly.
In vertebrates there is abundant evidence that hypothalamic centres are involved in providing reward and maintaining appropriate levels of many activities but little is known of their influence on learning. Another important centre is the locus coeruleus of the hind-brain, lying close to the entry of the fibres of taste. This has some connection with rewards (p 805). Rats from which it has been removed show reduced ability to learn to run a maze with food at the end (Anlezark et al. 1973) . The locus coeruleus is also involved in the rhythms of sleeping and dreaming, which raises intriguing suggestions about the reward functions of dreams. It is significant that although this hind-brain nucleus is quite small its noradrenergic bres reach to every part of the cerebral cortex and to other centres. The provision of reward s a very general function and does not require large numbers of neurons such as are involved In the areas for sensory discrimination. We cannot judge the importance of a brain area from its size.
Balanceof action and inhibition
Any system of modules offering several possibilities of action will only produce consistent behaviour if there is a mechanism for ensuring that those units that are appropriate shall control the behaviour, with suppression of the rest. Machines embodying this principle have been designed and built by Taylor (1964) , who calls them maximum amplitude filters. This function is performed in an octopus by the pairs of lobes that we have considered. Together they not only deliver appropriate rewards during learning but afterwards maintain a level such that the appropriately switched mnemons control the actions. Several experiments show this function. In the absence of the second members (which are mainly inhibitory) octopuses learn only slowly and make many mistakes by performing the wrong action. The maximum amplitude filter is not working properly. Mathematical models and a computer simulation have shown how effective such a system can be (Maldonado 1963) .
The mammalian brain obviously has mechanisms that ensure this balance and restraint. Taylor (1964) has shown how connection patterns in the cortex could function as maximum amplitude filters. Hughlings Jackson was well aware of the importance of suppression of unwanted movements, though he writes little about 'inhibition' as such -it was a concept mainly developed later by Sherrington. Jackson speaks of how 'the higher nervous arrangements keep down those lower' and 'the process of dissolution is not only a "taking off" of the higher, but is at the very same time a "letting go" of the lower'. He does not, I think, specify any special locus of higher inhibition, but perhaps the frontal cortex may be particularly involved.
Masked connections in the brain
The conception that learning occurs by selection among possible pathways is supported by increasing evidence that the nervous system contains an excess of connections. This is sometimes described as a redundancy, but as Edelman (1978) explains, these connections are not superfluous, as the term redundancy suggests: they are there to be used if required. He describes this condition with the technical term 'degeneracy', in the sense that the code of DNA is 'degenerate', meaning that there is more than one codon for each amino acid. One may wonder why such a denigratory word was chosen by information theorists for a useful condition; perhaps someone will soon suggest a better one. In any case the function of the potential connections in the brain in learning is not easily compared to the 'degeneracy' of the DNA code, whose function is uncertain. Undoubtedly the nervous system contains a large excess of unused pathways, not only in the young but also in the adult. Nerve cells often receive connections that are not continually effective. For example, cells in the eat's visual cortex normally respond to both eyes but after the lids of one eye of a kitten have been closed for a while and then re-opened all the cells are found to respond readily only to the eye that has always been open. Yet careful study will show that there are still connections from the deprived eye (Fiorentini & Maffei 1979) . Further, if the eye-closure is now reversed, then within 12 hours many of the cells begin to respond to the previously deprived eye (Kratz et at. 1976) . It is interesting that there is evidence that, after closure, the cells in layer 4 of the visual cortex continue to receive input from the deprived eye even when the cells in other layers cease to respond (Stryker & Shatz 1976) . The disconnection therefore seems to occur within the cortical column and presumably it is here also that a reopening of the lids produces a rapid return of the connection.
It has been shown by Wall (1977) and his colleagues in several separate situations that when some neurons lose their normal afferent drive there is a rapid development of new receptive fields. For example, areas of the rat thalamus (VPL) occupied by fibres from the arm expand into leg areas if these latter are denervated by removal of the nucleus gracilis. The expansion can be seen after three days and is complete in seven days. Again, the area of skin able to stimulate cells in the dorsal column nuclei of a eat's spinal cord expands within a few hours after the roots normally supplying these cells have been cut. Such changes may be produced even by cutting a peripheral nerve. Spinal neurons that have lost their input from the skin begin to respond to stimulation of the hairs in quite abnormal areas (Devor & Wall 1978) .This occurs after several weeks but some of these expansions cannot be due to the formation of new connections, since the changes occur so quickly. There must have been connections present in the normal animal, masked by some form of inhibition that allowed only the preferred stimuli to be effective.
These examples of unmasking of connections show some of the complexities involved in the study of learning. Particular patterns of connectivity may be maintained only so long as they are used. It is quite likely (though not certain) that synapses are plastic, continually being unmade and re-made and connections may be changed from day to day (Young 195I) . It is a question whether all such adaptive changes should be called 'learning'. This brings us back to the need for more information about the mechanisms that control the daily adaptive adjustments of metabolism that go on throughout the body. Learning by the nervous system is one of these and can most properly be recognized when we can see how any change is so directed that it is useful for homeostasis.
Selection and amplification of connections duringdevelopment
The formation and maintenance of 'correct' connections must be regulated by some normalizing influences. Those that we usually recognize as conferring 'rewards' can hardly operate during the earlier stages of development, but come into action later as the basis for what we ordinarily call learning. Little information is available to show what factors 'normalize' connections during development.
Connections once formed have the capacity to recognize each other and wrong connections may be replaced. Flexor nerves can be made to innervate extensor muscles in an adult salamander, but if the proper nerve fibres then arrive the foreign ones cease to operate and are mostly suppressed (Dennis & Yip 1978) . This displacement does not occur in a similar experiment in mammals and may be one of the 'embryonic' characteristics ofurodeles. It is an example of the type of change that must occur as the nervous system matures.
The determination of connections is at least sometimes a process of reduction. As Changeux & Danchin (1976) put it, 'several contacts form at the same site; in other words, a significant but limited "redundancy" or fluctuation of the connection exists. The early activity of the circuits, spontaneous (in the embryo) and evoked (after birth) would increase the specificity or order of the systems, by reducing this transient redundancy'. Developing muscle fibres at first receive nerve fibres from several motor neurons. The normal reduction to one end-plate depends at least partly on function and is delayed by tenotomy (Benoit & Changeux 1975) .Of course many nerve cells as well as synapses disappear during development. There is thus plenty of evidence of the excess that Changeux & Danchin (1976) call redundancy whereas Edelman (1978) defines it as 'degeneracy' (see p 809). The presence of an excess of possible pathways, according to this view, is the basis of the capacity to learn. Reduction of unwanted connections is then an essential feature of the process (Young 1965) . 'Pattern storage must be accomplished principally by weakening synaptic weights rather than by strengthening them' (Albus 1971) . We have already given several pieces of evidence for such reductions, and Ramon y Cajallong ago made a similar suggestion (1928) . It is claimed that in the rat visual cortex each cell of an experienced animal has a smaller number of larger synapses than in a less experienced one (Valverde 1967) . So there is both selection and amplification. Learning certainly does not proceed only by elimination.
. The sequence of development both of capacities and of synaptic contacts has been followed in the visual cortex of kittens (Cragg 1975b) . Numerous thalamic fibres are present in the cortex from visual early stages, but they make relatively few synapses that can be detected with the electron microscope. Of course there may be functional contacts that we cannot see. The number of detectable contacts begins to increase rapidly at 8 days after birth. At this time cortical units are already selective for the direction of target movement (Rubel & Wiesel 1963) . From this time onwards the density of synapses increases very rapidly up to about four weeks. This corresponds to the critical periods during which deprivation of vision or limitation, say to vertical stripes, will produce abnormalities in such capacities as judgment of ocular disparity, orientation, or size and shape of target. The formation of anatomically discernible synaptic junctions is thus a process of amplification, not of selection. The connections that allow feature detection are already formed by heredity before birth. Presumably they depend upon the relatively small number of visible synapses present at birth or on some other form of contact not recognizable with the electron microscope. The feature detectors of the new-born are easily habituated and become firmly established only by amplification after use. Meanwhile feature detectors that are not used disappear or become inhibited. It may be that a considerable proportion of the synapses that disappear during these early weeks are involved in the inhibition of the unused feature detectors.
After about the sixth week the density of synapses in the visual cortex begins to decline until it reaches little more than half the maximum by the time the cat is adult (Cragg 1975b) . It will be very interesting to find out how certain synapses are selected to survive during this period, while others are absorbed. Is this a process of learning by elimination of unwanted actions?
Selection during human development
The development of the human infant certainly shows how maturation proceeds by a process of selection of some movements and elimination of others. Some aspects of this have been surveyed by Bruner (1974) . For instance, the child's capacity to reach for a desired object improves as he develops a schema, or as I would say, a 'program' for search (Young 1978) . At first he swipes with both hands towards the midline, opens his mouth, moves his tongue, shoulders, back and perhaps his legs too. Gradually he learns to eliminate m~st of these movements. Rand rivalry disappears, one hand is moved smoothly towards the object and the mouth is opened only as it is approached. By eight months the action becomes simplified and ordered. It is now anticipatory and ballistic, each action timed to stop at the right place. The process of elimination of unwanted contraction continues in the final development of the most refined neuromuscular skills. For instance, in piano playing the teacher continually strives to eliminate the unwanted stiffness of fingers (Phillips 1977) .
We can see the same process of selection in the eye movements involved in learning to see, and especially in learning to speak. Babbling is at first random but then develops by limitation into a definite form of communication long before there are words. When words do appear many of them are broad and poorly differentiated both as sounds and in meaning: all men are 'da-da', and so on. Then the use of each word contracts to its accepted sense.
Summary. Selecting the programs of the brain These are only a few examples of how learning occurs during development by a process of sculpturing, selecting among the possible variations, combinations and sequences of actions. This is how we build up what may be called programs in the brain (Young 1978) . The physiologist will say that these are only, as it were, metaphorical statements, not detailed descriptions of known brain actions. 'The programmes of elaborate sequences of movement, built up over the course of many years, are not yet on the agenda of practical neurophysiology' (Phillips & Porter 1978, p 333) . Perhaps this statement may prove to be over-pessimistic, as I am sure the authors would hope. Studies of learning, of which I have tried to give a small sample, do begin to show us how programs are assembled by selecting from the vast number of possibilities that are available and then increasing the reliability of the chosen actions. It is particularly pleasing to find that we can begin to understand the various principles that are involved. In Aplysia we see something of them due to the cellular changes. In Octopus we see how learning involves different pieces of neuronal machinery. One serves to distribute signals to allow access to the full repertoire of possibilities. Another part distributes and balances rewards and penalties. In a third the actual learning change occurs and the many minute cells suggest that we may look for the origin of learning among reciprocal reflexes.
In the vertebrate brain we see the multiplication of neuronal patterns and centres greatly increased. We get glimpses of how various parts of the brain cooperate in building and executing the programs. Learning involves many parts of the brain, each contributing in a different way. The cerebellum perhaps provides the repertoire of small variations in muscular contraction out of which those are selected that perform the acts that prove necessary. Perhaps the motivations to do these correctly come partly from the aminergic pathways such as those of the locus ceruleus, while the hippocampus provides the power to seek to make new ones. And of course the cerebral cortex and its attendant input and output centres provides the biggest repertoire of all, selection among whose modules has allowed us to build and use a program that studies itself. Surely John Hughlings Jackson would have rejoiced that there has been some advance in understanding of the 'Relations of Different Divisions of the Central Nervous System to One Another and to Parts of the Body', which was the title of the first Hughlings Jackson lecture, which he himself gave in 1897.
