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a b s t r a c t
This work is devoted to a generalization of the framework presented in Beam andWarming
(2000) [6],where amultiresolution analysis schemewith supercompactmultiwaveletswas
presented. The approach considers uniform partitions of a nested grid hierarchy in the
framework of Harten’smulti-scale representations. In this paperwe study the non-uniform
case. The non-uniform analysis is well adapted to more realistic contexts and makes it
possible to improve the approximation.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Thedevelopment of adaptive numerical methods has attracted much attention in the few last years. Research develop-
ments, for instance, in the finite element context, indicate their very promising potential [1,2]. In the context of wavelet
discretizations, some advances have been proposed (see [3–5], and references therein). To obtain adaptation a non-uniform
approach is necessary.
On the other hand, themultiwavelets introduced in [6] represent exactly anypiecewise polynomial function. In this sense,
the approach supposes a generalization of Haar’s wavelets. Later, in [7] a multiresolution analysis scheme was introduced
which is adapted to non-uniform partitions of the real line. The corresponding scaling and wavelet functions are based on
Haar scaling and wavelet functions. Our purpose is to extend both approaches by the study of supercompact multiwavelets
on non-uniform partitions. A prior reading of the papers just cited is recommended.
The organization of the paper is as follows. In Section 2 we recall some basic background concerning uniform supercom-
pact multiwavelets and non-uniform Haar wavelets. Section 3 is devoted to adapting some important identities introduced
in [6] to the non-uniform case. We will present the required code for computing the decomposition and reconstruction
procedures.
2. Background
The multiwavelets introduced in [6] represent exactly not only piecewise constant functions, but also any piecewise
polynomial function. Therefore, [6] constitutes a generalization of the classical Haar’s wavelets.
The construction was presented in Harten’s multiresolution framework, with a nested grid hierarchy defined on [0, 1]:
Xk = {xkj }Jkj=0 , xkj = j hk, hk = 2−k, Jk = 2k
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Thus, for j = 0, 1, . . . , Jk−1,
xk−1j = xk2j, (1)
and the distances xkj+1 − xkj do not depend on j. More precisely,
xkj+1 − xkj = hk. (2)
A matrix Ak whose entries represent the values of a function u(x) on the grid Xk was considered. More precisely,
Ak = [ak1, ak2, . . . , akJk] , Jk = 2k.
The column vectors
akj =
[
(a0)kj , (a1)
k
j , . . . , (al)
k
j
]′
,
have a length determined by the order of polynomial approximation, l. For instance, a length equal to 1 (or l = 0) corresponds
to an approximation by constants (the Haar case), a length equal to 2 (or l = 1) corresponds to an approximation by linear
functions. The degree l is chosen sufficiently small to avoid the Runge phenomenon in the polynomial approximation of u(x).
In [6], the approximation is performed by the use of the Legendre orthogonal polynomials {φi(x)}i≥0. If u(x) is a polynomial
with degree l, it can be represented on the j-th subinterval of the level k− 1 grid by
u(x) =
l∑
i=0
(ai)k−1j (φi(x))
k−1
j = ak−1
′
j Φ
k−1
j , (3)
where, for each i = 0, . . . , l,
(φi(x))k−1j =
φi
(
1+ 2
hk−1
(
x− xk−1j
))
, x ∈
(
xk−1j−1 , x
k−1
j
]
.
0, otherwise.
(4)
Each componentΦk−1j is a polynomial. Hence it can be represented on two intervals of the next level k (see [6], eq. (2.12)):
Φk−1j = C0Φk2j−1 + C1Φk2j, (5)
where C0 and C1 are (l + 1) × (l + 1) matrices with numerical entries depending on the basis functions (see [6], Eqs.
(3.2a)–(3.2b)).
From (3) the following reconstruction formulas were obtained (see [6], eqs. (2.14-a)–(2.14-b)):
ak2j−1 =
1√
2
C′0a
k−1
j , (6)
ak2j =
1√
2
C′1a
k−1
j . (7)
If u(x) is any piecewise continuous function, expressions (6) and (7) will not be identities but only approximations. The
identities are obtained by introducing the interpolating errors or residuals (see [6], eq. (2.19-b)):
rk−1j =
1√
2
(
D0 ak2j−1 + D1 ak2j
)
, (8)
where D0 and D1 are l + 1 × l + 1 matrices with numerical entries. These matrices are computed from C0 and C1 (see [6],
eqs. (2.23a),(2.23b)).
By the use of the residuals, the reconstruction formula (6) and (7) is transformed into
ak2j−1 =
1√
2
(
C′0a
k−1
j + D′0 rk−1j
)
,
ak2j =
1√
2
(
C′1a
k−1
j + D′1rk−1j
)
.
The decomposition formulas are given by (8) together with (see [6] eq. (2.19a))
ak−1j =
1√
2
(
C0 ak2j−1 + C1 ak2j
)
.
The computation of the matrices C0, C1,D0 and D1 is based on some identities and transformations, taking into account
the definition of the basic functions (4). Consequently, this computation uses a uniform partition of the grid. The study is
detailed in [6], app. A, B and C.
In next section we will introduce the basic functions for non-uniform partitions and we will derive the corresponding
identities and transformations required to obtain the matrices.
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3. The non-uniform case
Following the idea presented in [7], for the non-uniform case, the distances (2) depend on j. Hence, we will define, for
j = 0, . . . , Jk,
hkj+1 = xkj+1 − xkj . (9)
Consequently, the partition of the initial interval is non-uniform. The basic function (4) transforms into
(φi(x))k−1j =
φi
(
1+ 2
hk−1j
(x− xk−1j )
)
, x ∈
(
xk−1j−1 , x
k−1
j
]
.
0, otherwise.
(10)
From (1) and (9), it follows that
hk−1j = hk2j−1 + hk2j. (11)
We will define
hk2j−1
hk−1j
= αkj . (12)
Then αkj ∈ (0, 1) and, by (11), it holds that
hk2j
hk−1j
= 1− αkj . (13)
The case αkj = 1/2 corresponds to the uniform analysis.
3.1. Useful identities
In analogy to the uniform case, it is possible to derive (6) and (7) by the use of (10) instead of (4). In order to compute the
matrices, we will state the following lemma, which generalizes identity (A.5) in [6]. We will denote as I the identity matrix.
We omit the order.
Lemma 1. With the notation previously introduced, we have
αkj C0C
′
0 +
(
1− αkj
)
C1C′1 = I. (14)
Proof. Expression (A1) in [6] transforms into∫ xk−1j
xk−1j−1
Φk−1j
(
Φk−1j
)′
dx = h
k−1
j
2
I. (15)
The relation hk = hk−12 cannot be used. Consequently, the non-zero expressions (A4) in [6] are derived from (15) by
adapting j and k. The null integrals in (A4) are also valid in the non-uniform case. Hence we obtain, in analogy with the
computations in [6],
C0
hk2j−1
2
IC′0 + C1
hk2j
2
IC′1 =
hk−1j
2
I. (16)
Expression (14) follows from (16), (12) and (13). 
If we multiply (6) by αkj C0 and (7) by (1− αkj )C1 and we sum the resulting expressions, we obtain
αkj C0a
k
2j−1 +
(
1− αkj
)
C1ak2j =
(
αkj C0C
′
0 +
(
1− αkj
)
C1C′1
)
ak−1j .
From (14), by following the procedure described in [6], we obtain
ak−1j = αkj C0ak2j−1 +
(
1− αkj
)
C1ak2j, (17)
which is a generalization of expression (2.18) in the aforementioned paper.
In order to achieve an orthogonal transformation as in [6], we will consider a weighted form of (17), i.e.,
ak−1j =
√
αkj C0a
k
2j−1 +
√
1− αkj C1ak2j.
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For the residual, we choose
rk−1j =
√
αkj D0a
k
2j−1 +
√
1− αkj D1ak2j.
Hence, the decomposition formula in matrix form is[
ak−1j
rk−1j
]
=
√αkj C0 √1− αkj C1√
αkj D0
√
1− αkj D1
[ak2j−1
ak2j
]
. (18)
Let us defineM =
[√
αkj C0
√
1− αkj C1√
αkj D0
√
1− αkj D1
]
. The decomposition and reconstruction procedures must be orthogonal transfor-
mations. Hence, we impose
M−1 = M ′. (19)
From (2) we obtain
M−1
[
ak−1j
rk−1j
]
=
[
ak2j−1
ak2j
]
.
By (19) there follows the reconstruction formula:
ak2j−1 =
√
αkj C
′
0a
k−1
j +
√
αkj D
′
0r
k−1
j ,
ak2j =
√
1− αkj C′1ak−1j +
√
1− αkj D′1rk−1j . (20)
We will obtain matrices D0 and D1 in terms of C0 and C1. The computations follow the approach presented in appendix
B of [6]. Consider
L =
[√
αkj C0
√
1− αkj C1
]
and H =
[√
αkj D0
√
1− αkj D1
]
.
As (B-11) in [6], it follows that I = HH′. This relation is equivalent to
αkj D0D
′
0 + (1− αkj )D1D′1 = I. (21)
The corresponding matrixD , which generalizes (B.18) in [6], is given by
D = [Da Db] ,
where the blocksDa andDb are defined as
Da = −I+ αkj C′0C0 −
√
αkj
√
1− αkj C′1C0,
Db = I−
(
1− αkj
)
C′1C1 +
√
αkj
√
1− αkj C′0C1.
After some computations we obtain
DD ′ =
[
2I−
(√
αkj C0 −
√
1− αkj C1
)′ (√
αkj C0 −
√
1− αkj C1
)]
. (22)
We have also to compute, as in [6], a matrix B such that B′ B = (DD ′)−1. We can assume that B is symmetric. Hence,
B = ((D D ′)−1)1/2 . (23)
Finally, expressions for D0 and D1, which generalize (2.23a),(2.23b) in [6], are given by
D0 = 1√
αkj
B
(
−I+ αkj C′0 C0 −
√
αkj
√
1− αkj C′1 C0
)
, (24)
D1 = 1√
1− αkj
B
(
I− (1− αkj ) C′1 C1 +
√
αkj
√
1− αkj C′0 C1
)
. (25)
Expressions (2), (26), (24) and (25) can be collected in the following main result:
Theorem 2. Under the notation and assumptions previously presented, we have that the decomposition and reconstruction
procedures using one-dimensional non-uniform supercompact multiwavelets are explicitly given as follows:
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• Decomposition:[
ak−1j
rk−1j
]
=
√αkj C0 √1− αkj C1√
αkj D0
√
1− αkj D1
[ak2j−1
ak2j
]
.
• Reconstruction:
ak2j−1 =
√
αkj C
′
0a
k−1
j +
√
αkj D
′
0r
k−1
j ,
ak2j =
√
1− αkj C′1ak−1j +
√
1− αkj D′1rk−1j ,
where matrices D0 and D1 are computed according to (22)–(25).
Remark 3. For the non-uniform Haar case presented in [7], the matrices are real numbers (see eqs. (21a) and (21b)). If we
denote these numbers as
D?0 = −(1− αkj ) and D?1 = αkj ,
then the values D?0 and D
?
1 verify the following relation, which is equivalent to (21):
αkj D
?
0D
?′
0 +
(
1− αkj
)
D?1D
?′
1 = αkj
(
1− αkj
)
I.
By taking D
?
0√
αkj (1−αkj )
and D
?
1√
αkj (1−αkj )
, then we obtain, respectively, the corresponding expressions computed by the use of
(24) and (25):
D0 = −
√
1− αkj√
αkj
, D1 =
√
αkj√
1− αkj
.
Consequently, up the multiplicative constant 1√
αkj (1−αkj )
, the values D0 and D1 are respectively equal to D?0 and D
?
1.
3.2. Useful transformations
From (5) it is possible to compute C0 and C1. In order to simplify this task, we use from [6], appendix C, some
transformations between (xk−1j−1 , x
k−1
j ] and (−1, 1], the orthogonality interval of the Legendre polynomials {φi(ξ)}i≥0.
More precisely, let T be the linear transformation
T :
(
xk2j−2, x
k
2j
]
7→ (−1, 1]
x 7→ ξ = T (x) = 1+ 2
hk−1j
(
x− xkj
)
.
Then T (xk2j−2) = −1, T (xk2j) = 1 and T (xk2j−1) = 1+ 2hk−1j (−h
k
2j) = −1+2αkj . Note that, for the uniform case, T (xk2j−1) = 0.
The transformations which generalize (C.2) in [6] are given by(
xk2j−2, x
k
2j−1
]
7→
(
−1,−1+ 2αkj
]
(
xk2j−1, x
k
2j
]
7→
(
−1+ 2αkj , 1
]
.
Hence, the basis functions after applying the transformations are given by the following expressions instead (C.3) in [6]:
(φi(x))k2j−1 7→ φi
(
ξ + 1− αkj
αkj
)
(φi(x))k2j 7→ φi
(
ξ − αkj
1− αkj
)
.
Finally, (C.4) in [6] is replaced by
φi(ξ) =
l∑
p=0
c0i+1,p+1φp
(
ξ + 1− αkj
αkj
)
+
l∑
p=0
c1i+1,p+1φp
(
ξ − αkj
1− αkj
)
, (26)
where c0n,m are the entries of C0 and c
1
n,m corresponds to C1.
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The basis functions φp(ξ) in (26) have non-overlapping support. If we denote as ‖ · ‖ the norm in L2((−1, 1)), then we
obtain∥∥∥∥∥φp
(
ξ + 1− αkj
αkj
)∥∥∥∥∥
2
= αkj ,
∥∥∥∥∥φp
(
ξ − αkj
1− αkj
)∥∥∥∥∥
2
= 1− αkj .
As a consequence, it holds that
c0i+1,p+1 =
1
αkj
∫ −1+2αkj
−1
φp
(
ξ + 1− αkj
αkj
)
φi(ξ) dξ, (27)
c1i+1,p+1 =
1
1− αkj
∫ 1
−1+2αkj
φp
(
ξ − αkj
1− αkj
)
φi(ξ) dξ . (28)
3.3. Examples and Mathematica code
By using (27) and (28) we obtain C0 and C1. Note that for the non-uniform case, these matrices depend on αkj . Hence, on
the interval (xk2j−2, x
k
2j−1], we have to compute certain C0 and C1 and on the interval (xk2j−1, xk2j] we have to compute other
ones. As a consequence, the location of each new point on the grid makes us compute C0 and C1 for each subinterval.
The matrices C0 and C1 for the cases l = 0, l = 1 and l = 2 on the interval (xk2j−2, xk2j−1] are the following:
Case l = 0:
C0 = [1], C1 = [1].
Case l = 1:
C0 =
[
1 0√
3 (−1+ αkj ) αkj
]
, C1 =
[
1 0√
3αkj 1− αkj
]
.
Case l = 2:
C0 =
 1 0 0√3 (−1+ αkj ) αkj 0√
5
(−1+ αkj ) (−1+ 2αkj ) √15 (−1+ αkj )αkj (αkj )2
 ,
C1 =
 1 0 0√3αkj 1− αkj 0√
5αkj
(−1+ 2αkj ) −√15 (−1+ αkj )αkj (−1+ αkj )2
 .
We present the Mathematica code needed to compute D0 and D1 from C0 and C1. The matrices C0 and C1 are the entries
for the Mat function. The code uses (22)–(25). We denote by a the value αkj .
Mat[m0−, m1−] := (l = Length[m0] − 1;
im = IdentityMatrix[l+ 1];
m0t = Transpose[m0];
m1t = Transpose[m1];
aux = im− 1/2(Sqrt[a] ∗ m0t− Sqrt[1− a] ∗ m1t).(Sqrt[a] ∗ m0− Sqrt[1− a] ∗ m1);
bs = Inverse[aux];
{e, m} = Eigensystem[bs];
mt = Transpose[m];
de = DiagonalMatrix[e];
b = (1/Sqrt[2]) ∗ mt.Sqrt[de].Inverse[mt];
d0m = (1/Sqrt[a]) ∗ b.(−im+ (a ∗ m0t.m0− Sqrt[a] ∗ Sqrt[1− a] ∗ m1t.m0));
d1m = (1/Sqrt[1− a]) ∗ b.(im− ((1− a) ∗ m1t.m1− Sqrt[a] ∗ Sqrt[1− a] ∗ m0t.m1));
{m0, m1, d0m, d1m})
4. Concluding remark
The classical wavelets and their application in hierarchical data analysis are usually related to uniform grids and the use
of the Fourier transform. The adaptivity is a fundamental part of the current research of part of the scientific community. In
order to obtain this adaptation, non-uniform approaches are required. The goal of the paper was to generalize an efficient
wavelet algorithm (the supercompact multiwavelets) to the non-uniform case. Several applications can be considered, for
instance in the context of PDEs or image processing. We plan to do this in a forthcoming work.
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