Macrophages play essential roles in the response to injury and infection and contribute to the development and/or homeostasis of the various tissues they reside in. Conversely, macrophages also influence the pathogenesis of metabolic, neurodegenerative, and neoplastic diseases. Mechanisms that contribute to the phenotypic diversity of macrophages in health and disease remain poorly understood. Here we review the recent application of genome-wide approaches to characterize the transcriptomes and epigenetic landscapes of tissue-resident macrophages. These studies are beginning to provide insights into how distinct tissue environments are interpreted by transcriptional regulatory elements to drive specialized programs of gene expression.
DIVERSE MACROPHAGE PHENOTYPES IN HEALTH AND DISEASE
Macrophages are among the most phenotypically diverse cell types of mammalian organisms (1, 2) . They inhabit all or nearly all tissues under healthy conditions, where they play important roles as sentinels of infection and injury. These functions are enabled by the expression of a multitude of cell surface and internal receptors that recognize microbial-associated molecular patterns and/or damage-associated molecular patterns, exemplified by Toll-like receptors (TLRs) (3) . Engagement of these receptors by microbial components, such as bacterial lipopolysaccharide (LPS), initiates signaling cascades that lead to the activation of latent transcription factors, including NF-κB, interferon regulatory factors (IRFs), and members of the activator protein 1 (AP1) family (4, 5) . These factors, in turn, function to activate hundreds of genes that play key roles in the orchestration of the innate immune response and that influence the development of adaptive immunity (6, 7) . In addition to this sentinel function, macrophages are professional phagocytes, serving to clear bacteria, apoptotic cells, and a diverse range of host-derived and environmental debris, thereby contributing to an additional layer of immunity and tissue homeostasis (2) .
While the sentinel and phagocytic functions comprise central and shared macrophage characteristics, the various populations of tissue-resident macrophages also exhibit a striking range of phenotypic diversity (1) . Consider, for example, the diverse morphologies and functions of microglia, Kupffer cells, alveolar macrophages, Langerhans cells, peritoneal macrophages, and splenic red pulp macrophages. All of these cell types retain phagocytic and sentinel functions, but have also acquired distinct patterns of gene expression that are linked to their tissue-specific functional roles, e.g., synaptic pruning in the case of microglia (8) , clearance of surfactant by alveolar macrophages (9) , and removal of senescent red blood cells by splenic macrophages (10) .
Although macrophages normally play adaptive roles in immunity, tissue repair, and homeostasis, they are also implicated in a broad spectrum of human diseases (2) . For example, macrophages contribute to all phases of the development of atherosclerosis, from formation of the initial fatty streaks to the rupture of complex lesions that result in myocardial infarction (11) . Adipose tissue macrophages and Kupffer cells are implicated in metabolic diseases that include insulin resistance and nonalcoholic steatohepatitis (12) (13) (14) . Microglia have been linked to numerous neurodegenerative diseases, including Alzheimer's disease, Parkinson's disease, and Huntington's disease (15) . As an example, genome-wide association studies provide strong evidence that genomic variants in or near genes expressed in microglia, such as TREM2, are associated with increased risk of Alzheimer's disease (16) . In cancer, macrophages have been shown to play complex roles in tumor initiation, growth, metastasis, and immune evasion (17, 18) .
These observations raise a number of questions, including the following. (i) How are distinct macrophage identities achieved? (ii) To what extent does their developmental origin specify their functional properties in relation to tissue-specific environmental signals? (iii) If tissue environment is important, what are the signals driving macrophage specialization? (iv) What are the mechanisms that lead to pathogenic roles of macrophages in diseases such as atherosclerosis, metabolic disease, neurodegenerative diseases, and cancer? (v) Do the phenotypes of resident macrophages change in response to a primary disease process and/or are pathogenic activities the result of infiltration by monocyte-derived macrophages? (vi) Is it possible to alter macrophage phenotypes for therapeutic purposes?
GENOME-WIDE APPROACHES TO DEFINE MACROPHAGE IDENTITY AND FUNCTION
Among the most widely used and successful approaches to define cellular identity is the use of antibodies to mark specific cell surface or internal proteins and to quantify these proteins by flow cytometry. This approach can be considered to define what a cell is "wearing." In much the same way that a uniform enables one to deduce roles of a person dressed as a policeman or fireman, specific combinations of markers can be used define cell types with different functional properties, e.g., macrophages, T cells, and B cells. An alternative approach to define cell identity, made possible by the development of chromatin immunoprecipitation linked to massively parallel DNA sequencing (ChIP-seq), is to define the total repertoire of transcriptional regulatory elements in that cell, i.e., its enhancers and promoters (19) . These elements are selected from the genome in a cell-specific fashion and provide the cell with its transcriptional identity and regulatory potential. Knowledge of such elements not only enables an understanding of the program of gene expression observed in that cell but in principle also enables predictions of how the cell will respond to new internal and external signals. Thus, in contrast to flow cytometry, genomic approaches can be considered to provide insights into what the cell is "thinking." From this perspective, answers to some of the questions posed above may be attained by systematic evaluation of the enhancer and promoter elements of diverse tissue-resident macrophage populations under normal and disease conditions. In the following sections, we briefly review general principles of enhancer selection and function and recent findings relevant to this process in various macrophage model systems and in tissueresident macrophages.
ENHANCERS AND SUPERENHANCERS REGULATE CELLULAR IDENTITY AND FUNCTION
Gene regulation at the level of transcription is achieved through the coordinated functions of enhancers and promoters. Promoters activated by RNA polymerase II represent the sites of initiation of mRNAs and long noncoding RNAs. While promoters are often key points of regulation by signal-dependent transcription factors, they are often not sufficient to direct the highly divergent levels of transcription of primary transcripts observed across cell types or to fully capture cell-specific responses to developmental and homeostatic signals (20, 21) . These functions are frequently mediated by enhancers, which are defined as DNA sequences that "enhance" transcription from their target promoters (22) . Enhancers are generally thought to act by looping to their target promoters and increasing the recruitment of RNA polymerase II and/or its transition from a paused to elongating form (23) . Thus, a major effort in molecular and developmental biology is to define the mechanisms by which different cell types select their specific complement of enhancers, and how they, in turn, act to regulate target genes.
General features of enhancers are indicated in Fig. 1 . Eukaryotic DNA is packaged in the nucleus through its association with histone octamers to form nucleosomes, the basic units of chromatin (23) . Each nucleosome consists of ∼147 nucleotides of DNA wrapped around a heterodimeric octamer core of two copies each of histone proteins H2A, H2B, H3, and H4. Similar to promoters, enhancers are characterized by nucleosomefree regions that are occupied by sequence-specific transcription factors. These factors in turn recruit various coactivator proteins that facilitate nucleosome remodeling, histone tail modifications, and recruitment of core transcription factors, including RNA polymerase II (24, 25) . Enhancers are defined by a distinct array of chromatin modifications as compared to promoters. Whereas promoters are characterized by a high trimethylated histone H3 lysine 4 (H3K4me3) to low H3K4me1 ratio, enhancers show a contrary makeup of low H3K4me3 to high H3K4me1 (26) . However, active enhancers and promoters are both associated with histone tail acetylation, for example, of histone H3 lysine 27 (27) . The use of ChIP-seq for these histone modifica-tions and global DNase I hypersensitivity assays to define open regions of chromatin in the genomes of many different cell types and tissues revealed the presence of hundreds of thousands of these putative enhancer elements in the human genome (28) . Each cell type selects a subset of ∼20,000 to 30,000 of this vast repertoire of potential regulatory elements, which are presumed to play essential roles in establishing cell-specific gene expression.
An important caveat to these global approaches is that while genomic regions that have been genetically established to function as enhancers almost always exhibit features shown in Fig. 1 , genomic regions that have these characteristics are not necessarily active enhancers (29 Pol II LDTF LDTF mRNA SDTF Co-activators FIGURE 1 General organization of enhancers and promoters. DNA is packaged into nucleosomes that are displaced by sequence-specific transcription factors and coactivators. Promoters are primarily occupied by broadly expressed transcription factors, whereas enhancers are enriched for the binding of LDTFs. SDTFs can bind to enhancers or promoters (here shown only at the enhancer). Promoters are distinguished by high levels of H3K4me3 compared to H3K4me1 and H3K4me2. Enhancers are characterized by high levels of H3K4me1 relative to H3K4me3. Active enhancers and promoters are associated with transcriptional coactivators and acetylated histones, such as H3K27ac. Active enhancers are frequently associated with RNA polymerase II (Pol II) enzymes that generate eRNAs.
factor binding, and H3K4me1, but not H3K27 acetylation (H3K27ac), are often considered "poised," while the further addition of H3K27ac designates "active" enhancer regions (27) . However, the most rigorous test for enhancer function is to delete or otherwise mutate key elements of the DNA sequence of a putative enhancer and demonstrate reduced expression of the target promoter. While advances in genomic engineering greatly facilitate these types of experiments (30) , the vast number of enhancer-like regions in the genome makes even these approaches insufficient for global analysis, and improved methods for prediction of enhancer function are needed.
In addition to being occupied by sequence-specific transcription factors and transcriptional coregulators, a subset of enhancers recruit core transcription factors and RNA polymerase II and generate noncoding RNAs referred to as enhancer RNAs (eRNAs) (31, 32) ( Fig. 1 ). These are typically in the range of 200 to 1,000 nucleotides long and are thus classified as long noncoding RNAs. The majority of these RNAs are capped at the 5′ end but are not spliced or polyadenylated and are rapidly degraded in an exosome-dependent manner (32) . The gain or loss of eRNA expression in response to signals, such as TLR4 ligation or ligands for nuclear receptors, is highly correlated with gain or loss in nearby gene expression (31) . Thus, eRNA production may be an additional feature of enhancers that is predictive of enhancer function. The functional importance of enhancer transcription has not been fully established. Studies of enhancers that are newly selected in response to TLR4 ligation suggested that the process of enhancer transcription itself is important by serving to recruit histone methyltransferases that write the histone H3 lysine 4 mono-and dimethylation marks that are characteristic of enhancers (33) . This was proposed to be due to recruitment of the Mll2 and Mll4 histone methyltransferases to the C-terminal domain of RNA polymerase II.
In addition, several lines of evidence suggest that at least some eRNAs contribute to enhancer function. In macrophages, the Rev-erb nuclear receptors were shown to repress gene expression by repressing enhancer transcription. This activity could be reproduced by using antisense oligonucleotides to reduce the expression of specific eRNAs in the nucleus (34) . These and other studies suggest that if active, eRNAs primarily function in a local manner to regulate the expression of the particular target of the enhancer that they are generated from (34, 35) . Several mechanisms have been suggested to account for eRNAs' function, including promoting enhancer/promoter looping (35) , release of the negative elongation factor NELF (36) , and trapping of transcription factors such as YY1 (37) . Disruption of the integrator complex, which is necessary for the 3′-end processing of nonpolyadenylated, RNA polymerase II-dependent, uridylate-rich, small nuclear RNA genes, which includes enhancers, results in a reduction of eRNA production and subsequently abrogates enhancer-promoter looping (38) . Conversely, WDR82 and SET1 function to control termination of eRNAs, such that their loss of function results in unusually long eRNAs (39) .
Examination of the distribution of genomic features associated with enhancers in various cell types, such as components of the Mediator complex and histone acetylation, revealed that they were clustered at very high density at a few hundred regions in each cell type. Such regions have been referred to as superenhancers or stretch enhancers (40) (41) (42) . Generally, superenhancers are composed of clusters of ordinary enhancers that together extend more than an order of magnitude larger than individual ordinary enhancers (kilobases versus hundreds of bases) (40, 41) . Interestingly, the separate enhancers within superenhancer regions have been shown to not work in an additive manner. Instead, there is a much more complex interplay where some regions are more important for activation and some regions negatively affect enhancer activity and may play a role in regulating enhancer strength (43) . Furthermore, the eRNA transcription of the separate regions within superenhancers is uniformly regulated rather than individually regulated (44) .
Superenhancer regions have been seen to overlap with and are thought to activate the transcriptional activators that are vital in the establishment of cell fate and identity (41) . In macrophages, superenhancers have been reported to overlap genes that are essential for macrophage development and function, including Spi1 (encoding PU.1), Cebpa, members of the Irf family, Csf1r, Fcgr2b, and Ctsb (45) (Fig. 2) . Similarly, in mouse embryonic stem cells (mESCs), genes required for pluripotency such as Oct4, Sox2, and Nanog are associated with superenhancers (41) . As well as having high levels of Mediator, superenhancers are much more reliant on Mediator than are regular enhancers. This is evidenced by knockdown experiments in mESCs against Med12, an integral component of the Mediator complex. Loss of Med12 resulted in a disproportionate downregulation of superenhancer-adjacent genes such as Oct4, Sox2, and Nanog (41). Further, a loss of Mediator in mESCs affected pluripotency (46) . To date, little work has been done to establish the role of superenhancers in macrophages. However, data in other cell types suggest that superenhancers play a disproportionately large part in controlling the expression of genes that establish cell fate, making them an ideal target for future studies of macrophage enhancer biology.
SELECTION AND ACTIVATION OF MACROPHAGE-SPECIFIC ENHANCERS
The development of multicellular organisms involves hierarchically organized progenitor cells that ultimately give rise to terminally differentiated cell types with specialized functions. Cell fates are specified by lineagedetermining transcription factors (LDTFs) whose expression is often not limited to a single cell type (47) . Most transcription factors recognize short DNA motifs of ∼8 to 12 bp in length, and considerable degeneracy can be tolerated for sequence-specific binding in vivo. As a consequence, there are potentially tens of millions of binding sites for most transcription factors within the mammalian genome. Initial use of ChIP-seq to study the genome-wide binding patterns of transcription factors in a variety of species and cell types demonstrated that only a small fraction of these sites are actually occupied. Furthermore, different factors in the same cell type were often found to colocalize (48, 49) , and the same factor in different cell types or at different stages of development exhibited different genome-wide binding patterns (50) (51) (52) . However, mechanisms accounting for these binding patterns were unknown.
PU.1 is an LDTF required for the normal development of macrophages and B cells (53, 54) , where it drives divergent programs of gene expression in each cell type. An initial application of ChIP-seq approaches to investigate the genome-wide binding patterns of the Ets domain transcription factor PU.1 in thioglycolate-elicited macrophages and splenic B cells provided evidence for a collaborative/hierarchical model (55) (Fig. 3 ). Here, relatively simple combinations of LDTFs were suggested to play dominant roles in the selection of a large fraction of each cell type's enhancers. While the binding of PU.1 to promoter regions was found to be similar in the two cell types, binding to regions of the genome distal to Marcks, Abca1, Nav1, Nav3 Fabp6, Il17ra, Rab14
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Other promoters, which include enhancers, was highly cell type specific. The recognition motif for PU.1 was identical at these sites in both cell types, indicating that the motif itself did not contribute to cell-specific binding patterns. In contrast, genomic regions within 100 bp of PU.1 binding sites in macrophages were highly enriched for motifs for other macrophage LDTFs, particularly CCAAT/enhancer-binding protein (C/EBP) and AP1 motifs. Alternatively, genomic regions within 100 bp of PU.1 binding sites in B cells were highly enriched for motifs for B-cell lineage-determining factors, including Oct, E2A, EBF, and κB motifs. Gain-of-function experiments indicated that at regions of the genome exhibiting closely spaced binding sites for PU.1 and C/EBP, binding of C/EBP was dependent on PU. FIGURE 3 A collaborative/hierarchical model for selection and activation of macrophage enhancers. Macrophage LDTFs, exemplified by PU.1 and C/EBPs, collaborate with each other to bind to genomic regions containing closely spaced PU.1 and C/EBP recognition motifs to establish a primed enhancer. Signal-dependent activation of NF-κB (here shown as p50 and p65) leads to its binding to primed enhancers and enhancer activation, resulting in histone acetylation and production of eRNAs. regions. Initially observed for the nuclear receptors liver X receptor (LXR)α and LXRβ (55) , this pattern was subsequently established for NF-κB (33) , the glucocorticoid receptor (56) , and Rev-erbs (34) . These results are of interest because they provide a potential explanation for how broadly expressed SDTFs can exert cell-specific effects on gene expression. In essence, these findings suggest that SDTFs are "instructed" as to where to localize in each cell type based on the open regions of chromatin established by that cell type's LDTFs and, consequently, how the cell will respond to signals based on the previous binding of LDTFs. For this class of interactions, the binding of LDTFs and SDTFs is "hierarchical," in that SDTF binding is proposed to be dependent on prior binding of LDTFs, whereas the binding of LDTFs is independent of the SDTFs (Fig. 3 ). This relationship was established by gain-and loss-of-function experiments for PU.1 and LXRs in the thioglycolate-elicited macrophage model system: at sites of colocalization, LXR binding depended on the preexisting binding of PU.1, but PU.1 binding was not dependent on LXRs (55) .
The natural genetic variation existing between inbred strains of mice has been leveraged to provide a genetic test of the collaborative/hierarchical model of LDTF and SDTF binding in macrophages (57) . These studies focused on regions of the genome at which PU.1 and C/EBP bound to their respective motifs in close proximity and were subsequently occupied by the p65 component of NF-κB. At these locations, selective mutations in the binding sites for PU.1 resulted not only in loss of PU.1 binding but also in the loss of C/EBP and the signalinduced binding of p65. Similarly, selective mutations in binding sites for C/EBPs resulted in loss of C/EBP, PU.1, and p65. In contrast, mutations in NF-κB binding sites abolished binding of p65 but rarely affected the preexisting binding of PU.1 and C/EBP (57) . These findings supported both the collaborative model of LDTF binding and the hierarchical relationship of SDTFs and LDTFs. Furthermore, mutation of sites that abolished PU.1 and C/EBP binding also generally resulted in a loss of other features of enhancers, such as histone methylation and acetylation, indicating that these posttranslational modifications are dependent on the binding of the LDTFs.
DE NOVO OR LATENT ENHANCERS
Although most of the genome-wide binding of p65 occurs at preexisting enhancer-like regions as described above, two independent studies demonstrated that a subset of binding events occurs at regions of the genome that do not have features of enhancers in resting macrophages but acquire them after TLR4 ligation (33, 58) . Macrophage activation by the TLR4 agonist Kdo2 lipid A (KLA) resulted in the selection of a few thousand enhancers, called "de novo" or "latent" enhancers. These enhancers did not possess detectable levels of enhancerassociated chromatin modifications, nor LDTF binding before KLA treatment. As well, unlike the vast majority of enhancers found after KLA stimulation, where LDTFs primed the environment and recruited SDTFs to further activate enhancer transcription, these enhancers required collaboration with LDTFs and SDTFs for the initial selection of the enhancer and subsequent indicative chromatin marks. A requirement for NF-κB was demonstrated through inhibition of NF-κB via an IκB kinase (IKK) inhibitor, where downregulation of NF-κB prevented the establishment of these de novo enhancers (33) . These data suggest that there are state-dependent enhancer landscapes that are only activated via external signals acting through SDTFs. Notably, histone modifications associated with latent enhancers were shown to persist following removal of the initiating signal. Genes associated with these regions exhibited more rapid and robust responses when cells were restimulated, suggesting that such modifications may be associated with an epigenetic "memory" (58) . These findings support the broader concept of a state of "trained immunity" in which the epigenetic state of innate immune cells can be modulated to influence subsequent responses to a challenge (59) .
EVIDENCE FOR TISSUE ENVIRONMENT AS A DETERMINANT OF MACROPHAGE PHENOTYPE
Transcriptional profiling of diverse macrophage populations has revealed striking differences in patterns of mRNA expression according to tissue bed (60) . For example, a comparison between microglia and large peritoneal macrophages revealed nearly 1,000 mRNAs that are more than 16-fold differentially expressed in each direction (45) . While the functional roles of most differentially regulated genes remain poorly understood, these observations suggest a molecular basis for the phenotypic diversity of these cells. At the other end of the spectrum, at least two distinct populations of macrophages can be isolated from the mouse peritoneal cavity, referred to as large and small peritoneal macrophages and further distinguished by relatively high levels of major histocompatibility complex class II expression in the small peritoneal macrophages (61) . In contrast to the substantial differences in gene expression observed between large peritoneal macrophages and microglia, only ∼100 genes show >16-fold-higher expression in comparing large and small peritoneal macrophages. Most of these are more highly expressed in the small peritoneal macrophage population and are enriched for functional annotations related to antigen presentation (45) . Regardless of whether these differences are due to different developmental origins, different times of residence within the peritoneal cavity, or other mechanisms, these experiments indicate that macrophages can exhibit distinct phenotypes within a common tissue environment.
However, there is also emerging evidence that tissue environment is a strong determinant of macrophage phenotype, and that these phenotypes exhibit remarkable plasticity. One line of evidence is based on bone marrow transplantation, in which macrophages derived from adult hematopoietic stem cells replace tissue macrophages of embryonic origin. For example, lung and peritoneal macrophages from transplanted adult bone marrow acquire gene expression signatures similar to those of embryonically derived macrophages (62) . Second, peritoneal macrophages adoptively transferred to the lung adopt a lung macrophage-like pattern of gene expression (62) . Third, transfer of peritoneal macrophages and microglia to tissue culture environments led to significant changes in the expression of hundreds of genes. Significantly, genes exhibiting downregulation in peritoneal macrophages were enriched for those that made them most different from microglia, and vice versa (45) . Collectively, these experiments indicate that environmental factors are significant drivers of distinct macrophage phenotypes.
ENHANCER LANDSCAPES OF TISSUE-RESIDENT MACROPHAGES
Improvements in the sensitivity of genomic assays have enabled the recent analyses of enhancer landscapes in various tissue-resident macrophage populations (45, 62, 63) . These studies documented the presence of tens of thousands of enhancer-like regions in each population, the majority of which are shared. Putting these regions into the context of the collaborative/hierarchical model of enhancer selection and function, a large subset exhibit features of both "priming" (presence of only H3K4 methylation) and "activation" (presence of H3K4 methylation and H3K27 acetylation). For example, multiple enhancer-like regions exhibiting high levels of both H3K4me2 and H3K27ac reside in the vicinity of the Spi1 gene, encoding PU.1, in all macrophage populations examined. This is consistent with the requirement for PU.1 in all macrophage subsets. In contrast, the Rarb gene, encoding the retinoic acid receptor β, exhibits H3K4 methylation in both microglia and peritoneal macrophages, but the H3K27ac mark of activation is only observed in the peritoneal macrophage population (45) . This observation of the enhancer region being poised in microglia but active in peritoneal macrophages is consistent with the recent finding that the development of peritoneal macrophages is under the control of locally produced retinoic acid and longstanding evidence that the Rarb gene is itself retinoic acid inducible (64) . These findings suggest that the enhancers driving Rarb expression are selected in both microglia and peritoneal macrophages by a common set of macrophage lineage-determining factors, but that these enhancers only become active in the peritoneal cavity due to the selective presence of sufficient concentrations of retinoic acid in that tissue environment.
In addition to shared enhancers, each macrophage population also exhibits enhancer-like regions, corresponding to ∼15 to 20% of the total, that are either specific to that cell type or are restricted to a subset of the various macrophage populations examined (45, 62, 63) . The existence of such subset-specific enhancers thus suggests that there are additional, context-specific transcription factor interactions necessary for their selection. Motif enrichment analysis of subset-specific enhancers returns binding sites for PU.1 as among the most highly enriched motifs. Furthermore, ChIP-seq experiments confirmed binding of PU.1 to both common and subset-specific enhancer-like regions, consistent with a requirement of PU.1 for the development of nearly all tissue-resident macrophages (45) . However, within subset-specific enhancers, different transcription factor recognition motifs were identified in the vicinity of PU.1 binding. For example, a motif for Gata6, established to be essential for development of peritoneal macrophages, is significantly enriched near PU.1 in enhancers that are specific for peritoneal macrophages (45) .
Using H3K27ac, superenhancers were defined in large peritoneal macrophages, microglia, and thioglycolateelicited macrophages (45) . This analysis revealed a core set of ∼150 superenhancers that were present in all three subsets (Fig. 2 ). Genes associated with common superenhancers included genes encoding transcription factors and receptors essential for development and survival of all macrophages, such as Spi1, which encodes PU.1, and Csf1R, which encodes the receptor for macrophage colony-stimulating factor. Intriguingly, each macrophage subset exhibited ∼200 superenhancers that were specific for that subset and were highly correlated with subsetspecific gene expression. Genes associated with superenhancers specific to large peritoneal macrophages, including the Rarb and Gata6 genes, were required for specification of the large peritoneal macrophage phenotype. Conversely, superenhancers observed selectively in microglia were associated with numerous receptors and cell surface proteins associated with functions in the brain, including Cx3cr1, Nav1, and Bin1 (45) . Notably, very little is known with respect to functions of many of the genes associated with superenhancers in each macrophage subset. Given the strong enrichment of genes with essential roles in regulation of macrophage development and function in regions of the genome marked by superenhancers, this designation may be a useful means for prioritization of analysis of genes with unknown functions. Further, the establishment of unique superenhancers during differentiation may play a vital role in biasing the cell-specific responses to extracellular differentiation signals (41, (65) (66) (67) . Not surprisingly, superenhancers have been shown to play an important role in determining cell function, acting as a fast switch to aid in cell-state transitions. For example, treatment of endothelial cells with tumor necrosis factor α was found to result in drastic changes to cell superenhancer selection through the activation of NF-κB, inducing a proinflammatory gene expression program (65) .
In keeping with the dramatic changes in gene expression observed following transfer of peritoneal macrophages from an in vivo to an in vitro tissue culture environment, a corresponding change was observed in the enhancer landscape of these cells as measured by H3K4me2 and H3K27ac (45) . Nearly half of the enhancer-like regions defined immediately after recovery from the peritoneal cavity exhibited a >50% reduction in signal for one or both of these marks by day 7 of tissue culture. This was observed at both regular enhancers and superenhancers. Lost enhancers were generally associated with genes exhibiting reduced expression in vitro, providing correlative evidence for a functional relationship (45) . These data support the concept that enhancers and superenhancers are transcriptional modules that integrate multiple signals to regulate responsiveness of target genes (43) .
EXTENDING THE COLLABORATIVE/ HIERARCHICAL MODEL
While supported by gain-and loss-of-function experiments and the effects of natural genetic variation, the collaborative/hierarchical model depicted in Fig. 3 is vastly oversimplified. For example, the model does not account for the functions of the vast majority of transcription factors that are expressed in macrophages. Furthermore, since it is derived from responses of tissue culture macrophages to selective signals, its relevance to the mechanisms leading to selection and function of enhancers in tissue-resident macrophages is unclear. We next consider several different approaches to define transcription factors required for macrophage development, and place findings derived from these methods into the context of enhancer selection and function.
GENE DELETION STUDIES
One of the most powerful approaches to delineating gene function is through targeted generation of null alleles, either systemically or conditionally. Here, we briefly survey a representative subset of studies examining the consequences of loss of function of specific transcription factors on macrophage development and tissue-specific phenotypes. As noted previously, PU.1 is a key LDTF for macrophages, neutrophils, and B cells, such that its deletion results in neonatal death and a general lack of these cell types (53, 54) . Indeed, blocks in differentiation resulting from loss of PU.1 result in leukemic transformation of myeloid cells (68, 69) . Genomic studies of PU.1 binding during distinct stages of B-cell differentiation indicated progressive remodeling of its genomic locations in concert with sequential expression of additional LDTFs for B-cell development (55) .
Specifications of branch points in cellular differentiation are achieved in part through expression of additional LDTFs. For example, IRF8 has been shown to be necessary for dendritic cell differentiation in knockout mouse models. In the absence of IRF8, myeloid progenitors undergo a dendritic cell-to-neutrophil reprogramming, indicating a requirement for IRF8 in dendritic cell commitment (70, 71) . In B cells, loss-offunction studies indicate that IRF8 and IRF4 compete to establish the differentiation of B cells to plasma cells (72) . Whereas expression of IRF4 promotes differentiation of plasma cells, expression of IRF8 inhibits this differentiation (72) . Ultimately, this fate decision is determined by the relative expression of these two LDTFs. LDTFs can also function to inhibit each other to specify differentiation, as seen in the case of IRF8 inhibiting C/EBP chromatin association through a direct inhibitory interaction. The result of this interaction is a block in the differentiation into neutrophils from mononuclear phagocyte progenitors (73) . Studies in macrophages characterizing the genome-wide binding patterns of IRF8 in resting and LPS-stimulated macrophages indicate that it contributes to the selection of both basal enhancer elements as well as latent enhancers (74) .
Several transcription factors have been identified that are required for tissue-specific macrophage subsets. The PU.1-related family member Spi-C was recently shown to be necessary for red pulp macrophage development. The Spi-C knockout mouse has a cell-autonomous defect in splenic iron homeostasis, which led to the discovery of a specific lack of red pulp macrophages (75) . One of the best-characterized examples of a subset-specific LDTF is c-Fos. Mice lacking c-Fos were shown to have severe growth retardation and osteopetrosis resulting from a loss of osteoclasts (76) (77) (78) (79) . In the lung, differentiation of fetal monocytes into alveolar macrophages requires the expression of peroxisome proliferator-activated receptor γ. Knockout of peroxisome proliferator-activated receptor γ results in diminished lipid catabolism-associated gene expression and enhanced cholesterol esterification (80) . Nr4a1-deficient mice result in an absence of Ly6Cmonocytes, which are patrolling monocytes (81) . Nr4a1-deficient mice exhibit an increase in atherosclerosis in hypercholesterolemic low-density lipoprotein receptor knockout mice, which suggests that Ly6Cmonocytes are necessary for controlling the inflammatory phenotype that leads to atherosclerotic plaque development (81) . In the brain, transforming growth factor β (TGF-β)-induced SMAD activity is necessary for maintenance of the microglia phenotype (82) .
While these gene deletion experiments provide strong evidence for functional roles of the corresponding transcription factors, they do not establish the mechanisms by which they exert their effects on macrophage development and function. Of the factors discussed above, only PU.1 and IRF8 have been studied thus far at a genome-wide level in macrophages. The subset-selective activities of c-Fos in osteoclasts or Spi-C in splenic macrophages are as yet not understood. Given the biological insights derived from these studies, it will be of considerable interest to evaluate the genome-wide binding and functions of these and other transcription factors required for the acquisition of tissue-specific phenotypes. A further limitation of gene deletion studies is that phenotypes may be less pronounced for factors that are members of gene families and where functional redundancies may be present.
EXPLOITING SUPERENHANCERS
As previously discussed, superenhancers have been shown to overlap with factors necessary for cell fate.
As such, a logical progression of superenhancer discovery is the concomitant discovery of the cell fate proteins these superenhancers regulate. Indeed, several groups have successfully used this approach to demonstrate that superenhancers are associated with transcription factors necessary for cell fate specification (41, 83, 84) . For example, in embryonic stem cells, superenhancers covered genes that define cell identity such as Oct4, Sox2, and Nanog as well as several novel factors (41) . Additionally, in a study of somatic copy number alterations in cancer pathogenesis, focally amplified lineage-specific superenhancers in human epithelial cancers were targeted to known oncogenes such as Klf5, Usp12, Pard6B, and Myc, and this resulted in overexpression (84) . An alternative method used gene ontology analysis on the top-ranked superenhancers. Several transcriptional regulators came up as regulators of these programs, including Sox9, which was then confirmed as a crucial chromatin rheostat of hair follicle stem cell regulation and identity (83) . Thus, transcription factors identified to be associated with superenhancers in macrophage subsets are candidates for prioritization. For example, numerous known and putative transcription factors are associated with superenhancers in microglia that have not been studied in this cell type, including Zfp691, Sall1, and Nfat1c (45).
COEXPRESSION ANALYSIS
A common starting point for identifying potential cell fate-specific transcription factors is to perform RNA expression analyses that allow comparisons of gene expression across cell types and/or during cell differentiation. Temporal changes in expression of transcription factors during developmental transitions can suggest contributing transcription factors. For example, analysis of RNA expression during neutrophil differentiation from hematopoietic stem cells from human patients revealed changes in transcriptional activators that included GATA2, AML1/RUNX1, SCL/TAL1, C/EBPα, and PU.1 (85) . Various software tools have been developed to enable placing transcription factor expression into the context of networks and to predict causeeffect relationships, such as Cytoscape, Ingenuity Pathway Analysis, and Pathway Studio (86) . For example, Ingenuity Pathway tools were used to define physical and regulatory interactions that predict distinct roles of C/EBPs, Maf, NFE2, and nuclear receptor family members in directing the expression of 14 macrophageassociated modules (60) . 
DISCOVERY OF TRANSCRIPTION FACTOR MOTIFS USING ATAC-seq
A recently reported method for identifying important transcription factors is through analysis of open chromatin identified using the transposase-accessible chromatin sequencing (ATAC-seq) method (87) . ATAC-seq is analogous to DNase I hypersensitivity in defining open chromatin, but uses a transposase-assisted integration of DNA primer sequences. The practical importance of this difference is that open regions of chromatin can be identified in relatively small populations of cells (reportedly as few as 500) (87) . It is thus amenable to analysis of the often limited numbers of cells that can be obtained from mouse tissues or clinical samples. Several groups have used this method to define open chromatin and then have leveraged this information to define the protein-specific DNA-binding motifs. For example, ATAC-seq was used in the identification of putative enhancers in tissue-resident macrophages (62) . These analyses identified Mef2c and Gata6 as candidate LDTFs in microglia and peritoneal macrophages, respectively. This method has also been used to define several LDTFs, including BAF and p63 mutual recruitment to almost 15,000 open chromatin regions in adherent human keratinocytes (88); PDX1 and NKX6.1 in β cells; and NKX2.2, MAFB, and FOXA2 in islet cells (89) . Interestingly, this approach has also been used to define the LDTFs responsible for driving in vivo tumor development, specifically in Ras-dependent oncogenesis in mice (90) . Here, open chromatin regions in Rasdriven tumors were found to contain both AP1 and Stat92E. Further, the introduction of a loss-of-function Stat92E mutant rescued the tumor phenotype, confirming the applicability of using ATAC-seq in the novel discovery of LDTFs necessary for tumor development. A limitation of ATAC-seq experiments is that open regions of chromatin are not necessarily active regulatory regions. In addition, it is not yet clear what the "falsenegative" rate is for this method. Despite these limitations, it appears that ATAC-seq will be a powerful method for defining the most important transcription factor motifs within specific cell types.
NATURAL GENETIC VARIATION AS A "MUTAGENESIS" STRATEGY
An emerging approach for novel LDTF and SDTF discovery uses the natural genetic variation provided by different strains of inbred mice. Natural genetic variation was initially used as a way to test the collaborative and hierarchical model of enhancer selection involving PU.1, C/EBP, and AP1, as described above (57) . The demonstration that mutations in PU.1 motifs led to loss of not only PU.1 binding but also nearby C/EBP binding suggested that natural genetic variation could be used to discover unknown collaborative binding partners. To test this approach, ChIP-seq was used to define the binding sites of PU.1 in resident peritoneal macrophages and microglia in three inbred mouse strains providing 5 million to 40 million single nucleotide polymorphisms (SNPs) (45) . Genomic regions exhibiting differential binding of PU.1 were then analyzed for SNPs. Motifs altered by SNPs that were statistically correlated with strain-specific PU.1 binding were considered to represent collaborative binding partners of PU.1. This analysis led to the identification of several dozen motifs that were highly correlated with nearby binding of PU.1. Importantly, these included motifs for C/EBP factors, which were independently established as important collaborative binding partners for PU.1. In addition, GATA6 motifs were identified near PU.1 binding sites in large peritoneal macrophages and SMAD motifs in microglia, providing proof of principle for the utility of this approach as a discovery strategy. Many of the additional motifs are recognized by transcription factors that are expressed in macrophages but that have not as yet been studied in this context.
These varying approaches to uncovering putative LDTFs and SDTFs exploit different angles and offer different advantages and disadvantages. For example, defining superenhancers and performing RNA expression analysis provide candidates at a relatively low cost; however, these methods do not explain binding patterns and assume protein expression and activity. Using measures of open chromatin provides likely motifs, but these are correlative and cannot distinguish specific proteins from families of factors that bind similar motifs. Using SNPs in natural genetic variation provides genetic evidence for the importance of transcription factors recognizing a particular motif in driving collaborative binding interactions, but also does not specify the particular factor among a transcription factor family. Thus, an essential step is to validate roles of specific transcription factors through loss-of-function studies. These studies in themselves can be challenging to interpret due to transcription factor redundancy, requiring simultaneous loss-of-function strategies. In addition, loss-offunction studies may lead to early embryonic lethality, effects in multiple tissues, or loss of a progenitor cell, precluding analysis in specific macrophage populations. Thus, conditional methods for gene deletion are often required. Optimally, this can be achieved by Cre recombinases that are directed to the particular macrophage population of interest. However, a relatively limited set of macrophage-specific Cre drivers are available at present, and new and highly specific drivers that target gene deletion in particular macrophage subsets would be valuable additions to this field.
CONCLUSIONS AND FUTURE DIRECTIONS
A central aspect of macrophage biology is the cells' ability to sense the environment through their expression of a multitude of cell surface receptors that control the expression and/or activity of downstream transcription factors. The emergent picture is that specific phenotypes arise from the combinatorial actions of broadly expressed signal-dependent factors and more restricted lineage-determining factors at macrophage-specific enhancers. Thus, the complement of enhancers within each macrophage is proposed to correspond to tens of thousands of distinct analog genomic sensors that inte-grate diverse signaling inputs to regulate the expression of target genes. Although these principles appear to be general for the many cell types examined thus far, macrophages may be particularly specialized as sensors and responders to environmental signals.
Integration of findings from gain-and loss-offunction experiments and epigenetic profiling suggest a revised model for selection and activation of tissuespecific macrophage enhancers (Fig. 4 ). In this model, a core set of LDTFs, exemplified by PU.1 and C/EBP factors, select primed enhancers in most or all macrophage populations. These enhancers can be acted upon by environment-specific signals to induce direct target genes of those signals. For example, retinoic acid is present in high concentrations in the peritoneal cavity compared to the adult brain, and thus retinoic acid-responsive enhancers and their target genes are preferentially activated in peritoneal macrophages. Conversely, TGF-β is more abundant in the adult brain than within the peritoneal cavity, resulting in preferential FIGURE 4 Selection and activation of tissue-specific macrophage enhancers. (A) Generic model. A core set of macrophage LDTFs, exemplified by PU.1 and C/EBP factors, prime a common set of enhancers in many or all macrophage subsets. These enhancers can be acted upon by environment-specific signals to drive the expression of direct target genes. A subset of these genes includes transcription factors that can collaborate with macrophage LDTFs, such as PU.1, to select a secondary, tissue-specific set of enhancers that drive expression of additional target genes. The tissue-specific gene expression program thus results from both direct and indirect environmental effects. (B) Examples of signals preferential for the peritoneal cavity (retinoic acid) or brain (TGF-β), resulting in expression of collaborative factors Gata6 or SMADs, respectively. MG, microglia.
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Indirect targets activation of SMAD-dependent enhancers and genes in microglia. Among the spectrum of genes induced by these enhancers are genes encoding transcription factors that have the potential to collaborate with PU.1, and presumably other macrophage LDTFs, to select new enhancers that are environment specific. For example, GATA6 expression is positively regulated by retinoic acid and functions as a collaborative partner of PU.1 to select peritoneal macrophage-specific enhancers. Thus, this model proposes that the full complement of tissuespecific gene expression is driven by the combination of direct effects of environmental factors on common enhancers and induced expression of transcription factors that drive the selection and function of tissuespecific enhancers. CRISPR-Cas9 (clustered regularly interspaced short palindromic repeats-CRISPR-associated protein 9) technology could be used to untangle many of the genetic and biochemical questions that still surround enhancer selection and activation. CRISPR-Cas9 is a bacterialbased system that has been adapted as a tool for genome editing. It contains a single-guide RNA (sgRNA) sequence that has a target sequence that binds to complementary host DNA and forms a complex with the DNA endonuclease protein Cas9. Once targeted to a genomic DNA sequence complementary to the sgRNA, Cas9 causes a double-stranded break in the target DNA, which may result in a deletion if the break is repaired by nonhomologous end joining (30, 91) . Thus, the CRISPR-Cas9 system could be used to delete enhancers in order to ascertain which gene or genes a particular enhancer regulates (92, 93) . Alternatively, a mutant form of Cas9, denoted dCas9, that is unable to induce a break in the DNA could be used to modify enhancer activity. This can be accomplished by adding an activation (VP16) or repression (Krüppel-associated box domain of KOX1) domain to the dCas9 (94, 95) . This technique allows an activation or repression domain to be targeted to any enhancer in the genome. More-specific modifications could be made using a combination of CRISPR-Cas9 and homologous recombination. Here, a homologous DNA sequence with small mutations would be cointroduced with CRISPR-Cas9. Recombination of this sequence would allow for subtle changes of specific DNA sequences to either alter transcription factor binding or remove eRNA start sites (96, 97) . CRISPR-Cas9 could also be used for biochemical analysis of specific enhancers. Using enChIP, a tagged dCas9-based system, Cas9 can be specifically targeted to a specific enhancer, and ChIP coupled with mass spectrometry protein sequencing would be used to determine the complexes bound at the target enhancer (98) . Using CRISPR-Cas9 technologies should allow for a more thorough understanding of enhancer activity, specifically relating to enhancer targeting and redundancy through direct knockout or targeted activation/repression, transcription factor cooperation through base-pair modification, and eRNA requirements and function, among many others.
A remaining limitation of this model is that it does not take into account the potential origin of macrophages as a determinant of enhancer landscapes or the question of whether there are transcriptional circuits that are "hard-wired." The analysis of large and small peritoneal macrophages indicates that small peritoneal macrophages exhibit a program of gene expression that is distinct from the large peritoneal macrophages that live in the same environment. The basis for this difference is as yet unexplained. In addition, while many genes that are specific for large peritoneal macrophages and microglia fall dramatically when transferred from the in vivo environment to an in vitro environment, many other genes that are specific to these subsets do not change. The basis for this retention of tissue-specific programs of expression is also not understood. Going forward, genomic studies, including studies of DNA methylation, which could provide a more long-lasting epigenetic mark, need to be combined with lineage tracing to help establish the potential importance of origin in defining tissue-specific phenotypes.
In addition to providing insights into mechanisms that specify macrophage identity and function, the delineation of tissue-specific LDTFs and SDTFs has direct relevance to better understanding of roles of macrophages in disease. First, knowledge of these factors is likely to facilitate efforts to reprogram patient-derived stem cells to specific macrophage phenotypes in vitro. Such reprogrammed cells are useful for studying cellautonomous disease mechanisms and responses to drugs. Second, the ascertainment of the genome-wide binding patterns of these factors and the effects of natural genetic variation will help inform interpretation of risk alleles identified by genome-wide association studies. Third, the observation that macrophage enhancer landscapes are dependent on constant input from their environment implies that these landscapes will change in the context of disease. Because these changes can now be measured in relatively small populations of macrophages isolated from tissues, it should be possible to determine the corresponding transcription factors that are gained or lost using motif analysis. This information might then be used to "reverse engineer" the potential signaling pathways that are gained or lost in the particular disease state and thereby gain insights into mechanisms driving macrophage phenotypic conversion.
Lastly, there is emerging interest in the potential to alter cellular phenotypes by targeting enhancers. The observation that at least some eRNAs contribute to enhancer function has suggested the possibility of using antisense oligonucleotides to knock down expression of cell-specific eRNAs as a means of altering gene expression in a cell-specific manner (34) . In addition, a relatively new class of pharmaceuticals is targeted at proteins that are "readers, writers, and erasers" of the epigenetic code associated with regulation of gene expression. Such molecules include inhibitors of histone deacetylases, histone methyltransferases, and histone tail mimetics. In addition to acting at promoters, these molecules also exert effects at enhancer elements. A striking demonstration of the potential of this general class of molecules to have translational potential is provided by histone tail mimetics that prevent the interaction of the bromodomain and extra-terminal domain (BET) family of proteins with acetylated histones (99) . These compounds disrupt chromatin complexes responsible for the expression of key inflammatory genes in activated macrophages and confer protection against LPS-induced endotoxic shock and bacteria-induced sepsis. Subsequent studies demonstrated that superenhancers are particularly susceptible to this class of compounds, further raising the possibility of targeting the enhancer landscape for therapeutic purposes (100). Intriguingly, this class of histone tail mimetics alters inflammation-induced enhancer selection in endothelial cells and inhibits the development of atherosclerosis in a mouse model (65) .
In conclusion, the expanding appreciation of the tissuespecific homeostatic functions of macrophages and their various roles in human disease reinforces the importance of efforts to understand the mechanisms by which they achieve their distinct phenotypes. Genome-wide approaches to defining macrophage enhancer selection and function are likely to provide a fruitful avenue of investigation toward this goal for the foreseeable future.
