A method is proposed to systematically transform a constrained optimal control problem (OCP) into an unconstrained OCP, which can be treated in the standard calculus of variations. The considered class of constraints comprises up to m input constraints and m state constraints with well-defined relative degree, where m denotes the number of inputs of the given nonlinear system. Starting from an equivalent normal form representation, the constraints are incorporated into a new system dynamics by means of saturation functions and differentiation along the normal form cascade. This procedure leads to a new unconstrained OCP, where an additional penalty term is introduced to avoid the unboundedness of the saturation function arguments if the original constraints are touched. The penalty parameter has to be successively reduced to converge to the original optimal solution. The approach is independent of the method used to solve the new unconstrained OCP. In particular, the constraints cannot be violated during the numerical solution and a successive reduction of the constraints is possible, e.g. to start from an unconstrained solution. Two examples in the single and multiple input case illustrate the potential of the approach. For these examples, a collocation method is used to solve the boundary value problems stemming from the optimality conditions.
INTRODUCTION
This paper proposes a new method to solve constrained optimal control problems (OCPs). In general, numerical methods to solve OCPs can roughly be divided in two different classes. In direct methods, the OCP is discretized to obtain a finite-dimensional parameter optimization problem, see e.g. [1] [2] [3] [4] [5] [6] . Well-known singular/nonsingular and unconstrained/constrained arcs and requires a priori knowledge concerning the structure of the optimal solution.
In order to avoid these problems in handling constraints, this paper exposes a method to incorporate a set of constraints of a given OCP (called OCP x ) into a new unconstrained one. For a nonlinear system with m inputs, the method can handle up to m state constraints and m (state-dependent) input constraints. The state constraints are required to have a well-defined relative degree in the sense of nonlinear geometric control. The technique is systematic and allows a straightforward numerical treatment of the new unconstrained OCP in the calculus of variations. For sake of simplicity, the main principles of the approach are presented for the single input case with one state constraint and one input constraint, and are then extended to multiple input systems.
In the first step, the system dynamics of OCP x are transformed into a normal form consisting of an internal dynamics and a cascade of integrators with the state constraint function corresponding to the first variable. In these preliminary coordinates, an equivalent OCP y is defined, where the constraints enter precisely at the top and at the bottom of the normal form cascade. In a next step, the constraints are represented by means of saturation functions and successive differentiation along the cascade. These substitutions propagate through the internal dynamics and eventually define a new unconstrained dynamics. Its trajectories have inverse images in the original coordinates, which intrinsically satisfy the constraints.
Using the saturation functions, a new OCP is derived, which includes an additional penalty term with parameter to avoid unboundedness of the new states or input, if one of the original constraints is touched. The penalty parameter has to be successively reduced during the numerical solution of OCP to eventually approach the constrained optimal solution of OCP y . The systematic incorporation of the constraints into the formulation of OCP has the advantage that the constraints cannot be violated during the numerical solution of OCP and that the constraints can be successively reduced, e.g. to start from an unconstrained solution.
The paper is organized as follows. In Section 2, the considered OCP x in the single input case is exposed and transformed to the equivalent OCP y in the normal form coordinates. Section 3 describes the saturation function approach to incorporate the constraints in a new system representation and to derive a new unconstrained OCP with an additional penalty term. In Section 4, the convergence properties of OCP are studied for → 0. Section 5 is devoted to the solution of OCP by deriving the optimality conditions from the calculus of variations. A modified version of a standard Matlab BVP solver is shortly introduced to numerically solve the BVP stemming from the optimality conditions. An example system with state and input constraints illustrates the method and the numerical solution. Section 6 extends the results to multiple input systems and applies the concept to an example application with one state constraint and two input constraints. Finally, conclusions are given in Section 7, where some of the advantages of the proposed method are discussed.
PROBLEM FORMULATION IN THE SINGLE INPUT CASE
The considered OCP is initially introduced for nonlinear systems with one control and a set of one state constraint and one input constraint (Section 6 addresses the multiple input case). A normal form representation is derived by using the state constraint as linearizing output. In this way, the constraints appear at the top and the bottom of the normal form cascade, which is the basis for the saturation function approach presented in Section 3.
with f, g : R n → R n being sufficiently smooth. The initial and (desired) final conditions are given by
with : R n → R q . It is assumed that for each input u, the system (1) and initial conditions in (2) yield a unique state x. The cost functional to be minimized is of the form
where the functions : R n → R and L : R n ×R×R + → R are sufficiently smooth. The end time T is fixed for the sake of simplicity. The following two constraints are considered:
The function c(x) of the state constraint is assumed to have a well-defined relative degree (in the sense of geometric nonlinear control) with respect to the dynamics (1) . The second state-dependent input constraint corresponds to a mixed input-state constraint
, which is well defined with respect to u, i.e. *d/*u = 0, such that d can be inverted with respect to u. In summary, we consider the following OCP, noted OCP x , and postulate the existence of an (at least local) optimal solution in Assumption 1.
Assumption 1 OCP x has an optimal solution (u * , x * ) with the optimal cost J (u * ) = J * .
Normal form representation for state constraint
Following [13] , the relative degree r n of the constraint function c(x) at a point x = x 0 is defined by
where L f and L g denote the Lie derivatives along the vector fields f (x) and g(x). Literally, r reveals how many times the constraint function c(x) has to be differentiated until the input u appears (see again [13] ). The constraint function c(x) can be used as (partially) linearizing output to derive a change of coordinates
with y = (y 1 , . . ., y r ) T and y = ( 1 , . . ., r ) T defined by
The additional coordinates z = z (x) ∈ R n−r are necessary to complete the transformation (6) if r <n. Since the relative degree of c(x) is assumed to be well defined in a sufficiently large neighborhood of the point x 0 , the Jacobian * /*x is non-singular such that the inverse transformation
exists. In these coordinates, we can transform OCP x into an equivalent OCP y as follows:
follow from OCP x with the change of coordinates (6) .
The notation '•' is consistently used throughout the text as substitution rule to replace a specific argument of
In nonlinear control, the dynamics (9b)-(9d) are often called input-output normal form, see e.g. [13] . The chain of integrators (9b)-(9c) with the func-
are the input-output dynamics, where the transformed constraints (9f) appear at the top and bottom of the cascade. The second part (9d) of the dynamics with
represents the internal dynamics of the normal form. It is always possible in the single input case to choose z = z (x) such that the internal dynamics (9d) are independent of the input u [13] . Nevertheless, (9d) is the more general form.
The last Equation (9c) of the input-output dynamics can be inverted to determine the input u in dependence of the states y, z, andẏ r :
where a 1 (y, z) = 0 due to the well-defined relative degree of c(x), see (5) . Note that OCP x and OCP y are two different forms of the same OCP due to the one-to-one correspondence of the coordinates x and (y, z) via the transformations (6) and (8) . This property leads to the following proposition:
Proposition 1
Under Assumption 1 and due to the bijective state transformation (6), OCP y has an optimal solution (u * , y * = y (x * ), z * = z (x * )) with optimal cost J (u * ) = J * .
USING SATURATION FUNCTIONS TO REPRESENT THE CONSTRAINTS
This section presents an approach to transform the constrained OCP y to a new unconstrained OCP and utilizes ideas from [14] originally developed in the context of feedforward control design. The proposed method takes advantage of the normal form cascade (9b)-(9c) and systematically incorporates the constraints on y 1 and u within a new system representation by means of saturation functions and successive differentiation of y 1 . The derived unconstrained system defines a new OCP that contains an additional penalty term with parameter in order to avoid unboundedness of the saturation function arguments if the constraints are touched.
Derivation of new system representation
The idea of the approach is to replace the coordinates y and the corresponding input-output dynamics (9b)-(9c) by a new system in unconstrained coordinates that automatically satisfies the constraints (9f). In the first step, the state constraint y 1 ∈ [c − , c + ] is replaced by a saturation function
with the new unconstrained variable 1 ∈ R. The saturation function ( 1 , c ± ) is assumed to be smooth and strictly monotonically increasing, i.e. * /* 1 >0 for all (12) with the notation = (* /* 1 )( 1 , c ± ). By introducing 2 , a first differential equation˙ 1 = 2 is derived for the previous coordinate 1 . Further differentiation of (12) leads to (if r >2)
The Equations (12) and (13) show the concept behind the successive differentiation y
and the introduction of new coordinates˙ i = i+1 until y r is reached. Hence, the following relations are obtained:
where the nonlinear terms i are determined with respect to the previous equation for y i−1 , i.e. 2 ( 1 ) = 0 and
As a result, the successive differentiation of y 1 leads to a new set of coordinates = ( 1 , . . ., r ) T that replaces the normal form coordinates y by the relation
The final differentiation of y r = h r ( ) eventually giveṡ
Sinceẏ r is affected by the input u via the final equation (9c) of the input-output dynamics, the input constraint in (9f) can be interpreted as the constrainṫ
where a ± (y, z) is defined with respect to the (constant) sign of a 1 (y, z) = 0:
In order to incorporate the constraint (17a) in Equation (16), a second saturation functioṅ
with a new inputũ is introduced, which eventually will substitute the original input u in the equations. Similar to ( 1 , c ± ) shown in Figure 1 , the function (ũ, ± ) is smooth and reaches the limits ± only forũ → ±∞. ‡ The saturation limits ± have to be chosen such that the constraint (17a) is satisfied. Using (16) and (18a), the inequalities a − (y, z) ẏ r a − (y, z) can be written as
with >0 andã ± = a ± •h being expressed in the new coordinates (15) . Hence, the saturation limits
and thus depend on the states and z in order to satisfy (17a). Inserting (18) in (17a) leads tȯ
in addition to the relations (15) for the coordinates y. Finally, the original input u can be expressed in terms of the states ( , z) and the new inputũ by using the inverse dynamics (10) and (15), (19) :
Owing to the introduced saturation functions ( 1 , c ± ) and (ũ, ± ( , z)) and the successive differentiation of y 1 , the coordinates y and input u are replaced by and the new inputũ, which leads to the new representation of the normal form (9b)-(9d) Figure 2 illustrates the structure of the new system (21). The two saturation functions ( 1 , c ± ) and (ũ, ± ( , z)) are arranged at the top and bottom of the chain of integrators, whereby the states feed back into the modified internal dynamics˜ IN and (together with z) into (ũ, ± ( , z)) to determine the saturation limits ± ( , z).
Remark 1
The structure of the saturation limits ± ( , z) in (18b) has a particular advantage if the state constraint
For certain properties of the constraint functions (17b), it can be shown that the limits
More details can be found in Appendix A.2 and Section 5.3.
Inverse relations
An important point is that the strict monotonicity of the saturation functions (11) and (18) ensures the one-to-one correspondence between the original (constrained) normal form coordinates y 1 ∈ (c − , c + ) withẏ i = y i+1 and the new (unconstrained) coordinates = ( 1 <∞, . . ., r ) T related by˙ i = i+1 , i = 1, . . .,r −1. The unique correspondence is defined from the inverse relations of (15)
. .,r (22b) which successively determine the coordinates . In summary, the overall inverse relation to (15) is denoted by 
where the two log-terms lead to unboundedness of 1 if y 1 touches either c − or c + , see Figure 1 . Similarly, the second saturation function (ũ, ± ) can be solved for the new inputũ on the open intervals of the constraints (9f). Using (19) , the new inputũ can be formally written with the inverse relatioñ
In addition,ẏ r is replaced by the right-hand side of (9c), which formally leads tõ
where the function hũ :
has bounded values on the open intervals of the constraints (9f) (see also (17a)). This equation can be simplified, in the case when (A2) in Appendix A.1 is used, by inserting (17b) and (18b):
for a 1 (y, z)≷0 (26) Similar to the previous considerations for 1 , the two log terms show thatũ becomes unbounded if u reaches one of its constraintsū ± (y, z).
New penalized OCP
The derived system (21) is used to define a new unconstrained OCP with respect to the new inputũ. The cost functionalJ (u) of the previous OCP y can be expressed in the new coordinates ( , z) andũ bỹ
However, as it was discussed in the last section, the state 1 and inputũ become unbounded if one of the constraints (9f) is touched. This problem is taken into account by adding an additional penalty term
to the costJ (ũ). This yields the following penalized OCP with penalty parameter and repeating the dynamics (21) for the sake of completeness, we have Problem OCP :
The constraints (9f) are incorporated in the dynamics by the asymptotic saturation functions (15), (19) , and (20) .
Note that the penalized OCP is truly unconstrained because the constraints (9f) are incorporated in the normal form dynamics (28b)-(28d). In practice, the new OCP will be successively solved with decreasing values of the penalty parameter → 0. Before we discuss convergence, we state the following assumption:
Assumption 2
For each penalty parameter >0, OCP has an optimal solution (ũ , , z ). Moreover, this solution has bounded componentsũ and 1 .
Assumption 2 is reasonable from a practical point of view to ensure solvability of OCP . Moreover, the assumption of boundedness guarantees that the inverse transformations (23) and (25) are well defined, which implies that y 1 and u strictly remain inside the constraints (9f).
By successively decreasing → 0, one intuitively expects that the penalized cost P(ũ , ) converges to the optimal value J * and that y = h( , z ), z , and u = h u ( , z ,ũ ) converge to the optimal solution (u * , y * , z * ) of OCP y (see Proposition 1). This point is addressed in the next section.
Remark 2
Under certain assumptions, the penalization of 1 used to avoid its unboundedness is not required, sinceũ also becomes unbounded if y 1 touches one of the constraints c ± . Moreover, in these cases,ũ gives an infinite penalty value T 0ũ 2 dt (locally not square-summable), which automatically implies that y 1 strictly stays inside the constraints (c − , c + ) and therefore 1 andũ remain bounded. These points are developed in Appendix A.2.
INVESTIGATION OF CONVERGENCE
This section investigates the convergence of the cost and states of OCP for the penalty parameter → 0. Although the variables andũ as part of the solution of OCP may become unbounded in the limit → 0, the convergence of the trajectories in the (y, z)-coordinates can additionally be concluded under assumption of strong convexity on OCP y .
Some definitions and further assumptions
Several norms are used in the following. The Euclidian norm for a vector p ∈ R q is denoted by p . For time
, ∞ are used and denoted by p 1 , p 2 , and p ∞ .
Moreover, some definitions and assumptions are necessary, which are directly stated for OCP y and not for the original OCP x for the sake of simplicity. Define the set
denoting the set of admissible inputs u, whichtogether with their associated unique states (y, z) following from the dynamics (9b)-(9d)-satisfy the boundary conditions (9e) and constraints (9f). With the definition of S, OCP y can alternatively be stated as
with the optimal solutionJ (u * ) = J * (see Proposition 1). In order to allow statements concerning the convergence of OCP , define the following subset of admissible inputs u for which the constraints (9f) are strictly satisfied on the open intervals:
For each admissible input u ∈ S 0 , the inverse relations (23) and (25) exist and yield bounded variables and u. This defines the imageS 0 of set S 0 as
with respect to all u ∈ S 0 and the corresponding states (y, z). Hence, each new inputũ ∈S 0 is admissible in the sense that its associated states ( , z) are bounded and unique and satisfy the boundary conditions (28e). This allows to reformulate OCP as
Note thatS 0 is non-empty due to Assumption 2, which in turn implies the non-emptiness of S 0 . Finally, we impose the following additional assumptions on OCP y and not on OCP for the sake of generality: 
Although we already assumed uniqueness of the states x, the properties (32) of the (sufficiently smooth) functions a 0 , a 1 , b 1 , b 2 of the normal form (9b)-(9d) state more precisely that there exists a unique and bounded solutionx to each input u ∈ S. Moreover, an important consequence is that two solutionsx u andx v for associated inputs u and v satisfy
for some constant C>0. The proof can be found in [15] using (32) and Gronwall's lemma. The additional assumption that the optimal control u * ∈ S also lies in the closure of S 0 is necessary to ensure that u * can be approached from within S 0 , see e.g. [16] for a similar assumption in the context of interior point methods.
Convergence results
The proof of convergence is adapted from the results of Lasdon et al. [17] for OCPs with interior penalty functions. Since OCP has to be successively solved for decreasing penalty parameters k+1 < k , the following lemma is of importance concerning the non-increase of the cost (28a):
Lemma 1
Letũ k+1 andũ k be the optimal controls of OCP for 0< k+1 < k . Then, the following inequalities hold for the cost functional (28a):
Proof
The proof directly follows from [16] . Since the optimal controlsũ k andũ k+1 minimize the cost (27a) for k+1 and k , the following inequalities are true:
Multiplying the first inequality with k+1 / k (which satisfies 0< k+1 / k <1) and adding the resulting inequality to the second one gives
Using this result in (35a) and dividing by k >0 leads to p(ũ k ) p(ũ k+1 ). The last inequality to be proven follows from the nested relations
The following theorem concerns the convergence of the cost P(ũ k , k ) using the results of Lemma 1:
Theorem 1
Let { k } be a decreasing sequence of positive penalty parameters with lim k→∞ k = 0. Then, P(ũ k , k ) converges to the optimal cost
The proof of the theorem is adapted from [17] . Sincē J (u) is continuous over S and u * ∈ S also lies in the closure of S 0 (see Assumption 3), it follows that for any parameter J >0, one can always find an admissible input u ∈ S 0 with associated states (y , z ) such thatJ (u )<J * + J/2. For this u ∈ S 0 , there exists a corresponding new (bounded) input u = hũ(y , z , u ) ∈S 0 withJ (ũ ) =J(u ), which allows to rewrite the previous inequality as
Then, for any k>l with k < l and using Lemma 1, it follows that
whereũ k andũ l are the optimal solutions for k and l , respectively. With (37a) and (37b), there exists an upper estimate on P(ũ , l ) with
Finally, using P(ũ k , k )>J (ũ k )>J * >J * − J , Equations (37c) and (37d) lead to the conclusion that ∀ J >0, ∃l such that ∀k>l, |P(ũ k , k )− J * |< J . This proves (36a) and additionally (36b) by remembering that p(ũ k )>0.
Note that until this point no convexity assumption was necessary to prove the convergence of the cost (36). In order to prove convergence of the states, we require the following strong convexity assumption:
Assumption 4
The cost functionalJ (u) of OCP y satisfies the strong convexity property
for some D>0.
The strong convexity property (38) e.g. holds for linear systems with quadratic cost functional.
The strong convexity assumption (38) would imply uniqueness of the optimal control u * if the set S was convex. However, since this is not known (in particular due to the presence of state constraints), we assume uniqueness in the next theorem to prove convergence of the trajectories.
Theorem 2
Assume that the optimal control u * of OCP y is unique and that Assumption 4 holds. Then, the input
and z k following from the solution of OCP with k+1 < k converge to the optimal trajectories (u * , y * , z * ) according to
Hence, the strong convexity property (38) can be used to conclude
The uniqueness of u * also ensures that J * =J (u * ) holds. Hence, with the results of Theorem 1 and the equivalent cost valuesJ Note that no statement is made concerning the limits of k andũ k for k → ∞, since they become unbounded if the optimal trajectories y * and u * touch the constraints (9f). However, the corresponding mappings h u ( k , z k ,ũ k ) and h( k ) converge to the optimal trajectories u * and y * as stated in Theorem 2.
NUMERICAL SOLUTION OF OCP
This section now focuses on the numerical solution of OCP . In the first step, the optimality conditions are derived, which lead to a two-point BVP for OCP . This BVP can be solved numerically by a collocation method, which is a modified version of a standard Matlab BVP solver. A simple example from the literature illustrates the derivation of OCP and its numerical solution.
Necessary optimality conditions
The necessary optimality conditions for OCP follow from the classical calculus of variations. For the sake of compactness, one can comprise the states iñ x T = ( T , z T ) and rewrite the dynamics (28b)-(28d) and boundary conditions (28e) of OCP under the forṁ
wheref follows from the right-hand side of (28b)-(28d). Define the Hamiltonian 
Using the transformations (15), (20) , and the internal dynamics (28d), the partial derivatives ofL andb become
The term *h u /*ũ can be further detailed with the help of (20
The adjoint system for is defined by˙ T = −*H/*x, which can be written in more detail aṡ 2 ) . If one of the input constraint in (9f), or alternatively (17a), is approached, the second saturation function similarly goes to − or + with */*ũ = */*ũ → 0. Hence, a side-effect of the remaining penalty term 2 ũ in (42) is that it helps to avoid singularity of *H /*ũ in the case of saturation.
with the final condition
and the additional multipliers ∈ R q . The differential equations and boundary conditions (41), (43) together with the algebraic equation (42) forũ defines a two-point boundary value problem (BVP), which (in general) must be solved numerically to obtain the input u , the states (x , ), and the multipliers . The normal form coordinates y and finally the original input u and state x follow from the relations (15), (20) , and (8):
In order to approach the optimal solution (u * , y * , z * ) and optimal costJ (u * ) = J * , the BVP (41)-(43) has to be solved successively for a sequence { k } of decreasing penalty parameters k+1 < k and using the previous solutions for k within a continuation scheme. If the optimal solution (u * , y * , z * ) touches one of the constraints (9f), the reduction of k → 0 is not possible, since, in this case, the internal variables k 1 andũ k of OCP would become unbounded in the limit. In practice, the sequence { k } is stopped at a certain step k when the corresponding solution is sufficiently close to the optimal one.
Numerical solution with collocation
An efficient method to numerically solve two-point BVPs is collocation, see e.g. [18] . A convenient collocation code is the solver bvp4c [19] implemented under MATLAB, which can be used to solve nonlinear twopoint BVPs. However, to be applicable to OCPs, we extended the bvp4c-code to additionally account for algebraic equations like (42) as they arise from the optimality conditions. This leads to the general BVP formulation of (index 1) differential-algebraic equations (DAE)
with the differential and algebraic equations (45a) and (45b) for the dynamic and algebraic states x d (t) and x a (t) on the time interval t ∈ [t 0 , t f ] and the boundary conditions (45c). Unknown parameters p can additionally be considered in the DAE formulation (45). The general collocation method and its implementation in bvp4c has been left unchanged as it was designed to be applicable and numerically robust for a wide range of BVPs. The function bvp4c discretizes the differential equations (45a) along a time mesh t i ∈ [t 0 , t f ], i = 1, . . ., N . In addition, the bvp4c-code has been extended to additionally evaluate the algebraic equation (45b) at the mesh points t i . The resulting discretized equations (45a) and (45b) together with the boundary conditions (45c) results in a set of nonlinear algebraic equations for the variables x d (t i ) and x a (t i ), i = 1, . . ., N , which is solved with a Newton iteration scheme. In addition, bvp4c employs a mesh refinement strategy to adapt the time mesh t i ∈ [t 0 , t f ], i = 1, . . ., N , and the number of grid points N in each Newton step based on the residual along the discretized ODEs (45a).
In order to use the collocation method for solving OCP , the BVP (41)-(43) has to be adapted to the DAE form (45). The ODEs (45a) are given by the system and adjoint equations in (41) and (43) for the dynamic state
The inputũ denotes the algebraic variable z =ũ with (42) corresponding to (45b). The boundary conditions forx and in (41) and (43) are comprised in (45c). The multipliers in the final condition (43d) can be treated as unknown parameters p = .
Remark 4
The normal form dynamics (28b)-(28d), which is comprised in the compactly written dynamics (41), can be written in a higher-order representation of 1 . The same structure is reflected in the adjoint system (43). By successively differentiating (42), the adjoint equations (43) can be expressed in terms of ,r and its derivatives [20] . These higher-order representations in
Example system
Consider the following modified version of the classical double integrator problem in [7] :
The system (46b) is already written in the normal form (9b)-(9c) with the states y = (y 1 , y 2 ) T and no internal dynamics (9d). The state constraint in (46d) has relative degree r = 2 and, together with the input constraint u ∈ [u − , u + ], directly correspond to (9f). Following Section 3, the constraints (46d) are represented by two saturation functions and , which yields the relations (15) and (20) 
with the saturation limits (18b)
In the new coordinates = ( 1 , 2 ) T with inputũ, the dynamics (46b) and boundary conditions (46c) are replaced bẏ
with = (ũ, ± ( )). The boundary conditions in (48) correspond to (46c), since symmetry is assumed for the state constraints c + = −c − , which yields 0 = (0, c ± ) and (0, c ± ) = 1 for the saturations functions (A1) and (A2) in Appendix A.1.
As described in Section 3.3, the cost (46a) is transformed and penalized in the new coordinates
to account for the unboundedness of 1 orũ if one of the constraints (46d) is touched. Finally, the optimality conditions (42), (43) read as
The final conditions ,i (T ) = i , i = 1, 2 following from (43d) can be omitted, since the multipliers 1 , 2 do not appear elsewhere.
The transformations (47a) and the optimality conditions (49) are analytically calculated with the software package MATHEMATICA using the explicit formulas (A1)-(A2) in Appendix A.1 for and . The equations of the two-point BVP (46b) and (46c), (48) and (49) are adapted to the form (45) and are provided as MATLAB Cmex-functions to the collocation solver, as described in Section 5.2.
The initial guess for the state (t i ) is a linear interpolation between the boundary conditions (46c) on a uniform time mesh t i ∈ [0, 1], i = 1, . . ., N , with N = 30 mesh points. The initial guess for (t i ) andũ(t i ) is zero. The BVP is successively solved for the penalty terms ∈ {10 0 , 10 −1 , . . ., 10 −12 } using the previous solution as initial guess for the next run. For the simulation studies, we considered the constraints c ± = ±0.15 and u ± = ±3.5. Figure 3 shows the optimal solutions (ũ , ) and the corresponding original variables (u , y ) following from (47a) for several penalty parameters . Remarkable is that the first solution for = 10 0 already closely approaches the constraints and has been readily obtained by starting from a trivial initial guess. This illustrates the particular advantage of the approach that the constraints (46d) cannot be violated during the numerical solution due to their systematic incorporation in (47) and (48).
Clearly visible is the non-violation of the constraints (46d) and the convergence to the optimal solution (u * , y * ) for decreasing . As discussed in Section 3.2, the internal states ( 1 , 2 ) and the new inputũ (plotted logarithmically in Figure 3 ) tend to become unbounded when the constraints (46d) are approached and is successively reduced. For the final run with = 10 −12 , the minimal distance of y 1 and u to the Note that (u * , y * ) can be analytically computed, which is omitted here due to the lack of space. The optimal value of the cost is
.04815 for the constraint values c ± =±0.15 and u ± =±3.5.
constraints c + = 0.15 and u − = −3.5 is of order 10 −9 and 10 −11 , respectively. The distance to the optimal cost J * is of order 10 −7 . Figure 4 additionally shows the trajectories of˙ 2 = (ũ, ± ( )) to illustrate the behavior of . At the beginning and end of the time interval [0, 1], almost reaches (with negligible distance) the lower limit − ( ) corresponding to the input constraint in Figure 3 . In the middle of the interval, the bounds ± ( ) behave in a symmetric manner and significantly increase in magnitude due to the gradient ( 1 , c ± ) appearing in the denominator in (47b). Hence, 'opens' in the neighborhood of the state constraint, which leads to˙ 2 = (ũ, ± ( )) ≈ũ due to the normalization (*/*ũ) ∈ (0, 1) of the saturation function (A1) in Appendix A.1. This effect is shown in the two right plots of Figure 4 and is explained in more details in Appendix A.2 (also see Remark 1).
EXTENSION TO THE MULTIPLE INPUT CASE
This section extends the results from the previous sections to the multiple input case in a compact manner. The main extension concerns the incorporation of multiple input constraints, which-as will appear-is more convoluted than in the single input case.
Optimal control problem OCP x
Considered is the following nonlinear control-affine multiple input system:
with the state x ∈ R n , the input vector u = (u 1 , . . ., u m ) T ∈ R m , and the sufficiently smooth vector fields f, g i :
The boundary conditions (2) and cost function (3) with L : R n ×R m → R are in essence the same as in the single input case.
In consistency with the constraints (4), the following state and input constraints are assumed:
The vector relative degree {r 1 , . . .,r m } of the m functions c i (x) at a point x 0 is defined by [13] 
for all 1 j m, k<r i −1, 1 i m, and for all x in a neighborhood of x 0 . Moreover, the m ×m matrix
has to be non-singular at x = x 0 . In the following, we assume that the m state constraints in (51) have a welldefined relative degree {r 1 , . . .,r m }, which means that the conditions (52a) as well as the non-singularity of the decoupling matrix (52b) are satisfied in a sufficiently large neighborhood of x 0 . The OCP OCP x is summarized as follows.
Problem OCP x (multiple input case):
Note that the consideration of m state constraints and m input constraints is the most general case considered here. If an input u i is unconstrained, the respective limits can be set to u ± i → ±∞. If the number of state constraints is less than the number m of inputs, the remaining functions c i (x) have to be chosen to achieve a well-defined relative degree {r 1 , . . .,r m }. This case is addressed by the example application in Section 6.5.
Normal form representation
Owing to the well-defined relative degree {r 1 , . . .,r m } of the constraint functions c i (x), i = 1, . . ., m, there exists a change of coordinates [13] 
The single functions i, j are comprised in = Problem OCP y (multiple input case).
where
, and constraintsū
As in [13] , the normal form dynamics of OCP y comprises the input-output dynamics (54b)-(54c) and the internal dynamics (54d) with the matrix function B : R r ×R n−r → R n−r×m . The equations forẏ i,r i can be written in vector notatioṅ
The inverse of the decoupling matrixĀ(y, z)
is well-defined due to the full rank condition (52b).
Using saturation functions to represent the constraints
In a straightforward extension of the single input case in Section 3, the state constraints in (54f) can be represented by m saturation functions
and using successive differentiation of y i,1 . This defines the mappings j ( i,1 , . . ., i, j )   = i, j ( i,1 , . . ., i, j −1 )+ i i, j , j =2, . . .,r i (56b) comprised in
The vector notation i = ( i,1 , . . ., i,r i ) T is used when it is beneficial. The nonlinear terms i, j are determined with respect to the previous equation for
Similar to the single input case, the successive differentiations of y i,1 along the multiple cascades lead to a new set of coordinates
The inverse mapping is denoted by y = h −1 ( ) and is addressed in more detail in Section 3.2. The final differentiations to reach y i,r i yielḋ
In contrast to the straightforward derivation of (56)-(57), the incorporation of the input constraints u i ∈ [ū i (y, z),ū i (y, z)] via the highest derivativesẏ i,r i is more complicated than in the single input case due to the influence of the decoupling matrixĀ(y, z) in (55a). Only in the exceptional case whenĀ(y, z) is a diagonal matrix, i.e.ẏ i,r i = a 0,i (y, z)+a i,i (y, z)u i , the constraints on u i can directly be mapped toẏ i,r i as in (19) , in order to use further saturation functions
where the elements of the m ×m matrix D = {d i, j } and the saturation limits ± i still have to be determined. Combining (55a), (58), and (59) in vector notation with r+1 = ( 1,r 1 +1 , . . ., m,r m +1 ) T (and omitting arguments where it is beneficial) leads to ⎛
The non-singularity of the decoupling matrixÃ( , z) follows from the well-defined relative degree, which ensures that the inverseÃ −1 with the determinant |Ã| = 0 exists in a sufficiently large neighborhood of (x 0 ). * * The vector equation (60a) can be reformulated and expanded with respect to the partial derivatives ( 1 , . . ., m ):
m×m matrix * * The normalization in (60) with respect to the determinant |Ã( , z)| is used to achieve consistency with the single input case, also see Remark 5.
The sets K i are defined by
Owing to the reformulation, the first part of the righthand side of (61) is a m ×m matrix independent of u, whereas the second part is a vector of dimension m that depends on u. By comparison with the left-hand side of (61), the elements of the matrix D = {d i, j } are set to 
depending on the sign of the determinant |Ã( , z)| = 0.
The highest derivativesẏ r = (ẏ 1,r 1 , . . .,ẏ m,r m ) T in (58) can now be expressed aṡ 
Remark 5
The expansion with respect to the partial derivatives k in (61) has been undertaken in order to collect all k -terms in the denominator of the saturation limits (63). The benefit of this formulation is mentioned in Remark 1 for the single input case. Moreover, it can easily be verified that the expressions (59) with (62)-(63) exactly reduce to (18) for m = 1.
New penalized OCP OCP
As stated in detail in Section 3.2, the coordinates i, 1 and new inputsũ i as the arguments of the saturation functions (56a) and (59) Problem OCP (multiple input case): Similar to the single input case, the penalty parameter has to be successively reduced during the numerical solution of OCP in order to approach the optimal solution (u * , y * , z * ) of OCP y via the mappings (57) and (64). For details, we refer back to Sections 4 and 5 of the single input case.
Example: Ducted fan
The incorporation of the constraints in the multiple input case is illustrated for the planar ducted fan [21] , as shown in Figure 5 . The system consists of a rigid body described by the position (x 1 , x 2 ) in the center of gravity and the angle to the vertical. The thrust of the ducted fan is given by the body-fixed forces u 1 and u 2 , which can be adjusted by moving the flaps at the end of the duct. We consider the following constrained OCP with constraints on both inputs (u 1 , u 2 ) and angle :
subject to mẍ 1 = u 1 cos −u 2 sin (66b)
The simplified model equations (66b)-(66d) are taken from [21] as well as the model parameters † † ẋ 1 , x 2 ,ẋ 2 , ,˙ ) T . The cost (66a) can be interpreted as a trade-off between time and energy optimality with respect to the parameter , see again [21] . In the following, we choose = 1000 to put a strong emphasis on the minimization of T . The following derivation of the penalized OCP proceeds along the lines of the previous subsections. As will appear, the extra feature that T is a free parameter does not interfere.
Remark 6
The ducted fan belongs to the class of flat systems [22] , i.e. there exists a so-called flat output z = (z 1 , z 2 ) with
which allows to parameterize the states and inputs
1 , z
2 , z
2 )
in terms of z and its time derivatives. By planning an appropriate flat time trajectory z(t), t ∈ [0, T ], the corresponding input trajectory u(t) can be algebraically calculated, which steers the system (66b)- (66d) between the boundary conditions (66e) and satisfies the constraints (66f) for a large enough transition time T . Hence, the non-emptiness of the set S 0 of admissible controls, see (30), can explicitly be concluded.
Since only one state constraint c 1 (x) = is given, a second function c 2 (x) can be freely chosen in order to derive the normal form coordinates (53):
Note that x 2 and not x 1 is chosen as coordinate y 2,1 to achieve a well-defined relative degree {r 1 ,r 2 } = {2, 2} around the vertical position = 0. The normal form (54b)-(54d) directly follows from reordering the model equations (66b)-(66d):
In addition, the inputs u 1 and u 2 can be obtained by solving (69a)-(69b): ũ 2 ) is simply zero, whereas the free parameter p = is initialized with p = 1. The BVP is successively solved for the penalty terms ∈ {10 0 , 10 −1 , . . ., 10 −11 } using the previous solution as initial guess for the next run. The mesh refinement of the BVP solver is turned off during the successive solutions and the single trajectories are computed on the fixed uniform mesh with 200 points. The reason for using a fixed mesh is that the mesh refinement leads to an increase of mesh points during the successive solutions, while the complex shape of the trajectories strongly changes. Figure 6 shows the simulation results for several penalty parameters . The trajectories for the final run with = 10 −11 show an aggressive behavior, where all the constraints (66f) are clearly exploited. This aggressive maneuver of the ducted fan corresponds to the strong emphasis on time optimality in the cost (66a) with = 1000.
CONCLUSIONS
The presented approach describes a systematic way to transform a constrained optimal control problem OCP x into a new unconstrained one. For a given nonlinear system with m inputs, the treated class of constraints comprises up to m input constraints and m state constraints with well-defined relative degree. Starting from an equivalent OCP y in normal form coordinates, a new system representation is derived by means of saturation functions and successive differentiation along the normal form cascade. This system in new coordinates is used to define a new unconstrained OCP with an additional penalty term in order to avoid unboundedness of the saturation function arguments, which occurs if the original constraints are touched. After deriving the optimality conditions for OCP , the resulting BVP can be solved numerically (e.g. with the collocation method as used in this paper), whereby the penalty parameter has to be successively reduced within a continuation scheme. The single analytical steps in the derivation of OCP can be automated by using computer algebra systems such as MATHEMATICA or MAPLE.
The systematic incorporation of the constraints shows the philosophy behind the approach, which stresses the importance of analytical preprocessing to derive a truly unconstrained OCP. Compared, for instance, with interior penalty methods, where barrier functions are added to the cost to account for constraints, the saturation function approach directly includes the constraints in the new system dynamics. A particular benefit of this procedure is that the constraints cannot be violated in the new coordinates, which is of advantage for finding an initial numerical solution or to successively reduce the magnitude of the constraints, e.g. to start from an unconstrained solution.
Moreover, the proposed method is independent of the numerical method that is finally used to solve the derived unconstrained OCP. Besides the collocation method used in this paper, first investigations with indirect gradient and shooting methods have shown that the intrinsic incorporation of the constraints has further advantages over the classical constraint penalization concerning speed of convergence and non-violation of the constraints.
The performance of the proposed methodology has been tested for several challenging benchmark problems, including the Goddard problem with thrust and dynamic pressure constraints [23] and the space shuttle reentry problem with input and heating constraints [24] . Current research concerns the application of the proposed methodology to real-time trajectory optimization, in particular in the context of real-time iteration schemes [25] . Further research is done on the extension of the approach to a more general class of constraints.
APPENDIX A

A.1. Choice of saturation functions
An appropriate choice to construct the saturation function ( 1 , c ± ) is for instance Other choices for asymptotic saturation functions can e.g. be obtained for tanh-functions.
A.2. Limit behavior of saturation functions
This appendix explores the behavior of the saturation functions y 1 = ( 1 , c ± ) and˙ r = (ũ, ± ( , z)) defined in (A1)-(A2) and the unboundedness of = ( 1 , . . ., r ) T andũ, when the state constraint in (9f) becomes active. This case corresponds to the limit problem for OCP , if the solution y = ( 1 , c ± ) approaches a state-constrained optimal trajectory y * for → 0.
We consider a trajectory y(t) with a constrained arc y(t) = c + , t ∈ [t in , t out ] and investigate the behavior of andũ at the entry point t in with the entry conditions
These interior boundary conditions follow from the normal form (9b)-(9d 
with e k = 0 and 0 as a new time coordinate. Note that k>r due to the entry conditions in (78), which imply y which is discontinuous over t in , i.e. y 
where the arguments of a ± (y, z) are omitted for the sake of simplicity. Note that inserting the relation (9c) forẏ r leads to (26) . The denominator term ( 1 , c ± )• −1 in (A7) can be simplified with (24) and using (A4): 
whereē k = (−1) r k!/(k −r )!e k . The expression (A9b) is derived by expanding the fraction in (A9a) with respect to the single numerator terms and applying the expansion rule 1/(1+ p) =
