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Abstract
This paper presents a technique for statistically char-
acterizing a search space and demonstrates the use of
this technique within a practical telescope scheduling
application. The characterization provides the follow-
ing: (i) an estimate of the search space size, (ii) 
scaling technique for multi-attribute objective func-
tions and search heuristics, (iii) a "quality density
function" for schedules in a search space, (iv) a mea-
sure of a scheduler’s performance, and (v) support for
constructing and tuning search heuristics. This paper
describes the random sampling algorithm used to con-
struct this characterization and explains how it can be
used to produce this information. As an example, we
include a comparative analysis of an heuristic dispatch
scheduler and a look-ahead scheduler that performs
greedy search.
Introduction
This paper presents a technique for statistically char-
acterizing a search space using a random sampling
algorithm. The characterization technique is demon-
strated with a problem instance from a practical tele-
scope scheduling application.
One of the uses of this characterization is to provide
a means for "calibrating" a given scheduler on a given
scheduling problem. Too often, one is told that some
particular scheduler achieves some particular score on
a given scheduling problem. For instance, we might
be told that a particular scheduler achieves a score of
67 on a specific job shop scheduling problem, but we
are not given a means of interpreting this score. If the
particular job shop scheduling problem is a benchmark,
then we might have access to "the best score so far". If
so, then we might be impressed if 67 is better than any
other score to date. But what sort of a score should one
reasonably expect? Perhaps the only schedulers tried
on the problem to date have not been well-suited to the
problem, and with a different scheduling approach, a
score of 67 could look rather paltry. Additionally, for
many problems of practical interest, the "best score so
far" is not available. Even if no one else has worked
on the problem at hand, one would still like to evalu-
ate how well some proposed technique is faring. It is
not practical to compare a given technique against ev-
ery other known scheduling technique, but one would
like to have some basis for claiming that a proposed
technique is actually performing well.
Theoretical analyses of problem difficulty have little
hearing on particular problem instances. Most inter-
esting classes of scheduling problems are NP-hard, and
the theory of computational complexity provides little
further insight into the sorts of scores that one might
expect from any particular scheduler. Sometimes, one
can examine the mathematics of the objective func-
tion and derive bounds on the range of possible scores.
However, such bounds do not provide insight into how
likely any given value is. To obtain such insight, we
suggest an empirical analysis based on statistical sam-
pling of a problem’s search space.
The basic idea behind the approach presented in this
paper is as follows. Randomly sample the solutions in
the scheduler’s search space and collect statistics that
describe a probability density function of solution qual-
ity. Against this (information-free) background quality
density, we can measure the (informed) performance 
any given scheduler. While this technique does not ac-
tually tell us how hard a given problem is, it does tell
us how well some particular scheduler performs. We
have also found other uses for the information, as out-
lined later in the paper.
The paper is organized as follows. In the next sec-
tion, we briefly describe our telescope scheduling ap-
plication, define our formulation of the search space,
define the "iterative sampling" algorithm, and describe
our multi-attribute objective function and attribute
scaling. Then, in the subsequent section, we charac-
terize the search space in terms of size and solution
quality, compare two scheduling techniques (heuristic
dispatch and greedy look-ahead search), and discuss
search heuristics. The final section summarizes and
briefly discusses "self-calibration".
Scheduling Application
Our application involves the management and schedul-
ing of fully automatic, ground-based telescopes. This
section only briefly describes the domain; for more de-
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tails, see Bresina, et al., (1994). Fully automatic oper-
ation allows an astronomer to be removed from a tele-
scope both temporally and spatially, and makes it pos-
sible for a remotely located telescope to operate unat-
tended for weeks or months. (See Genet and Hayes
(1989) for details on automatic photoelectric tele-
scopes.) While the majority of existing ground-based
automated telescopes are used for aperture photome-
try, automation support for spectroscopy and imaging
has been increasing.
The language used to define observation requests
is the Automatic Telescope Instruction Set, or ATIS
(Boyd, et al., 1993). In AWLS, a group is the primi-
tive unit to be scheduled and executed. A group is a
sequence of telescope commands and instrument com-
mands defined by an astronomer which typically takes
two to ten minutes to execute. Observation requests
contain "hard" constraints, defined by basic physics,
and a number of "soft" preferences. Each observation
request can be executed only in a specific time win-
dow (typically between one and eight hours) which 
defined by the astronomer who submitted the request.
New requests can arrive daily, and once submitted, an
observation request can be active for weeks or months.
A schedule is a sequence of groups, and schedule qual-
ity is defined with respect to a given domain-specific
objective function.
Search Space Formulation
We have formulated the search space as a space of
world model states. For our application, the state of
the world includes the state of the telescope, observa-
tory, environment, and the current time. The alterna-
tive arcs out of any given state represent the groups
that are "enabled" in that state. We say that a group
is enabled in a state, if all of its hard constraints (i.e.,
preconditions) are satisfied in that state. The branch-
ing indicates an exclusive-or choice -- one and only
one of the groups can be chosen to be part of a given
schedule.
The search space is organized chronologically as a
tree, where the root of the tree is the state describ-
ing the start of the observation night. Each trajectory
through the tree defines a different possible schedule;
schedules that are identical up to a given branching
point share a common prefix. The number of trajecto-
ries is exponential in the number of ATIS groups, but
finite. Since groups cannot be executed after the ob-
servation night ends, each trajectory has finite length.
Iterative Sampling
The basis for our characterization is a technique called
ileralive sampling (Minton et al., 1992; Langley, 1992;
Chen, 1989; Knuth, 1975). Iterative sampling is a type
of Monte Carlo method that randomly selects trajec-
tories. Each trajectory is selected by starting at the
initial (root) state and randomly choosing one of the
groups that are enabled in that state. The selected
group is applied, producing a new state and the process
of random selection and application continues until a
state is reached in which no groups are enabled. Some
of the numerous ways that this sampling technique can
be utilized are described in the next section.
Objective Function
For the experiments presented in this paper, we have
constructed a simple but representative objective func-
tion based on comments we have received from as-
tronomers. The objective function is a weighted com-
bination of three attributes: priority, fairness, and air-
mass. For a given schedule, the first attribute is com-
puted as the average group priority. In ATIS, a higher
priority is indicated by a lower number; hence, a lower
average is better. The second attribute attempts to
measure how fair the schedule is in terms of the time
allocated to each user. Since each user can request
a different amount of observation time, the fairness
measure is computed as the sum of the differences be-
tween the amount of time requested in the ATIS file and
that allocated in a given schedule. Hence, smaller fair-
ness scores are better. The third attribute attempts
to improve the quality of observations by reducing the
amount of airmass (atmosphere) through which obser-
vations are made. For a celestial object of a given
declination, airmass is minimal when the telescope is
pointing on the meridian. We approximate airmass as
the average deviation from the meridian.1
When constructing such a multi-attribute objective
function, the scores of the different attributes need to
be scaled so that they are composable. This scaling
was accomplished via the iterative sampling technique,
scoring each sample according to each of the three at-
tributes. From these scores, we determined that each
attribute had approximately a normal distribution and
calculated the mean and standard deviation f6r each
attribute. These statistics were used in the compos-
ite objective function to transform the attribute scores
such that each transformed attribute had a mean of
zero and a standard deviation of one. Hence, all the
attributes were easily comparable. For these experi-
ments, we wanted an objective function that placed
equal importance on each attribute, so each trans-
formed attribute was simply added to form the com-
posite score.
Search Space Characterization
This section presents a search space characterization
for a particular problem instance from the telescope
scheduling domain. The results presented are only il-
lustrative; they are based on a single, but real, ATIS
input file. This file contains 194 groups which rep-
resent the combined observation requests of three as-
tronomers.
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Figure 1: Average branching factor as a function of
search tree depth. Results are based on 100 samples;
the error bars represent the 95% confidence interval.
Figure 2: Composite objective function: Quality
density function and the scores obtained by the two
scheduling techniques.
The search space characterization provides informa-
tion that can be used to answer the following questions.
¯ What is the size of the search space?
¯ What is the probability density function for schedule
quality for the given problem?
¯ How well does the ATIS heuristic dispatch perform?
¯ What is the performance of a look-ahead scheduler
that performs a greedy search using the objective
function as a local search heuristic?
¯ How well does each attribute of the multi-attribute
objective function perform as a search heuristic for
the greedy look-ahead technique?
Search Space Size
One of the primary determinants of problem difficulty
is the size of the search space. While it is not practical
to enumerate all states in the space, the overall size can
be estimated using iterative sampling. The size of the
search tree is determined by its depth and branching
factor. These two factors are estimated from the set
of randomly selected trajectories. To our knowledge,
Knuth (1975) was the first person to use this approach
to estimate the size of a search space. Chen (1989)
refined, extended, and analyzed the technique.
Figure 1 shows the results of 100 samples with er-
ror bars representing the 95% confidence interval. The
branching factor is history-dependent; i.e., the number
of enabled groups decreases through the night. The
primary reason for this is that as groups are selected
for execution, the number of unscheduled groups de-
creases. This data suggests that the number of sched-
ules in the search space is between 1056 and 1057.
Search Space Quality
It is not solely the size of the search space that de-
termines the difficulty of finding a good schedule; the
density of high quality schedules is also important. The
schedule produced should not only satisfy all hard con-
straints but, ideally, should also achieve an optimal
score on all the soft constraints. (Another important
consideration is the execution robustness of the sched-
ule. However, this paper does not address schedule ex-
ecution; see Drummond, Bresina, and Swanson (1994)
for a discussion of this issue.)
The technique we used to estimate the size of the
search space can also be used to estimate the quality
density function of the schedules in the search space.
Evaluating the schedules found via iterative sampling
yields a frequency distribution of scores.
It is important, yet often non-trivial, to obtain an
unbiased sample from the solution space. If the so-
lution tree has a constant branching factor at every
(internal) node, then iterative sampling will produce
an unbiased sample. However, constant branching is
not a necessary condition for unbiased sampling; it
can be weakened as follows. If, for every depth, all
the nodes at that depth have the same branching fac-
tor, then iterative sampling will be unbiased. As can
be seen in Figure 1, the branching factor changes from
depth to depth; however, the error bars indicate that
the branching factor is nearly constant for nodes at the
same depth.
In our formulation, the scheduling search space in-
cludes only feasible schedules, i.e., schedules that sat-
isfy all the hard constraints. Hence, in this case, the
search space is equivalent to the solution space. For
formulations in which this equivalence does not hold,
















Figure 3: Priority attribute: Quality density func-
















Figure 4: Fairness attribute: Quality density func-
tion and the scores obtained by the two scheduling
techniques.
to return a schedule. In this case, the above condition
in terms of branching factor is not sufficient to ensure
that iterative sampling in the search tree will produce
an unbiased sample of solutions. However, the branch-
ing condition can be generalized as follows. Note that
each internal node in the search tree is the root of a
subtree which contains some number of solutions. If,
for every depth, all the subtrees have the same number
of solutions, then iterative sampling will be unbiased.
In our experiments, we performed 1000 iterative
samples and computed the composite objective func-
tion score, as well as the attribute scores for prior-
ity, fairness, and airmass. From this we constructed a
quality density function with respect to the compos-
ite objective, as well as with respect to each attribute.
The resulting four density functions are shown in Fig-
ures 2, 3, 4, and 5. The scores from iterative sampling
are grouped into 100 "score buckets" of equal size. For
each point, the x-coordinate is the mid-point of a score
bucket and the y-coordinate is the number of samples
that obtained a score in that bucket (i.e., the relative
frequency).
Comparison of Schedulers
In this section, we briefly describe two techniques for
searching the scheduling space and describe a compar-
ative analysis of these two scheduling techniques.
The first technique is based on a set of group se-
lection rules that are defined by the ATIS standard.
The selection rules reduce the set of currently enabled
groups to a single group to be executed next. In
scheduling parlance, this scheme is often called heuris-
tic dispatch, since at any point in time, some task is
"dispatched" for execution, and the selection of a task
is determined, purely locally (without look-ahead), 
the application of domain-specific heuristics.
There are four heuristic group selection rules spec-
ified in the ATIS standard: priority, number-of-
observations-remaining, nearest-to-end-window, and
file-position. The rules are applied in the sequence
given; each rule is used to break ties that remain from
application of the preceding rules. If the result of ap-
plying any rule is that there is only one group remain-
ing, that group is selected for execution and no further
rules are applied. Hence, the rules are used to impose
an hierarchical sort on the groups. Since there can be
no file-position ties, application of the group selection
rules deterministically makes a unique selection. The
group selection rules can be viewed as a search heuris-
tic that, for each state, deterministically recommends
an arc to follow. Hence, starting from the root of the
search tree, this search heuristic deterministically se-
lects one trajectory; in other words, the heuristic ad-
mits a single solution.
The second technique performs a type of look-ahead
search, generating and evaluating alternative sched-
ules. At each state, all the enabled groups are ap-
plied to generate a set of new states, each of which
is scored by an heuristic evaluation function. The
arc leading to the best-scoring state is then fol-
lowed, and the process repeats from that state. This
search technique performs a one-step look-ahead and
is a type of greedy search. This search technique is
(non)deterministic if ties during state evaluation are
broken (non) deterministically.
In each of the four plots, in addition to the quality
density functions, we also illustrate a comparison of the
two scheduling techniques. The single score obtained
by each technique is shown by a dashed vertical line
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Figure 5: Airmass attribute: Quality density func-

















Figure 6: Comparison of the composite objective func-
tion scores obtained by greedy look-ahead with the
three single-attribute search heuristics.
It is interesting that, with respect to the objective
function, heuristic dispatch was no better than itera-
tive (random) sampling (Figure 2). In contrast, 
score obtained by greedy look-ahead is much better
than both the majority of scores obtained by iterative
sampling and the single score obtained by heuristic dis-
patch (recall that lower scores are better). Notice that
heuristic dispatch obtains the best score for priority
(Figure 3), as might be expected. This is a natural
result of the fact that group priority is the key deter-
minant of which group gets selected by the dispatcher.
The scores produced by iterative sampling provide a
feeling for the expected density of possible scores in
the solution space.
Figure 2 shows that greedy look-ahead obtained a
composite score of -11.56 and the ATIS heuristic dis-
patch obtained a composite score of +0.14. The dif-
ference between these two composite scores is 11.7.
Without knowledge of the distribution of scores, we
would not know how significant a difference this rep-
resents. However, our sampling technique enables this
difference to be interpreted in terms of standard devi-
ation. The standard deviation of the composite objec-
tive function sample was 1.3. (The standard deviation
for the objective function is not 1, as expected, be-
cause the three attributes did not have true standard
normal distributions.) The look-ahead score is 8.89
standard deviations better than the mean, whereas,
the dispatch score was 0.11 standard deviations worse
than the mean.
Search Heuristics
In the above comparative analysis, the entire compos-
ite objective function was used as a local search heuris-
tic in the greedy search. However, this is not necessar-
ily a good idea; it may be better to use only a subset of
the attributes. This decision can be based on an empir-
ical evaluation of how well each attribute performs as
a local search heuristic. Using the technique discussed
above, we were able to carry out such an evaluation as
follows. For each attribute, a greedy look-ahead search
was performed using a search heuristic based only on
the single attribute (this is equivalent to zeroing the
weights of the other two attributes in the composite
search heuristic). For each greedy search process, the
best schedule found was evaluated in terms of the (orig-
inal) composite objective function.
Figure 6 shows the three objective function scores
obtained by each single-attribute search heuristic
against the same background random sample as in Fig-
ure 2. These results indicate that airmass is the best
single-attribute local heuristic. The results also indi-
cate that fairness is the worst, which makes sense since
it is the "most global" attribute in the objective func-
tion. Priority is not a very good local heuristic either,
which explains why ATIS dispatch did not perform well.
We could also use sampling to estimate the aver-
age cost of evaluating each objective attribute. This
information along with the above analysis could then
be used to determine which attributes yield the most
cost-effective search heuristic. The statistical sampling
process is also a good basis to determine what weight-
ing factor to apply to each attribute in the heuristic.
The weights given in the objective function may not be
the same weights that best focus the search for high-
scoring schedules. Tuning the heuristic weights based
on feedback obtained from statistical sampling could




Our goal in this paper has been to define and illus-
trate a statistical sampling technique for characteriz-
ing search spaces. We have demonstrated the charac-
terization technique on a practical telescope scheduling
problem. The characterization provides the following:
(i) an estimate of the search space size, (it) a scaling
technique for multi-attribute objective functions and
search heuristics, (iii) a "quality density function" for
schedules in a search space, (iv) a measure of a sched-
uler’s performance, and (v) support for constructing
and tuning search heuristics.
The experiments reported above used a Lisp-based
scheduling engine. However, in order to make the sys-
tem useful to astronomers, it must be written in such
a way that they themselves can extend and support it.
To make this possible, we are in the process of imple-
menting a new "C" language version. This new system
will provide a "self calibration" facility which will au-
tomatically perform the search space characterization
experiments upon request. The final version of the sys-
tem will be connected to the Internet and will accept
new groups on a daily basis. Thus, the definition of
the scheduling problem could change frequently. We
expect that a telescope manager will be able to use
the self calibration facility to track the changing char-
acterization of the search space. Based on the current
characterization, a telescope manager could choose the
best scheduling method and search heuristic for the
current mix of groups. It might also be possible for
the system itself to make these choices.
Acknowledgements
We would like to acknowledge the contributions of the
most recent person to join the telescope management
project team, Will Edgington.
References
Boyd, L., Epand, D., Bresina, J., Drummond, M.,
Swanson, K., Crawford, D., Genet, D., Genet, R.,
Henry, G., McCook, G., Neely, W., Schmidtke, P.,
Smith, D., and Trublood, M. 1993. Automatic Tele-
scope Instruction Set 1993. In International Amateur-
Professional Photoelectric Photometry (I.A.P.P.P.)
Communications, No. 52, T. Oswalt (ed).
Bresina, J., Drummond, M., Swanson, K., and Edging-
ton, W. 1994. Automated Management and Schedul-
ing of Remote Automatic Telescopes. In Optical As-
tronomy from the Earth and Moon, ASP Conference
Series, Vol. 55. D.M. Pyper and R.J. Angione (eds.).
Chen, P.C. 1989. Heuristic Sampling on Backtrack
Trees. Ph.D. dissertation, Dept. of Computer Science,
Stanford University. Report No. STAN-CS-89-1258.
Drummond, M., Bresina, J., and Swanson, K. 1994.
Just-In-Case Scheduling. In Proceedings o f the Twelfth
National Conference on Artificial Intelligence. Seattle,
WA. AAAI Press / The MIT Press.
Genet, R.M., and Hayes, D.S. 1989. Robotic Ob-
servatories: A Handbook of Remote-Access Personal-
Computer Astronomy. Published by the AutoScope
Corporation, Ft. Collins, CO.
Knuth, D.E. 1975. Estimating the Efficiency of
Backtrack Programs. Mathematics of Computation,
29:121-136.
Langley, P. 1992. Systematic and nonsystematic
search. In Proceedings of the First International Con-
ference on Artificial Intelligence Planning Systems.
College Park, MD. Morgan Kaufmann Publishers, Inc.
Minton, S., Drummond, M., Bresina, J., and Philips,
A.B. 1992. Total Order vs. Partial Order Planning:
Factors Influencing Performance. In Proceedings of
the Third International Conference on Principles of
Knowledge Representation and Reasoning. Boston,
MA. Morgan Kaufmann Publishers, Inc.
15
