Independent Job Scheduling is one of the most useful versions of scheduling in Grid systems. It aims at computing efficient and optimal mapping of jobs and/or applications submitted by independent users to the Grid resources. Besides traditional restrictions, mappings of jobs to resources should be computed under high degree of heterogeneity of resources, the large scale and the dynamics of the system. In view of the challenging nature of the problem, heuristic and metaheuristic approaches are the most feasible candidate methods due to their ability to deliver high quality solutions in reasonable computing time. One class of meta-heuristics, less explored for the problem, is that of Hierarchic Genetic Strategy (HGS), a variant of Genetic Algorithms (GAs) that distinguishes for its capability of concurrent search of the solution space. In this work we present an implementation of HGS for Independent Job Scheduling in dynamic Grid environments. We consider the bi-objective version of the problem in which makespan and flowtime are simultaneously optimized. Building on our previous work, we improve the HGS scheduling strategy for the problem, by enhancing its main branching operation. The resulting HGS-based scheduler is evaluated under the heterogeneity, the large scale and dynamics conditions using a Grid simulator. The experimental study showed that the HGS implementation outperforms existing GA-based schedulers proposed in the literature.
Introduction
Computational Grids (CGs) has emerged as an alternative to super-computing for solving largescale problems within a reasonable time, by making use of large amounts of computational resources virtually joined in CGs. At the center of CGs is the mapping of tasks and applications submitted by independent user to Grid resources. Indeed, matching the computational needs of applications within resource availability in the system is crucial to achieve the efficiency and scalability under the conditions of heterogeneity, large scale and dynamics of the CGs.
Despite of many known approaches from traditional scheduling in super-computing, cluster computing and LANs, the design of efficient schedulers in Grid environments remains still a challenging task. In fact, scheduling problem in Grid systems can be seen as a family of problems. Depending on the restrictions imposed by the application needs, the problem model depends on the number of objectives to optimize (single vs. multi-objective), the environment (static vs. dynamic), processing mode (immediate vs. batch), tasks dependencies (independent vs. dependent), among others. In this paper we consider the bi-objective scheduling problem in the Computational Grid, referred to as the Independent Job Scheduling, in which two main metrics of the scheduling effectiveness, namely makespan and flowtime, are simultaneously optimized. We assume that tasks are processed in a batch mode and there are no dependencies among tasks so that they can be independently computed on Grid resources.
Independent Batch Job Scheduling is one of the most useful versions of scheduling in Grid systems. There are many realistic application scenarios in which arises the need of independent job scheduling. First, this version is suitable to Grid systems given the nature of its users, who submit jobs or monolithic application in independent manner to the system. Second, Grid systems are most useful for massive parallel processing, in which large amounts of data are processed independently. In such case, batch mode is appropriate given that Grid-enabled application manage voluminous data, could run periodically and also because large amount of data have to be transferred, replicated and accessed by the applications. Thus, tasks and applications are grouped in batches and scheduled as a group. Real life examples of batch scheduling include processing of large log data files of online systems (e.g. banking systems, virtual campuses, health systems, etc.), processing of large data sets from scientific experimental simulations (e.g. High Energy Physics, Parameter sweep applications, etc.), data mining in bio-informatics applications, etc. Even under the independent nature of jobs and the batch processing, the problem is computationally hard to solve [8] . Moreover, it becomes more challenging due to their high degree of heterogeneity of resources, the large scale and the dynamics of Grid systems.
In view of the challenging nature of the problem, heuristic and meta-heuristic approaches are the most feasible candidate methods due to their ability to deliver high quality solutions in reasonable computing time. One class of meta-heuristics, less explored for the problem, is that of Hierarchic Genetic Strategy (HGS), a variant of Genetic Algorithms (GAs) that distinguishes for its capability of concurrent search of the solution space. The objective of this work is to define an effective genetic-based batch scheduler, which can be easily implemented in a dynamic Grid environment. We used the framework of the Hierarchical Genetic Strategy (HGS) [10] to design the Hierarchic Genetic Scheduler (hereafter HGS-Sched), which is based on the family of dependent genetic processes enabling a concurrent search in the optimization domain. Building on our previous work [12] , we improve the HGS scheduling strategy for the problem, by enhancing its main branching operation. Further, the resulting HGS-based scheduler is evaluated under the heterogeneity, the large scale and dynamics conditions using a Grid simulator [21] .
The remainder of this paper is structured as follows. We define the Independent Job Scheduling problem in Section 3. The specification of HGS-Sched procedures and a short description of genetic operators used in HGS are given in Section 4. Section 5 presents the experimental analysis of the performance of HGS-Sched. The paper ends in Section 6 with some final remarks.
Related work
Several stochastic and heuristic optimization methods have been proposed for Job Scheduling in Computational Grids. Monte Carlo methods, Simulated Annealing (SA), Tabu Search (TS), Genetic Algorithms (GA), among others, attempt to avoid the premature convergence to the local minima. An interesting implementation of SA for Grid scheduling was proposed by Yarhan and Dongarra in [28] . In their work the Annealing Scheduler is compared to the ad-hoc scheduler by the experimental evaluation in a real life scenario. The authors performed their experimental study in the network of three US Grid clusters, namely UTK TORC, UTK MSC and UIUC OPUS clusters. Abraham et al. [1] present three heuristic schedulers, namely SA, TS and GA, which can be additionally hybridized with each other in order to improve the scheduling efficiency.
GAs are well known for their robustness and have been applied successfully to solve scheduling problems in a variety of fields. The GAs approaches for Grid scheduling are addressed in several works. Zomaya and Teh [29] used GAs for dynamic load balancing. Braun et al. [4] compare the efficiency of a simple GA-based scheduler and methods from the set of ten static meta-task mapping heuristics from the literature, including Min-Min, Min-Max, Minimum Completion Time (MTC) algorithms [3] . The experimental study were performed for the static benchmark for Independent Job Scheduling in distributed heterogenous computing environment. The instances in this benchmark were defined using the ETC matrix model [2] . The same type of scheduling problem is considered by Xhafa et al. [22] , where the authors examine several variations of GAs operators in order to identify a configuration of operators and parameters that works best for the problem. Then, the efficiency of GA-based scheduler with the appropriate combination of operators is compared with the effectiveness of the GAs approach presented in [4] . The method presented in [22] were extended by plugging the GA scheduler into Grid simulator [21] to perform the experiments in a dynamic environment. The results of the evaluation of the GA scheduler were reported in [24, 7, 27] .
Recently some parallel GA frameworks are used for designing the effective Grid schedulers. Lim et al. [14] propose Grid-Enabled Hierarchical Parallel Genetic Algorithm (GE-HPGA) based on HPGA framework. Another method of improving the scheduling quality is the hybridization of the heuristics with Local Search methods for the problem [19] . A GA-TS hybrid version was proposed by Xhafa et al. [26] . Other approaches for the problem include the use of Fuzzy Particle Swarm Optimization [15] and economic-based approaches [6] .
We propose in this paper a HGS-based scheduler using the HGS framework [10] . HGS has been successfully applied in solving continuous global optimization problems with multi-modal and weakly convex objective functions [20] . It was also used as an efficient method for Permutation Flowshop Scheduling [13] as well as for solving some practical engineering problems [11] .
Statement of the problem
In the version of Independent Batch Scheduling, it is assumed that jobs submitted to the Grid are independent and not preemptive. Additionally, we consider that tasks are processed in batch mode [23] . The problem is formalized using the Expected Time to Compute (ETC) matrix model [2] (see Subsec. 3.1). Based on this model, we define several optimization criteria as well as the objective function used in this work for the scheduling problem (see Subsec. 3.2).
The Expected Time to Compute model
In the ETC model an instance of the problem is defined by the following data, which has to be provided in input:
• the estimation of workload of each task (usually in millions of instructions);
• the computing capacity of each machine (usually in millions of instructions per second, MIPS);
• the estimation of the prior load of each available machine;
• the ETC matrix, whose entries ETC[t][i] define the estimation of the time needed for the completion task t in machine i.
The workload of all tasks submitted to the Grid system is defined by the workload vector WL = [wl 1 , . . . , wl n ], where wl t denotes the computational load of the task t and n is the total number of tasks. The computing capacity of the Grid resources can be characterized by the vector CC = [cc 1 , . . . , cc m ], in which cc i denotes the computing capacity of machine i and m is the total number of machines. The workload of each submitted task can be estimated based on the specifications provided by the users, on historical data, or it can be obtained from predictions [9] . Having the vectors WL and CC, the entries of the ETC matrix can be computed as the ratio:
Next, we use the ETC matrix to express optimization criteria as well as the objective function used in this work.
Optimization criteria and objective function
The problem of scheduling jobs in Computational Grid is multi-objective in its general setting as the quality of the solutions can be measured under several criteria. Similarly as in [22] , [24] and [7] we consider the scheduling in Grids as the bi-objective global optimization in which makespan and flowtime are to be minimized. The makespan is defined as the finishing time of the latest task and can be calculated by the following formulae:
where F j denotes the time when task j is finalized, T asks denotes the set of all tasks submitted to the Grid system and S chedules is the set of all possible schedules. The second criterion is the flowtime, expressed as the sum of finalization times of all the tasks. It can be defined in the following way:
Both makespan and flowtime are expressed in arbitrary time units. In fact, their values are in incomparable ranges (flowtime has a higher magnitude order over makespan and its values increase as more jobs and machines are considered), therefore mean f lowtime = f lowtime/nb machines is used to evaluate the flowtime criterion.
In the multi-objective optimization two fundamental models are useful: the hierarchical and the simultaneous optimization. In the hierarchical case, the objectives are sorted according to their importance in the model. The optimization process starts by optimizing the most important objective. Then, when further improvements are not possible, the second objective is optimized, without worsening the value of the first objective. The method proceeds until all objectives have been considered. In the simultaneous method all objectives are optimized simultaneously.
We used the simultaneous method in this work 2 expressed as follows:
Hierarchic Genetic Strategy based scheduler
The main idea of HGS-Sched is to enable a concurrent search of the optimal schedules in Grid environment by the simultaneous execution of many dependent evolutionary processes. The dependency relation among processes has a tree structure with the restricted number of levels. Every single process is interpreted as the branch in this structure and can be defined as a sequence of evolving populations. Many known GA-based schedulersb (e.g. [? 22]) can be implemented as main mechanisms of the evolution in HGS-Sched branches. The process in the core of the structure governs all search procedures and it is active until the stopping criterion for the whole strategy is satisfied. The HGS-Sched mechanism is different from the mechanism of the hierarchical and branching schedulers applied for solving the grid scheduling problems as well as the classical job-shop problems (see e.g. [5] ).
A simple graphical representation of the HGS-Sched structure is presented in Fig. 1 . Each branch in this structure is characterized by a degree parameter j ∈ N. The degree of the given branch corresponds to the accuracy of the search of the active process in this branch. The unique branch of the lowest degree 0 is called root. The processes of lower degree are not expected to be as effective as the global and local optimizers. The main idea of the execution of such processes is just the detection of the promising regions in the optimization domain, where more accurate processes of the higher degrees are further activated. • e ∈ N defines the global meta-epoch counter;
• M is the maximal degree of a branch;
• i is the unambiguous branch identifier, i = i 1 , . . . , i M ), i h = 0 for h > j, which describes the "history of creation" of the given branch [20] A k-periodic meta-epoch, denoted by M k , (k ∈ N), can be defined as a finite k-generational evolutionary process terminated by the selection of the best adapted individual. The outcome of the meta-epoch started from the population P e i, j is expressed by the following formulae:
where x is the best adapted individual in the meta-epoch. The algorithm starts from an initial population generated in the root. A new branch of the higher degree can be created by using the Sprouting Operation (SO) after running a meta-epoch in the parental branch. In Sections 4.1 and 4.2 we define the genetic mechanism implemented in HGS-Sched branches. The reduction of some ineffective branches operating in similar regions in the optimization domain can be performed by using the Branch Reduction Operation (see Section 4.5).
Algorithm 1 Genetic engine template 1: Generate the initial population P 0 of size µ; t = 0 2: Evaluate P 0 ; 3: while not termination-condition do 4:
Select the parental pool T t of size λ; T t := S elect(P t ); 5:
Perform crossover procedure on pars of individuals in T t with probability p c ; P t c := Cross(T t ); 6:
Perform mutation procedure on individuals in P t c with probability p m ; P t m := Mutate(P t c ); 7:
Evaluate P t m ; 8:
Create a new population P t+1 of size µ from individuals in P t and P t m ; P t+1 := Replace(P t ; P t m ) 9:
t := t + 1; 10: end while 11: return Best found individual as solution;
GA engine in HGS scheduling branches
In all HGS-Sched branches, we used as evolutionary processes the GA template of Alg. 1 (a similar template can be found in [22] .)
The general framework of the Alg. 1 is based on the idea of the classical (µ + λ) evolutionary strategy (see e.g. [18] ), adapted to the scheduling problem through the implementation of specific schedule encoding methods and genetic operators.
Representations of individuals and genetic operators
In this section we specify the basic methods of chromosome representation and various genetic operators we applied in GA-engine of our hierarchical scheduler. We used in our work two methods of encoding of the schedules in Grids, namely direct representation and permutationbased encoding. In the direct representation each schedule is defined as the schedule vector x = [x 1 , . . . , x nb task ] T , coordinates of which are the numbers of machines to which the particular tasks are assigned, i.e. x i ∈ [1, nb machines]; i = 1, . . . nb tasks. In permutation-based representation we define for each machine a sequence of tasks assigned to that machine. The tasks in the sequence are increasingly sorted with respect to their completion times. Then all task sequences are concatenated into one global vector u, which is in fact the permutation of tasks to machines. In this representation some additional information about the numbers of tasks assigned to each machine is required. We defined then the vector v of the size nb machines, in which the numbers of tasks assigned to the following machines are specified as its coordinates. A schedule in this representation is then defined as the pair of vectors:
where u i ∈ [1, . . . , nb task] and v j ∈ [1, . . . , nb task].
The following vector [1, 2, 1, 4, 3, 1, 2, 4, 3, 3] T is an example of the schedule for 4 machines and 10 tasks encoded by the direct representation method. The same schedule in the permutationbased representation is as follows: ( [1, 3, 6, 2, 7, 5, 9, 10, 4, 8] 
We used in this work the direct representation for the encoding of the individuals in the base populations denoted by P t in Alg. 1. The permutation-based representation allowed us to apply some additional types of genetic operators, which increases thus the number of possible configurations in the genetic engine of HGS-Sched.
Initial population
The initial population in GA is usually generated randomly. However in the case of scheduling problems it can be useful to combine the random method with another heuristic for creating a small amount of individuals (usually single individual) to increase the diversity of the population. The detailed characteristics of several initialization methods for scheduling in Grids can be found in [22] . In our approach we propose the MTC + LJFR-SJFR method for the initialization of the population in HGS-Sched root. In this method all but two individuals are generated randomly. Two solutions are created by using the Longest Job to Fastest Resource -Shortest Job to Fastest Resource (LJFR-SJFR) and Minimum Completion Time (MCT) heuristics.
In LJFR-SJFR heuristic both makespan and flowtime are minimized simultaneously (LJFR (min makespan) is alternated with the SJFR (min flowtime)). Initially the number of nb machines tasks with the highest workload are assigned to the available machines sorted increasingly to their computing capacities. Then the remaining unassigned tasks are allocated in the remaining resources. In the MCT heuristic, a given task is assigned to the machine yielding the earliest completion time.
Genetic operators
The genetic procedures used in Alg. 1 are selected from the following set of operators:
• Selection operators: Linear Ranking Selection, N-Tournament Selection;
• Crossover operators: One Point Crossover, PMX, OX, CX;
• Mutation operators: Move, Swap, Rebalancing;
• Replacement operators: Steady State, Elitist Generational.
All those operators are typical for genetic algorithms used in the combinatorial optimization. We briefly describe here the mutation operators whose definition is more problem dependent.
We consider in this paper three variants of mutation operators: Move, Swap and Rebalancing. In Move mutation a task is moved from one machine to another one. Although the task can be appropriately chosen, this mutation strategy tends to unbalance the number of jobs per machine. In Swap mutation the number of task assigned to the given machine remains unchanged, but two tasks are swapped in two different machines. Finally, the Rebalancing method makes use of the load balancing technique.
HGS-Sched branching operators
In this section we define two branching operators for HGS-Sched, namely HGS-Sched Sprouting Operator (SO) and Branch Comparison Operator (BC). We used them for the extension of the tree structure of the strategy. BC operator is the main mechanism in Branch Reduction Operation, which reduces the number of branches operating in the same region in the optimization domain.
The sprouting operator SO operator is defined by the following formulae:
where x is the best adapted individual found in the parental branch P e i, j after execution of e-th meta-epoch.
The outcome of the operator S O is the initial population for a new branch of degree j + 1 denoted by P 0 i , j+1 , where i = i 1 , . . . , i j−1 , 1, 0, . . . , 0 . The individuals for that population are selected from the s j -neighborhood (1 ≤ s j ≤ nb tasks) of the best adapted individual x in the parental population P e i, j . This neighborhood can be defined by using the operator A s j , which "cuts out" a s j -length prefix from a given chromosome x, i.e.:
where |x| denotes the length of x. The s j -neighborhood of the schedule x contains all individuals which can differ from x by n − s j -length suffixes in their genotypes. It can be achieved by the permutation of tasks in the suffixes in the permutation representation, or task transfers to another machines in the suffixes in the case of direct representation of individuals.
The values of s j are different in branches of the different degrees. These parameters are calculated using the following formulae:
where s ∈ [0, 1] is a global strategy parameter called neighborhood parameter and j is the branch degree.
The sprouting operation can be activated or not, depending on the outcome of Branch Comparison operator. This operator is also used in the Branch Reduction Operation for the reduction of the branches of the same degree operating in the same (or similar) s j -neighborhood.
The BC operator is defined in the following way: BC : Q → {0, 1} and :
where Q = {(X, Y, s j )} and X, Y-are the populations in branches of degrees j and j+1 respectively in the case of conditional sprouting of the new branch from the parental one. In the case of reduction of the numbers of branches This operator is activated after execution of at least two meta-epochs in the root. The value 1 means that no new branch can be sprouted form a given parental branch or that two populations in the branches of the same degree j evolve in the same (or closely located) s j -neighborhoods. The main disadvantage of the implementation of the BC operator in our previous approach [12] is its high computational cost. In fact, all populations on a given tree level have been scanned and individuals with the same prefixes should be indicated. In this work we propose the use of hash techniques to reduce the execution time of the BC procedure.
Similarly as in [25] , where hash techniques were successfully applied for improving the efficiency of the Struggle Algorithm, we define the hash table with the task-resource allocation key denoted by k. The value of this key is calculated as the sum of the absolute values of the subtraction of each position and its precedent in the s j -length suffix in direct representation of the schedule vector (reading the suffix in a circular way). The hash function f hash is defined as follows:
where k min and k max correspond respectively to the smallest and the largest value of k in the population, and N is the population size.
In the case of the conditional sprouting of the new branches of the degree j + 1 from the parental branch of the degree j the keys are calculated for the best individual in the parental branch and individuals in all populations in all active branches of the degree j+1. If there is any individual in the higher degree branches, for which the key matches the key of the best adapted individual in the parental branch, then the value of BC is 1 and no branch of the degree j + 1 is sprouted in that moment.
In the case of the comparison of the branches of the same degree j, all branches, in which there exists the individuals with the identical keys have to be reduced and a single joint branch is created (the value of BC is 1). The individuals to this branch are generated using the implemented replacement mechanism from the union of the populations from all reduced branches.
Experimental study
In this section we present the results of the experimental evaluation of our HGS-Sched implementation for static and dynamic versions of the scheduling problem in Grid. We integrated the C++ code for HS-Sched algorithm with the Grid simulator HyperSim-G presented in [7, 27] .
Although the aim of our experimental analysis was to test the HGS-based scheduler in a dynamic environment, we found it useful to initially evaluate the proposed method for a benchmark of static instances. We conducted our experimental study into two steps. First we validated HGS-Sched meta-heuristic by comparing it with state-of the-arts GAs results in the literature on a classical benchmark of the problem (Subsec. 5.1). After that, we evaluated the efficiency of four GA-based meta-heuristics on two benchmarks composed by a set of large size static (Subsec. 5.3.1) and dynamic (Subsec. 5.3.2) instances generated using a Grid simulator [21] . Finally, the statistical analysis of the results is given in Subsec. 5.4.
Evaluation of the algorithm on a static benchmark
The objective of the study presented in this section is to show the efficiency of the HGS-Sched algorithm on the classical benchmark (see below). For that, our algorithm is compared versus some other GA-based schedulers that were previously applied to the problem. 
Benchmark description
The subset of static instances was taken from a larger benchmark, whose instances are classified into 12 types of ETC matrix, according to task heterogeneity, machine heterogeneity and consistency of computing. There are 512 tasks and 16 machines defined in each instance. Instances are labelled by u x yyzz.0, where • u denotes the uniform distribution used in generating the ETC matrix;
• x means the type of consistency (c-consistent,ĩ-inconsistent and s means semi-consistent);
• yy indicates the heterogeneity of the jobs (hi means high, and lo means low);
• zz expresses the heterogeneity of the resources (hi means high, and lo means low).
We started our experimental study by finding an appropriate combination of genetic operators for HGS-Sched. Then we proceeded with a short comparison analysis of the performances of our algorithm and GA-based schedulers presented in [4] and [22] . We used the hash procedure for the reduction the ineffective branches in HGS-Sched structure (see Section 4.5). For the initial population, one individual was generated using LJFR-SJFR, and the rest of individuals were obtained by largely and randomly perturbing it.
Tuning of GA operators for HGS-Sched
The sizes of populations for HGS-Sched branches were set as follows:
• base populations in root and sprouted branches of degree 1: 50 and 18 respectively;
• the intermediated populations: 48 and 16 -in the case of Elitist replacement method; 38 and 14 -in the case of Steady State replacement method.
Each experiment was repeated 30 times under the same configuration of operators and parameters and the average makespan and flowtime values were computed. Table 1 shows the results obtained for selected crossover operators and Rebalancing mutation. In fact, the experiments were restricted to the permutation-based methods, as the operators of this representation showed to outperforms those of direct representation [12, 22] . As can be seen from Table 1 , CX outperforms the rest of the operators for both makespan and flowtime criteria.
The results of the tuning the mutation operators are presented in Table 2 . The three selected mutation methods (Move, Swap and Rebalancing) were combined them with CX operator. Rebalancing showed to outperform significantly Move and Swap mutation operators. Regarding the replacement of individuals, two methods were selected: the Steady State and Elitist Generational methods. The results for both methods are given in Table 3 . The Elitist Generational performed better although the differences in the results are minor. We then decided to apply Elitist Generational in the tests with the static benchmark and to use both methods in two alternate HGS-Sched implementation for the study of larger size instances (static and dynamic case).
Comparison analysis of GA-based schedulers
Once the operators performing best were identified, we used the best combination of HGS-Sched operators to compare the HGS-Sched performance with that of two other GA-schedulers presented in Braun et al. [4] and Xhafa et al. [22] .
The values of HGS-Sched parameters for all tests are given in Table 4 . The nb o f metaepochs defines a global stopping criterion for the whole strategy, which is usually the maximal number of meta-epochs run in the root of the structure. We denoted by cross prob the probability of crossover in the branches of all degrees and by mut prob(0) and mut prob(1) the probabilities of mutation for the root and the branches of degree 1, respectively. The linear ranking method was used as selection procedure.
In order to make a fair comparison we defined for all algorithms the work parameter W, which expresses the amount of work of the particular scheduler. The objective was to observe the performance of the algorithms within the similar amount of work, even though they use different genetic operators and parameters. We defined the work of GA in Eq. (12) . (13) where:
• M is the maximal degree of the branch,
• nb br( j) is the number of sprouted branches of degree j,
• pop size( j) denotes the size of population in the branch of degree j.
Based on Eqs. (12) and (13), the amount of work of three analyzed schedulers are as follows:
• for GA in [4] : As can be seen form the above calculation, the values of work parameters are in the same range ensuring thus a fair comparison between the considered algorithms.
Comparison of makespan values.. We present in Table 5 the average makespan values obtained by the three GA-based schedulers. Comparison of flowtime values.. We report in Table 6 the flowtime values obtained in the experimental study with the Steady State GA presented in [22] , Struggle GA presented in [24] and HGS-Sched algorithm (Braun et al. did not report the flowtime values). From the results, we can conclude that HGS-Sched outperforms Steady State GA for all types of ETC matrices and it provides better results than Struggle GA for ten instances. In the case of flowtime, HGS-Sched performed coherently for all three groups of instances (consistent, semi-consistent and inconsistent ETC matrices).
Results of summative evaluation for the static benchmark.. The results of the experimental comparison analysis of the performance of three GA-based schedulers on the static benchmark show that HGS-Sched is more effective than two other GA-based meta-heuristics in simultaneously minimizing makespan and flowtime. The reduction of makespan by the HGS-Sched was not so efficient only for the inconsistent ETC matrices.
Experimental study of GA schedulers on large-size static and dynamic instances
Following the evaluation of HGS scheduler using instances of the static benchmark, we analyzed next its performance using realistic Grid scenarios. The benchmark of new instances of larger sizes has been generated by the HyperSim-G Grid simulator [21] .
Our experiments were conducted for four variants of GA-based schedulers, namely GA-Elitist Generational, GA-Steady State, HGS-Elitist Generational and HGS-Steady State. The GA and HGS parameter settings are given in Tables 7and 8, resp. (Similar parameter settings for GA-based schedulers were used in [27] .)
The performance of GA-based schedulers was analyzed for two types of Grid environment: static and dynamic. In the former, the number of tasks and the number of machines remain constant during the simulator run. In the later case, the number of tasks and machines may vary over time. In both cases four Grid size scenarios: small (32 hosts/512 tasks), medium (64 hosts/1024 tasks), large (128 hosts/2048 tasks), and very large (256 hosts/4096 tasks). The capacity of the resources and the workload of tasks are randomly generated by a normal distribution, denoted N(µ, σ). It is assumed that all tasks submitted to the system must be scheduled and all machines in the system can be used. population size 3 * ( ((log 2 (nb jobs)) 2 /− 3 * ( 4 * (log 2 (nb jobs) − 1)/(11.8) ) in the root(r pop size) − log 2 (nb jobs))/ (10.4) population size (b pop size) ( ((log 2 (nb jobs)) 2 /− ( (4 * (log 2 (nb jobs) − 1)/(11.8) ) in the sprouted branches − log 2 (nb jobs))/ ( 
Experimental study using Grid static instances
The parameter setting for the simulator for static Grid scenarios is presented in Table 9 .
Each experiment was repeated 30 times under the same configuration of operators and parameters. The averaged makespan and flowtime values obtained by four GA-based schedulers are presented in Tables 10 and 11 .
The best results for makespan and flowtime in the cases of small and medium Grid sizes were achieved by HGS-Elitist Generational scheduler. In the larger Grid systems GA-Steady State algorithm outperform the other meta-heuristics for both makespan and flowtime. It can be observed that as the instance size is doubled, the makespan values increase slowly while the flowtime values increase considerably.
Experimental study in dynamic setting
In this section we applied four considered genetic-based schedulers to dynamic instances in order to evaluate them in more realistic Grid scenario. The benchmark of the dynamic instances (from 32 to 256 machines) were defined using the same simulator as in the static case described in the Subsec. 5.3.1. The settings for the applied dynamic grid version are presented in Table 12 .
The number of hosts initially activated in the Grid environment is defined by the parameter Init.hosts. The parameters Max.hosts and Min.hosts specify the range of changes in the number of active hosts during the simulation process. The frequency of appearing and disappearing resources is defined by the normal distributions given by Add host and Delete host, while the initial number of tasks is given by Init. tasks. New tasks can arrive at the system with the frequency Interarrival until Total tasks is reached. The Activation parameter establishes the activation policy according to an exponential distribution. The already assigned tasks which have not been executed yet cannot be rescheduled if the value of the boolean parameter Reschedule is false.
Similarly as in the static case the GA-and HGS-based schedulers were plugged into the simulator. The generated problem instance is passed to the particular scheduler by the execution of the schedule procedure in the simulator. The scheduler finds a solution, which is then sent back to the simulator to allocate tasks to machines. Tasks assigned to machines not available in the Grid will be re-scheduled in next batch. The results of experiments performed separately for each meta-heuristic were averaged over 30 independent runs of the simulator (see Tables 13 and 14) .
It can be observed from the obtained results that HGS-Sched with Steady State replacement method outperforms other three meta-heuristics in all but two instances in the minimization of both makespan and flowtime metrics. In two cases -small grid for flowtime and large grid for makespan -the HGS-Sched with Elitist Generational replacement holds the best results. It should be also noticed that similarly as in the case of the large static instances (see Subsec. 5.3.1), as the instance size is doubled, the makespan value increases slowly while the flowtime value is doubled.
Statistical analysis of the results
The results sampled in Tables 10-14 give a general information about the schedulers' performance. Additionally we employed two statistical methods, namely the coefficient of variation and the Student's t-test for means, to analyze the statistical significance of the results. [17] is defined as the statistical measure of the dispersion of data around the average value. It expresses the variation of the data as a percentage of its mean value, and is calculated as follows:
Coefficient of variation. The coefficient of variation (CV)
The CV statistic is a useful in the analysis of the data series. It can also provide a general analysis of the performance of the method used for generating the data. CVs calculated for stable heuristic methods should not be greater than 5%. We present in Table 15 the coefficients of variation calculated for all makespan and flowtime results achieved by four applied genetic-based schedulers in the cases of the large size static and dynamic benchmarks (see Tables 10-14) .
It can be observed that in all instances the values of CVs are in the range 0−2% which confirms the stability of the applied algorithms. Each meta-heuristic achieved the best results in the case of very large Grid with regard to both makespan and flowtime measures.
Student's t-test for means.
Following the stability analysis of the applied meta-heuristics we performed a simple statistical comparison analysis of the methods on the same sample data, in order to confirm whether the methods provide similar analytical results or not. We used for that study the Student's t-test for the comparison of two means [17] . The outcome of this test is the acceptance or rejection of the null hypothesis (H0), which states that any differences in results are purely due to random. An erroneous rejection of the null hypothesis constitutes a Type 1 error. We compared the best results for the makespan and flowtime values in the static and dynamic instances (shown in bold in Tables 10-14) with the remained results for the same Grid type. We applied t-test within the predefined confidence level C.L., which was 95 % in our approach. In table 16 we report the probabilities of Type 1 errors (P-values) [17] , which give us the adequate information to judge the acceptance or the rejection of the null hypothesis. The difference in results is not statistically significant if the P-value is not grater than 0.05 (P-value is 1 for the base (best) results to which the remained results are referred).
It can be observed that in the static instances HGS-based schedulers are not significantly better than GA meta-heuristics. In the case of 'very large' Grid the values of makespan achieved by GA-Steady State algorithm are much lower (statistically) than those achieved by the other metaheuristics.
An interesting conclusion can be drawn from the analysis of the results in the dynamic instances. It can be seen that HGS-based schedulers outperform GAs in the cases of small and medium Grids, while in the larger systems the differences in results are not statistically significant. It seems that HGS-Sched is the most effective in scheduling of small to medium size batches of tasks in the case where the structure of the Grid is dynamically changed. It can make this method very useful in the real-life scenario, in which the scheduling process can be activated with a high frequency for small pools of tasks.
Conclusions
In this work we have presented the implementation and evaluation of Hierarchic Genetic Strategies (HGS) for Independent Batch Job Scheduling on Computational Grids for which both makespan and flowtime parameters are simultaneously minimized. Achieving high quality planning of jobs into machines is crucial for Grid systems due to their highly heterogenous and dynamic nature. The work is motivated by a series of works on the literature on the use of Genetic Algorithms (GAs) for the problem. The interest here was, first to explore if the capability of HGS of concurrently searching the search space, as opposed to single population GAs, to achieve fast reductions in makespan and flowtime. Second, the objective has been to analyze the HGS scheduler under a dynamic environment using a Grid simulator.
In our HGS implementation, we have examined several variations of HGS operators in order to identify a configuration that works best for the problem. We also provide some enhancements of the HGS algorithms such as the use of hash techniques for an efficient branch comparison operator. A three-fold experimental studied was carried out to analyze the performance of the HGS-based scheduler. Initially, we used a static benchmark of rather small size instances that has reported in the literature. For the sample of instances selected from the benchmark, the HGSbased scheduler showed to outperform the state-of-the-art GA-based schedulers. Second, we used a Grid simulator to evaluate the HGS-based scheduler in a more realistic setting. In this case, two scenarios were considered, namely the number of tasks and hosts is kept constant and the tasks and machines are dynamically changing their availability. Finally, in both cases, the Grid scenarios ranged from small to very large size instances in order to see the scalability of HGSbased scheduler. The experimental results showed a very good performance, whose validity was also confirmed by statistical analysis of coefficient of variance and Student t-test methods.
