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Abstrakt 
 
 Tato bakalářská práce se zaměřuje na návrh zálohovacího systému pro Základní 
školu  Humpolec, Hradská 894. Úvod práce se zabývá teoretickými poznatky k dané 
problematice. V následující části je analyzován současný stav zálohovacího systému 
včetně informací o počítačové síti. Třetí část obsahuje můj vlastní návrh řešení, 
vhodného pro tuto školu, na základě zjištění v analytické části. 
Abstract 
 
 This thesis focuses on the design of the backup system for elementary school 
Humpolec, Hradská 894. Introduction deals with the theoretical knowledge of the 
subject. The following section analyzes the current status of the backup system, 
including the information about the network system. The third section contains my own 
solutions, suitable for this school, based on findings in the analytical part. 
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ÚVOD 
 
 Zálohování dat je velmi důležitou součástí každého informačního systému. Je to 
jediná obrana proti ztrátě dat, ať už vlastní, či nevlastní vinou. Bez zálohovacího 
systému by nemohla fungovat dlouhodobě prakticky žádná společnost a měl by být 
kladen důraz na kvalitu tohoto systému. V případě kladení malého důrazu na tento 
systém mohou být následky ztráty dat pro společnost zničující. 
 Pro vypracování bakalářské práce jsem si vybral Základní školu Humpolec, 
Hradská 894. Sám jsem tuto školu absolvoval a rád bych jí, alespoň tímto způsobem, 
něco vrátil. Nehledě na to, že zálohování v rámci školy, kterou navštěvuje zhruba 500 
žáků, je nezbytnou součástí informačního systému.  
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CÍLE PRÁCE, METODY A POSTUPY ZPRACOVÁNÍ 
 
 Cílem bakalářské práce je navrhnout změny a vylepšení v zálohovacím systému. 
Důraz bude kladen především na požadavky školy. Nejprve bude provedena nezbytná 
analýza současného stavu zálohovacího systému a sítě školy. Hlavním zaměřením práce 
bude vylepšení zálohovacích mechanismů s ohledem na konkrétní požadavky. 
 Jelikož školní server využívá velké množství uživatelů, bude důležité, aby vše 
probíhalo maximálně automatizovaně a aby zálohovací systém byl co nejspolehlivější. 
Tento systém bude sloužit jak běžným žákům, tak učitelskému sboru včetně 
sekretariátu. Zároveň musí tento systém být plně kompatibilní se současným softwarem 
na serveru. 
  
  
12 
 
1 TEORETICKÁ VÝCHODISKA PRÁCE 
 
Následující kapitola je věnována nezbytným teoretickým východiskům a 
poznatkům, které jsou důležité pro další zpracování celé práce 
 
1.1 Zálohování 
 
 Na první pohled se může zdát, že data jsou bezpečně uložená v počítači a 
nehrozí jim žádné riziko. Data jsou ukládána na pevné disky a jako u každého 
elektronického zařízení hrozí možnost poškození. Velmi ohrožené jsou pak především 
disky v mobilních počítačích, kde v důsledku častého přenášení hrozí poškození. 
Zálohování dat je preventivním opatřením poškození pevného disku. Jako druhý důvod 
pro zálohování je možné riziko při napadení počítače škodlivým softwarem, nebo 
v případě úplné ztráty nebo odcizení. Záloha je v těchto případech jediným spolehlivým 
řešením, jak nepřijít o své soubory. Nikdo nechce přijít o soukromá data, případně 
pracovní materiály, které ho stály nemalé úsilí [1]. 
 
  
 
Obrázek č. 1: Důvody ztráty dat 
(Zdroj: [2]) 
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1.2 Správa dat 
 
 Data patří k podnikovým aktivům, je tedy nezbytné zajistit jejich správu stejně 
kvalitně jako u financí. Data jsou klíčová pro celou organizaci a její fungování. Bez 
vhodného spravování může být ohrožen celý podnik. Tento proces by měl být v popředí 
priorit u společnosti. Riziko je potřeba brát nejen jako ztracený čas a náklady na 
organizaci, ale i jako možnost ztráty budoucích příjmů [3]. 
 Mnoho společností si v dnešní době uvědomuje, jak jsou pro ně jejich data 
cenná. Proto je tato oblast v podniku velmi posilována. Zálohování dat je jednou ze 
složek správy dat. Je vhodné aby se data ukládala uspořádaně a aby jejich záloha dávala 
nějaký smysl. Je to z důvodu snadné orientace v zálohách a při obnově dat ze zálohy je 
snazší dohledat konkrétní ztracené soubory [3]. 
 
1.3 Jak zálohovat 
 
 V této části práce jsou popsány způsoby, jakými mohou být data zálohována. 
 
Manuální kopírování dat 
 Jde o nejjednodušší způsob zálohování. Data jsou pouze nakopírována na 
záložní úložiště, odkud jsou v případě potřeby opět kopírována zpět. Tento způsob je 
však velmi pracný a neefektivní [4]. 
 
Manuální kopírování dat s komprimací 
 Pokud je na místě šetření prostorem, je možné data po přenesení komprimovat a 
tím ušetřit místo na disku. Ke komprimaci se dají využít známé programy, jako 
WinRAR nebo WinZIP [4]. 
 
Automatické kopírování dat s komprimací 
 Manuální způsob je jednoduchý a snadno zvládnutelný. Někdy je však třeba 
ukládat data pravidelně, nebo v pravidelných intervalech. A v tomto případě je 
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manuální ukládání nepohodlné. Při automatickém zálohování s komprimací dochází k 
přenášení dat pravidelně a jejich následnému zabalení do archivu [4]. 
 
1.4 Hardware pro ukládání 
  
 Níže jsou rozepsána média, kam je možné zálohovaná data ukládat. Popsána 
jsou jak optická média, tak magnetické disky i pásky. 
 
Lokální pevný disk 
 Pevné disky představují v dnešní době dostupné a kvalitní uložiště dat. Tyto 
disky lze dělit z mnoha pohledů. Základní rozdíl je ve velikosti disků a to buď 2.5“, 
které se nejčastěji používají u notebooků a to vzhledem ke kompaktním rozměrům. 
Druhým typem jsou 3,5“ disky, které fungují jako jakýsi standart pro osobní počítače. U 
těchto disků sledujeme velké množství parametrů. Především je to kapacita, která se 
dnes měří v bajtech [B] a udává se v jejich násobcích [kB, MB, GB, TB]. Běžně se 
kapacita pohybuje v tisících gigabajtů. Druhým důležitým faktorem je rychlost disků, 
která se udává v otáčkách za minutu standardem je 7200 ot/min u 3,5“ disků a 
5400 ot/min u 2,5“ disků. Je však možno se setkat i s disky, jejichž rychlost dosahuje 
10 000 ot/min. Přístupová doba k dnešním diskům se pohybuje v řádu ms, průměrně jde 
o 7 ms. Každý disk disponuje rozhraním, pomocí něhož je připojen k počítači. Dlouhá 
léta byl používán řadič IDE, který patřil k nejrozšířenějším. V současné době však 
ustupuje modernějšímu řešení SATA a to ve verzi SATA II nebo SATA III . Tato 
novější technologie pracuje na principu sériového přenosu, oproti paralelnímu u IDE. 
Touto technologií je docíleno vyšší rychlosti. Samostatnou a méně používanou 
variantou je SCSI, toto řešení umožňuje používat rychlejší a výkonnější disky, avšak je 
velmi drahé. Hodí se především do serverů, kde je nezbytný vysoký výkon [5]. 
 
Externí disk 
 Externí disky jsou vlastně pevné disky, které jsou uloženy ve speciálním boxu, 
který je možno připojit přes určité rozhraní a příslušný port k počítači. Po skončení 
práce s tímto diskem je možno jej bezpečně odpojit a přenášet. Rozdělení těchto disků 
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je obdobné jako u klasických pevných disků viz. Lokální pevný disk. Je tu možno nalézt 
rozměrově menší disky než 2.5“, například 1,8“. U takto malých disků je nízká i 
rychlost otáčení a to kolem 4200 ot/min. Tyto disky jsou připojovány k počítači 
většinou pomocí rozhraní USB. Nejčastěji je využíváno USB verze 2.0 nebo 3.0. 
Rozdílem mezi těmito verzemi je především přenosová rychlost. Verze 3.0 je zpětně 
kompatibilní se starší verzí 2.0, takže je možno disky libovolně připojovat do obou 
portů. Dalším způsobem připojení je eSATA, toto rozhraní bylo vytvořeno pro velmi 
rychlý přenos a je velmi podobné rozhraní SATA. Výhodou oproti USB je nižší 
náročnost na procesor počítače. Dalším typem rozhraní je FIREWIRE, které bylo 
vyvíjeno společností Apple Computer, jež nabízelo rovněž vysoký výkon a malou 
náročnost na procesor. Nevýhodou 3,5“ externích disků je nutnost napájení ze sítě, 
disky menšího formátu si vystačí z USB napájením, případně využívají dva porty pro 
dodávku energie [6]. 
  
Optická média 
 CD (Compact Disc) patří k nejstarším optickým médiím. Průměr činí 12 cm, 
zřídka i 8 cm. Data jsou zaznamenána pomocí laseru a celý povrch je rozdělen  
spirálovitě od středu ke kraji na jedničky a nuly. Jejich kapacita a rychlost jsou dnes 
nedostačující a jsou využívána především v hudebním průmyslu. Standardní kapacita 
těchto disků je 700 MB. CD se dělí do dvou skupin z hlediska možnosti zápisu a to na 
CD-R (Compact Disc Recordable), který umožňuje jednorázový zápis na toto médium. 
Druhým typem je CD-RW (Compact Disc Rewritable), toto CD umožňuje opakované 
přepisování. Princip spočívá ve změně struktury disku [7]. 
  
 DVD (Digital Versatile Disc) je rozměrově totožné s CD, jelikož využívá laseru 
s kratší vlnovou délkou, je možné dosáhnout kapacity 4,7 GB u jednovrstvého a 8,5 GB 
u dvouvrstvého DVD. U DVD je mnoho typů z hlediska zápisu, mezi nejdůležitější 
patří DVD-R (Digital Versatile Disc - Recordable), který umožňuje zápis pouze jednou. 
DVD-RW (Digital Versatile Disc - Rewritable) což je opakovaně přepisovatelný typ a 
DVD-RAM (Digital Versatile Disc – Random Access Memory ). S tímto typem je 
možné pracovat jako s pevným diskem a lze na něj data libovolně dohrávat a mazat [7]. 
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 Nejnovějším médiem je Blue-Ray disk, který díky ještě kratší vlnové délce 
nabízí kapacitu v rozmezí 25 GB až 80 GB. Název je odvozen od barvy laseru, který je 
používán při zápisu. Opět je dělíme do několika kategorií a to na BD-R (Blue-Ray Disc 
– Recordable), který je určen pro jeden zápis a na BD-RW (Blue-Ray Disc – 
Rewritable), kam je možno ukládat a mazat opakovaně [7]. 
   
Síťová úložiště 
 Velkou výhodou tohoto řešení je umístění disku odděleně od klientských stanic. 
Tyto disky nabízejí oproti klasickým diskům vyšší výkon a lepší stabilitu. Rychlosti 
těchto disků se pohybují kolem 10 000 až 15 000 otáček za minutu. Díky tomu 
disponují také nižší přístupovou dobou a to zhruba o polovinu, konkrétně 3 – 4 ms. Jsou 
konstruovány pro nepřetržitý provoz a většinou jsou v síťovém úložiště koncipovány do 
skupin pro případ výpadku některého z disků. Disky jsou připojovány přes vyspělá 
komunikační rozhraní SCSI, SAS a FC. Tato rozhraní umožňují přenášet data rychlostí 
300 MB/s až 600 MB/s. Nevýhodou těch disků je jejich cena, která mnohonásobně 
převyšuje cenu běžných disků, proto jsou využívány pouze v serverech a pro běžné 
použití se nehodí. Toto řešení však nechrání data proti jejich fyzickému odcizení, 
případně proti zničení živelnou pohromou nebo úmyslnému poškození. Proto je vhodné 
využívat vzdálené síťové úložiště, které se nachází zcela odděleně od místa, kde jsou 
původní data. Toto místo může být mnoho kilometrů daleko, je ale nezbytné zabezpečit 
spolehlivý přenos dat při zálohování. K tomu slouží šifrování dat. Nevýhodou tohoto 
řešení je nižší přenosová rychlost z důvodu přenosu po síti a tím i pomalejší obnova při 
ztrátě. Jako vhodné se nabízí kombinovat obě řešení a z lokálního pevného disku data 
ukládat na síťový disk ve firmě a ten následně šifrovaně přenášet na vzdálený disk. Toto 
řešení nám umožňuje rychlé zálohování a zároveň bezpečné uložení dat odděleně [8]. 
 
Data na pásce 
 Pásková média disponují velkou kapacitou, jsou snadno přenositelná a díky 
tomu mohou být bezpečně uložena mimo úložiště originálních dat. Doba uložení dat na 
těchto páskách se pohybuje v řádu desítek let. Proto jsou páskové mechaniky velmi 
často užívány pro ukládání archivních dat. Vzhledem k možnosti snadné výměny pásky 
17 
 
za jinou, lze rychle navýšit kapacitu úložiště. Velkou nevýhodou tohoto řešení je 
náchylnost pásek na poškození magnetickým polem, vlhkostí, či výkyvem teplot. Další 
nevýhodou je relativně pomalé čtení, které je dáno sekvenčním zápisem. Rychlost se 
pohybuje kolem 140 MB/s což by se mohlo zdát jako dostačující hodnota, avšak díky 
sekvenčnímu čtení není možno „skákat“ mezi daty na pásce, ale je nutno se k datům 
postupně dostat jejím převíjením. Běžné disky používají tzv. náhodný přístup, díky 
čemuž je vyhledávání rychlejší. Pokud vlastníme více pásek, je vhodné střídavě 
využívat všechny, než pouze jednu. Každou pásku je možno opakovaně přepisovat, je 
uváděna hodnota 260 průchodů celou páskou. V praxi znamená jeden průchod jedno 
úplné naplnění pásky od začátku až do konce [9]. 
 
 Velké firmy využívají robotizovaných systémů. V této knihovně je robot, který 
na základě čárového kódu vyhledává příslušné pásky a ty poté vkládá do mechanik na 
čtení a zápis. Toto zařízení je vhodné pokud přistupujeme k velkému množství dat, 
jelikož se nemusíme starat o pořádek v páskách. V těchto knihovnách se může nacházet 
i více robotů a více mechanik pro čtení a zápis na více pásek [9].  
 
 V dnešní době je možné pořídit širokou škálu magnetických pásek.  Mezi 
nejpopulárnější patří pásky LTO jejich kapacita ve verzi LTO5 dosahuje až 3 TB dat. 
Jejich přenosová rychlost dosahuje v nejlepším případě až 280 MB/s. Ve verzi LTO6 se 
kapacita vyšplhala až na 6,25 TB a rychlost činí 400 MB/s. Přístup k datům na pásce je 
okolo jedné minuty. Výhodou těchto pásek jsou nižší pořizovací náklady na obslužnou 
mechaniku a vysoká kapacita jednotlivých pásek. Tyto pásky jsou vhodné pro 
dlouhodobou archivaci dat v malém a středním podniku [10]. 
 
1.5 Možnosti zálohování 
 
 V této části jsou rozděleny jednotlivé typy záloh, které je možné uchovávat. 
 
Úplné zálohování 
 Úplné zálohování je výchozí typ pro veškeré další zálohování. Tato záloha 
v sobě zahrnuje všechny soubory a data, která jsme vybrali pro zálohování. Plná záloha 
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není úplně vhodná pro časté použití, jelikož jde většinou o velké množství dat. Jejich 
přenos zabere mnoho času. Zálohu tohoto typu se vyplatí provádět jednou týdně nebo 
měsíčně, záleží jak moc se liší data k zálohování po týdnu, či měsíci. Toto zálohování 
probíhá především v noci, kdy nedochází ke změnám v datech. Velkou výhodou je 
možnost zcela úplně obnovit všechny zálohované soubory.  Zálohování tímto způsobem 
je velmi pomalé v porovnání s jinými typy záloh a to z důvodu velkého objemu dat. 
S tím jsou spojené i vysoké nároky na kapacitu úložiště, které musí být několikanásobně 
větší než je úložiště pro originální data. Každá další záloha je postupně větší a větší. 
Další nevýhodou je riziko krádeže dat. Data jsou uložena na jednom místě a odcizením 
přicházíme o všechna data [11]. 
 
Inkrementální zálohování 
 Inkrementální zálohování je typ zálohy, kdy se nejprve na začátku procesu 
vytvoří první plná záloha. Tato záloha se vytváří pouze jednou. Druhá záloha ukládá 
pouze data, která byla nějakým způsobem změněna oproti původním datům. Další 
zálohy pokračují ve stejném trendu a pouze zálohují změny v souborech. Výhodou 
tohoto řešení je značná úspora místa, jelikož původní plnou zálohu pouze rozšiřujeme o 
změněné soubory oproti ukládání další celé zálohy. Další výhodou je rychlost vytváření 
těchto záloh. Nezálohujeme celé úložiště, ale jen jeho části. Velkou nevýhodou 
inkrementálního zálohování je, když dojde k porušení jediné přírůstkové zálohy, není již 
možno obnovit data z následujících přírůstků. Je tedy vhodné po určitém čase zopakovat 
plnou zálohu [11]. 
 
Diferenciální zálohování 
 Třetím typem zálohování je diferenciální způsob. Tento princip ukládá vždy 
rozdíl od poslední úplné zálohy. Pokud provádíme toto zálohování příliš často, může 
dojít k nárůstu objemu záloh o více, než by tomu bylo v případě plných záloh. Oproti 
inkrementálnímu zálohování je tato metoda pomalejší, jelikož jsou ukládány změny od 
plné zálohy, kdežto  u inkrementální pouze změny od posledního přírůstku. Jestliže 
však dojde k poškození některé z diferenciálních záloh, neovlivní to žádnou jinou 
diferenciální zálohu. Tyto zálohy jsou plně samostatné a spojují se pouze s úplnou 
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zálohou. Obnovení dat ze zálohy je v tomto případě rychlejší než u přírůstkové zálohy, 
ale pomalejší než u zálohy úplné [11]. 
 
 
1.6 Typy záloh 
 
 Níže jsou popsány jednotlivé metody, které se běžně používají pro zálohování 
od jednoduchých způsobů zahrnujících zálohování pouze na druhý disk, až po 
komplexní řešení, které ukládá na několik zařízení. 
 
D2D (Disc to Disc) 
 Záloha typu D2D (Disc to Disc) je záloha, kdy je využíváno dvou nezávislých 
zálohovacích serverů. Vzhledem k ceně disků, není toto řešení nikterak drahé a je 
vhodné do menších podniků, které nechtějí vynakládat mnoho prostředků na zálohovací 
systém. Prvotní záloha se ukládá do diskového pole a poté se data kopírují do druhého 
diskového pole. Tento způsob řeší mnoho problémů běžného zálohování. Využívá 
maximální rychlosti zálohovacích zařízení a díky duplikátním datům v druhém 
Obrázek č. 2: Způsoby zálohování 
(Zdroj: [11]) 
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diskovém poli zajišťuje také vyšší bezpečnost uložených dat. Díky stále připojeným 
diskům jsou data vždy dostupná pro případ obnovy [11]. 
 
 
 
D2T (Disc to Tape) 
 Zálohy typu D2T (Disc to Tape) je princip, který byl používán především 
v minulosti. Dnes se používá ojediněle, z důvodu mnoha omezení. Data jsou ukládána 
z klientských stanic přímo na páskové mechaniky nebo knihovny. Pásková mechanika 
se neumí přizpůsobit datovému toku z klientského počítače, jelikož potřebuje konstantní 
datový tok, což nelze dost dobře zajistit [11]. 
  
D2D2T (Disc to Disc to Tape)  
 Záloha typu D2D2T (Disc to Disc to Tape) využívá to nejlepší z principů 
zálohování na pásky a na disky. Je nejčastěji používaným způsobem zálohování 
v podnicích. Celý systém funguje na prvotním ukládání na disk a následném ukládání 
záloh na páskovou mechaniku. Velkou výhodou je možnost rychlé obnovy dat 
z diskového pole, protože neukládáme sekvenčně na pásky, ale využíváme náhodný 
přístup. Navíc je plně využito rychlosti páskové mechaniky a data, která jsou na pásce 
uložena je možno přenášet na libovolné místo a mít je bezpečně uložená. V případě 
jakékoliv havárie jsou všechny soubory uloženy na páskových discích a není problém 
z nich data obnovit [11]. 
Obrázek č. 3: Záloha D2D 
(Zdroj: [11]) 
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D2D2C (Disc to Disc to Cloud)  
 Záloha typu D2D2C (Disc to Disc to Cloud) je nejmodernější způsob 
zálohování, ve kterém je využito stejných postupů jako v případě D2D2T ale navíc jsou 
veškeré zálohy ukládány zvlášť do cloudového úložiště. Což je úložiště „v mraku“ , 
data jsou přístupná online a jsou uložena na vzdáleném místě. Je rovněž možné použít 
místo cloudového úložiště síťový nebo externí disk. Velkým rizikem je zabezpečení 
cloudového úložiště a i samotného přenosu do něj. Je třeba prověřit poskytovatele 
těchto služeb, aby data byla patřičně chráněna proti odcizení, nebo ztrátě [11]. 
 
1.7 Rotace záloh 
 
 Rotací záloh se rozumí principy, díky kterým jsou zálohovací média rovnoměrně 
opotřebována. Pokud bychom ukládali data pouze na jeden disk a ostatní nechali 
nevyužité, je pravděpodobnost poškození využívaného disku podstatně vyšší, než při 
plném využití všech médií. Rotace nám určují kdy a jak budeme které disky a pásky 
využívat [11]. 
 
 
Obrázek č. 4: Záloha D2D2T 
(Zdroj: [11]) 
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Grandfather-Father-Son 
 Typ Granfather-Father-Son (GFS) je způsob určený primárně pro páskové 
knihovny. Využíváme tři typy záloh: denní, týdenní a měsíční. Denní záloha se provádí 
v určité dny a pro každý den použijeme samostatný disk nebo pásku. Každý den je 
provedena inkrementální záloha a ve schématu je nazvána Son (Syn). Tyto zálohy jsou 
pravidelně každý týden přepisovány novými zálohami. Po každém týdnu je provedena 
jedna úplná záloha označená jako Father (Otec). Z každé zálohy typu Father, se 
následující týden provádí další inkrementální zálohy typu Son. Na konci celého měsíce 
se provede znovu plná záloha, která se však nenazývá Father, ale Grandfather. Páska 
s touto poslední měsíční zálohou se vyjme z knihovny a nahradí se novou páskou. Páska 
se poté uloží na bezpečné místo, ostatní pásky jsou celý měsíc průběžně přepisovány 
[11]. 
 
 
 
Round-robin 
 Typ Round-robin je jedním z nejstarších typů rotace v zálohování. Prakticky 
může fungovat tak, že pro každý den zálohování v týdnu máme vyhrazenou jednu 
pásku. Na každou pásku ukládáme vždy aktuální denní zálohu. Díky tomu můžeme 
zpětně obnovovat týden stará data, po týdnu jsou vždy data na pásce přepsána 
Obrázek č. 5: Rotace záloh - GFS 
(Zdroj: [12]) 
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aktuálními. Toto schéma je vhodné především pro menší podniky, nebo tam kde je 
dostačující pouze týdenní zálohování. Tento princip je možné použít s více médii na 
delší časové období. Například jedno médium pro každý týden s měsíční rotací. Čím 
kratší periodu opakování využijeme, tím je vyšší opotřebení zálohovacího média [11]. 
 
 
Hanojská věž 
 Typ Hanojské  věže je způsob původem v čínské logické hře. V tomto principu 
se využívá pěti sad zálohovacích médií. Na médium z první sady se ukládá každý druhý 
den kdy zálohujeme. Na médium z druhé sady se ukládá každý čtvrtý den. Na médium 
z třetí sady se zálohuje ve dny kdy se nezálohuje na média z první ani druhé sady, čili 
každý osmý den. Média ze čtvrté a páté sady používáme střídavě k zálohování vždy 
šestnáctý den a to střídavě. Schéma je náročné na manuální údržbu, proto se používá u 
automatizovaných zálohovacích systémů [11].  
 
Obrázek č. 6: Rotace záloh - Round Robin 
(Zdroj: [12]) 
 
Obrázek č. 7: Rotace záloh - Hanoiská věž 
(Zdroj: [12]) 
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1.8 Architektura zálohovacího systému 
  
 Zde jsou popsány jednotlivé architektury zálohovacích systému. Je několik 
způsobů, které se liší svým rozsahem, výsledným výkonem a samozřejmě cenou. 
 
DAS (Directly Attached Storage)  
 Tento způsob je navržen pro maximální výkon. U této architektury máme disky 
přímo spojené s klientskými počítači pomocí kabelů. K jednotlivým datům je zde 
přistupováno blokově. DAS funguje pouze lokálně, za pomocí switche je připojen 
k více serverům. Tento systém je vhodný pro malé a střední podniky, jelikož jeho 
výhodou je nízká cena a snadná implementace. Velkou nevýhodou je nemožnost 
ukládání dat mezi servery, ale nutnost ukládat data pro každý server zvlášť. Propojení je 
zprostředkováno pomocí  rozhraní SCSI nebo FC [13]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obrázek č. 8: DAS 
 
 
 
 
Obrázek č. 8: DAS 
(Zdroj: [13]) 
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SAN (Stored Attached Networks) 
  Technologie, která je používána ve velkých firmách, její implementace je 
poměrně náročná a vyžaduje určitou infrastrukturu. Je určena pro zpracování velkého 
objemu dat. Hodí se tam, kde je třeba rychlý přístup k datům. SAN umožňuje sdílet data 
mezi servery, což je největší rozdíl oproti architektuře DAS. K přenosu jsou využívány 
vysokorychlostní optické sítě a vzdálenost úložišť může být až několik kilometrů od 
klientských stanic. V případě poruchy některé komunikační linky, je možno ji okamžitě 
zastoupit jinou. Jedinou nevýhodou je absence paralelního přístupu k datům, to lze však 
řešit softwarově [13].  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
  
NAS (Network Attached Storage)  
 je úložiště dat v lokální síti využívající pro přenos dat protokol TCP/IP. Tato 
architektura je určena pro sdílení souborů mezi serverem a klientskými stanicemi. 
Obrázek č. 9: SAN 
(Zdroj: [13]) 
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K tomuto úložišti lze přistupovat jak lokálně, tak vzdáleně. Toto řešení lze využít mimo 
jiné jako jednoduchý server. Výhodou je použití již zmíněného protokolu TCP/IP a tím 
pádem je velmi jednoduše implementovatelný a cena celého systému je rovněž velmi 
nízká. Kapacitu disků můžou sdílet servery pracující na různých systémech a s různou 
architekturou. NAS je navíc nezávislé na serveru, čili při jeho výpadku nejsou ohrožena 
data uložená v zařízení NAS. Celkově je architektura NAS méně náchylná k poškození 
než DAS. Celý NAS server je možno zálohovat rovněž na vzdálené úložiště, nebo na 
páskovou mechaniku [13]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
1.9 Způsoby připojení 
 
 Tato podkapitola popisuje způsoby propojení zálohovacích systému se severy, 
případně propojení systémů navzájem. 
 
SAS (Serial Attached SCSI)  
 Je používáno na připojení pevných disků, nebo magnetických mechanik. Tento 
způsob měl nahradit standardně využívané SCSI rozhraní, s tím že využívá jeho 
příkazy, ale navíc nabízí zpětnou kompatibilitu s rozhraním SATA [13]. 
 
Obrázek č. 10: NAS 
(Zdroj: [13]) 
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SCSI (Small Computer System Interface) 
 Norma určená pro přenos dat. Umožňuje připojení pevných disků a páskových 
mechanik. Je hojně využíváno tam, kde je třeba vysoký výkon např. u serverů. Výhodou 
je možnost připojit velké množství disků a rozhraní pracuje s vysokou přenosovou 
rychlostí [13]. 
  
FC (Fiber Channel) 
 Jde o způsob připojení pomocí optického kabelu. Tato technologie zajišťuje 
nejvyšší přenosovou rychlost. Jedná se však o velmi nákladný způsob připojení a je 
možné ho kombinovat s SCSI pomocí FC-SCSI mostu [13]. 
  
iSCSI (Internet Small Computer System Interface) 
 Jedná se o kombinaci dvou protokolů a to SCSI a TCP/IP. Využívá se především 
u SAN, kde nahrazuje FC [13]. 
 
1.10 Disková Pole 
 
 Disková pole jsou nazývána RAID (Redundant Array of Independent Discs). Je 
to v podstatě seskupení několika disků, které navenek vypadají jako jeden. Disky se 
seskupují za účelem zvýšení rychlosti, kapacity nebo bezpečnosti dat. U většiny těchto 
polí je rovněž využíváno technologie Hot Swap, která umožňuje vyměnit disk za chodu, 
jelikož většinou tyto disky běží nepřetržitě. Nejpoužívanější jsou pole RAID 0,1,5,6 a 
10.  
 
RAID 0 
 Tento typ vyžaduje použití minimálně dvou disků, na tyto disky je střídavě 
zapisováno, tato metoda se nazývá prokládání. Díky tomu dosáhneme vyšší kapacity, 
zároveň však i vyšší rychlosti, jelikož lze zapisovat i číst z obou disků střídavě zároveň. 
Díky tomu je možno dosáhnout až dvojnásobné rychlosti oproti běžnému čtení a 
ukládání. Další výhodou je maximální využití kapacity obou disků. Nevýhodou je 
možnost ztráty dat v případě výpadku některého z disků. Čím vyšší budeme mít počet 
disků, tím vyšší je riziko ztráty, tyto rizika se s přibývajícími disky sčítají. Je možné 
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použít metodu zřetězení, kde se jednoduše po naplnění jednoho disku plynule přejde na 
disk druhý. Zde však není žádný nárůst rychlosti, avšak při poruše jednoho z disků 
nedojde ke ztrátě všech dat, ale jen části [14] 
 
 
 
 
 
 
 
 
 
 
 
RAID 1 
 Dalším typem diskového pole je RAID 1, u tohoto řešení jsou nutné opět 
minimálně dva disky. Na oba jsou střídavě ukládána stejná data. Používá se tu tzv. 
zrcadlení, takže v praxi to znamená, že to co se nachází na jednom disku je i na druhém 
ve stejné podobě. Pokud dojde k poškození jednoho disku, můžeme bez obav používat 
druhý disk, aniž bychom přišli o jakákoliv data. Nevýhodou však je že dva disky 
zapojené do pole mají kapacitu jako jeden z nich a navíc někdy klesá i rychlost. 
Důvodem je občasné čekání jednoho disku na druhý při zápisu [14]. 
 
 
 
 
 
 
 
 
Obrázek č. 11: RAID 0 
(Zdroj: [15]) 
 
Obrázek č. 12: RAID 1 
(Zdroj: [15]) 
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RAID 5 
 Další způsob jak zapojit disky do pole je RAID 5, tento způsob vyžaduje 
minimálně 3 disky. Na jednotlivé disky jsou data ukládána blokově a na poslední disk 
se ukládají paritní informace. Prakticky to funguje tak, že v případě čtyř disků uložíme 
na první tři disky blokové informace a na čtvrtý v pořadí paritní informace. Pokud nám 
náhodou vypadne disk na kterém jsou paritní data, máme úplné informace na ostatních 
discích. V případě výpadku disku jiného, jsou pomocí paritního bloku data dopočítána. 
Nevýhodou tohoto řešení je pomalý zápis na disk a výsledná kapacita pole je vždy o 
kapacitu jednoho disku menší, z důvodu parity [14].  
 
RAID 6 
 Toto diskové pole je pouze lehkým vylepšením RAID 5, přičemž jsou nutné 
minimálně 4 disky s tím, že paritní bloky jsou vypočítávány dva. Tím pádem máme 
sníženou kapacitu celého pole o dva disky, avšak v případě pádu dvou disků na jednou 
není problém dostat zpět ztracená data. Rychlost čtení je stejná jako v případě RAID 5, 
ale zápis je o něco pomalejší z důvodu vypočítávání dvou paritních bloků [16]. 
 
 
 
 
Obrázek č. 13: RAID 5 
(Zdroj: [15]) 
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RAID 10 
 Tento způsob je kombinací polí RAID 1 a RAID 0. Toto řešení je v přepočtu na 
kapacitu kterou dostaneme drahé. Využívá minimálně čtyři disky a výsledná kapacita je 
rovna polovině z nich. Jde v podstatě o dvě pole RAID 1, kde probíhá zrcadlení jednoho 
disku na druhý a jejich vzájemné spojení do RAID 0, čímž nám vzroste rychlost čtení i 
zápisu na disky, díky možnosti zapisovat na dva disky současně [16]. 
  
 
Obrázek č. 14: RAID 6 
(Zdroj: [17]) 
 
 
Obrázek č. 15: RAID 10 
(Zdroj: [18]) 
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2 ANALÝZA SOUČASNÉHO STAVU 
 
 V této kapitole své práce se budu zabývat popisem prostředí školy, jejím 
vybavením, počítačovou sítí a způsoby, které jsou použity pro zálohování. 
 
2.1 Informace o společnosti 
 
 Jak již bylo zmíněno výše, svou bakalářskou práci jsem se rozhodl vytvářet ve 
spolupráci se Základní školou Humpolec, Hradská 894. Tato škola je jednou ze dvou 
základních škol ve městě Humpolec. Historie sahá až do roku 1937, kdy došlo ke 
slavnostnímu otevření. Stáří budovy je tedy více než 70 let. Do roku 1993 byl 
v současné budově II. stupeň základní školy a část gymnázia. Po tomto roce se 
gymnázium přesunulo do nově zrekonstruované budovy v jiné části města. Zároveň se 
sloučil I. a II. stupeň základní školy na jedno místo [19]. 
 
 Celá škola prošla velkou modernizací a je i nadále zlepšována celková kvalita a 
úroveň výuky. Uvnitř jsou postaveny dvě nové počítačové učebny, jejichž vybavení se 
v průběhu let několikrát aktualizovalo tak, aby vždy vyhovovalo moderním 
technologiím a umožňovalo využívat nejnovější software. Nyní je celá budova protkána 
počítačovou sítí a v každé místnosti je minimálně datová zásuvka pro připojení k 
internetu.  
 
2.2 Vybavení školy 
 
 Celá škola je moderně vybavena, v každé třídě prvního stupně jsou umístěny 
počítače připojené k síti. Počet těchto počítačů je rozdílný dle potřeb třídy, v běžné 
učebně jsou čtyři počítače pro žáky a jeden učitelský počítač umístěný odděleně. Na 
všech těchto stanicích je možné se připojit pod svým účtem a využívat svůj prostor na 
serveru. V některých místnostech jsou s ohledem na výuku instalovány projektory a 
interaktivní tabule 
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 Škola navíc disponuje dvěmi počítačovými učebnami, obě prošly v nedávné 
době modernizací. Menší je vybavena čtrnácti počítači a druhá dvaceti jedna sestavami. 
Všechny tyto počítače jsou připojené do počítačové sítě a umožňují přístup k internetu. 
 
2.3 Počítačová síť 
 
 Celá škola je propojená moderní počítačovou sítí, ke které je možno se připojit z 
každé místnosti. Síť je připojena na server Fujitsu Siemens PRIMERGY Econel 200S2. 
Tento server je připojen k bezdrátovému internetu, který zajišťuje místní společnost. 
Server je na dnešní dobu poměrně zastaralý a svým výkonem stěží dostačuje současným 
nárokům. Server je spojen navíc s NAS serverem QNAP TS-210, na kterém je pouze 
jeden disk a slouží k ukládání dat studentů a učitelského sboru. U serveru jsou umístěny 
dva dvaceti čtyř portové switche. Jeden je od firmy Allied Telesis a druhý je 
pozůstatkem původního řešení sítě a je vyroben společností 3COM. 
  
  
 
  
  
 
 
 
 
 
 
 
 
 
 Od serveru jsou vedeny optické kabely, které se větví do dvou místností. V 
každé z nich je umístěn RACK. V jednom RACKu jsou tři gigabitové switche, které 
slouží pro obsluhu celého patra školy a dvou počítačových učeben. Všechny tři switche 
Obrázek č. 16: Infrastruktura 
(Zdroj: [Vlastní zpracování]) 
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jsou čtyřiceti osmi portové a jsou vyrobeny firmou Allied Telesis. V druhé místnosti je 
RACK pouze s jedním switchem , který slouží k zajištění rozvodu sítě pro připojené 
křídlo školy. V tomto křídle se nachází jen minimum učeben, proto je použit switch s 
menším počtem portů. 
 
2.4 Hardwarová výbava 
 
 Zde jsou rozepsány jednotlivé stanice včetně hardwaru. V druhé části je popsán 
server na kterém probíhá zálohování a druhý NAS server, kam se zálohy následně 
ukládají. 
 
PC – specifikace 
 
 Větší učebna s dvaceti jedna počítači je vybavena novějšími řešeními od 
společnosti DELL konkrétně modelem Optiplex 780, který je plně vyhovující pro 
studijní účely. 
 
Konfigurace: 
 Procesor: Intel core 2DUO E8400 3.00 GHz 
 RAM: 4 GB DDRII 
 HDD: 160 GB 7200 ot/min SATA 
 Gr. Karta: integrovaná na základní desce 
 
 Ve druhé menší učebně s celkovým počtem čtrnáctI počítačů jsou rovněž sestavy 
od společnosti DELL. Zde jsou použitý podobné, avšak výkonem nižší modely Optiplex 
760. 
 
Konfigurace 
 Procesor: Intel core 2DUO E8400 3.00 GHz 
 RAM: 2 GB DDRII 
 HDD: 160 GB 7200 ot/min SATA 
 Gr. Karta: integrovaná na základní desce 
34 
 
 
 V jednotlivých třídách jsou použity různé sestavy, které byly přidávány postupně 
dle potřeb výuky. Počítače slouží pouze pro výuku, čemuž odpovídá i použitý hardware. 
Pro účely této práce není nezbytné rozepisovat informace o každé sestavě zvlášť. 
 
Servery – specifikace 
 
NAS Server QNAP TS-210 
 Tento server je vhodný pro malé až střední firmy. Umožněno je osazení až dvou 
3,5“ SATA disků o kapacitě 1 TB. Server má široké možnosti využití, v tomto případě 
slouží jako zálohovací server. Díky osazení USB porty jej lze využít i pro připojení 
externího příslušenství např. přenosného disku. 
 
Konfigurace: 
 Procesor: Marvell  6281 800 Mhz 
 RAM: 256 MB DDRII 
 HDD: 1x 3,5“ 1 TB 7200 ot/min SATA 
 Porty: 1 x Gigabit RJ-45 Ethernet 
  3x USB 2.0 
 
 
 
 
 
 
 
 
 
 
 
 Obrázek č. 17: QNAP TS-210 
(Zdroj: [20]) 
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Fujitsu Siemens PRIMERGY Econel 200S2 
 Poměrně výkonný server, který umožňuje osazení  dvou procesorů založených 
na platformě Intel Dual-Core Xeon.. Již v základu nabízí ochranu dat v paměti RAM. 
Navíc disponuje integrovaným řadičem RAID na základní desce. Lze jej osadit celkem 
čtyřmi pevnými disky a třemi zařízeními formátu 5,25”. 
 
Konfigurace: 
 Procesor: Intel Xeon 5050 3.0 GHz 
 RAM: 3 GB DDRII 667 MHz 
 HDD: 2 x 3,5” 250 GB 7200 ot/min SATA 
            2 x 3,5” 1 TB 7200 ot/min SATA 
 Gr. karta: integrovaná ATI ES1000 32 MB 
 Porty: 1 x Sériový 
  1 x Gigabit RJ-45 Ethernet 
  1 x VGA, 
  6 x USB 2.0 
 
Záložní zdroje energie 
 Jsou použity celkem tři UPS, jedna je využívána serverem a druhé dvě pro 
napájení switche, v každém RACKu jedna. Všechny záložní zdroje energie jsou od 
společnosti CyberPower. 
 
2.5 Softwarové vybavení 
 
Klientské stanice 
 Většina počítačů je vybavena systémem Windows 7, který nabízí 
bezproblémovou podporu veškerého výukového software. Některé počítače disponují 
ještě systémem Windows XP, který je v dnešní době značně zastaralý a navíc mu k 8.4. 
2014 skončila podpora od společnosti Microsoft. Na stanicích není využíván emailový 
klient přes interní server. Zaměstnanci školy mají svůj email, přes doménu školy. Další 
software je především výukového charakteru a je totožný na všech počítačích. 
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Servery 
 Server běží na systému Microsoft Windows Server 2003, který je pouze 32 
bitový a z toho důvodu není možné dále rozšiřovat např. paměť RAM, jelikož její 
kapacita naráží na omezení plynoucí z 32 bitové architektury tohoto systému. Každý 
uživatel má vlastní přihlašovací údaje k tomuto serveru a disponuje 1 GB prostoru. 
Učitelský sbor a zaměstnanci mají, vzhledem k ohledu na jejich potřeby, větší prostor. 
 
2.6  Zálohovací mechanismy 
  
 Jak již bylo zmíněno výše, každý uživatel disponuje úložnou kapacitou 1GB, 
kterou spravují přímo na serveru. Tento prostor je na dnešní dobu poměrně malý, na 
druhou stranu, na dokumenty a soubory potřebné pro žáky, je tato hodnota plně 
dostačující. Velké prostory by byly nevyužity, nebo by podporovaly mimoškolní 
činnosti, které nejsou žádoucí. Díky takto omezenému prostou nejsou potřebná velká 
disková pole, ale celá záloha se vejde na 1 TB.  
 
 Zálohování probíhá poměrně jednoduchou formou. Každý den od pondělí do 
pátku vždy ve 21:00 probíhá zálohování. Tímto způsobem je vytvořeno pět po sobě 
jdoucích záloh. Každý týden dochází k přepsání jednotlivých záloh zálohami novými. 
Na serveru probíhá zrcadlení systému a souborů na druhý disk zapojený v RAID 1. Vše 
je prováděno automatizovaně za pomocí nástrojů integrovaných ve Windows server 
2003, konkrétně jde o program Windows server 2003 backup. Tento program nabízí 
jednoduchý způsob zálohování. 
 
 Veškeré zálohy jsou uloženy na QNAP serveru. Který je jediným úložištěm 
záloh a je velmi zranitelným místem. V případě pádu serveru a poškození obou disků v 
poli je tento QNAP jedinou možností na obnovu dat prakticky všech uživatelů na škole. 
QNAP je navíc nevhodně umístěn ve stejné místnosti jako server. V případě živelné 
pohromy nebo násilného vniknutí jsou ohrožena veškerá data, kterými škola disponuje. 
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3 VLASTNÍ NÁVRHY ŘEŠENÍ 
 
 Dále budu popisovat jednotlivá řešení na vylepšení zálohovacího systému školy. 
Tato řešení vychází z předchozích kapitol této práce, ve kterých jsem se zabýval 
teoretickou stránkou a analýzou současného stavu.  
 
3.1 Požadavky ZŠ Hradská 
 
 Základní škola bude v letošním roce modernizovat server. Na současném serveru 
běží systém Microsoft Windows Server 2003. Po modernizaci by měl nový server 
fungovat na Microsoft Windows Server 2013.  
 V následujícím roce by mělo dojít k modernizaci zálohovacího systému a 
úložiště archivovaných dat. Celý systém zálohování by měl vyjít maximálně na 
240 000 Kč bez DPH. Základním požadavkem je kompatibilita celého řešení s novým 
serverem, tím pádem s Microsoft Windows Server 2013. Celý proces zálohování by měl 
být plně automatický a fyzicky oddělený od hlavního serveru.  
 
3.2 Možnosti řešení 
 
 Pro potřeby školního zálohování je možné vybrat z několika způsobů 
zálohovacích mechanismů. Níže jsem popsal čtyři metody používané ve společnostech 
podobné velikosti. Následně jsem vybral dvě z nich, které jsou dle mého názoru 
nejvhodnější pro daný účel a proto bych je doporučil. 
 
Řešení D2D 
 Ukládání záloh z jednoho disku na druhý je využíváno v současném systému 
školy. Bylo by možné nahradit současné řešení pouze diskovým systémem, který by byl 
zapojen do určitého pole RAID a tím by došlo k většímu zabezpečení dat. Zároveň 
s větší kapacitou pole by se naskytl prostor pro více záloh a jejich delší uchovávání. 
Výhodou tohoto systému je nízká cena, dobrá úroveň zabezpečení a v případě pádu i 
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rychlá obnova dat. Bohužel takový systém funguje na magnetických discích, které 
nejsou nejspolehlivější. Tomuto problému by mělo pomoct zapojení do pole RAID, 
které se však může rovněž poškodit. 
 
Výhody 
- nízká cena 
- snadná implementace 
- jednoduchý způsob uchování záloh 
- rychlá obnova dat při použití vyspělého přenosového rozhraní 
 
Nevýhody 
- nízká bezpečnost zálohovaných dat 
- nižší spolehlivost magnetických disků 
- u levných disků nízká přenosová rychlost ethernetového rozhraní 
 
Řešení D2T 
 Další možností jak účinně zálohovat svá data je použití páskové mechaniky. 
Tato mechanika nahrazuje druhý disk, na který ukládáme zálohy. Bohužel toto řešení je 
velmi nevhodné pro každodenní ukládání dat, které škola potřebuje. Každý den se na 
diskovém úložišti data mění, jelikož je celý prostor využíván žáky pro jejich studijní 
účely. V případě každodenního nasazení tohoto systému by došlo k velmi rychlému 
opotřebení páskových kazet a byla by nutná jejich častá výměna. Pásková mechanika by 
byla vhodná na dlouhodobější archivaci, případně na zálohování jednou týdně, či 
měsíčně. Obnovení dat je poměrně pomalé, protože data jsou čtena postupným 
převíjením. Mohlo by tedy dojít k problému, kdy by na určitý čas byl nefunkční celý 
server, než by došlo k jeho obnově. 
Výhody 
- Životnost dat na pásce 
- Přehledný způsob zálohování 
- Možnost automatického měnění pásek v autoloaderu 
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- Kapacita páskových kazet 
Nevýhody 
- Omezený počet průchodů páskou 
- Rychlost čtení z pásky 
- Nevhodné pro každodenní zálohování 
 
D2D2T 
 Tento způsob zálohování v sobě slučuje to nejlepší z možnosti D2D a D2T je to 
kombinace, která je vhodná tam, kde je třeba častého zálohování a je kladen důraz na 
bezpečnost uložených dat. Každodenní zálohování je možné provádět pouze na diskové 
pole a v určitých intervalech zálohovat kompletní diskový systém na páskovou 
mechaniku. Díky tomu je možné zachycovat každodenní změny na serveru a zároveň 
dlouhodobě uchovávat zálohy dat, pro případnou obnovu. Navíc obě zařízení můžou být 
umístěna na různých místech, čímž stoupá bezpečnost a ochrana dat proti fyzickému 
odcizení. 
Výhody 
- Bezpečnost uložených dat 
- Spolehlivost systému 
- Mnoho způsobů zálohování 
- Rychlost obnovy dat z diskového systému 
Nevýhody 
- Cena 
- Složitější implementace 
- Pomalejší obnova dat z pásky 
- Prostorové nároky 
 
D2D2C 
 Posledním způsobem jak se chránit proti ztrátě dat je metoda ukládání z disku na 
diskové pole a následně na externí síťový disk, případně na cloudové řešení od nějaké 
firmy. Tento způsob je pro potřeby školy rovněž vhodný, jelikož  funguje na podobném 
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principu jako systém D2D2T, jen pásková mechanika je nahrazena síťovým diskem. 
Výhodou je rapidní snížení ceny oproti páskové knihovně a zachování vysoké 
bezpečnosti. Škola by mohla využít externího poskytovatele cloudových služeb, kde je 
však riziko v podobě kvality přenosu dat. Data jsou přenášena internetovým protokolem 
a může dojít k jejich odcizení. Pokud by bylo využito vlastního externího zařízení, která 
jsou dnes dobře dostupná, došlo by ke zvýšení bezpečnosti uložených dat a zároveň ke 
snížení nákladů na pořízení celého řešení. Nevýhodou je použití pouze magnetických 
disků a tím větší pravděpodobnost ztráty dat. 
Výhody 
- Dobrá úroveň bezpečnosti dat 
- Nižší cena než v případě D2D2T 
- Rychlost obnovy dat z diskového systému 
- Oddělené umístění diskového systému a síťového úložiště 
Nevýhody 
- Použití pouze magnetických disků 
- Bezpečnost internetového protokolu 
- Rychlost přenosu u síťového úložiště 
- Nižší spolehlivost než v případě D2D2T 
 
 Škola disponuje poměrně velkým rozpočtem a zároveň chce, aby byla zajištěna 
vysoká bezpečnost ukládaných dat. Data by se měla ukládat každý den. Z tohoto 
důvodu navrhuji použití systému D2D2T, nebo případně D2D2C. Obě řešení jsem níže 
detailně rozebral včetně použití konkrétního hardware a software. 
 
3.3 Vlastní řešení 
 
 V této části popisuji první variantu řešení, která je vhodná pro potřeby školy. 
Jedná se o systém D2D2T. 
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3.3.1 Použitý hardware 
 Zde je podrobně rozepsán použitý hardware pro variantu řešení D2D2T, jedná se 
o systém, který plně odpovídá požadavkům školy. 
  
D2D systém 
 Rozhodl jsem se zvolit jedno z řešení od společnosti HP. Jedná se o D2D (Disc 
to Disc) systém, konkrétně jde o model HP D2D2504i Backup System. Tento systém 
obsahuje čtyři pevné disky, každý z kapacitou 1 TB. Celková kapacita je tedy 4 TB. 
Reálně využitelná kapacita je 3TB. Zařízení může fungovat v módu RAID 5, nebo 
případně RAID 6. Propojení se serverem je zajištěno pomocí SCSI řadiče, který 
disponuje přenosovou rychlostí 425 GB/h. Celý proces zálohování může probíhat plně 
automatizovaně. Velkou výhodou tohoto systému je možnost deduplikace dat, což 
výrazně šetří využité místo na disku, jelikož nikdy neukládáme stejná data dvakrát, ale 
pouze jednou. V případě opakovaného nahrávání stejných dat pouze odkazujeme na 
data původní. HP D2D2504i dokáže emulovat až 348 páskových kazet a páskové 
autoloadery standartu LTO-2 až LTO-5. 
 
Konfigurace: 
 Kapacita: 4TB RAW, 3TB reálně použitelná 
 Počet disků: 4x 1TB SATA 7200 ot/min 
 Disková pole: RAID 5 a 6 
 Technologie: Deduplikace HP StoreOnce 
 Rozhraní: 1Gb SCSI 425GB/h 
 
Obrázek č. 18: HP D2D2504i 
(Zdroj: [21]) 
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Pásková knihovna 
 Páskový autoloader nemusí dosahovat, co nejvyšší rychlosti, protože server je 
napojen přímo na D2D systém. Díky tomu můžeme použít levnější řešení, protože 
přenosová rychlost mezi HP D2D2504i a páskovou knihovnou nijak nezatěžuje server 
a navíc probíhá naprosto samostatně a nezávisle na zálohování dat ze serveru. D2D 
systém je od společnosti HP, za vhodné považuji využít páskovou mechaniku od stejné 
společnosti. Bude tak dosaženo optimální kompatibility a vzájemného sladění obou 
zařízení. 
  Zvolil jsem proto autoloader HP 1/8 G2 Ultrium 1760. Tento systém obsahuje 
8 slotů na páskové kazety a jednu mechaniku. Výměna kazet probíhá plně 
automatizovaně za pomoci robotického mechanismu, který vždy připraví potřebnou 
kazetu na základě čárového kódu. Mechanika je technologie LTO-4. Jedna páska díky 
tomu pojme 800 GB dat před kompresí a 1,6 TB dat po kompresi. Celková kapacita 
může tedy dosáhnout při plném obsazení 12,8 TB dat při kompresi a 6,4 TB dat bez 
komprese. Tyto hodnoty jsou dle mého názoru naprosto dostačující pro potřeby školy. 
Výrobce garantuje životnost dat 15-30 let a možnost zhruba 260 plných záznamů na 
pásku. Každá páska disponuje funkcí aktivního čištění hlav a automatickou 
diagnostikou. 
 
Konfigurace: 
 Jednotka: LTO-4 Ultrium 
 Kapacita: 6,4 TB nekomprimovaných dat a 12,8 TB dat po kompresi 
 Počet slotů: 8x slot na magnetickou pásku 
 Počet mechanik: 1 
 Rozhraní: Ultra320 LVD SCSI 
 Šifrování: 256 bit AES 
Obrázek č. 19: HP 1/8 G2 Ultrium 1760 
(Zdroj: [22]) 
43 
 
3.3.2 Software 
 
 Proces zálohování není jen o kvalitním hardwaru, ale jde ruku v ruce i se 
softwarem, který zálohování zajišťuje. K dispozici jsou jak řešení volně dostupná, tak 
poměrně složité programy zajišťující kvalitní zálohování. Jako základní řešení můžeme 
použít přímo software dodávaný spolu s Windows Server a to Windows Server backup, 
nebo je možné použít software HP Data Protector Express backup and recovery, který je 
dodáván spolu s páskovou mechanikou. K nim doplním pro porovnání ještě vhodnou 
alternativu v podobě softwaru od konkurenční společnosti Acronis. Konkrétně software 
určený pro zálohování serverů na platformě Windows.  
 
Microsoft Server Backup 
 Jde o software, který je součástí Microsoft Windows Server a je jednou ze 
základních aplikací pro zálohování. Tento software je používán i v současném systému 
školy. Jeho výhodou je jednoduché rozhraní a uživatelsky přívětivý průvodce, který 
správce serveru provede krok po kroku jednotlivými nastaveními. Tento průvodce se 
uplatní jak při zálohování, tak i při obnově poškozených dat. Program umožňuje 
nastavení záloh do pravidelných intervalů, ať už jde o zálohování jednou týdně, či 
každou hodinu. V případě obnovování systému je možné vybírat mezi složkami, 
soubory, popřípadě kompletní obnovou za použití celé zálohy serveru. K zálohám je 
možný přístup jak lokálně, tak vzdáleně, což je vhodné zejména pro externího správce 
sítě. 
 
HP Data Protector Express backup and recovery 
 Tento software je dodáván spolu s páskovou mechanikou od společnosti HP. Na 
CD se nachází zkušební 60-ti denní varianta a poté je nutné zaplatit licenci. Cena jedné 
licence se odvíjí od počtu serverů, na kterých bude zálohování probíhat. Velkou 
výhodou tohoto řešení je jeho vývoj v jedné společnosti spolu s mechanikou. Díky tomu 
jsou zajištěny veškeré funkce a je možno využívat všechny schopnosti páskové 
mechaniky i zálohovacího systému D2D. Jeho výhodou je snadné použití a jednoduchá 
obsluha. Tento software umožňuje plně automatické zálohování dat typu D2D2T s 
možností obnovy dat přímo z pásky. Navíc v případě pádu je možná obnova za pomoci 
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jednoho tlačítka tzv. HP One Button Disaster Recovery. Software provádí i kontroly 
uložených dat a je plně kompatibilní se systémem Windows i Linux. 
 
Acronis Backup & Recovery 11.5 Advanced Server for Windows 
 Třetí alternativou je software od společnosti Acronis v poslední verzi 11.5. Tato 
společnost se specializuje na problematiku zálohování a nabízí komplexní řešení pro 
kohokoliv, od malých firem, až po nadnárodní společnosti. Software podporuje servery 
na platformě Windows i Linux. Zálohování je možné provádět plně automatizovaně v 
nastavených intervalech. Program podporuje ukládání jak na disky, tak na páskové 
mechaniky. Zároveň je možné přímé vyhledávání souborů v zálohách a navíc funkce 
deduplikace potlačuje ukládání stejných souborů, což šetří kapacitu diskového pole a v 
případě obnovy dochází i ke značnému urychlení tohoto procesu. 
 
3.3.3 Způsob zálohování 
 
 Celý proces zálohování bude probíhat plně automatizovaně a to tím způsobem, 
že každý den od pondělí do pátku v nočních hodinách proběhne záloha na diskové pole 
formou přírůstku oproti předchozímu dni. Tento způsob je datově nejefektivnější. Poté 
vždy po dokončení poslední zálohy proběhne jednou týdně ukládání rozdílové zálohy za 
celý týden na diskové pole a poté následně na pásku. Navíc jednou měsíčně by se 
prováděla úplná záloha serveru na D2D systém a ta by se přenesla na pásku pro 
příslušný měsíc. 
 
Zálohování na diskový systém 
 Na diskové pole se bude ukládat průběžně každý den v týdnu ve večerních 
hodinách, kdy se ve škole nikdo nenachází a všechny počítače jsou nečinné. 
 
 Denní záloha bude probíhat vždy v nočních hodinách. Ukládat se budou 
přírůstky každý den od pondělí do pátku. Zároveň bude probíhat deduplikace z důvodu 
značné úspory objemu dat. Tento způsob nám zajistí neustálou aktuálnost zálohovaných 
dat a možnost obnovit data po jednom dnu. 
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 Týdenní záloha bude probíhat na konci týdne po připsání poslední přírůstkové 
zálohy. Obsažena v ní budou data za celý týden od poslední týdenní zálohy. Záloha 
bude vedena jako rozdílová. Bylo by možné tvořit i přírůstkovou zálohu, ale pro větší 
bezpečnost dat bych použil rozdílovou, která vždy zachytí veškeré změny oproti 
poslední plné záloze. Data se poté budou nahrávat na páskovou mechaniku, je možné 
tento proces vynechat, avšak klesá bezpečnost dat 
 
 Měsíční záloha bude probíhat vždy jednou za čtyři týdny a proběhne až po 
dokončení poslední rozdílové týdenní zálohy. Tato záloha bude vedena jako úplná a 
budou v ní veškerá data od poslední úplné zálohy. Data budou poté uložena na pásku, 
která bude zapojena pro aktuální měsíc. Proces bude probíhat o víkendu, kdy ve škole 
není nikdo celé dva dny a je proto dostatek času pro průběh zálohování. 
 
Zálohování na páskovou mechaniku 
 Jelikož pásková mechanika má kapacitu 8 pásek, budou data archivována 
maximálně 8 měsíců, případně by bylo nutné vždy jednou za osm měsíců provézt 
obměnu čtyř pásek za jiné. Tím by bylo dosaženo zachování záloh  po dobu jednoho 
roku. Na pásky se budou ukládat každý týden rozdílové zálohy a jednou měsíčně zálohy 
úplné. Maximální kapacita páskové mechaniky je 8x800 GB bez komprese a nebo až 
8x1,6 TB s kompresí. Vzhledem k velikosti diskového pole jsou tyto kapacity značně 
naddimenzovány a zajišťují dobrou perspektivu systému i do budoucna. 
 
 Denní záloha nebude v případě páskové mechaniky probíhat vůbec. Zbytečně 
by docházelo k opotřebení a zaplňování pásky. Z hlediska bezpečnosti by přínos nebyl 
nikterak velký, denní zálohy jsou uloženy na diskovém poli, které samo o sobě zajišťuje 
dostatečnou bezpečnost. Navíc pásková mechanika slouží k dlouhodobé archivaci dat, 
než k neustálému přepisování. 
 
 Týdenní záloha, která bude vedena jako rozdílová, se bude provádět vždy 
jednou týdně po dokončení poslední přírůstkové zálohy na diskové pole. Tato záloha 
bude vždy zachycovat rozdíl oproti poslední plné záloze. 
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 Měsíční záloha proběhne jako úplná záloha  bude probíhat vždy o víkendu. Data 
budou nahrána na pásku po dokončení úplné zálohy na diskové pole. Díky tomu 
budeme mít vždy pro každý měsíc uložený kompletní obraz serveru a bude možné 
obnovit v případě pádu celý server až osm měsíců zpětně. 
 
Další zabezpečení 
 Pásková mechanika by měla být umístěna na jiném místě než se nachází diskové 
pole. Je to z důvodu ochrany před odcizením, případně před živelnou pohromou. Místo 
uložení páskové mechaniky i diskového pole by mělo být nějakým způsobem 
zabezpečeno a chráněno proti vnějším vlivům. Všechna data na páskách je navíc možné 
šifrovat, k odcizení může dojít nejen fyzicky. 256 bit AES šifrování je na dnešní dobu 
dostačující, prolomení klíče  hrubou silou (metoda hádání hesel) by trvala tak dlouhou 
dobu, že by pravděpodobně informace pozbyla platnosti, nebo aktuálnosti. Jedná se o 
symetrickou šifru, která je založena na jednom klíči. 
 
Obnovování dat 
 V případě poškození, pádu, nebo ztrátě dat je nutné informace zpětně obnovit. 
Toto řešení umožňuje obnovovat data z předchozích dnů, týdnů nebo měsíců. Data je 
možné obnovovat jak z diskového pole, tak z páskové mechaniky. Rychlejším 
způsobem je obnovení z diskového pole, které oproti páskové mechanice umožňuje 
obnovit data i z předchozího dne. Pokud není možnost tato data obnovit, je k dispozici 
pásková mechanika, kde jsou na jednotlivých páskách, rozdělených po měsíci, uloženy 
měsíční a týdenní zálohy. Tento proces je pomalejší, jelikož z páskové mechaniky je 
čteno postupným převíjením (sekvenční přístup) a není možný náhodný přístup jako 
v případě pevného disku. 
 
Shrnutí  
 První návrh zálohování nabízí jednu z nejbezpečnějších možností jak ochránit 
svá data. Výhodou je vysoká rychlost, díky ukládání na diskové pole připojené přes 
SCSI rozhraní. Diskové pole je zapojené do RAID 5 nebo 6. V případě výpadku 
nějakého z disků jsme schopni dopočítat data díky paritním informacím a samozřejmě 
při pádu paritního disku máme k dispozici čisté informace. Pokud by z nějakého důvodu 
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došlo k poškození celého diskového pole, jsou data pravidelně ukládána na páskovou 
mechaniku. Zde se zálohy archivují minimálně 8 měsíců. 
  
 Návrh tohoto řešení zajistí automatický proces zálohování, bez nutnosti 
jakéhokoliv zásahu správce. Pokud by se škola rozhodla ukládat zálohy po dobu 
jednoho roku, je nutné pouze jednou v roce po osmi měsících vyjmout čtyři pásky a 
nahradit je čtyřmi novými. Tento proces však není nutný a plně automatický proces 
uchovává zálohy po dobu osmi měsíců. Celý systém je samozřejmě možné spravovat 
jak lokálně, tak vzdáleně díky použitému software. Osobně bych volil software HP Data 
Protector Express backup and recovery. Tento software zajistí plně automatické 
zálohování a zároveň maximální využití zálohovacího mechanismu. Každé zařízení 
bude pro případ výpadku proudu vybaveno vlastní UPS, aby bylo možné dokončit vždy 
aktuálně probíhanou zálohu. 
 
3.4 Druhá možnost řešení 
 
 Druhou možností jak řešit zálohovací systém je nahradit páskovou mechaniku 
cloudovým zařízením. V takovém případě by nám vznikl systém D2D2C (disc to disc to 
cloud) toto řešení by bylo rovněž velmi bezpečné, avšak životnost uložených dat by se 
snížila. Na druhou stranu by došlo k značné finanční úspoře, jelikož externí síťové 
úložiště je dnes poměrně dostupné. 
 
3.4.1 Použitý hardware 
 
 V této části se věnuji hardwaru druhého řešení zálohovacího systému, kde došlo 
k nahrazení páskové mechaniky cloudovým úložištěm.  
 
D2D systém 
 V tomto návrhu bych použil stejný systém jako v předchozím řešení, konkrétně 
HP D2D2504i popsaný v podkapitole 3.3.1 v odstavci D2D Systém. Zařízení je dle 
mého názoru plně dostačující i v tomto případě a proto bych jej neměnil. 
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Cloudové uložiště 
 Využívání cloudových úložišť je v dnešní době velmi moderní způsob 
zabezpečení dat, který však naráží na problém jejich bezpečného přenosu. V tomto 
případě bych zvolil externí síťový disk, který je cenově poměrně dostupný a navíc 
nabízí snadnou zálohu dat z D2D systému. Došlo by ke snížení celkových nákladů na 
zálohovací systém při zajištění dobré úrovně bezpečnosti dat. 
 
 Zvolil jsem Western Digital My Cloud EX4, který nabízí čtveřici disků s 
kapacitou 4 TB, výsledná kapacita je maximálně 16TB, což je kapacita srovnatelná s 
páskovou mechanikou popsanou v předchozím řešení při obsazení osmi páskami. Jeho 
cena je prakticky třetinová cena oproti páskové mechanice. Čtveřice disků je 
vyměnitelná za provozu, takže je možné i příslušné disky kombinovat jako v případě 
páskové mechaniky. Zařízení rovněž podporuje zapojení disků do pole RAID a to ve 
variantě 0,1,5 nebo 10. Pro potřeby zálohování z diskového pole od společnosti HP 
bych však další pole RAID nevyužíval. 
 
Konfigurace: 
 Kapacita: 16TB 
 Počet disků: 4x 4TB SATA II 7200 ot/min 
 Disková pole: RAID 0,1,5 a 10 
 Rozhraní: 2x GLAN, 2x USB 3.0 
 
 
 
 
 
 
 
 
 
 
Obrázek č. 20: Western Digital My Cloud EX4 
(Zdroj: [23]) 
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3.4.2 Software 
 
 V tomto řešení bych použil rovněž software, který je popsán v kapitole 3.3.2 
Software, všechny popsané programy nabízí možnost využití následného ukládání 
z diskového pole na další externí síťové úložiště a zajišťují plně automatické zálohování 
s množstvím pokročilých funkcí. 
 
3.4.3 Způsob zálohování 
 
 Zálohování na diskové pole by probíhalo nezměněným způsobem jako v případě 
prvního řešení. Rovněž by šlo o plně automatické zálohování, kdy by se na diskové pole 
ukládalo každý den formou přírůstkové zálohy. Poté by se vždy po dokončení 
posledního přírůstku provedla záloha rozdílová a o víkendu by došlo k záloze úplné. 
 
Zálohování na síťový disk 
 Na síťový disk je nevhodné ukládat data každý den a to z důvodu malé rychlosti 
přenosu, který zabezpečuje gigabitový ethernet. Proto je síťový disk použit jako zařízení 
k dlouhodobější archivaci dat. 
 
 Týdenní zálohy by probíhaly formou rozdílových záloh. Po provedení poslední 
zálohy na diskové pole dojde k vytvoření rozdílové zálohy, která by se následně 
přenesla na externí síťový disk. Tato procedura by probíhala vždy z pátku na sobotu 
v noci, kdy je škola prázdná. 
 
 Měsíční zálohy by byly úplné a probíhaly by vždy po připsání poslední 
rozdílové zálohy do síťového disku. Je možné využít pro každý měsíc zvlášť jeden disk, 
díky tomu by bylo dosaženo uchovávání záloh po dobu čtyř měsíců. V případě potřeby 
by bylo možné disky průběžně jednou za čtyři měsíce vyměnit, čímž by se navýšil počet 
měsíců, po které jsou uchovávány zálohy. V závislosti na velikosti jednotlivých úplných 
záloh se dají disky střídat po dvou měsících. Uchování záloh  se tak prodlouží ze čtyř na 
osm měsíců bez nutnosti měnit disky v zařízení. 
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Další zabezpečení 
 Externí síťový disk by se měl nacházet na bezpečném místě odděleně od 
diskového pole jako je tomu v případě páskové mechaniky. Pokud by tomu tak nebylo 
celé řešení by postrádalo smysl. I zde je možnost data ukládat v šifrované formě a 
důležité je zabezpečit spolehlivý přenos pomocí gigabitové LAN.  
 
Obnovování dat 
 Pokud probíhá obnovování dat z diskového systému, pak pro něj platí stejná 
pravidla jako v případě prvního řešení. Budeme-li obnovovat data ze síťového disku, 
pak je třeba počítat s delším časem obnovy, než v případě páskové mechaniky. Na vinně 
je pomalejší datové připojení prostřednictvím gigabitového ethernetu. 
 
Shrnutí 
 Tento způsob uchování záloh je rovněž velmi bezpečnou formou jak ochránit 
naše data proti případnému poškození či jinému vlivu. Není natolik bezpečný jako 
v případě použití páskové mechaniky, avšak nabízí o mnoho přijatelnější cenu při 
prakticky totožné kapacitě úložiště. Bezpečnost celého systému je možno navýšit u 
síťového disku za pomoci některého z RAID polí, čímž nám ale klesne výsledná 
kapacita řešení. Pokud bychom byli ochotni disky jednou za několik měsíců vyměnit, 
pak je možné uchovat data mnohem déle. Vzhledem k použitému softwaru probíhá celý 
proces automatizovaně a není nutné ho jakkoliv spravovat. Samozřejmě i v tomto řešení 
je umožněn vzdálený přístup, jako u první varianty. Nevýhodou může být delší čas 
potřebný pro obnovu při pádu diskového pole. Škola však nefunguje nepřetržitě a o 
víkendech je k dispozici více než 48 hodin času na případnou obnovu. 
 
3.5 Porovnání obou řešení 
 
 Obě řešení zajišťují dostatečnou bezpečnost, avšak v případě použití páskové 
mechaniky jde o lepší způsob zabezpečení dat, především kvůli rychlosti a životnosti 
páskového autoloaderu. Díky těmto návrhům je plně zautomatizován celý proces 
zálohování a zálohy jsou uchovávány déle než jeden týden, jak tomu bylo u současného 
systému. Zvýšená kapacita rovněž poskytuje více možností zálohování a uchování 
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většího objemu dat, než nyní. Bezpečnost dat je zajištěna přes diskové pole a následně 
přes druhé zařízení k němu připojené. Pokud dojde k pádu některého zařízení vždy je 
možno data zpětně obnovit a to již od předchozího dne.  
 
Návrh č.1 
 Prvním návrhem je D2D systém spojený s páskovou knihovnou, obě řešení od 
společnosti HP. Toto řešení poskytuje plně automatický zálohovací mechanismus 
s velmi krátkou dobou obnovy. Proti návrhu č. 2 nabízí větší spolehlivost páskové 
mechaniky a možnost rychlejší obnovy dat než za pomoci gigabitového ethernetu. 
Pásková knihovna je zhruba třikrát dražší než externí síťové úložiště. 
 
Návrh č.2 
 Druhý návrh využívá stejného D2D systému jako v prvním případě. Místo 
propojení s páskovou knihovnou je k němu připojeno síťové úložiště pomocí 
gigabitového ethernetu. Dochází tím pádem ke značnému snížení rychlosti přenosu. 
Toto snížení je však vykompenzováno podstatně nižší cenou zařízení oproti páskovému 
autoloaderu. Rychlost, kterou toto řešení obnovuje ze síťového úložiště výrazně 
neomezuje funkčnost řešení, protože škola není v provozu nepřetržitě. Časové prostory 
jsou větší a nároky na rychlost obnovy nejsou natolik velké. 
 
Výběr jednoho z řešení  
 I když je síťový disk připojený k D2D zařízení v návrhu dvě plně dostačující, 
volil bych řešení první. Pásková mechanika dokáže data uložit na podstatně delší dobu 
než je tomu u pevného disku a rychlost obnovy je na dobré úrovni i pro případ, že bude 
třeba rychle obnovovat data z pásky na diskové pole. Navíc obě zařízení jsou od stejné 
společnosti a při použití softwaru, který je dodáván spolu s páskovou mechanikou je 
zajištěna plná kompatibilita a maximální funkčnost celého systému zálohování.  
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3.6 Výhody oproti současnému systému 
 
 Současný systém nevyhovuje z hlediska bezpečnosti, kapacity i rychlosti. Mnou 
navržený systém splňuje zcela požadavky Základní školy Humpolec, Hradská 894, 
zároveň dojde k plnému zautomatizování celého procesu zálohování. Data budou 
bezpečně uložena a chráněna proti pádu a poškození. Dojde k navýšení doby jejich 
uložení a to z jednoho týdne na několik měsíců. V případě havárie nebo poškození dat 
bude umožněna rychlá obnova a znovu fungování celého systému. Zároveň dojde i 
k nárůstu kapacity úložiště záloh, které bude fungovat samostatně bez nároků na server. 
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ZÁVĚR 
 
 Cílem této bakalářské práce bylo navržení vhodného zálohovacího systému pro 
Základní školu Humpolec, Hradská 894, jejíž systém je již nedostačující. Celé 
zpracování vychází z teoretických poznatků, které jsou čerpány z příslušné literatury a 
internetových zdrojů. Druhou částí práce je analýza současného stavu, ta byla sestavena 
ve spolupráci se správcem sítě. Z analýzy jsou patrné nedostatky celého systému a  
určitý prostor pro vylepšení. V návrhové části jsem zvolil variantu, která mi připadala 
nejvhodnější pro dané účely. Poté jsem první návrh doplnil o určitou modifikaci, kdy 
došlo k záměně páskové jednotky za síťové úložiště. Oba návrhy jsem následně 
porovnal a vyzdvihl jejich klady i zápory. Celé řešení bylo vytvořeno na základě 
požadavků školy a poznatků v oblasti zálohování dat. Návrh je dle mého názoru velmi 
perspektivní a zajišťuje vysokou úroveň bezpečnosti ukládaných dat. Věřím, že mnou 
vytvořené varianty jsou vhodné pro zálohování ve školním prostředí a tím bylo 
dosaženo naplnění cíle práce. Škola má v plánu příští rok systém modernizovat, kterou 
variantu a do jaké míry využijí již závisí na kompetentních osobách ve vedení školy. 
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