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We have addressed the role of electronic correlations in different kind of band insulators by using
two orbital Hubbard model within dynamical mean-field theory (DMFT). We have derived exact
results for a single-particle spectral function at Fermi level within DMFT. Our numerical results
calculated using impurity solvers namely, hybridization expansion continuous time quantum Monte-
Carlo (HY-CTQMC) and multi-orbital iterative perturbation theory (MO-IPT) corroborated with
our predicted analytical results.
I. INTRODUCTION
The recent discovery of interaction-driven topological
phases1–4, such as, fractional quantum-Hall states, spin-
liquids, Kondo-insulators and bosonic topological phases
has created a huge interest in, otherwise considered to be
mundane, band insulators. Some questions of fundamen-
tal interest in band insulators are: how do correlations
drive a band insulator into a metal and a Mott insu-
lator(MI) and are correlated band insulators fundamen-
tally different from simple band insulators which have
identical charge and spin excitation gaps? Theoretically
these issues have been addressed in all dimensions, from
one to infinity, by various studies of model Hamiltonians
such as the ionic Hubbard model5–14, a two-sublattice
model with inter-orbital hybridization15,16, a two-band
Hubbard model with crystal field splitting17 and a bi-
layer model with two identical Hubbard planes18–22.
The ionic Hubbard model, which comprises a two-
sublattice system having orbital energies, V and −V with
a local Coulomb repulsion, drew a lot of attention after
the pioneering work by Arti Garg et. al.,8, which showed
that correlations can turn a band insulator into a metal
and for higher interaction strengths, U , into a Mott in-
sulator. The U − V phase diagram, found through a
iterated perturbation theory (IPT) solution of the self-
consistent impurity problem within dynamical mean field
theory (DMFT), exhibited a finite metallic region, which
transformed into a line at large U and V , as should be
the case in the exactly known atomic limit. Later studies
using a modified form of IPT, and numerical renormal-
ization group at zero temperature (T = 0), and a contin-
uous time quantum Monte-Carlo (CTQMC) study, while
confirming the existence of an intervening metallic phase,
were not in agreement about the extent of the metallic
region. Furthermore, one could ask if there exist param-
eters other then interaction strength, that could induce
metallicity in band insulators, and what would be the
interplay of interactions with such an athermal param-
eter. In this work, we have reconciled the results from
the IPT and CTQMC studies, while also answering the
latter question within a two orbital Hubbard model with
on-site repulsion, U , between electrons of opposite spin.
The novelty of our model is embodied by a parameter
“x ∈ [0, 1]” which may be interpreted as the degree of
ionicity, while 1 − x is concomitantly interpreted as the
degree of covalency. Such a parametrization permits us
to explore the interplay of ionicity and covalency in in-
teracting band insulators. So for x = 1, we obtain purely
ionic band insulators8 while for x = 0, the model re-
duces to purely covalent band insulators15. An investi-
gation of correlations in polar-covalent insulators is im-
portant in its own right. The characteristic signature of
the charge gap in these insulators is an order of few meV
and given by inter-orbital hybridization between partially
filled bands15,23. The canonical example of covalent band
insulators are FeSi and FeSb2
24,25. The temperature evo-
lution of charge gap in these systems closes at low tem-
perature relative to gap size and the spectral weight in
the optical conductivity transfer to high-frequencies (≈ 1
eV) above the gap edge. These two features strongly de-
termine the role of electronic correlations in the covalent
band insulators.
The interaction driven metallic region found in Ref8
for the purely ionic Hubbard model is shown analytically
to be just a line of measure zero in the U − V plane.
One of the main findings is that, while the two extremes
of x = 0 and x = 1 are indeed band insulators, albeit
of different kinds, the x = 0.5 turns out to be a metal
even in the non-interacting case. Further, the metal at
U = 0 turns into a correlated band insulator even for in-
finitesimal interactions, and a re-entrant metallic phase
is found at higher interactions, beyond which a Mott in-
sulator is obtained. We find a rich phase diagram in the
U − T plane that is strongly dependent on the degree of
covalency (or ionicity).
This chapter is organized as follows: In Sec. II, we de-
fine the model and methods chosen to study correlation
effects in different kinds of band insulators. In Sec. III,
first we discuss the analytical results at zero and finite
temperatures and then we present and discuss our nu-
merical results. Finally, in Sec. IV, we present our con-
clusions.
II. MODELS AND METHODS
We have considered a two orbital Hubbard model with
a local Coulomb interaction between two electrons of op-
posite spin on same orbital. In the second quantized
ar
X
iv
:1
90
7.
00
76
1v
2 
 [c
on
d-
ma
t.s
tr-
el]
  4
 Ju
l 2
01
9
2notation, the Hamiltonian reads,
H = −µ
∑
iασ
nˆiασ +
∑
ijαβσ
tαβij (c
†
iασcjβσ + h.c)
+
∑
iασ
U
2
nˆiασnˆiασ¯ (1)
=
∑
kσ
(
c†kAσ c
†
kBσ
)
Hσ(k)
(
ckAσ
ckBσ
)
+
∑
iασ
U
2
nˆiασnˆiασ¯ (2)
where c†iασ(ciασ) creates (annihilates) an electron at lat-
tice site i, in orbital α = A/B with Sz eigenvalue σ.
We set the chemical potential µ = U2 so that each unit
cell has a total average occupancy of 2 (i.e. half filling).
The unit cell thus consists of two orbitals A and B. An
equivalent interpretation is the consideration of sublat-
tices A, B. The latter is usually chosen for the ionic Hub-
bard model. In the equation (2), Hσ(k) comprises orbital
energies, intra-unit-cell hybridization and nearest neigh-
bour inter-unit-cell hopping, namely
Hσ(k) = H
σ(k)intra + H
σ(k)inter .
We are mainly interested in local single particle electron
dynamics, which is given by the momentum sum of the
lattice Green’s function,
Gσ(ω
+) =
∑
k
[
(ω+ + µ)I−Hσ(k)−Σσ(k, ω+)
]−1
,
(3)
where ω+ = ω+ iη and η → 0+, and I is the identity ma-
trix. We have calculated the local single particle propa-
gators within the DMFT framework, wherein the single
particle irreducible self-energy Σσ(ω
+) is local, and will
be determined by solving the auxiliary Anderson impu-
rity model. The local, interacting Green’s function (equa-
tion (3)) may be related to the non-interacting Green’s
function G0σ(ω
+) through the Dyson equation:
G−10,σ(ω
+) = G−1σ (ω
+) + Σσ(ω
+) . (4)
We construct a non-interacting Hamiltonian Hσ(k) as an
interpolation between an ionic band insulator (IBI) and
a covalent insulator (CI) as follows:
Hσ(k, x) = HIBI + HCI
= x
(
∆ kσ
kσ −∆
)
+ (1− x)
(
˜kσ V
V −˜kσ
)
, (5)
where the IBI corresponds to x = 1, while the CI is
obtained at x = 0, hence x represents the fraction of
ionicity, while 1 − x represents covalency. In the IBI, a
two sublattice system has staggered ionic potentials ∆
and -∆ and and a k-dependent hybridization (kσ) be-
tween sites on sublattice 1 and 2. The CI is character-
ized by two semicircular bands having opposite sign of the
hopping parameter and a k-independent hybridization V .
The diagonal dispersion in the CI corresponds to intra-
band electron hopping, while the off-diagonal dispersion
in the IBI corresponds to inter-band electron hopping.
By varying the parameter x from 1 to 0, we can inter-
polate smoothly between a purely ionic limit (for x = 1)
and a purely covalent limit(x = 0). In other words, the
percentage of covalency in the ionic band insulator in-
creases as we decrease x from 1 to 0.
The motivation to build and study the above Hamil-
tonian is twofold: (a) There are three primary chem-
ical bonds namely ionic, covalent and metallic bonds.
But in practice, a perfect ionic bond does not exist,
i.e., any bond has a partial covalency. Quantifying the
covalency or the ionicity of a given bond is not with-
out ambiguities26,27. Depending upon the percentage
of covalency in the ionic bond, properties of the system
changes drastically26,27. Equation (5) is one the simplest
and of course, non-unique, ways of parametrizing a sys-
tem wherein the bonding has an ionic as well as covalent
character. (b) Another perspective from the view point
of real materials is that the non-interacting Hamiltonian
Hσ(k) could have both inter-unit cell and intra-unit cell
hybridizations, where inter-unit cell hopping is often ne-
glected in model calculations28.
Throughout the paper, we have considered the case
where V = ∆ and k = ˜k. Although these are specific
parameter choices, the results we obtain are quite general
and applicable to more general choices. The structure
of Hσ(k, x) determines the form of the impurity Greens
functions, which for orbital (or sublattice) 1 is given by,
G1σ(ω
+) =
∫
d
ζ2σ(ω
+, )ρ0()
ζ1σ(ω+, )ζ2σ(ω+, )− [V (1− x) + x]2 ,
(6)
where
ζ1σ(ω
+, ) = ω + iη + µ− [V x+ (1− x)]− Σ1σ(ω+) ,
ζ2σ(ω
+, ) = ω + iη + µ+ [V x+ (1− x)]− Σ2σ(ω+) ,
and ρ0() =
2
piD
√
1− (/D)2. D = 1 is our energy unit
and η → 0+ is the convergence factor. In the half-filling
case, the Hamiltonian has mirror type symmetry between
orbitals, which reflects in the impurity Green’s function
and self-energy in the following way,
G1σ(ω
+) = − [G2σ(−ω+)]∗ , (7)
Σ1σ(ω
+) = U − [Σ2σ(−ω+)]∗ . (8)
By using above self-energy symmetry relation, we can
readily show that,
ζ1σ(ω
+, ) = −[ζ2σ(−ω+, )]∗ , (9)
3then equation (6) can be written as,
G1σ(ω
+) =
∫
d
ζ∗1σ(−ω+, )ρ0()
ζ1σ(ω+, )ζ∗1σ(−ω+, )− [V (1− x) + x]2
.
(10)
Now we are going to present a few analytical results for
the density of states (DOS) at the Fermi level (ω = 0)
and subsequently, we will discuss our numerical results.
III. RESULTS AND DISCUSSION
One of the most interesting findings in the case of the
ionic Hubbard model was that correlations can turn a
band insulator into a metal. In general, the distinction
between a metal and insulator for clean systems, can be
made based on the low energy single-particle density of
states. So, in the following sub-section, we will analyse
the conditions for which the ω → 0 DOS is finite.
A. Analytical results: T = 0
In Ref.8, it was assumed that adiabatic continuity to
a corresponding non-interacting limit is maintained in
the correlated band insulator, as well as in the metal-
lic phase, until of course, a quantum phase transition
to the Mott insulator occurs. Following the same, we
have found the conditions for metallicity or insulating be-
haviour, provided a Fermi-liquid expansion of self-energy
holds, namely that Σ(ω)
ω→0→ Σ(0)+ω(1−1/Z)+O(ω2).
Then, the value of imaginary part of self-energy at zero
frequency is ImΣ1σ(0) = 0, and the corresponding den-
sity of states (DOS) D1σ(0) = − 1pi ImG1σ(0) is given by,
D1σ(0) =
∫
d ρ0()
η
pi
η2 + [Re(ζ1σ(0, ))]2 + [V (1− x) + x]2 ,
(11)
where η → 0+ and Re(ζ1σ(0, ))=[µ− (V x+ (1− x))−
ReΣ1σ(0)]. For a metallic system there should be a finite
DOS at the Fermi level, while in the case of insulators,
it should be zero. In the following sub-sections for dif-
ferent values of x, we are going to find the conditions for
existence of metallicity.
1. Ionic band insulator (x = 1)
By substituting x = 1 in equation (5), the non-
interacting Hσ(k, x)) reduces to:
Hσ(K) =
(
V k
k −V
)
. (12)
In literature this is often called an “ionic Hubbard model
(IHM)”, where there are two broad electronic bands with
staggered ionic potentials V and −V and kσ is the dis-
persion of the bands. The name ionic band insulator
suggests that the non-interacting excitation spectrum
(Ek =
√
2k + V
2) has a gap due to ionic potential (V ).
The DOS at the Fermi level is given by,
D1σ(0) =
∫
dρ0()
η
pi
[η2 + 2 + (µ− ReΣ1σ(0)− V )2] . (13)
By taking the limit η → 0+, we get
D1σ(0) =
∫
dρ0()δ
(√
2 + (µ− ReΣ1σ(0)− V )2
)
.
(14)
This expression states that if µ−ReΣ1σ(0)−V = 0 then
D1σ(0) = ρ0(0), else D1σ(0) = 0. For a fixed µ = U/2
and V , such a condition is never satisfied in the non-
interacting case (U = 0), while in the interacting case,
since the real part of the self-energy may be expected to
be a monotonically varying function of U , the condition
can only be satisfied for a specific U corresponding to a
given V . Thus, the metallic phase (where D1σ(0) 6= 0)
for the purely ionic band insulator (x = 1) exists only on
a single line, rather than a finite region in the V −U phase
diagram. Our numerical results validate this inference,
as shown later.
2. Covalent band insulator (x = 0)
In this limit, Hσ(k, x) can be written as,
Hσ(k) =
(
k V
V −k
)
. (15)
Systems defined by the above type of Hamiltonian have
been termed “Covalent band insulators” (CBI), where
two electronic bands with dispersion kσ, -kσ hybridize
through a k-independent hybridization(V ). The non-
interacting excitation spectrum (Ek =
√
2k + V
2) is
gapped due to the inter-orbital hybridization V (which
represents covalency). The opposite sign of the dispersion
of the two bands ensures a finite gap in non-interacting
excitation spectrum, Ek, for any value of V . The DOS at
the Fermi level, for x = 0, reduces to the following form
(following arguments similar to those for the ionic band
insulator),
D1σ(0) =
∫
dρ0()
η
pi
[η2 + V 2 + (µ− ReΣ1σ(0)− )2] . (16)
By taking the limit η → 0+, we get
D1σ(0) =
∫
dρ0()δ
(√
V 2 + (µ− ReΣ1σ(0)− )2
)
= 0 for any V 6= 0, (17)
4since the argument of the Dirac delta function is positive
definite. Thus for covalent band insulators, interactions
can not close the gap at T = 0, no matter how strong
they are, implying a complete absence of metallicity.
3. x = 0.5
The mixing parameter x = 0.5 corresponds to the case
where the ionicity and covalency are present in an equal
proportion and the structure of Hσ(k, x) is given by,
Hσ(k) =
1
2
(
V + kσ V + kσ
V + kσ −(V + kσ)
)
. (18)
The DOS at the Fermi level is given by,
D1σ(0) =
∫
dρ0()
η
pi
η2 + (+V )
2
4 + [µ− ReΣ1σ(0)− ( +V2 )]2
.
(19)
In the non-interacting case i.e., U = 0 (⇒ µ = 0 and
ReΣ1σ(0)=0),
D1σ(0) =
∫
dρ0()
η
pi
η2 + (+V )
2
2
, (20)
D1σ(0) =
∫
dρ0()δ
(
+ V√
2
)
= ρ0(−V )
√
2 ,
=
2
√
2
piD
√
1−
(−V
D
)2
. (21)
Thus, the DOS at the Fermi-level is finite even in the non-
interacting case, i.e., the ground state is a metal. This
can also be proven from the non-interacting excitation
spectrum (Ek =
√
2(k+V )), which is gapless. In order to
understand if the non-interacting metallic state survives
at a finite U , we go back to equation (19). The DOS at
Fermi-level is given by,
D1σ(0) =
∫
d ρ0()×
δ
√ (+ V )2
4
+
(
µ− ReΣ1σ(0)− (+ V )
2
)2 , (22)
which is finite only if |V | < D and U2 − ReΣ1σ(0) = 0.
Consider a weakly interacting system, where U → 0+.
Then, U2 − ReΣ1σ(0) 6= 0 since ReΣ1,σ(0) ≈ Un1σ 6= U2 .
Thus, the metallic phase exists only at U = 0, and
the system instantly becomes gapped for even an in-
finitesimal U . Thus apart from the non-interacting case,
we again get a band insulator, albeit correlated, for a
range of U values. With increasing U , U2 −ReΣ1σ(0) de-
creases, since n1,σ → 0.5. Thus, a second metallic phase,
which is correlated, must arise at a finite U value when
µ−ReΣ1σ(0) = 0. Thus, an interaction induced band in-
sulator sandwiched between two metallic phases emerges
due to local electronic correlations.
4. General case: 0.5 < x < 1.0 and 0 < x < 0.5
In the general case, the DOS at Fermi level is given by,
D1σ(0) =
∫
dρ0()δ (g()) , (23)
where
g() =
√
(V (1− x) + x)2 + (Re(ζ1σ(0, )))2 (24)
and Re(ζ1σ(0, )) = µ−ReΣ1σ(0)− (V x+ (1−x)). The
DOS at the Fermi level is finite only if g() = 0, which in
turn requires
 = −V 1− x
x
(25)
and µ− ReΣ1σ(0)− 2V
(
1− 1
2x
)
= 0. (26)
If equation (26) can be satisfied for some U , then the
DOS will be given by
D1σ(0) =
1√
x2 + (1− x)2
2
piD
√
1−
(
V (1− x)
Dx
)2
(27)
For a given x, whether equation (26) is satisfied or not
is completely decided by n1σ. For x > 0.5, if n1σ <
0.5, then ReΣ(0) ≈ Un1σ < U/2, and hence, U/2 −
ReΣ1σ(0) > 0 i.e. a specific U might exist which satisfies
the condition. If however, n1σ > 0.5 then for any U value
the condition is never met. For x < 1/2, the condition
µ−ReΣ(0) = −(1−2x)/x is never satisfied unless n1σ >
0.5.
B. Analytical results: T > 0
At low enough temperatures, the expression for Fermi-
liquid form of self energy is, ImΣ1σ(ω) ∝ −max(ω2+T 2).
Thus, equation (10) becomes
G1σ(0) =
∫
dρ0() ×
[iImΣ1σ(0) + Re(ζ
∗
1σ(0, ))]
[ImΣ1σ(0)]2 + [V (1− x) + x]2 + [Re(ζ∗1σ(0, ))]2
, (28)
and the corresponding DOS is
D1σ(0) =
∫
d ρ0()×
−ImΣ1σ(0)/pi
[ImΣ1σ(0)]2 + [V (1− x) + x]2 + [Re(ζ∗1σ(0, )]2
. (29)
5Thus, the Dirac delta functions at T = 0 acquire a finite
width due to thermal broadening. However, these reso-
nances are sharply peaked if T → 0. Although the above
integral is always finite, a significant density of states is
obtained only when [V (1 − x) + x]2 + [Re(ζ∗1σ(0, )]2 ≤
[ImΣ1σ(0)]
2 which would, in general, be satisfied for a
range of U values. The integral has a maximum value
only when [V (1 − x) + x]2 + [Re(ζ∗1σ(0, )]2=0. Thus,
at finite temperatures, the single metallic line of T = 0
broadens into a metallic region. This is also corroborated
by recent CTQMC calculations13 for the ionic Hubbard
model (x = 1), and as shown in the next section, by our
results as well.
C. Numerical results
Now we are going to describe results obtained by the
numerical solution of the auxiliary Anderson impurity
model of equation (2) within DMFT. As an impurity
solver, we have used iterated perturbation theory (IPT)29
and hybridization expansion continuous-time quantum
Monte-Carlo (HY-CTQMC)30,31 methods at zero tem-
perature and finite temperature respectively. In the nu-
merical calculations, we have fixed V = 0.5.
1. x=1 (ionic band insulator)
At the Hartree level, the self-energy is given by
Σ1σ = Un1σ¯, and hence the excitation spectrum[
Ek =
√
2k + (V − U δn2 )2
]
has a gap of 2V¯ = 2(V −
U δn2 ) where δn = n1σ-n2σ. So for a given δn, the value
of Reζ1σ(0) (i.e., µ−ReΣ1σ(0)− V ) is constant with re-
spect to U and it goes to zero only when δn=0. Thus,
the metallic phase exists in HF-theory only when V = 0
(⇒ δn = 0) and indeed we observed the same as shown
in figure 1(a).
Incorporating dynamics beyond the static (HF) theory
leads to a completely different picture. The lower panel of
figure 1 shows IPT results for Reζ1σ(0) as a function of U
for δn = 0.0025. With increasing U , Reζ1σ(0) starts de-
creasing and vanishes at a critical value, Uc. Above this
critical interaction strength, Reζ1σ(0) changes its sign.
As argued in section III A 1, the vanishing of Reζ1σ(0)
signals metallicity, and the result in the lower panel of fig-
ure 1 (zoomed in the inset) shows that the metal arises at
precisely one value of the interaction strength for a given
V and a fixed δn. The only effect of interactions at the
chemical potential (ω = 0) is to induce a static real shift
in the orbital energy, which is solely responsible for turn-
ing the ionic band insulator into a metal. However, it is
important to note that a pure Hartree shift is not suffi-
cient, and dynamics beyond the Hartree level is necessary
to obtain the metal. The same qualitative picture holds
for other values of the ionic potential (V ) , and hence
in the U − V phase diagram of IHM, the metallic phase
FIG. 1. (color online) Top panel: −δn = n2σ−n1σ (black cir-
cles) and−Reζ1σ(0) (red squares) as a function of U (V = 0.5)
obtained within the self-consistent Hartree approximation.
The result shows that the system does not metallize for any
interaction strength. Lower panel: Zero temperature IPT re-
sults for Reζ1σ(0) as a function of U (V = 0.5) for a fixed
δn = 0.0025. In the inset, the zero crossing has been zoomed
to show that only a single zero crossing is obtained as a func-
tion of U (with η = 10−9 and energy unit D = W
2
= 2), thus
showing that the system turns metallic only for a single value
of the interaction strength, and not over a range of U values.
exists only on a single line, rather than a finite range of
U values for any V 6= 0. It is of course well known that
for V = 0, the usual Hubbard model exhibits a metallic
phase for all U ≤ Uc2.
In order to consolidate our conclusions from the an-
alytical arguments of section III A 1 and the numerical
results from IPT, we have carried out finite tempera-
ture CTQMC calculations using the hybridization expan-
sion algorithm. The Fermi-level spectral weight A˜1σ =
−G1σ(τ = β2 )/Tpi as a function of U/W for various tem-
peratures (β = 1/T ) are shown in figure 2. We will first
focus on the results obtained for the lowest temperature
( 1T = β = 128) that we have reached through our calcu-
lations. At low U value, the Fermi-level spectral weight
A˜1σ is zero up to
U
W = 0.75. Beyond that, it starts in-
creasing with U and it reaches a maximum value(∼ 0.6)
around UW = 1.25. Then it becomes constant for a range
of U value. As we increase the U-value further, there is
a discrete jump (first order transition) in A˜1σ, where the
DOS at the Fermi-level is zero. This means, for small
U-values we have a band insulator (BI) and for interme-
6FIG. 2. (color online) Fermi-level spectral weight A˜1σ as
a function of U for different β values obtained from HY-
CTQMC for x=1.( Down-arrow corresponds to increase in
U, Up-arrow corresponds to decrease in U, Energy unit D =
W
2
= 1)
diate U-values BI crosses-over (Uco) to a metal (M) then
finally it becomes Mott-insulator (MI) for large U-values
(> Uc1). At the same temperature (β = 128), starting
with MI state, we reduce the U-value, system went to
a metallic state at Uc2 which is smaller than Uc1. The
region between critical values(Uc2, Uc1) corresponds to
the coexistence region, where M and MI solutions simul-
taneously exist. As we increase the temperature, beyond
β=32 the transition from M to MI turns into a crossover.
At finite temperature, we observed a metallic region in
the ionic Hubbard model rather than a metallic point.
We find the crossover value (Uco) from BI to M by a
linear fit of A˜1σ to the region where it grows linearly with
U, which has shown in the inset of figure 3. We identi-
fied the critical values (Uc2,Uc1) based on low frequency
behaviour of imaginary part of self energy (MI state: -Im
Σ1σ(iωn) ∝ 1ωn and M state: -Im Σ1σ(iωn) ∝ ωn). We
have used the same procedure throughout the chapter to
find critical values at each temperature and x. We have
determined the critical values at each temperature, for x
= 0 as shown in figure 3. As we increase the temperature,
the metallic region which is bounded by two insulators
increases (i.e., BI region decreases) and the coexistence
region between M and MI decreases and finally disap-
pears at β=32. By extrapolating the critical values in
figure 3 to zero temperature, we cannot conclude the ex-
istence of metallic phase. However, as we increase the U
value, CTQMC yields the impurity occupancy which is
FIG. 3. (color online) Finite temperature phase diagram
of Ionic band Insulator (x=1.0) obtained from HY-CTQMC
(BI: Band Insulator, M: Metal and MI: Mott Insulator), Inset:
Linear fit to A˜1σ in the metallic region at β=128.
always less than 0.5 (i.e., n1σ < 0.5). That means there
will be a single U value, where the metallic condition
µ − ReΣ1σ(0) = V satisfies, since ReΣ1σ(0) < U2 . The
existence of metallic region at finite temperature in IHM
for a broad range of U values is mainly due to the prox-
imity of existence of metallic point at zero temperature
which is confirmed by analytics, IPT, and HY-CTQMC.
2. (b) x=0 (covalent band insulator)
We have calculated the low energy quasi-particle
weight (Z) and the gap in the spectral function (charge
gap: ∆c) which are obtained from MO-IPT and plotted
in figure 4 as a function of U. As we increase the U-
value, Z smoothly decreases, because of correlations. On
the other hand, charge gap is also going to zero with U.
However, we did not observe the closing of the gap in the
spectral function for any U-value before the system goes
to MI state (Z ∼ 0). Local electronic correlations in the
CBI renormalizes the charge gap, but they cannot close
the gap. The critical U where the system goes from BI
to MI is almost at twice the bandwidth because of strong
bonding nature of a covalent character.
In figure 5 we have plotted A˜1σ as a function
U
W for dif-
ferent temperatures. The behavior of A˜1σ for x = 0(CBI)
is completely different from x = 1(IHM) case. For exam-
ple, A˜1σ is zero up to the large value of
U
W (=2.0) even
though both insulators have same bandwidths, i.e., BI
phase in CBI persists up to large U values. The incre-
7FIG. 4. (color online) (a) Quasi particle weight(Z) as a func-
tion of U
W
obtained from IPT. (b) Charge gap as a function
of U
W
obtained from IPT.(We have used η= 10−2 and energy
unit is D=W
2
=2)
FIG. 5. (color online) Fermi-level spectral weight as a func-
tion of U
W
for different β values obtained from HY-CTQMC
for x=0.0 (Energy unit D=W/2=1.0)
ment of A˜1σ with respect to U increases rather sharp,
and it is finite for a narrow range of U values in compare
with IHM. As we increase U, the system first evolves from
BI to M (Uco) then finally went to MI state at critical
Uc1. The transition from M to MI is the first-order type,
and it persists even for higher temperatures. For fixed
β, we have also calculated the A˜1σ value by decreasing
U value from MI then system evolves into a BI state at
critical Uc2. The region between critical Uc2 and Uc1
corresponds to the coexistence region, where BI and MI
solutions coexist.
FIG. 6. (color online) Finite temperature phase diagram of
Covalent band Insulator (x=0.0) on T Vs U plane (Energy
unit D=W/2=1.0).
We extracted the critical values at each temperature
from the procedure mentioned it earlier and plotted in
figure 6. We observed BI phase for a broad range of U
values. At low-temperature metallic region exists for a
narrow range of U values and it broadens as we increase
the temperature. The coexistence region(Uc2, Uc1) be-
tween BI, M, and MI decreases as we increase tempera-
ture. The critical values obtained from HY-CTQMC at
low temperature confirms that there is no metallic point
in CBI at zero temperature, and it is consistent with the
analytical arguments and IPT results.
3. (c) x=0.5 (Equal ratio of ionicity and covalency)
The non-interacting spectral function A(ω)=ρ1σ(ω) +
ρ2σ(ω) plotted in figure 7 for x = 0.5 has finite DOS at
Fermi level and the value is 0.7797, which is good agree-
ment with the analytical expression of
√
2ρ(−V ) i.e., non-
interacting ground state is a metal.
Fermi-level spectral weight A˜1σ as a function of U for
different temperatures plotted in figure 8. At low temper-
ature (β=128) as we increase U, there is a minimum in
A˜1σ before the system went to a MI state and the highest
value of 0.6 in A˜1σ reached at
U
W =1.1. The extrapola-
tion of A˜1σ to U = 0 axis confirms there is a finite weight
at Fermi-level. There are two metallic regions one is at
small UW (<0.5) another one is at large
U
W (=1.1). An in-
teraction induced band insulator has emerged in between
8FIG. 7. (color online) Non-interacting spectral function for
x=0.5 (We have used η=10−2 and energy unit = D = W
2
=
1)
FIG. 8. (color online) Fermi-level spectral weight as a func-
tion of U
W
obtained from HY-CTQMC for different β values
and x=0.5 (Energy unit D = W
2
= 1).
these two metallic regions, and MI state is at large U val-
ues. As a function of temperature, the minimum of A˜1σ
which has observed at low-temperature starts filling up.
Next, we need to address whether the metallic be-
havior observed at low U-values, is it due to thermal
broadening or not? To know this we did low temper-
ature (β=300) calculations using HY-CTQMC then we
plotted A˜1σ in figure 9(a). The extrapolation of A˜1σ
to UW =0 axis confirms that there is metal at U=0, i.e.,
FIG. 9. (color online)(a) Fermi-level spectral weight as a
function of U
W
obtained from (a) HY-CTQMC (b) IPT for
x=0.5 and β = 300. (We have used η=10−2 and energy unit
D=W
2
= 1)
the emergence of metal is not due to thermal broaden-
ing. Once we turn on U, then the non-interacting metal
turn into a band insulator that means correlations cre-
ated a band insulator. It is well known that correlations
in the metal create MI (charge gap is an order of U).
The local electronic correlations turn band insulator into
a metal seems counter-intuitive, but the creation of band
insulator due to electronic correlations seems even more
counter-intuitive. Unless low U-value calculations car-
ried, we do not know the behavior of A˜1σ. Since HY-
CTQMC is a strong coupling method so we have done
IPT calculations at β=300 and we plotted A˜1σ as a func-
tion of UW in the figure 9(b). We can clearly see at U=0;
there is a metal A˜1σ = 0.76, which is in close agreement
with the exact value derived from the analytical expres-
sion. IPT also predicted two metallic regions, a BI region
in between them and MI region at large U. The critical
U-values predicted from IPT are somewhat different from
HY-CTQMC, due to the lack of correct strong coupling
behavior in the interpolative methods.
In figure 10, we have plotted the critical values as
a function of UW obtained from HY-CTQMC at differ-
ent temperatures. According to analytical predictions,
metallic behavior which exists at U=0 turns into a BI
with an increase of U and there is a possibility of an
existence of second metallic phase at larger U-value if
the condition µ − ReΣ1σ(0)=0 satisfied, before the BI
turns into MI. The extrapolation of critical lines to zero
temperature axis gives a metallic point at zero U-value,
and it turns into a BI with an increase of U at criti-
9FIG. 10. (color online) Finite temperature phase diagram
(T Vs U) for x=0.5 covalency (Energy unit D=W/2=1).
cal Umb. Finally, the BI went to MI state without sec-
ond metallic phase. The reason for the absence of sec-
ond metallic phase is because of the metallic condition
(µ−ReΣ1σ(0)=0) never satisfied, since n1σ <0.5 for any
value of U. At finite temperature, we observed two metal-
lic phases followed by BI and MI insulators up to β of
100 and beyond this, the BI region disappears, and only
M and MI regions survives. The metallic behavior ob-
served at finite temperature for large U values is due to
the thermal broadening and the region between critical
values (Uc2,Uc1) corresponds to the coexistence of M and
MI solutions.
4. (d) 0>x<0.5 and 0.5>x<1.0
Before going to analyze the interacting case results for
general x value, let’s focus on the results from the non-
interacting case. In figure 11, we have plotted the occu-
pancy of each orbital i.e., n1σ, n2σ and the gap in the
spectral function as a function of x, at V=0.5. When
x = 1, due to staggered ionic potential, the occupancy
of orbital 2 is almost filled while the orbital 1 is almost
empty and the gap in the spectral function is in order of
V=0.5. As we decrease x from 1 up to x=0.5, there is
no much change in the orbital occupancies. On the other
hand, the gap in the non-interacting spectrum smoothly
decreases, and reaches zero at x=0.5. As we decrease x,
below 0.5, then the occupancy of the orbital 2 decreases
while it increases for orbital 1 and the gap in the spectral
function increases. For x=0, the gap reaches a value of
0.5, and the corresponding occupancy of each orbital is
0.5.
FIG. 11. (color online) Non-interacting occupancy (a) for
orbital 1 (b) for orbital 2 and (c) gap in the spectral function
as function of x (V = 0.5 and Energy unit=D=W
2
=1)
FIG. 12. (color online) T Vs U phase diagram for 0.5>
x <1.0 (Energy unit = D = W
2
=1).
We have calculated the critical values as a function of
U
W for 0.5> x <1.0 at different temperatures and plotted
in figure 12. As we decrease x from 1, then the metallic
region that exists between BI and MI increases (i.e., a
small amount of covalency favors metallicity) and the co-
existence region between metal and MI decreases. From
analytical results we know the condition that needs to
be satisfied to get a metallic phase at zero temperature
is µ−ReΣ(0) = − 1−2xx . It will be satisfied with a single
U-value for 0.5> x <1 and only when n1σ <0.5. From
finite temperature data, we find n1σ <0.5, that means
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there is a possibility for the existence of metallic point at
single U-value at T=0. The metallic region observed at
finite temperature is not only due to thermal broadening
but also from the existence of metallic point at T=0. As
we decrease x from 1, the critical value Uco decreases.
From this, at least we can speculate, the existence of
metallic point at T=0 shifts towards low U-values and it
reaches U=0 for some value of x. Indeed, we determined
it for x=0.5, where the non-interacting ground state itself
is a metal.
FIG. 13. (color online) T Vs U phase diagram for 0.0>
x <0.5 (Energy unit = D = W
2
=1)
In figure 13, we have plotted the critical values for 0.0>
x <0.5 at different temperatures. As we decrease x from
0.5, the metallic region sandwiched between BI and MI
decreases (i.e., the critical value of crossover from BI to
M increases) while the coexistence region between BI and
MI increases. At zero temperature, for 0.0> x <0.5, the
metallic condition µ−ReΣ(0) = − 1−2xx , will be satisfied
at a single U-value only when n1σ > 0.5. From finite
temperature data, we find n1σ <0.5 which implies that
there is no chance of satisfying the metallic condition.
The absence of metallic point at zero temperature is also
evident from the behavior of critical values in figure 13 at
low enough temperature. The metallic region observed
at finite temperature for 0.0> x <0.5 is only due to the
thermal broadening.
IV. CONCLUSIONS
We have studied the role of local electronic correlations
in different kind of band insulators. Our analytical re-
sults predict that presence of metallic point in the IHM
FIG. 14. (color online) Critical U values Vs x Phase diagram
for V = 0.5 and β=128 ( Energy unit D=W/2=1)
model while it is absent in the case of CBI. When ionicity
and covalency are in equal ratio, then the non-interacting
ground state becomes a metal, but the correlations turn
non-interacting metal into a correlated band insulator.
We also derived the conditions for the existence of metal-
lic phase for the general case.
The summary of numerical results is plotted in fig-
ure 14. Our numerical results confirmed the analytical
predictions of the existence of a metallic point in IHM
while the absence of it in CBI at zero temperature. For
x=0.5, non-interacting ground state (GS) is a metal, but
with correlations GS changes from metal to a Band In-
sulator. We observed an interaction induced BI when
ionicity and covalency are in equal ratio and this phase
was counter-intuitive in the sense of our fundamental un-
derstanding of correlation effects. The value of n1σ ob-
tained from HY-CTQMC confirms the existence of metal-
lic point at zero temperature for 0.5> x <1.0 and there
is no such point for 0.0> x <0.5. The metallic region
observed at finite temperature for 0.5> x <1.0 is much
broader than the 0.0> x <0.5, since there is no metal-
lic point at zero temperature in the latter case. The
electronic correlations favor the metallicity when the co-
valency is smaller than ionicity, and it has opposite ef-
fect when covalency greater than ionicity. Our results
will open new directions in the study of electronic cor-
relations in band insulators. The possible experimental
systems of relevance for our findings are Titanium-doped
perovskite ruthenates SrRu1−xTixO3 and some of the 3d
transition metal oxides with crystal field splitting32.
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