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Abstract 
We propose a new method of content-based document recommendation using data compression. Though 
previous studies mainly used bags-of-words to calculate the similarity between the profile and target 
documents, users in fact focus on larger unit than words, when searching information from documents. In 
order to take this point into consideration, we propose a method of document recommendation using data 
compression. Experimental results using Japanese newspaper corpora showed that (a) data compression 
performed better than the bag-of-words method, especially when the number of topics was large; (b) our 
new method outperformed the previous data compression method; (c) a combination of data compression 
and bag-of-words can also improve performance. We conclude that our method better captures users’ 
profiles and thus contributes to making a better document recommendation system.  
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1. Introduction 
Information technology is progressing at an extraordinary speed, and there are various new tools available 
online like blogs and Twitter. These new technologies show promise as means of making better use of a 
large amount of varied information, but their actual tendency is to bury users in a mountain of 
information. Thus, it is very important to select useful information from the large amount of information 
available, and hence, recommendation systems are currently attracting attention from researchers and 
commercial interests.  
Recommendation systems can be basically classified into two types; content-based filtering and 
collaborative filtering. In content-based filtering, which we focus on in this study, document 
recommendation algorithm plays an especially important role because document data is one of the best 
resources for estimating users’ preferences. In document recommendation, we need to calculate the 
similarity between profile and target documents. Many of the previous studies used the bag-of-words 
method for this task [1, 2, 3, 4], but recent studies have showed that users in fact focus on larger textual 
units when searching for information [5, 6]. Thus, we feel that methods focusing on larger units than 
words will be important for developing a better document recommendation system. As well, bag-of words 
methods can not return robust results when various topics are included in the profile, since the word-
vector matrix becomes very large and sparse in such a case.  
Though semantic approaches [23] can be used for these tasks, they use words and fixed expressions for 
calculating the similarity. As the fragmented and ungrammatical texts like blog or Twitter are currently 
increasing importance, alternative, non-semantic approaches that capture larger (or smaller) units will be 
useful.  
Against this background, we propose a new method of document recommendation using data 
compression. Our methods, based on the LZ78 algorithm, uses partially matching characters when 
calculating the similarity between  profile and target documents. Thus it can capture larger units than 
words in the profile and should be able to deal with a large number of topics in the profile. A previous 
data compression method using LZ78 uses the individual profile document as input, and thus it has two 
problems; it takes much computational efforts when the number of documents in the profile increases, 
and it can not capture the characteristics of all documents in the profile. To solve these problems, we 
propose to use a united profile document as the input. Moreover, we suppose that a combination of 
compression and bag-of-words can inherit the good points of both methods, so we also examine the 
performance of such a combination. The compression based method is target-independent; thus it can be 
used on various data such as music, literature, and images.  
The rest of this paper is organized as follows. We describe our method in Section 2 and our experimental 
design in Section 3. We discuss the results of the experiment in Section 4 and review related work in 
Section 5. Finally, we conclude our remarks in Section 6. 
 
2. Proposed method 
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First, we explain LZ78, the compression algorithm we use, and after that, three methods of document 
recommendation using data compression, namely, (a) PRDC, (b) PRDCUD, and (c) the combined method 
of PRDCUD and bag-of-words.  
 
2.1 LZ78 
LZ78 is an adaptive dictionary technique proposed by Ziv and Lempel [7]. In LZ78, the input is coded 
as a double < i,  c > with i being an index corresponding to the dictionary entry that was the longest 
match to the input, and c being the code for the character in the input following the matched portion of the 
input. The index value of 0 is used in the case of no match. This double then becomes the newest entry in 
the dictionary. Thus, each new entry in the dictionary is one new symbol concatenated with an existing 
dictionary entry [8]. We used LZ78 to make a dictionary from a profile document because it keeps the 
profile as a dictionary and reuses it; thus, it can effectively calculate similarities. Other compression 
methods like NCD and compression revised coefficients (see Section 5) have to measure the similarity for 
each document in the profile and conduct compression experiments many times; thus they are 
not fit for our purpose. Compressing a target document with a dictionary enables us to calculate the 
proximate similarity between the profile and the target document.
2.2 Pattern representation scheme using data compression (PRDC) 
Here, we shall explain the pattern representation scheme using data compression (PRDC) proposed by 
Watanabe et al. [9]. PRDC is a scheme that can be used for classification and discrimination of various 
types of data. In PRDC, input data is transformed into a compression ratio vector, and this vector is used 
for calculating the similarity between the input data and target data. The similarity between a document x 
and the document di included in the profile G is given by the following formula 

where lcom(x, ei) is the length of the output document compressed by the dictionary ei and lin (x) is the 
length of the input (original) document. The LZ78 algorithm is used to make the dictionary ei from di, and 
the dictionary ei is not rebuild once it is made.  
We propose to use PRDC for document recommendation. We define the similarity between a document x 
and profile G as follows.  
 
This means we use the minimum of the sim (x, di) for sim (x, G). We make a dictionary ei from each 
document di in the profile G, and calculate the compression ratio using each dictionary. 
 
2.3 Pattern representation using data compression with a united document (PRDCUD) 
 
PRDC has two problems; as the number of documents in the profile increases, the number of dictionaries 
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also increases, and it is not efficient to conduct a compression experiment on each dictionary. Moreover, 
the characteristics of individual documents in the profile can be captured by each dictionary, but the 
characteristics of all documents in the profile can not be captured.  
To solve these problems, we propose a new method, namely, a pattern representation using data 
compression with a united document (PRDCUD). Our basic idea is to use the united document D of all 
the documents di in the profile G, instead of di when making a dictionary E. We use LZ78 to make the 
dictionary, as in the case of PRDC. Thus, similarity is defined as follows. 
 
where lcom (x, E) is the length of an output document compressed by the dictionary E, and lin (x) is the 
length of the input (original) document. PRDCUD has the following advantages over PRDC; (a) RDCUD 
conducts one compression experiment for calculating the similarity between G and x; thus it takes less 
computational effort; (b) all the documents in the profile are used for making the dictionary, thus the 
characteristics of various topics are summarized in it; (c) the compression ratio for a document with a 
similar topic can be increased because we use longer partially matching characters with the united 
document when applying LZ78; (d) when a new document is taken into the profile, we can update the 
dictionary without having to reconstruct it because we can sequentially compress the document [11].  
 
2.4 Combined method 
 
The combined method uses PRDCUD and the bag-ofwords method. Bag-of-words focuses on the unit of 
a word in the document, and it is effective for simple topic classifications, for example, when the number 
of topics is small [11]. We thought that an appropriate combination of these two methods would be more 
robust than either one by itself because it would exploit words as well as longer units in the profile.We  
simply combined two similarity measures by taking their product. Thus, the similarity of the combined 
method is as follows. 
 
where VD represents the word vector of the united document D of all documents di in the profile G, and 
Vx represents the word vector of the document x. We simply weight the words using tfi idfi as follows. 
 
  
whereN represents the number of the documents in the profile G, K represents the number of different 
word types in the profile G, tfi represents the frequency of words in the document x, dfi represents the 
number of documents including the word i in the profile G. 
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3. Experimental setup 
3.1 Data 
We used the Mainichi Newspaper corpora, which include 102,545 articles in Japanese. Each article was 
allocated to one of 20 topics. Each topic includes 40 to 100 articles. In order to allocate a topic, we 
applied LDA [12], and manually checked the result. We used GibbsLDA++ (gibbslda.sourceforge.net). 
The number of topics included in our data was unknown, so we tested from 100 to 300 latent topics in 
increments of 50 and eventually selected T = 250 latent topics (it returned the best results). We selected 
alpha = 50000/T as the usual case and we updated the topics 2000 times for each experiment. We 
obtained the topics and articles shown in Table 1. For the experiments, we selected nouns representing 
content,  i.e., noun-common, noun-proper, noun-verbal, and noun-adjective-base, based on the part-of 
speech tags assigned by ChaSen (chasen-legacy.sourceforge.jp). In so doing, we removed the function 
words or signs, and extracted the content related patterns, that were appropriate for our purpose (c.f., [13]).   
 
3.2 Profilemaking and evaluation methods 
 
We made the profile G by randomly selecting ten articles from m topics, that had been randomly selected 
from the 20 topics lists. We varied the number of topics m, and conducted the experiments. We limited 
ourselves to 1000 combinations when selecting topics from the 20 topics lists, lest the number of 
combinations would become too large. We selected 300 documents as the evaluation data set; 30 were 
relevant documents, i.e., documents that had topics in the profile. The other 270 were irrelevant 
documents, i.e., documents that were allocated other topics. For example, if we selected two topics for 
making a profile, the 30 relevant documents consisted of two sets (i.e., number of topics) of 15 articles, 
while the 270 irrelevant documents consisted of 18 sets (i.e., number of topics) of 15 articles. We 
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calculated the similarity between G and every document x in the 300 articles, and sorted the documents in 
decreasing order of similarity to G. We used the following F1 measure as the evaluating measure. 

 

where r represents the rank, RD represents the number of relevant documents, and RD less than r 
represents the number of relevant documents with rank less than r. We calculated the maximum value of 
F1 while varying the rank r. We performed the experiments ten times and selected the mean value as the 
final performance measure. A high F1 value means that we can obtain more relevant documents similar to 
the profile, and we can recommend the documents that individual users found most interesting.  
 
4. Results and discussion 
 
We conducted experiments using bag-of-words, PRDC, PRDCUD, and the combined method. We used 
the bagof- words as baseline because our method using data compression has a characteristics that uses 
longer (smaller) unit than words, while the bag-of-words is the simple and the typical method using 
‘words’ unit. Thus we believe that such a comparison is the best way to discuss the effectiveness of our 
methods for our preliminary study.5 Table 2 summarizes the mean F1 values together with the number of 
topics in relevant documents. The following discussion focuses on the results of (a) PRDC and PRDCUD, 
(b) bagof- words and PRDCUD, and (c) bag-of-words, PRDCUD and the combined method. 

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PRDC vs. PRDCUD 
 
Table 2 showed that PRDCUD performed better than PRDC in all cases. This indicates that by using a 
united profile document instead of all documents in the profile, we can better capture the character of the 
profile and obtain better document recommendations.  
 
Bag-of-words vs. PRDCUD  
 
Table 2 showed that bag-of-words performed better when the number of topics was smaller (1 or 3), but 
PRDCUD performed better when the number of topics was larger (5,7). In other words, bag-of-words 
became worse as the number of topics increased whereas PRDCUD became better. As mentioned in 
Section 1, the performance of bagof- words was affected by the dimension of the word vector; thus, it 
seems that the increase in the number of word vectors and the sparseness of the feature matrix caused its 
performance to deteriorate. In contrast, PRDCUD used the patterns of partially matching characters in the 
dictionary when calculating the similarity between the profile and target documents, and it captured the 
character of the profileeven when various topics were included in it; thus it was more robust for more 
topics. In actuality, the number of topics is usually large; thus we think that PRDCUD would be of 
practical use in a document recommendation system. 
 
Bag-of-words vs. PRDCUD vs. combined method 
 
Table 2 shows that the combined method performed better than bag-of-words when the number of topics 
was large (3, 5, 7) while it performed slightly worse when the number of topics was 1. It performed better 
than PRDCUD when the number of topics was small (1, 3, 5) and slightly worse when the number of 
topics was 7. This indicates that the combined method had intermediate characteristics between those of 
bag-of-words and PRDCUD and that it can perform better than either in many cases. We conclude that an 
appropriate combination of the two methods could improve the performance in practice. 
5. Related work 
The application of compression algorithm to text classification has been studied in the field of 
computational stylistics [14]. For example, Ishihara and Sato [15] proposed to use the Normalized 
Compression Distance (NCD) for authorship attribution in Japanese novels. NCD was proposed by 
Cilibrasi and Vitanyi [16], and it was used for various other fields such as bio-informatics [17], music and 
literature [16], image processing [16, 18], and masquerader detection [19]. The NCD of two information 
sources a and b is defined as follows. 
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where C (a) and C (b) represent statistics obtained from compressions of a and b respectively, C (ab) 
represents a statistics obtained from compression of conjugation between a and b. C (ab) - min ( C (a),C 
(b) ) are statistics that are included in either a or b exclusively, and not superior to C (a) or C (b); thus 
they are normalized by max ( C (a),C (b) ). In this way, similarity can be calculated when the difference 
between two sources is large. NCD worked well for authorship attribution of Japanese novels. However, 
it faces two problems; (a) a higher compression rate leads to higher performance [20], but there is a 
tradeoff between compression rate and compression time, and (b) compression experiments have to be 
conducted four times; thus it needs more computational efforts than our methods.  
Agata [21] proposed compression improvement coefficient as an identification method of similar text. He 
used a Zip-like algorithm and measured the difference between the compression rate of each information 
source and that of the combined information source. The compression improvement coefficient CIC is 
defined as follows.   
 
where La and Lb represent the original text lengths and La+b represents the length of the combined text 
using a and b. LZa and LZb represent code lengths after compression, and LZa+b and LZb+a represent the 
code lengths of the combined text. The effect of the order between LZa+b and LZb+a can be removed by 
calculating LZa+b and LZb+a. The following CIC’ is a revised version for when the sizes of the original 
data vary.  
 
This method performed well for authorship attribution in Japanese novel; however, to calculate CIC’, the 
compression experiment has to be conducted four times; thus it needs more computational efforts than our 
method. All of these studies belong to stylistic text classification, but we used compression based method 
to classify topics for making better document recommendation systems.  
 
6. Conclusion 
 
We describe a new method of document recommendation using data compression. Experimental results 
using Japanese newspaper corpora showed that (a) PRDCUD outperformed the previous PRDC, (b) 
PRDCUD was more robust than bag-of-words when the number of topics was large, and (c) the 
combination of bag-of-words and PRDCUD had intermediate characteristics between the methods 
composing it. Our experiments proved the effectiveness of PRDCUD and the combination for document 
recommendation.  
We focused on the topics of the text, but the compression based method can also be used in computational 
stylistics. Thus, we will examine the use of this method for both stylistic text classification and topic 
classification on various data sets. Furthermore, in this study, we used a simple product of bag-of-words 
and PRDCUD similarity measures for the combined method; we believe there should be a more 
158   Takafumi Suzuki et al. /  Procedia - Social and Behavioral Sciences  27 ( 2011 )  150 – 159 
systematic way of making such a combination. Henceforward, we will investigate this point by using, for 
example, Markov Chain Monte Carlo [22]. 
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