Abstract. Let Fq denote a finite field of characteristic p ≥ 5 and let d = q + 1. Let E d denote the elliptic curve over the function field F q 2 (t) defined by the equation
Introduction
Let F q denote a finite field of characteristic p ≥ 5, let d = q + 1, and let χ denote a non-trivial multiplicative character on F q 2 of order dividing d. Put χ(0) = 0. In this paper we analyze some character sums of the form (1.1)
where f (x) ∈ F q [x] is a separable cubic polynomial. From our analysis, we derive consequences concerning rational points on certain elliptic curves over the function field F q 2 (t). We begin by considering the more elementary case that the polynomial f (x) in (1.1) is a quadratic polynomial.
Let f (x) ∈ F q [x] denote any separable quadratic polynomial. Note that because we force the coefficients to lie in F q , the polynomial splits in F q 2 [x] , and (1.1) reduces to a Jacobi sum. Our assumption that the order of χ divides d = q + 1 further simplifies the situation, and well-known results (see for example [4, Theorems 5 .16 and 5.21]) then imply x∈F q 2 χ(f (x)) = q if χ has order > 2 −1 if χ has order 2.
The condition that χ has order dividing d implies in particular that the character sum (1.1) is always real. When f (x) is quadratic, Weil's Theorem for multiplicative character sums [4, Theorem 5 .41] implies that (1.1) is bounded in absolute value by q. We can interpret the above result as saying that when χ has order strictly greater than 2 and f (x) is a separable quadratic polynomial with coefficients in F q , then (1.1) always attains its upper bound.
In this paper, considerations from arithmetic geometry lead us to consider the following analogue. Here the polynomial f (x) is cubic and the Weil bound in this case becomes 2q. Question 1.2. Let f (x) ∈ F q [x] denote a separable cubic polynomial and assume furthermore that f (x) splits completely in F q [x] . Let χ denote a multiplicative character of order dividing d := q + 1. Across all such polynomials f (x), how often does the character sum (1.1) attain its upper bound 2q?
It is not difficult to attain the following bound; see Section 7 for details. Theorem 1.3. Assume χ has order greater than 2 and dividing d. Let N denote the number of values of c ∈ F q such that the sum (1.1) attains the upper bound 2q for f (x) = x(x + 1)(x + c).
Proof. Set S c := x∈F q 2 χ(x(x + 1)(x + c)).
One checks that c∈Fq S c = q(q − 3) and S 0 = S 1 = q. By Weil's theorem, S c ≥ −2q for all c. The theorem is proved by considering q(q − 3) = c∈Fq S c ≥ q + q + N · 2q + (q − 2 − N ) · −2q = q(6 + 4N − 2q).
Remark 1.4. In general, the bound of this theorem cannot be strengthened. We have used Sage to verify we have N = (3p − 9)/4 for all primes p ≡ 3 mod 4 between 7 and 139 in the specific case that χ has order 4. For c ∈ F p , c = 0, 1, computations suggest that S c = −2p when both c − 1 is a quadratic residue and c is a quadratic nonresidue in F p , and S c = 2p in all other cases. The claim N = (3q − 9)/4 continues to hold for q = 7 3 and χ of order 4, however our description in terms of quadratic residues and nonresidues no longer holds in this prime power case.
Remark 1.5. There is no loss in generality in assuming our polynomial f (x), which splits completely in F q [x] , has the special form x(x + 1)(x + c). If we begin with a polynomial of the form (x + c 1 )(x + c 2 )(x + c 3 ), we may first replace x + c 1 by x, and then because χ(a) = 1 for all a ∈ F * q , we can rescale again to reach the desired form.
One may obtain similar results without the requirement that f (x) split completely in F q [x] . They are proved in a completely analogous way: sum across all such polynomials and apply the Weil bound. We omit these results as they are not used in the applications below.
We now explain a specific context from arithmetic geometry in which these character sums arise. Let E d denote the elliptic curve over the function field F q 2 (t) defined by the equation
and let F d denote the degree d Fermat surface over F q 2 defined by the equation
Our primary strategy is to relate lines on F d to rational points on E d using an explicit rational map between F d and a certain affine surface related to E d . This strategy is similar to the strategy carried out in [8] . However, that paper considers Jacobi sums, which have been more well-studied than the character sums we consider. The character sums in [8, §7.5] describe Frobenius actions on cohomology, while ours describe intersection pairings. The difference arises because [8] does not seek to produce explicit points. (The elliptic curves considered in [8] are also different from our curves E d .)
The description of the following family of lines on F d is taken from [6, §5.2].
It will also be convenient to have the following reparametrization of L a,b :
, where α := −a −1 b and β := a −1 .
Next we give an explicit ring-theoretic procedure for producing a point in E d (F q 2 (t)) from such a line L a,b . (A different description of this procedure is given in Proposition 3.8.) Over the affine sets x 3 = 0 and s 1 = 0, the map of L a,b into F d corresponds to the ring map
. Consider the affine surface over F q 2 with coordinate ring F q 2 [x, y, t]/(y 2 + xy − t d y − x 3 ); the generic fiber of the natural map from this surface to Spec F q 2 [t] is isomorphic to the affine part of E d . We have a map from the affine piece x 3 = 1 on F d to this affine surface given in terms of coordinate rings by
] which in particular sends t to −s 0 (αs 0 + β)(α + βs 0 ). View this as a map of F q 2 [t]-modules, and tensor with F q 2 (t). This left-hand side is the coordinate ring of the affine piece of our elliptic curve E d and the right-hand side is
, where the non-obvious map sends t → −s 0 (αs 0 +β)(α+βs 0 ). Because −s 0 (αs 0 + β)(α + βs 0 )− t is an irreducible polynomial in the variable s 0 over the coefficient ring F q 2 (t), this corresponds to a point on E d with coordinates in F q 2 (s 0 ), which is a degree 3 extension of F q 2 (t). We are seeking a point in
To this end, we use the group law on E d to sum the points corresponding to the three total Galois conjugates (i.e., to "take the trace") of the point with coordinates in F q 2 (s 0 ). We denote this correspondence as follows:
Consider the automorphism of F q 2 (t) induced by t → ζ d t, where ζ d is a fixed primitive d-th root of unity in F q 2 . This induces an automorphism of E d (F q 2 (t)). The main arithmetic theorems of this paper are the following Theorems 1.11 and 1.12. Theorem 1.11. Assume q ≡ 7 mod 12. The group µ d of d-th roots of unity in F q 2 acts on E d (F q 2 (t)) as described above. Let φ * be as in (1.10) . Let b denote a primitive 12-th root of unity in F q 2 and let a = b 2 . The element φ * (L a,b ) and its µ d -translates together rationally generate
, across all lines L a,b as in Definition 1.7, together with their µ d -translates, rationally generate E d (F q 2 (t)). In fact, n − 1 of these lines suffice, where n is the number of positive divisors of d = q + 1. Example 1.13. Theorems 1.11 and 1.12 together account for all cases except for q ≡ 11 mod 12. Computations show that the points φ * (L a,b ) and their µ d -translates are not sufficient to rationally generate E d (F q 2 (t)) when q = 11 or 71. Example 1.14. We apply Theorem 1.11 in the case q = 7. Choose a, b ∈ F 49 such that a = b 2 = 3. Using Sage to carry out the procedure described above, we find φ * (L a,b ) = P where 
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Relation to the Fermat surface
We will eventually reduce Theorems 1.11 and 1.12 to statements involving only the Fermat surface F d . The elliptic surface E d is birational to a certain quotient of the Fermat surface F d by a group T E of order d 2 . This section provides a more detailed description of how F d and E d are related. Much of this is similar to the results of Section 5 of [8] .
We consider the Fermat surface F d together with the rational map π :
]. The map π can be resolved into a morphism by making three consecutive blow-ups at 3d total points (resulting in 9d total blow-ups). The following lemma describes the three consecutive blow-ups at one particular point. Lemma 2.1. Let ζ 2d denote a primitive 2d-th root of unity. Consider the point x := [0 : ζ 2d : 1 : 0] in F d . The rational map π defined above can be resolved to a regular map in a neighborhood of x using a series of three blow-ups. The induced map to P 1 sends the first two exceptional divisors to [1 : 0] and maps the third exceptional divisor bijectively to P 1 .
Proof. We follow [7, II.4.2] for our explicit description of blow-ups. Write [t 0 : t 3 ] for coordinates on what will be the first exceptional divisor, P 1 . In a suitable neighborhood V of x, the first-blow up is defined in V × P 1 by x 0 t 3 = x 3 t 0 . The induced map π becomes 
constrained by the additional equation t 0 u 3 = x 3 u 0 . The induced map π becomes
Similarly, after one final blow-up introducing the additional equation
Because we are in a neighborhood where neither x 
and this is clearly a bijective map to P 1 .
Remark 2.2. Of course the analogue of Lemma 2.1 holds at each of the 3d points of indeterminacy of π. We have phrased it in terms of a specific point x for simplicity. We write F d for the result of these 9d total blow-ups. This surface comes equipped with a morphism
Definition 2.3. Let µ d denote the group of d-th roots of unity in F q 2 and let
3 ; equivalently, it is the subset of elements with a representative of the form [t 0 : t 1 : t 2 : 1], where t 0 t 1 t 2 = 1. These groups act on F d coordinatewise, and these actions extend to F d and the morphism
Lemma 2.4. The generic fiber of π :
as (x, y, t) and consider the affine surface X in A 3 F q 2 determined by y 2 + xy − t d y = x 3 . Define a map to P 1 by sending (x, y, t) → [t : 1]. It's clear that the generic fiber of this map is E d , so it suffices to give a birational map from F d /T E to this affine surface which is compatible with the two maps to P 1 .
We first give a map from the affine open subset of F d determined by x 0 x 2 x 3 = 0 to the affine open set in X determined by xy = 0. In terms of coordinate rings, the map F q 2 [x, y, t,
is defined using the same formulas as in (1.9) . This is a finite morphism of rings with module generators given by the d 2 elements x i 0 x j 2 for 0 ≤ i, j ≤ d − 1 and its image lies in the subring of elements fixed by T E . In terms of fraction fields, we find a composition
We deduce that K → L T E is an isomorphism, which completes the proof.
Lemma 2.5. The elliptic surface E d associated to E d can be obtained from π : F d /T E → P 1 by a series of blow-ups and blow-downs. The curves to be blown down all live in fibers of π, as do the blow-ups.
Proof. We have shown in Lemma 2.4 that the generic fiber of
By the usual theory of surfaces, we may use a sequence of blow-ups to resolve F d /T E to a smooth surface over F q 2 . Denote the result by S and note that the composition S → F d /T E → P 1 has generic fiber isomorphic to E d .
By the minimality of E d , the morphism S → P 1 factors as a composition We will work with the four projective surfaces F d , F d , F d /T E , and E d , each of which comes with a rational map to P 1 which is considered part of the data. In fact, we will work primarily with open subsets of these surfaces, so as to avoid singularities and points of indeterminacy. Some of the relationships among these objects are illustrated in Figure 1 . The definitions are given in Definition 2.7. 
This induces a map Div
Next we consider relations among the Néron-Severi groups of these spaces, as illustrated in Figure 2 . Recall that for U ⊆ X an open subset, the notation NS(U ) was explained in the introduction.
Lemma 2.9. See Figure 2 .
(1) The top-right map is the "intersect with the generic fiber" map as in Definition 2.8. It is surjective by [9, Lecture 3, Theorem 5.1]. Figure 2 . Some of the connections between our surfaces and rational points on E d .
(2) The diagonal map is surjective because, by Lemma 2.5, we have only removed fibral divisors.
is annihilated by d 2 as in Lemma 2.6. Hence the same is true for ρ :
we write P for that image, then d 2 P is the image of t∈T E tv, and this latter element is in
Proposition 2.10. Figure 2 describes maps from both
. The images of these two maps are equal.
Proof. Recall that the rational map π : F d → P 1 has 3d points of indeterminacy, and that at each such point of indeterminacy, the map π can be resolved to a regular map by making three consecutive blow-ups; see Lemma 2.1. The cokernel of Div U → Div(ρ −1 (U ′ 2 )) is generated by these 3 · 3d exceptional divisors. For each point of indeterminacy, the first two exceptional divisors can be disregarded, because they lie in fibers of π, again by Lemma 2.1.
To show that the third exceptional divisor can also be disregarded, we use the definition of the Néron-Severi group to express the class of this third exceptional divisor in terms of classes of divisors we have already considered. Let x := [0 : ζ 2d : 1 : 0]; the argument at other points of indeterminacy is the same. Consider the divisor in
together with the natural projection to P 1 . The fiber above [t 0 : t 1 ] = [1 : 0], which is a curve in F d , contains three exceptional divisors: the three obtained from blowing-up at the point x. On the other hand, the fiber above [0 : 1] contains no exceptional divisors. This shows that, as elements of NS(ρ −1 (U ′ 2 )), the class of the third exceptional divisor is equal to a linear combination of classes of elements corresponding to the first two exceptional divisors and classes of elements in NS(U ). This completes the proof.
arising from Figure 2 is surjective.
Proof. This follows from combining Lemma 2.9 and Proposition 2.10.
To prove Theorems 1.11 and 1.12, we produce explicit elements of NS(E d ). The results of the previous section allow us to work in NS(F d ), which (in our cases) has a well-understood structure.
Definition 3.1. Recall the groups T E ≤ T from Definition 2.3. These groups act on F d by acting coordinate-wise. Let ν denote a fixed isomorphism of the d-th roots of unity in F q 2 with the d-th roots of unity in C. We identify the character group T * of T with tuples (i 0 , i 1 , i 2 , i 3 ), i j ∈ Z/dZ, such that i j = 0; the identification of tuples to characters is given by
and for each λ ∈ T * , write V λ for the subrepresentation of vectors v ∈ V such that tv = λ(t)v for all t ∈ T . Each V λ is either 0 or 1-dimensional, and it is 1-dimensional precisely for the trivial character and for the characters associated to tuples with all entries non-zero.
Remark 3.3. The Fermat surface F d is acted on by the projective unitary group P U (4, q 2 ). See [2] for some representation-theoretic properties of this action. In the present paper, we have found it sufficient to study the action of the abelian subgroup T ≤ P U (4, q 2 ).
The vector space L 1 (NS(U ) T E ) ⊗ Z Q appearing in Section 2 is naturally a subspace of a certain space W which we now define.
Notice that a tuple (i 0 , i 1 , i 2 , i 3 ) ∈ T * as in Definition 3.1 is trivial on T E if and only
T E and we may identify W ⊗ Q Q(ζ d ) with ⊕V λ , where V λ is as in Proposition 3.2 and where the direct sum is taken over characters λ ∈ T * corresponding to tuples of the form (i, i, i, * ). Then by Proposition 3.2 we deduce the following.
We now compute the rank of E d (F q 2 (t) ). We will use the formula [9, Lecture 3, (5.2)]
Here the sum is taken over the points v ∈ P 1 and f v is defined to be the number of irreducible components in the fiber above v. By Lemma 2.5, we may work with NS(
Proposition 3.7. The elliptic curve E d has rank q (respectively, q − 2) according as whether q ≡ 1 mod 3 (respectively, q ≡ 2 mod 3).
Proof. We'll prove this in the case q ≡ 1 mod 3; the other proof is identical, except that "-2" should be added in certain places, corresponding to Rank NS(F d ) T E being smaller. We use (3.6), but with
Let E x 0 denote the exceptional divisor coming from the third round of blow-ups described in Lemma 2.1. (The third round is the important round because this exceptional divisor is not fibral.) In the notation of the proof of Lemma 2.1, we see that x 3 is a local parameter for this blow-up. A computation shows that ord x 3 (x 0 ) = 3. Within NS( F d /T E ), we have V (x 0 ) = V (x 3 ). Thus, modulo the subgroup generated by fibral divisors as well as elements from NS(F d ) (note that we did not blow-up here), we have
This shows that Rank( F d /T E ) = d + 7, because d = Rank NS(F d ) T E , and the first two rounds of blow-ups contribute 6, and the final round of blow-ups contributes 1, by the previous paragraph. We also have (f v − 1) = 6. So applying (3.6), we deduce the result.
Note that E x 1 satisfies E x 1 .E d = O, where O is the point at infinity on E d . For example, we can take for E x 1 the class of the scheme-theoretic closure of O, viewed as a point on the generic fiber of E d (see [ (L a,b − 3E x 1 ) .E d is exactly the map φ * described in (1.10) in the introduction.
a,b , P
a,b denote the Galois conjugates of the point over F q 2 (s 0 ) corresponding to L a,b described in the introduction. We can view these as elements of Pic(E d ), viewed now over F q 2 (s 0 ). Then within Pic
a,b − O , and this latter is exactly the trace.
We now return to our analysis of NS(F d ) and related vector spaces.
Definition 3.9 (Projections). Let V denote any of NS(F
tv. For λ ∈ T * , we denote by v λ the element 1 |T | Σ t∈T λ −1 (t)tv. These are the projections of v to W and to V λ , respectively.
denote an element which has a non-zero projection to V λ , where λ ∈ T * corresponds to a tuple (i, i, i, d − 3i). Then the projection of v to W also has a non-zero projection to V λ . Proof. We only need to check that the Q-span of {t · s W | t ∈ T, s ∈ S} has the correct dimension, and by Lemma 3.10, we have the correct dimension after extending scalars to Q(ζ d ).
Proof. A direct computation shows that (v
We now briefly describe the strategy for proving Theorems 1.11 and 1.12. As described surrounding (2.12), to produce generators for a full-rank subgroup of E d , it suffices to find images of a Q-basis of L 1 (NS(U ) T E ) ⊗ Z Q under the composition of maps appearing in Figure 2 . We will in fact produce a basis of the bigger space W from Definition 3.4, which unlike L 1 has no "degree 0" requirement. By Corollary 3.11, we reduce to finding a subset S ⊆ NS(F d ) such that for each λ ∈ T * appearing in the decomposition of W ⊗ Q Q(ζ d ), some s ∈ S has non-zero projection to (W ⊗ Q Q(ζ d )) λ . The elements s W , together with their T /T E -translates, will then suffice generate a full-rank subgroup of E d . On the other hand, the projection s W is a sum of translates of s by t ∈ T E , and these translates all correspond to the same element of Div E d .
Thus the proofs of Theorems 1.11 and 1.12 reduce to producing certain elements of NS(F d ) which have non-zero projections to (NS( 
Intersections of lines on F d
The Néron-Severi group of a surface is equipped with a non-degenerate inner product, namely, the intersection pairing. Our strategy is to use the simple observation that if v λ , v λ = 0, then v λ = 0. The following proposition is readily verified. If one lets I L denote the set of t ∈ T such that tL = L and tL ∩ L = ∅, then one has the following particularly simple formula for L λ , L λ .
We now study this set I L in detail for the special case L = L a,b , with L a,b as in Definition 1.7. . Then t has a representative in which exactly three of its four coordinates are equal to 1. Conversely, for any such t, we can find [u 0 :
such that L a,b and tL a,b intersect at the image of this point.
Proof. Let's first assume that L a,b and tL a,b are distinct lines which intersect at the images of the point [0 : 1] ∈ P 1
. If we write t = [t 0 : t 1 : t 2 : t 3 ], this implies that
Thus t ∈ T has a representative of the form [ * : 1 : 1 : 1], and we moreover know the first coordinate is not 1 from the assumption that the lines are distinct. Now we can assume the distinct lines L a,b and tL a,b intersect at the images of a point [1 : v 0 ]. Because at most one of the elements v 0 , a + bv 0 and av 0 + b can be zero, a similar computation shows that t has a representative in which exactly three of its entries are equal to zero.
We now prove the second half of the lemma. Assume t ∈ T has a representative in which exactly three of its four coordinates are equal to 1; say the non-identity entry occurs in the j-th position. Conversely, any such value of γ ∈ F q 2 corresponds to an intersection between L a,b and tL a,b for some unique choice of t ∈ T .
Proof. We begin by proving the first half of the lemma. Thus we assume we are given distinct points [u 0 : v 0 ] and [u 1 : v 1 ] and t ∈ T such that L a,b and tL a,b intersect at the images of these points in P 1 
(and then, using that u We summarize the results of this section in the following. Proof. This follows immediately from Proposition 4.2 and Proposition 4.6.
A family of multiplicative character sums
Let L a,b denote a line as in Definition 1.7 and let v denote its image in NS(F d ). We will identify characters λ ∈ T * corresponding to tuples (i, i, i, * ) such that v λ , v λ = 0. In this section we work in slightly more generality and consider tuples (i 0 , i 1 , i 2 , i 3 ) with all entries non-zero. We analyze the relevant inner products using multiplicative character sums. When the tuple has the form (i, i, i, * ), the corresponding character sum has the form considered in the introduction; see Theorem 5.3 below.
Remark 5.1. For the rest of this section, we assume λ ∈ T * is a non-trivial character appearing in the decomposition of NS(F d ) ⊗ Z Q(ζ d ). In other words, we assume that λ corresponds to a tuple (i 0 , i 1 , i 2 , i 3 ) with non-zero entries.
L denote the set of t ∈ T appearing in Proposition 4.6(2), and let λ be a character as in Remark 5.1. Then
Proof. Consider the set S consisting of t ∈ I 0 L which are non-trivial in the j-th component. Assume λ −1 corresponds to the tuple (i 0 , i 1 , i 2 , i 3 ). We are assuming that i j = 0. Then
Because there are four choices of j, the result follows.
The following is the main result of this section, as it relates our inner products to certain multiplicative character sums. 
where χ : F * q 2 → C * is a fixed multiplicative character of order d, extended to all of F q 2 by setting χ(0) = 0.
Proof. By Proposition 4.2, we have
where I L denotes the set of elements t ∈ T such that L a,b , tL a,b = 1. By Lemma 5.2 and Proposition 4.6, this reduces to
where t γ is the unique element t ∈ T corresponding to γ ∈ F q 2 , tr(γ) = 0, as in Lemma 4.5. The proof of that lemma gives an explicit description of t γ in terms of γ:
.
Using that π(a) = a and π(b) = −b, we can express this more succinctly as
Recall ν from Definition 3.1. Our expression becomes
Next note that γ → ν(γ q−1 ) is a multiplicative character of order d; we denote it by χ (and extend it to all of F q 2 as in the statement of the theorem). Then the above expression becomes
This latter sum becomes more transparent if we also include values of γ for which tr(γ) = 0: these are exactly the values of the form γ = βb, where b is our usual b and β ∈ F q . Using the fact that χ(α) = 1 for α ∈ F * q (because χ has order d) and χ(b) = −1 (because b is not a d-th power but b 2 is), we find χ (βb)
with the value of 0 occurring only for the three distinct values β = 0,
Thus our expression for the inner product can be simplified further to
Replacing x by bx a and using again that χ(b) = −1 and χ(α) = 1 for α ∈ F q yields
and then replacing x by −x − 1 yields
and finally replacing b 2 x by x yields
This expression has the desired form, although the exponents are incorrect. To rearrange them, we perform one more substitution and replace x by
x+1 . This transformation was chosen because it exchanges −b 2 and 0, and also exchanges −1 and ∞. Then the above becomes
and multiplying by 1 = χ (x + 1) i 0 +i 1 +i 2 +i 3 yields
as required.
Definition 5.4. Let χ : F q 2 → C denote (the extension of) a multiplicative character as in Theorem 5.3. We write S b 2 ,î (or S b 2 or Sî or simply S) for the character sum
Corollary 5.5. Take notation as in Theorem 5.3 and as in Definition 5.
Proposition 5.6. For any b 2 ,î, the character sum S b 2 ,î is real.
Proof. Replacing χ with its complex conjugate is equivalent to replacing χ by its q-th power, because the outputs of χ are either 0 or (not necessarily primitive) d-th roots of unity. Because b 2 ∈ F q , this is equivalent to summing over x q for x ∈ F q 2 , and thus the sum is the same.
Recall that in Remark 5.1 we required that Proof. Write b 2 = η, which is a primitive 6-th root of unity in F q . We first check that if y := −η(x + 1), then χ x i (x + 1) i (x + η) i = χ y i (y + 1) i (y + η) i as follows:
(using that η 2 − η + 1 = 0). Considering the orbits of the action x → −η(x + 1) on F q 2 , and noting that u := −η 1+η is its unique fixed point, we see that
On the other hand, q ≡ 7 mod 12, so 2q ≡ 2 mod 3, so we deduce in particular that S = 2q.
To prove Theorem 1.11, we need only to collect the preceding results.
Proof of Theorem 1.11. As described at the end of Section 3, it suffices to show that for each character of the form (i, i, i, * ), the line L a,b has non-zero projection to (NS(
For the trivial character, this follows from Corollary 4.7. For the remaining characters, this follows from Corollary 5.5 and Proposition 6.1.
Properties of the character sum
In this section we gather some preliminary results concerning the character sum S which will be used to prove Theorem 1.12.
Notice that the character sum S b 2 ,î depends only on b 2 ∈ F q , not on the pair a, b. When we wish to emphasize this, and to emphasize that the value does not depend on b 2 coming from a pair a, b, we write 
By Theorems 5.21 and 5.16 of [4] , we have
Let b be as in Definition 1.7. For any α, β ∈ F q , write φ α,β := c∈Fq χ i 2 (αb + β + c). Notice that φ 0,β = q −1 (because χ(0) = 0 and χ(x) = 1 for x ∈ F * q ) and φ α,β = φ α ′ ,β for any α, α ′ ∈ F * q (because we may rescale by α −1 , and then note that as c ranges through F q , the expression α −1 (β + c) ranges also through F q ). We also have α,β∈Fq
We deduce that φ α,β = −1 for α ∈ F * q . With these preliminary results, we are now ready to prove the proposition.
The proposition now follows from our Jacobi sum calculations at the beginning of this proof. Proposition 7.3. Assume the tupleî has the form (i, i, i, d − 3i) and c ∈ F * q . Then S c = S τ (c) for any of
Proof. It suffices to show the result for τ (c) = c −1 and τ (c) = 1 − c, because the other maps can be obtained as compositions of these two. After possibly replacing χ by χ i , we can ignore the exponents; the only fact we need is that χ(x d ) = 1 for any non-zero x ∈ F q 2 (and in particular, for any x ∈ F * q ). We first check the case τ (c) = c −1 : Proof. By definition of admissible, we know that c is a quadratic nonresidue (NR) and c − 1 is a quadratic residue (QR). Because −1 is a QR and c −1 is an NR, we deduce that c− 1 is a QR implies 1 − c −1 is an NR implies c −1 − 1 is an NR. Hence in particular c −1 is not admissible. Because −c −1 = (1 − c −1 ) − 1 is an NR, we deduce that 1 − c −1 is not admissible. Also c − 1 being a QR implies that both 1 − c and (1 − c) −1 are QRs, and in particular, neither of these is admissible.
On the other hand, we've already checked that 1 − c −1 is an NR, hence so is (1 − c −1 ) −1 . Also, c −1 = 1 − (1 − c −1 ) is an NR, hence the product 1 − (1 − c −1 ) (1 − c −1 ) −1 = (1 − c −1 ) −1 − 1 is a QR. Together this shows that (1 − c −1 ) −1 is admissible, which completes the proof.
We will prove Theorem 1.12 by considering the sum c∈Fq S c , where S c is as in (7.1) (and some fixed tupleî is implicit). The values S 0 and S 1 are special, because in those cases our character sum reduces to a Jacobi sum. ,(i,i,i,d−3i) ). Because 2q is fixed by any automorphism, we deduce that at most n lines are needed, where n is equal to the number of divisors of d. In fact, n − 1 lines suffice, because i = d corresponds to the trivial character. In summary, to prove Theorem 1.12, it suffices to prove the following proposition. this is the case for every prime p ≡ 7 mod 12 from 7 through 127. It is not true for p = 139. We would like to determine when this happens. Based on computational evidence, we expect that the line and its translates usually generate the entire Néron-Severi group. (6) The question of what part of the Néron-Severi group of the Fermat surface is generated by a particular line can be phrased entirely as a question of how often multiplicative character sums as in Definition 5.4 hit their upper bound of 2q; this latter question seems interesting in its own right.
