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Kapitel 1 
 Einleitung 
Drei Bereiche der Informationstechnologie haben in den letzten Jahren einen starken Ein-
fluss auf die Entwicklung von Kommunikationssystemen ausgeübt: Multimedia, das Inter-
net und die Mobilkommunikation. Die multimediale Informationsaufbereitung und 
Präsentation haben die Qualität von elektronischen Kommunikationssystemen erhöht, in-
dem nicht nur textbasierte, sondern auch integrierte audiovisuelle Informationen dem An-
wender dargelegt bzw. von ihm verarbeitet werden können. Dies führte zu einer breiten 
Nutzerakzeptanz von typischen Anwendungen wie z. B. Reiseinformationssystemen, elek-
tronischen Zeitungen oder auch der Videotelephonie. 
 
Das Internet bietet die Grundlage, um multimediale Informationen einer breiten Masse 
zugänglich zu machen. Hierzu zählen die Netzinfrastruktur sowie die dazugehörigen Netz-
protokolle, die eine Anbindung von unterschiedlichen Netzwerktechnologien an das welt-
weite Internet erlauben. Gemessen an der Anzahl von Anwendern, angeschlossener 
Systeme, der Netzgröße oder auch dem Marktpotential hat die multimediale Kommunika-
tion über das Internet einen weltweiten Aufschwung erlebt und ist aus der heutigen Infor-
mationswelt nicht mehr wegzudenken. 
 
Eine derzeit noch auf dem Weg zu einer breiteren Nutzerakzeptanz befindliche multime-
diale Kommunikationsform ist die Videokommunikation. Eine qualitativ angemessene 
Videoübertragung stellt hohe Ansprüche an die Hardware der Endgeräte wie auch an die 
verwendeten Netzwerke. Obwohl die Entwicklung in diesem Bereich immer weiter voran-
schreitet, ist gerade die interaktive Echtzeit-Videokommunikation, wie sie beispielsweise 
für die Übertragung bei der Videotelephonie stattfindet, erst seit kurzem Wirklichkeit ge-
worden. 
 
Durch die technische Entwicklung tragbarer Endgeräte und durch den Ausbau drahtloser 
Kommunikationssysteme hat sich der Trend entwickelt, Informationen auch ohne vernetzte 
Arbeitsplatzcomputer zu verarbeiten. Tragbare Endgeräte sind oft nicht größer als eine 
Handfläche, bieten ähnliche Möglichkeiten wie ein PC und besitzen drahtlose Kommuni-
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kationsschnittstellen, um beispielsweise mit dem Internet multimediale Informationen aus-
zutauschen. Obwohl sich das „Mobile Computing“ erst noch in den Anfängen befindet, 
zeichnet sich ab, dass die multimediale Internetkommunikation zunehmend auch auf klei-
nen, tragbaren Endgeräten angewendet wird, die über drahtlose Netze Informationen aus-
tauschen. Das Ziel ist die für den Benutzer transparente Anwendung von beliebigen 
multimedialen Diensten auf solch kleinen Rechnern. Dabei entsteht zunehmend die Nach-
frage, die bereits auf Arbeitsplatzrechnern verwendete multimediale Internetkommunikati-
on auch auf mobilen Endgeräten anzubieten. Jede Art von Informationen sollte unabhängig 
vom Standort des Benutzers und des Übertragungszeitpunktes verfügbar sein. 
 
Betrachtet man drahtlose Kommunikationsmedien, die verwendeten Internetprotokolle und 
die Charakteristika multimedialer Informationen, dann ergeben sich eine Reihe von Pro-
blemen, die es schwierig erscheinen lassen, die multimediale Internetkommunikation auch 
auf mobilen Endgeräten durchzuführen. 
 
Zunächst sind die Internetprotokolle nicht für die Multimediakommunikation konzipiert 
worden. Vielmehr stand der zuverlässige Datenaustausch im Vordergrund. Durch eine sehr 
hohe Netzkapazität werden heute dennoch erfolgreich statische multimediale Informatio-
nen, aber auch dynamische Multimediaströme über das Internet übertragen. Die interaktive 
Videokommunikation verlangt jedoch höhere Datendurchsätze und eine weitergehende 
Dienstgüte vom verwendeten Netzwerk. 
 
Für die mobile Kommunikation ergibt sich das Problem, dass die verfügbare Bandbreite 
durch das drahtlose Kommunikationsmedium stark eingeschränkt ist. Zusätzlich ist die 
Luftschnittstelle als Kommunikationsmedium ständigen Störungen unterworfen, die aus 
Umwelteinflüssen entstehen. Eine Folge davon sind hohe Bitfehlerraten, die zu einer ver-
zögerten Auslieferung der Daten oder sogar zu einem Datenverlust führen können. Durch 
diese geringe Kommunikationsgüte drahtloser Netze ergibt sich ein zusätzlicher Unsicher-
heitsfaktor, der die ohnehin schwierige Kommunikation von Multimediadaten über Inter-
netprotokolle weiter erschwert. Gerade die Videokommunikation scheint ein schwer 
lösbares Problem darzustellen. 
 
Obwohl die für die Zukunft geplanten zellularen Mobilfunknetze der dritten Generation 
höhere Datenraten unterstützen sollen, ist dennoch auch hiermit keine endgültige Lösung 
in Sicht. Durch die Lizenzierung der für die zukünftigen Netze zur Verfügung stehenden 
Frequenzbänder kann vorhergesagt werden, dass die Gesamtkapazitäten bei weitem nicht 
für eine großzügig dimensionierte multimediale Kommunikationsform ausreichen. Über-
tragungskapazitäten auf der Luftschnittstelle werden lange eine kappe Ressource darstel-
len, die vom Netzbetreiber mit geeigneten Algorithmen auf die einzelnen Teilnehmer 
aufgeteilt werden muss. Zukünftige Mobilfunknetze tragen hierzu bei, indem eine flexible-
re, paketweise Aufteilung der Übertragungskapazitäten auf die einzelnen Benutzer möglich 
wird. 
1.1 Zielsetzung 
Diese Arbeit beschäftigt sich mit der Fragestellung, wie multimediale Kommunikation auf 
der Basis von Internetprotokollen mobilen Anwendern ermöglicht werden kann. Hierbei 
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wird insbesondere auf die Übertragung so genannter Echtzeit-Multimedia-Informationen 
eingegangen, welche aufgrund der Zeitbeschränkungen im Informationsaustausch beson-
ders hohe Anforderungen an das Kommunikationssystem stellen. Im Multimedia-Bereich 
zählt zur Echtzeit-Kommunikation unter anderem die interaktive Kommunikation wie z. B. 
Videotelephonie da hier eine Begrenzung der Übertragungsverzögerung verlangt wird, um 
eine flüssige Interaktion der Kommunikationspartner zu erlauben. Stellvertretend für ande-
re multimediale Kommunikationsformen, die ähnliche Anforderungen aufweisen wie die 
Videoübertragung, sollen die hier vorgestellten Konzepte für den interaktiven Videotrans-
port zugeschnitten und evaluiert werden. 
 
Als zentraler Lösungsansatz werden in dieser Arbeit adaptive Systeme vorgeschlagen, die 
auf der Anwendungsschicht, d. h. über der Transportschicht arbeiten. Die Adaptivität der 
Systeme bedeutet, dass sich die Endanwendungen und Zwischensysteme auf das darunter 
liegende Netz anpassen, und nicht wie bisher das Netz auf die Anwendungen angepasst 
werden muss. Ein Vorteil dieser Methode ist es, dass nicht auf eine neue Netztechnologie 
gewartet werden muss, bis eine bestimmte Kommunikationsform verwirklicht werden 
kann, sondern vielmehr die jeweilige Kommunikationsform auf die bestehende Netztech-
nologie adaptiert wird. Dieser Ansatz ist vielversprechend, da die Endanwendungen meist 
in Software realisiert sind, während Netzwerke meist auf der Einführung und großflächi-
gen Installation von Hardwarekomponenten basieren. 
 
Diese Arbeit beschäftigt sich mit zwei wichtigen Teilaspekten der zeitkritischen Multime-
diakommunikation in Mobilfunknetzen. Der erste Teilaspekt untersucht, wie Übertra-
gungskapazitäten auf die einzelnen Teilnehmer verteilt werden können, um eine möglichst 
optimale Dienstgüte aller Teilnehmer zu erreichen. Diese Aufteilung der Kapazitäten reicht 
von der Übertragung einzelner Pakete bis hin zur Vergabe von Kapazitäten für eine gesam-
te Verbindung. Der zweite Teilaspekt untersucht die Auswirkung von Übertragungsfehlern 
auf die Dienstgüte einer Übertragung. Es werden Verfahren vorgeschlagen und untersucht, 
die eine Fehlerkorrektur von verloren gegangenen Paketen durchführen. 
1.2 Überblick 
Da der Schwerpunkt dieser Arbeit auf dem Transport von Videodaten liegt, werden in Ka-
pitel 2 die Charakteristika von Videoströmen dargestellt. Hierzu gehören die Eigenschaften 
der derzeit eingesetzten Videokompressionstechniken wie auch deren Übertragung mit 
aktuellen Internetprotokollen. Das Kapitel stellt dar, welche Art von Datenströmen bei der 
interaktiven Videokommunikation erwartet werden kann. Durch die Wahl der Codierungs-
parameter wird gleichzeitig die Grundlage zur adaptiven Videokommunikation geschaffen, 
da die Steuerung der Codierungsparameter letztlich die Eigenschaft eines Videostroms 
bestimmt. 
 
Kapitel 3 wendet sich den drahtlosen Kommunikationsnetzen zu und stellt Gemeinsamkei-
ten und Charakteristika heraus, die von Kommunikationssystemen überwunden werden 
müssen. Da die heute verfügbaren Mobilfunknetze kaum für multimediale Übertragungen 
geeignet sind, sind hier die zukünftig eingesetzten Netze von besonderem Interesse. Er-
gebnisse dieses Kapitels beschreiben, wie flexibel Übertragungskapazitäten verteilt werden 
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können und für welche Übertragungsbedingungen und Gesamtkapazitäten höhere Proto-
kollmechanismen entwickelt werden müssen. 
 
Protokolle und Verfahren zur Vergabe von Übertragungskapazitäten, welche die multime-
diale Kommunikation in Festnetzen ermöglichen sollen, werden in Kapitel 4 vorgestellt. 
Diese sind interessant, da jedes Verfahren auch ein Kandidat für die Übertragung von mul-
timedialen Informationen in Mobilfunksystemen ist. Dabei werden ausgesuchte Kandida-
ten jeweils unterschiedlicher Lösungsansätze vorgestellt. Hierbei handelt es sich im 
Einzelnen um adaptive, senderbasierte Anwendungen, Reservierungsverfahren und Priori-
tätensysteme. 
 
Oft wird angenommen, dass mit genügend großer Übertragungskapazität oder durch den 
Einsatz der in Kapitel 4 vorgestellten Verfahren die multimediale Kommunikation auch in 
Mobilfunknetzen unproblematisch ist. Kapitel 5 analysiert daher die im vorherigen Kapitel 
vorgestellten Mechanismen und schlägt neue Ansätze vor, die speziell auf die multimediale 
Kommunikation in Mobilfunknetzen zugeschnitten sind. Hierbei handelt es sich um ein 
Verfahren zur Vermeidung von Verzögerungsverletzungen und um eine Zulassungskon-
trolle auf Verbindungsbasis. Es wird eine Ratenzuweisung vorgeschlagen, die es erlaubt, 
dem Netzbetreiber eine optimale Zuteilung der vorhandenen Übertragungskapazitäten auf 
die einzelnen Teilnehmer vorzunehmen. Die Bewertung für diese Optimalität kann der 
Netzbetreiber mit einer für ihn geeigneten Gütefunktion bestimmen. Die Durchführbarkeit 
der vorgeschlagenen Lösungen wird anhand einer prototypischen Implementierung und 
anhand von Simulationen nachgewiesen. 
 
Kapitel 6 stellt Fehlerkontrollverfahren vor, die eine Wiederaufnahme der Übertragung 
erlauben, ohne vorherige Informationseinheiten erneut zu übertragen. Solche Fehlerkon-
trollverfahren können eine logische Erweiterung von adaptiven Anwendungen darstellen. 
Sie sind von besonderem Interesse für drahtlose Kommunikation, da durch die hohe Unzu-
verlässigkeit des Kommunikationsmediums sogar Unterbrechungen und hohe Verlustraten 
von Informationseinheiten nicht ausgeschlossen werden können.  
Ein ebenfalls in Kapitel 6 vorgestelltes analytisches Modell erlaubt den qualitativen Ver-
gleich unterschiedlicher Fehlerkorrekturverfahren. Das Modell ermöglicht die Berechnung 
der durch eine Fehlerkorrektur zusätzlich entstehenden Datenrate. Es ist daher für die Ka-
pazitätenplanung und zur Vorhersage von Netzlasten geeignet. Die Ergebnisse des Modells 
werden jeweils mit den Messungen aus einer prototypischen Implementierung verifiziert. 
 
Die Arbeit schließt mit einer Zusammenfassung und einem Ausblick auf zukünftige For-
schungsarbeiten. 
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Kapitel 2 
 Videokommunikation und Transport 
Erst aufgrund des Fortschritts der Internetkommunikation und der Endgerätehardware fin-
det die Videokommunikation immer mehr Verbreitung. Die Anwendungsmöglichkeiten 
sind vielfältig. Grundsätzlich können drei Kategorien unterschieden werden: 
 
Video-Download: Beim Video-Download werden vollständige Videos oder große Teile 
einer Videosequenz von einem Server auf einen Client-Rechner transferiert und dann am 
Client-Rechner ohne eine laufende Netzverbindung dargestellt. Dadurch, dass die gesamte 
Videosequenz beim Empfänger gespeichert wird, kann sowohl ein schneller Vor- und 
Rücklauf als auch ein beliebiger Zugriff auf enthaltene Videosequenzen durchgeführt wer-
den. 
Beispiel für diese Art von Anwendungen sind eine Online-Videothek (Video on Demand) 
oder eine einfache Videorecorderfunktionalität des Client-Rechners. 
  
Videostreaming: Im Gegensatz zum Video-Download wird beim Videostreaming die 
Netzwerkverbindung aufrecht gehalten und das am Client empfangene Video kontinuier-
lich während der Datenübertragung dargestellt. Ein Zwischenspeicher beim Empfänger 
speichert eine längere Sequenz der Videoübertragung und beginnt mit der Ausspielung, 
wenn der Zwischenspeicher gefüllt ist. Während der Ausspielung wird der Zwischenspei-
cher mit den gleichzeitig vom Netzwerk empfangenen neuen Videodaten aufgefüllt. Der 
Vorteil dieser Methode ist, dass sehr einfache Übertragungsmethoden verwendet werden 
können. Schwankungen in der Übertragungskapazität und das verzögerte Ausliefern von 
einzelnen Dateneinheiten werden vom Zwischenspeicher ausgeglichen. 
 
Oft wird das Videostreaming dem Video-Download vorgezogen, da keine großen Speicher 
für den Inhalt eines ganzen Videos beim Empfänger vorhanden sein müssen. Beispielan-
wendungen von Videostreaming sind ebenfalls Video on Demand, Live-
Videoüberwachung, aber auch der Empfang von Live-Nachrichtensendungen oder Spor-
tereignissen. Der wahlfreie Zugriff auf beliebige Videosequenzen sowie der schnelle Vor- 
und Rücklauf sind jedoch aufgrund des Zwischenspeichers eingeschränkt. 
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Videostreaminganwendungen sind oft auch in andere Kommunikationsformen eingebettet. 
So enthalten beispielsweise viele Web-Seiten animierte Videosequenzen, die kontinuier-
lich vom Web-Server übertragen werden. Diese Möglichkeit wird oft für Werbesequenzen 
genutzt (Media Enriched Advertising). 
 
Interaktive Videokommunikation: Die interaktive Videokommunikation sieht eine 
Kommunikation in beide Richtungen vor. Jeder Kommunikationsteilnehmer ist sowohl 
Sender als auch Empfänger. In mindestens eine Richtung fließt jeweils ein Videostrom. 
Beispielanwendungen sind die Videotelephonie, Videoberatung oder auch die Videoüber-
tragung im Distance-Learning-Bereich, wo Zuhörer bei einer Live-Videoübertragung mit 
dem Vortragenden interagieren können. 
 
Jedes dieser Anwendungsgebiete stellt andere Anforderungen an die Netzübertragung so-
wie die Server- und Client-Hard- und -Software. 
 
Der Video-Download verlangt einen sehr großen Speicher auf den Client-Rechnern. Beim 
heutigen Stand der Technik sollte dieser mehrere hundert Megabyte betragen, wenn ein 
vollständiger Spielfilm gespeichert werden soll. Der Server oder Server-Verbund einer 
Video-Download-Anwendung muss um ein Vielfaches höher dimensioniert werden, damit 
eine große Anzahl von Videosequenzen angeboten werden kann. Da das 
Verkehrsaufkommen an einzelnen Videoservern entsprechend hoch ausfallen kann, werden 
oft an Netzwerkkonten, die zwischen dem Server und dem Empfänger liegen, 
Videosequenzen mit großer Nachfrage zwischengespeichert. So verringert sich die 
benötigte Bedienrate der eigentlichen Server und die Netzlast auf den 
Verbindungsnetzwerken. Das Netzwerk sollte einen genügend großen durchschnittlichen 
Durchsatz aufweisen, damit nach Beginn der Übertragung das Abspielen des Videos 
möglichst bald erfolgen kann. Spezielle Anforderungen an die Übertragungstechnik wie 
die Einschränkung von Übertragungsverzögerungen oder die Einhaltung konstanter 
Übertragungsraten werden nicht gestellt. 
 
Das Videostreaming benötigt weniger Speicherplatz auf den Client-Systemen. Die genaue 
Größe des Speichers ist von der Anwendung abhängig, d. h. davon, um wie viel die 
Präsentation des Videos vom Aussendezeitpunkt am Server verzögert werden darf. So ver-
langt eine Live-Sportübertragung sicherlich eine kurzfristige Ausspielung, da der Zu-
schauer am Live-Charakter der Inhalte interessiert ist. Bei einer Fußballübertragung ist 
beispielsweise eine Ausspielverzögerung von 5-10 Sekunden realistischer als eine Ver-
zögerung von 1-2 Stunden. Der Server hat unterschiedliche Speicherplatzanforderungen, je 
nachdem ob es sich um eine Videobibliothek oder um eine Live-Übertragung handelt. Im 
Extremfall sind die Speicheranforderungen an den Server identisch mit den Anforderungen 
beim Video Download.  Ebenso wie beim Video-Download können auch hier 
Zwischenstationen einzelne Videosequenzen speichern, um die Last am Server zu 
verringern. Gerade bei einer Live-Übertragung mit einer Vielzahl von Empfängern kann so 
die Netzlast verringert werden. Die benötigte Güte der Netzwerkübertragung hängt stark 
von der Größe des Zwischenspeichers des Empfängers ab. Ist der Zwischenspeicher groß, 
so darf die Übertragungsrate während der Ausspielung stärker schwanken und muss nur 
über einen längeren Zeitraum hinweg eine mittlere Rate aufweisen. 
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Eine interaktive Videoübertragung stellt die niedrigsten Anforderungen an den 
Speicherbedarf beim Videoempfänger. Durch den interaktiven Charakter der Kommu-
nikation darf der Ausspielzeitpunkt im Allgemeinen um nicht mehr als 250 ms vom Erstel-
lungszeitpunkt der Informationen auf der Absenderseite verzögert werden. Bei einer uni-
direktionalen Verzögerung von 250 ms kann also der Empfänger auch erst nach dieser Zeit 
eine Reaktion übermitteln. Dies entspricht einer Gesamtverzögerung von 500 ms, falls die 
Übertragung in die entgegengesetzte Richtung die gleichen Eigenschaften aufweist. Unter-
suchungen haben ergeben, dass beispielsweise für eine Videotelephonieanwendung die 
maximale Gesamtverzögerung unter einer halben Sekunde liegen sollte [Rei96, Her96, 
Fas98]. 
 
Um eine möglichst geringe Ausspielverzögerung zu erreichen, darf der Zwischenspeicher 
beim Empfänger nicht zu groß sein. Folglich muss die Netzwerkübertragung eine gewisse 
Dienstgüte aufweisen, damit eine kontinuierliche, ungestörte Darstellung des Videos beim 
Empfänger möglich ist. So müssen beispielsweise Verzögerungsgrenzen für die Übertra-
gung einzelner Videobilder gewährleistet sein. Da für die Auslieferung der Daten feste 
Zeitgrenzen vorgegeben sind, werden Videoströme einer interaktiven Videokommunikati-
on auch als Echtzeit- oder Real-Time-Videoströme bezeichnet. 
 
Ziel dieses Kapitels ist es, die Charakteristiken interaktiver Echtzeitvideoströme aufzuzei-
gen. Hierzu wird auf die Grundlagen der Videocodierung eingegangen und auf die Art und 
Weise, wie eine Senderanwendung einen Videostrom generiert. Dabei ist von besonderem 
Interesse die Charakteristik von Videoströmen und die Entstehung variabler Datenraten. 
Eng damit verbunden ist die Bewertung der Bildqualität, welche benötigt wird, um unter-
schiedliche Übertragungs- und Codierverfahren miteinander zu vergleichen. 
Es wird aufgezeigt, welche Protokolle eingesetzt werden, um eine Echtzeitübertragung in 
paketvermittelnden Netzen und eine synchrone Ausspielung von Videoströmen zu ermög-
lichen. Dabei wird auf Aufteilung von Videoströmen auf einzelne Datenpakte eingegan-
gen, da diese einen wesentlichen Einfluss auf die Effizienz und die Übertragungsgüte hat. 
Um die Entstehung der wahrnehmbaren Verzögerung bei der interaktiven Videokommuni-
kation zu erläutern, befasst sich ein gesonderter Abschnitt mit Verzögerungsfaktoren die 
zusätzlich zur reinen Übertragungsverzögerungen anfallen.  
2.1 Videocodierung 
Zum Speichern von Videodaten auf Datenträgern und für ihre Übertragung über Kommu-
nikationsnetze sind verhältnismäßig große Kapazitäten notwendig. Geht man von einem 
einfachen Videobild mit einer Größe von 352x288 Pixel und einer Farbtiefe von 16 Bit 
aus, so ergibt sich für eine 60 Minuten andauernde Videosequenz und eine Bildwiederhol-
rate von 25 Bildern pro Sekunde eine Größe von 18.24 GByte. Die Übertragungsrate für 
eine Live-Übertragung müsste 40.5 MBit/s betragen. 
 
Da diese Werte die Kapazitäten heutiger Hardware übersteigen bzw. für eine einzelne 
Übertragung die Kapazitäten zu stark ausnutzen, werden in der Praxis Videodaten kom-
primiert. 
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Die Videocodierung besteht typischerweise aus den in Abbildung 2.1 dargestellten Schrit-
ten. Das Eingangssignal wird zunächst von einer Bildaufbereitung in eine digitale Reprä-
sentation überführt. Dies sind meist Pixelblöcke, wobei jedes Pixel durch eine feste Anzahl 
von Bits repräsentiert wird. 
 
Bildbearbeitung
und
Transformation
Bild-
aufbereitung Quantisierung
Entropie-
codierung
 
Abbildung 2.1: Bearbeitungsschritte der Videocodierung 
 
Die Bildaufbereitung überführt die Bildinformationen in eine zur Kompression geeignete 
Darstellung. Die heute eingesetzten Videocodierungsverfahren transformieren die Bildin-
formation in eine blockweise Darstellung, die jeweils einen Bereich von 16x16 Pixel ent-
halten. Zudem werden die Farbinformationen von der Helligkeitsinformation getrennt. 
Dazu werden die Bilddaten von der sonst üblichen RGB-Darstellung (Rot/Grün/Blau) in 
die so genannte YUV-Darstellung (Luminanz Y, und Chrominanzdifferenzen UV) über-
führt. Dies hat den Vorteil, dass die Luminanzinformationen von den Chrominanzinforma-
tionen getrennt werden. Da das menschliche Auge unterschiedliche Farbnuancen weniger 
gut erkennen kann als Helligkeitsunterschiede, werden hier bereits die Farbinformationen 
weniger genau abgetastet als die Helligkeitsinformationen. Dies bewirkt bereits eine Ein-
sparung in der Datenmenge. 
 
Diese so aufbereiteten Pixelinformationen werden danach durch einen Bildbearbeitungs- 
und Transformationsschritt in den Frequenzraum überführt. Die meisten Systeme verwen-
den hierzu die diskrete Kosinustransformation (DCT). Vorteil der Transformation in den 
Frequenzraum ist die dadurch entstehende Redundanz und die Möglichkeit der Reduzie-
rung der Daten durch eine Quantisierung. 
 
Die erhaltenen Frequenzvektoren werden in einem Quantisierungsschritt in ihrer Präzision 
reduziert. Dazu werden die einzelnen Werte durch so genannte Quantisierungslevel unter-
teilt. Je weniger Quantisierungslevel vorhanden sind, desto ungenauer wird die Darstel-
lung. Werte, die in wenige Quantisierungslevel unterteilt worden sind, lassen sich jedoch 
im nachfolgenden Schritt besser komprimieren, da die Redundanz größer geworden ist. Je 
größer die Quantisierungslevel, desto bessere Kompressionsraten lassen sich erzielen. Al-
lerdings sinkt hierdurch auch die Bildqualität. 
 
Der letzte Codierungsschritt reduziert die Redundanz der quantisierten Werte. Hier werden 
bekannte Entropie-Codierungsmethoden verwendet. Beispiele hierfür sind Lauflängen-
codierung, Huffman-Codierung oder auch die arithmetische Codierung. 
 
Im Folgenden soll exemplarisch der von der International Telecommunication Union (ITU-
T) definierte Videocodierstandard H.261 beschrieben werden. Für die Charakteristik des 
nach einer Videocodierung entstandenen Datenstroms ist die durch unterschiedliche Quan-
tisierung erreichte Datenrate von besonderem Interesse. 
 
Ein Codierer, der nach dem H.261-Standard arbeitet, akzeptiert als Eingabe Videobilder im 
YUV-Format, d. h., die Luminanzinformationen sind von den Chrominanzinformationen 
getrennt worden. Dabei sind Bildgrößen im so genannten CIF (Common Interchange For-
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mat, entspricht 352x288 Pixel) und QCIF (Quarter Common Interchange Format, 178x144 
Pixel) vorgesehen. 
 
Die Chrominanzinformationen liegen im Gegensatz zu den Luminanzinformationen mit 
halber Genauigkeit vor. Die grundlegende Einheit von H.261 ist der Macroblock. Dieser 
stellt einen Pixelbereich der Größe 16x16 dar, welcher aus 16x16 Luminanzinformationen 
und zwei 8x8-Blöcken für die jeweiligen Chrominanzwerte besteht. Um sechs gleich große 
Blöcke zu erhalten, werden die Luminanzinformationen wiederum in vier 8x8 Pixel große 
Blöcke unterteilt. Dies hat den Vorteil, dass jeder 8x8 Pixel große Block mit der gleichen 
Prozedur codiert werden kann. Abbildung 2.2 zeigt die relative Position der Luminanzwer-
te zu den Chrominanzwerten. 
 
Luminanz
Chrominanz
 
Abbildung 2.2: Aufteilung von Luminanz zur Chrominanzabtastung 
 
Abbildung 2.3 zeigt die Codierung eines 8x8-Blocks mit H.261. Die 64 Pixelwerte werden 
zunächst mit der Forward Discrete Cosine Transformation (FDCT) in den Frequenzraum 
überführt. Hierzu wird folgende Transformation durchgeführt: 
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Die daraus entstehenden 64 DCT-Vektoren werden anschließend quantisiert. H.261 ver-
wendet eine sehr einfache Quantisierungsmethode: 
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Die niedrigste Frequenz der durch die Kosinustransformation aufgeteilten Frequenzanteile 
ist die mit der Frequenz 0. Dieser Wert wird durch den DC-Koeffizienten (Direct Current) 
mit dem Index (0,0) dargestellt. Der DC-Koeffizient stellt den Durchschnittswert eines 
Blocks dar. Dabei wird der DC-Koeffizient mit einem festen Quantisierungsintervall quan-
tisiert. Dies ist notwendig, damit Grundfarbe und Grundhelligkeit des Blocks nicht zu stark 
vom Original abweichten. Die übrigen AC-Koeffizienten werden mit dem Parameter 
QUANT quantisiert. QUANT kann Werte zwischen 1 und 31 annehmen und erlaubt somit 
dem Codierungsprozess, unterschiedliche Bildqualitäten und Datenraten zu konfigurieren. 
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Der Wert von QUANT wird für jeden Macroblock übertragen, um beim Decoder die Ur-
sprungsdaten bis auf den Quantisierungsfehler zu rekonstruieren. 
 
8x8-Block
DCT Quantisier. Entropie-codierung
DCT-basierter Codierer
64 DCT-Werte 64 quantisierte
DCT- Werte
Bitstrom variabler
Länge
 
Abbildung 2.3: Codierung eines 8x8-Blocks mit H.261 
 
Die quantisierten DCT-Koeffizienten werden anschließend durch eine Entropiecodierung 
komprimiert. Dabei verwendet H.261 Lauflängencodierung und eine mit festen Tabellen 
vordefinierte VLC-Codierung (Variable Length Code). Hierbei werden für Werte, die eine 
größere Häufigkeit haben, kürzere Bitcodes verwendet. 
 
Falls sich ein Macroblock im Verhältnis zum vorher übertragenden Macroblock nicht oder 
nur sehr wenig geändert hat, erlaubt H.261 diesen Block in der Codierung auszulassen. 
Dies ist der einfachste Weg, die Redundanz zwischen aufeinander folgenden Videobildern 
für eine Verbesserung der Kompressionsrate auszunutzen. 
 
Eine weitere Möglichkeit, die Kompressionsrate zu verbessern, ist es, die Pixel eines 
Macroblocks als Differenz zum vorher gesendeten Videobild aufzufassen und dann 
entsprechend nur diese Differenzpixel zu codieren. Die Differenzberechnung kann dann 
beim Empfänger entsprechend rückgängig gemacht werden. Ein Videobild, das einen 
solchen Macroblock enthält, wird in der Literatur auch P-Bild (Predicted Picture) 
bezeichnet, da sein Inhalt vom vorherigen Bild abhängt. Sind die Bildunterschiede zum 
vorherigen Videobild gering, so ist die Kompressionsrate eines im Predicted-Modus 
komprimierten Macroblocks meist höher, da viele Pixel eine Null oder nur geringe Werte 
enthalten. 
 
Eine weitere Verbesserung der Kompressionsrate wird durch die so genannte Bewegungs-
prädiktion (Motion Compensation) erreicht. Hierbei wird für einen Macroblock, der im 
Predicted-Modus codiert wird, nicht einfach die Differenz zum an der gleichen x/y-
Position stehenden Macroblock gebildet. Vielmehr wird vor der Berechnung ein (x,y)-
Distanzwert (Motion-Vektor) addiert. Für Bildregionen, die sich seit dem vorherigen 
Videobild leicht verschoben haben, können so bessere Differenzbilder erstellt werden. 
H.261 erlaubt Motion-Vektoren mit einer Distanz von bis zu 16 Pixel. Der Codierer kann 
also vor der Codierung mögliche Motion-Vektoren auf einen etwaigen Kompressions-
vorteil testen. Bei einer Offline-Codierung geschieht dies durch eine sehr aufwendige 
Blocksuche und Bewertung der Differenzbilder einzelner Motion-Vektoren. 
 
Neben dem H.261-Standard gibt es noch zahlreiche andere Codierungsstandards, die teil-
weise ähnliche Eigenschaften aufweisen. Nachfolger und Weiterentwicklungen des H.261-
Standards definieren meist neue Videobildgrößen, die durch neue Anwendungsgebiete 
notwendig geworden sind. H.263, der direkte Nachfolger von H.261, definiert beispiels-
weise eine SQCIF-Auflösung (Super Quarter CIF) von 128x96 Bildpunkten. Diese Auflö-
sung ist für extrem geringe Datenraten über schmalbandige Übertragungskanäle geeignet. 
Ein Beispiel hierfür ist die Videoübertragung über das analoge Telefonnetz.  
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Um auch Anwendungen mit höheren Qualitätsansprüchen zu genügen, wurde in H.263 
zusätzlich eine 4CIF (704x576 Pixel) und 16CIF (1408x1152 Pixel) definiert. Eine wesent-
liche Neuerung gegenüber H.261 ist die Unterstützung der Codierung von Macroblöcken, 
die eine Differenz zu einem erst noch folgenden und vorherigen Videobild enthalten. Diese 
so genannten B-Bilder (Bidirectional Pictures) erlauben ebenfalls eine höhere Kompressi-
onsrate, sind jedoch problematisch, da der Empfänger bereits das nachfolgende Videobild 
decodiert haben muss, bevor das B-Bild decodiert werden kann. Dieses Problem wird ge-
löst, indem die Bilder, auf die ein B-Bild referenziert, zeitlich vor dem eigentlichen B-Bild 
übertragen werden, wodurch ein zusätzlicher Zwischenspeicher beim Sender und Empfän-
ger notwendig wird. Folglich entsteht eine zusätzliche Verzögerung zwischen dem Lesen 
des Eingangssignals und dem Ausspielen des decodierten Bildes beim Empfänger. B-
Bilder werden daher bei interaktiven Videoanwendungen nur selten verwendet. 
 
Zusammenfassend kann gesagt werden, dass Videocodierungssysteme drei Typen von Co-
dierungsmethoden unterscheiden. Die P-Bilder stellen Differenzen zu vorher codierten 
Bildern dar. Die B-Bilder stellen Differenzen zwischen vorher und nachher codierten Bil-
dern dar. Dabei darf nicht auf ein weiteres B-Bild referenziert werden. Falls keine dieser 
Methoden Anwendung findet, handelt es sich um ein so genanntes I-Bild (Intra Picture). 
Trotz der Namen I-, P- und B-Bild, müssen nicht immer ganze Videobilder im gleichen 
Modus codiert werden. Fast alle Standards erlauben die freie Auswahl der Differenzbil-
dung auf der Basis von Macroblöcken. Dies ist notwendig, da für Bildausschnitte mit we-
nigen Änderungen zu den vorherigen Bildern die Codierung als P-Bild meist effizienter ist 
als im Intra-Modus. Dies gilt jedoch oft nicht für die Bildbereiche, die starken Änderungen 
unterworfen sind. Wird in diesen Bereichen eine Differenzbildung zu einem gänzlich un-
terschiedlichen Bildbereich gewählt, so entstehen fast nahezu zufällige Zahlenwerte, die 
nur schlecht komprimiert werden können. 
 
Ein Codiersystem benötigt also ein Kriterium, das bestimmt, mit welcher Methode ein 
Macroblock codiert wird, und ob eine Übertragung überhaupt notwendig ist. Bei den mei-
sten Implementierungen werden hierzu Pixeldifferenzen zwischen den einzelnen Bildre-
gionen gebildet, die Aufschluss über die Bildänderungen der Pixelregion geben. Bei 
Unterschreitung gewisser Schwellenwerte werden die Macroblöcke im P-Modus codiert 
oder sogar bei der Codierung übersprungen. 
 
Tabelle 2.1 fasst die wichtigsten Videocodierungsstandards zusammen. Jeder Codierungs-
standard ist für ein bestimmtes Einsatzgebiet entwickelt worden. Dennoch sind die Ein-
satzgebiete meist vielfältiger als ursprünglich vorgesehen. So wurde H.261 beispielsweise 
für die Videoübertragung in ISDN-Systemen mit einer Kapazität von n  64 kBit/s entwik-
kelt. Da ISDN-Systeme zwischen einem und 30 Kanäle von je 64 kBit/s verfügen, sind hier 
also Datenraten von 64 bis 1920 kBit/s vorgesehen. Heute wird H.261 jedoch auch im pa-
ketvermittelten Internet verwendet, wobei variable Datenraten von wenigen kBit/s bis hin 
zu mehreren MBit/s erreicht werden. Dabei verwenden Internetanwendungen oft unter-
schiedliche Bildwiederholraten, um extrem kleine Ausgangsdatenraten zu erreichen. 
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Name Gremium Datenrate1 Besonderheiten 
H.261 ITU [H261] n  64 kBit/s entwickelt für ISDN-Systeme 
H.263 ITU [H263] ab 28 kBit/s auch für analoge Telefon-
systeme geeignet 
H.263+ ITU [CEG98] ab 28 kBit/s erweitert H.263 um hierarchi-
sche Codierung  
(siehe. Abschnitt 2.1.1) 
MPEG 1 ISO [Mit96] ab 1.2 – 1.5 Mbit/s geeignet für die Videospeiche-
rung auf CD-ROM, Fernseh-
qualität 
MPEG-2 ISO [Has97] 4-9 MBit/s hierarchische Codierung, Stu-
dioqualität 
MPEG-4 ISO [Pur95] 9.6 kBit/s bis 2 
MBit/s 
Objektcodierung, Codierung für 
extrem geringe Bandbreiten 
Tabelle 2.1: Verschiedene Videocodierungsverfahren und deren Einsatzgebiete 
 
Eine Besonderheit bei den Videocodierungssystemen stellt der MPEG-4-Standard dar. 
Dieser erlaubt eine Videocodierung mit extrem geringen Bitraten ab ca. 2.4 kBit/s. Erreicht 
wird dies durch die unabhängige Codierung von einzelnen Bildobjekten. Betrachtet man 
beispielsweise eine Nachrichtensendung, so besteht diese aus einem Hintergrundbild und 
einer sprechenden Person. Trennt man diese beiden Objekte, so muss das Hintergrundbild 
nur ein einziges Mal übertragen werden. Dieses Verfahren führt zu einer enormen Einspa-
rung von Bandbreite, da ein sich bewegendes Objekt getrennt übertragen werden kann, 
ohne den Hintergrund jeweils neu codieren zu müssen. Problematisch gestaltet sich hierbei 
jedoch die Aufbereitung der Videoquellen. Um verschiedene Objekte trennen zu können, 
muss entweder eine Mustererkennung auf ein Bild durchgeführt werden oder die verschie-
denen Objekte müssen als einzelne Videoströme vorliegen. Die Trennung der Videoobjek-
te kann beispielsweise durch den Einsatz mehrerer Kameras und einer Blue-Box-
Technologie erfolgen. 
 
Der wesentliche Unterschied zwischen den ITU-T-Standards (H.261 und H.263) und den 
ISO-Standards (MPEG 1/2/4) ist, dass die ITU-Standards für den Einsatz in Videotelepho-
niesystemen entwickelt worden sind. Obwohl Videokonferenz und Videotelephoniean-
wendungen in den MPEG-Spezifikationen ebenfalls erwähnt werden, liegt der Einsatz von 
MPEG-Systemen derzeit hauptsächlich im Video-Streaming und Video-Storage. So wird 
beispielsweise MPEG häufig dazu genutzt, Videofilme mit hoher Qualität auf Massenspei-
cher abzulegen. 
2.1.1 Hierarchische Codierungsverfahren 
Die Codierungsstandards H.263+, MPEG-2 und auch MPEG-4 unterstützen die Codierung 
von hierarchischen Videoströmen. Hierbei handelt es sich um Videoströme, die in ver-
schiedene Teilströme aufgeteilt sind. Der Decodierprozess beim Empfänger kann jeden 
Teilstrom decodieren, falls er den Teilstrom der nächstniedrigeren Hierarchieebene emp-
                                                 
1
 Diese Werte sind nur Anhaltspunkte, um den Einsatzbereich einzuschätzen. Höhere und niedrigere Datenra-
ten sind abhängig von der Bildquelle und den Bildwiederholraten möglich. 
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fangen und ebenfalls decodiert hat. Dabei wird die Bildqualität mit jedem zusätzlich deco-
dierten Teilstrom verbessert. 
 
Die niedrigste Ebene wird hierbei Base-Layer genannt und ist die einzige Ebene, die ohne 
die anderen Ebenen alleine decodiert werden kann. Auf den Base-Layer aufbauende höhere 
Ebenen werden Enhancement-Layer genannt. 
 
Im Folgenden wird die hierarchische Codierung am Beispiel von H.263+ [CEG98] darge-
stellt. Der Anhang O des H.263+-Standards definiert drei Methoden der hierarchischen 
Codierung: 
• Zeitliche Skalierbarkeit 
• Signal-to-Noise-Ratio-Skalierbarkeit 
• Räumliche Skalierbarkeit 
 
Zeitliche Skalierbarkeit: Bei der zeitlichen Skalierbarkeit wird die zeitliche Auflösung, d. 
h. die Bildwiederholrate des Videostroms, skaliert. Dazu werden in den Videostrom zu-
sätzliche B-Frames eingeführt, die aus Prädiktionen der vorhergehenden oder 
nachfolgenden Videobilder bestehen. Diese B-Frames dürfen nicht zur Prädiktion anderer 
Videobilder genutzt werden. Daher können sie ohne Einfluss auf die Decodierung der 
anderen Frames ignoriert werden. Entscheidet sich der Sender, keine B-Frames zu senden 
oder zu codieren, so reduziert sich lediglich die Bildrate. Da B-Frames sehr hohe 
Kompressionsraten aufweisen, ist der Anteil der höheren Hierarchiestufen an der Gesamt-
datenrate eher gering. 
 
Signal-to-Noise-Ratio-Skalierbarkeit (SNR-Skalierbarkeit): Bei der SNR-Skalierung 
werden zusätzlich zum eigentlichen Videostrom die Differenzen des decodierten Vi-
deostroms mit dem Originalbild als zusätzlichem Videostrom übertragen. Diese Differen-
zen ergeben sich durch die Quantisierung beim Codierungsvorgang. Der Codierer kann 
diese Differenzen berechnen, indem er aus dem codierten Bild das beim Empfänger sicht-
bare Bild rekonstruiert. Hierzu muss der Codierer nach der Quantisierung eine inverse 
DCT-Transformation durchführen und die gesuchten Differenzen aus dem decodierten 
Bild und dem Originalbild ermitteln. 
 
Räumliche Skalierbarkeit: Zur räumlichen Skalierbarkeit wird im höheren Layer der 
gleiche Datenstrom, jedoch in einer höheren Auflösung codiert. Man unterscheidet hierbei 
zwischen 1D- und 2D-Skalierung. Bei der 1D-Skalierung wird nur die Auflösung in x- 
oder y-Richtung verdoppelt. Bei einer 2D-Skalierung wird sowohl die x- als auch die y-
Auflösung verdoppelt. Damit der Enhancement-Layer einen Kompressionsgewinn durch 
den vorher codierten Base-Layer erhält, werden die I- und P-Bilder des Enhancement-
Layers als Differenzbilder zu den dazugehörigen Bildern des Base-Layers dargestellt. Da 
die Bilder des Enhancement-Layers jedoch eine größere Auflösung haben, müssen hierzu 
die Bilder des Base-Layers auf die Größe des Enhancement-Layers skaliert werden. Diese 
Operation entspricht einer einfachen Verdoppelung nebeneinander liegender Pixel. 
 
Die hierarchische Videocodierung findet in der Praxis ein breites Anwendungsspektrum. 
So kann ein Videoserver ohne zusätzlichen Berechnungsaufwand eine einzelne Videose-
quenz in unterschiedlichen Qualitätsstufen mit unterschiedlichen Datenraten anbieten. 
Auch können Datenverluste besser kompensiert werden, wenn die Verluste ausschließlich 
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höhere Hierarchieebenen betreffen. Zwar verringert sich bei einem solchen Verlust kurzfri-
stig die Bildqualität, das eigentliche Bild bleibt jedoch erhalten [Völ00]. 
2.1.2 Bewertung der Bildqualität 
Um die Güte einer Videocodierung messen zu können, ist es wichtig, eine Größenordung 
für die Bildqualität einzuführen. Die subjektive Wahrnehmungsqualität zu bewerten ist 
jedoch schwierig. Verlustbehaftete Kompressionsverfahren, die beispielsweise durch 
Quantisierung unterschiedliche Datenraten erreichen können, produzieren unterschiedliche 
Wahrnehmungsqualitäten. 
 
In der Praxis möchte man die Wahrnehmungsqualität eines Bildes oder einer Videose-
quenz durch einen einzigen charakteristischen Parameter bestimmen. Dies könnte bei-
spielsweise die Bildschärfe oder Farbtreue sein. Da jedoch die tatsächliche Wahrnehmung 
durch das menschliche Auge bestimmt ist, ist die Einordnung in Qualitätsstufen immer 
subjektiv. 
 
Eine mögliche Lösung dieses Problems stellt der so genannte Mean Opinion Score (MOS) 
dar. Hier werden Videosequenzen unterschiedlicher Bildqualitäten einer bestimmten An-
zahl von Zuschauern gezeigt, die nach einem vorgegebenen Bewertungsverfahren die 
Bildqualität bestimmen. Dieses Verfahren ist jedoch extrem aufwendig und kann nur ver-
einzelt durchgeführt werden. 
 
Für Standbilder wird oft der Signal-Rausch-Abstand verwendet. Der Signal-to-Noise-Ratio 
(SNR) [NeH95, RaJ91] beschreibt die Energie eines Eingangssignals in Relation zur Ener-
gie eines gestörten Ausgangssignals. In der Bildverarbeitung wird das Originalbild mit 
dem komprimierten Bild nach Codierung und Decodierung verglichen. Für Bilder mit 
Graustufen kann der SNR eines Bildes i wie folgt definiert werden: 
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wobei von einem Orignialbild O(i,j) und einem codierten Bild T(i,j) mit einer Höhe und 
Breite von jeweils N Pixel ausgegangen wird. 
 
In der Praxis ist man jedoch meist nur an relativen Qualitätsstufen interessiert. Hierzu kann 
die Berechnung des SNR vereinfacht werden, indem die Qualitätsverschlechterung mit 
einem Peak-Signal verglichen wird. Ist der Wertebereich der einzelnen Graustufen zwi-
schen 0 und 255, dann kann der so genannte Peak-Signal-to-Noise-Ratio (PSNR) durch  
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definiert werden. Die Berechnung des PSNR spart gegenüber der Berechnung des SNR die 
Summe über alle Werte des Originalbildes. Dadurch dass jeder Pixelwert des Originalbil-
des zusätzlich eine Quadrierung erfordert, ist die Berechnung des PSNR wesentlich einfa-
cher als die des SNR. 
 
Für die Bestimmung der Bildqualität von Videosequenzen ist der SNR oder PSNR nur 
geeignet, wenn die Bildrate konstant bleibt. Bei konstanter Bildrate kann jedes Bild einer 
Videosequenz mit dem dazugehörigen Bild einer Originalsequenz verglichen werden. Die 
Methode kann Bildverluste oder Varianzen in der Bildrate nicht erkennen. In der Literatur 
wird vorgeschlagen, im Falle eines Bildverlustes oder einer verzögerten Auslieferung eines 
Bildes das Originalbild mit dem vorherigen korrekt empfangenen Videobild zu verglei-
chen. 
 
Vom SNR oder PSNR abweichende Messverfahren werden beispielsweise in [Bra96] und 
[Web93] beschrieben. Obwohl die Autoren dieser Arbeiten ihre Ergebnisse mit den 
Beobachtungen von Testpersonen abgeglichen haben und somit die Messverfahren eine 
bessere Abbildung auf die Wahrnehmung des menschlichen Auges versprechen, ist der 
PSNR derzeit das in der Literatur am häufigsten angewandte Verfahren und soll daher 
auch in dieser Arbeit als Grundlage für den qualitativen Vergleich von Videosequenzen 
dienen. Zudem erlaubt die verhältnismäßig einfache Berechnung des PSNR eine 
Berechnung desselben zur Laufzeit. 
 
Abbildung 2.4 zeigt die Datenrate eines mit H.261 codierten Testvideos. Hierbei wurden 
die einzelnen Macroblöcke im Intra-Modus codiert. Beim codierten Video handelt es sich 
um einen 100 Sekunden langen Ausschnitt aus einer Nachrichtensendung. Die Bildgröße 
beträgt 352x288 Pixel. Man erkennt, dass die Datenrate schon bei anfangs leichten Ände-
rungen des Quantisierungsparameters QUANT stark abnimmt. Der Ratenunterschied zwi-
schen einem Quantisierungswert von 2 und 30 beläuft sich auf den Faktor 10. Ein Codierer 
kann also selbst bei gleich bleibender Bildwiederholrate ein weites Anwendungsspektrum 
abdecken. 
 
Bei höheren Quantisierungswerten ist die Datenreduktion nicht mehr so stark. Das Gleiche 
gilt für die erreichte Bildqualität, die in Abbildung 2.4 auf der Sekundärachse eingezeich-
net ist. Bei einem Quantisierungswert von 2 wird ein PSNR von über 50 dB erreicht. Wird 
das Video mit dem Parameter 30 quantisiert, so sinkt der PSNR auf unter 30 dB, was auf 
eine deutliche Verschlechterung der Bildqualität hinweist. Videocodierungsgremien be-
schreiben eine Abweichung von 0.5 dB bereits als eine vom menschlichen Auge sichtbare 
Qualitätsverschlechterung. Der PSNR hängt jedoch auch stark vom zu komprimierenden 
Videobild ab. Bei Bildern mit weniger Farbunterschieden und  größeren einheitlichen Flä-
chen sinkt der PSNR weniger, wenn höhere Quantisierungsstufen verwendet werden. Dies 
bedeutet jedoch nicht automatisch, dass die tatsächliche Bildqualität  ebenfalls höher ist, da 
möglicherweise wenige wichtige Details in einem Bild verloren gegangen sind und diese 
die eigentliche Bildqualität ausmachen. Der PSNR ist also nur ein Anhaltspunkt für die 
Verschlechterung eines Bildes. Es gewinnt an Aussagekraft, wenn nur PSNR Werte glei-
cher Videoquellen miteinander verglichen werden. 
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Abbildung 2.4: Auswirkung der Quantisierung auf die Datenrate und Bildqua-
lität 
2.2 Ratenanpassung von Videoströmen 
Manche Netze, Transportsysteme oder Speichermedien verlangen, dass ein Videostrom 
eine bestimmte Verkehrsspezifikation annimmt. Eine solche Verkehrsspezifikation besteht 
meist aus der Vorgabe einer Datenrate und aus dem Umfang möglicher Abweichungen von 
dieser. Will man beispielsweise einen Videostrom über einen einfachen ISDN-B-Kanal 
übertragen, so darf der Videostrom die Kanalkapazität von 64 kBit/s zwar unterschreiten, 
aber nicht überschreiten. Wird die Kanalkapazität überschritten, so führt dies zu einer zu-
sätzlichen Übertragungsverzögerung oder zu einem Speicherüberlauf beim Sender, was 
wiederum zu Datenverlusten führen kann. 
 
Um Netzüberlastungen zu verhindern oder um eine Abrechnung der zu übertragenden Da-
tenmengen zu erlauben, sollte daher ein Videocodierer eine Datenrate erzeugen, die einer 
vorgegebenen Verkehrsspezifikation genügt. Es stellt sich die Frage, wie dies möglich ist, 
zumal der Eingangsstrom meist vorher nicht bekannt ist und auch die aus der Wahl des 
Quantisierungsparameters resultierende Datenrate sich erst nach erfolgter Codierung er-
gibt. 
Dieses Problem kann gelöst werden, indem der Quantisierungsschritt und die Entropyco-
dierung mehrfach in einer Schleife ausgeführt werden. Der Quantisierungsparameter wird 
dann so lange modifiziert, bis eine gewünschte Datenrate erreicht ist. Ein Codierer kann so 
eine fast konstante Datenrate erreichen, da der Quantisierungsparameter für jeden Macro-
block einzeln gewählt werden kann. 
 
Möchte der Codierer eine konstante Bildwiederholrate und gleichzeitig eine konstante Da-
tenrate erreichen, so hat dies eine negative Auswirkung auf die gesamte Bildqualität des 
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Videos. Der Grund hierfür ist die Tatsache, dass bei einem konstant gewählten Quantisie-
rungswert Live-Videoströme immer eine variable Datenrate aufweisen. Die Variabilität der 
Datenrate ergibt sich einerseits aus der Tatsache, dass nicht jedes Videobild den gleichen 
Kompressionsfaktor aufweist. Einen viel stärkeren Einfluss hat jedoch die Intra-Codierung, 
welche die Änderungen aufeinander folgender Videobilder einbezieht. Findet eine Um-
blendung auf eine neue Szene statt oder führt ein Objekt plötzlich eine ruckartige Bewe-
gung aus, so steigt die Datenrate kurzfristig um ein Vielfaches an. Um den Charakter der 
variablen Datenrate zu verdeutlichen, zeigt Abbildung 2.5 die einzelnen Bildgrößen des 
Beispielvideos aus Abbildung 2.4. Hierbei handelt es sich um eine Nachrichtensendung, 
die mit dem Quantisierungswert 1 quantisiert wurde. Bilder, die auf eine neue Szene um-
blenden, erzeugen einen deutlichen Anstieg in der Datenrate. Dies ist am Anfang des Vi-
deos zu erkennen und an den Positionen 180 und 240. An diesen Stellen wird in der 
Bildquelle eine Wettertafel ein- und ausgeblendet. 
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Abbildung 2.5: Variable Datenrate eines Beispielvideos (Quantisierung = 1) 
 
Würde man versuchen eine konstante Datenrate zu erreichen, so müssten die Bilder an den 
Positionen 1, 180 und 240 mit einem deutlich höheren Quantisierungswert quantisiert wer-
den. Dies stellt jedoch eine so starke Qualitätseinbuße dar, dass es für den Betrachter deut-
lich sichtbar wird. Eine bessere Lösung ist es daher, die Datenrate variabel zu belassen, 
jedoch so zu quantisieren, dass eine Durchschnittsrate eingehalten wird. 
 
Ein Verfahren, welches einerseits Peak-Raten erlaubt, andererseits jedoch den Videostrom 
auf eine Durchschnittsrate konfiguriert, soll im Folgenden vorgestellt werden. Hierzu wird 
eine Durchschnittsdatenrate zur Laufzeit durch exponentielles Mitteln gemessen [JSD97]. 
Dabei wird die Durchschnittsrate nach dem Codieren jedes einzelnen Videobildes aktuali-
siert. Es wird davon ausgegangen, dass die Bildwiederholrate konstant f Bilder pro Sekun-
de beträgt. Die gemittelte Datenrate Ri nach dem Codieren des Bildes i wird berechnet 
durch 
( ) f
B
RR iii αα −+= − 11 , wobei Bi die Größe des i-ten codierten Bildes ist (R0 = 0). 
Der Parameter  bestimmt, wie groß der Zeitraum ist, über den der Mittelwert gebildet 
wird. Bevor ein Bild codiert wird, wird eine Vorhersage getroffen, welche Bitrate das co-
dierte Bild einnehmen wird. Eine Vorhersage ist notwendig, damit der Codierungsvorgang 
nur ein einziges Mal ausgeführt werden muss. Die Vorhersage geschieht, indem eine mitt-
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lere Größe eines Macroblocks für jede Quantisierungsstufe gespeichert wird. Diese mittle-
re Größe wird ständig aktualisiert. Anhand der Anzahl der zu codierenden Macroblöcke 
wird nun eine Vorhersage für die Bitrate des aktuellen Videobildes getroffen. Übersteigt 
die Bitrate die aktuelle Durchschnittsrate, so wird der Quantisierungswert um eine feste 
Größe erhöht. Die Qualität wird dann also leicht gesenkt. Wird die Bitrate unterschritten, 
so wird der aktuelle Quantisierungswert erniedrigt, was die Bildqualität in Sequenzen mit 
wenigen Bildänderungen erhöht. 
 
Abbildung 2.6 zeigt das Ergebnis dieses Verfahrens für das Beispielvideo aus Abbildung 
2.5. Als gewünschte Datenrate wurden 400 kBit/s gewählt. Man erkennt, dass die Peak-
Raten an Position 177 und 236 ebenfalls vorhanden sind. Diese haben jedoch eine geringe-
re Ausprägung.  Es ist deutlich zu erkennen, dass die Durchschnittsrate bei 400 kBit/s liegt. 
Die Durchschnittsrate in der Abbildung wurde ermittelt, indem jeweils die Bildgrößen von 
10 aufeinander folgenden Bildern gemittelt wurden. Die sekundäre Y-Achse zeigt den 
Quantisierungswert an. Das Originalvideo aus Abbildung 2.5 weist zwischen den Bildern 
177 und 236 eine Phase geringer Bewegungsaktivität auf, was zu einer niedrigen Bandbrei-
te führt. Die Ratenadaption nutzt diese Gegebenheit und erniedrigt den Quantisierungspa-
rameter deutlich. Umgekehrt steigt der Quantisierungswert, wenn eine Peak-Rate erscheint. 
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Abbildung 2.6: Ratenadaption von Videoströmen 
2.3 Videotransport mit Internetprotokollen 
Das Internet ist heute das meist genutzte Kommunikationsmedium. Es erlaubt den Daten-
austausch in heterogenen Netzen mit nahezu beliebigen Zugangsnetzwerken. Durch die 
Verwendung des IP-Protokolls können nahezu alle Netzwerk- und Endgerätetechnologien 
Daten untereinander austauschen. Gerade im Bereich der Personenkommunikation, zu der 
beispielsweise die Videotelephonie zählt, ist dies eine wichtige, wenn nicht sogar zwin-
gende Eigenschaft. 
 
Es steht derzeit außer Frage, dass in Zukunft jede denkbare Art der Datenkommunikation 
über IP-Netze abgehandelt wird. Hierzu zählen der einfache Nachrichtenaustausch, die 
Sprachübertragung und auch die Videoübertragung. Der Grund hierfür ist die Vereinheitli-
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chung der Netze und die weltweite Vernetzung durch die Internetprotokolle. Man möchte 
in Zukunft möglichst viele Kommunikationsdienste über ein einziges Transportsystem 
anbieten. 
 
Bei der Vereinheitlichung der Netze muss jedoch nicht auf eine einzelne Netz- oder End-
gerätehardware zurückgegriffen werden. Vielmehr erlauben die Internetprotokolle die 
Vernetzung von heterogenen Systemen. Hierzu verwenden die Internetprotokolle, ebenso 
wie das ISO/OSI-Referenzmodell, eine Schichtenarchitektur. Jede Schicht bietet der dar-
über liegenden Schicht einen Dienst an. Kommunizieren zwei Rechner miteinander, so 
kommunizieren rein logisch gesehen immer die jeweils gegenüberliegenden Schichten. 
Diese Schichten tauschen entsprechende PDUs (Protocol Data Units) aus, in denen die 
Daten der höheren Schichten übertragen werden. Physikalisch erfolgt die Kommunikation 
jedoch vertikal über alle Ebenen. Die Schichten leiten hierzu sogenannte SDUs (Service 
Data Units) and die darunter oder die darüber liegende Schicht weiter. Dabei fügt jede 
Schicht die für die gegenüberliegende Schicht benötigten Daten hinzu oder entfernt sie 
wieder. 
 
Der Schichtenaufbau des ISO/OSI-Referenzmodells und der des TCP/IP-Modells ist in 
Abbildung 2.7 dargestellt. Das ISO/OSI-Referenzmodell ist aus der Standardisierung der 
80er Jahre hervorgegangen. Es hat sieben Schichten und galt lange Zeit als ein Modell, 
nach dem die Protokolle der Zukunft entworfen werden sollten. Durch den Siegeszug des 
TCP/IP-Modells ist es jedoch heute nur noch von theoretischem Interesse und soll hier zur 
Einführung eines Begriffsmodells dienen. 
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Abbildung 2.7: Vergleich des ISO/OSI- mit dem TCP/IP-Modell 
 
Die Aufgaben der einzelnen Schichten des TCP/IP-Modells sollen nun näher erläutert wer-
den: 
 
Host-to-Network-Schicht 
Diese Ebene ist im TCP/IP-Modell nicht oder nur sehr vage definiert. Es beschränkt sich 
auf die Aussage, dass ein Host über ein Protokoll mit dem Netz verbunden sein muss. Der 
Grund hierfür ist, dass die Host-to-Network-Schicht die Netzwerktechnologien für die ei-
gentliche physikalische Datenübertragung beinhaltet. Da das Modell und die darauf auf-
bauenden Protokolle aber über alle erdenkbaren Netzwerktechnologien, wie z. B. ATM 
oder ISDN, erfolgen sollen, kann das TCP/IP-Modell hier keine festen Definitionen vor-
nehmen. Wird eine neue Übertragungstechnik eingeführt, so ist die Definition eines Kon-
vergenzprotokolls notwendig. Dieses spezifiziert, wie Dateneinheiten der nächsthöheren 
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Schicht über diese neue Technologie transportiert werden. Etablierte und standardisierte 
Techniken der Host-to-Network-Ebene sind z. B. Ethernet, Token-Ring oder FDDI. Die 
standardisierte Schnittstelle all dieser Protokolle zur Internetebene bildet die Logical-Link-
Control-Ebene (LLC). 
 
Internet-Schicht 
Die Aufgabe der Internet-Schicht ist die Adressierung und der Transport von Datenpaketen 
zu unterschiedlichen Zielrechnern. Die gewählte Übertragungstechnik ist paketvermittelnd, 
d. h., Datagramme werden unabhängig voneinander und mit ausreichender Adressinforma-
tion versehen losgeschickt. Befindet sich der Empfänger eines Paketes nicht im gleichen 
Teilnetz wie der Absender, so sorgen Router für die geeignete Weiterleitung. Durch die 
Paketvermittlung gibt es keinen Verbindungsaufbau und die Router müssen keine Informa-
tionen speichern, die über eine einfache Weiterleitung einzelner Pakete hinausgehen. Bei 
der Weiterleitung von aus verschiedenen Quellen stammenden oder zu unterschiedlichen 
Verbindungen gehörenden Paketen kommt es zu deren natürlicher Vermischung. Die Da-
ten werden also paketweise „gemultiplext“. Die Internet-Ebene kümmert sich nicht um 
eventuell auftretende Fehler. Die Behebung von Paketverlusten oder fehlerhaften Übertra-
gungen ist der nächsthöheren Schicht überlassen. 
 
Die Internet-Schicht legt ein Paketformat mitsamt Protokoll fest: IP, das Internet-Protokoll. 
Jeder Rechner, der an das Internet angeschlossen ist, hat eine oder mehrere IP-Adressen. 
IP-Adressen sind 32 Bit lang und bestehen aus drei Teilen: einen Netzwerk-Identifizierer, 
einen Teilnetz-Identifizierer und einem Host-Identifizierer. Diese Einteilung erlaubt eine 
hierarchische Weiterleitung der Datenpakete zum Zielrechner. IP verlangt, dass jede Teil-
netztechnologie eine Methode definiert, wie IP-Datenpakete auf die Übertragungsrahmen 
der vorliegenden Technologie übertragen werden. Zum Beispiel definiert RFC 994, wie IP-
Pakete auf Ethernet-Rahmen aufgeteilt werden. 
 
Außerdem ist eine Methode erforderlich, um IP-Adressen auf das Adressierungsschema 
der darunter liegenden Netzwerktechnologie abzubilden. Im Falle von Ethernet wird hierzu 
das Address Resolution Protocol (ARP) in RFC 826 definiert. ARP erlaubt es jedem Host 
eine Anfrage der Adressauflösung an das Netz zu stellen und somit eine IP-Adresse in eine 
Ethernet-Adresse umzuwandeln. 
 
Das Internet-Protokoll enthält zusätzlich zwei weitere Protokolle, die eigentlich wiederum 
IP verwenden, um ihre Nachrichten zu verwenden. Hierzu zählt das Internet Control Mes-
sage Protocol (ICMP), welches hauptsächlich zur Versendung von Fehlermeldungen be-
züglich der IP-Übertragung zwischen Hosts und Routern dient, und das Internet Group 
Multicast Protocol (IGMP), das die Versendung eines Pakets an mehrere Empfänger er-
möglicht. 
 
Die Transportschicht 
IP stellt lediglich die Versendung von IP-Paketen zwischen Hosts zur Verfügung. Um Da-
ten zwischen Anwendungen auszutauschen, wird ein zusätzlicher Dienst benötigt. Die 
Funktionalität von IP reicht schon alleine deswegen nicht aus, weil nur Hosts adressiert 
werden können. Auf einem einzigen Host sind jedoch fast immer mehrere Prozesse aktiv, 
die unabhängig voneinander kommunizieren. Dies könnten beispielsweise ein Web-
Browser und ein E-Mail-Programm sein. Erreicht ein Paket einen Ziel-Host, muss ent-
  21 
schieden werden können, für welche Anwendung dieses Paket bestimmt ist. Diese und 
weitere Funktionalitäten werden von den so genannten Transportprotokollen übernommen. 
TCP/IP bietet hierfür zwei unterschiedliche Transportprotokolle an: das Transmission Con-
trol Protocol (TCP) und das User Datagram Protocol (UDP). 
 
UDP ist ein sehr einfaches Protokoll und bietet lediglich die zusätzliche Adressierung von 
Anwendungen, indem eine Port-Nummer im Paketkopf angegeben wird. Die Port-Nummer 
ist eine 16-Bit-Zahl und adressiert zusammen mit der IP-Adresse eine Anwendungsinstanz 
auf einem Host-Rechner. Das Paar IP-Adresse/Port-Nummer wird deshalb auch Socket 
genannt. UDP bietet einen einfachen Datagramm-Dienst, weil lediglich diese 
Informationen zusätzlich in einzelne Pakete aufgenommen werden. Da IP keine 
Fehlerkorrektur vornimmt, ist UDP ein unzuverlässiges Protokoll, da es auf die fehlerfreie 
Auslieferung der dazugehörigen IP-Pakete angewiesen ist. UDP hat zusätzlich eine 
Checksumme, mit der Datenfehler erkannt werden können. Die Verwendung dieser 
Checksumme ist jedoch optional. 
 
Beim TCP-Protokoll handelt es sich um ein weitaus komplexeres Protokoll. Ebenso wie 
UDP fügt es Port-Nummern hinzu. TCP stellt jedoch einen zuverlässigen Übertragungs-
dienst zur Verfügung. Dazu verwendet TCP eine Flusskontrolle, die einzelne Segmente 
bestätigt und ggf. neu überträgt. Eine zusätzliche Komponente, die Überlastkontrolle 
(Congestion Control), erlaubt die Datenrate an die Netzwerkverbindung anzupassen und 
Paketverluste durch Netzüberlastungen zu verhindern bzw. so weit wie möglich einzu-
schränken [Jac88]. 
 
Die Entscheidung, ob TCP oder UDP verwendet wird, hängt von den Anforderungen der 
jeweiligen Anwendungen ab. TCP wird verwendet, wenn eine zuverlässige Datenübertra-
gung benötigt wird. Beispiele hierfür sind Dateiübertragungen oder auch der E-Mail  Aus-
tausch. Durch die eventuell auftretenden Neuübertragungen verloren gegangener Pakete 
entstehen mitunter hohe Verzögerungen bei der Auslieferung einzelner Daten. TCP ist also 
nur für den Austausch von Informationen geeignet, die keinen festen Zeitbeschränkungen 
unterliegen. 
 
Anwendungen, die einzelne Paketverluste tolerieren, jedoch eine verzögerte Auslieferung 
von Datenpaketen nicht akzeptieren, verwenden das UDP-Protokoll. Beispiele hierfür sind 
fast alle Echtzeit-Multimediaanwendungen wie z. B. die Audio- oder Videotelephonie. 
 
Die Anwendungsschicht 
Die Anwendungsschicht umfasst alle Protokolle, die Funktionalitäten benötigen, welche 
über TCP oder UDP hinausgehen. Grundsätzlich handelt es sich hierbei um alle Protokolle, 
die innerhalb der Anwendung implementiert sind. Die Unterscheidung ist möglich, da bis 
einschließlich der Transportschicht, alle Protokolle gewöhnlich Teil des Betriebssystems 
sind und über eine Programmierschnittstelle den Anwendungen zugänglich gemacht wer-
den. 
 
Anwendungsprotokolle enthalten fast immer anwendungsspezifische Funktionalitäten, so 
dass eine Implementierung innerhalb der jeweiligen Anwendung sinnvoll erscheint. Bei-
spiele hierfür sind die Protokolle zum E-Mail-Austausch (z. B. SMTP, Simple Mail Trans-
fer Protocol [Pos82]), die Übertragung von Web-Seiten mit HTTP (Hypertext Transfer 
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Protocol [Ber96]) oder auch Netzwerkmanagementprotokolle wie SNMP (Simple Network 
Management Protocol [Cas90]). 
 
Übertragungsverzögerungen und Dienstgüte 
Das Internet bietet mit dem IP-Protokoll einen so genannten „Best-Effort“-Dienst. Es wird 
zwar versucht, die Daten so schnell und zuverlässig wie möglich am Ziel auszuliefern, es 
gibt jedoch keine Aussagen über einen erreichbaren Datendurchsatz oder Paketverzöge-
rungen. Die Laufzeit eines Paketes hängt vom gewählten Weg und von den Auslastungen 
der sich auf dem Weg befindlichen Router ab. Ist ein Router stark ausgelastet, so wird ein 
Paket entweder gelöscht oder muss in einer Warteschlange auf eine Weiterleitung warten. 
Hinzu kommt noch die Bearbeitungszeit in den Zwischen- und Endknoten und die physika-
lisch bedingte Signallaufzeit. Ein Analyse der im Internet auftretenden Übertragungsver-
zögerungen findet sich in [Fas98]. 
 
Seit langem wird versucht, die Internetprotokolle dahingehend zu erweitern, dass eine Ein-
grenzung der Verzögerung und eine Gewährleistung bestimmter Durchsatzraten möglich 
wird. Ansätze und Vorschläge hierzu werden in Kapitel 4 diskutiert.  
 
Die Einführung neuer Dienstmerkmale bezüglich der Einschränkung von Paketverzöge-
rungen verlangt eine Änderung der existierenden oder die Einführung neuer Protokolle auf 
der Netzwerkebene. Zwar können Endanwendungen, wie beispielsweise die neue Version 
eines Internet-Browsers, in wenigen Tagen auf Millionen von Rechnern installiert werden, 
eine Modifikation der Software in Netzkonten erweist sich jedoch als wesentlich aufwen-
diger. Netzbetreiber verlangen eine möglichst ausfallsichere, erprobte Technologie, so dass 
sie an einer Änderung ihres bestehenden profitablen Netzwerkes nicht immer interessiert 
sind. Die Einführung neuer Dienstmerkmale verlangt jedoch die weltweite Einführung 
neuer Systeme, da die Internetkommunikation meist über Netze unterschiedlicher Betreiber 
stattfindet. Das Hauptaugenmerk der Netzbetreiber liegt derzeit auf WWW-Dienste (World 
Wide Web), für welche die Einschränkung von Übertragungsverzögerungen nicht zwin-
gend erforderlich ist [Com98]. 
Ein weiteres Hindernis ist die benötigte Tariffierung und monetäre Abrechnungs-
möglichkeit von zusätzlichen Leistungsmerkmalen. Derzeit hat sich auf internationaler 
Ebene kein elektronisches Abrechungssystem durchgesetzt. Dieses wäre aber für die Ein-
führung neuer Dienstmerkmale notwendig. 
Es ist daher zu erwarten, dass das Internet noch lange Zeit ein Best-Effort-Netz bleibt. 
Dennoch werden die Kapazitäten des Internets ständig erweitert. Neue Netztechnologien, 
die Datenübertragungsraten im Gigabit-Bereich bereitstellen, steigern dennoch die Dienst-
güte des Internets, da bei einer höheren Kapazität die Auslastung verringert wird. Es bleibt 
jedoch abzuwarten, ob die ebenfalls steigende Anzahl der Nutzer und die Erschließung 
neuer Anwendungsformen, wie z. B. der Videokommunikation, die zusätzlichen, durch 
neue Netztechnologien geschaffenen Kapazitäten aufbrauchen. 
2.3.1 Das Real-Time-Transportprotokoll 
Da die meisten Videoanwendungen eine Begrenzung der Paketverzögerung verlangen und 
eine gewisse minimale Datenrate benötigen, gestaltet sich die Übertragung solcher Daten 
im Internet schwierig. Im Folgenden soll das Real-Time Transport Protocol (RTP) darge-
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stellt werden, welches einfache Protokollstrukturen bereitstellt, um Echtzeitdaten über das 
Internet zu übertragen. 
 
Das Real-Time Transport Protocol (RTP) [Sch96a] und das dazugehörige RTP Control 
Protocol (RTCP) ist das am weitesten verbreitete Protokoll zur Übertragung von Realzeit-
daten im Internet. RTCP ist ein integraler Bestandteil von RTP. Das Protokoll wird überall 
dort eingesetzt, wo zeitkritische Daten übertragen werden müssen und der Empfänger die 
Zeitrelationen der empfangenen Daten auswerten muss. Im Internet verwenden derzeit fast 
alle interaktiven Audio- und Videoanwendungen das RTP-Protokoll. 
 
RTP setzt typischerweise auf UDP auf und kann somit keine Mechanismen zur Einschrän-
kung von Verzögerungsgrenzen oder sonstige Dienstgütemerkmale, die über den unzuver-
lässigen Transportdienst von UDP hinausgehen, zur Verfügung stellen. In [Schu96a] wird 
RTP als Kombination zweier Funktionskomplexe definiert: 
 
❒ Real-Time Transport Protocol (RTP): RTP ist für den Transport von Daten mit Echt-
zeitcharakteristik zuständig. 
❒ RTP Control Protocol (RTCP): RTCP kontrolliert Übertragungsparameter und verbrei-
tet Informationen zwischen den Teilnehmern einer Übertragung. 
 
Da man bei der Spezifikation von RTP den Anwendungsbereich zu möglichst vielen Seiten 
hin offen halten wollte, hat man sehr wenige Einschränkungen bzgl. der zu transportieren-
den Daten sowie der möglichen Applikationen vorgenommen. Daher gehören zu einer 
vollständigen und exakten Spezifikation einer RTP-Übertragung einer speziellen Anwen-
dung zwei zusätzliche Festlegungen: 
 
❒ Das „Profile Specification Document“ definiert verschiedene Payload-Typen sowie 
deren Repräsentation. Hierbei handelt es sich um applikationsspezifische Erweiterun-
gen von RTP. 
❒ Ein Payload Format Specification Document definiert, wie bestimmte Datenformate 
mit RTP transportiert werden. 
 
Für nicht in RTP definierte Funktionen sind die darunter liegenden Transport- und Netz-
werkprotokolle zuständig. Sie müssen z. B. für das Demultiplexen von RTP- und RTCP-
Datenströmen Sorge tragen. Ebenso wird die Länge eines RTP-Pakets nur durch die ma-
ximale Länge eines Pakets der Transport- oder Netzwerkschicht begrenzt. 
 
Die Verbindung zwischen einer Nutzergruppe, die mit RTP kommuniziert, wird RTP-
Session genannt. Für jeden Teilnehmer ist die Session als ein Paar von Ziel- und Transpor-
tadressen (Sockets) definiert (je ein Port für RTP und RTCP). 
 
Es kann sich beim Ziel-Transport-Adressen-Paar um ein gemeinsam von allen Anwendern 
genutztes Paar handeln wie im Falle von IP-Multicast [Her96] oder um jeweils unter-
schiedliche Paare bei Unicast-Übertragungen. Bei einer Multimedia-Session (z. B. Audio 
und Video) wird jedes Medium in einer eigenen RTP-Session übertragen. Eine Unterschei-
dung wird dabei anhand unterschiedlicher Portnummern-Paare oder Multicast-Adressen 
vorgenommen. 
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RTP ist nicht auf den Einsatz mit UDP beschränkt. Die Spezifizierung erlaubt auch den 
Transport von RTP-PDUs über beliebige andere Transportsysteme. Falls die darunter lie-
gende Schicht einen verbindungsorientierten Charakter hat (z. B. TCP), ist für die Ver-
wendung von RTP ein Einkapselungsverfahren zu spezifizieren, das ein Framing 
sicherstellt. Das Gleiche gilt für den Fall, dass das darunter liegende Protokoll Füllzeichen 
(Padding, z. B. für Verschlüsselungsalgorithmen, die eine feste Blocklänge voraussetzen) 
an die Nutzdaten anhängt und somit das Ende eines RTP-Pakets nicht mehr ermittelt wer-
den kann. Dieser Framing-Mechanismus selbst ist nicht Bestandteil der RTP-Spezifikation. 
 
Ein Echtzeit-Datenstrom wird für den Transport in einzelne RTP-Pakete zerlegt. Dieser 
Vorgang ist in Abbildung 2.8 dargestellt. Der ursprüngliche Datenstrom wird nach der 
Übertragung beim Empfänger wieder zusammengesetzt. 
 
Jedes RTP-Paket wird in einen Header und in den Payload unterteilt. Der Header enthält 
die Informationen, die von den Teilnehmern ausgewertet werden müssen, ohne den Inhalt 
des Paketes zu kennen oder zu decodieren. Die eigentlichen Daten befinden sich im 
Payload eines RTP-Pakets. 
Bitstrom
Stromrichtung
Header Payload
RTP-Pakete
 
Abbildung 2.8: Paketierung von Bitströmen in RTP-Pakete 
 
Die eigentlichen Dienstmerkmale des RTP-Protokolls sind am besten anhand des RTP-
Headers zu erkennen (vgl. Abbildung 2.9). Die Details des Paketkopfes können in 
[Sch96a] nachgelesen werden. Die wichtigsten Datenfelder sind der Payload Type (PT), 
die Sequenznummer, der Zeitstempel und der Synchronisation Source Identifier. 
 
Beim Payload handelt es sich um eine Nummer, welche die Repräsentation der im Payload 
enthaltenen Daten beschreibt. Die verwendeten Nummern werden in anderen Dokumenten 
[Sch96b] oder dynamisch festgelegt. 
 
RTP-Pakete enthalten eine Sequenznummer, um dem Empfänger zu ermöglichen, eine 
durch den Transportdienst veränderte Übertragungsreihenfolge der Pakete wieder herzu-
stellen. Noch wichtiger als die Wiederherstellung der Reihenfolge ist jedoch die Erken-
nung von Paketverlusten, was mit der Einführung von Sequenznummern erst möglich 
wird. 
 
Ein weiterer Dienst von RTP ist die Bereitstellung von Zeitstempeln für jedes Paket. Der 
Zeitstempel gibt den Zeitpunkt der Aufnahme des ersten Bytes beim Sender an. Dabei 
handelt es sich nicht um einen absoluten Zeitstempel [Mills92], sondern um eine relative 
Zeitdifferenz von einem per Zufallsgenerator ermittelten Startzeitpunkt. Der für die Be-
stimmung zugrunde liegende Zähler muss monoton erhöht und linear in der Zeit sein, da-
mit eine korrekte Synchronisation erfolgen kann und Jitter-Berechnungen durchgeführt 
werden können. Die Granularität dieses Zählers muss hinreichend groß sein. Die Uhren-
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Frequenz hängt vom Payload-Typ ab und ist daher in der „Profile/Payload Format Specifi-
cation“ festgelegt. Mehrere aufeinander folgende RTP-Pakete können den gleichen 
Zeitstempel erhalten, wenn die enthaltenen Informationen (logisch) zum gleichen Zeit-
punkt generiert wurden. Dies gilt beispielsweise für Pakete, die zu einem einzigen Video-
bild gehören. Aufeinander folgende RTP-Pakete können Zeitstempel enthalten, die nicht 
monoton steigend sind, wenn die darin enthaltenen Daten nicht in der Reihenfolge übertra-
gen werden, in der sie generiert wurden. 
 
V = 2 P X CC M PT sequence number
RTP timestamp
synchronization source  (SSRC)  identifier
contributing source  (CSRC)  identifiers
. . .
32 Bit
 
Abbildung 2.9: Datenfelder des RTP-Paketkopfs 
 
Die Zeitstempel ermöglichen eine synchronisierte Wiedergabe der durch RTP übertrage-
nen Daten.  
Zum einen handelt es sich hierbei um eine synchronisierte Ausgabe der enthaltenen Infor-
mationseinheiten mit den gleichen Zeitabständen, wie sie beim Empfänger generiert wur-
den. Bei einer Videoübertragung lässt sich beispielsweise anhand des Zeitstempels die Zeit 
zwischen der Darstellung zweier Videobilder beim Sender ermitteln. Normalerweise ist 
dies ein konstanter Wert. Schwankt die Bildrate beim Sender, so kann der Empfänger ge-
nau diese Schwankung wieder herstellen. Da diese Form der Synchronisation nur die Wie-
derherstellung der zeitlichen Informationen eines einzelnen Stroms betrifft, wird sie Intra-
Stream-Synchronisierung genannt. 
Zum anderen handelt es sich um eine synchrone Wiedergabe von verschiedenen, getrennt 
übertragenen Strömen (Inter-Stream-Synchronisierung). Will beispielsweise ein Empfän-
ger einen Video- und Audiostrom ausgeben, so muss zum Zwecke der Lippensynchronisa-
tion der Ausspielzeitpunkt des Audiostroms mit dem des Videostroms synchronisiert 
werden. Dies ist möglich, wenn eine gemeinsame Zeitbasis für den Start der beiden Ströme 
beim Sender bekannt ist. Die Signalisierung der gemeinsamen Zeitbasis ist jedoch nicht 
Bestandteil von RTP und muss von anderen Signalisierungsprotokollen übernommen wer-
den. 
 
Das Feld SSRC (Synchronisation Source Identifier) enthält eine ID der Synchronisations-
quelle. Diese wird beim Session-Anfang durch einen Zufallsgenerator ermittelt. Hat eine 
Session mehrere Datenströme, so können diese einer Gruppe zugeordnet werden und der 
Empfänger erkennt, dass sie zur gleichen Synchronisationsquelle gehören. Diese Funktion 
ist wichtig für den Fall, dass beispielsweise ein Video- und Audiostrom an das gleiche 
Socket gesendet wird. Die Anwendung kann so erkennen, dass es sich um synchronisierte 
Datenströme der gleichen Quelle handelt. 
 
Am Ende des RTP-Paketkopfes steht eine Liste variabler Länge von Quellen, die zu einem 
Paketdatenstrom beigetragen haben. Hierbei handelt es sich meistens um Netzknoten, die 
eine Konvertierung der Dateninhalte vorgenommen haben. Diese Funktionalität wird in 
Abschnitt 2.3.3 näher erläutert. 
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Falls von der jeweiligen Payload-Spezifikation vorgesehen, folgt dem RTP-Paketkopf ein 
Payload-spezifischer Paketkopf. Dieser enthält Parameter, die für das spezielle Datenfor-
mat und die Aufteilung der enthaltenen Payload-Daten auf Pakete notwendig geworden 
sind. 
 
Das RTCP-Protokoll basiert auf einer periodischen Übertragung von Kontrollpaketen an 
alle Teilnehmer einer RTP-Session. Diese RTCP-Nachrichten werden auf die gleiche Art 
und Weise übertragen wie die RTP-Pakete. Dabei erfüllt RTCP die folgenden Aufgaben: 
 
• Ein Empfänger übermittelt per RTCP den Sendern Informationen über die Qualität der 
Datenübertragung. Diese Informationen geben dem Sender Aufschluss, ob die laufende 
Übertragung überhaupt einen sinnvollen Empfang erlaubt. Diese Informationen enthal-
ten die Datenrate, die Paketverlustrate, die Paketverzögerung und die Paketverzöge-
rungsschwankungen. Ein adaptiver Sender kann durch den Erhalt der RTCP-
Kontrollinformationen seine Ausgangsrate auf die aktuellen Netzgegebenheiten anpas-
sen. 
• RTCP übermittelt eine auf Transportebene dauerhafte ID einer Datenquelle. Diese ID 
wird „Kanonischer Name“ (CNAME) genannt. Während sich die ID der Synchronisa-
tionsquelle (SSRC) im Verlauf einer Session ändern kann, wird vom CNAME erwartet, 
dass er für jeden Teilnehmer konstant bleibt. Ein Empfänger ist mittels des CNAME in 
der Lage, verschiedene Datenströme (z. B. Video und Audio) einem Teilnehmer zuzu-
ordnen und diese zu synchronisieren. 
• Eine weitere Aufgabe von RTCP besteht darin, minimale Session Kontrollinformatio-
nen zu verbreiten, z. B. um den Beitritt oder das Verlassen eines Teilnehmers in der 
Session anzuzeigen. RTCP bietet somit eine einfache Möglichkeit, alle Teilnehmer ei-
ner Session zu erreichen. Darüber hinausgehende Sitzungskontrollfunktionen obliegen 
allerdings anderen, höhergeordneten Kontrollprotokollen, die jenseits der Spezifikation 
von RTCP liegen (z. B. [Tro98]). 
2.3.2 Paketierung von Videodaten 
Die meisten in der Vergangenheit definierten Videocodierungsstandards stellen keine Me-
chanismen bereit, um Videoströme auf Datenpakete aufzuteilen. Dies ist jedoch für die 
Übertragung über ein Paketnetz unumgänglich. Daher müssen für jeden Videocodierungs-
standard zusätzliche Spezifikationen erstellt werden, die beschreiben, wie Videoinforma-
tionen in Pakete aufgeteilt werden. Die Paketierung ist nicht immer einfach, da die 
Videocodierungsstandards oft für leitungsvermittelnde, bitorientierte Übertragungsmedien 
geschaffen wurden. 
 
Die Art der Paketierung von Videoströmen hat einen großen Einfluss auf die Performance 
und die erreichbare Dienstgüte einer Übertragung. Regeln hierzu wurden erstmals in 
[ClT90] erläutert und sind unter dem Namen Application Level Framing (ALF) bekannt 
geworden. Bei der Paketierung müssen die folgenden Gesichtspunkte berücksichtigt wer-
den: 
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Verringerung der Informationsverluste bei Paketverlusten 
In den meisten Netzen können durch Überlauf von Warteschlangen oder durch Übertra-
gungsfehler Pakete verloren gehen. Gerade das Internet weist eine hohe Paketverlustrate 
auf. Eine gute Aufteilung eines Videostroms bewirkt, dass nur ein geringer Informations-
gehalt mit einem einzelnen Paket verloren geht. Teilt man beispielsweise ein Videobild an 
einer beliebigen Stelle auf Datenpakete auf, so kann das gesamte Videobild bei einem ein-
zelnen Paketverlust nicht mehr decodiert werden, wenn die Inhalte nachfolgender Pakete 
nur mit dem fehlerfreien Erhalt des vorherigen Pakets decodiert werden können. Ein Grund 
hierfür kann beispielsweise der fehlende Beginn einer Lauflängencodierung sein. 
 
Minimale Transport- und Decodierverzögerung 
Die Aufteilung der Videoströme in Datenpakete soll zusätzliche Verzögerungen beim Da-
tentransport und bei der Decodierung verhindern. Da IP-Pakete eine Größe von bis zu 64 
KByte annehmen können, müssen sie für den Transport auf den tatsächlichen Transport-
netzen segmentiert werden. Ethernet erlaubt beispielsweise eine maximale Rahmengröße 
von 1518 Bytes. Die Segmentierung wird beim Absenden des Paketes vorgenommen und 
beim Empfänger rückgängig gemacht. Dieses Verfahren kostet Zeit und erhöht zusätzlich 
die Paketverlustwahrscheinlichkeit, da der Verlust eines einzelnen Rahmens auch den Ver-
lust des gesamten (segmentierten) Paketes bedeutet. Man versucht daher, bei der Paketie-
rung Pakete zu erstellen, deren Größen die Maximum Transfer Unit (MTU) des unter IP 
liegenden Netzes nicht überschreiten. Oft wird hier eine Paketgröße von 1000 Bytes ver-
wendet. 
 
Eine weitere Quelle für Verzögerungen ist der Decodierungsprozess beim Empfänger. Der 
Empfänger sollte jedes empfangene Paket einzeln decodieren können. Im günstigsten Fall 
kann hierzu die Zwischenankunftszeit zweier aufeinander folgender Pakete verwendet 
werden. Ist dies nicht möglich und müssen erst eine Anzahl von Paketen vor Beginn des 
Decodierungsprozesses gesammelt werden, so entstehen zusätzliche Verzögerungen vom 
Empfang der gesamten zu decodierenden Einheit bis zur Präsentation derselben. Dies ist 
insbesondere dann wichtig, wenn die Rechenzeit für die Decodierung eine signifikante 
Größe darstellt. 
 
RFC 2032 definiert in „RTP Payload Format for H.261 Video Streams“ [Turl96], wie nach 
H.261 [ITUT93] codierte Videoströme in RTP zu übertragen sind. Andere Spezifikationen 
zur Paketierung von Videoströmen sind in Tabelle 2.2 zusammengefasst. 
 
Spezifikation Name 
RFC 1890 RTP Profile for Audio and Video Conferences with Minimal Control 
RFC 2029 RTP Payload Format for Sun's CellB Video Encoding 
RFC 2032 RTP Payload Format for H.261 Video Streams 
RFC 2035 RTP Payload Format for JPEG-compressed Video 
RFC 2190 RTP Payload Format for H.263 Video Streams 
RFC 2250 RTP Payload Format for MPEG1/MPEG2 Video 
Tabelle 2.2: Spezifikationen zur Paketierung von Videoströmen mit RTP 
 
Abbildung 2.10 zeigt die Paketierung am Beispiel von H.261. Die Payload-Format-Spezifi-
kation für H.261 [TuH96a] erlaubt eine Aufteilung der Videobildinformationen auf Macro-
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blockebene. Es darf jedoch nie mehr als ein Videobild und weniger als ein einzelner 
Macroblock in ein RTP-Paket aufgenommen werden. Diese Vorgehensweise ist sehr 
flexibel, da ein einzelner Macroblock gewöhnlich eine Größe zwischen 20 und 200 Bytes 
annimmt. Eine MTU im Größenbereich von 1000 Bytes lässt sich also gut ausfüllen. 
 
Der H.261-Bitstrom wiederholt nicht für jeden Macroblock den Wert des Quantisierers, die 
Bewegungsvektoren und die Nummer des Macroblocks. Diese werden von H.261 nur dann 
in die Macroblockstruktur des Bitstroms aufgenommen, wenn sie sich zum vorherigen 
Macroblock geändert haben. Damit jedoch eine unabhängige Decodierung eines jeden 
Paketes möglich ist, müssen diese Daten für den ersten im Payload-Feld enthaltenen 
Macroblock in einem Payload-spezifischen Header in jedes RTP-Paket aufgenommen 
werden. 
 
H.261 erzeugt bitorientierte Datenströme. Daher muss die Datenmenge einer Anzahl von 
Macroblöcken nicht auf einer Bytegrenze enden. Der Payload-spezifische Header muss 
also zusätzlich die Bitposition des ersten und des letzten im Payload enthaltenen Bits be-
schreiben. 
IP-Pakete
Videoquelle Blockerkennung
Video-
codierung
H.261, H.263,
MPEG
 
Abbildung 2.10: Paketierung von blockbasierten Videoformaten in RTP-Pakete 
(vereinfacht mit 36 Macroblöcken) 
2.3.3 Realisierung von Zwischensystemen 
Im Gegensatz zu den Funktionen eines Endsystems (Sender/Empfänger) definiert RTP 
auch zwei Typen von Zwischensystemen (Intermediate Systems): Übersetzer (Translator) 
und Mixer. Ein Übersetzer/Mixer verbindet typischerweise zwei verschiedene Teilnetze 
auf Anwendungsebene. Ihre Einsatzmöglichkeiten sind sehr vielseitig. Sie können z. B. 
dazu verwendet werden, Datenströme zu bündeln oder zu ver- und entschlüsseln. Sie kön-
nen auch dazu eingesetzt werden, das verwendete Codierverfahren während der Übertra-
gung in einem Netzknoten abzuändern. Der Unterschied zwischen Übersetzer und Mixer 
liegt in der Behandlung der Datenströme. Während ein Übersetzer jeden Datenstrom von 
verschiedenen Quellen getrennt behandelt und weiterleitet, kombiniert ein Mixer Daten-
ströme verschiedener Quellen zu einem einzigen neuen Datenstrom. Daraus ergeben sich 
folgende Verhaltensweisen: 
 
Der Translator 
Ein Übersetzer leitet RTP-Pakete weiter, ohne die SSRC zu modifizieren. Er kann optional 
das Codierformat der übertragenen Daten ändern. Wenn der Übersetzer Änderungen an 
den Daten vornimmt, ändert sich damit ggf. auch der RTP-Payload-Typ sowie der 
Zeitstempel. Fasst der Übersetzer mehrere Datenpakete zu einem zusammen oder splittet er 
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ein Paket in mehrere, so muss er auch die Nummerierung der Pakete anpassen. Treten Da-
tenverluste bereits vor der Eingangsseite des Übersetzers auf, so führen diese zu entspre-
chenden Lücken auf der Ausgangsseite. Ein Übersetzer ist für den Empfänger der RTP-
Daten insofern transparent, als dass letzterer nur durch Zusatzinformationen von seiner 
Existenz informiert wird. 
 
Der Mixer 
Ein Mixer empfängt die Datenströme einer oder mehrerer Quellen und verändert mögli-
cherweise die darin enthaltenen Daten ähnlich einem Übersetzer. Er kombiniert diese Da-
tenströme zu einem zusammengesetzten Strom auf der Ausgangsseite. Da das Timing 
verschiedener Datenquellen nicht notwendigerweise synchron ist, nimmt der Mixer hier 
Anpassungen für den kombinierten Datenstrom vor, so dass er selbst zur Synchronisati-
onsquelle des neuen Stroms wird. Dies hat zur Folge, dass alle RTP-Pakete auf der Aus-
gangsseite des Mixers die SSRC des Mixers tragen. Um dennoch die Identifizierung der 
Originalquellen zu ermöglichen, fügt der Mixer jedem Paket eine CSRC-Liste bei, in der 
maximal 15 Original-SSRCs aufgeführt sind. Tritt der Mixer selber als Datenquelle auf, so 
muss er der CSRC-Liste seine eigene SSRC hinzufügen. 
 
Ein Vorteil des Mixers gegenüber dem Übersetzer ist, dass die genutzte Bandbreite limi-
tiert ist auf die maximale Bandbreite einer Quelle, auch wenn mehrere Quellen auf der 
Eingangsseite aktiv sind. Dies ist wichtig bei Verbindungen mit geringer Übertragungska-
pazität. Ein Nachteil ist, dass ein Empfänger keine Kontrolle darüber hat, welche Quellen 
durchgelassen oder verändert werden. Hierfür ist ein eigener Mechanismus zu implemen-
tieren, der die „Fernsteuerung“ des Mixers ermöglicht. Die Veränderung der Synchronisa-
tionsinformationen im Mixer hat zur Folge, dass der Empfänger keine Intermedia-
Synchronisation der ursprünglichen Quelldaten vornehmen kann (z. B. Lippensynchronisa-
tion bei Audio-Video-Daten). Dieses Problem kann durch Mixer umgangen werden, die 
verschiedene Medientypen auf der Eingangsseite getrennt synchronisieren. 
 
Einsatz von Zwischensystemen 
Zwischensysteme spielen eine wichtige Rolle in der Kommunikation in heterogenen Net-
zen. Oft muss die Datenrate an einem Zwischenknoten angepasst werden, um die Daten an 
einen Zielrechner ausliefern zu können, der nur über ein schmalbandiges Zugangsnetzwerk 
verbunden ist. 
 
In der Literatur finden sich Vorschläge für Systeme, die in Überlastsituationen die Daten-
raten der einzelnen Verbindungen reduzieren. In [Str97, MeS97] werden einzelne Video-
bilder verworfen, wenn eine Überlastung des Netzwerks auftritt. Ein anderer Ansatz 
verfolgt das Löschen von Paketen, die zu einem Enhancement-Layer eines hierarchisch 
codierten Videostroms gehören [Völ00]. Die Requantisierung oder auch eine Neucodie-
rung eines Videostroms zur Erreichung einer bestimmten Datenrate ist ein weiterer Ansatz 
[SpM99, ACZ95]. 
 
Alle Ansätze basieren darauf, die Qualität eines oder mehrerer Videoströme zu senken, um 
einen generellen Informationsverlust zu vermeiden. 
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2.3.4 Signalisierung für Videokonferenzsysteme 
Ein Transportmechanismus für Video- und Audiodaten, wie er mit RTP in Zusammenar-
beit mit UDP oder TCP zur Verfügung gestellt wird, reicht alleine noch nicht aus, um ein 
Videokonferenzsystem zu betreiben. Hierfür definiert die ITU in ihrer Serie H.32x so ge-
nannte Videotelephoniesysteme, Videokonferenzsysteme oder auch  Multimedia-
Terminals. 
 
Bei einem H.32x-Standard handelt es sich jeweils um eine Spezifikation, wie bestimmte 
Protokolle zusammenarbeiten müssen, um ein vollständiges Endsystem zu erhalten. Dieses 
Endsystem wiederum muss Interoperabilität mit Systemen erlauben, die nach dem gleichen 
Standard entwickelt wurden. 
 
Netzwerk Beispiel Terminal Multiplexing Kontrollprotokoll 
N-ISDN -- H.320 H.221 H.242, H.243 
B-ISDN ATM H.321, H.310 H.221, H.225 H.245 
Guaranteed 
QoS-LAN 
IEEE 802.9 H.322 H.221 H.245 
Non-Guaranteed 
QoS-LAN 
Ethernet, FDDI, 
IEEE 802.11 
H.323 H.225 (RTP) H.245 
PSTN analoges Tele-
fonnetz 
 
H.324 
 
H.223 H.245 
Tabelle 2.3: Videokonferenzstandards der H.32x-Familie 
 
Die ITU hat für jede Netztechnologie ein eigenes System entworfen. Tabelle 2.3 fasst die 
ITU-H.32x-Familie zusammen. Die Standards bestehen aus Sub-Standards, welche die 
Codierung von Audio- und Videodaten definieren. Hier werden meist die Standards H.261, 
H.263 und eine Menge von Audiocodierungsstandards referenziert. Zusätzlich werden Pro-
tokolle angegeben, die eine zur Audio/Videoübertragung stattfindende Datenübertragung 
ermöglichen. Hierbei handelt es sich meist um die Übertragung von Begleitmaterial oder 
interaktiven Arbeitsflächen (Shared Whiteboard).  
 
Um eine Übertragung dieser verschiedenen Datenströme über ein einzelnes Medium zu 
erreichen, ist es notwendig, ein Multiplexingverfahren anzugeben. Hierzu dient der H.221- 
oder auch der H.223-Standard. Eine weitere wichtige Funktionalität betrifft die Anrufsi-
gnalisierung. Hierbei handelt es sich um ein Signalisierungsprotokoll, welches zu Beginn 
einer Konferenz die Eigenschaften, Namen und auch die Anzahl der logischen Übertra-
gungskanäle überträgt. Hier befindet sich auch die Funktionalität zur Adressierung anderer 
Endteilnehmer und die eventuelle Auffindung geeigneter Gateways zur Protokollumset-
zung. 
 
Das bekannteste System ist das H.320-System für Videokonferenzen über ISDN-Systeme 
und der H.323-Standard für paketvermittelnde Systeme, wozu auch das Internet gehört. 
 
Der Grund für die Diversität der Standards ist, dass die meisten H.32x nicht auf den Inter-
netprotokollen aufsetzen und somit die Daten direkt über den Ende-zu-Ende-
Transportdienst des Netzes versenden. Dies erniedrigt den Protokolloverhead und erlaubt 
zugleich das Ausnutzen der von den jeweiligen Netztechnologien zur Verfügung gestellten 
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Dienstgüte. So ist H.320 speziell auf eine Übertragung über eine Anzahl von ISDN-
Kanälen mit 64 kBit/s ausgelegt. 
 
Verwendet ein Kommunikationsteilnehmer eine andere Netztechnologie, so kann zunächst 
keine Verbindung aufgebaut werden. Ein über ein analoges Telefonnetz mit H.324 kom-
munizierender Teilnehmer kann keine Verbindung mit einem über ISDN kommunizieren-
den H.320-Terminal aufnehmen. Um eine solche Verbindung zu erreichen, muss die 
Kommunikation über ein Gateway durchgeführt werden. Dieses Gateway setzt die jeweili-
gen Protokolle und Codierungschemata so um, dass eine Interoperabilität gewährleistet ist. 
 
Video I/O equipment
Audio I/O equipment
User Data Applications
T.120, etc.
System Control
User Interface
Video Codec
H.261, H.263
Audio Codec
G.711, G.722,
G.723, G.728,
G.729
System Control
H.245 Control
Call Control
H.225.0
RAS Control
H.225.0
Receive
Path
Delay
H.225.0
Layer
Local Area
Network
Interface
Scope of Rec. H.323
 
Abbildung 2.11: Blockbild der Komponenten eines H.323-Terminals 
 
Der H.323-Standard erlaubt die Videokonferenz über paketvermittelte Netze, also auch 
über das Internet. Abbildung 2.11 (aus [H323]) zeigt ein Blockbild über die Zusammenar-
beit der in H.323 enthaltenen Protokolle. 
 
Das Multiplexing und der Datentransport werden hier bereits von den vorhandenen 
TCP/IP-Protokollen und RTP gelöst. Hierzu referenziert H.323 in H.225 lediglich die je-
weiligen Internet-Spezifikationen. Der H.323-Standard findet in heutigen Internetanwen-
dungen eine weite Verbreitung, da durch die Verwendung der IP-Adressierung die meisten 
Endanwender erreicht werden können. Man geht davon aus, dass zukünftige Telefone und 
auch Videotelefone über Internetprotokolle unter Verwendung des H.323-Standard arbei-
ten werden. 
 
Eine Alternative zu H.323 bietet das SIP-Protokoll [Han99] (Session Initiation Protocol). 
Dieses weist ähnliche Funktionalitäten wie H.323 auf. SIP ist jedoch auf die einfache An-
rufsignalisierung beschränkt. Das SIP-Protokoll hat weniger Overhead als H.323 und ist 
daher einfacher umzusetzen [DaF99, SRo98]. 
2.4 Faktoren für Ende-zu-Ende-Verzögerungen 
Ein wichtiges Qualitätsmerkmal einer Videoübertragung ist die Zeitverzögerung vom Er-
halt des Eingangssignals beim Sender bis zu dessen Präsentation beim Empfänger. Gerade 
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bei interaktiven Videosystemen sollte diese möglichst gering sein. Der Einfluss der an ei-
ner Videoübertragung beteiligten Arbeitsschritte an der Gesamtverzögerung soll im Fol-
genden näher untersucht werden. Dabei werden die Erfahrungen einer im Rahmen dieser 
Arbeit entwickelten prototypischen Implementierung einbezogen.  
 
Derzeit ist die Videocodierung und -decodierung bei vielen Videokonferenzsystemen in 
Software implementiert. Diese Systeme profitieren von der ständigen Weiterentwicklung 
der Computerhardware und können so immer breitere Anwendungsfelder erschließen. Alle 
in diesem Abschnitt angegebenen Verzögerungszeiten wurden auf einem unter Windows 
NT eingesetzten System und einem auf 450 MHz getakteten Pentium-III-Prozessor ermit-
telt. Die Videocodierung ist vollständig in Software implementiert. Es werden nur Video-
bilder in CIF-Größe betrachtet. 
 
Zur Videoübertragung wird zunächst ein vollständiges Videobild von einer Videokamera 
erzeugt und durch eine Frame Grabbing Hardware in den Hauptspeicher übertragen. Die 
Dauer dieses Vorgangs ist nur schwer zu ermitteln, da die Senderanwendung erst bei Ver-
fügbarkeit eines Bildes durch einen Interrupt oder durch eine Callback-Funktion benach-
richtigt wird. Die dadurch entstehende Verzögerung hängt stark von der verwendeten 
Videohardware ab. 
 
Nach Erhalt eines vollständigen Videobildes muss die Senderanwendung das Bild für die 
Videocodierung aufbereiten. Die meisten Systeme liefern die digitalisierten Bilder im 
RGB-Format, so dass die erhaltenen Pixeldaten in das YUV-Format umgewandelt werden 
müssen. 
Die Umwandlung in die YUV-Darstellung verlangt die folgende Transformation: 
 
Y = 0.3  R + 0.59  G + 0.11  B 
U = B-Y 
V = R-Y 
 
Für jeden Pixel müssen also 2 Multiplikationen und 4 Additionen ausgeführt werden. Bei 
einer CIF-Auflösung ergeben sich hierbei über 200.000 Multiplikationen und über 400.000 
Additionen. Um diese aufwendige Berechnung zu vermeiden, kann die Übersetzung durch 
eine Hash-Tabelle vorgenommen werden. Hierzu werden die Umrechnungen für alle auf-
tretenden RGB/YUV-Werte nur ein einziges Mal vorgenommen und in einer Tabelle ge-
speichert. 
Dies ist jedoch nur bei RGB-Werten mit geringen Bitlängen für die einzelnen Farbanteile 
möglich. Verwendet man zur Darstellung eines Pixelwertes 15 Bits, also je 5 Bit für die 
einzelnen Farbwerte, so ergibt sich eine Hash-Tabelle von 64 KByte. Bei einer Farbtiefe 
von 24 Bits sind bereits 16 MByte erforderlich. 
Nach der Umwandlung in die YUV-Darstellung wird noch ein Sub-Sampling der Chromi-
nanzwerte vorgenommen, d. h., die Auflösung der U- und V-Werte wird in Höhe und Brei-
te halbiert. 
 
Anschließend wird eine Abschätzung für jeden einzelnen Macroblock vorgenommen, wel-
che die Art der Codierung der einzelnen Macroblöcke bestimmt. Hierzu wird der SNR je-
des Macroblocks mit dem entsprechenden Macroblock des zuvor codierten Videobildes 
bestimmt. Ab einem gewissen Schwellenwert wird ein Macroblock nicht codiert, da er fast 
identisch mit seinem Vorgänger ist. Ein anderer Schwellenwert bestimmt die Codierung 
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des Macroblocks im P-Modus. Sind die Blöcke zu unterschiedlich, so muss der Block im 
Intra-Modus codiert werden. 
 
Eine Tabelle über die so ermittelten Codierungsentscheidungen und die YUV-Werte der 
Pixel werden dann einer Codierungsprozedur übergeben. Diese erzeugt ein codiertes Vide-
obild. Die Codierung kann hierbei in den Codierungsoverhead und die Forward DCT-
Transformation (FDCT) aufgeteilt werden. Der Codierungsoverhead enthält alle Vorgänge 
bezüglich der VLC-, Lauflängencodierung und Quantisierung. 
 
Es ist sinnvoll, der FDCT eine inverse DCT (IDCT) folgen zu lassen, um so das Bild des 
beim Empfänger eingehenden Videostroms zu erlangen. Dieses so genannte Reconstructed 
Image dient für das nächste Videobild als Referenzbild für die im P-Modus codierten 
Macroblöcke. Das Reconstructed Image sollte auch bei der Präsentation des abgesendeten 
Bildes beim Sender verwendet werden, damit der Sender die Qualität seines Signals beim 
Empfänger kennt. 
 
Während des Codierungsvorgangs werden bereits RTP-Pakete mit den entsprechenden 
codierten Macroblöcken erstellt. Diese müssen nach erfolgter Codierung mittels UDP und 
IP versendet werden. Hierbei entsteht eine zusätzliche Verzögerung im lokalen Protokoll-
stapel. 
 
Bei der Übertragung über Kommunikationsnetze entsteht eine weitere signifikante Verzö-
gerung, die jedoch von der jeweiligen Dienstgüte der Übertragung abhängt. Kapitel 3, 4 
und 5 beschäftigen sich mit dieser Problematik. 
 
Der Empfänger erzeugt eine weitere Verzögerung durch die Bearbeitung von IP und UDP 
in seinem Protokollstapel. Die RTP-Paketheader werden ausgewertet und die enthaltenen 
Macroblöcke decodiert. Hierbei entsteht wiederum eine Verzögerung für die VLC und 
Lauflängendecodierung und für die IDCT. 
Anschließend führt der Empfänger eine Transformation der YUV-Pixelwerte in RGB-
Pixelwerte durch. Dies geschieht wiederum mit einer Hash-Tabelle. Die RGB-Pixelwerte 
werden anschließend mittels einer Betriebssystemprozedur in den Bildspeicher geschrie-
ben. Das empfangene Videobild ist dann auf der Empfängerseite sichtbar. 
 
Tabelle 2.4 enthält die minimalen, maximalen und durchschnittlichen Zeitverzögerungen 
der einzelnen Bearbeitungsschritte. Für diese Untersuchungen wurde das in diesem Kapitel 
bereits mehrfach verwendete Beispielvideo verwendet. Die Quantisierung wurde mit dem 
Wert 15 vorgenommen. 
 
Tabelle 2.4 gibt die gemessenen Verzögerungen für die einzelnen aufgeführten Arbeits-
schritte an. Verzögerungen, verursacht durch die Bearbeitung von RTP-Paketen, wurden 
vernachlässigt, da sie zu klein sind. 
Die Verzögerung des Frame Grabbings und die des Protokollstapels des Betriebssystems 
konnten nicht gemessen werden, da sie vom Betriebssystemkern durchgeführt werden. 
Verglichen mit den in Tabelle 2.4 angegebenen Verzögerungen können diese jedoch eher 
als gering eingestuft werden. Die Addition der gemessenen Werte erlauben bereits eine 
Abschätzung einer unteren Schranke für die Verzögerung ohne Einbeziehung der Übertra-
gungsverzögerung durch das Netzwerk.  
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Betrachtet man eine Übertragung mit H.261, so ergibt sich eine durchschnittliche durch die 
Codierung verursachte Verzögerung von ca. 29.87 ms. Diese Berechnung enthält die Aus-
führung einer RGB-zu-YUV-Transformation, einer YUV-zu-RGB-Transformation, einer 
Blockabschätzung, einer H.261-Codierung, einer H.261-Decodierung und einen Aufruf der 
Prozedur zur Bildschirmdarstellung. Die maximale aufgetretene Verzögerung dieser Ar-
beitsschritte beträgt 91 ms. Diese Verzögerung ist jedoch nur unidirektional und tritt bei 
einer Antwort ein weiteres Mal auf. Bei einer interaktiven Kommunikation können also 
bereits bis zu 182 ms durch die Implementierung der Videocodierung verloren gehen. Bei 
einer maximal angestrebten Umlaufverzögerung von 500 ms ist dies bereits ein großer An-
teil. Die Übertragungsverzögerung des Netzwerks sollte also unter 159 ms liegen. 
Die im Prototypen verwendete H.263-Codierung hat einen deutlich höheren Aufwand als 
die H.261-Codierung. Dies gilt insbesondere, wenn die H.263-Implementierung die Kom-
pression mit Bewegungsvektoren vorsieht. Hierbei erhöht sich die Codierungsdauer um 
den Faktor 15. Die so konfigurierte H.263-Implmentierung kann also nicht für interaktive 
Systeme verwendet werden. 
 
In Tabelle 2.4 sind für die H.261-Codierung und -decodierung die Zeiten für die DCT-
Transformation getrennt von den anderen Codierungsschritten aufgeführt. Es fällt auf, dass 
die DCT-Transformation etwa ein Drittel der Rechenzeit in Anspruch nimmt. Bei Zwi-
schensystemen, die eine Umcodierung der Videodaten vornehmen, entfällt also ein Groß-
teil des Aufwandes, da bei vielen Transformationen die DCT-Tranformation nicht benötigt 
wird. Dies gilt beispielsweise für Zwischensysteme, welche die Anpassung an eine Über-
tragungsbandbreite vornehmen und hierfür einen Videostrom entsprechend requantisieren. 
Auch werden in solchen Zwischensystemen die übrigen Arbeitsschritte nicht durchgeführt, 
da es keine Bildschirmausgabe gibt. Es verbleibt lediglich die Verarbeitung der Pakete im 
Protokollstapel und die Codierung und Decodierung der enthaltenen Videodaten. 
 
Prozess Durchschnittliche Ver-
zögerung (je Bild) 
Minimale Verzögerung 
(je Bild) 
Maximale Verzögerung 
(je Bild) 
RGB-zu-YUV Trans-
formation 
6.98 ms 6.84 ms 7.87 ms 
YUV-zu-RGB-
Transformation 
5.57 ms 4.73 ms 6.97 ms 
Block- 
Abschätzung 
3.55 ms 2.5 ms 6.44 ms 
H.261-Codierung 
(Overhead / FDCT) 
6.88 ms 
(1.71 ms / 5.17 ms) 
0.06 ms 
( 0.01 ms /  0.05 ms) 
35.12 ms 
( 9.11 ms / 26.01 ms ) 
H.263-Codierung im 
Inter-Modus 
15.85 ms 6.43 ms 66.54 ms 
H.263-Codierung mit 
Inter-Modus und 
Motion Compensation 
238.30 ms 6.42 ms 1966.61 ms 
H.261-Decodierung 
(Overhead / IDCT) 
4.89 ms 
(1.47 ms / 3,42 ms) 
0.15 ms 
( 0.05 ms / 0.1 ms) 
29.15 ms 
( 9.6 ms / 19.53 ms ) 
H.263-Decodierung 
 
3.21 ms 2.02 ms 12.88 ms 
Transfer in den Bild-
speicher 
2.02 ms 1.59 ms 5.39 ms 
Tabelle 2.4: Verzögerungswerte der signifikanten Bearbeitungsschritte bei ei-
ner Videoübertragung mit H.261- und H.263-Codierung. 
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2.5 Zusammenfassung 
Videocodierungstechniken erlauben die Übertragung von Videodaten bei Verwendung von 
wenigen kBit/s bis hin zu mehreren MBit/s. So können Videokonferenzsysteme über eine 
Vielzahl von unterschiedlichen Netzen eingesetzt werden. Die entstehenden Datenraten 
hängen vom verwendeten Codierungssystem, der Bildgröße, der Bildwiederholrate und der 
Bildqualität ab. Endanwendungen können diese Parameter konfigurieren, um so einen aus-
zusendenden Videostrom auf die vorhandene Übertragungstechnik anzupassen. 
 
Betrachtet man die interaktive Videokommunikation, so entsteht bei der Videoübertragung 
meist ein Datenstrom mit variabler Datenrate. Der Grund hierfür ist, dass der Grad der Da-
tenkompression vom aktuellen Bildinhalt abhängt. Szenensprünge, Umblendungen und 
Bilder, die sich nur gering oder sehr stark von den vorher gesendeten Bildern unterschei-
den, machen eine Übertragung der interaktiven Echtzeitdatenströme mit variabler Bitrate 
unumgänglich. 
 
Internetprotokolle werden derzeit in fast allen Datenkommunikationssystemen eingesetzt. 
Der Grund ist die hohe Verfügbarkeit und die einfache Anbindung unterschiedlicher Netz-
technologien. Zudem bietet der Einsatz von Internetprotokollen die Möglichkeit der An-
bindung des eigenen Netzes an das weltweite Internet. Auch Videoströme lassen sich über 
das Internet übertragen. Hierzu haben dafür zuständige Gremien Protokolle definiert, wel-
che den Transport von Videoströmen mit Internetprotokollen erlauben. Hierzu gehört das 
Real-Time-Transport-Protokoll, welches die Resynchronisation von zeitkritischen Daten 
beim Empfänger ermöglicht. Weitere Spezifikationen beschäftigen sich mit der Art und 
Weise, wie Videodaten auf Paketströme aufgeteilt werden. 
 
Zwischensysteme, wie z. B. ein von RTP definierter Transcoder oder Mixer, können einge-
setzt werden, um einen Datenstrom während der Übertragung innerhalb von Netzknoten an 
bestimmte Charakteristiken des Zielnetzes oder des Empfängers anzupassen. Eine Anwen-
dung hierfür ist die Reduzierung der Datenrate, um eine fehlerfreie Auslieferung der Strö-
me an ein bestimmtes Zielsystem zu ermöglichen. 
 
Ein weiterer Bestandteil von Videokommunikationssystemen ist die Anrufsignalisierung, 
wie sie von H.323 und SIP geboten wird. Diese Funktionalität ist unabhängig von der Vi-
deocodierung und vom Videotransport. Die Signalisierung kann auch dazu genutzt werden, 
geeignete Transcoder- oder Gatewaysysteme zu adressieren. 
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Kapitel 3 
 Mobilfunknetze 
Drahtlose Netze unterstützen Mobilität. Sie erlauben den ununterbrochenen Zugriff auf 
Daten im Netz. Das heute am meisten genutzte drahtlose Kommunikationssystem ist der 
zellulare Mobilfunk. Derzeit erlaubt er nur die Sprachkommunikation und den schmalban-
digen Datenaustausch. Heutige Anwendungen verlangen jedoch nach immer höheren Da-
tenraten. Hierzu gehört insbesondere die Videoübertragung. Denkt man an interaktive 
Videokommunikation, so wird zusätzlich eine geringe Übertragungsverzögerung notwen-
dig. 
 
Dieses Kapitel beschreibt die wichtigsten existierenden und zukünftigen Mobilfunk-
systeme, deren Leistungsmerkmale und Unterstützung zur Datenübertragung. Von beson-
derem Interesse ist hierbei die Möglichkeit zur breitbandigen Übertragung 
paketvermittelnder Kommunikationsformen, da diese durch die Verbreitung des Internets 
das Transportsystem der Zukunft darstellen und auch für die Videokommunikation benö-
tigt werden. 
 
Von besonderem Interesse sind Methoden zur Einschränkung von Übertragungsverzöge-
rungen bei der Übermittlung von Datenpakten über die Luftschnittstelle. Es wird aufge-
zeigt wie Übertragungsverzögerungen reduziert oder vereinbart werden können. Hierzu 
werden grundlegende Netzarchitekturen und Medienzugriffsprotokolle vorgestellt. Ein ge-
sonderter Abschnitt beschäftigt sich mit der zellübergreifenden Kapazitätenverwaltung, die 
Kapazitätenengpässe  verhindern und so zu einer Verbesserung der Übertragungsgüte bei-
tragen. 
 
Aufgrund der verwendeten Routingverfahren und der festen Zuweisung von Internetadres-
sen, erlaubt das Internet derzeit nur mobile Kommunikation, die von den Schichten unter-
halb der Netzwerkschicht bereitgestellt wird. Zur Realisierung der über einzelne Zugangs-
netzwerke hinausgehenden mobilen Kommunikation im Internet wird daher Mobile-IP 
vorgestellt, welches eine Architektur und Protokolle definiert, die auf die heute verwende-
ten Internetprotokolle aufgesetzt werden können. 
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3.1 Netzwerkarchitekturen von Mobilfunknetzen 
Zukünftige Mobilfunknetze sollen Dienstklassen unterschiedlichster Art unterstützen. So 
sollen nicht nur Sprachverbindungen hergestellt werden können, sondern es müssen auch 
Dateiübertragungen oder Videokonferenzen möglich sein. Ein wichtiger Schlüssel hierzu 
ist das Internet. Mit seiner einfachen Paketübertragung und der Möglichkeit, mittels des 
Internet-Protokolls beliebige Netztechnologien zu einem einzigen Internet verbinden zu 
können, ergibt sich die Vision des globalen durch das Internet verbundenen Telekommuni-
kationsnetzes. Abbildung 3.1 zeigt den grundsätzlichen Aufbau eines solchen Netzes. Ein 
aus beliebigen Netzwerken bestehendes Core-Netz verbindet verschiedene Zugangsnetz-
werke. Dabei kann es sich um drahtlose Zugangsnetzwerke oder auch um drahtgebundene 
Netze handeln. 
 
IP-basiertes
Core-
Netzwerk
ISDN
ATM, X.25
Zugangsnetzwerk
Zugangs-/Core-Netzwerk
Interface
 
Abbildung 3.1: Ein vollständig auf dem IP-Protokoll basierendes heterogenes 
Mobilfunknetz 
 
Der Vorteil eines solchen Netzes ist, dass alle Dienste über das IP-Protokoll realisiert wer-
den. Dies würde eine vereinfachte Netztechnologie mit sich führen und die Integration 
verschiedener Dienste ermöglichen [Liu98]. Möglich macht dies das einfache Multiplexen 
der IP-Datenpakete. Überträgt beispielsweise ein Benutzer eine Web-Seite, so kann er mit 
der gleichen Übertragungstechnik eine gleichzeitige Sprachübertragung oder eine Video-
konferenz starten. Hierzu muss aus Sicht der Netzverbindung kein zusätzlicher Kanal ge-
öffnet werden. Voraussetzung ist natürlich, dass die verwendete Übertragungstechnik die 
benötigte paketvermittelnde Datenübertragung mit entsprechenden variablen 
Datendurchsätzen erlaubt. 
 
Zur Analyse der existierenden drahtlosen Kommunikationssysteme auf deren Eignung zur 
paketvermittelten Videoübertragung sollen diese im Folgenden kurz vorgestellt werden. 
Grundsätzlich kann man drahtlose Netze in drei verschiedene Kategorien einteilen: 
 
Lokale Netze 
Die lokalen Netze besitzen meist eine Reichweite von wenigen Metern bis zu einigen hun-
dert Metern. Ein typisches Beispiel ist das von der IEEE unter dem Kürzel IEEE 802.11 
[IEEE97] standardisierte drahtlose LAN (Local Area Network). Es besitzt eine Reichweite 
von ca. 80-200 Metern und hat eine maximale Übertragungsrate von 1-2 MBit/s. Aber 
auch drahtlose Übertragungstechniken, die nur eine Reichweite von wenigen Zentimetern 
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aufweisen, gehören schon zu den lokalen Netzen. Vertreter dieser Klasse sind Infrarot-
Systeme [Ird98] oder auch das Bluetooth-System [Blu99]. 
 
Weitverkehrsnetze 
Weitverkehrsnetze erlauben die Mobilkommunikation über Gebiete von vielen Kilometern, 
ganzen Staaten oder sogar Kontinenten. Meist verwenden diese Art der Netze einen zellu-
laren Ansatz. Die mobilen Stationen kommunizieren nicht direkt miteinander, sondern in-
direkt über Basisstationen. Die Basisstationen sind über ein Festnetz miteinander 
verbunden. Sie gehören somit zu den hybriden Mobilfunknetzen. Eine Datenübertragung 
wird von der empfangenden Basisstation weitergeleitet, in dessen Bereich sich die mobile 
Station befindet. Die Datenübertragung kann auch von einer Station ausgehen, die sich im 
drahtgebundenen Netz befindet. 
 
Damit Teilnehmer sich zwischen den Funkzellen frei bewegen können und trotzdem eine 
durchgehende Kommunikation in ausreichender Qualität gewährleistet wird, ist ein Weiter-
reichen des Gespräches von einer Funkzelle in die nächste erforderlich. Diesen Vorgang 
nennt man Handover. 
 
Die Möglichkeit, sich im Mobilfunknetz frei bewegen zu können und dabei erreichbar zu 
bleiben, bezeichnet man als Roaming. Man unterscheidet Roaming innerhalb desselben 
Netzes (über Zellengrenzen hinweg), nationales (zwischen verschiedenen Netzen) und in-
ternationales (zwischen Netzen unterschiedlicher Länder) Roaming. 
 
Der bekannteste Vertreter dieser Art von Netzen ist GSM (Global System for Mobile 
Communication) [Mou92], das in einer leicht abgeänderten Version auch als DCS 1800 
oder PCS 1900 [God97] bezeichnet wird. Diese Netze gehören zu den öffentlichen Mobil-
telefonsystemen, die den Fernsprechdienst leitungsgebundener Netze auf mobile Teilneh-
mer ausdehnen. 
 
Globale Netze 
Eine weitere Klasse von drahtlosen Kommunikationsnetzen stellen die globalen Netze dar, 
die meist durch Satelliten realisiert werden. Satelliten-Netze bieten den Vorteil einer 
flächendeckenden Versorgung. Auch dünn besiedelte oder schlecht zugängliche Gebiete 
(z. B. Hochsee- oder Wüstengebiete) können erreicht werden. Begrenzte Kapazitäten durch 
international verfügbare Frequenzen und Orbitpositionen sowie verhältnismäßig lange 
Signallaufzeiten machen sich negativ bemerkbar. Ebenso wie zellulare Mobilfunknetze 
erlauben satellitengestützte Netze einen Handover und die Kommunikation mit dem 
gewöhnlichen Festnetz. 
 
Alle drahtlosen Kommunikationsnetze teilen gewisse Eigenschaften der Datenübertragung. 
Die Übertragung über die Luftschnittstelle geschieht immer über ein so genanntes Shared 
Medium. D. h., Stationen mit Übertragungswünschen konkurrieren beim Zugriff auf das 
Übertragungsmedium. Ein Medienzugriffsprotokoll (MAC, Medium Access Protocol) be-
stimmt, wer zu welcher Zeit das Zugriffsrecht auf das Übertragungsmedium bekommt. 
Verschiedene MAC-Protokolle erlauben unterschiedliche Kontrollmöglichkeiten beim 
Medienzugriff. Oft ist das MAC-Protokoll auf einen bestimmten Verkehrstyp, wie z. B. die 
Sprachübertragung oder den Web-Zugriff, zugeschnitten. Mit der Einführung neuer multi-
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medialer Verkehrstypen, wie z. B. der Videokommunikation, werden neue Anforderungen 
an das MAC-Protokoll gestellt. 
 
Die wichtigsten Parameter, welche die Güte eines MAC-Verfahrens bestimmen, sind die 
Übertragungsverzögerung und der Datendurchsatz. Die Auslastung ist das Verhältnis vom 
erfolgreich übertragenen Verkehrsvolumen zur theoretisch erreichbaren Kapazität. Ein 
MAC-Protokoll sollte eine möglichst hohe Auslastung erlauben, um die vorhandenen Ka-
pazitäten möglichst effizient zu nutzen. 
 
Im Folgenden sollen einige wichtige MAC-Verfahren vorgestellt werden. Diese Protokolle 
sind für den Videotransport über Mobilfunknetze dahin gehend von besonderem Interesse, 
da sie die Grundlage der Datenübertragung bilden. Bietet ein MAC-Verfahren nicht die 
Möglichkeit, minimale Datenraten bereitzustellen oder geeignete Paketverzögerungsgren-
zen zu erreichen, so hat dies immer Auswirkungen auf den Entwurf der höheren Protokoll-
schichten. Oft verhindert ein bestimmtes MAC-Protokoll durch seine Eigenschaften eine 
Reihe von Anwendungsklassen. Um darzulegen, wie höhere Protokollschichten arbeiten 
müssen, um den Videotransport in zukünftigen Mobilfunknetzen zu erlauben, werden im 
Folgenden die hierzu notwendigen Grundlagen erläutert. Der Fokus liegt hier auf den Pro-
tokollen der zukünftigen zellularen Weitverkehrsnetze, da diese das breiteste Anwendungs-
feld für die zukünftige Mobilkommunikation darstellen. Dennoch sollen auch die lokalen 
Netze nicht vernachlässigt werden. Die in dieser Arbeit vorgestellten Konzepte und Vor-
schläge beziehen sich zunächst auf den Einsatz in Weitverkehrsnetzen. Mit leichten Modi-
fikationen können die Verfahren jedoch auch in fast allen anderen Mobilfunknetzen 
angewandt werden. 
3.2 Medienzugriffsverfahren 
Die zur Übertragung zeitkritischer multimedialer Daten geeigneten MAC-Protokolle müs-
sen in der Lage sein, die Anforderungen unterschiedlicher Verkehrstypen zu erfüllen. Dies 
sind die Einhaltung vorgegebener Verzögerungsgrenzen und die Bereitstellung bestimmter 
Übertragungsraten. 
 
Grundsätzlich können zwei Arten der MAC-Protokolle diese Anforderungen erfüllen: 
 
• Reservierungsverfahren erlauben zeitkritische Übertragungen indem das 
Übertragungsmedium für eine gewisse Zeit einer Station fest zugeteilt wird. Diese so 
genannte Reservierung ermöglicht es einer Anwendung, zeitkritische Daten 
kollisionsfrei zu übertragen. Die Reservierung kann beispielsweise durch die Zuteilung 
eines logischen Kanals in Form einer Folge von Zeitschlitzen oder eines 
Frequenzkanals erfolgen. 
• Prioritätsverfahren teilen Paketen mit strengen Verzögerungsanforderungen eine höhe-
re Priorität bei der Übertragung zu. Dabei kann ein Paket, welches schon länger auf 
seine Übertragung wartet, in der Prioritätenrangliste aufsteigen, um so eine Eingren-
zung der Übertragungsdauer zu erreichen. 
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Beide Methoden haben ihre Vor- und Nachteile. Bei Reservierungsverfahren stellt sich die 
Frage, wer die Reservierungen vergibt. Im Allgemeinen ist hierzu eine Infrastruktur in 
Form einer Basisstation erforderlich. Bei den Prioritätenverfahren muss geklärt werden, 
wie die Prioritäten zugewiesen werden, um eine Überlastung der Übertragungen mit der 
höchsten Priorität zu vermeiden. In jedem Fall erlaubt das Prioritätensystem nur eine stati-
stische Eingrenzung der Übertragungsverzögerung, da immer Kollisionen mit den Übertra-
gungen von Datenpaketen der gleichen Priorität auftreten können. 
 
MAC-Protokolle lassen sich in zwei Kategorien einteilen: dezentrale Zugriffsverfahren 
und zentrale Zugriffsverfahren. Zentrale Zugriffsverfahren verwenden eine ausgezeichnete 
Station, die den Zugriff auf das Übertragungsmedium regelt. Dies ist meist eine Basisstati-
on, die zur Netzinfrastruktur gehört. Möglich ist aber auch, dass eine mobile Station eine 
Steuerfunktion übernimmt. 
 
Dezentrale Zugriffsverfahren kommen ohne eine ausgezeichnete Station aus. Dies ist nütz-
lich in Ad-hoc-Netzwerken [Toh97], bei denen die beteiligten Mobilteilnehmer nur kurz-
fristig ein Netz bilden. Dezentrale Zugriffsverfahren können auch aufgrund von 
Kosteneinsparungen gewählt werden, da hierfür keine Infrastruktur benötigt wird.  
 
Möchte ein mobiler Teilnehmer auf ein Festnetz zugreifen, so geschieht dies immer durch 
einen so genannten Access Point. Dieser bildet auch meist die Grundlage für die Medien-
zugriffsverfahren, da dieser idealerweise als ausgezeichnete Station dient. 
 
Dezentrale Zugriffsverfahren werden hauptsächlich in lokalen Netzen eingesetzt. In Netzen 
mit Infrastruktur wie beispielsweise zellulare Weitverkehrsnetze werden meist zentrale 
Zugriffsverfahren eingesetzt. Ein Grund hierfür ist, dass der Netzwerkbetreiber die Kon-
trolle über die vergebenen Ressourcen behalten möchte. Der Netzbetreiber will die Über-
tragungskapazitäten zentral vergeben, um beispielsweise eine Vergütung der vergebenen 
Ressourcen zu ermöglichen und um die generelle Verfügbarkeit des Systems für einzelne 
Netzkunden zu gewährleisten. Ein zentrales Zugriffsverfahren erlaubt auch zusätzliche 
Möglichkeiten bezüglich der Kapazitätenzuteilung, so dass unterschiedliche Übertragungs-
dienste angeboten werden können, deren Zuteilung kundenspezifisch erfolgt. 
3.2.1 Zentrale Zugriffsverfahren 
Die meisten zentralen Zugriffsverfahren sind konfliktfrei, d. h., die zentrale Station vergibt 
die Übertragungsressourcen an die mobilen Stationen, ohne dass eine Kollision bei der 
Übertragung vorkommen kann. 
 
Zentrale Zugriffsverfahren stellen meist eine Methode bereit, mit der mehrere mobile Teil-
nehmer kollisionsfrei gleichzeitig auf das Übertragungsmedium zugreifen können. Diese 
so genannten Mehrfachzugriffsverfahren sollen hier kurz vorgestellt werden, da sie die 
Grundlage aller Zugriffsverfahren bilden: 
 
Code Division Multiple Access (CDMA) 
CDMA [Vit97] ist eine so genannte Spread-Spektrum Technologie, d. h., die zu übertra-
genden Informationen werden auf das zur Verfügung stehende Frequenzspektrum ge-
spreizt. Bei den meisten CDMA-Verfahren generiert jede Station eine Pseudo-
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Zufallszahlensequenz, die orthogonal zu den Sequenzen der anderen Teilnehmer ist. Die 
Sequenz wird genutzt, um die Eingangsinformationen über das gesamte Frequenzspektrum 
zu verteilen. Die Orthogonalität der Sequenzen erlaubt es dem Empfänger die für ihn be-
stimmten Daten zu demodulieren, obwohl die Übertragungen anderer Stationen gleichzei-
tig stattfinden können. Je größer die Anzahl der gleichzeitig aktiven Anwender ist, desto 
länger muss die Code-Sequenz sein, damit die Orthogonalität gewährleistet ist. Durch das 
zunehmende Rauschen des gesamten Übertragungskanals nimmt die Bitfehlerrate mit stei-
gender Anzahl gleichzeitig sendender Teilnehmer zu. Die Anzahl der maximal gleichzeiti-
gen Übertragungen ist bei CDMA-Systemen nur schwer anzugeben, da sie grundsätzlich 
von der Anzahl der orthogonalen Codes und der dabei entstehenden Übertragungsqualität 
abhängt. 
 
Frequency Division Multiple Access (FDMA) 
FDMA [God97] teilt die für die Übertragung zur Verfügung stehende Frequenzbandbreite 
in unterschiedliche Frequenzkanäle auf. Verschiedene Teilnehmer kommunizieren jeweils 
über unterschiedliche Frequenzkanäle. In der einfachsten Form ist die Frequenzbandbreite 
in n gleich große Kanäle aufgeteilt und erlaubt somit n Benutzern den gleichzeitigen Zu-
griff. Eine zentrale Station bestimmt meist die Zuteilung der Teilnehmer auf die Frequenz-
kanäle. FDMA nutzt oft die vorhandene Übertragungskapazität schlecht aus. Ein Benutzer 
kann immer nur die Kapazitäten einer ganzzahligen Anzahl von Kanälen nutzen. Die ex-
klusive Zuteilung von Kanälen auf einen Benutzer verschwendet jedoch Kapazitäten, falls 
der Benutzter keine konstante, die Kanäle durchgängig ausfüllende Datenrate sendet. Da 
die heutigen Kommunikationsformen jedoch fast immer interaktiv sind und somit eine 
variable Datenrate erzeugen, werden die FDMA-Kanäle oft nur schlecht ausgenutzt. 
 
Time Division Multiple Access (TDMA) 
In einfachen TDMA-Systemen [God97] wird die Frequenzbandbreite in Rahmen unterteilt, 
die n gleich große Zeitschlitze enthalten. Jeder dieser Zeitschlitze stellt einen logischen 
Kanal dar. Da sich die Rahmen periodisch wiederholen, gibt es n Kanäle. Problematisch ist 
hierbei der zeitliche Abstand zwischen zwei Zeitschlitzen eines Kanals, da dieser bereits 
eine zusätzliche Übertragungsverzögerung darstellt. TDMA wird oft mit FDMA kombi-
niert, um die Anzahl der Kanäle des FDMA-Systems zu erhöhen. 
 
Neben den Mehrfachzugriffsverfahren setzen zentrale Zugriffsverfahren meist zusätzliche 
Methoden zur Vergabe von Übertragungsressourcen ein. Bezüglich der genannten Mehr-
fachzugriffsverfahren CDMA, FDMA und TDMA handelt es sich bei den Ressourcen um 
eine bestimmte Anzahl von Zeitschlitzen, Frequenzkanälen oder Übertragungscodes. Die 
Vergabe dieser zusätzlich aufgeteilten Ressourcen geschieht of nur auf Anfrage einer mo-
bilen Station, was gerade bei burstartigen Verkehrsklassen zu einer besseren Ausnutzung 
der Kapazitäten führt. Hierbei ist jedoch zu beachten, dass bei der kurzfristigen Vergabe 
von Kapazitäten Dienstgüteanforderungen der einzelnen Verbindungen erfüllt werden. 
Zwei Verfahren, die eine solche Verteilung erlauben, sollen daher im Folgenden vorge-
stellt werden. 
 
Polling 
Eine einfache Methode, die Kapazitäten effizienter als durch eine feste Zuteilung von Ka-
nälen zu nutzen, ist das Polling [Zha93, Fan96]. Eine zentrale Station pollt die einzelnen 
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Mobilstationen um einen eventuellen Übertragungswunsch zu erfragen. Die Stationen sen-
den dann entweder eine Keep-Alive-Nachricht oder einen Übertragungswunsch mit Anga-
be einer zu übertragenden Datenmenge. Die mobile Station gibt den logischen 
Übertragungskanal sofort nach Beendigung des Übertragungswunsches frei. Das Polling-
Verfahren kann auch eine Obergrenze für die Menge der zu übertragenden Daten vorsehen, 
so dass eine maximale Verzögerung bis zur nächsten Datenübertragung in Abhängigkeit 
der Anzahl der mobilen Stationen gegeben werden kann. Dies ermöglicht der zentralen 
Station die Realisierung von Durchsatz und Verzögerungsgrenzen einzelner Verbindungen. 
Polling erzeugt jedoch hohe Verzögerungen bei steigenden Nutzerzahlen, da im schlimm-
sten Fall vor einer Übertragung alle Teilnehmer kontaktiert werden müssen. 
 
RQMA 
Als Vertreter eines für die Übertragung von multimedialen Inhalten entwickelten zentralen 
Zugriffsschemas soll hier exemplarisch das Remote Queuing Multiple Access (RQMA) 
[FiP99] vorgestellt werden. RQMA ist geeignet für zellulare Netze, wobei die Übertragung 
innerhalb einer einzigen Zelle geregelt wird. Eine Zelle enthält eine ausgezeichnete Stati-
on, die Basisstation, welche am Festnetz angebunden ist, und eine Anzahl von mobilen 
Stationen. Die gesamte Kommunikation eines solchen Systems geschieht über die Basis-
station. D. h., auch wenn zwei nebeneinander stehende mobile Teilnehmer miteinander 
kommunizieren wollen, wird der Datenverkehr über die Basisstation realisiert. 
 
RQMA baut auf den in [God89], [KLE95] und [RaW94] beschriebenen Zugriffsverfahren 
auf. Es erlaubt den Transport der wichtigsten Verkehrstypen: den Best-Effort-Dienst, 
Ströme mit konstanten Datenraten und Echtzeit-Ströme mit variablen Datenraten. 
 
Bei einem solchen System muss zwischen Downlink- und Uplink-Übertragungen unter-
schieden werden. Die Downlink-Übertragungen betreffen die Richtung von der Basisstati-
on zur mobilen Station und die Uplink-Übertragung die Richtung von der mobilen Station 
zur Basisstation. Die Uplink-Übertragung ist meist etwas komplizierter, da im Gegensatz 
zur Downlink-Übertragung die Ressourcenzuteilung nicht direkt durch die Basisstation 
durchgeführt werden kann, ohne die mobile Station in diese Entscheidungen einzubezie-
hen. 
 
Bei RQMA senden mobile Stationen einen Übertragungswunsch an die Basisstation. Die-
ser Übertragungswunsch enthält Informationen über die Datenmenge und die benötigten 
Verzögerungsgrenzen. Die Basisstation sammelt diese Informationen von allen mobilen 
Stationen und errechnet eine mögliche Kapazitätenzuteilung. Die genaue Art der Zuteilung 
hängt von der Verwendung der Übertragungstechnik ab. Bei einem TDMA-System sind 
dies eine Menge von Zeitschlitzen, welche die mobile Station zur Übertragung der Daten 
nutzen kann. Nach der Kapazitätenanfrage signalisiert die Basisstation eine Ressourcenzu-
teilung zur mobilen Station.  
 
Datenpakete der Downlink-Richtung werden einfach in einer geeigneten Reihenfolge an 
die mobilen Stationen gesendet. Die mobile Station hört das Medium ständig nach für sie 
bestimmten Datenpaketen ab. 
 
Zur Realisierung von RQMA wird die Zeitachse in Rahmen von T Sekunden Länge unter-
teilt. Jeder Rahmen ist in drei Felder unterteilt: Das Request-Feld, das Transmit-Feld und 
das Backlog-Feld (siehe Abbildung 3.2). Das Request-Feld ist in r Request-Slots und ein 
   
44
Ack-Feld unterteilt. Das Transmit-Feld ist wiederum in t Transmit-Slots eingeteilt. Jeder 
Transmit-Slot besteht aus einem Assign-, einem Data- und einem Ack-Feld. Schließlich ist 
das Backlog-Feld noch in b Backlog-Slots aufgeteilt. 
 
Das Verfahren arbeitet verbindungsorientiert. Bevor eine mobile Station Daten sendet, 
meldet es über einen Request-Slot eine Sitzung an. Der Zugriff auf einen Request-Slot 
kann über ein dezentrales Zugriffsverfahren wie z. B. Slotted Aloha geschehen. Die da-
durch entstehende Verzögerung ist noch nicht kritisch, da dies nur ein einziges Mal für 
eine Verbindung durchgeführt wird. Als Parameter der Session-Anfrage wird der Typ der 
Verbindung angegeben. Dabei werden vier Verbindungstypen unterstützt: 
❒ Alloc_best_effort: Hierbei handelt es sich um einen Datenstrom oder eine kur-
ze Paketsequenz ohne besondere Verzögerungsanforderungen. 
❒ Alloc_real-time: Dieser Verbindungstyp wird von Anwendungen verlangt, die 
Pakete mit Verzögerungsanforderungen versenden und keine konstante Daten-
rate vorsehen. Für jede Session dieses Typs wird nach dem Request ein Back-
log-Slot vorgesehen. Die Anzahl der Real-Time-Verbindungen ist also durch 
den Parameter b beschränkt. 
❒ Alloc_CBR: Der Typ Alloc_CBR ist für Paketströme mit konstanten Datenra-
ten. Das Request-Feld enthält die konstante Datenrate der angefragten Verbin-
dung 
❒ Cancel: Der Typ Cancel wird für den Abbruch einer Session verwendet. 
 
Bestätigt die Basisstation im Ack-Feld den Verbindungswunsch (Request) einer mobilen 
Station, signalisiert die Basisstation im Assign-Feld eines Transmit-Slots Übertragungska-
pazitäten der mobilen Station. Dabei wird im Assign-Feld eine Kennnummer der mobilen 
Station gesendet. Liest die mobile Station ihre eigene Kennnummer, so weiß sie, dass sie 
im darauf folgenden Datenfeld kollisionsfrei senden kann. 
 
Bei einer Best-Effort-Verbindung signalisiert die Basisstation von anderen Verbindungen 
ungenutzte Kapazitäten. Bei einer CBR-Verbindung werden gemäß der im Request-Feld 
angegebenen Datenrate Transmit-Slots zugewiesen. 
 
Da die Datenrate einer Real-Time-Verbindung unbekannt bzw. variabel ist, muss hier die 
Verbindung ihre benötigten Kapazitäten in dem nach dem Verbindungsaufbau zugewiese-
nen Backlog-Feld fortlaufend signalisieren. Dies geschieht, indem die mobile Station in 
dem ihr zugewiesenen Backlog-Feld die Anzahl der zu übertragenden Datenpakete und 
eine damit verbundene Verzögerungsgrenze angibt. Die Basisstation wertet diese Informa-
tion aus und teilt entsprechende Transmit-Felder zu. Hierzu muss die Basisstation einen 
Paket-Scheduler einsetzen, der eine geeignete Übertragungsreihenfolge der Pakete be-
stimmt. 
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Abbildung 3.2: Die Rahmenaufteilung des RQMA-Zugriffsverfahrens 
 
Durch die Einführung von Zeitgrenzen in das Zugriffsverfahren kann eine dynamische 
Anpassung der Fehlerkontrolle erfolgen. Ist das Netz beispielsweise nicht ausgelastet und 
schlägt eine Übertragung fehl, so kann eine Neuübertragung eines Paketes vorgenommen 
werden, falls dadurch eine gewünschte Paketverzögerungsgrenze nicht überschritten wird. 
3.2.2 Dezentrale Zugriffsverfahren 
Wenn nur eine geringe Anzahl von logischen Kanälen zur Verfügung steht und das Über-
tragungsmedium nur für kurze Übertragungen genutzt wird, kann eine über die einfache 
Kanalvergabe hinausgehende Zugriffssteuerung etabliert werden. Hierbei können sich 
mehrere Teilnehmer einen einzigen Kanal teilen. In paketvermittelnden Systemen führt 
dies oft zu einer wesentlich effizienteren Ausnutzung der Übertragungskapazitäten, da die 
meisten Anwendungen einen hohen Anteil von kurzen Spitzendatenraten aufweisen. Dieser 
so genannte Burst-Traffic kann am besten unterstützt werden, wenn ein Benutzer für eine 
kurze Zeit eine höhere Kapazität zugewiesen bekommt. 
 
Oft werden dezentrale Zugriffsmechanismen eingesetzt, um einen Kanal von einer Viel-
zahl von Teilnehmern zu nutzen. Dabei unterscheiden sich die verwendeten Zugriffsver-
fahren von den im Festnetz eingesetzten Verfahren dahingehend, dass eine mobile Station 
während des Sendens nicht die laufende Übertragung kontrollieren kann, da die lokale 
Ausbreitung des eigenen Signals nur den Empfang desselben möglich macht. Die folgen-
den Zugriffsverfahren werden häufig in drahtlosen Kommunikationssystemen verwendet: 
 
Aloha 
Aloha-Netzwerke erlauben es den mobilen Teilnehmern zu einem beliebigen Zeitpunkt auf 
den Übertragungskanal zuzugreifen. Dieses Verfahren führt zu Kollisionen, falls mehrere 
Teilnehmer gleichzeitig senden. Die Burst-Eigenschaft der üblichen Datenverkehrstypen 
macht dennoch eine Kommunikation möglich: Teilnehmer senden meist nicht mit konstan-
ten Datenraten, sondern erzeugen oft nur kurze Anfragen oder Antworten, so dass bei einer 
geringen Gesamtlast eine Kollision unwahrscheinlich ist. 
 
Aloha verlangt, dass die Empfänger ein Bestätigungspaket für jedes empfangene Datenpa-
ket senden. Ein Sender bekommt so mitgeteilt, ob eine vorherige Übertragung erfolgreich 
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war. Empfängt der Sender keine Bestätigung, so wiederholt er seine Übertragung, nachdem 
eine durch einen Zufallszahlengenerator ermittelte Zeit gewartet wird. Diese Wartezeit 
verringert die Wahrscheinlichkeit, dass Pakete, die mit einer anderen Station kollidieren, 
gleich beim nächsten Neuübertragungsversuch erneut kollidieren. Aloha ist ein sehr ineffi-
zientes Protokoll, da nur ein maximaler effektiver Durchsatz von 18 % bei einer Ausla-
stung von 50 % erreicht werden kann [Wes98]. 
 
Da Neuübertragungen bereits notwendig werden, wenn sich die Übertragungszeiträume 
nur kurzzeitig überlappen, kann Aloha verbessert werden, indem nur Pakete mit gleichen 
Größen und zu festen Zeiten (Time Slots) gesendet werden können. In [Abr77] wird das so 
genannte Slotted Aloha vorgeschlagen. Hier dürfen Stationen nur zu Beginn eines Zeit-
schlitzes übertragen. Slotted Aloha verdoppelt den effektiven Durchsatz [Abr77]. 
 
Carrier Sense Multiple Access (CSMA) 
Stationen, die CSMA [Kle97] für den Kanalzugriff verwenden, prüfen vor dem Senden, ob 
der Kanal gerade von einer anderen Station genutzt wird. Es gibt drei verschiedene Versio-
nen von CSMA, 1-persistentes CSMA, nicht-persistentes CSMA und p-persistentes 
CSMA. Bei 1-persistentem CSMA sendet die mobile Station sofort, falls der Übertra-
gungskanal gerade nicht belegt ist. Dies führt bereits zu einer deutlichen Verbesserung 
gegenüber Aloha, da laufende Übertragungen mit einer geringeren Wahrscheinlichkeit 
gestört werden. 
Nicht-persistentes CSMA wartet eine zufällige Zeitperiode, falls der Kanal belegt ist. Nach 
Ablauf der durch einen Zufallszahlengenerator ermittelten Zeitperiode wird die Prozedur 
erneut gestartet. Die Station sendet, falls der Kanal frei ist. Dieses Verfahren verhindert das 
gleichzeitige Einsetzen einer Übertragung mehrerer Stationen und hat daher einen besseren 
Durchsatz als das 1-persistente CSMA. Allerdings sind die Übertragungsverzögerungen 
größer. 
Das p-persistente CSMA-Verfahren ist ein System, das mit Zeitschlitzen arbeitet. Es über-
prüft bei Beginn eines neuen Zeitschlitzes, ob der Kanal belegt ist. Falls nicht, sendet die 
Station mit einer Wahrscheinlichkeit von p. Mit einer Wahrscheinlichkeit von 1-p wird die 
Prozedur im nächsten Zeitschlitz erneut ausgeführt. 
 
CSMA wird derzeit erfolgreich in Ethernet-Systemen eingesetzt. Hierbei handelt es sich 
um ein so genanntes CSMA/CD-Verfahren (CD: Collision Detection). Dieses bricht eine 
Übertragung ab, falls eine Kollision erkannt wird. Dies ist möglich, da Festnetzstationen 
das Medium zur Sendezeit abhören können. Da diese Möglichkeit bei Mobilfunksystemen 
nicht besteht, wird das Collision Avoidence (CA) angewendet. CA hört den Funkkanal vor 
einer Übertragung ab, um zu verhindern, dass ein laufende Übertragung gestört wird. 
CSMA/CA wird für die lokalen Funknetze nach dem IEEE 802.11-Standard genutzt. 
 
RTS/CTS (Ready to Send/ Clear to Send) 
Eine Erweiterung zu CSMA ist das so genannte RTS/CTS (Ready to Send/Clear to Send) 
[Ful95]. RTS/CTS erlaubt es, das Hidden-Terminal-Problem zu reduzieren. Hier handelt es 
sich um ein Problem, das auftritt, wenn eine Station B zwar die Übertragung der Station A 
und der Station C hören kann, jedoch Station A nicht die Übertragung von Station C. Da-
durch wird ein CSMA/CA-System ineffizient, da Station A keine Kollisionen mit Station 
C vermeiden kann. Eine Station, die ein Datenpaket übertragen möchte, sendet zunächst 
ein kurzes Request-to-Send-Paket an die Empfängerstation. Diese Station antwortet mit 
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einem Clear-to-Send-Paket, welches dem Sender anzeigt, dass der Kanal gerade frei ist. 
Dies ist notwendig, da der Sender eine mögliche Kollision durch das Hidden-Terminal-
Problem nicht erkennen kann, der Empfänger jedoch hierzu in der Lage ist. Da die 
RTS/CTS-Pakete sehr kurz sind, ist eine Kollision beim Senden dieser Pakete unwahr-
scheinlicher. 
 
Da ein RTS/CTS zusätzlichen Overhead erzeugt und nur in bestimmten Netzwerktopologi-
en notwendig ist, wurde es als eine optionale Funktion in den IEEE 802.11-Standard auf-
genommen. 
 
EY-NPMA (Elimination Yield – Non Preemptive Priority Multiple Access) 
Ein weiteres Medienzugriffsverfahren, welches im ETSI-HIPERLAN-Standard [RTS96] 
definiert wird, ist das EY-NPMA. In diesem Verfahren hört eine Station ein gewisse Min-
destzeit in das Medium hinein. Sollte in dieser Zeit keine Übertragung zu hören sein, so 
sendet die Station direkt. Ist das Medium belegt, so wird das EY-NPMA-Zugriffsverfahren 
eingeleitet. Diese Verfahren ist in drei Phasen aufgeteilt (siehe Abbildung 3.3, [WSF96]): 
Priority-Resolution-, Elimination- und Yield-Phase. Im HIPERLAN wird Paketen eine 
Priorität von 4 (niedrig) bis 0 (hoch) zugeordnet. Diese Priorität berechnet sich anhand 
einer von der Anwendung vergebenen Priorität und einer vom MAC ermittelten Lebens-
dauer. Eine Station, die Zugriff auf das Medium haben will, wartet in der ersten Priority-
Resolution-Phase so lange, bis die Slots höherer Prioritäten unbenutzt bleiben. Nach Ab-
lauf der eigenen Priority-Periode sendet jede Station, die während des Ablaufs der eigenen 
Priority-Phase keine Übertragung einer anderen Station entdeckt hat, einen Elimination-
Burst von einer zufälligen Länge. In Abbildung 3.3 sind das beispielhaft die Stationen mit 
der Priorität 3. Nach dem Elimination-Burst hört jede Station eine gewisse Zeit in das Me-
dium hinein (Yield-Phase). Empfängt eine Station in dieser Zeit den Datenburst oder die 
Übertragung einer anderen Station, so beendet diese ihre eigene Übertragung. Das von 
HIPERLAN eingesetzte Verfahren verhindert hierdurch die Kollision der eigentlichen Da-
tenübertragung, indem prioritätengesteuert die Stationen die Verteilung des Übertragungs-
rechts vorher aushandeln. Übertragungen der gleichen Prioritäten werden durch die Wahl 
der zufälligen Länge des Elimination-Bursts mit gleich verteilter Wahrscheinlichkeit be-
dient. 
 
DATA DATA
Station 4 prio 3
Station 3 prio 3
Station 2 prio 3
Station 1 prio 3
0 1
2
3
4
Elimination-Datenburst
mit zufälliger Länge
Feste Zuhörintervalle für
verschiedene Prioritäten
Zuhörphase nach
Datenburst
Übertragungsphase Priority-Phase Elimination-Phase Übertragungsphase
Yield-
Phase
 
Abbildung 3.3: EY-NPMA-Zugriffsverfahren im HIPERLAN 
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3.3 Zellulare Mobilfunksysteme 
Dieser Abschnitt befasst sich mit den derzeit eingesetzten und den zukünftigen zellularen 
Mobilfunknetzen. Hierzu gehören die heute eingesetzten GSM-Netze und die für den zu-
künftigen zellularen Mobilfunk entworfenen UMTS- und CDMA-2000-Netze. 
3.3.1 Das GSM-System 
Im Jahre 1982 begründete die Conférence Européenne des Administrations des Postes et 
des Télécommunications (CEPT) eine Arbeitsgruppe mit der Bezeichnung Group Spéciale 
Mobile (GSM) [Mou92]. Diese Gruppe sollte einen allgemeinen Standard für einen zu-
künftigen paneuropäischen Mobilfunk entwickeln. Um das Problem des unkoordinierten 
Wachstums von individuellen nationalen Mobilkommunikationssystemen mit inkompati-
blen Standards zu lösen, sollten zwei Frequenzbänder im 900-MHz-Band reserviert wer-
den. 
 
Einige wichtige folgende Merkmale von GSM sind: 
❒ Die Unterstützung von Daten- und Sprachdiensten. 
❒ Die Kompatibilität zu den leitungsgebundenen Netzen. D. h., sowohl Daten als auch 
Sprachdienste müssen vom und zum Festnetz möglich sein. 
❒ Der länderunabhängige Systemzugang für alle Mobilfunkteilnehmer. Durch die Stan-
dardisierung soll es möglich sein, länderübergreifend die gleiche Technologie zu nut-
zen. 
❒ Das automatische Roaming und der Handover. Die Kommunikation soll trotz Mobilität 
fortlaufend gewährleistet sein. Durch Roaming soll ein Benutzer sich europaweit bei 
anderen Netzen anmelden können. 
 
Die Verantwortlichkeit für die Spezifizierung von GSM wurde 1989 an die ETSI (Europe-
an Telecommunications Standards Institute) übergeben. Obwohl GSM ursprünglich für den 
europäischen Markt entwickelt wurde, wird es derzeit weltweit eingesetzt. Der Grund hier-
für ist die Verfügbarkeit von bereits erprobten Netzinfrastrukturelementen und die Mög-
lichkeit des Roamings von GSM-Nutzern in die anderen mit GSM abgedeckten Länder. 
Die Abkürzung GSM bedeutet mittlerweile Global System for Mobile Communications. 
 
Da GSM die analogen zellularen Mobilfunknetze (z. B. das C-Netz) ablöste, wird es auch 
als ein Mobilfunknetz der 2. Generation bezeichnet. 
 
Die Übertragung zwischen der Mobilstation und der Basisstation findet in jeweils zwei 
getrennten Frequenzbändern statt. Um die begrenzte Frequenzbandbreite möglichst sinn-
voll zu nutzen, verwendet GSM für die Nutzdatenübertragung ein kombiniertes FDMA- 
und TDMA-Verfahren. Die für die Übertragung zur Verfügung stehenden 25 MHz Band-
breite werden gemäß FDMA in 124 Frequenzkanäle mit einer Breite von 200 kHz unter-
teilt. Jeder dieser 124 Kanäle wird dann durch ein TDMA-Verfahren in 8 Zeitschlitze 
unterteilt. Dadurch entstehen 992 logische Kanäle. Die Anzahl der theoretisch verfügbaren 
Kanäle ist jedoch wesentlich geringer, da bestimmte Kanäle nicht genutzt werden können, 
wenn sie in der Nachbarzelle verwendet werden. 
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GSM bietet neben der Sprachübertragung eine Datenübertragung mit 9.6 kBit/s an. Um bei 
der Übertragung Störungen zu kompensieren, müssen entsprechende Fehlersicherungen 
eingesetzt werden. Ein Frequenzsprungverfahren (Slow Frequency Hopping, mit jeweils 
einem Sprung pro Zeitschlitz) soll frequenzabhängige Störungen verhindern. 
 
Durch Interleaving der Daten auf verschiedene Zeitschlitze werden Büschelfehler besser 
kompensiert. Zwei weitere von GSM genutzte Fehlersicherungsverfahren, Forward Error 
Correction (FEC) und das Radio Link Protocol (RLP), wirken sich auf die Zeittransparenz 
aus. Es wird daher zwischen einem transparenten und einen nicht-transparenten Daten-
dienst unterschieden. Der transparente Dienst überträgt die Daten mit konstantem Durch-
satz und konstanten Verzögerungen. Der transparente Trägerdienst verwendet einen FEC-
Code, der es dem Empfänger erlaubt, eine bestimmte Anzahl von Fehlern zu korrigieren. 
Laut GSM-Spezifikation soll die Bitfehlerrate kleiner als 10-3 sein. 
 
Da der nicht-transparente Dienst das RLP-Protokoll für die Flusskontrolle nutzt und RLP 
Rahmenwiederholungen vorsieht, sind die Verzögerungen und der Durchsatz des nicht-
transparenten Dienstes variabel. Dafür zeichnet sich der nicht-transparente Dienst durch 
eine niedrigere Bitfehlerrate aus. GSM gibt eine verbleibende Bitfehlerrate von unter 10-9 
an. 
 
Die niedrige Bandbreite von 9.6 kBit/s für den GSM-Datendienst lässt GSM für die heuti-
gen Internet-Kommunikationsformen unbrauchbar erscheinen. Selbst das Lesen von Web-
Seiten ist zu langsam, um vom Benutzer akzeptiert zu werden. Um dennoch einen akzepta-
blen Dienst für die Internetkommunikation zu bieten, gibt es verschiedene Vorschläge, die 
Protokolle der höheren Schichten auf die Übertragungsrate von 9.6 kBit/s zu optimieren. 
Ansätze hierfür sind die Komprimierung der zu übertragenden Daten oder die Reduzierung 
von multimedialen Inhalten vor der Übertragung zu einem mit GSM verbundenen mobilen 
Teilnehmer. Ansätze hierzu sind in [Dis97] [KPM98] zu finden. 
 
Auch die Verzögerungswerte einer Paketübertragung sind bei GSM sehr hoch. Das Inter-
leaving der Daten auf verschiedene Zeitschlitze kann eine zusätzliche Übertragungsverzö-
gerung von bis zu 300 ms bewirken. Daher ist der Datendienst für interaktive 
Echtzeitkommunikation ungeeignet. 
 
Um GSM für die Internetkommunikation und die Anforderungen zukünftiger Datenkom-
munikationsanwendungen vorzubereiten, wurde die GSM-Phase 2+ [Bra96] spezifiziert. 
GSM-Phase 2+ definiert zusätzliche Datendienste für ein GSM-System. Die hierzu not-
wendigen Erweiterungen eines GSM-Systems wurden dabei minimal gehalten, um vorhan-
dene Hardware weiterzunutzen und eine Migration von veralteten GSM-Netzen zu 
ermöglichen. 
 
GSM-Phase 2+ stellt die folgenden zusätzlichen Datendienste zur Verfügung: 
 
HSCSD (High Speed Circuit Switched Data Service) 
Dieser Dienst [GSM96a] erlaubt die Bündelung von bis zu 8 GSM-Datenkanälen, um so 
einen höheren Datendurchsatz zu ermöglichen. Je nach Anzahl der gebündelten Kanäle 
sind Übertragungsraten bis zu 76 kBit/s möglich. Die Verzögerungen bei der Übertragung 
sind jedoch ebenfalls hoch, da auch hier ein Interleaving-Verfahren verwendet wird. 
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GPRS (General Packet Radio Service) 
Der Trägerdienst GPRS [GSM96b] erfordert zwar größere Änderungen des bestehenden 
GSM-Netzes, stellt aber umfassende neue Funktionalitäten zur Verfügung: GPRS ist pa-
ketvermittelnd und somit speziell für den Datenverkehr mit hohen Schwankungen im Da-
tenverkehrsaufkommen vorgesehen. Der wesentliche Unterschied zu HSCSD liegt darin, 
dass nach einer Paketübertragung die verwendeten Kanäle wieder freigegeben werden. 
Somit können sich also mehrere Anwender eine Menge von logischen Kanälen teilen. 
GPRS stellt zwei Kategorien an Trägerdiensten zur Verfügung, die speziell durch den Pa-
ketvermittlungscharakter gegeben sind: den Point-to-Point- und der Point-to-Multipoint-
Dienst (PTP und PTM). Der PTP-Dienst erlaubt den Austausch von Paketen zwischen ge-
nau zwei Benutzern. Der PTM-Dienst erlaubt eine Gruppe von Benutzern als Empfänger. 
Der PTP-Dienst wird in einen verbindungslosen und einen verbindungsorientierten Dienst 
unterteilt. Der verbindungsorientierte Dienst ist kompatibel mit dem in ISO 8348 definier-
ten CLNP (Connectionless-mode Network Protocol). Die Hauptanwendung des verbin-
dungslosen Dienstes ist das Netzwerkprotokoll IP. 
 
Für beide GPRS-Dienste gilt, dass eine maximale Datenrate von ca. 168 kBit/s erreicht 
werden kann, da ähnlich wie bei HSCSD Datenübertragungskanäle von jeweils ca. 9 kBit/s 
für eine Paketübertragung temporär zusammengeschaltet werden. Die Fehlerkorrektur der 
einzelnen Kanäle kann zwischen mehreren Konfigurationen ausgewählt werden, so dass 
auch höhere Durchsätze auf den einzelnen Kanälen möglich sind. 
 
Um die theoretisch mögliche Übertragungsrate von 168 kBit/s zu erreichen, müsste ein 
einzelner Benutzer 8 Übertragungskanäle bündeln und dabei auf jegliche Fehlerkorrektur 
verzichten. 
Da nur wenige Datenkanäle für GPRS zur Verfügung stehen, wird ein Netzwerkoperator 
die Zusammenschaltung aller Kanäle für einen einzelnen Benutzer nicht erlauben. Zusätz-
lich werden GPRS-Endgeräte nur in der Lage sein, eine geringe Anzahl von Kanälen zu 
bündeln. Man geht daher von realistischen Übertragungsraten im Bereich von ca. 32 kBit/s 
aus. 
 
EDGE (Enhanced Data Rates for Global Evolution) 
Ebenfalls eine Erweiterung zu GSM stellt EDGE (Enhanced Data Rates for Global Evolu-
tion) [Fur99] dar. Im Vergleich zu GPRS und HSCSD benötigt die Umstellung von GSM 
auf EDGE eine wesentlich weitreichendere Änderung der Übertragungsprotokolle und 
Netzinfrastruktur. EDGE bietet einen paketorientierten und einen verbindungsorientierten 
Übertragungsmodus an. Die maximale erreichbare Übertragungsgeschwindigkeit beträgt 
384 kBit/s. Im Wesentlichen wird die Kanalaufteilung von GSM übernommen. Jedoch 
wird die Kanalmodulation bei EDGE mit einem moderneren Modulationsverfahren durch-
geführt, was zu einer 4fachen Geschwindigkeitssteigerung führt. Um weitere Geschwin-
digkeitsvorteile zu erlangen, misst ein Linkanpassungsprozess durchgehend die 
Übertragungsqualität des Kanals und passt das Modulationsverfahren und die Kanalcodie-
rung fortlaufend an. Dies führt zu einer deutlichen Erhöhung des Datendurchsatzes. 
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3.3.2 Zellulare Mobilfunknetze nach dem UMTS-Standard 
Die digitalen zellularen Mobilfunknetze der 2. Generation unterliegen grundlegenden Be-
schränkungen, die eine Einführung eines Nachfolgers notwendig machen. Betrachtet man 
GSM, so kann trotz der Erweiterungen durch die Phase 2+, wie z. B. HSCSD und GPRS, 
dennoch nur eine geringe Dienstgüte bezüglich der Datendienste geboten werden. Gründe 
hierfür sind die gewählte Modulationstechnik und das Kanalzugriffsverfahren, die auf-
grund der gewünschten Wiederverwendung von Netzkomponenten nicht vollständig neu 
definiert werden dürfen. 
 
Die Nachfolger der ersten digitalen zellularen Netze werden Mobilfunknetze der 3. Gene-
ration genannt. Um weltweite Interoperabilität zu erlangen, soll das Netz der 3. Generation 
von einem internationalen Normungsgremium verabschiedet werden. Hierzu sammelt die 
ITU Vorschläge anderer nationaler oder internationaler Normungsgremien, die für das 
weltumspannende zellulare Mobilfunknetz IMT-2000 als Vorlage dienen sollen. 
Derzeit hat die ETSI einen europäischen Vorschlag mit dem Namen UMTS (Universal 
Mobile Telecommunication System) [UTR98] und die hauptsächlich aus amerikanischen 
Mitgliedern bestehende TIA (Telecommunication Industry Association) einen Vorschlag 
mit dem Namen CDMA 2000 [CDM98] eingereicht. Der Name CDMA 2000 bezieht sich 
direkt auf das gewählte Zugriffsverfahren. UMTS und CDMA 2000 sind in der Ausfüh-
rung ähnlich, wenn auch nicht kompatibel zueinander. 
Satellite
Global
Suburban Urban
In- Building
Pico-Cell
Micro-Cell
Macro-Cell
Home-Cell
 
Abbildung 3.4: Hierarchischer Zellenaufbau in UMTS [Das96] 
 
Einige Hauptmerkmale beider Systeme sind: 
❒ Die Unterstützung der Eigenschaften, die bereits durch Mobilfunknetze der 2. Genera-
tion angeboten worden sind. Hierbei handelt es sich um die üblichen Sprach-, Daten-
dienste, Roaming und Handover. 
❒ Eine hohe Kapazität, um eine langfristige, hohe Marktdurchdringung zu gewährleisten. 
Beide Systeme setzen hier auf das CDMA-Verfahren, da es eine höhere Ausbeutung 
von Funkbandbreite verspricht als andere Mehrfachzugriffsverfahren. CDMA soll zu 
einer hohen Spektrumseffizienz führen, was dem Netzbetreiber erlaubt, möglichst viele 
Kunden mit möglichst wenig Frequenzspektrum zu versorgen. Dieser Aspekt ist be-
sonders wichtig, da in den meisten Ländern Frequenzbandbreiten für den Einsatz von 
zellularen Weitverkehrsnetzen vom Staat lizenziert werden. Diese Lizenzen sind auf 
der einen Seite extrem teuer und auf der anderen Seite in ihrer Bandbreite stark be-
grenzt. Die meisten Lizenzgeber vergeben kleinere Bandbreiten an eine Vielzahl von 
Netzbetreibern. 
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❒ Die Unterstützung von verschiedenen Terminaltypen. Komplexe mobile Multimedia-
terminals sowie kleine leichte Endgeräte von Handflächengröße sollen ebenso unter-
stützt werden wie Mobiltelefone. 
❒ Eine hohe, mit Festnetzen vergleichbare Dienstgüte. Insbesondere für die mobile mul-
timediale Datenkommunikation werden geringe Übertragungsverzögerungen, paket-
vermittelte Datenübertragung und hohe Datendurchsätze verlangt. Es werden 
Datenraten von 150 kBit/s (bei schneller Fortbewegung) bis zu 2 MBit/s (bei langsamer 
Fortbewegung) unterstützt. 
❒ Der Einsatz einer hierarchischen Zellarchitektur (vgl. Abbildung 3.4 [Das96]) mit un-
terschiedlichen Größen: 
• Pikozellen von 20 bis 400 m Durchmesser 
• Microzellen von 400 m bis 2 km Durchmesser 
• Macrozellen von 2 bis 20 km Durchmesser 
• Satellitenzellen 
Der flexible Einsatz von kleinen Zellgrößen erhöht die Kapazität des Netzes in Berei-
chen mit hohem Verkehrsaufkommen. Große Zellen übernehmen die großflächige 
Abdeckung und erhöhen die globale Erreichbarkeit. Zusätzlich kann ein hierarchisch 
angeordnetes System flexibler auf erhöhte Verkehrsbelastungen reagieren als Mobil-
funksysteme der zweiten Generation. Kann eine erhöhte Verkehrsbelastung von einer 
Zelle nicht mehr bewältigt werden, so kann die umhüllende, nächstgrößere Zelle einen 
Teil der Verkehrslast übernehmen. Ebenso kann diese Technik bei einer schnell be-
weglichen Mobilstation die Handovergeschwindigkeit in Micro- und Macrozellen ver-
bessern, indem in bestimmten Situationen zunächst ein Handover auf die 
nächstgrößere, darüber liegende Zelle durchgeführt wird. 
 
Im Folgenden soll näher auf die Kanal- und Ressourcenvergabe von UMTS eingegangen 
werden. Hierbei liegt das Augenmerk auf der Art und Weise, wie UMTS variable Datenra-
ten mit Echtzeitcharakteristik unterstützt. CDMA 2000 stellt jeweils äquivalente Mecha-
nismen mit ähnlicher Leistungsvielfalt zur Verfügung. 
 
UMTS definiert zwei Medienzugriffsverfahren, Wideband Direct Sequencing CDMA (W-
CDMA) und Wideband TDMA/CDMA (WB-TDMA/CDMA). Beide Verfahren nutzen 
das Wideband-CDMA-Verfahren, welches eine Signalspreizung über die gesamte Fre-
quenzbandbreite durchführt. In der geringsten Ausbaustufe handelt es sich hierbei um 1.6 
MHz. WB-CDMA/TDMA führt zusätzliche Zeitschlitze ein, die unterschiedlichen mobilen 
Stationen zugeordnet werden können. Die Aufteilung der Ressourcen von 8 CDMA Codes 
auf 8 Zeitschlitze ist in Abbildung 3.5 skizziert. 
 
Obwohl W-CDMA auch Zeitschlitze der Länge von 10 ms definiert, wird jedoch ein 
CDMA-Code immer nur von einer einzigen mobilen Station genutzt. Es findet keine weite-
re zeitliche Aufteilung eines Kanals statt. Welche dieser beiden Methoden die bessere ist, 
ist strittig. Der Streit über die Güte der Verfahren hat zur Aufnahme beider Systeme in 
UMTS geführt. Grundsätzlich kann gesagt werden, dass WB-TDMA/CDMA besser für die 
Datenübertragung geeignet ist. Man geht davon aus, dass WB-CDMA/TDMA in Inhouse-
Pico-Zellen und W-CDMA für größere Zellen Verwendung findet. 
  53 
 
8 CDMA
Codes
WB-TDMA/CDMA-Rahmen
mit 8 Zeitschlitzen 1.6 MHz
 
Abbildung 3.5: Aufteilung von Zeitschlitzen und CDMA-Codes in WB-
CDMA/TDMA 
 
Man könnte argumentieren, dass aufgrund der fehlenden Möglichkeit von W-CDMA, Zeit-
schlitze flexibel zuzuordnen, keine variablen Datenraten unterstützt werden können. Dies 
ist jedoch nicht der Fall. UMTS hat die Möglichkeit die Datenrate für jeden 10 ms andau-
ernden Übertragungsrahmen flexibel zu bestimmen. In einer Präambel eines jeden Zeit-
schlitzes wird die Übertragungsgeschwindigkeit für den folgenden Zeitschlitz angegeben. 
Diese Geschwindigkeit kann zwischen 0 und 2048 kBit/s variieren. Die Granularität be-
trägt 100 Bit/s. Wird die variable Datenrate also mit der Steuerung der Übertragungsge-
schwindigkeit oder durch Zuweisung zusätzlicher CDMA-Kanäle erreicht, dann ist die 
Gesamtkapazität des Systems nur begrenzt durch die Anzahl der verfügbaren Codes und 
die durch eine Erhöhung der Datenrate ansteigende Fehleranfälligkeit des Übertragungska-
nals. UMTS definiert 256 orthogonale Codes. Da einige Codes für Steuerkanäle vergeben 
sind, verbleiben ca. 250 Kanäle für die Datenübertragung. Die Anzahl der gleichzeitig zur 
Verfügung stehenden Kanäle kann jedoch durch den Einsatz von nicht-orthogonalen Codes 
und durch den Einsatz adaptiver Antennen erhöht werden. 
 
Wie in der Praxis bei einem W-CDMA-System die Übertragungsraten zugeteilt werden, 
hängt also von der Gesamtlast des Systems und der dabei entstehenden Fehlerraten ab. 
Derzeit gibt es keine gesicherten Aussagen darüber, wie sich die Anzahl der gleichzeitig 
benutzten Codes auf die Bitfehlerrate auswirkt. Wahrscheinlich kann dies nur durch einen 
tatsächlichen Einsatz in der Praxis geklärt werden. 
 
Beim WB-TDMA/CDMA-System ist die Zuweisung bestimmter Datenraten einfacher. Die 
Anzahl der Codes wird von Anfang an eingegrenzt und falls eine Erhöhung einer Datenrate 
gewünscht ist, werden zusätzliche Zeitschlitze zugeteilt. Die Anzahl der Codes für eine 
Frequenzbandbreite von 1.6 MHz ist mit 128 Codes angegeben. Die Zuordnung der Zeit-
schlitze zu einer Übertragung geschieht dynamisch zur Laufzeit. Da die Basisstation die 
Zeitschlitze und die Codes zentral verwaltet, kann eine Überlastung des Systems zu jeder 
Zeit ausgeschlossen werden. Die Granularität der erreichbaren Datenraten ist beliebig 
klein, da durch die dynamische Zuordnung der Zeitschlitze praktisch beliebige Datenraten 
erreicht werden können. 
 
Für den Downlink stellt sich eine solche Zuordnung einer variablen Datenrate sehr einfach 
dar. Die Basisstation ordnet einfach einem Zeitschlitz eine höhere Datenrate zu, falls die 
Rate der zur mobilen Station zu übertragenden Daten steigt. Ebenso kann die Basisstation 
dynamisch neue Zeitschlitze zuordnen, da die mobilen Stationen ständig die Zuteilung der 
Zeitschlitze überprüfen und so die an sie adressierten Daten empfangen. 
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Für den Uplink muss eine kompliziertere Prozedur ausgeführt werden, da die mobile Stati-
on eine Erhöhung der Datenrate erst bei der Basisstation erfragen muss. Hierzu stellt 
UMTS umfangreiche Datendienste mit jeweils spezifischen Signalisierungsmethoden zur 
Verfügung. Abbildung 3.6 zeigt exemplarisch die Signalisierung des Real-Time-
Transportdienstes mit variabler Datenrate [UTR97]. Die mobile Station startet eine Über-
tragung, indem über einen Random Access Channel (RACH) eine nicht-kollisionsfreie 
Nachricht an die Basisstation gesendet wird. Diese Nachricht enthält Anforderungen einer 
gewünschten Datenübertragung. Die Basisstation beantwortet über einen ständig aufrecht-
erhaltenen Forward Access Channel (FACH) die Anfrage durch eine Kapazitätenzuwei-
sung. UMTS spezifiziert eine Kapazitätenzuweisung als 
❒ eine Menge von Codes (Multi-Code Allocation) oder 
❒ eine Menge von Zeitschlitzen (Multi-Slot Allocation) oder 
❒ eine Kombination aus Codes und Zeitschlitzen (Mixed Allocation). 
 
Über den dadurch entstandenen Dedicated Transport Channel (DCH) wird nun eine Bestä-
tigung der Kapazitätenzuteilung und die eigentlichen Nutzdaten versendet. 
 
Mobile Station Netzwerk
RT Capacity Request (RACH)
RT Capacity Allocation (FACH)
RT Capacity Allocation Ack (DCH)
Data Transfer (DCH)
RT Capacity De-allocation  (FACH)
RT Capacity De-allocation Ack  (UACH)
RACH: Random Access Channel
FACH: Forward Access Channel
DCH: Dedicated Transport Channel
 
 
Abbildung 3.6: Kapazitätensignalisierung bei UMTS 
 
Während der Laufzeit kann die mobile Station neue Kapazitäten über den DCH erfragen. 
So entsteht eine ständig variierende Anfrage von Übertragungskapazitäten, die es der Ba-
sisstation erlauben, der mobilen Station neue Code und Zeitschlitzzuteilungen zu signali-
sieren. Dieses Verfahren erlaubt eine gute Auslastung der vorhandenen Ressourcen und 
unterstützt den Transfer von Datenströmen mit variablen Datenraten. 
 
Die Standardisierung von UMTS ist derzeit noch nicht abgeschlossen. Bisher ist nur die 
Bitübertragungsschicht und die Sicherungsschicht abschließend spezifiziert. Die höheren 
Schichten sind für eine erste Inbetriebnahme auch nicht notwendig. Dennoch müssen zu-
sätzliche Funktionalitäten wie z. B. das Netzwerkmanagement, die Authentifizierung und 
das Roaming gewährleistet sein, um einen weltweiten Betrieb aufzunehmen. 
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3.4 Dienstgüte in Mobilfunknetzen 
Die Dienstgüteeigenschaften der einzelnen drahtlosen Kommunikationsnetze variieren 
stark zwischen den einzelnen Systemen. Tabelle 3.1 fasst die verfügbaren Übertragungsra-
ten der wichtigsten drahtlosen Netze zusammen. 
 
Im lokalen Kommunikationsbereich ist hier zunächst der Bluetooth Standard [Har00] und 
die Infrarotkommunikation mit IrDA (Infrared Data Association) [Wil00, Ird98] zu nen-
nen. Bluetooth erlaubt Übertragungsraten bis 1 MBit/s. Die meisten Anwendungen haben 
eine geringe Reichweite von wenigen Zentimetern bis zu wenigen Metern. Der Infrarot-
übertragungsstandard IrDA erlaubt mit der Spezifikation 1.0 nur eine Datenrate von 112 
kBit/s. Die Reichweite ist üblicherweise auf wenige Zentimeter beschränkt. 
 
Das digitale Übertragungsverfahren für schnurlose Telephone DECT (Digital Enhanced 
Cordless Telephony System) erlaubt Datenraten von bis zu 786 kBit/s. Die Reichweite 
beträgt maximal 200 Meter. 
 
Der auf einem CDMA/CA-System basierende Funkstandard für lokale Netze erlaubt Über-
tragungsraten von 1 oder 2 MBit/s, je nachdem ob Frequency Hopping oder Direct 
Sequencing für den Medienzugriff genutzt wird. Die Reichweite wird hier ebenfalls mit 
200 Metern angegeben. Eine aktuelle Erweiterung des IEEE-802.11-Standards erweitert 
das System auf Übertragungsraten von bis zu 11 MBit/s. 
 
Der HIPERLAN-Standard (High Performance Radio Local Area Network) ist das schnell-
ste bisher vorgestellte drahtlose lokale Netz. Es erlaubt Datenraten von bis zu 23.52 
MBit/s. Der Medienzugriff geschieht mit EY-NPMA. 
 
Bei den Weitverkehrsnetzen sind üblicherweise nur niedrigere Datenraten verfügbar. GSM 
bietet einen Datendienst mit einer Übertragungsrate von 9.6 kBit/s an. Erweiterungen hier-
zu sind HSCSD mit 76 kBit/s, GPRS mit bis zu 168 kBit/s und EDGE mit bis zu 384 
kBit/s. Wesentlich höhere Übertragungsraten versprechen die Mobilfunksysteme der drit-
ten Generation. UMTS und CDMA-2000 erlauben Datenraten von bis zu 1 MBit/s. 
 
Für den Bereich der Satellitenkommunikation ist derzeit das GlobalStar-System im Ein-
satz. Es verwendet 48 Satelliten, die sich in niedriger Umlaufbahn befinden. Diese decken 
80 % der Erdoberfläche ab. GlobalStar verwendet CDMA und bietet einen Datenübertra-
gungsdienst von 9.6 kBit/s an.  
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Name Datenraten Reichweite 
Bluetooth 721 kBit/s / 57.6 kBit/s 
432.6 kBit/s / 432.6 kBit/s  
10 cm bis 10 m 
(erweiterbar bis 100 m) 
IrDA 9.6 kBit/s bis 4 MBit/s 
(in 115 kBit/s Schritten) 
Low Power: 20-30 cm, 
sonst: 1-2 m  
DECT 768 kBit/s Bis zu 200 Meter 
IEEE 802.11 1/2 MBit/s Bis zu 200 Meter 
HIPERLAN 23.52 MBit/s Bis zu 200 Meter 
GSM 9.6 kBit/s Zellulares Netz 
GSM HSCSD 76 kBit/s Zellulares Netz 
GSM GPRS 168 kBit/s Zellulares Netz 
EDGE 384 kBit/s Zellulares Netz 
UMTS Bis zu 2 MBit/s Zellulares Netz 
CDMA 2000 Bis zu 2 MBit/s Zellulares Netz 
GLOBALSTAR 9.6 kBit/s Global 
Tabelle 3.1: Datenraten und Reichweiten der wichtigsten drahtlosen Kommu-
nikationsnetze 
 
Ein wichtiges Leistungsmerkmal für die Nutzbarkeit der in Tabelle 3.1 aufgeführten draht-
losen Kommunikationsnetze ist die Übertragungsverzögerung. Die Datenübertragungs-
dienste mancher Mobilfunksysteme sind nicht für den Echtzeitdatenverkehr ausgelegt. 
 
Alle Netze mit dezentraler Ressourcenvergabe, wie z. B. IEEE 802.11 und HIPERLAN, 
können keine genauen Verzögerungsgrenzen angeben, da ungünstige Kollisionen mit ande-
ren mobilen Stationen ein weites Spektrum von Übertragungsverzögerungen verursachen 
können. HIPERLAN bietet unterschiedliche Prioritäten für den Kanalzugriff, diese können 
jedoch auch keine obere Grenze für die Übertragungsverzögerung garantieren. Die Dimen-
sionierung solcher dezentralen Systeme muss daher für die Übertragung von Realzeitdaten 
so ausgelegt sein, dass der Erwartungswert für die auftretenden Übertragungsverzögerun-
gen gering ist. 
 
Um Bitfehler zu verhindern, werden die zu übertragenden Daten oft mit einem Interlea-
ving-Schema auf mehrere Zeitschlitze verteilt. Netze, die solche Verfahren anwenden, sind 
GSM, HSCSD und GPRS: Hierbei kann die zusätzliche Verzögerung bis zu 300 ms betra-
gen. 
UMTS erlaubt das optionale Interleaving beim Datentransport. Dabei werden Interleaving-
Schemata von 10, 20, 40 und 80 ms angeboten. Da größere Interleaving-Intervalle bessere 
Fehlersicherheit versprechen, konfiguriert ein Client den entsprechenden Dienst bezüglich 
seiner Anforderungen. Eine minimale Verzögerung von 10 ms ergibt sich aus der Länge 
der UMTS-Übertragungsrahmen. CDMA 2000 erlaubt ein Interleaving von 5 und 20 ms. 
 
Einige Spezifikationen geben Bitfehlerraten an, die in bestimmten Übertragungsmodi von 
der jeweiligen Übertragungstechnologie eingehalten werden sollen. Die UMTS-
Spezifikation gibt die Bitfehlerraten für den Sprachverkehr mit unter 10-3 an. Die Bitfehler-
raten für den verbindungsorientierten Datenverkehr sollen unter 10-6 liegen. Ähnliche Wer-
te werden in der CDMA-2000-Spezifikation angegeben. Abhängig von den verwendeten 
Fehlerkorrekturverfahren, wie z. B. ARQ (Automatic Repeat Request), sollen die Bitfeh-
lerraten noch geringer sein. Diese Werte wurden von Simulationen berechnet, die nur in 
einem gewissen Maße die Wirklichkeit widerspiegeln. Viele Störungen bei der Übertra-
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gung von Daten über eine Luftschnittstelle können von Simulationsmodellen jedoch nicht 
einbezogen werden. 
 
In [Ngu96, Nob97] wurden daher Langzeitstudien in einem mit drahtlosen lokalen Netzen 
ausgestatteten Universitätscampus durchgeführt. Verwendet wurden die Netze vom Typ 
WaveLAN, die dem IEEE-802.11-Standard ähneln. WaveLAN verwendet kein FEC- oder 
ARQ-Verfahren. Es ist daher ideal geeignet, um die Anzahl der auftretenden Paketverluste 
zu beobachten. Der Medienzugriff geschieht durch CSMA/CA auf einem einzelnen 
CDMA-Kanal. 
 
Alle Paketverluste wurden in Protokolldateien gespeichert und später ausgewertet. Die 
Ergebnisse geben einen ungefähren Aufschluss über die Charakteristik und die Größenord-
nung der auftretenden Paketfehler. In den Messungen wurden durchschnittliche Paketfeh-
lerraten von 2-3 % gemessen. Die Paketfehlerrate hängt jedoch von den Paketgrößen und 
der Distanz zum Access Point (Basisstation) ab. Sie kann bis zu 8 % betragen. 
 
Bei Weitverkehrsnetzen können größere Paketfehlerraten angenommen werden. Die Paket-
fehlerrate hängt jedoch sehr stark von der Bewegungsgeschwindigkeit des Teilnehmers, 
von der Kanalcodierung, von den Fehlerkorrekturverfahren und vom aktuellen Zustand des 
Übertragungsmediums ab. Die Güte des Übertragungsmediums kann durch Umweltein-
flüsse und die Anzahl der gleichzeitig sendenden Stationen beeinflusst werden. 
 
Bei Bitfehlern in Mobilfunknetzen handelt es sich meist um Büschelfehler. Die durch 
Umwelteinflüsse, Abschattungen oder sonstige Störungen auftretenden Fehler sind meist 
gehäuft oder belaufen sich auf einen längeren Zeitraum [Ste96]. Für die Paketfehlerrate 
bedeutet dies, dass meist mehrere hintereinander übertragene Pakete verloren gehen bzw. 
neu übertragen werden müssen. Die Burstfehlerlänge, d. h. die durchschnittliche Anzahl 
von Paketfehlern, verursacht durch einen Burstfehler, wurde im soeben beschriebenen Ex-
periment mit 2.61 Paketen gemessen. 
 
Zusätzlich für die aus dem Festnetz bekannten Dienstgütemerkmale wie Verzögerung, Bit-
fehlerraten und Paketverluste verlangt der mobile Benutzer zusätzliche Merkmale. Hierzu 
gehören geringe Verbindungsaufbauzeiten und eine geringe Wahrscheinlichkeit des Ver-
bindungsabbruchs nach einem Handover. Ein Verbindungsabbruch nach einem Handover 
kann durch den Wechsel in eine bereits überfüllte Zelle verursacht werden. Der Verbin-
dungsabbruch kann in diesem Fall auch eine Verbindung treffen, die keinen Handover 
durchführt und sich in einer Zelle befindet, in die eine andere Verbindung wechselt. 
 
Im folgenden Abschnitt werden Verfahren zur zellübergreifenden Kapazitätenverwaltung 
vorgestellt. Diese Verfahren versuchen, durch Mobilität verursachte Verbindungsabbrüche 
einzuschränken. 
3.5 Zellübergreifende Kapazitätenverwaltung 
Abhängig vom Einsatzgebiet des drahtlosen Kommunikationsnetzes und dem Charakter 
der Mobilität der Benutzer kann es zu häufigen Engpässen kommen, die durch eine unvor-
hersagbare Anhäufung von Benutzern in einer einzelnen Mobilfunkzelle hervorgerufen 
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werden. Beispielsweise kann ein Straßenverkehrsunfall einen Stau bewirken, der wiederum 
eine hohe Konzentration von Benutzern in einer Mobilfunkzelle auslöst. 
 
Da häufige Verbindungsabbrüche während einer laufenden Verbindung als ein negatives 
Qualitätsmerkmal eines Mobilfunknetzes gilt, gibt es zahlreiche Vorschläge, die so ge-
nannte Call-Dropping-Rate zu reduzieren. Wegen der Vielzahl solcher Verfahren sollen 
hier nur die wichtigsten erläutert werden. Die meisten anderen Schemata (z. B. [OKS88], 
[GHA94], [MIT93], [Yan94]) sind hauptsächlich Vorgänger oder Weiterentwicklungen der 
drei hier vorgestellten Verfahren. 
 
Die meisten Verfahren beruhen darauf, neue Verbindungen nur zuzulassen, wenn eine ge-
wisse Wahrscheinlichkeit gegeben ist, dass die daraus resultierende Auslastung des Netzes 
keine Verbindungsabbrüche durch Handover-Vorgänge nach sich zieht. 
3.5.1 Die Shadow-Cluster-Methode 
Die Shadow-Cluster-Methode [LEV97] ist ein dezentraler Ansatz, der die Zulassung einer 
neuen Verbindung von Bewegungsprofilen anderer bereits zugelassener Benutzer abhängig 
macht. Parameter wie Geschwindigkeit, Bewegungsrichtung, momentaner Datendurchsatz 
und die derzeit verfügbare freie Übertragungskapazität einzelner Verbindungen werden in 
die Berechnung einbezogen. 
 
Hierzu wird für jeden Benutzer ein so genannter Shadow geformt. Der Shadow formt sich 
um die vom Benutzer gerade benutzte Zelle. Dabei bestimmt der Shadow für jede benach-
barte Zelle, wie groß der Einfluss des Benutzers auf diese Zelle sein kann. Der Shadow 
folgt dem Benutzer bei seinen Bewegungen. Der Einfluss des Benutzers auf benachbarte 
Zellen besteht hauptsächlich aus der Wahrscheinlichkeit, mit die er in diese Zelle wechselt. 
Hat ein Benutzer die Angewohnheit, um 11 Uhr morgens von Norden nach Süden zu fah-
ren, so ist die Wahrscheinlichkeit für die im Süden anliegende Zelle größer. Diese Wahr-
scheinlichkeiten werden für jeden Benutzer ermittelt und über eine Festnetzinfrastuktur an 
die betreffenden Basisstationen übertragen. 
 
Indem noch zusätzlich die aktuelle Zellenausnutzung und die Bandbreitenanforderung mit 
einberechnet wird, kann die Shadow-Cluster-Methode eine Abschätzung liefern, wie hoch 
die Wahrscheinlichkeit für eine Kommunikation ohne Verbindungsabbruch ist. Diese 
Wahrscheinlichkeit wird vor Beginn einer jeden Verbindung berechnet. Ist die Wahr-
scheinlichkeit zu gering, so wird der Benutzer nicht zugelassen. 
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Abbildung 3.7: Das Shadow-Cluster-Konzept 
 
Abbildung 3.7 zeigt ein Beispiel für einen Shadow Cluster. Man erkennt, dass der Shadow 
Cluster nicht nur die direkt benachbarten Zellen umfassen kann. Abhängig vom dadurch 
entstehenden Aufwand kann der Shadow Cluster auch einen größeren Durchmesser umfas-
sen. Es ist klar, dass die Shadow Cluster Methode die Call-Dropping-Rate reduziert. Das 
eigentliche Problem liegt jedoch in der Verfügbarkeit der benötigten Bewegungsprofile. 
Nicht jeder Benutzer erlaubt die Speicherung dieser persönlichen Daten. Außerdem ist die 
Güte eines Bewegungsprofils und somit die Verbesserungen durch den Shadow Cluster nur 
so gut wie die Vorhersagbarkeit der Bewegungen der einzelnen Benutzer. 
3.5.2 Der Virtual Connection Tree 
Acampora und Naghshineh schlagen in [AcN94] eine Virtual-Connection-Tree-Architektur 
vor. Dieser zentrale Ansatz basiert auf Zell-Clustern, die jeweils eine Zulassungskontrolle 
einer einzelnen Verbindung abhängig von einer angegebenen Verkehrsklasse durchführen. 
Es gibt drei Verkehrsklassen: Real-Time-Verbindungen, Non-Real-Time-Verbindungen 
und Nachrichten-basierte Verbindungen. Die Zulassungskontrolle basiert auf der Eintei-
lung in diese drei Verkehrsklassen und soll eine jeweilige Dienstgüte für die gesamte Le-
bensdauer der Verbindung gewährleisten. Die von Acampora und Naghshineh 
vorgeschlagenen Verkehrsklassen sind in Tabelle 3.2 zusammengefasst. 
 
Klasse Attribute Beispiel QoS Metriken 
I Real-Time: 
besonders verzöge-
rungssensitiv  
Sprache,  
Video 
Call-Blocking-Rate, 
Call-Dropping-Rate 
II  Non-Real-Time: 
verzögerungssensitiver, 
zuverlässiger Übertra-
gungsdienst 
FTP 
(TCP) 
 
Remote Login 
Call-Blocking-Rate , 
Wahrscheinlichkeit für Über-
lastung, 
durchschittliche Überlastung 
III  Nachrichten-basiert: 
nicht verzögerungs-
sensitiver Best-Effort 
Dienst 
Kurznachrichten 
E-Mail 
 
Nachrichten oder Paketverzö-
gerungen, Paketverluste 
Tabelle 3.2: Die Verkehrsklassen der Virtual-Connection-Trees 
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Datenströme der Klasse I tolerieren keine zusätzliche Verzögerung. Diese Klasse hat die 
höchste Priorität. Klasse II ist ebenfalls sensitiv gegenüber Verzögerungen, hat jedoch als 
Hauptanforderung die Zuverlässigkeit des Datenverkehrs. Dies können beispielsweise Da-
tenströme sein, die vom TCP-Protokoll gesteuert sind. Bei der Klasse III handelt es sich 
um einen so genannten Best-Effort-Dienst, wie er beispielsweise für E-Mail-Verkehr oder 
für einen Dateitransfer verwendet wird. 
 
Die Zellen sind in Cluster aufgeteilt. Die zu einem Cluster gehörenden Basisstationen 
übermitteln ihre Verbindungsinformationen an einen Switch im Backbone-Netzwerk. 
Dieser führt eine Zulassungskontrolle für neu eingehende Verbindungen durch. Die 
Zulassungskontrolle betrifft hierbei nicht nur eine einzelne Zelle, sondern vielmehr den ge-
samten Cluster. Die Architektur des Zell-Clusters ist in Abbildung 3.8 skizziert. 
 
Die Call-Dropping-Rate wird dadurch vermindert, indem der Switch bei der Zulassungs-
kontrolle nur einen gewissen Anteil von höherpriorisierten Verbindungen zulässt. Da ein 
einzelner Switch immer eine Menge von Zellen kontrolliert, kann er die Wahrscheinlich-
keit der Überlastung einer Zelle in seinem Cluster verringern. Dies gilt allerdings nicht für 
Handovervorgänge, die in einen anderen Cluster führen. Außerdem ist durch die Unteraus-
lastung des Clusters die Auslastung der einzelnen Zellen ebenfalls geringer. 
 
Zulassungs-
kontrolle
Routing
Media
Access
Control
Backbone-Netzwerk
Switch
Basisstationen
Zell-Cluster
Micro-Zelle
 
Abbildung 3.8: Der Virtual Connection Tree 
3.5.3 Partitionierung von Übertragungsbandbreite 
Lee schlägt in [Lee96] vor, die noch verfügbaren Kapazitäten einer Zelle in zwei Bereiche 
zu unterteilen. Ein Bereich ist reserviert für Verbindungen, die durch einen Handover-
Vorgang hinzukommen. Der andere Bereich ist für neu eingehende Verbindungen 
freigehalten. Dieses Verfahren verhindert die vollständige Ausnutzung der noch verfüg-
baren Kapazitäten durch einerseits neu eingehende Verbindungen oder Handover-Ver-
bindungen. Dadurch reduziert das Verfahren ebenfalls die Call-Droping-Rate, führt jedoch 
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genauso wie die Shadow-Cluster-Methode und der Virtual Connection Tree zu einer 
schlechteren Netzauslastung. 
 
Das Verfahren gehört zu einer größeren Klasse von verteilten Zulassungsverfahren, die 
eine Vorreservierung für eventuell eingehende Handover-Verbindungen vorschlagen. In 
[Tek91] wird beispielsweise ein Guard Channel vorgeschlagen, der in jeder Zelle exklusiv 
für Handover-Vorgänge reserviert ist. 
3.6 Mobilkommunikation mit Internetprotokollen 
Das Internetprotokoll der Netzwerkschicht IP unterstützt keine Mobilität. Der Grund hier-
für ist, dass jedem Host eine feste IP-Adresse zugeordnet ist. Da ein mobiles Endgerät auch 
als Host anzusehen ist, müsste es ebenfalls eine eigene IP-Adresse erhalten. IP-Router 
verwenden jedoch statische Weiterleitungsfunktionen und eine hierarchische Adressierung. 
Somit kann ein mobiler Host keine Pakete mehr empfangen, falls er ein Teilnetz verlässt. 
Der mobile Host müsste in jedem Teilnetz eine neue IP-Adresse erhalten. Dies würde je-
doch zur Unerreichbarkeit des Hosts führen, da seine aktuelle IP-Adresse einem potentiel-
len Sender nicht bekannt ist. 
 
Um dieses Problem zu lösen, wurde eine Erweiterung zu IP entwickelt, die mobile Inter-
netkommunikation ermöglicht: Mobile IP [Per97]. 
 
Mobile IP ist also eine Modifikation von IP, die es einem mobilen Teilnehmer ermöglicht, 
unabhängig von seiner Position im Internet weiterhin IP-Pakete zu erhalten. Dabei ist Mo-
bile IP eigentlich eine übergeordnete Mobilitätsmanagement-Funktion, da sie nur in Kraft 
tritt, falls ein IP-Teilnetz verlassen wird. Protokolle niedrigerer Ebenen stellen möglicher-
weise eine ähnliche Funktion bereit. Allerdings beschränkt sich die Unterstützung dieser 
Protokolle immer auf die jeweiligen Teilnetze. So sieht die IEEE-802.11-Spezifikation 
beispielsweise eine geeignete Weiterleitung von Datenpaketen in einem mit mehreren 
Access Points ausgestatteten IEEE-802.11-Teilnetz vor. 
 
Auch alle zellularen Mobilfunknetze stellen eine gleichwertige Funktionalität zur Verfü-
gung. So wird beispielsweise nach einem Handover der Verkehr zur aktuellen Basisstation 
weitergeleitet. Verlässt ein Anwender jedoch ein Netz und meldet sich bei einem anderen 
an (Inter Network Handover), so versagt das netzspezifische Mobilitätsmanagement und 
die Funktionalität von Mobile IP muss diese Aufgabe erfüllen. 
 
Hierzu führt Mobile IP folgende funktionale Einheiten ein: 
 
Mobile Node 
Ein Mobile Node ist ein Host oder Router, der seinen Zugangspunkt zum Internet ändern 
kann, ohne seine IP-Adresse zu verändern. 
 
Home Agent 
Ein Home Agent ist ein Router oder Host, der im Heimatnetz des Mobile Node ansässig ist 
und von dort Pakete, die für den Mobile Node eintreffen, zu seiner aktuellen Position wei-
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terleitet. Da für die Weiterleitungsfunktion ebenfalls das IP-Protokoll verwendet wird, 
spricht man hier von einem Tunneling. 
 
Foreign Agent 
Ein Foreign Agent ist ein Host oder Router, der sich im Teilnetz des vom Mobile Node 
verwendeten Zugangsknotens befindet. Der Foreign Agent empfängt die vom Home Agent 
weitergeleiteten Pakete (Detunneling) und liefert diese Datagramme an den Mobile Node 
aus. 
Der gesamte Vorgang, der eine ständige Erreichbarkeit des Mobile Node erlaubt, ist in 
Abbildung 3.9 zusammengefasst. 
Dabei geschieht die Paketweiterleitung in vier Schritten: 
1. Ein IP-Host sendet ein Datenpaket zum Home Agent des Mobile Host. Dies geschieht 
mit einer gewöhnlichen IP-Routing-Funktionalität. 
2. Das Datenpaket wird vom Home Agent empfangen und zum Foreign Agent weiterge-
sendet. Hierzu wird ebenfalls das bereits vorhandene IP-Protokoll genutzt. Allerdings 
muss das empfangene IP-Paket hierzu in ein neues IP-Paket verkapselt werden. Es 
handelt sich hierbei also um ein IP-Tunneling. 
3. Das Datenpaket wird beim Foreign Agent ausgepackt (Detunneling) und an den Mobile 
Node ausgeliefert. 
4. Datenpakete, die vom Mobile Host zum IP-Host gesendet werden, werden direkt durch 
das IP-Protokoll an den IP-Host ausgeliefert. 
 
Mobile IP stellt im wesentlichen drei Funktionsblöcke zur Verfügung, welche die Ausliefe-
rung und Absendung von Datenpaketen zum oder vom mobilen Host erlauben: 
• Agent Discovery 
Home Agents und Foreign Agents müssen ihre Verfügbarkeit in ihrer Umgebung be-
kannt geben, damit mobile Anwender den bereitgestellten Dienst nutzen können. Ein 
neu angekommener Mobile Host muss eine Anfrage an das neue lokale Netz stellen, um 
die Verfügbarkeit eines Foreign Agent zu überprüfen. 
• Registrierung 
Wenn der Mobile Host sich bei einem neuen Foreign Agent angemeldet hat, dann muss 
die IP-Adresse des Foreign Agent dem Home Agent mitgeteilt werden, um ein Tunne-
ling der IP-Pakete zum Foreign Agent zu ermöglichen. 
• Tunneling 
Um die Datenpakete vom Home Agent zum Foreign Agent weiterzuleiten, muss das IP-
Paket getunnelt werden. Hierzu wird eine Prozedur zum Verkapseln von IP-Paketen in-
nerhalb von IP-Paketen notwendig.  
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Abbildung 3.9: Die Paket-Weiterleitung von Mobile IP 
3.7 Zusammenfassung 
Das 3. Kapitel zeigt die wichtigsten Transportcharakteristiken drahtloser Netze auf. Eine 
wichtige Charakteristik ist hierbei die Art der Vergabe von Übertragungsressourcen an 
mobile Stationen. Dezentrale Verfahren wie CSMA/CA oder EY-NPMA können keine 
Einschränkung der Übertragungsverzögerungen gewährleisten. Zentrale Verfahren verge-
ben Kanäle an einzelne mobile Stationen, wodurch eine kollisionsfreie Übertragung ge-
währleistet ist. Die Übertragungsverzögerungen sind hier nur noch durch die 
Wellenausbreitung, etwaige Interleaving-Schemata und durch Neuübertragung aufgrund 
von Bitfehlern verursacht. 
 
Zellulare Mobilfunknetze der dritten Generation verfügen über ein breites Spektrum von 
Kanalcodierungen und Fehlerkorrekturverfahren, die sich für fast jede erdenkliche Anwen-
dung konfigurieren lassen. 
 
Die verfügbaren Übertragungsraten drahtloser Netze sind wesentlich geringer als die im 
Festnetz üblichen Datenraten. Lokale Netze, wie z. B. IEEE-802.11-Systeme, bieten zwar 
eine Datenrate von bis zu 2 MBit/s, diese theoretische Datenrate muss jedoch zwischen 
mehreren mobilen Stationen aufgeteilt werden. Für die lokale drahtlose Kommunikation in 
unlizenzierten Frequenzbändern ist jedoch die Aussicht auf höhere Datendurchsätze 
gegeben. Der HIPERLAN-Standard erlaubt bis zu 23.52 MBit/s und eine neue Version des 
IEEE-802.11-Standards soll 11 MBit/s unterstützen. 
 
Bei den Weitverkehrsnetzen, z. B. GSM und seine Erweiterungen, sieht es allerdings 
schlechter aus. Sie bieten unzureichende Datenraten für zukünftige multimediale Anwen-
dungen. Alle Datenraten im Bereich von 9.6 bis 168 kBit/s sind für interaktive Echtzeit-
Multimediaübertragungen zu gering. Erst die zellularen Netze der dritten Generation ver-
sprechen hier Abhilfe. UMTS und CDMA 2000 liefern Datenraten von bis zu 2 MBit/s. 
Solche Raten würden für die meisten heute bekannten multimedialen Anwendungen vor-
erst ausreichen. Da jedoch die Frequenzbänder in den meisten Ländern von den Behörden 
lizenziert werden müssen, sind die für die Netzbetreiber letztendlich verfügbaren Band-
breiten eher gering. Die ersten mit 5 MHz konfigurierten UMTS-Systeme werden nicht 
mehr als eine Gesamtdatenrate von 6 MBit/s vorweisen. Wegen der teuren Lizenzierung 
von weiteren Frequenzbändern werden die Netzbetreiber dazu übergehen, die Funkzellen 
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zu verkleinern und eine hierarchische Zellenarchitektur aufzubauen. UMTS bietet hierzu 
die notwendigen Mechanismen. 
 
Die Überlastung von Mobilfunkzellen kann durch eine zellübergreifende Kapazitätenver-
waltung verhindert werden. Dies geht jedoch auf Kosten der Auslastung des gesamten Sy-
stems. Ein Ziel ist es daher, die Ausnutzung einzelner Zellen zu maximieren, um die 
Gesamtauslastung des zellularen Netzwerks zu erhöhen. 
 
Gerade in drahtlosen Weitverkehrsnetzen wird Übertragungsbandbreite daher zunächst 
eine knappe Ressource sein. Netzbetreiber benötigen geeignete Steuermechanismen, um 
die vorhandenen Netzressourcen maximal auszunutzen und um die für den Erwerb der Li-
zenzen geleisteten Investitionen zu schützen. Dies ist insbesondere vor dem Hintergrund 
der vermehrt auftretenden variablen Datenraten der Fall. 
 
Fast alle Internetanwendungen erzeugen variable Datenraten. Angefangen vom Abfragen 
von Web-Seiten bis hin zur Übertragung von interaktiven Echtzeit-Videoströmen haben 
nahezu alle in der Internetkommunikation auftretenden Datenströme einen variablen Cha-
rakter. 
 
Obwohl UMTS und CDMA 2000 die Übertragung von variablen Datenströmen unterstüt-
zen, ist bisher unklar, wie die einzelnen Übertragungsressourcen auf das auftretende Ver-
kehrsvolumen aufgeteilt werden sollen. Insbesondere ist eine Übertragungsreihenfolge der 
zu übertragenden Daten zu ermitteln, um so etwaige Verzögerungsanforderungen zu be-
rücksichtigen. 
 
Kapitel 4 befasst sich daher mit den für die Internetkommunikation entwickelten Mecha-
nismen zur Bereitstellung von Dienstgüte in IP-Netzwerken. 
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Kapitel 4 
 Zulassungs- und Überlastkontrolle 
Interaktive Echtzeit-Multimediaanwendungen stellen strenge Anforderungen an die Paket-
verlustrate, die Ende-zu-Ende-Verzögerung und die verfügbaren Durchsatzraten. Da tradi-
tionelle, auf den Internetprotokollen basierende Netzwerke bisher keine Kontrolle dieser 
Parameter unterstützen, wurden unterschiedliche Lösungen entwickelt, um eine gewünsch-
te Kommunikationsgüte zu erreichen. 
 
Grundsätzlich kann zwischen Endsystemlösungen und Netzwerklösungen unterschieden 
werden. Verfahren, die in Endsystemen arbeiten,  verlangen keine oder nur geringe Ände-
rungen der Netzwerkknoten. Durch eine dynamische Konfiguration der Ausgangsdatenra-
ten versuchen Endsystemlösungen Überlastsituationen im Netz zu vermeiden. Bei 
Netzwerklösungen werden zusätzliche Protokolle oder Softwareprozesse innerhalb von 
Netzwerkknoten installiert, um die Datenrate innerhalb des Netzes zu kontrollieren. Hier-
bei werden Verfahren zur Zulassungskontrolle verwendet, die eine Überlast von Netz-
werkverbindungen vermeiden. 
 
Verlangen verschiedene Paketströme konkurrierenden Zugriff auf eine gemeinsame Über-
tragungsleitung oder ein gemeinsames Übertragungsmedium, dann werden die Zulas-
sungsverfahren durch Paket-Scheduler gestützt, welche die Übertragungsreihenfolge der zu 
übertragenden Pakete festlegen. Das Ergebnis einer Zulassungskontrolle und der verwen-
deten Paket-Scheduler ist eine Flusssteuerung, die eine Übertragung der Pakete hinsicht-
lich einer gewünschten Dienstgüte gewährleistet. 
 
Es würde den Rahmen dieser Arbeit sprengen, alle in der Literatur vorgeschlagenen Ver-
fahren zum Paket-Scheduling und zur Zulassungs- und Überlastkontrolle erschöpfend zu 
behandeln. Vielmehr soll dieses Kapitel eine Überblick über die verschiednen Mechanis-
men geben und geeignete Kandidaten einzelner Klassen von Systemen vorstellen. Diese 
bieten geeignete Grundlagen zum Verständnis von Designentscheidungen in den nachfol-
genden Kapiteln. 
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In Abschnitt 4.1 werden zunächst adaptive Anwendungen untersucht, die auf eine Zulas-
sungskontrolle und ein spezielles Paket-Scheduling innerhalb des Netzes verzichten. Statt-
dessen versuchen die Anwendungen eine Überlastkontrolle anhand von expliziten oder 
impliziten Nachrichten der Kommunikationspartner zu erreichen. Dieser Ansatz ähnelt der 
Überlastkontrolle des Transportprotokolls TCP, welches seine Datenrate anhand von ermit-
telten Paketverlusten berechnet. 
 
Die klassischen Reservierungsverfahren werden in Abschnitt 4.2 beschrieben. Hierbei 
werden zunächst einige der wichtigsten Paket-Scheduler und deren Arbeitweise aufgezeigt. 
Bei den Reservierungsverfahren, die auf solche Paket-Scheduler zurückgreifen, wird in 
diesem Abschnitt zwischen Reservierungsverfahren durch einfaches Kontrollieren der 
Netzlast und der Bandbreitenreservierung mit Einschränkung von Paketverzögerungen 
unterschieden. Während erstere nur die Reservierung eines minimalen Datendurchsatzes 
erlauben, können letztere eine detaillierte Dienstgüte vereinbaren, die auch Verzögerungs-
grenzen der zu übertragenden Pakete umfasst. Bei den klassischen Reservierungsverfahren 
muss zugleich zwischen Verfahren unterschieden werden, die auf einer dedizierten Reser-
vierung für jede Kommunikationsverbindung basieren und solchen Reservierungen, die 
langfristig für eine bestimmte Verkehrsklasse durchgeführt werden. Ein eigener Teilab-
schnitt von Abschnitt 4.2 befasst sich daher mit den Verfahren der impliziten Reservierung 
durch Paket-Differenzierung. 
4.1 Adaptive Anwendungen 
Adaptive Anwendungen passen sich dynamisch an die Übertragungsmöglichkeiten des 
Netzwerks an. Sie sind daher geeignet für den Einsatz in so genannten Best-Effort-Netzen, 
also Netzen ohne jegliche Dienstgüte und Netzen, die nur eine schwache oder schwanken-
de Dienstgüte bereitstellen. Dabei ist die Anpassung nicht nur auf die verwendete Datenra-
te bezogen, sondern auch auf Transport- und Ausspielbuffer, die eventuell auf die aktuellen 
Netzwerkbedingungen eingestellt werden müssen. Die Sender- oder Empfängeranwendun-
gen treffen diese Entscheidung aus expliziten oder impliziten Rückmeldungen des Netz-
werks. Eine implizite Rückmeldung kann beispielsweise eine gemessene Paketfehlerrate 
oder Paketverzögerung sein, während eine explizite Rückmeldung durch direkte von 
Netzwerkknoten abgesendete Überlastindikationen realisiert werden kann. 
 
Grundsätzlich unterscheidet man zwischen empfänger- und senderbasierten Verfahren. 
Während bei einem senderbasierten Verfahren der Sender die Netzlast festlegt, obliegt 
diese Entscheidung bei einem empfängerbasierten Verfahren dem Empfänger [MJV96]. 
Diese Möglichkeit ist jedoch nur bei Multicastübertragungen gegeben, da hier der Emp-
fänger die Anzahl der lokal empfangenen Datenströme anhand seiner Zugehörigkeit zu 
bestimmten Multicastgruppen einstellen kann. Ein Empfänger kann bei einer Multicast-
übertragung den Umfang der empfangenen Datenströme ändern, indem er Datenströme, 
aus denen sich seine empfangenen Informationen zusammensetzen, subskribiert oder ab-
lehnt. Bei der Übertragung eines hierarchischen Videostroms könnte dies z. B. eine Hinzu-
nahme oder Ablehnung zusätzlicher Videolayer sein. Die Granularität der empfangenen 
Datenrate ist durch die Anzahl der separierten Datenströme bestimmt. Das empfängerba-
sierte Verfahren ist daher nicht immer einsetzbar und bietet immer weniger Adaptionsmög-
lichkeiten als ein senderbasiertes Schema. Bei Multicastübertragungen hat es jedoch 
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deutliche Vorteile, da nicht alle Empfänger durch die Adaptionsentscheidung beeinflusst 
sind. Da bestimmte Teilnehmer möglicherweise eine bessere Netzanbindung besitzen, sind 
sie nicht zwingend durch die Adaptionsentscheidung betroffen. Es werden also heterogene 
Empfängergruppen unterstützt. 
 
Encoder Decoder
OutputInput
lokales Feedback
Empfänger Feedback
Netzwerk
 
Abbildung 4.1: Prinzipielle Funktionsweise einer senderbasierten adaptiven 
Anwendung 
 
Bei senderbasierten adaptiven Anwendungen bestimmt der Sender die beim Empfänger 
empfangene Datenrate. Diese Konfiguration ist meist flexibler, da der Sender an der Da-
tengenerierung beteiligt ist und somit die Menge der Ausgangsdaten beeinflussen kann. In 
[DHT95] (vgl. Abbildung 4.1) wird eine senderbasierte adaptive Anwendung auf Basis des 
RTP-Protokolls vorgeschlagen. Der Sender empfängt Empfängerstatistiken von der Emp-
fängereinheit durch ein Feedback-Protokoll (Empfänger Feedback). In diesen so genannten 
Receiver-Reports sind die Paketfehlerrate und der Delay-Jitter von den beim Empfänger 
eingehenden Paketen protokolliert. Zudem lässt sich aus der Ankunftszeit der Receiver-
Reports die Paketumlaufzeit errechnen. Diese Parameter nutzt der Sender, um eine geeig-
nete Ausgangsbandbreite festzulegen. Hierbei kann er auf lokale Statistiken zurückgreifen 
(lokales Feedback). Diese bestehen beispielsweise aus der aktuellen Ausgangsdatenrate, 
den aktuellen Füllständen der Ausgangswarteschlangen und den Parametern des Quellco-
dierers. Der Sender kann somit die Parametrisierung des Quellcodierers so vornehmen, 
dass die Ausgangsrate an den aktuellen Netzzustand angepasst wird. 
 
Als ein sehr einfacher Vertreter eines senderbasierten Adaptionsverfahrens ist in [Sis97, 
Sis98] der Direct Adjustment Algorithmus (DAA) vorgeschlagen. Dieser berechnet anhand 
der Paketverlustrate die aktuelle Ausgangsbandbreite. Das DAA-Verfahren verringert die 
Ausgangsdatenrate, sobald eine Überlast im Netzwerk erkannt wird. Als Indikator wird 
hierfür die berichtete Paketverlustrate verwendet, falls sie einen gewissen Schwellenwert 
LT übersteigt. Im Überlastfall wird die Ausgangsdatenrate R multiplikativ unter Verwen-
dung der berichteten Verlustrate L erniedrigt. Die Ausgangsdatenrate beim Empfang des i-
ten Receiver-Reports ist  
 
( ) LTLfallsLTLRR iiii >+−= − ,11  
 
Für LT werden gewöhnlich kleine Paketverlustraten zwischen 1 % und 5 % verwendet. 
Wenn keine Überlast vorliegt, dann erhöht der Sender periodisch seine Ausgangsdatenrate 
additiv. Hierzu wird jeweils eine Additive Increase Fraction (AIF) zur Ausgangsdatenrate 
addiert: 
 
LTLfallsAIFRR iii ≤+= − ,1  
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Zu beachten ist noch, dass eine vorgegebene minimale und maximale Datenrate (Rmin und 
Rmax) nicht überschritten werden darf. 
 
Ein Problem, welches in der derzeitigen Literatur nicht beachtet wird, ergibt sich bei Da-
tenströmen mit variablen Bitraten (VBR). Hier kann die tatsächlich genutzte Datenrate R  
die eigentlich vorgegebene Rate R kurzfristig unter- oder überschreiten. Hierbei sollte be-
achtet werden, dass R nur ein Vorgabewert ist. Das DAA-Verfahren arbeitet jedoch nach 
dem Verursacherprinzip, d. h., die Datenrate wird in Abhängigkeit von der jeweils erfahre-
nen Paketfehlerrate reduziert. Eine Reduzierung muss also immer auf der Basis der tat-
sächlich im Intervall abgesendeten Daten erfolgen. Ist also die tatsächliche Datenrate 
größer als Ri-1, dann sollte eine Reduzierung in jedem Fall auf der Basis der tatsächlichen 
Datenrate 1−iR

 erfolgen. Andernfalls könnte die Anwendung einen schnelleren Anstieg 
erreichen, als es durch den AIF-Parameter und die Größe der Zeitintervalle zwischen zwei 
beim Sender ankommenden Receiver-Reports möglich ist. 
 
Ein weiteres Problem ergibt sich, falls die Datenquelle eine wesentlich geringere Datenrate 
erzeugt, als es durch Ri-1 vorgegeben ist. Ein solches Verhalten kann beobachtet werden, 
wenn beispielsweise bei einer Videoübertragung eine Szene mit nur wenig Bewegung 
übertragen wird und somit selbst unter Verwendung des kleinsten Quantisierungswertes 
des Quellcodierers die Rate Ri-1 nicht erreicht werden kann. Damit der Vorgabewert Ri-1 
nicht wesentlich höher als die tatsächlich erreichbare Bandbreite ist, sollte Ri-1 bei einer 
deutlichen Unterschreitung nicht weiter erhöht werden: 
111
111
,
,
−−−
−−−
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

 
 
Der Parameterλ bestimmt hier die Toleranz zwischen Ri-1 und 1−iR

. So erlaubt beispiels-
weise ein Wert von 9.0=λ  eine Abweichung von 10 %, ohne dass die Erhöhung von R 
eingestellt wird. 
 
Die Ratenadaption kann also unter Berücksichtigung variabler Bitraten, der minimalen 
Datenrate Rmin und der maximalen Datenrate  Rmax wie folgt durchgeführt werden, 
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wobei 1−iR

 die gemessene Bandbreite im Adaptionsintervall i-1 ist. 
 
Da das DAA-Verfahren für die Verwendung mit dem RTP/RTCP-Protokoll entwickelt 
wurde, findet eine Adaptionsentscheidung jeweils zum Zeitpunkt des Empfangs eines Re-
ceiver-Reports statt. Das Adaptionsintervall ergibt sich folglich aus den Zeitabständen zwi-
schen jeweils zwei RTCP-Paketen. Um eine Überlast durch RTCP-Pakete zu vermeiden, 
ist ein minimaler Zeitabstand in der RTP-Spezifikation angegeben. Der minimale Zeitab-
stand zweier aufeinander folgender Empfängerberichte findet in der RTP-Spezifikation 
besondere Beachtung, da RTP auch für den Multicasteinsatz vorgesehen ist. Bei einer 
Vielzahl von Empfängern kann es durch eine zu hohe Anzahl von Empfängerberichten zu 
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Überlastungen beim Sender kommen oder gar zu einer Netzüberflutung von Empfängerbe-
richten. In der RTP-Spezifikation [Sch96a] wird daher ein minimaler Wert von 5 Sekunden 
vorgeschrieben. Da dieser Wert jedoch sehr groß ist und gerade für Unicast-Anwendungen 
eine zu starke Einschränkung des Adaptionsintervalls darstellt, werden in Vorabversionen 
einer neuen RTP-Spezifikation bereits geringere Wert von 360/R Sekunden empfohlen. 
Dabei muss R in kBit/s angegeben werden. 
 
Tabelle 4.1 fasst die zu konfigurierenden Parameter der hier vorgestellten leicht abgewan-
delten Version des DAA-Verfahrens zusammen. 
 
Name Beschreibung Beispielwert 
Rmin Minimale Datenrate 228 kBit/s 
Rmax Maximale Datenrate 1 MBit/s 
AIF Additiver Wert bei Paketverlusten, die kleiner als der Verlust-
schwellenwert sind 
50 kBit/s 
LT Verlustschwellenwert 5 % 
I Dauer des Adaptionsintervalls 2 s 
λ  Toleranz der Abweichung der Datenrate vom Vorgabewert 0.8 
Tabelle 4.1: Konfigurierbare Parameter des DAA-Verfahrens und jeweilige 
Beispielwerte 
 
Die durch das DAA-Verfahren erreichte Netzwerkauslastung hängt stark von den verwen-
deten Parametern ab. Senden alle Quellen mit konstanter Datenrate, so wird die Gesamt-
auslastung nahe eines eventuell vorhandenen Netzwerkflaschenhalses liegen. Senden die 
Quellen jedoch mit einer variablen Datenrate, so können Paketverluste auch eintreten, 
wenn die durchschnittliche Gesamtdatenrate des Flaschenhalses nicht überschritten wird. 
Datenbursts einer oder mehrerer Quellen können einen Warteschlangenüberlauf in einem 
Netzknoten erzeugen und so eine Reduktion der Datenrate beim Sender verursachen.  
 
Ein Experiment soll das Verhalten des DAA genauer untersuchen. Dazu werden vier Sen-
der an ein 100 MBit/s Fast Ethernet angeschlossen, welches über eine Brücke mit einem 
anderen Fast-Ethernet verbunden ist. An dem anderen Fast-Ethernet sind die Empfänger-
stationen angeschlossen. Die Brücke dient als künstlicher Netzwerkflaschenhals, dessen 
maximaler Datendurchsatz auf 1.6 MBit/s konfiguriert ist. Die Parameter des DAA-
Verfahrens sind in Tabelle 4.1 zusammengefasst. Die Quellen verwenden einen H.261-
Codierer, welcher den Quantisierungswert jeweils auf die vorgegebene Ausgangsdatenrate 
anpasst. Hierzu wird das in Abschnitt 2.2 vorgestellte Ratenanpassungsverfahren einge-
setzt. Es wird eine konstante Bildwiederholrate von 15 Bildern/s verwendet. Die Bildquel-
len bestehen aus unterschiedlichen Videosequenzen in CIF-Größe, die bei 
Videokonferenzsitzungen aufgezeichnet wurden. Die Ratenanpassung geschieht in Inter-
vallen von jeweils 2 Sekunden. 
 
Abbildung 4.2 zeigt die jeweiligen Datenraten der vier Quellen. Dabei wird nach jeweils 
90 Sekunden eine weitere Datenquelle hinzugeschaltet. Senden alle vier Datenquellen, so 
liegt die Auslastung des Flaschenhalses bei fast 100 % mit einer durchschnittlichen Paket-
verlustrate von 6 % für jede einzelne Verbindung, also um einen Prozentpunkt höher als 
der Verlustschwellenwert. 
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Abbildung 4.2: Bandbreitennutzung des DAA-Verfahrens mit 4 Videoquellen 
In diesem Beispiel sind einige Schwächen der senderbasierten Adaption zu erkennen. Die 
Adaption kommt meist zu spät, so dass der Sender erst reagiert, wenn bereits eine gewisse 
Menge von Paketfehlern aufgetreten sind. Die durchschnittliche Paketfehlerrate der einzel-
nen Verbindungen liegt daher über dem Verlustschwellenwert LT. Tabelle 4.2 gibt die Pa-
ketverluste der einzelnen Verbindungen an. In diesem Beispiel liegt der durchschnittliche 
Paketverlust um einen Prozentpunkt über dem Verlustschwellenwert. Zu beachten ist je-
doch die verhältnismäßig große Standardabweichung von 8.1. In Abbildung 4.3 sind diese 
starken Schwankungen der Paketfehlerrate für die Videoquelle 1 dargestellt. Man erkennt, 
dass auch hohe Paketfehlerraten von 20-30 % in regelmäßigen Abständen auftreten. 
 
Quelle Durchsatz (kBit/s) 
(Mittelw., Stdabw., Konfidenzint.) 
Paketverlust (%) 
(Mittelw., Stdabw., Konfidenzint.) 
1 
  410.8,     81.9,     4.7 5.9,          8.1,        0.46 
2 
  407.7,     87.8,     5.0 5.9,          8.2,        0.47 
3 
  448.9,     91.6,     5.2 6.0,          8.2,        0.47 
4 
  433.2,     90.5,     5.2 6.1,          8.3,        0.47 
Tabelle 4.2: Durchsatz und Paketfehlerraten von 4 Videoquellen bei Verwen-
dung des DAA-Verfahrens 
 
Die zeitweise hohen Paketfehlerraten und die Tatsache, dass die Zieldatenrate R unter Än-
derung der Bildqualität erreicht wird, lässt die Bildqualität über den gesamte Übertra-
gungszeitraum variieren. In Abbildung 4.4 ist die Videoqualität von 1000 Videobildern 
und die Zieldatenrate R der Datenquelle 1 aufgetragen. Hierbei handelt es sich um einen 
Ausschnitt zum Zeitpunkt um 900 Sekunden aus der Übertragung von Abbildung 4.2. Man 
erkennt, dass durch die hohen Paketverluste die Verschlechterung der Bildqualität der Än-
derung der Zieldatenrate immer vorauseilt. Nach der Adaptionsentscheidung wird die 
Bildqualität erst langsam wieder auf ein hohes Niveau angeglichen. Extreme Sprünge in 
der Bildqualität von teilweise 10 dB sind durch hohe Paketverluste zu erklären, die eine 
Darstellung des Videobildes beim Empfänger unmöglich machen (z. B. Index 580). Nach 
dem Auftreten solch hoher Paketverluste erhöht sich die Bildqualität schnell, da andere 
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und auch die eigene Verbindung ihre Rate absenken und so weitere Paketverluste reduzie-
ren. 
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Abbildung 4.3: Bandbreitennutzung und Paketverluste der Videoquelle 1 unter 
Verwendung des DAA-Verfahrens 
Für die Übertragung über drahtlose Medien ergibt sich ein weiteres Problem durch die zu-
sätzliche Paketfehlerrate des Übertragungskanals. Steigt die Paketfehlerrate durch Übertra-
gungsfehler über den Verlustschwellenwert LT, so senkt der Sender seine Datenrate 
kontinuierlich. Da jedoch die Verlustrate oft nicht von der übertragenen Datenrate abhängt, 
wird der Sender seine Rate bis auf Rmin absenken. Für Netze mit einer hohen Paketver-
lustrate muss also ein hinreichend großer Wert für LT gewählt werden. Problematisch ist 
hierbei, dass die Paketverlustraten nicht immer vor der Übertragung bekannt sind. Viel-
mehr ändert sie sich mit der Mobilität des Benutzers, da an unterschiedlichen örtlichen 
Positionen vollkommen andere Kanaleigenschaften vorherrschen können. Das Adaptions-
verfahren müsste also die aktuelle Paketfehlerrate des Funknetzes kennen und einen ent-
sprechenden Verlustschwellenwert finden. Durch die ständig schwankenden 
Paketfehlerwerte ist dies jedoch schwierig, wenn nicht sogar unmöglich. 
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Abbildung 4.4: Videoqualität und Vorgabewerte für den Datendurchsatz der 
Videoquelle 1 unter Verwendung des DAA-Verfahrens 
Der durch das DAA-Verfahren gesteuerte Datenstrom muss in diesem Fall genügend Red-
undanz aufweisen, um die Paketfehlerrate des Verlustschwellenwertes auszugleichen und 
so die Bildqualität aufgrund der hohen Schwankungen der Paketfehlerrate nicht zu stark 
beeinträchtigt wird. 
 
Eine weitere Anforderung an adaptive Anwendungen ist die so genannte Fairness. Eine 
Verbindung, welche eine hohe Datenrate erreicht hat, sollte nicht zukünftig alle anderen 
Verbindungen dominieren. Eine Verbindung mit niedriger Datenrate muss immer die Mög-
lichkeit haben, ihre Datenrate zu erhöhen, so dass eine gleiche Aufteilung der vorhandenen 
Bandbreite erreicht wird. Beim DAA wird die Fairness durch das multiplikative Reduzie-
ren der Datenrate erreicht [BDS96]. 
 
In der Praxis ergibt sich die weitere Schwierigkeit, Fairness auch gegenüber Verbindungen 
zu gewährleisten, welche nicht das gleiche Adaptionsverfahren verwenden. Von Interesse 
ist insbesondere eine faire Bandbreitenaufteilung bezüglich Verbindungen, die das sichere 
Transportprotokoll TCP verwenden. In [SiWo00, Tou99, RHE99] werden zum DAA-
Verfahren vergleichbare Verfahren vorgeschlagen, welche Fainess zu TCP erreichen. Mit 
geeigneten Methoden kann der Verkehr an Netzwerknoten in Klassen aufgeteilt werden 
kann [FlJ95], so dass Fairness nur zwischen gleichartigen Verbindungstypen erforderlich 
ist. 
 
Tabelle 4.3 beschreibt die wichtigsten bisher in der Literatur vorgestellten Verfahren für 
die Überlastkontrolle in Endsystemen. Alle Verfahren basieren auf einen Additive Increase 
Multiplicative Decrease (AIMD) Algorithmus, der Fairness gegenüber Verbindungen ver-
spricht, die einen identischen Steuermechanismus verwenden [ChJ89]. Die meisten Ver-
fahren erreichen TCP-Friendlyness, indem sichergestellt wird, dass die durchschnittlich 
genutzte Bandbreite der einer TCP-Verbindung mit der gleichen Paketfehlerrate entspricht. 
Die Fairness gegenüber TCP-Verbindungen ist jedoch schwer nachzuweisen. Die einzel-
nen Arbeiten weisen die Fairness empirisch nach. 
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Name TCP-Friendly Bemerkung 
LDA:  
(Loss Delay based Adjustment Algo-
rithm) 
Ja Setzt auf RTP auf. Erweiterung zum DAA 
Verfahren, um Fairness gegenüber TCP zu 
erzielen [SiWo00]. 
DAA:  
(Direct Adjustment Algorithm) 
Nein Setzt auf RTP auf [DHT95]. 
RAP: 
(Rate Adaptation Protocol) 
Ja Bestätigung jedes einzelnen Paketes 
[RHE99]. 
Tabelle 4.3: Adaptionsverfahren für Endsysteme 
4.2 Reservierungsverfahren 
Ein weiterer Ansatz Überlast zu vermeiden, ist die Bandbreitenreservierung. Hier geht man 
jedoch noch einen Schritt weiter als bei einer reinen Überlastkontrolle und stellt unter-
schiedlichen Verbindungen eine gewisse Dienstgüte zur Verfügung. Die Dienstgüte setzt 
sich aus verschiedenen Parametern, wie z. B. Paketverlust, Paketverzögerung und Daten-
durchsatz, zusammen. 
 
Zur Reservierung einer Dienstgüte innerhalb von Netzwerknoten sind folgende Kompo-
nenten erforderlich: 
 
Reservierungsprotokoll 
Ein Reservierungsprotokoll signalisiert Reservierungswünsche entlang der Kommunikati-
onsverbindung zwischen Sender und Empfänger. Die Hauptaufgabe liegt in der Aushand-
lung eines Reservierungswunsches in allen Netzwerkknoten entlang des 
Kommunikationspfades. Die Protokolldateneinheiten der Reservierungsprotokolle leiten 
beim Verbindungsaufbau die Dienstgüteanforderungen an beteiligte Zwischen- und Endsy-
steme weiter und veranlassen dabei die Aktivierung der lokalen Ressourcenverwalter, de-
ren Zulassungskontrolle über Annahme oder Ablehnung der Verbindung entscheidet. Nach 
erfolgreicher Bereitstellung der Ressourcen informiert das Reservierungsprotokoll die be-
teiligten Instanzen über die Einrichtung der Verbindung und deren endgültigen Eigenschaf-
ten. Neben den Mechanismen für den Verbindungsaufbau definieren 
Reservierungsprotokolle auch Regeln, wie die Dienstgüte der Verbindung geändert werden 
kann, wie neue Teilnehmer zu integrieren bzw. Teilnehmer zu entfernen sind sowie für die 
Freigabe der Reservierung nach Beendigung einer Übertragung. Ferner stellen die Reser-
vierungsprotokolle Mechanismen bereit, um die bestehenden Reservierungen entlang der 
Reservierungspfade zu überwachen und im Fehlerfall die Reservierung neu aufzusetzen. 
 
Paket-Scheduler 
Innerhalb von Netzwerkknoten sind Paket-Scheduler für die Reihenfolge zuständig, mit 
der die Pakete der einzelnen Verbindungen auf die Ausgangsleitung gesendet werden. In 
Echtzeitkommunikationssystemen sind insbesondere jene Bedienstrategien gefragt, die 
zusammen mit einer Zulassungskontrolle eine maximale Bearbeitungszeit garantieren kön-
nen. 
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Zulassungskontrolle 
Die Zulassungskontrolle entscheidet anhand der Dienstgüteanforderung des Reservie-
rungsprotokolls über die Zulassung oder Ablehnung einzelner oder einer Menge von Ver-
bindungen. Dabei kann auf die Parameter der bereits zugelassenen Verbindungen 
zurückgegriffen werden. Die Zulassungskontrolle testet, ob die benötigten Ressourcen in-
nerhalb des Netzwerkknotens verfügbar sind und ob Reservierungswünsche anzunehmen 
oder abzulehnen sind. 
 
In der Internet-Standardisierung wurden bereits Protokolle, Routerarchitekturen und Pro-
grammierschnittstellen definiert, die Bandbreitenreservierungen unterstützen. Hierbei wird 
grundsätzlich zwischen der Integrated Service Architektur und der Differentiated Service 
Architektur unterschieden. 
 
Die wichtigsten Komponenten der Integrated Service Architektur sind das Reservierungs-
protokoll RSVP (Resource Reservation Protocoll) [BrZ97] sowie die Spezifikation des 
„Controlled Load Service“ [Wro97] und des „Guaranteed Load Service“ [ShP97]. Durch 
das Integrated Service Modell lassen sich zwei verschiedene Klassen von Reservierungen 
tätigen. Eine Reservierungsklasse für reine Durchsatzwerte ohne explizite Einschränkung 
der Paketverzögerungen  („Controlled Load“) und eine Klasse für Bandbreitenreservierun-
gen mit exakter Garantie für die Ende-zu-Ende Paketverzögerung. Das Integrated Service 
Modell sieht dabei Reservierungen für einzelne Verbindungen vor, es können jedoch auch 
Reservierungen für aggregierte Verbindungen getätigt werden. 
 
Hingegen zielt das Differentiated Service Framework auf die Unterscheidung von Ver-
kehrstypen und deren unterschiedliche Behandlung in Netzwerkknoten [Bla98]. Es wird 
keine explizite Reservierung für einzelne Verbindungen vorgenommen. Vielmehr werden 
Verkehrsvereinbarungen zwischen Netzwerkbetreibern getroffen, die es ermöglichen, für 
vorgegebene Verkehrsklassen eine geeignete Dienstgüte zu erreichen. Hierbei handelt es 
sich um eine implizite Reservierung, da ein Datenstrom, der zu einer bestimmten Ver-
kehrsklasse gehört, eine für ihn entsprechende Dienstgüte erhält, falls er unter die vorher 
festgelegte Verkehrsvereinbarung fällt. 
 
Im Folgenden werden einige bedeutende Reservierungskonzepte erläutert. Dazu werden im 
nächsten Abschnitt zunächst die wichtigsten Paket-Scheduler vorgestellt, da sie die Basis 
für fast alle Reservierungssysteme darstellen. Im folgenden Abschnitt werden dann die 
Reservierungen ohne Verzögerungsgrenzen vorgestellt, wie sie im Controlled Load Ser-
vice der Integrated Service Architektur verwendet werden. 
 
Die etwas komplexeren Reservierungsverfahren unter Einschließung von Paketverzöge-
rungen werden ebenfalls in einem separaten Abschnitt behandelt. Hier wird exemplarisch 
der Ansatz von Clark, Shenker und Zhang vorgestellt, der als Vorlage für den Guaranteed 
Service der Internet Integrated Service Architektur diente. 
 
Ein weiteres Reservierungskonzept stellt der so genannte TENET-Ansatz dar. Der 
TENET-Ansatz ist das wohl am weitesten entwickelte System und soll auch in dieser Ar-
beit kurz dargestellt werden.  
 
Abschließend wird noch näher auf die impliziten Reservierungen der Differentiated Ser-
vice Architektur eingegangen. 
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4.2.1 Paket-Scheduler 
Die meisten Paket-Scheduler wurden für Router in Hochgeschwindigkeitsnetzen entwik-
kelt. Sie bestehen meist aus einer Kombination mehrerer Paket-Scheduler. 
 
Man unterscheidet zwischen preemptiven und nicht-preemptiven Schedulern. Im Gegen-
satz zum nicht-preemptiven Scheduler kann ein preemptiver Scheduler die Abarbeitung 
eines Paketes unterbrechen. Die in Computernetzwerken eingesetzten Scheduler sind meist 
nicht-preemptiv, da das Unterbrechen des Absendens eines Paketes oft zum Verlust des 
Paketes führt und somit zu einer Verschlechterung der Gesamteffizienz. Zudem müsste das 
Abbrechen des Absendens eines Paketes von der LLC oder MAC-Schnittstelle des Proto-
kollstapels unterstützt werden. Da jedoch die übergebenen Pakete, gerade bei Echtzeitan-
wendungen, meist in einen MAC/LLC-Rahmen passen, wird der Abbruch einer 
Übertragung bei fast allen Systemen nicht unterstützt. 
 
Im Folgenden sollen daher exemplarisch die wichtigsten einfachen Scheduler und zwei 
komplexere Scheduler vorgestellt werden. 
 
FCFS-Scheduler 
Die FCFS (First Come First Serve) Bearbeitungsstrategie verwendet eine FIFO-
Warteschlange um die Weiterleitungsreihenfolge festzulegen. Dabei werden die Pakete in 
der Reihenfolge ihrer Ankunftszeit weitergeleitet. Die meisten komplexeren Scheduler 
bestehen aus einer Kombination von FCFS-Schedulern. 
 
HOL-Scheduler 
Der HOL-(Head of Line) Scheduler [Jai68] besteht aus n Warteschlagen, die prioritisert 
abgearbeitet werden. Pakete aus der Warteschlange n+1 werden nur versendet, wenn keine 
Pakete in Warteschlange n vorhanden sind. Einem solchen System ist meist ein Paket-
Klassifizierer (Cl) vorangestellt, der einkommende Pakete nach einer vorgegebenen Priori-
tät in eine zugehörige Warteschlange weiterleitet. Ein HOL-Scheduler mit vorgeschaltetem 
Paket-Klassifizierer ist in Abbildung 4.5 dargestellt. 
 
n- FIFO
Warteschlangen
HOLClInput Output
1
2
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Abbildung 4.5: Ein Paket-Scheduler mit einer HOL-Abarbeitungsstrategie 
 
WFQ-Scheduler 
Der WFQ-Scheduler (Weighted Fair Queueing) [DKS89] ähnelt einem HOL-Scheduler, 
jedoch werden die FIFO-Warteschlangen nach einem gewichteten Round-Robin-Verfahren 
abgearbeitet. Die Gewichte für das Round-Robin-Verfahren werden so bestimmt, dass eine 
bestimmte Bandbreitenaufteilung auf die unterschiedlichen Warteschlangen erreicht wird. 
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Die definierte Bandbreitenaufteilung wird jedoch nur erreicht, wenn alle Verbindungen 
aktiv sind, d. h. sich in jeder Warteschlange eine gewisse Menge von Paketen befindet. 
WFQ erreicht, dass die vorgegebene Bandbreite pro Warteschlange nicht unterschritten 
wird. Sie kann jedoch überschritten werden, wenn einige Verbindungen inaktiv sind und 
sich keine Pakete in der dazugehörigen Warteschlange befinden. 
 
RCSP 
In [ZhF93] und [Zha93] wird ein Scheduler vorgestellt, der so genannte Regulatoren ver-
wendet. Hier werden lokale Verzögerungen innerhalb eines Knotens berechnet, um den 
entstehenden Jitter zu minimieren. Dabei durchläuft jedes Paket genau einen Regulator in 
jedem Netzknoten. Der Regulator gleicht Variationen von lokalen Verzögerungen und Va-
riationen der Ankunftsrate aus, indem die Pakete für eine Ausgleichszeit zurückgehalten 
werden. Dies hat den hauptsächlichen Vorteil, dass die ursprüngliche Verkehrscharakteri-
stik wieder hergestellt wird. Aufgrund von Lastschwankungen an vorherigen Knoten kön-
nen Pakete im Fall geringer Last schneller bearbeitet worden sein, als ursprünglich 
berechnet. Dies führt dazu, dass der Verkehr am Knoten nicht mehr der ursprünglich an die 
Zulassungskontrolle übergebenen Verkehrsspezifikation entspricht. In [Kur92] wurde ge-
zeigt, dass das Burst-Verhalten an jedem Knoten vom Sender zum Empfänger steigt. Mit 
der Regulierung kann dieser Effekt verhindert oder zumindest eingegrenzt werden. 
 
Scheduler, die Regulatoren verwenden, werden als non-work-conserving bezeichnet, da im 
System vorhandene Pakete trotz freiem Server nicht immer direkt bedient werden. 
 
Der RCSP-Scheduler [ZhF93] ist eine Kombination aus einem HOL-Scheduler mit Regu-
latoren (vgl. Abbildung 4.6). 
 
n FIFO
Warteschlangen
HOLClInput Output
m Regulatoren
 
Abbildung 4.6: Schema eines RCSP Schedulers mit m Regulatoren 
 
Die n FIFO-Warteschlangen des RCSP Schedulers stellen n verschiedene Verkehrsprioritä-
ten dar. Einer Kommunikationsverbindung wird durch die Zulassungskontrolle und dem 
Reservierungsprotokoll in jedem Knoten eine feste Priorität zugeordnet. Die maximale 
Verzögerung, die ein Paket in der FIFO-Warteschlange der Priorität k erfährt, kann be-
rechnet werden, indem die genauen Charakteristiken aller bereits zugelassenen Verbindun-
gen bekannt sind. 
 
Die Regulatoren berechnen die durch sie zugesetzte Paketverzögerungen aus den Paketver-
zögerungen der vorherigen Knoten und der jeweiligen Übertragungsverzögerungen. Für 
diese Berechnung muss jedoch die jeweilige Verzögerung innerhalb der Knoten im Paket-
kopf der einzelnen Pakete mitgeführt werden. Zudem müssen die Übertragungsverzöge-
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rungen der jeweiligen Teilstrecken bekannt sein oder zumindest abgeschätzt werden. Ab-
schätzungen für die lokale Verzögerung werden in [Zha93] gezeigt. 
 
Jitter EDD 
Der Jitter-EDD-Scheduler [Ferr93,VZF91] setzt auf einen einfachen EDD [LiL73] (Ear-
liest Due Deadline)-Scheduler auf. Bei einem EDD-Scheduler handelt es sich um eine Be-
dienstrategie, deren Warteschlange gemäß einer Paket-Deadline sortiert wird. Ein Paket, 
welches näher an seiner lokalen Deadline ist wird also früher übertragen. 
Bei Jitter EDD wird die Deadline eines eintreffenden Paketes aus der geplanten lokalen 
Verzögerung dn,i und der Eintrittszeit tn,i des Pakets i im Knoten n bestimmt. Der Jitter wird 
dann dadurch ausgeglichen, indem zur eigentlichen Deadline dln,i ein Korrekturterm  ad-
diert wird, der aus der Differenz der Deadline des vorherigen Knotens und des dortigen 
tatsächlichen Aussendezeitpunktes gebildet wird. 
Die Deadline eines Pakets wird dann berechnet durch dln,i = tn,i + dn,i +  . 
 
FIFO+ 
Die FIFO+ Bedienstrategie [CSZ92] sortiert die ankommenden Pakete nach deren erwarte-
ter Ankunftszeit. In jedem Knoten wird die mittlere Verzögerung der Pakete einer Verbin-
dung bestimmt. Die Differenz zwischen der durchschnittlichen und der tatsächlichen 
Verzögerung wird in jedem Knoten auf ein Feld im Paketkopf addiert, womit der Gesamt-
Offset zur mittleren Verzögerung einer Verbindung ausgedrückt wird. In jedem Knoten 
wird bei Ankunft eines Paketes mit Hilfe dieses Feldes die erwartete Paketankunftszeit 
bestimmt und die Liste der zu sendenden Pakete nach diesem Kriterium sortiert. Das Aus-
senden der Pakete erfolgt nach der FIFO-Strategie. FIFO+ kann somit zu große Verzöge-
rungen durch eine priorisierte Einsortierung im nächsten Knoten ausgleichen. 
 
Außer den hier vorgestellten Paket-Scheduler gibt es noch zahlreiche Varianten und gänz-
lich unterschiedliche Scheduler. Die eigentliche Aufgabe des Schedulers ist es jedoch, die 
Eigenschaften bezüglich der Paketverzögerungen, die von der Zulassungskontrolle für den 
jeweiligen Netzknoten bestimmt worden sind, zu erfüllen. Dies führt dazu, dass die Paket-
Scheduler für fast jede spezielle Zulassungskontrolle angepasst werden müssen. Da die 
vorgestellten Paket-Scheduler die Grundkomponenten für die wichtigsten Zulassungskon-
trollsysteme verwendet werden, soll hier für weitere Schedulervarianten auf die Literatur 
verwiesen werden [Ham95, Gol90] 
4.2.2 Bandbreitenreservierung durch kontrollierte Netzlast  
Ein Beispiel für eine eher unverbindliche Bandbreitenreservierung ist der so genannte Con-
trolled Load Service. Der Name beinhaltet bereits, dass hier lediglich die Bandbreite durch 
Reservierungen kontrolliert wird. In [Wro97] ist der Controlled Load Service definiert als 
ein Dienst, der stark annähernd das von außen sichtbare Verhalten eines Best-Effort Dien-
stes besitzt, welcher sich gerade in einem Zustand niedriger Last befindet.  
 
Die für die Anwendungen sichtbaren Paketverzögerungen sollten im Rahmen der Signal-
laufzeiten zwischen Sender und Empfänger liegen und die Paketverluste sollten in einer 
ähnlichen Größenordnung wie die Paketverluste verursacht durch Übertragungsfehler des 
Übertragungsmediums sein. Genauer gesagt sollte die durchschnittliche Paketverzögerung, 
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verursacht durch Warteschlangen im Netz, nicht größer als die „Burst Zeit“ einer Verbin-
dung sein. Damit ist gemeint, dass wenn eine Quelle für eine bestimmte Zeit eine höhere 
Datenrate aufweist als eine vereinbarte Durchschnittsrate, so soll die Verzögerung nicht 
größer als dieses Zeitintervall sein. 
 
Diese schwachen Anforderungen an die Dienstgüte lassen den Controlled Load Dienst für 
Anwendungen geeignet erscheinen, die sich auf eine gewisse Variation der Übertragungs-
rate, der Paketverzögerung und der Paketverluste einstellen können. Die Anwendungen 
sollten daher robust und gleichzeitig adaptiv sein. Allerdings ist der benötigte Grad der 
Robustheit und Adaptivität, verglichen mit einer Übertragung über ein Best-Effort System, 
stark reduziert. 
 
Ein einfaches Zulassungskontrollsystem, welches die Anforderungen des Controlled Load 
Systems erfüllt, ist das so genannte Simple Sum [JiJ98]: 
 
Simple Sum stellt sicher, dass die Summe der Datenraten der zugelassenen Verbindungen 
nicht die maximale Linkkapazität  überschreitet. Sei v die bereits zugelassene Bandbreite 
und αr die Bandbreitenanfrage einer Verbindung  an die Zulassungskontrolle, dann wird 
die Anfrage akzeptiert, falls  
µα <+ rv . 
Simple Sum ist die einfachste Zulassungskontrolle und wird i. Allg. durch einen WFQ-
Scheduler realisiert, wobei jeder Verbindung eine eigene Warteschlage mit dem jeweiligen 
reservierten Bandbreitenanteil zugewiesen wird. Da ein WFQ-Scheduler die zugelassenen 
Verbindungen separiert, können Traffic-Bursts einzelner Verbindungen die zugewiesene 
Bandbreite r der anderen Verbindung nicht weiter einschränken. Die Voraussetzungen 
eines Controlled Load Systems sind also erfüllt. 
 
Eine Verbesserung von Simple Sum ist Measured Sum. Während Simple Sum sicherstellt, 
dass die Gesamtkapazität nicht überschritten wird, schätzt Measured Sum die aktuell ver-
wendete Datenrate durch Messungen ab. Ein Verbindungswunsch mit der Rate αr  wird 
also zugelassen, wenn  
υµα <+ rv  
wobei v  die eine durch Messungen ermittelte Abschätzung darstellt. Um die Wahrschein-
lichkeit für eine Überauslastung der Gesamtkapazität durch Überlagerung von Traffic 
Bursts zu verringern, wird eine Zielauslastung unter Zuhilfenahme des Parameters υ  be-
stimmt, die niedriger als die Gesamtkapazität ist. In [JiJ98] wird für υ  ein Wert von 0.9 
vorgeschlagen. Measured Sum kann mit einer einfachen FIFO-Warteschlange realisiert 
werden. 
 
Der Gewinn von Measured Sum gegenüber Simple Sum hängt stark vom verwendeten 
Messverfahren ab. In [JSD97] werden verschiedenen Methoden zum Messen der aktuellen 
Netzlast vorgestellt. Das Time-Window Verfahren berechnet den Maximalwert aus T ver-
gangenen Messperioden. Überschreitet ein aktuell gemessener Wert den nach der letzten 
Periode bestimmten Wert, dann wird dieser als neuer Schätzwert genommen. 
 
Ein weiteres Verfahren ist das so genannte exponentielle Mitteln. Dabei wird der aktuelle 
Mittelwert immer aus dem vergangenen Mittelwert und dem aktuell gemessenen Wert ei-
ner Messperiode berechnet. Der Wert v  der vergangenen Periode geht gegenüber dem 
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aktuell gemessenen Wert Sv mit einer unterschiedlichen Gewichtung ϖ  in den neuen 
Schätzwert ein: 
( ) Svvv  ⋅+⋅−= ϖϖ1’  
Die Güte eines Messverfahrens ist nur schwer festzustellen, da sie bei unterschiedlichen 
Datenquellen bessere oder schlechtere Ergebnisse liefern [JSD97]. Daher gibt es eine Rei-
he weiterer Messverfahren, die in [ReT95] und [Flo96] zu finden sind. Auf diese Verfah-
ren soll hier jedoch nicht näher eingegangen werden. 
4.2.3 Bandbreitenreservierung mit Einschränkung der Paketver-
zögerungen 
Der Ansatz von Clark, Shenker und Zhang besteht aus einem Zulassungskontrollverfahren 
und einem Paket-Scheduler. Es wird kein Reservierungsprotokoll angegeben. Die CSZ-
Zulassungskontrolle und der dazugehörige Paket-Scheduler kann in der so genannten In-
ternet Integrated Service Architektur eingesetzt werden [CSZ92, JDS95]. Diese besteht aus 
einer Routerarchitektur, einem Dienstklassenkonzept und dem Reservierungsprotokoll 
RSVP [ZDE93]. 
 
Um eine Dienstvereinbarung einer einzelnen Verbindung durch die Zulassungskontrolle zu 
tätigen, muss eine gewisse Verkehrsspezifikation der Verbindung vorliegen. Damit das 
Netzwerk eine gewünschte Dienstgüte zuverlässig erfüllen kann, muss der zur Verbindung 
gehörige Client die angegebene Verkehrsspezifikation ebenfalls zuverlässig erfüllen. 
Ebenso wie der Controlled Load Service, verwendet das CSZ-Schema zur Angabe einer 
Verkehrsspezifikation einen Token-Bucket Filter mit den Parametern (r,b). 
 
Im CSZ-Schema wird dazu ein Token-Bucket Filter verwendet. Er ist durch zwei Parame-
ter bestimmt, der Rate r und der Tiefe b. Der Filter ist als ein Behälter vorstellbar, der kon-
tinuierlich mit einer Rate r gefüllt wird. Abbildung 4.7 zeigt den prinzipiellen Aufbau 
eines solchen Token-Bucket-Filters. Wurde ein Paket der Größe p generiert, so werden p 
Token aus dem Behälter entfernt. Die maximale  Füllhöhe des Korbes wird mit b bezeich-
net. Es können sich demnach maximal b Token im Behälter befinden. Sind nicht genug 
Token im Behälter um eine Paket zu übertragen, so muss die Übertragung des Pakets so-
lange verzögert werden, bis durch die Rate r genügend Token im Behälter eingetroffen 
sind. 
 
Unter der Annahme, dass ein Token einer kleinsten Informationseinheit entspricht, ist die 
Rate r die maximale Durchschnittsrate eines so erzeugten Datenstroms. Die Buckettiefe b 
bestimmt wiederum die Peak-Datenrate. Der Token-Bucket-Filter (p,b) gewährleistet, dass 
in einem Zeitintervall t nicht mehr als b+t/p Dateneinheiten gesendet werden können. 
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Abbildung 4.7: Der Token-Bucket-Filter 
 
Zur Bereitstellung von Dienstgüte stellt das CSZ-Schema drei Dienstklassen zur Verfü-
gung: 
 
Garantierter Dienst 
Unter der Annahme, dass die Netzwerkhardware keiner Fehlfunktion unterliegt und der 
Client die angegebene Verkehrsspezifikation einhält, erlaubt der Garantierte Dienst die 
Reservierung einer Dienstgüte, welche vom Netzwerk strikt eingehalten wird. Die Dienst-
güte ist in diesem Sinne also „garantiert“. Dieser Dienst ist für starre Anwendungen geeig-
net, die intolerant gegenüber Schwankungen in der vereinbarten Dienstgüte sind und 
folglich eine genaue Einhaltung der Dienstvereinbarung verlangen. 
 
Erwarteter Dienst 
Anwendungen, die Reservierungen des erwarteten Dienst tätigen, können leichte Schwan-
kungen der tatsächlichen Paketverzögerungen und verfügbaren Übertragungsraten ausglei-
chen und sind somit tolerant gegenüber gelegentlichen Verletzungen der vereinbarten 
Dienstgüte. Diese Einschränkung in der Erfüllung der vereinbarten Dienstgüte erlaubt der 
Zulassungskontrolle mehr Flexibilität und führt zu wesentlich höheren Netzauslastungen. 
 
Best-Effort-Dienst 
Der Best-Effort Dienst erlaubt keine Vereinbarung jeglicher Dienstgüte, außer dass unnö-
tig viele Pakete gelöscht oder verzögert werden. Der Best-Effort Dienst kann für alle zei-
tunkritischen Anwendungen verwendet werden, die keine explizite Verzögerungsgrenze 
für die Paketauslieferung verlangen. Als Beispiel sind hier die E-Mail-Weiterleitung oder 
der File-Transfer zu nennen. 
 
Der CSZ-Paket-Scheduler 
Zur Unterstützung der drei Verkehrsklassen verwendet das CSZ-Schema einen speziell 
entwickelten Paket-Scheduler. Die Grundidee besteht aus der Trennung der Datenströme 
des Garantierten Dienstes von denen des Erwarteten Dienstes und des Best-Effort Dienstes. 
Dies geschieht mit Hilfe eines zeitstempelbasierten WFQ-Algorithmus. Hierdurch wird 
erreicht, dass die Verbindungen, die für den garantierten Dienst zugelassen wurden, nicht 
durch Verbindungen des Erwarteten und Best-Effort Dienstes beeinflusst werden. Die 
strikten Garantien des Garantierten Dienstes sind also unabhängig von den anderen 
Dienstklassen. 
Die Datenrate r0, die für den Erwarteten Dienst und den Best-Effort Dienst verbleibt ist 
also die Differenz aus der Gesamtknotenkapazität  und der Summe der einzelnen für den 
Garantierten Dienst zugewiesenen Verbindungen ra: 
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∑−=
α
αµ rr0 . 
 
Der erwartete Dienst und der Best-Effort Dienst wird mit einer einfachen HOL-
Bedienstrategie realisiert, wobei der Best-Effort Dienst lediglich eine Prioritätsklasse des 
Erwarteten Dienstes mit der niedrigsten Priorität ist. Die Warteschlangen des Erwarteten 
Dienstes sind mit der FIFO+ Bedienstrategie verwirklicht. Der vollständige Scheduler ist 
in Abbildung 4.8 dargestellt. 
 
HOL
ClInput
Output
WFQ Output
FIFO+
FIFO+
FIFO+
Best-Effort-
Dienst
Erwarteter
Dienst
Garantierter
Dienst
 
Abbildung 4.8: Der Paket-Scheduler des CSZ-Schemas 
 
Die Zulassungskontrolle des CSZ-Schemas 
In [JDS95] wird ein Zulassungsverfahren beschrieben, welches auf den CSZ-Scheduler 
abgestimmt ist. Dabei gibt die Datenquelle bei der Reservierung eines Erwarteten Dienstes 
eine Verkehrsspezifikation ( )αα br ,  mit einem Token-Bucket-Modell an. Für den garantier-
ten Dienst muss lediglich eine Peak-Datenrate αr  angegeben werden. Der Scheduler hat 
festgelegte Verzögerungsgrenzen jD  für jede Klasse j des Erwarteten Dienstes. Der Kno-
ten stellt eine untere Verzögerungsgrenze als Dienstgüte einer Verbindung zur Verfügung.  
 
Einer Verbindung wird bei der Zulassungskontrolle in jedem Knoten eine Prioritätsklasse j 
zugeordnet. Die dazugehörige Verzögerungsgrenze jD  wird dann für eine Verbindung  
als Dienstgüte vereinbart. Für die gesamte Verbindung  ergibt sich die Ende-zu-Ende 
Verzögerung aus der Summe der vereinbarten Verzögerungen aller Knoten auf dem Pfad 
vom Sender zum Empfänger, zuzüglich der Signallaufzeiten der einzelnen Teilstrecken. 
 
Jeder Knoten verfügt über ein Messverfahren, welches zur Laufzeit die aktuell vorherr-
schenden Werte für die Gesamtauslastung des Garantierten Dienstes Gv

 und der tatsächli-
chen durchschnittlichen Verzögerungen der einzelnen Prioritätsklassen des Erwarteten 
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Dienstes iv

 bestimmt. Tabelle 4.4 fasst die verschiedenen Variablen der Zulassungskon-
trolle zusammen. 
 
Zulassungskontrolle für den Erwarteten Dienst: 
Wenn eine eingehende Verbindung einen Dienst der Dienstklasse k des Erwarteten Dien-
stes verlangt, dann wird der Reservierungswunsch abgelehnt, wenn die Summe aus der 
Datenrate der neuen Verbindung αkr  und der derzeitigen Nutzung des Garantierten und Er-
warteten Dienstes die Linkkapazität übersteigt: 
∑
=
++<
K
i
iGk vvr
1
αυµ    (4.1) 
oder wenn das Zulassen der neuen Verbindung die Verzögerungsgrenze kD  verletzen wür-
de: 
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   (4.2) 
oder wenn eine Verzögerungsgrenze jD  der niedrigeren Dienstklassen verletzt wird: 
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 (4.3) 
 
Zulassungskontrolle für den Garantierten Dienst: 
Wenn eine eingehende Verbindung  einen Garantierten Dienst mit der Peak-Datenrate 
α
Gr anfragt, dann wird der Reservierungswunsch abgelehnt, wenn die Bandbreite aller ga-
rantierten Verbindungen die Gesamtbandbreite überschreitet: 
 
Gk vr +<
αυµ    (4.4) 
 
oder wenn die zugesagten Verzögerungsklassen des Erwarteten Dienstes verletzt werden, 
da durch die neu hinzugekommene Verbindung für den Erwarteten Dienst zu Verfügung 
stehende Bandbreite zu stark eingeschränkt wird: 
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( )αα br ,  Token Bucket Verkehrsspezifikation der Verbindung  
jD  Verzögerungsgrenze für den Erwarteten Dienst der Klasse j 
jD

 
tatsächlich gemessene Verzögerungsgrenze für den Erwarte-
ten Dienst der Klasse j 
Gv  Durchsatz der Reservierungen des Garantierten Dienstes laut 
Verkehrsvereinbarung 
Gv

 
tatsächlich gemessener Durchsatz der Reservierungen des 
Garantierten Dienstes 
iv  Durchsatz der Verkehrsklasse i des Erwarteten Dienstes 
iv

 
tatsächlich gemessener Wert des Durchsatzes der Verkehrs-
klasse i des Erwarteten Dienstes 
 Gesamtkapazität des Links 
υ  angestrebte Auslastung des Links [ ]1..0∈υ  
K Anzahl der Prioritätsklassen des Erwarteten Dienstes. 1 ist 
die höchste, K die niedrigste Priorität 
Tabelle 4.4: Variablen für die Zulassungskontrolle nach dem CSZ-Schema 
 
In [JDS95] wird ebenfalls ein Messverfahren vorgestellt, welches die Werte Gv

, iv

 und jD

 
bestimmt. 
 
Für die Messung von jD

 wird durch ein einfaches Rückwärtsfenster der Größe T die ver-
gangenen Werte der einzelnen Paketverzögerungen ermittelt. Am Ende eines jeden Fen-
sters wird der Maximalwert der gemessenen Werte für den neuen Wert ’jD

verwendet. 
 
Falls eine gemessene Paketverzögerung größer als die aktuelle Paketverzögerung jD

ist, 
dann wird ’jD

sofort mit der gefundenen Paketverzögerung überschrieben. Nach Zulassung 
einer neuen Verbindung für den Erwarteten Dienst mit Prioritätenklasse k werden die neu-
en Verzögerungsgrenzen ’jD

 für Kjk ≤≤  aus der rechten Seite der Formel 4.2 und 4.3 
berechnet. Bei Zulassung einer neuen garantierten Verbindung müssen die ’jD

 für alle 
Klassen des Erwarteten Dienstes neu berechnet werden (rechte Seite der Formel 4.5). 
 
Ein ähnliches Verfahren wird für die gemessenen Werte Gv

und iv

 verwendet. Hier wird 
ebenfalls der aktuelle Wert übernommen, falls in einem Intervall der Größe T, einer oder 
mehrere Werte den zuletzt gemessen Wert übersteigen. Ansonsten wird am Ende eines 
Messintervalls der größte gemessenen Werte ausgewählt. Nach einer erfolgreichen Zulas-
sung einer Verbindung , wird die gemessene Bandbreite um den erwarteten Maximal-
durchsatz erhöht: αrvv ii +=
 ’ bzw. αrvv GG +=
 ’
. 
Es wird keine Neuberechnung dieser Werte vorgenommen, wenn eine Verbindung beendet 
ist. Stattdessen werden die Werte durch die ständige Messung automatisch an den aktuel-
len Zustand angepasst. 
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Der TENET-Ansatz 
Ein weiteres Verfahren für die Realisierung eines Garantierten Dienstes bietet der TENET-
Ansatz. Der TENET-Ansatz [FER90] definiert eine vollständige Architektur für die Echt-
zeitkommunikation in paketvermittelnden Netzen. Teil der TENET Protokoll Suite ist das 
Verbindungsaufbau und Wartungsprotokoll RCAP (Real-Time Channel Administration 
Protocol), das Transportprotokoll für kontinuierliche Medien CMTP (Continuous  Media 
Transport Protocol) und ein Transportprotokoll für Echtzeit-Nachrichten (RMTP, Real-
Time Message Transport Protocol).  
 
Der Kern des TENET-Ansatzes ist jedoch das Zulassungskontrollverfahren und der dazu-
gehörige Paket-Scheduler. 
 
Zur Verkehrsbeschreibung geben die Datenquellen die folgende Verkehrspezifikation an: 
Xmin:  minimale Zwischenankunftszeit zweier Pakete 
Xave: durchschnittliche Zwischenankunftszeit innerhalb einer Intervallgröße I 
Smax: maximale Paketgröße 
I: Intervallgröße I 
 
Das TENET-System vergibt Garantien bezüglich der Verzögerung und des Jitters: 
Dmax: maximale Paketverzögerung  
Jmax: maximaler Jitter 
 
Diese Verkehrsbeschreibung lässt sich auf die Token-Bucket-Beschreibung des CSZ-
Schemas zurückführen: dabei wird Ii als die Zeit definiert, nach welcher das Token-Bucket 
mit der Rate r = Smaxi / Xmini bis zur Tiefe b = (Ii Smaxi) / Xavei aufgefüllt wird. Dies 
lässt sich durch eine Flusskontrolle an der Datenquelle erreichen. 
 
Der TENET-Ansatz stellt drei Dienstklassen zur Verfügung, den Garantierten Dienst, den 
Statistischen Dienst und analog zum CSZ-Schema den Best-Effort Dienst. Der Garantierte 
Dienst garantiert, dass keine Verletzungen der vereinbarten Paketverzögerungen und Pa-
ketverluste durch Pufferüberläufe auftreten. 
 
Der Statistische Dienst erlaubt die Überbuchung der Kapazität eines Knotens, indem die 
Paketverlustwahrscheinlichkeit angegeben wird. Die vereinbarte Dienstgüte wird also rela-
xiert. Auf Kosten einer erhöhten Paketverlustwahrscheinlichkeit wird eine höhere Kapazi-
tätsauslastung erreicht. Aufgrund der Komplexität des Zulassungstests (die Komplexität 
steigt exponentiell mit der Anzahl der Verbindungen [Tro95]) ist dieser Dienst nur be-
grenzt einsetzbar. 
 
Zum Ausgleich des Jitters und um die Verkehrscharakteristik an jedem Netzwerkknoten 
wieder herzustellen, verwendet der TENET-Ansatz einen RCSP-Scheduler. 
 
Für jeden Dienst definiert der TENET-Ansatz Zulassungskontrolltests, welche die Verfüg-
barkeit der von einer neuen Verbindung benötigten Ressourcen überprüft. Aufgrund ihrer 
Komplexität sollen diese Tests hier nicht weiter erläutert werden. 
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4.2.4 Implizite Reservierung durch Paket-Differenzierung 
Einige Ansätze erlauben eine Differenzierung von Paketen durch ein Feld im Paketheader. 
Dies erlaubt eine unterschiedliche Bearbeitung der Pakete in Paket-Schedulern, die sich auf 
dem Pfad vom Sender zum Empfänger befinden. Unter der Voraussetzung, dass jedem 
Pakettyp eine Semantik zugeordnet ist, kann ein solcher Scheduler versuchen, eine gewisse 
Dienstgüte zu erfüllen. Dabei wird für einzelne Verbindungen keine explizite Reservierung 
durchgeführt. 
 
Ein Beispiel hierfür ist das in [Alm92] beschriebene Type Of Service (TOS) Modell. Hier 
kann jedes Paket mit einer Anfrage auf einen bestimmten Diensttyp, wie z. B. „minimale 
Verzögerung“, „maximaler Durchsatz“, „maximale Zuverlässigkeit“ oder „minimale Ko-
sten“, markiert werden. Zur Markierung stehen 4 Bits im IP-Paketheader zur Verfügung. 
Die Netzwerkknoten können einen Paket-Scheduler einsetzen, um diese Dienstklassen zu 
unterstützen. Diese Prioritäten könnten beispielsweise zu einer Einordnung in eine entspre-
chende Warteschlange eines HOL-Schedulers führen. 
 
Um viele verschiedene Dienstklassen innerhalb eines Netzwerks zu unterstützen, wurde 
das Differentiated Service Modell [Bla98] entwickelt. Dieses Modell basiert ebenfalls auf 
einer Markierung im IP-Paketheader. Jede Dienstklasse ist hier ein bestimmter so genann-
ter Codepoint zugewiesen, welcher eine Markierung durch ein 8 Bit großes Feld im Pake-
theader ist [NiB98]. Innerhalb eines Teilnetzwerks werden Pakete anhand des enthaltenen 
Codepoints weitergeleitet. So kann beispielsweise ein Paket, welches mit einem Codepoint 
für niedrige Verzögerungen markiert ist, schneller weitergeleitet werden als andere Pakete. 
Ein Teilnetzwerk wird immer identifiziert durch eine so genannte DS-Domäne (Differen-
tiated Service Domäne), welches einen administrativ abgegrenzten Bereich eines Netz-
werks darstellt. Beim Verlassen einer Domäne kann der Codepoint durch einen anderen für 
die nächste Domäne notwendigen Codepoint abgeändert werden. Somit stehen wesentlich 
mehr als auf die jeweilige Domäne angepasste Diensttypen zur Verfügung. 
 
Classifier
Meter
Marker Shaper/
Dropper
Input Output
 
Abbildung 4.9: Schema eines Traffic Conditioner 
 
In Netzknoten, die in oder aus einer DS-Domäne führen, wird ein so genanntes Traffic 
Conditioning durchgeführt. Abbildung 4.9 zeigt das Schema eines Traffic Conditioners. 
Ein Classifier selektiert Pakete zu einer logischen Instanz eines Traffic Conditioners. Die 
Pakete durchlaufen einen Meter, welcher die quantitativen Messungen der eingehenden 
Datenströme mit einem Diensteprofil vergleicht. Das Diensteprofil wurde vorher für die 
jeweilige Dienstklasse vereinbart (Traffic Profile). Falls die Pakete in ein Netz einer ande-
ren Domäne gelangen und dort andere Codepoints verwendet werden, muss die Codepoint 
Markierung des Paketes vom Marker auf die richtigen Werte der nun folgenden Domäne 
abgebildet werden. Wurde durch den Meter festgestellt, dass die Datenströme einer Klasse 
nicht einem vereinbarten Verkehrsprofil entsprechen, dann werden sie einem Shaper oder 
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Paket-Dropper zugeleitet. Der Shaper oder Dropper reduziert den Verkehr so weit, dass am 
Ausgang das vereinbarte Verkehrsprofil wieder hergestellt ist. 
Link
Agency
A
Agency
B
Real-
time
telnet ftp TCP UDP
1 n
Connections
1 % 1 %
30 %
20 % 10 %
60 % 40 %
30 % 10 %
 
Abbildung 4.10: Klassenbasiertes Link Sharing 
 
Der wesentliche Unterschied zu den vorherigen Reservierungsverfahren ist, dass in der 
Differentiated Services Architektur keine Reservierungen für einzelne Verbindungen vor-
genommen werden. Vielmehr werden mittelfristige oder langfristige Verkehrsprofile zwi-
schen Netzwerkdomänen hergestellt. Die Verkehrsprofile werden an den jeweiligen 
Netzgrenzen durch Traffic Conditioner überwacht und verwaltet. 
 
Die Dienstgüte differenzierter Dienste kann beispielsweise durch so genannte Link-
Sharing Scheduler, wie z. B. WFQ oder Class Based Queuing, realisiert werden 
[DKS89][FiJ95]. Abbildung 4.10 zeigt ein Beispiel für ein hierarchisches klassenbasiertes 
Link Sharing. Der Verkehr wird hier zunächst aufgeteilt in unterschiedliche Pakete, die 
von Agency A und Agency B kommen. Die Pakete von Agency A werden unterteilt in 
Real-Time, FTP und Telnet-Pakete, während Pakete von Agency B nur in die unterschied-
lichen Transportprotokolle eingeteilt werden. Ein solches System könnte beispielsweise 
mit hintereinandergeschalteten WFQ-Schedulern realisiert werden. 
4.3 Zusammenfassung 
Die hier vorgestellten Verfahren haben zum Ziel, die Netzwerklast zu kontrollieren, um 
damit Paketverluste und Paketverzögerungen zu vermindern oder einzuschränken und ge-
wisse Datendurchsätze zu gewährleisten. 
 
Adaptionsverfahren, die in adaptiven Anwendungen eingesetzt werden, verlangen keine 
oder nur eine sehr geringe Unterstützung von Seiten der Netzknoten. Die Anwendungen 
prüfen fortlaufend den Zustand des Netzwerks und stellen ihre Ausgangsdatenrate so ein, 
dass eine Überlastung des Netzes verhindert wird. Dieses Verfahren ist davon abhängig, 
dass alle anderen über das Netz kommunizierende Anwendungen ebenfalls diese Methode 
einsetzen. Nur so ist eine durchschnittliche Paketverlustrate gegeben. Die maximale Paket-
verzögerung hängt vom maximalen Füllgrad der Netzwerkknoten ab und kann daher nicht 
eingeschränkt werden. 
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Reservierungsverfahren verlangen die Ausrüstung von Netzknoten mit Zulassungs-
kontrollfunktionalitäten und Paket-Schedulern. Eine Verbindung kann einen Kommunika-
tionswunsch durch ein Reservierungsprotokoll an einen Netzwerkknoten signalisieren. 
Falls die Anfrage positiv bestätigt wird, erhält die Verbindung eine in der Verbindungsan-
frage beschriebene Dienstgüte. Ein Vorteil ist die Konstanz der Dienstgüte während der 
laufenden Verbindung. Die Endanwendungen müssen nicht adaptiv sein und können mit 
einer fest ausgehandelten Dienstgüte rechnen. Allerdings verlangen Reservierungsverfah-
ren die Ausrüstung von Netzknoten, was sich in der Praxis als äußerst schwierig darstellt. 
Da auch nicht gleich verteilte Zuweisungen von Ressourcen vorgenommen werden kön-
nen, muss zusätzlich ein monetäres Abrechnungsschema bereitstehen, welches die einzel-
nen Verbindungen davon abhält, die jeweils maximal verfügbare Dienstgüte zu erfragen. 
 
Die Paketdifferenzierung erlaubt eine implizite Reservierung von Dienstgüte. Jedes Paket 
wird mit einem Codepoint versehen, um dem Netz die differenzierte Behandlung verschie-
dener Dienstklassen zu ermöglichen. Denkbar ist beispielsweise eine priorisierte Paketwei-
terleitung mittels eines HOL-Schedulers. 
 
Ist ein Mechanismus vorhanden, der die Nutzung hochpriorisierter Pakete einschränkt, 
dann können durch die Paketdifferenzierung Verzögerungen von Paketen mit höheren 
Prioritäten eingeschränkt werden. Dennoch können die Pakete mit gleichen Codepoints 
nicht unterschieden werden. Das System ist also auf eine sinnvolle Aufteilung der Daten-
pakete auf geeignete Dienstklassen angewiesen. 
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Kapitel 5 
 Neue Ansätze für die Überlastkontrolle in 
Mobilfunknetzen 
Dieses Kapitel beschäftigt sich mit der Fragestellung, wie die Last in Mobilfunkzellen kon-
trolliert werden kann, um eine ausreichende Dienstgüte für einzelne Verbindungen zu ge-
währleisten. Es wird also ein Verfahren gesucht, das die Kapazitäten einer Mobilfunkzelle 
verwaltet. Ist ein solches Verfahren gefunden, kann es in Kombination mit einem zellüber-
greifenden Zulassungsverfahren eingesetzt werden. 
 
Betrachtet man eine einzelne Funkzelle, so ist die Gesamtbandbreite im Vergleich zu den 
Übertragungsmedien der Festnetze gering (vgl. Abschnitt 3.3). Funkzellen von zellularen 
Weitverkehrsnetzen wie z. B. UMTS weisen eine Gesamtkapazität von wenigen MBit/s 
auf. Die zukünftigen zellularen Systeme zeichnen sich durch eine höhere Zellenzahl und 
einen kleinen Zellenradius aus. Daher sind auch weniger Endteilnehmer in einer einzigen 
Zelle anzufinden. Durch die geringe Anzahl von Endteilnehmern in einer einzelnen Mobil-
funkzelle schrumpft der Gewinn durch statistisches Multiplexing. Dies ist insbesondere 
problematisch, wenn eine Vielzahl von Teilnehmern Ströme mit variablen Datenraten sen-
den und empfangen. 
 
Die Mobilität der Endteilnehmer führt zu einer dynamischeren Umgebung, als es im Fest-
netz der Fall ist. Neben eingehenden und abgehenden Verbindungen kommen für die Zu-
lassungskontrolle einer Funkzelle noch Verbindungen aus Handover-Vorgängen hinzu. Ein 
Verbindungsabbruch durch einen Handover-Vorgang sollte stets vermieden werden, da die 
Anzahl der Verbindungsabbrüche während einer Kommunikationsverbindung ein wichti-
ges Qualitätsmaß von Mobilfunknetzen darstellt. Anwender tolerieren eher einen erfolglo-
sen Verbindungsaufbau als einen Verbindungsabbruch während einer laufenden 
Kommunikationssitzung. Obwohl zellübergreifende Zulassungsverfahren hier eine Lösung 
versprechen, sind auch diese Verfahren immer auf eine maximale Ausnutzung der Kapazi-
täten einer einzelnen Zelle angewiesen. 
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Das Übertragungsmedium ist in Mobilfunksystemen deutlich unzuverlässiger als in Fest-
netzen. Abhängig vom verwendeten Übertragungsverfahren auf der MAC/LLC-Schicht 
führt dies entweder zu hohen Paketverlustraten oder zu großen Paketverzögerungen durch 
Neuübertragungen bei der Kommunikation zwischen den mobilen Endgeräten und den 
Basisstationen. 
 
Abschnitt 5.1 untersucht die in Kapitel 4 vorgestellten Verfahren auf ihre Tauglichkeit für 
den Einsatz in Funkzellen. Grundkomponenten und Designkriterien, die eine grundlegende 
Verbesserung der Problematik versprechen, werden in Abschnitt 5.2 dargestellt. Als we-
sentlicher Ansatz wird hier der Einsatz von adaptiven Netzkomponenten vorgeschlagen. 
Abschnitt 5.3 stellt einen einfachen Ansatz vor, der die Verwendung von adaptiven An-
wendungen vorsieht und Teile einer adaptiven Anwendung in Netzwerkknoten verlagert. 
Eine Lösung, welche die Vorteile der adaptiven Anwendungen mit den Möglichkeiten der 
zulassungsbasierten Verfahren kombiniert, wird in Abschnitt 5.4 vorgestellt. Abschnitt 5.5 
beschreibt Ergebnisse einer Evaluierung der vorgestellten Konzepte. 
5.1 Eignung klassischer Überlastkontrollverfahren für Mobilfun-
knetze 
Dieser Abschnitt untersucht die bestehenden Überlastkontrollverfahren hinsichtlich ihrer 
Eignung in Mobilfunknetzen. Diese wird anhand von drei Kriterien analysiert: die schmale 
für eine Zelle zur Verfügung stehende Bandbreite, die durch Mobilität benötigte Flexibili-
tät und die hohe Fehlerrate bei der Übertragung über die Luftschnittstelle. 
5.1.1 Dienstgüte in schmalbandigen Netzen 
Adaptive Anwendungen reagieren mit dem Erniedrigen ihrer Datenrate auf Paketverluste. 
Die Untersuchungen in Kapitel 4 haben gezeigt, dass sie sich so die Bandbreite eines Über-
tragungsmediums teilen. Senden die einzelnen Verbindungen jedoch mit variablen Daten-
raten, dann können gleichzeitig auftretende Datenbursts bereits Paketverluste erzeugen. 
Die Anwendung reagiert darauf und erniedrigt ihre Ausgangsrate. Geht man davon aus, 
dass eine niedrigere Ausgangsrate auch die Varianz der Datenrate verringert, dann werden 
zukünftige durch Datenbursts ausgelöste Paketverluste weitgehend vermieden. Allerdings 
verringert dies die Gesamtauslastung des Systems und ist daher wenig effizient. Zudem 
werden durch die oszillierende Datenratenänderung der Datenquellen die durch Daten-
bursts verursachte Paketfehler in größeren Abständen immer wieder vorkommen. Folglich 
wird die Varianz der Paketverlustrate durch diesen Effekt erhöht. Dieser Effekt ist insbe-
sondere für schmalbandige Übertragungsmedien bei einer nur geringen Anzahl von kon-
kurrierenden Verbindungen zu erwarten, da hier der Gewinn durch das statistische 
Multiplexing ebenfalls gering ist und überlappende Traffic-Bursts einzelner Verbindungen 
sich direkt auf eine Erhöhung der Gesamtdatenrate auswirken. 
 
Reservierungsverfahren, die eine Kontrollierung der Last vornehmen, erreichen bei 
schmalbandigen Netzen nur eine geringe Auslastung. Das Verfahren Simple Sum müsste 
die jeweiligen Peak-Raten der einzelnen Verbindungen als zu reservierende Datenrate 
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verwenden. Nur so können Paketverzögerungen oder Paketverluste, verursacht durch Traf-
fic-Bursts einzelner Verbindungen, vermieden werden. Somit kann jedoch nur ein kleiner 
Teil der zur Verfügung stehenden Bandbreite genutzt werden. In [JSD97] werden Ausla-
stungen von 46% und weniger berichtet. Zudem ist in einem solch starren System die An-
zahl der zugelassenen Verbindungen extrem klein. Die Hinzunahme eines Messverfahrens 
(z. B. Measured Sum) erhöht die Bandbreitenausnutzung und die Anzahl der zugelassenen 
Verbindungen. Für Measured Sum werden in [JSD97] Auslastungen von bis zu 80% er-
reicht. Diese Ergebnisse wurden jedoch bei einem Netzknoten von 10 MBit/s und 297 
Verbindungen simuliert. 
 
Bei Mobilfunknetzen werden eine geringere Anzahl von Verbindungen und eine ebenfalls 
geringere Gesamtkapazität erwartet (vgl. Abschnitt 3.3). Durch die Verwendung von 
Messverfahren erhöhen sich daher Paketverzögerungen und Paketverluste durch Ware-
schlangenüberläufe, da der Grad des statistischen Multiplexings gering ist [Jäg99]. 
  
Für Reservierungssysteme unter Beachtung von Paketverzögerungen, wie z. B. der Garan-
tierte und Erwartete Dienst des CSZ-Schemas, gelten die gleichen Einschränkungen wie 
für das Reservierungssystem mit kontrollierter Netzlast. Die Bandbreitenausnutzung ist 
hier allerdings noch geringer, da zusätzliche Restriktionen für die Einhaltung von Paket-
verzögerungen hinzukommen. 
 
Auch die Paketdifferenzierung bietet keine Lösung für die Übertragung in schmalbandigen 
Netzen. Das TOS-Routing oder auch die Differentiated Service Architektur sind gerade für 
großdimensionierte Netze geschaffen worden. Die wesentliche Verbesserung des Differen-
tiated Service Ansatzes gegenüber den Bandbreitenreservierungen sollte die Möglichkeit 
der Skalierbarkeit in Hochgeschwindigkeitsroutern sein, da keine einzelnen Verbindungen 
verwaltet werden müssen. Vielmehr wird der Einsatz von Reservierungsprotokollen durch 
eine Aushandlung von mittel- oder langfristigen Dienstprofilen ersetzt. Betrachtet man 
jedoch Realzeitübertragungen, so werden sich Pakete dieser Verbindungen in einer einzi-
gen Dienstklasse befinden und können somit von Routern nicht weiter differenziert wer-
den. Der Ansatz liefert also eher eine Lösung zur Behandlung von unterschiedlichen 
Dienstklassen in großdimensionierten Netzen. 
5.1.2 Dienstgüte unter Einbeziehung von Mobilität 
Durch die Mobilität der Anwender wird das Risiko erhöht, dass eine laufende Verbindung 
unterbrochen werden muss, da nach einem Handover die in der vorherigen Zelle vereinbar-
te Dienstgüte für die neue Zelle nicht vereinbart werden kann. Zellenübergreifende Zulas-
sungskontrollverfahren versprechen zwar eine Besserung, die Unterauslastung von 
Mobilfunkzellen sollte jedoch gerade bei den eingeschränkten Kapazitäten der zellularen 
Mobilfunksysteme nur bis zu einem bestimmten Grad vorgenommen werden. 
 
Adaptive Anwendungen erlauben hier eine große Flexibilität, da sie ein Intervall für die zu 
übertragene Datenrate angeben. Unter der Voraussetzung, dass das Intervall genügend groß 
ist, wird im schlimmsten Fall die niedrigste Datenrate aller Verbindungen gewählt. Selbst 
eine bereits zu 100% ausgelastete Zelle kann also noch Spielraum haben, um eine weitere 
Verbindung aufzunehmen. 
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Die Reservierungsverfahren können diese Flexibilität nicht aufweisen. Eine mögliche Ver-
besserung könnte eine so genannte QoS-Renegotiation [Toh97, Tal97, Koi98] sein. Hier 
signalisiert ein Reservierungsprotokoll eine Änderung der vorher zugeteilten Dienstgüte an 
die jeweiligen Anwendungen. Bei einem Handover kommt die Signalisierung allerdings zu 
spät und hat zur Folge, dass eine Verbindung für die zur Signalisierung benötigte Zeit eine 
verminderte Dienstgüte erhält. Um dies zu verhindern, muss ebenfalls eine zellübergrei-
fende Zulassungskontrolle durchgeführt werden. Dies bedeutet, dass die Auslastung der 
Zellen nur bis zu einem bestimmten Wert vorgenommen werden kann, um eine Überla-
stung an so genannten Hot-Spots zu vermeiden. Dadurch wird die Gesamtauslastung wie-
derum reduziert [AcN94] [LEV97]. 
5.1.3 Dienstgüte bei hohen Bitfehlerraten 
Da die Bitfehlerrate bei Mobilfunknetzen höher ist als in Festnetzen, muss das verwendetet 
Fehlerkorrekturverfahren besondere Beachtung finden. Grundsätzlich wird unterschieden 
zwischen der Korrektur durch Neuübertragungen (z. B. ARQ-Verfahren) und fehlerkorri-
gierenden Codes (z. B. FEC-Verfahren).  
 
Bei einem reinen FEC-Verfahren wirkt sich die Bitfehlerrate direkt auf die Paketverlustrate 
aus. Die Anwendung erhält also zusätzlich durch die durch Überlast verursachte Paketfeh-
lerrate eine mediumabhängige Fehlerrate. 
 
Ein ARQ-Verfahren verringert den Datendurchsatz, da Paketneuübertragungen zusätzliche 
Kapazitäten verbrauchen. Abhängig von den Neuübertragungsversuchen eines ARQ-
Verfahrens wird also die von der Anwendung wahrgenommene Paketfehlerrate niedriger 
ausfallen. Allerdings entstehen hierdurch auch weitere Verzögerungen bei der Ausliefe-
rung von Datenpaketen. 
 
Beim Einsatz adaptiver Anwendungen sollte die Paketfehlerrate des Übertragungsmediums 
deutlich unter dem Verlustschwellenwerte liegen. Ist dies nicht der Fall, so würde die An-
wendung ihre Datenrate ständig erniedrigen, bis die minimale Datenrate erreicht ist. Ein 
ARQ-Verfahren ist in diesem Fall also besser geeignet, da Paketverluste an der Eingangs-
warteschlange zur Übertragung über das drahtlose Medium auftreten würden. Die Adapti-
ve Anwendung würde ihre Datenrate dann auf den aktuell möglichen Datendurchsatz des 
Funkkanals einstellen. Da ein ARQ-Verfahren jedoch zusätzliche Paketverzögerungen 
erzeugt, ist es nicht für jeden Anwendungsbereich geeignet. 
 
Die vorgestellten Reservierungsverfahren können hingegen nicht mit einem ARQ-
Verfahren zusammenarbeiten, da hierdurch die Gesamtkapazität des Mediums variiert. 
Damit werden die einmal getroffenen Zusagen einer Dienstgüte unwirksam. Ein FEC-
Verfahren ist für Reservierungsverfahren geeigneter. Die zusätzliche Paketfehlerrate 
schmälert jedoch die reservierte Dienstgüte. 
5.1.4 Zusammenfassung und Vergleich der Verfahren 
Adaptive Anwendungen können eingeschränkt in Netzen mit geringen Kapazitäten einge-
setzt werden. Durch ihren interaktiven Charakter entsehen jedoch höhere Paketfehlerraten. 
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Die erreichte Dienstgüte ist also geringer. Da sich die Anwendungen durch ihre adaptive 
Funktionalität auf neue Bedingungen einstellen können, sind sie für Netze mit Handover-
Vorgängen geeignet. Übersteigt die durch das Übertragungsmedium verursachte Paketfeh-
lerrate nicht einen gewissen Schwellenwert, können sie auch in Netzen mit hohen Paket-
verlusten verwendet werden. 
 
Klassische Bandbreitenreservierungen versagen in Mobilfunknetzen. Sowohl Systeme für 
die einfache Kontrollierung der Netzlast, als auch Reservierungssysteme mit Einbeziehung 
von Paketverzögerungen, erreichen in Mobilfunknetzen nur eine geringe Netzauslastung. 
Der Grund ist, dass Messverfahren in schmalbandigen Netzen keinen Vorteil erwirken und 
dass die Reservierung von Peak-Raten zu einer zu geringen Netzauslastung führt. Nach 
einem Handover-Vorgang müsste durch ein Reservierungsprotokoll die bereits zugesagte 
Dienstgüte erneut ausgehandelt werden. Es können keine Netzwerkdienste mit Paketwie-
derholungen verwendet werden, da dies zu variierenden Ausgangsdatenraten führt und die 
Zulassungstestes der Reservierungsverfahren nicht länger gültig sind. 
 
Tabelle 5.1 fasst die Ergebnisse dieser Analyse zusammen. 
 
 Eignung mit wenigen 
Verbindungen und 
niedrigen Kapazitäten 
Neuzuweisungen der 
Dienstgüte bei Hand- 
over-Vorgängen 
Variierende Über-
tragungsleistung 
und Paketfehlerra-
ten 
Einfache Verkehrs-
beschreibung mög-
lich 
Adaptive An-
wendungen 
Ja Ja Ja/Nein Ja 
Kontrollierte 
Last 
Nein Nein Nein Ja 
Reservierung mit 
Garantierten 
Dienst 
Nein Nein Nein Nein 
Reservierung mit 
Erwarteten 
Dienst 
Nein Nein Nein Nein 
Differenzierte 
Dienste 
Nein Nein Nein Ja 
Tabelle 5.1: Gegenüberstellung der Überlastkontrollverfahren bezüglich ihrer 
Eignung in Mobilfunksystemen 
 
Ein weiteres Kriterium ist die Realisierbarkeit von Verkehrsbeschreibungen. Die meisten 
Anwendungen können eine Durchschnittsbandbreite angeben, die für die gesamte Verbin-
dung bis auf eine gewisse Toleranz eingehalten wird.  
 
Für den Erwarteten Dienst verlangt das CSZ-Schema die Angabe der Verkehrsspezifikati-
on in Form eines Token-Bucket-Filters. Viele Anwendungen können jedoch keine Token-
Bucket-Spezifikation des Ausgangsdatenstroms angeben, da die Parameter für die Bucket-
Tiefe zum Zeitpunkt einer Reservierung nicht bekannt sind. So könnte man beispielsweise 
für einen bereits vorliegenden Spielfilm durch eine Bildanalyse die Token-Bucket-
Parameter bestimmen. Bei einer Live-Videokonferenz ist dies jedoch nicht der Fall. Die 
Bewegungen und Kameraschwenks können nicht vorhergesehen werden. Daher sind die 
entsprechenden Token-Bucket-Parameter meist nicht im Voraus zu bestimmen. Um dem 
entgegenzuwirken, müsste man genügend große Werte für die Bucket-Tiefe angeben, was 
wiederum die Gesamtauslastung reduziert. 
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Reservierungsverfahren, die eine solche Verkehrsspezifikation verlangen, sind also erheb-
lich schwieriger zu realisieren als andere Verfahren [Rei96]. 
5.2 Nutzung adaptiver Netzwerkkomponenten zur Verbesserung 
der Dienstgüte 
Die Analysen des vorherigen Abschnitts haben gezeigt, dass es bisher kein geeignetes Sy-
stem für die Überlastkontrolle und der Bereitstellung von Dienstgüte für Real-Time-
Übertragungen in Mobilfunknetzen gibt. 
Es ist jedoch offensichtlich, dass die adaptiven Anwendungen das meiste Potential aufwei-
sen. Sie haben deutliche Vorteile, weil die Verkehrsbeschreibung ein Ratenintervall vor-
gibt und die so gesteuerte Verbindungen sich durch ihr adaptives Verhalten flexibel an die 
aktuellen Gegebenheiten anpassen. Dies ist insbesondere bei einem Handover von Vorteil. 
Dennoch verbleiben einige wesentliche Probleme: 
❑ Durch das oszillierende Verhalten verbleibt eine gewisse Grundpaketfehlerrate, die 
größer als der Verlustschwellenwert ist. Eine Redundanz in der Übertragung kann das 
Problem schlecht lösen, da die Varianz der Paketfehlerrate sehr groß ist (vgl. Abschnitt 
4.1). 
❑ Das oszillierende Verhalten der Datenraten bewirkt, dass für den Anwender eine stän-
dige Änderung der Dienstgüte wahrnehmbar ist. Bei einer Videoübertragung erkennt 
der Anwender eine sich ständig ändernde Bildqualität. 
❑ Das Verfahren kann nicht in Systemen mit hohen Paketfehlerraten arbeiten, wenn die 
Paketfehlerrate des Übertragungsmediums den Verlustschwellenwert zeitweise über-
schreitet. 
❑ Senden alle Quellen mit ihrer kleinsten Senderate, so können zusätzliche Verbindungen 
hinzukommen. Dadurch kollabiert das System, da keine Verbindung ihre minimale Da-
tenrate erreichen kann. 
 
Um diese verbleibenden Probleme zu lösen, wird hier eine spezielle Netzarchitektur vorge-
schlagen. Ziel ist es, die Effizienz adaptiver Anwendungen zu verbessern, indem spezifi-
sche Operationen direkt an den Netzwerkflaschenhälsen ausgeführt werden. Hierfür wird 
eine Servicearchitektur benötigt, die Teile der Anwendungen innerhalb des Netzwerkes 
verlagert. Kern dieser Architektur ist der so genannte Adaptive Controller. Dieser soll die 
Zulassungskontrolle, Fehlerkontrolle und Ratenanpassung vornehmen. 
Der Vorteil des Adaptiven Controllers ist es, dass Funktionen, wie z. B. die Ratenanpas-
sung, von anwendungsspezifischen Prozessen vorgenommen werden. Im Gegensatz zu 
einem einfachen FIFO-Router werden also nicht einfach beliebige Pakete, für die kein 
Platz in den Eingangswarteschlagen vorhanden sind, verworfen. Stattdessen werden an-
wendungsspezifische Prozeduren gestartet, die eine dedizierte Reduktion der Netzlast vor-
nehmen. 
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Abbildung 5.1: Protokollstapel eines Adaptiven Controllers 
 
Abbildung 5.1 zeigt den Protokollstapel eines Adaptiven Controllers. Im Gegensatz zu 
einem Router verfügt der Controller über eine Ebene der Transport- und Anwendungs-
schicht. Sowohl die Transportschicht als auch die Anwendungsschicht kann auf Statistiken 
und Parameter der Netzwerk- und MAC/LLC-Schicht zurückgreifen. Wichtige Parameter 
sind hier die Füllstände der Warteschlagen der Netzwerkschicht, die Bitfehlerraten auf der 
MAC/LLC-Schicht sowie die zur Verfügung stehenden ARQ- und FEC-Protokolle. 
 
Die Adaptiven Controller sollten möglichst in den Basisstationen der Zugangsnetzwerke 
platziert werden. Dies setzt jedoch ein vollständig paketorientiertes Mobilfunknetz voraus, 
in der die Basisstationen eine Netzwerkschicht enthalten. Sollte dies nicht der Fall sein, so 
kann der Adaptive Controller auch an der Schnittstelle zum Core-Netzwerk platziert wer-
den. Die entsprechenden Informationen bezüglich Bitfehlerraten und der verwendeten Si-
cherungsprotokolle müssen über entsprechende Signalisierungsprotokolle des Access-
Netzwerks zwischen der Basisstation und des Adaptiven Controllers ausgetauscht werden. 
In Abbildung 5.2 werden die Platzierungsmöglichkeiten des Adaptiven Controllers aufge-
zeigt. 
 
Access Netzwerk A
Adaptive
Controller
IP-basiertes
Core
Netzwerk
Access Netzwerk B
 
Abbildung 5.2: Platzierung von adaptiven Controllern innerhalb eines Mobil-
funknetzes 
 
Die Verwendung des adaptiven Controllers setzt voraus, dass im Festnetz, d. h. auch im 
Core Netzwerk und in den fest verdrahteten Verbindungen des Access-Netzwerks, eine 
genügende Dienstgüte zur Verfügung steht, die entweder durch eine ausreichend große 
Dimensionierung der Leitungskapazitäten oder durch entsprechende Reservierungsproto-
kolle (vgl. Kapitel 4) erreicht wird. Grundsätzlich kann jedoch angenommen werden, dass 
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im Vergleich die Dienstgüte des Festnetzes um ein Vielfaches größer ist als die Dienstgüte, 
die auf der Luftschnittstelle eines Mobilfunknetzes zur Verfügung gestellt werden kann. 
 
Auf dem Pfad einer bidirektionalen Kommunikationsverbindung befinden sich ein oder 
zwei Adaptive Controller, je nachdem ob nur einer oder beide Kommunikationspartner 
über ein Mobilfunknetz kommunizieren. Der Adaptive Controller versucht lediglich die 
Dienstgüte bei der Übertragung über die Luftschnittstelle des Mobilfunknetzes zu verbes-
sern. Für eine Ende-zu-Ende Kommunikationsverbindung muss also beachtet werden, dass 
die Gesamtdienstgüte sich aus der Dienstgüte des Festnetzes und der jeweiligen Dienstgüte 
der Mobilfunknetze zusammensetzt: 
QoSGesamt = QoSUplink + QoSFestnetz + QoSDownlink 
Dabei kann der Anteil QoSUplink oder QoSDownlink jeweils entfallen, falls einer der Teilneh-
mer am Festnetz angebunden ist. 
 
Für die praktische Realisierung des Adaptiven Controllers ergeben sich verschiedene Mög-
lichkeiten. Hier muss unterschieden werden, ob es sich um ein statisches oder dynamisches 
System handelt. Ein statisches System installiert eine feste Funktionalität innerhalb des 
Adaptiven Controllers. Hierzu kann ein einfaches RTP-Zwischensystem dienen. 
 
Ein dynamischen System ist jedoch von Vorteil, da der Adaptive Controller nur aus einer 
Ausführungsumgebung von Softwareprozessen besteht. Er kann also zur Laufzeit um aktu-
ell benötigte Prozeduren erweitert werden. Solch ein dynamisches System kann beispiel-
weise durch ein Aktives Netz realisiert werden [TSS97]. Denkbar ist auch die Realisierung 
eines dynamischen Systems durch ein mobiles Agentensystem [PKL97] oder durch den 
entfernten Prozeduraufruf [Tan94]. 
5.3 Überlastkontrolle durch adaptive Netzkomponenten 
Das in diesem Abschnitt vorgestellte Verfahren nutzt die Netzwerkarchitektur aus Ab-
schnitt 5.2 zur Verbesserung der Dienstgüte, die adaptive Anwendung in einem Mobil-
funkszenario erreichen. Der Ansatz integriert eine Bandbreitenanpassung, die in jeder 
adaptiven Senderapplikation vorhanden ist, in den Adaptiven Controller. Hierdurch soll 
erreicht werden, dass die Bandbreitenanpassung am Netzflaschenhals durch eine anwen-
dungsspezifische Softwarekomponente innerhalb des Adaptiven Controllers durchgeführt 
wird. 
 
Im Vergleich zum traditionellen Modell der adaptiven Anwendungen, wie sie in Kapitel 4 
vorgestellt werden, befinden sich nun eine oder mehrere zusätzliche Adaptionskomponen-
ten innerhalb des Netzwerks. Abbildung 5.3 zeigt den schematischen Aufbau im Vergleich 
zu traditionellen adaptiven Anwendungen (vgl. Kapitel 4. Abbildung 4.1). Hierbei könnte 
das Netzwerk rechts vom Adaptiven Controller lediglich aus der Übertragung über die 
Luftschnittstelle bestehen. In diesem Szenario würde dann ein Festnetzteilnehmer mit ei-
nem Mobilfunkteilnehmer kommunizieren. 
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Abbildung 5.3: Die Adaptionskomponente einer adaptiven Anwendung inner-
halb eines Adaptiven Controllers 
 
Um eine Überlast am vom Adaptiven Controller verwalteten Netzknoten zu vermeiden, 
kontrolliert die Adaptionskomponente die Füllstände der Eingangswarteschlangen. Ist ein 
gewisser Füllstand der Größe Mq überschritten, so werden Adaptionsprozeduren gestartet, 
welche die Datenrate der Eingangsströme reduziert, so dass die Summe aller Eingangsraten 
Ri kleiner als die Ausgangsrate T ist. Die Eingangswarteschlangen sind durch einfache FI-
FO-Warteschlangen realisiert. 
 
Es befinden sich also jeweils weniger als Mq Bits in einer Eingangswarteschlange. Die ma-
ximale Wartezeit eines eintreffenden Datenpaketes ist damit durch Mq/T begrenzt. 
Die Realisierung der Adaptionsprozeduren kann, wie in Abschnitt 2.2 beschrieben, vielfäl-
tig sein. Die Reduzierung kann beispielsweise durch Re-Quantisierung, Löschen von nie-
derpriorisierten Paketen oder einer Neucodierung mit anderen Codierungsparametern oder 
Kompressionsmethoden erfolgen. 
 
Die Umsetzung eines solchen Systems kann mit einfachen Standardprotokollen geschehen. 
Das Transportprotokoll RTP verfügt bereits über die Möglichkeit, auf Anwendungsebene 
aufsetzende, Zwischenstationen in den Kommunikationspfad aufzunehmen. Hierzu kann 
ein RTP-Translator oder RTP-Mixer verwendet werden (vgl. Abschnitt 2.3.3). 
 
Das Protokoll zum Verbindungsaufbau muss hierzu den Translator oder Mixer in den 
Kommunikationspfad einbeziehen. Dies kann durch die Protokolle H.323 [H323] oder SIP 
[Han99] realisiert werden (vgl. Abschnitt 2.3.4). Die verwendeten Endanwendungen müs-
sen also nicht unbedingt abgeändert werden. 
 
Um die Adaptionsprozeduren des Adaptiven Controllers zu entlasten, sollte zusätzlich eine 
Ende-zu-Ende Überlastkontrolle stattfinden. Hierfür kann beispielsweise das DAA-
Verfahren verwendet werden. Die Adaptionsprozeduren verwenden hierzu die gleichen 
Sequenznummern wie die jeweiligen Eingangsströme. Werden Pakete eingespart, so wird 
eine entsprechende Anzahl von Sequenznummer übersprungen. Der Empfänger erkennt 
diese durch die Adaptionsprozeduren eingesparten Pakete als Paketverluste und sendet die 
Prozentzahl der verloren gegangenen Pakete durch RTCP-Nachrichten zum Sender. Der 
Sender nimmt nun die gleichen Adaptionsentscheidungen vor, wie er es ohne die Zwi-
schenschaltung eines Adaptiven Controllers getan hätte. Abbildung 5.4 zeigt diese Vorge-
hensweise. 
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Abbildung 5.4: Sequenznummernanpassung bei der Reduzierung von Daten-
strömen innerhalb von Netzwerkknoten 
5.4 Adaptive Zulassungskontrolle mit Einhaltung von heteroge-
nen Zeitschranken 
Der einfache Überlastmechanismus, wie er im vorherigen Abschnitt vorgestellt wurde, hat 
viele Vorteile gegenüber den bisherigen Verfahren. Er verbessert die Dienstgüte unter Bei-
behaltung der Flexibilität der adaptiven Anwendungen. Einige Nachteile sind dennoch 
geblieben: 
 
❑ Das Verfahren kann nicht verhindern, dass Pakete aufgrund von Übertragungsfehlern 
auf der Luftschnittstelle verloren gehen. Zudem reduzieren die Endanwendungen ihre 
Rate, falls Pakete auf der Luftschnittstelle verloren gehen und die Paketfehlerrate den 
Verlustschwellenwert übersteigt. In Mobilfunknetzen mit hohen Bitfehlerraten ist das 
System also nur für den Einsatz mit Link-Layer ARQ-Verfahren geeignet. 
 
❑ Falls zu viele Verbindungen aktiv sind und die Summe der minimalen Bandbreiten die 
Gesamtbandbreite überschreitet, so kollabiert das System. Da auch der Adaptive Con-
troller die Bandbreite der einzelnen Verbindungen nicht unter Rmin senken kann, be-
kommt keine der Verbindungen den minimal benötigten Durchsatz. Eine 
Kommunikation ist also für keinen Teilnehmer mehr möglich. 
 
❑ Durch die Wahl des Schwellenwertes Mq wird eine Obergrenze der Paketverzögerung 
konfiguriert, die durch den Paket-Scheduler verursacht wird. Das System geht also da-
von aus, dass alle Verbindungen die gleichen Anforderungen bezüglich einer maxima-
len Verzögerung haben. Dies ist in der Praxis nicht immer der Fall. Hier gibt es 
Unterschiede zwischen verschiedenen Entfernungen der Kommunikationspartner oder 
der Charakteristik der zu übertragenen Informationen. 
 
❑ Das System ist nur für den Downlink geeignet, da die Adaption auf der Seite des mobi-
len Gerätes nur indirekt über eventuelle Paketverluste beeinflusst wird. Die Datenmen-
ge für die Uplink-Übertragung kann nicht beeinflusst werden. 
 
Im Folgenden wird eine weitgehende Erweiterung des im vorherigen Abschnitt vorgestell-
ten Verfahrens beschrieben. Diese weist die soeben genannten Nachteile nicht auf und 
kann somit ein breiteres Einsatzgebiet abdecken. 
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5.4.1 Verkehrsklassen 
Das System unterscheidet zwei Verkehrsklassen. Die erste Klasse ist die Real-Time Mul-
timedia-Klasse. Pakete dieser Klasse transportieren Informationen, die vor dem Ablauf 
einer Zeitschranke einen Verkehrsknotenpunkt passieren müssen (Real-Time). Ein Beispiel 
hierfür sind WWW-Seiten mit einer begrenzten Auslieferungszeit, Videobilder die inner-
halb eines festgelegten Zeitrahmens den Empfänger erreicht haben müssen oder Audio-
Samples einer Sprachübertragung. 
 
Die andere Verkehrsklasse ist die so genannte Best-Effort Klasse. Verbindungen nutzen 
die Best-Effort Klasse, falls keine Verzögerungsgrenzen für die Auslieferung der Informa-
tionen vorliegen. Beispiele hierfür sind der File-, E-Mail-Transfer oder auch die Übertra-
gung von Web-Seiten. 
Diese Einteilung ist an das CSZ-Schema angelehnt. Die beiden Klassen sind vergleichbar 
mit dem Erwarteten Dienst und dem Best-Effort Dienst. 
Auf einen garantierten Dienst wurde hier verzichtet, da Garantien aufgrund der hohen Pa-
ketfehlerrate von Mobilfunknetzen kaum vergeben werden können. Zudem ist die zu er-
wartende Auslastung sehr gering, da für eine strikte Einhaltung von Verzögerungsgrenzen 
Peak-Raten zur Reservierung herangezogen werden müssen. 
5.4.2 Verkehrsbeschreibung 
Die Art der Zulassungskontrolle und des Paket-Schedulings wird stark durch die Art der 
Verkehrsbeschreibung bestimmt. Die bisherigen Verkehrsbeschreibungen erscheinen je-
doch wenig geeignet für aktuelle (adaptive) Anwendungen. So ist für eine Videoanwen-
dung die Tiefe b des Token-Buckets schwer festzustellen, da die Peak-Rate von der 
aktuellen Bewegung abhängt. Zudem kann bei der Änderung der Datenrate ein neuer Wert 
für (r,b) nur schwer gefunden werden, da b nicht immer proportional zu r gewählt werden 
kann. Wird die Konfiguration den Benutzern überlassen, so sind diese sicherlich überfor-
dert. 
In diesem Ansatz wird daher eine sehr einfache Form der Verkehrsbeschreibung für die 
Zulassungskontrolle gewählt. Diese besteht lediglich aus der Angabe einer durchschnittli-
chen Datenrate. Eine solche Verkehrsbeschreibung erlaubt jedoch zunächst keine Be-
schreibung einer Dienstgüte für die Einhaltung von Verzögerungsgrenzen. 
Um dennoch die Einhaltung von Verzögerungsgrenzen zu erreichen, verwendet das Ver-
fahren eine 2-stufige Verkehrsbeschreibung. Hierzu wird eine einfache Verkehrsbeschrei-
bung beim Verbindungsaufbau zum Zwecke einer Reservierung signalisiert. In den 
Datenstrom werden dann während einer laufenden Verbindung weitere Informationen ein-
gegliedert, welche die Einhaltung von Verzögerungsgrenzen erwirken sollen. Zur Einhal-
tung der Zeitschranken wird der Adaptive Controller verwendet, der die eingebetteten 
zusätzlichen Verkehrsbeschreibungen auswertet. 
 
Ein Datenstrom wird dabei in so genannte Synchronisationseinheiten aufgeteilt. Diese be-
stehen aus einer aufeinanderfolgenden Sequenz von Paketen, die zusammen jeweils so 
genannte Synchronisationseinheiten bilden. Eine Synchronisationseinheit ist dadurch cha-
rakterisiert, dass die enthaltenen Pakete zusammen einer Verzögerungsgrenze unterliegen. 
Bei multimedialen Übertragungen ist dies meist ein multimediales Objekt, welches eine 
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Grenze für den Ausspielzeitpunkt beim Empfänger hat. Beispiele hierfür sind Videobilder, 
Web-Seiten mit Verzögerungsgrenzen oder Audio-Samples. 
 
Abbildung 5.5 zeigt ein Beispiel eines aus Videobildern bestehenden Datenstroms. Im obe-
ren Bild bildet jedes Videobild eine einzelne Synchronisationseinheit. Hingegen bilden im 
unteren Bild jeweils zwei aufeinanderfolgende Videobilder eine Einheit. Hierbei dürfen 
sich Synchronisationseinheiten überlappen. 
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Abbildung 5.5: Synchronisationseinheiten eines Paketstroms am Beispiel von 
Videobildern 
 
Jede Synchronisationseinheit wird beschrieben durch die maximale Ende-zu-Ende Verzö-
gerung der gesamten Einheit, der Anzahl der zugehörigen Pakete und ihrer Gesamtgröße. 
5.4.3 2-stufige Zulassungskontrolle 
Unter Verwendung einfacher Verkehrsbeschreibungen in Form von Durchschnittsraten und 
der Einteilung der Datenströme in Synchronisationseinheiten wird eine 2-stufige Zulas-
sungskontrolle durchgeführt. Hierzu signalisiert ein Datenstrom zu Beginn einer Verbin-
dung ein Zulassungskontrollpaket (Admission Control Packet – AC-Paket). Der 
Datenstrom folgt dem AC-Paket und besteht immer aus einer Folge von Synchronisations-
einheiten. Die einzelnen Synchronisationseinheiten werden durch vorrangehende Synchro-
nisationskontrollpaket (Synchronisation Control Packet – SC-Paket) beschrieben. 
Abbildung 5.6. zeigt die Abfolge eines solchen Datenstroms. 
3 3 3
Frame 3 Frame 1Frame 2
2 2 2 2 2 2 1 1 1 1
Zeit t
Sync 3 Sync 2 Sync 1
SCP ACP
 
Abbildung 5.6: Substreaming von Synchronisationskontrollinformationen 
 
Das AC-Paket enthält die einfache Verkehrsbeschreibung des Datenstroms sowie die Pa-
rameter der adaptiven Anwendung. Dies ist die gewünschte Rate R, die minimale Rate Rmin 
und die Maximalrate Rmax. Der Inhalt eines AC-Paketes ist in Tabelle 5.2 zusammenge-
fasst. 
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Admission Control Packet (ACP) 
ID id 
Rate R 
Maximale Rate Rmax 
Minimale Rate Rmin 
Tabelle 5.2: Parameter eines Zulassungskontrollpaketes (ACP) 
 
Bei Erhalt des AC-Paketes wird eine vorläufige Zulassungskontrolle eines Datenstroms an 
einem Netzwerkknoten durchgeführt. Hierbei wird lediglich getestet, ob genügend Band-
breite für die neue Verbindung zur Verfügung steht. Diese Zulassungstestes sind ver-
gleichbar mit denen des Zulassungskontrollverfahrens zur Kontrollierung der Netzlast: 
 
Sei v die maximale zu Verfügung stehende Bandbreite und vˆ  die aus aktuellen Messungen 
ermittelte tatsächlich genutzte Bandbreite. Ferner sei Rmin die niedrigste und Rmax die höch-
ste von der Verbindung i angebotene Datenrate. 
 
Verbindung i wird für den Real-Time-Multimedia Dienst zugelassen, wenn gilt dass 
( ) minRvv ≥−  . 
In diesem Fall wird unter Berücksichtigung von Rmax der Verbindung i die maximale zur 
Verfügung stehende Bandbreite 
( ){ }max,min RvvR −=   
zugeteilt. 
 
Falls  
( ) minRvv <−  ,  
kann die Verbindung nicht aufgenommen werden. Gegebenenfalls muss hier eine Neuver-
teilung der bereits zugewiesenen Datenraten erfolgen. Ein Verfahren zur Neuverteilung der 
Datenraten an die bereits zugelassenen Verbindungen wird in Abschnitt 5.4.7 vorgestellt. 
 
Bei einem Handover und einem damit verbundenen Wechsel des Adaptiven Controllers 
leitet der alte Adaptive Controller eine zur Verbindung gehörende Kopie eines AC-Paketes 
an den neuen Adaptiven Controller weiter. 
 
Admission Control Pakete können in geringen Zeitabständen im Datenstrom wiederholt 
werden. Dies ermöglicht die Signalisierung von Ratenänderungswünschen beteiliger 
Kommunikationspartner. Dabei können AC-Pakete in beide Richtungen übertragen wer-
den. 
 
Im einfachsten Fall ist die Senderanwendung der Absender eines AC-Paketes, um so eine 
Zulassung an Adaptiven Controllern zu erlangen. Bei einer negativen Zulassungskontrolle 
kann jedoch ein AC-Paket auch vom Adaptiven Controller versendet werden. Dieses Paket 
enthält dann Datenraten, die an dem jeweiligen Knoten noch zugelassen werden können. 
Der Sender empfängt dieses Paket und kann den von ihm abgesendeten Datenstrom abän-
dern. Auch kann der Empfänger eines Datenstroms ein AC-Paket zurück an den Sender 
schicken. Diese Funktionalität wird benötigt, wenn beispielsweise der Empfänger durch 
die ihm zugesendete Datenrate überlastet ist. 
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Durch die ständige Wiederholung der AC-Pakete wird dem Auftreten von Fehlern durch 
den Verlust von AC-Paketen vorgebeugt. Zusätzlich stehen bei einem Handover die aktuel-
len Zulassungskontrollinformationen schneller beim neuen Adaptiven Controller zur Ver-
fügung. 
 
Nach Erhalt eines SC-Paketes wird eine weitere Zulassungskontrolle für jede Synchronisa-
tionseinheit durchgeführt. Hierfür enthält das SC-Paket die in Tabelle 5.3 aufgeführten 
Parameter. Dies ist die maximale Zeit I nach der die gesamte Synchronisationseinheit den 
Verkehrsknoten passiert haben muss, die Anzahl der enthaltenen Pakete N und die Ge-
samtgröße der Einheit S. Ein weiterer Parameter enthält eine Kennnummer des zur Verbin-
dung gehörenden AC-Paketes. Somit ist eine Zuordnung der SC-Pakete zu einer laufenden 
Verbindung und den darin übertragenen AC-Paketen möglich ist. 
 
Synchronisation Control Packet (SCP) 
Anzahl der Pakete in der Synchronisationseinheit N 
Maximale Übertragungsverzögerung  I 
Gesamtgröße s 
ACP ID Id 
Tabelle 5.3: Parameter eines Synchronisationskontrollpaketes (SCP) 
 
Die Zulassungskontrolle prüft, ob die Synchronisationseinheit unter Berücksichtigung der 
aktuellen Ausgangsdatenrate in der durch den Parameter I vorgegeben Zeit weitergeleitet 
werden kann. Falls dies nicht der Fall ist, wird die maximale Datenmenge berechnet, die in 
der Zeiteinheit I übertragen werden kann. Die Synchronisationseinheit wird dann vom 
Adaptiven Controller auf die benötigte Größe reduziert. 
5.4.4 Paket-Scheduler 
Der Paket-Scheduler wird mit Hilfe einer EDD-Warteschlange und einer FIFO-
Warteschlage realisiert. Die Pakete beider Warteschlangen werden durch eine HOL-
Scheduling Disziplin abgearbeitet (vgl. Abbildung 5.7). Bei der Zulassungskontrolle durch 
das AC-Paket werden Pakete eine Verbindung mit erfolgter Zulassung von einem Paket-
klassifizierer (Cl) in die EDD-Warteschlange weitergeleitet. Pakete abgelehnter Verbin-
dungen und Verbindungen ohne Realzeitcharakteristik werden in die FIFO-Warteschlange 
des Best-Effort Dienstes eingereiht. Ein HOL-Scheduler leitet die Pakete von der EDD-
Warteschlange des Real-Time Dienstes und der FIFO-Warteschlange des Best-Effort 
Dienstes an das Outputinterface weiter. Somit haben die Pakete des Real-Time Dienstes 
immer Priorität vor denen des Best-Effort Dienstes. 
 
FIFO
HOLClInput Output
EDD
Real-Time Multimedia
Best-Effort
 
Abbildung 5.7: Ein Paket-Scheduler für die adaptive Zulassungskontrolle unter 
Einhaltung von Zeitschranken 
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Für jedes Paket i des Real-Time Multimedia Dienstes wird eine maximale Verzögerung 
ermittelt und entsprechend in die EDD-Warteschlange eingeordnet. Hierzu wird der letzt-
mögliche Übertragungszeitpunkt kalkuliert, indem die aktuelle erwartete Übertragungs-
dauer der einzelnen Pakete einbezogen wird: 
 
( ) [ ]NiptiNItdeadline ji ..1mit ∈−−+=  
 
Dabei ist pt j  die maximale Übertragungsverzögerung für ein Paket, welches zum Client j 
übertragen wird. Ein geeigneter Wert für pt j  muss vom Link-Layer übergeben werden. 
Hier spielen insbesondere die Art der Fehlerkorrektur, Flusskontrolle und die aktuelle Bit-
fehlerrate eine Rolle. t stellt die Ankunftszeit des Paketes am Scheduler dar. Die Parameter 
I und N sind aus dem SC-Paket übernommen. 
 
Durch die strikte prioritätengesteuerte Eigenschaft der EDD-Warteschlange des Schedulers 
und der Prioritisierung durch den HOL-Scheduler, lässt sich nun die Zulassungskontrolle 
der einzelnen Synchronisationseinheiten bestimmen. 
5.4.5 Zulassungskontrolle für Synchronisationseinheiten 
Erreicht ein SC-Paket den Scheduler, so kann die Zulassungskontrolle anhand der bereits 
zugelassenen Einheiten, der noch zu übertragenen Pakete dieser Einheiten und der Größe 
und Zeitbeschränkung der neu zuzulassenden Einheit bestimmen, ob unter den aktuellen 
Übertragungsbedingungen die erwünschte Verzögerung eingehalten werden kann. 
 
Sei kS  die zum Zeitpunkt kt  am Adaptiven Controller ankommende k-te Synchronisati-
onseinheit einer bereits zugelassenen Verbindung. Dann enthält das dazugehörige Syn-
chronisationskontrollpaket k die maximale Verzögerung von kI  und die Größe ks  der zu 
übertragenen Daten. 
 
Weiterhin sei A die Menge der bereits zugelassenen und noch nicht vollständig versendeten 
Synchronisationseinheiten. Die in A enthaltenen Einheiten iS  sind charakterisiert durch 
eine Deadline id , welche angibt bis zu welchem Zeitpunkt die gesamte Einheit den Ver-
kehrsknoten verlassen haben muss, damit die jeweils maximale Verzögerungsgrenze von 
iI  eingehalten wird. 
 
Die Deadline id  lässt sich somit zum Zeitpunkt it  der Zulassungsprüfung von iS  einmalig 
berechnen durch  
iii Itd +=  
Zum Zeitpunkt kt  der Zulassungskontrolle von kS  kann die maximale Transferdauer itr  
der noch verbliebenen Daten si der Synchronisationeinheiten ASi ∈  angegeben werden 
durch 
i
i
i
r
s
tr = , 
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wobei ir  die aktuelle Ausgangsdatenrate der Verbindung ist, zu der Synchronisationsein-
heit iS  gehört. Die Rate ir  ist abhängig von den eigentlichen Kanaleigenschaften, also der 
aktuellen Güte des Übertragungskanals und der damit verbundenen Bitfehlerrate. 
 
Die für die neue Synchronisationseinheit maximal zur Verfügung stehende Übertragungs-
zeit ist 
( )( )
{ }{ }∑ ∑<∧∈∈ <−∧≥∧∈∈
−−
+=
kii kiikiiddASii dtrdddASii ii
iiki
i
i
trr
trdds
r
sT . 
Zur Berechnung von T werden die Transferdauern der Synchronisationseinheiten addiert, 
deren Deadline sich vor der Deadline der neu zuzulassenden Synchronisationseinheit be-
findet. Ist die Deadline der neuen Synchronisationseinheit früher als die Deadline einer 
bereits zugelassenen Einheit, dann wird der entsprechende Anteil der sich mit der Trans-
ferdauer der zuzulassenden Einheit überlappenden Zeit addiert. 
 
Innerhalb der Zeitspanne T kann die jeweilige Verbindung, zu der die Synchronisations-
einheit k gehört, maximal M Dateneinheiten übertragen: 
TrM k=  
Die Synchronisationseinheit kS  kann also nicht mit der gewünschten Verzögerung kI  
übertragen werden, falls  
ksM < . 
Bei einer negativen Zulassungskontrolle muss der Adaptive Controller die Synchronisati-
onseinheit mindestens auf die Größe M reduzieren. 
 
Ein weiterer Zulassungstest prüft, ob genügend Speicherplatz für die neu eintreffende Syn-
chronisationseinheit vorhanden ist. Haben die eintreffenden Einheiten niedrige Anforde-
rungen an die Verzögerungsgrenze, so kann ein nicht unerheblicher Speicherplatz benötigt 
werden. Unter der Annahme, dass alle Pakete bereits zugelassener Synchronisationseinhei-
ten und die neu zugelassene Synchronisationseinheit direkt nach der Zulassung von kS  
eintreffen, ist der maximal benötigte Speicherplatz AB  der zugelassenen Einheiten nach 
der Zulassung von kS  begrenzt durch 
∑
∈
+=
AS
ikA
i
ssB   . 
Eine Synchronisationseinheit wird also nicht zugelassen, falls  
MAX
AS
ikA BssB
i
>+= ∑
∈
  , 
wobei MAXB  die maximale für den Real-Time Multimedia Dienst zur Verfügung stehenden 
Buffergröße ist. Bei einem negativen Buffertest muss der Adaptive Controller die Größe 
der Synchronisationseinheit auf mindestens 
∑
∈
−=
AS
iMAX
i
sBB  
reduzieren. 
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5.4.6 Multi-Hop-Betrachtungen 
Beim Einsatz des Systems in einem Mobilfunknetz können unter Umständen zwei Adapti-
ve Controller zum Einsatz kommen, je nachdem ob eine Teilnehmerseite am Festnetz an-
gebunden ist oder ebenfalls eine drahtlose Verbindung verwendet. Der erste Adaptive 
Controller muss die resultierende Größe der Synchronisationseinheit und die Paketanzahl 
einer eventuell angestrebten Adaption vor dem Weiterleiten des SC-Paketes im SC-Paket 
abändern. 
 
Erreicht eine Synchronisationseinheit einen zweiten Adaptiven Controller sollte die Ver-
kehrscharakteristik der Synchronisationseinheit wieder hergestellt werden. Hierzu muss 
der Jitter der einzelnen Pakete ausgeglichen werden, der durch eine zu frühe Aussendung 
am ersten Adaptiven Controller entstehen kann. Dies geschieht, indem die Anzahl der 
Zeiteinheiten J der zu frühen Aussendung des SC-Paketes am ersten Adaptiven Controller 
in das SC-Paket eingetragen wird. 
 
Der Jitter J kann beim ersten Adaptiven Controller mit  
jptNIJ −=  
berechnet werden.  
Die Berechnung der Paket-Deadline am zweiten Adaptiven Controller ändert sich dann zu 
 
( ) [ ]NiptiNItJdeadline ji ..1mit  ∈−−++= . 
5.4.7 Ratenzuweisung und Gewinnoptimierung 
Das vorgestellte Zulassungskontrollverfahren erlaubt es jeder Verbindung zum Zeitpunkt 
der Zulassungskontrolle eine minimale und eine maximale Datenrate anzugeben. Jede Rate 
zwischen diesen beiden Werten wird von den Kommunikationsteilnehmern akzeptiert. Die 
Zulassungskontrolle kann eine Rate zuweisen, die zwischen diesen beiden Werten liegt 
und somit eine geeignete Optimierung nach verschiedenen Kriterien vornehmen. 
 
Es stellt sich nun die Frage, mit welcher Datenrate eine Verbindung aufgenommen werden 
soll, falls die Zulassungskontrolle eine Wahl zwischen minR  und maxR  treffen kann. Zusätz-
lich besteht die Möglichkeit, die Datenratenzuweisung der einzelnen Verbindungen so ab-
zuändern, dass eine weitere Verbindung aufgenommen werden kann, die sonst aufgrund 
nicht zur Verfügung stehender Kapazitäten abgelehnt werden würde. 
 
Eine Methode zur Ratenzuweisung kann nur angegeben werden, wenn eine Abbildung der 
einzelnen Raten auf den Nutzen und die Kosten der Endteilnehmer oder Netzbetreiber be-
kannt ist. 
 
Hier muss zwischen einem Nutzer- und Betreiberoptimum unterschieden werden. Während 
der Betreiber möglichst viele Nutzer mit möglichst hohen Datenraten zulassen möchte, will 
ein Teilnehmer eine möglichst konstante Dienstgüte zugesichert bekommen. In manchen 
Fällen deckt sich das Nutzer und Betreiberoptimum. Da der Adaptive Controller vom 
Netzbetreiber eingesetzt, gewartet und auch verwaltet wird, wird im Folgenden immer vom 
Betreiberoptimum ausgegangen. 
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Man kann davon ausgehen, dass der Netzbetreiber daran interessiert ist, möglichst viele 
Verbindungen zuzulassen, da für jede Verbindung eine Kostenvergütung stattfindet. Dies 
entspricht einer Gebührenerhebung für die minimale Datenrate Rmin. Darüber hinaus kann 
der Netzbetreiber durch die Zulassungskontrolle auch höhere Datenrate zwischen Rmin und 
Rmax zulassen. Dieser flexible Anteil ist jedoch nicht von der Zulassungskontrolle für die 
gesamte Verbindungsdauer zugesichert, sondern kann sich bei einer erneuten Umvertei-
lung der verfügbaren Kapazitäten ändern. Daher sollte dieser Anteil auch durch ein anderes 
Kostenmaß abgebildet werden. 
 
Vorstellbar ist beispielsweise eine polynominale Funktion für den Fixanteil Rmin und eine 
lineare Funktion für den flexiblen Anteil minRRR flex −= . 
 
So könnte beispielsweise eine Gewinnfunktion für den Fixanteil durch  
( ) cxbaxG +=   
dargestellt werden. Der Anteil a würde den Gewinn für die alleinige Bereitstellung von 
Netzkapazitäten angeben. Wird der Parameter c größer als 1 gewählt, so kann verhindert 
werden, dass viele zu große Reservierungen getätigt werden, da diese möglicherweise un-
terbinden, dass weitere Verbindungen aufgenommen werden und somit die Unzufrieden-
heit anderer Kunden vergrößert wird. 
 
Grundsätzlich kann angenommen werden, dass sich der Gewinn aus einer Funktion 
( )minmin RG  und einer Funktion ( )minRRG flex −  zusammensetzt. Bei einer Neuverteilung der 
Kapazitäten ist dann das folgende Optimierungsproblem zu lösen: 
 
Einer bereits zugelassene Verbindung i ist zum Zeitpunkt der Neuverteilung die Datenrate 
iR  zugeordnet. Für eine Neuverteilung kann die neu zugeordnete Rate aus dem Intervall 
[ ]AIFRAIFR ii +− ,  gewählt werden. Außerdem werden nur Verbindungen als Kandida-
ten für die Neuzuteilung betrachtet, welchen seit ATmin keine neue Datenrate zugewiesen 
wurde. Hierdurch werden zu große und plötzliche Änderungen der zugewiesenen Datenra-
te vermieden (siehe Abbildung 5.8). Gesucht ist also ein Ratenänderungswert ix , der zur 
aktuellen Rate hinzuaddiert, die neue Rate bestimmt. Dabei muss AIFxAIF i ≤≤−  sein. 
 
Zeit t
Rate R
Verbindung i
< AIF
> ATmin
 
Abbildung 5.8: Minimale Intervalle für die Neuzuweisung von Datenraten 
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Das Optimierungsproblem lautet also: 
 Maximiere  ( ) ( )∑
=
+−+
N
i
iiflex xRRGRG i
1
maxminmin   
 Unter Beachtung der Einschränkungen, dass 
 
 die Gesamtkapazität nicht überschritten wird: 
   ∑
=
≤+
N
i
gesamtii RxR
1
 
  die Änderung der Bandbreite nicht die Änderungsrate überschreitet:  
   NiAIFxAIF i ≤≤∀≤≤− 1  
die minimale und maximale Datenrate einer Verbindung nicht überschritten, 
bzw. unterschritten wird: 
   NiRxRR
ii ii
≤≤∀≤+≤ 1maxmin  
❐ 
 
 
5.4.8 Einsatz in existierenden Mobilfunknetzen 
Das vorgestellte Verfahren kann in vielen bereits existierenden Mobilfunknetzen eingesetzt 
werden. Hierbei muss jedoch zwischen der Downlink- und der Uplink-Richtung unter-
schieden werden. 
 
Für die Downlink-Richtung kann die Ratenzuweisung und das Paket-Scheduling bei den 
meisten dezentralen und zentralen Zugriffsverfahren Verwendung finden. Bei den dezen-
tralen Ansätzen muss jedoch eine ausgezeichnete Station vorhanden sein, welche die Rei-
henfolge der Paketübertragungen festlegen kann. Die vom Festnetz eintreffenden SC-
Pakete werden direkt in dieser Station ausgewertet und nicht zur mobilen Station weiterge-
leitet. 
 
Bei IEEE 802.11 kann dies durch den Access-Point geschehen, weil die mobilen Stationen 
das Medium fortlaufend nach für Sie adressierte Pakete abhören und diese ggf. empfangen. 
Da der Access Point auf Link-Ebene arbeitet, müsste er hierzu um das IP-Protokoll erwei-
tert werden. Dies kann durch das Vorschalten eines Routers vor den Access Point erreicht 
werden. 
 
Systeme, die ebenfalls ein Scheduling in Downlink-Richtung erlauben, sind GPRS, UMTS 
und CDMA 2000. Bei UMTS und CDMA 2000 kann die Basisstation eine sehr präzise 
Aufteilung von Zeitschlitzen und Übertragungscodes vornehmen. Daher wird zusätzlich 
eine Abbildung der vergebenen Kapazitäten auf eine Menge von Zeitschlitzen und Über-
tragungscodes benötigt. 
 
Die Resourcenvergabe in der Uplink-Richtung gestaltet sich schwieriger, da ein Paket-
Scheduler die Übertragungsreihenfolge erst an die mobilen Stationen signalisieren muss. 
Dies könnte beispielsweise durch ein modifiziertes Polling geschehen, welches die Über-
tragungswünsche der einzelnen mobilen Stationen sammelt und in einem zweiten Durch-
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lauf entsprechende Kapazitäten vergibt. Der Overhead hierfür ist entsprechend groß und 
steigt mit der Teilnehmeranzahl. 
Bei RQMA ist dieses Problem bereits gelöst, da die einzelnen mobilen Stationen über das 
Request-Feld kollisionsfrei ihre benötigten Kapazitäten signalisieren können und die Ba-
sisstation daraufhin entsprechende Zeitschlitze zuteilt. Es können also sowohl in der 
Uplink- als auch in der Downlink-Richtung beliebige Paket-Scheduler eingesetzt werden 
(vgl. Abschnitt 3.1.1). 
 
Auch UMTS erlaubt mit der dynamischen Kapazitätenzuteilung des Real-Time-Dienstes 
ein Scheduling in der Uplink-Richtung (vg. Abschnitt 3.2.2). Die von der Basisstation im 
Forward Access Channel signalisierten Kapazitätenzuweisung müssen die Ergebnisse der 
Zulassungskontrolle auf der Basis von Synchronisationseinheiten realisieren. Hierzu muss 
die mobile Station zusammen mit dem Capacity Request die Inhalte des SC-Paketes über-
tragen. Das SC-Paket kann auch durch den bereits etablierten Transportkanal übertragen 
werden. Da die SC-Pakete verhältnismäßig klein sind, entstehen hierbei keine größeren 
Verzögerungen. 
 
Beim Scheduling in Uplink-Richtung ergibt sich jedoch immer die Einschränkung, dass 
keine Adaptionsprozeduren im Paket-Scheduler gestartet werden können. Die Größenan-
passungen der Synchronisationseinheiten müssen daher nach der vom Adaptiven Control-
ler vergebenen Kapazitätenzuweisung direkt von der mobilen Station durchgeführt werden. 
5.5 Bewertung der Ansätze 
Zur Bewertung der vorgestellten Ansätze werden eine Anzahl verschiedene Senderanwen-
dungen gestartet, die jeweils über ein lokales Netz ihre Daten zu einem Adaptiven Control-
ler senden (Abbildung 5.10). Der Adaptive Controller sendet die Pakete über ein zweites 
lokales Festnetz an die jeweilige Empfängeranwendung weiter. Hierbei handelt es sich 
jeweils um eine Punkt-zu-Punkt Verbindung zwischen zwei Kommunikationspartnern. 
 
Der Adaptive Controller simuliert einen Netzwerkflaschenhals, indem ein Softwareprozess 
die ausgehenden Pakete mit einer maximalen Geschwindigkeit an die ausgehende Netz-
werkschnittstelle weiterreicht. Die hierzu notwendige künstliche Verzögerung wird aus der 
aktuellen Paketfehlerrate, der Flaschenhalsbandbreite und der Paketgröße berechnet. 
 
Damit das Netzwerk zwischen dem Adaptiven Controller und den Empfänger-
anwendungen weitgehend die Übertragungscharakteristiken einer Mobilfunkzelle an-
nimmt, werden Paketfehler mit einem Elliot-Gilbert Modell [Gil60, Ste96] generiert und 
diese in die Verzögerungen einberechnet. Für jedes ausgehende Paket wird hierzu ein Feh-
lersimulationsprozess gestartet, welcher eine vorgegebene Paketfehlerwahrscheinlichkeit 
generiert. Bei einem positiven Paketfehler wird die Übertragungsverzögerung mit dem 
Faktor 2.5 multipliziert. Dies würde einem ARQ-1 Verfahren mit einem einzigen Neuüber-
tragungsversuch entsprechen. 
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Abbildung 5.9: Elliot-Gilbert Modell zur Paketfehlergenerierung 
 
Bei der Umsetzung der Paketfehlersimulation ist es wichtig, dass eine durch Burstfehler 
variierende Ausgangsdatenrate erzeugt wird, da dies eine wichtige Charakteristik von Mo-
bilfunknetzen darstellt. Zur Erzeugung von Burstfehlern wurde ein Elliot-Gilbert Modell 
verwendet, welches aus einer 2-stufigen Markovkette besteht, die zwischen einem 
Burstfehlerzustand B und einem normalen Fehlerzustand A wechselt (vg. Abbildung 5.9). 
Das Paketfehlermodell wird parametrisiert durch die durchschnittliche aufeinanderfolgen-
de Anzahl von Burstfehlern (Burstlänge L), den Anteil der Burstfehler an der Gesamtpa-
ketfehlerrate F, der Paketfehlerrate im Burstfehlerzustand PBURST und der 
Gesamtpaketfehlerrate PGESAMT. 
 
Die Übergangswahrscheinlichkeiten des Elliot-Gilbert Modells ergeben sich damit zu 
( ) .,1,,1
1
A
BBA
ABBA
BURST
GESAMT
BBA P
PP
PPP
P
PF
P
L
P =−=
⋅
=
−
=  
 
Für die folgenden Messungen wurde eine Burstlänge von 3 Paketen, eine Paketfehlerwahr-
scheinlichkeit von 1 im Burstzustand  und ein Burstfehleranteil von 90 % gewählt. Diese 
Parameter entsprechen am besten den in [Ngu96] in einem Feldversuch gemessenen Wer-
ten. 
 
Die beiden Netze zwischen den Sendern und dem Adaptiven Controller sowie dem Adap-
tiven Controller und den Empfängern haben eine Kapazität von 100 MBit/s. Da die künst-
lich reduzierte Ausgangsdatenrate des Adaptiven Controller wesentlich geringer ist, sollten 
die lokalen Netze keine Quelle für zusätzliche Verzögerungen darstellen. Obwohl es sich 
um ein Netzwerk mit CSMA (Carrier Sense Multiple Access) Zugriff handelt, sind die 
entstehenden Verzögerungen klein und können im Verhältnis zu den entstehenden Verzö-
gerungen im künstlichen Flaschenhals des Adaptiven Controllers vernachlässigt werden. 
 
Source 1
Source 2
Source n
100 Mbit/s 4 Mbit/s
Adaptiver
Controller
Destination 1
Destination 2
Destination n
 
Abbildung 5.10: Experimenteller Aufbau eines Adaptiven Controllers in einem 
lokalen Netzwerk 
 
Für experimentelle Ergebnisse senden 10 Quellen Videoströme an 10 Empfänger. Die 
Sender setzen eine Ratenadaption ein, um eine Ausgangsdatenrate von 400 kBit/s zu errei-
chen. Die Ratenadaption wird nach der in Abschnitt 2.2 beschriebenen Methode durchge-
führt. 
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Zur Realisierung des Adaptiven Controllers wird das Transportprotokoll RTP verwendet. 
Der Adaptive Controller ist als RTP Zwischensystem (Translator) entworfen worden. Die 
Verwendung eines Translators als Adaptiven Controller erlaubt es dem Adaptiven Control-
ler die Datenströme auf der Anwendungsebene abzuarbeiten. 
 
Als Datenquellen wurden 10 verschiedene Videoströme gewählt, die in maximal verfügba-
rer Qualität auf dem Massenspeicher des Absenders gespeichert sind. Die Videoquellen 
haben eine Dauer von 5-15 Minuten und werden nach Beendigung neu gestartet (wrap 
around). Alle Videoquellen entsprechen denen einer Live-Videokonferenz oder kommen 
diesen sehr nahe. Gewählt wurden so genannte „Head and Shoulder Sequenzen“ aus Nach-
richtensendungen, Wettervorhersagen, Vorlesungsübertragungen und Videokonferenzen. 
 
Der Adaptive Controller kann so konfiguriert werden, dass er sich wie ein gewöhnlicher 
Router verhält. Hierfür verwendet er eine einzige FIFO-Warteschlange. Eingehende Pakete 
werden in diese FIFO-Warteschlange eingereiht und mit der Flaschenhalsdatenrate ausge-
sendet. 
 
Für die Evaluierung des vorgeschlagenen Paket-Schedulers und der Zulassungskontrolle 
auf der Basis von Synchronisationseinheiten wurde der beschriebene EDD-Scheduler und 
alle Zulassungskontrolltests für Synchronisationseinheiten realisiert. Die Bandbreitenneu-
verteilung mit Gewinnoptimierung ist nicht realisiert wurden. Diese wird durch entspre-
chende Simulationen evaluiert. 
 
Untersucht werden soll hier die erreichte Dienstgüte, wie sie von den kommunizierenden 
Anwendungen beobachtet wird. Hierzu dient die Beobachtung der Verletzungen bezüglich 
der Verzögerungsgrenzen einzelner Videobilder und die resultierende Videoqualität der 
übertragenen Videoströme. 
 
Für die Bewertung der Verletzungen von Verzögerungsgrenzen bei der Weiterleitung von 
Synchronisationseinheiten wird der prozentuale Anteil der Gesamtanzahl der übertragenen 
Synchronisationseinheiten im Verhältnis zu den Synchronisationeinheiten mit Verzöge-
rungsverletzungen gemessen. Außerdem wird die mittlere Abweichung von der maximalen 
Verletzungsdauer zur Bewertung der Dienstgüte herangezogen. 
 
Dies geschieht sowohl für die Übertragungen mit SC-Paketen, als auch für die Implemen-
tierungen mit einer FIFO-Warteschlange. Bei den FIFO-Messungen werden hierbei die 
Synchronisationskontrollpakete nur zur Messung der Dienstgüte herangezogen. Dies er-
laubt die Beurteilung einer anwendungsspezifischen Dienstgüte. 
 
Des Weiteren wird die Videoqualität einer ausgewählten Verbindung beim Empfänger 
gemessen. Da die Videoqualität sowohl durch Adaptionsentscheidungen beim Sender, als 
auch durch den Adaptiven Controller beeinflusst wird, muss die resultierende Qualität 
beim Absenden des Videostroms und beim Empfang des Videostroms mit dem Original 
verglichen werden. 
 
Daher wird jeweils der Peak Signal to Noise Ratio (PSNRs) des ausgesendeten Vi-
deostroms beim Sender und der PSNRr des eingehenden Videostroms beim Empfänger 
ermittelt (siehe Abbildung 5.11). 
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Abbildung 5.11: Messung des Delta Peak Signal to Noise Ratio (PSNR) 
 
Die Differenz der beiden Werte ergibt die Verschlechterung der Videoqualität durch die 
Übertragung. Eine Verschlechterung kann also einerseits durch den Sender vorgenommen 
werden, um eine Vorgaberate Ri zu erreichen und durch den Adaptiven Controller, der mit 
einer temporären Absenkung der Videoqualität das Einhalten von Verzögerungsgrenzen 
erreicht. Die Verschlechterung durch den Adaptiven Controller kann somit durch den  
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bestimmt werden, wobei F(i,j) das Ursprungsbild, T(i,j) das beim Sender ausgesendete 
Bild und R(i,j) das beim Empfänger empfangene Bild beschreibt. 
 
Höhere Werte von PSNR∆  bedeuten also eine schlechtere Videoqualität als kleinere Wer-
te. Ein Wert von Null bedeutet die beste Qualität bezüglich des vom Sender versendeten 
Videobildes. 
 
Bilden alle Videoquellen für jedes einzelne Videobild eine Synchronisationseinheit und 
versehen sie diese mit einer maximalen Verzögerung von 100 ms, so ergeben sich die in 
Abbildung 5.12 dargestellten Durchsätze für eine Dauer von 120 Sekunden der eingehen-
den und ausgehenden Ströme des Adaptiven Controllers. Hierbei wurde eine Übertragung 
ohne Neuübertragungsversuche verwendet, welches einer Übertragung ohne Fehlerkorrek-
turmechanismen bei einer Paketfehlerrate von 0 % entspricht. 
 
In Abbildung 5.12 ist zu sehen, dass die Summe der Eingangsdatenströme zeitweise die 
maximale Ausgangsdatenrate von 4 MBit/s überschreitet. Die Verzögerungsgrenzen der 
einzelnen Synchronisationseinheiten werden einerseits durch die Eingangswarteschlange 
und andererseits durch die Ratenreduzierung des Adaptionsprozesses eingehalten. Die se-
kundäre Y-Achse beschreibt die Menge der Daten, die reduziert werden mussten, um die 
jeweilige Verzögerungsgrenze einzuhalten. Wie zu erwarten, treten solche Adaptionen nur 
vereinzelt auf und bewegen sich im Rahmen von 0.5 bis 6.5 %. Abbildung 5.12 zeigt, dass 
eine Überschreitung der Ausgangsdatenrate nicht immer zu einer Adaption führen muss, da 
bereits durch die EDD-Warteschlange kurzfristige Überlastungen kompensiert werden 
können. Dies ist gut zum Zeitpunkt von 60 Sekunden zu erkennen. 
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Abbildung 5.12: Eingangs- und Ausgangsdatenraten sowie der Anteil der redu-
zierten Datenmenge im Adaptiven Controller bei einer Verzögerungsgrenze von 
100 ms 
 
Das System mit einem Adaptiven Controller, Ratenadaption und EDD-Scheduler kann mit 
einer einfachen FIFO-Warteschlange verglichen werden. Tabelle 5.4 enthält die Ergebnisse 
zur Übertragung von Synchronisationseinheiten bei einer Verzögerungsgrenze von 100 ms 
und einer Übertragung ohne Neuübertragungsversuche. Die Werte wurden über eine Dauer 
von 2 Stunden gemessen und entsprechend gemittelt. Dabei ergibt sich sowohl für die 
FIFO-Warteschlange, als auch für Systeme mit EDD-Scheduler und 
Bandbreitenanpassung, eine hohe Auslastung von 98.2 % bzw. 97.16 %. Die niedrigere 
Auslastung des Netzwerks unter Verwendung des Adaptiven Controllers ist auf die 
durchgeführten Ratenadaptionen zurückzuführen. 
 
Beobachtet man die Verzögerungsverletzungen bezüglich der einzelnen Synchronisations-
einheiten, so werden mit einer FIFO-Warteschlange 58% aller Synchronisationseinheiten 
verspätet ausgeliefert. Die mittlere Verzögerungsverletzung beläuft sich auf 57 ms, wel-
ches bei einer Verzögerungsanforderung von 100 ms einen sehr hohen Wert darstellt. Da 
der Adaptive Controller Verzögerungsverletzungen verhindert, ist hier eine deutliche Ver-
besserung der Übertragungsgüte beim gleichzeitigen Erreichen einer hohen Netzauslastung 
erzielt worden. 
 
 Auslastung Verzögerungs-
verletzungen 
Mittlere Verlet-
zungen 
Adaptierte 
Daten 
Keine Adaption, FIFO 98,20 % 58,60 % 57,2 ms 0 % 
Adaption, EDD 97,16 % 0,0 % 0,0 ms 1,07 % 
Tabelle 5.4: Experimentelle Ergebnisse beim Vergleich zwischen einem Adap-
tiven Controller und FIFO-Router 
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Im Folgenden soll die Auswirkung der Verzögerungsanforderungen der einzelnen Syn-
chronisationseinheiten auf die Netzauslastung und der Menge der durch den Adaptiven 
Controller zu reduzierenden Daten untersucht werden. Hierzu werden in verschiedenen 
Durchläufen jeweils die Verzögerungsgrenzen aller Datenquellen auf einen festen Wert 
eingestellt und die resultierenden Netzauslastungen und Ratenanpassungen beobachtet. 
Abbildung 5.13 zeigt die Netzauslastung und die Menge der reduzierten Daten. Bei kleinen 
Verzögerungsanforderungen steigen die zu reduzierenden Datenmengen auf 7 % an. Bei 
mittleren Verzögerungsgrenzen von über 100 ms sinken sie jedoch unter 1.1 %. Die Menge 
der reduzierten Daten ist also nur sehr gering. 
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Abbildung 5.13: Durch den Adaptiven Controller reduzierte Datenmengen 
(links) und Netzauslastung (rechts) bei unterschiedlichen Verzögerungsgrenzen 
 
Die Grafik in Abbildung 5.13 zeigt ebenfalls die Ergebnisse einer Konfiguration mit unter-
schiedlichen Übertragungsverzögerungen (Mix). Dabei werden unterschiedlichen Verbin-
dungen jeweils Verzögerungsgrenzen zwischen 20 und 65 ms zugewiesen. Der Anteil der 
reduzierten Daten ist mit  3.3 % im erwarteten Bereich zwischen 2 % und 7 %. 
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Abbildung 5.14: Verbleibende Verzögerungsverletzungen bei Verwendung des 
Adaptiven Controllers in Prozent (links) und als absolute mittleren Verletzun-
gen (rechts) 
 
Bisher wurde angenommen, dass unter Verwendung der Zulassungskontrolle für Synchro-
nisationseinheiten und der damit durchgeführten Ratenadaption, Verzögerungsverletzun-
gen vollständig verhindert werden. Dies ist in der Praxis jedoch nicht der Fall. 
 
Einerseits handelt es sich bei den Zulassungskontrolltests für die Verzögerungsgrenzen nur 
um Abschätzungen. Unterschiedliche Paketgrößen können ein Head-of-Line-Blocking ver-
ursachen, welches eine Verzögerungsverletzung in Höhe der Übertragungsdauer eines Pa-
kets bewirken kann. 
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Andererseits kann der Adaptionsprozess nicht immer eine Größenanpassung auf die von 
der Zulassungskontrolle berechneten Größe vornehmen. Wird beispielsweise eine Reduzie-
rung von 8000 Bytes auf 100 Bytes verlangt, so kann dies nicht immer durch eine einfache 
Requantisierung erreicht werden, da die übrigen Signalisierungsinformationen bereits 100 
Bytes einnehmen. 
 
Eine weitere Quelle für Verzögerungsverletzungen ist die Transcoding-Verzögerung des 
Requantisiererungsprozesses. Die Requantisierung eines einzelnen Paketes kann je nach 
Anzahl der enthaltenen Macroblöcke bis zu 1.5 ms andauern. Diese zusätzliche Verzöge-
rung liegt jedoch im tolerierbaren Bereich und ist wesentlich kleiner als die von den An-
wendungen geforderte Genauigkeit für die Einhaltung von Verzögerungsgrenzen. 
 
Abbildung 5.14 zeigt die verbleibenden Verzögerungsverletzungen für unterschiedliche 
Verzögerungsgrenzen. Der prozentuale Anteil ist hier immer unter 0.12 % und die absolu-
ten mittleren Verzögerungsverletzungen betragen zwischen 1 und 3 ms. Diese Werte liegen 
ebenfalls im tolerierbaren Bereich und können für die sonstige generelle Einhaltung der 
Zeitschranken in Kauf genommen werden. 
 
Beim Zulassungskontrolltest für Synchronisationseinheiten werden die aktuellen Aus-
gangsdatenraten ri jeder Verbindung und die noch verbleibenden Datenmengen si der ein-
zelnen Synchronisationseinheiten mit einbezogen. Wird eine Paketwiederholung zur 
Fehlerkorrektur auf Link-Ebene verwendet, so spiegelt sich die aktuelle Paketfehlerrate in 
den Werten von ri  wider. Ändert sich die Paketfehlerrate einer Verbindung und ist die 
noch verbleibende Datenmenge einer Synchronisationseinheit größer als geplant, so ist 
dies durch die Verwendung der aktuellen Werte von si in der Zulassungskontrolle berück-
sichtigt. Jeder Zulassungskontrolltest für Synchronisationseinheiten verwendet also eine 
Momentaufnahme des Systemzustandes, um die aktuell verfügbaren Kapazitäten zu be-
rechnen. Daher kann das vorgestellte Verfahren besonders gut in Mobilfunknetzen einge-
setzt werden. 
 
Zur Evaluierung dieser Eigenschaft wurden Fehlerraten zwischen 0 % und 30 % mit einem 
ARQ-Verfahren generiert, welches einen einzigen Neuübertragungsversuch durchführt. 
Abbildung 5.15 zeigt die Datenreduktionen und die sich daraus ergebene Netzauslastung. 
Der zu reduzierende Datenanteil steigt mit höheren Paketfehlerraten, da die tatsächliche 
Ausgangsdatenrate geringer als die Eingangsdatenrate ist. 
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Abbildung 5.15: Datenreduktion (links) und Auslastung (rechts) bei einer Ver-
zögerungsgrenze von 100 ms und unterschiedlichen Paketfehlerraten 
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Abbildung 5.16 zeigt die verbleibenden Verzögerungsverletzungen bei unterschiedlichen 
Paketfehlerraten. Obwohl der Anteil der verspätet ausgesendeten Synchronisationseinhei-
ten mit der Initiierung von Neuübertragungen größer ist als ohne, steigt der Anteil der Syn-
chronisationseinheiten mit Verzögerungsverletzungen bei steigender Paketfehlerrate nicht 
an. Dies ist auf die Einbeziehung der Paketfehlerrate in die Zulassungskontrolle zurückzu-
führen. Auch die absolute Verzögerungsverletzung steigt nur langsam mit zunehmender 
Paketfehlerrate. Die auftretenden absoluten Verzögerungsverletzungen liegen nur etwas 
über der Verzögerungsverletzung ohne Neuübertragungen. Der Grund für die leicht anstei-
gende Tendenz ist, dass bei hohen Paketfehlerraten auch mehr gleichzeitige Ratenanpas-
sungen durchgeführt werden müssen. Da das System auf einem Rechnersystem mit einem 
einzelnen Prozessor eingesetzt wird, steigt die Transcoding-Verzögerung mit der zuneh-
menden Anzahl gleichzeitig auftretender Adaptionsanforderungen. 
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Abbildung 5.16: Verbleibende Verzögerungsverletzungen (links) und absolute 
mittlere Verzögerungsverletzungen (rechts) bei unterschiedlichen Paketfehlerra-
ten und einer Verzögerungsgrenze von 100 ms 
 
Da die Adaptionsprozeduren des Adaptiven Controllers kurzfristig Bandbreite einsparen, 
indem die Bildqualität eines Videos verschlechtert wird, ist es von Interesse, in wie weit 
sich dadurch die Bildqualität verschlechtert. Zusätzlich stellt sich die Frage, wie häufig 
eine wahrnehmbare Bildverschlechterung auftritt. 
 
Abbildung 5.17 zeigt den PSNR über einen Zeitraum von 600 Sekunden. Dabei kann 
man alle PSNR unter 0.5 dB als nicht wahrnehmbar einstufen. Höhere Werte werden von 
Benutzern wahrgenommen. Diese bis maximal 3 dB reichenden Verschlechterungen treten 
in Abständen von 30-100 Sekunden auf. Da der Maximalwert von 3 dB nur eine geringe 
Qualitätseinbuße darstellt, sind diese Werte durchaus akzeptabel. Tabelle 5.5 fasst die 
durchschnittlichen PSNR-Werte für verschiedene Verzögerungsanforderungen zusam-
men. Da bei niedrigeren Verzögerungsanforderungen eine größere Anzahl an Adaptions-
schritten durchgeführt werden müssen, ist der PSNR auch entsprechend höher. Der 
durchschnittliche PSNR sinkt jedoch schon bei verhältnismäßig kleinen Verzögerungsan-
forderungen von 60 ms auf einen sehr geringen Wert von unter 0.2 dB. 
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Abbildung 5.17: PSNR Messungen bei Verzögerungsgrenzen von 100 ms 
 
Der Einsatz anwendungsspezifischer Prozeduren innerhalb von Netzkomponenten wirft die 
Frage der Skalierbarkeit auf. Da eine größere Anzahl von Adaptionsprozeduren auch ent-
sprechende CPU-Kapazitäten benötigen, ist es wichtig zu wissen, welche Auswirkungen 
eine eingeschränkte Anzahl von logischen Adaptionsprozeduren auf die erreichbare 
Dienstgüte haben. 
 
Verzögerungs-
grenze 20 ms 40 ms 60 ms 80 ms 100 ms 120 ms 
PSNR Mit-
telwert 
3.33 0.84 0.18 0.082 0.024 0.031 
PSNR Vari-
anz 
3.33 1.75 0.37 0.11 0.028 0.034 
Tabelle 5.5: PSNR-Messergebnisse für Verzögerungsanforderungen zwischen 
20 ms und 120 ms. 
 
Grundsätzlich kann man sich den Adaptiven Controller wie in Abbildung 5.18 dargestellt 
vorstellen. Eine eingehende Synchronisationseinheit wird über einen Adaptionsprozess an 
einen Paket-Scheduler weitergeleitet, falls die Zulassungskontrolle über eine Größenanpas-
sung der Synchronisationseinheit entschieden hat. Ist keine Ratenanpassung notwendig, so 
werden die entsprechenden Pakete direkt zum Paket-Scheduler weitergeleitet. 
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Abbildung 5.18: Aufbau eines Adaptiven Controllers mit einer festen Anzahl 
von Adaptionsprozessen 
 
Um eine Aussage darüber zu erhalten, wie viele Adaptionsprozesse in einem Adaptiven 
Controller benötigt werden und um einschätzen zu können, welche Auswirkung fehlende 
Adaptionsprozesse auf die Dienstgüte haben, wurde der Adaptive Controller dahingehend 
implementiert, dass die maximale Anzahl der gleichzeitig einsetzbaren Adaptionsprozesse 
konfigurierbar ist. Falls bei der Zulassungskontrolle eine Verzögerungsverletzung vorher-
gesagt wird, so muss der Adaptive Controller erst die Verfügbarkeit eines Adaptionspro-
zesses prüfen. Ist kein Adaptionsprozess verfügbar, so wird die Synchronisationeinheit 
unverändert an den Paket-Scheduler weitergereicht. 
 
Die Menge der reduzierten Daten und die Anzahl der Verzögerungsverletzungen in Ab-
hängigkeit zur Anzahl der verfügbaren Adaptionsprozesse ist in Abbildung 5.19 darge-
stellt. Hierbei wurde für jede Synchronisationseinheit eine Verzögerungsgrenze von 40 ms 
konfiguriert. 
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Abbildung 5.19: Anteil der reduzierten Datenmenge und Verzögerungsverlet-
zungen mit einer unterschiedlichen Anzahl von Adaptionsprozessen 
 
In Abbildung 5.19 ist zu erkennen, dass der Anteil der reduzierten Datenmenge an der Ge-
samtdatenmenge bereits bei der Verwendung von drei Adaptionsprozessen nur noch wenig 
zunimmt. Die Größe der absoluten Verzögerungsverletzungen sinken ebenfalls schon beim 
Einsatz von drei Adaptionsprozessen auf die gleiche Größenordung, die bei der Verwen-
dung der maximalen Anzahl von Adaptionsprozeduren erreicht wird. 
 
Die Messung der Varianz der Verzögerungsverletzungen zeigt, dass beim Einsatz weniger 
Adaptionsprozeduren die Varianz zunächst sehr hoch ist und mit steigender Anzahl von 
Adaptionsprozesses später als der Mittelwert abfällt. Dennoch ist in Abbildung 5.20 zu 
sehen, dass die Varianz bereits bei drei Adaptionsprozessen das minimale Niveau erreicht. 
 
Diese Untersuchung hat ergeben, dass der gleichzeitige Einsatz von Adaptionsprozeduren 
nur selten notwendig ist und ein Adaptiver Controller nicht die gleiche Anzahl von Adap-
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tionsprozeduren aufweisen muss, wie Verbindungen zugelassen werden. Das System muss 
also nicht linear mit der Anzahl der Verbindungen skaliert werden. Es ist zu erwarten, dass 
bei einer größeren Anzahl von Verbindungen und bei einer höheren Netzkapazität, die be-
nötigte Anzahl der Adaptionsprozeduren eher geringer als größer wird. Dies ist durch das 
statistische Multiplexing begründet, welches bewirkt, dass die Wahrscheinlichkeit der sich 
überlappenden Peak-Raten geringer wird, wenn die Anzahl der Verbindungen mit varia-
blen Datenraten steigt. 
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Abbildung 5.20: Varianz und Mittelwerte der Verzögerungsverletzungen mit 
variierender Anzahl von Adaptionsprozeduren und einer Verzögerungsgrenze 
von 40 ms 
 
Zur Bewertung der Neuzuweisung der Datenraten wurde ein Simulationsprogramm erstellt, 
welches den Verbindungsaufbau für einen einzelnen Adaptiven Controller simuliert. 
 
Hierfür wird eine Simulation gewählt, da hierdurch Ergebnisse von längeren Simulations-
laufzeiten und unterschiedlicheren Lastkonfigurationen ermittelt werden können. Da die 
Simulation jedoch auch eine EDD-Warteschlange mit den in Abschnitt 5.4 vorgeschlage-
nen Methoden zur Vermeidung von Verzögerungsverletzungen simuliert, ergibt sich die 
Möglichkeit die Simulation mit der Implementierung zu vergleichen. Grundsätzlich sind 
die Verzögerungsverletzungen der Implementierung in der gleichen Größenordung wie die 
Ergebnisse der Simulation. Die Simulationen weisen jedoch einen höheren Anteil von Ver-
zögerungsverletzungen auf, da bei der Simulation die resultierende Datenmenge nach ei-
nem Adaptionsschritt nur abgeschätzt werden kann. 
 
Die Eigenschaften der Datenquellen entsprechen nicht vollständig denen der Realität, da 
die augenblicklich ausgesendete Datenmenge immer von den Ergebnissen des 
Kompressionsschrittes abhängen. Die Simulation wird daher nur für die Untersuchung der 
Anzahl der Verbindungen und der damit verbundenen Auslastung herangezogen. Die 
einzelnen Paketverzögerungen im Scheduler können mit Hilfe der Implementierung 
wesentlich besser analysiert werden, weil es sich bei den Ergebnissen der Adaptions-
prozeduren um Größen aus reale Requantisierungsprozessen handelt. 
 
Der simulierte Knoten hat die gleichen Eigenschaften wie die reale Implementierung. Es 
kann sowohl ein FIFO als auch ein EDF-Scheduler verwendet werden. 
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Name Typ # Bilder Maximale  
Bildgröße 
Maximale 
Bildrate 
H261 (TV Mix) H.261 360406 13.864 bytes 20 
Asterix (Zeichentrick) MPEG 40000 9211 bytes 25 
Fußball (Live-
Übertragung) 
MPEG 40000 11.090 bytes 25 
Nachrichten MPEG 31515 11.081 bytes 25 
Tabelle 5.6: Tracefiles zur Lasterzeugung bei der Simulation der Ratenneu-
zuweisung 
 
Um die Eigenschaften von Videoströmen mit variabler Bitrate möglichst realistisch zu 
simulieren, wurden für die Generierung der Videolast nur Tracefiles verwendet. Bei den 
Tracefiles handelt es sich um Dateien, welche die Größe der einzelne Videobilder enthal-
ten. Vor dem Versenden wird die Anzahl der notwendigen Pakete ermittelt und diese als 
eine einzelne Synchronisationseinheit zum Adaptiven Controller versendet. 
 
Tabelle 5.6 zeigt die Parameter der verwendeten Tracefiles. Es wurden sowohl H.261 als 
auch MPEG-1 Datenströme zur Generierung der Tracefiles herangezogen. Das Tracefile 
für H.261-Ströme beinhaltet eine mehrstündige Aufzeichnung einer TV-Ausstrahlung. Um 
möglichst unterschiedliches Bildmaterial einzubeziehen, wurde das Fernsehprogramm 
nach jeweils 10 Minuten gewechselt. 
 
Die MPEG-1 Tracefiles stellen jeweils unterschiedliche Übertragungen dar. Es wurde ein 
Zeichentrickfilm, eine Fußballübertragung und eine Nachrichtensendung gewählt. 
 
Da die Kombination und die Wahl der Tracefiles Auswirkungen auf die Simulationsergeb-
nisse haben, werden verschiedene Lastkonfigurationen simuliert. Tabelle 5.7 zeigt die ver-
schiedenen Kombinationen von H.261 und MPEG-1 Tracefiles. 
 
Bei der Simulation von einzelnen Verbindungen werden jeweils zufällige Startpositionen 
innerhalb eines Tracefiles gewählt. So wird ermöglicht, dass sich Verbindungen, die das 
gleiche Tracefile zur Lastgenerierung benutzen, sich nicht zu stark ähneln. 
 
Die Bandbreitenanpassung im Adaptiven Controller wird bei den MPEG-Verbindungen 
simuliert, indem einzelne Videobilder verworfen werden. Bei den H.261-Verbindungen 
wird eine Requantisierung simuliert. Dabei wird davon ausgegangen, dass nach der Re-
quantisierung die jeweiligen Videobilder jeweils um zwei Drittel der Datenmenge reduziert 
werden. 
 
Die Verbindungsdauer der einzelnen Verbindungen wird gleichverteilt zwischen 30 und 
360 Sekunden gewählt. Mit einer Rate von einer Verbindung pro Sekunde melden sich 
jeweils neue Verbindung am Adaptiven Controller an. Die Flaschenhalsbandbreite ist wie 
in den Experimenten zuvor auf 4 MBit/s eingestellt. Als Gewinnfunktion wurde die Maxi-
mierung der zugelassenen Verbindungen gewählt. 
 
Das in Abschnitt 5.4.7 dargestellt Optimierungsproblem wurde Zwecks einer effizienten 
Implementierung in ein Rucksackproblem [Mar90] überführt. Da jede Verbindung ihre 
Datenrate nur im Intervall [Ri-AIF, Ri+AIF] ändern kann, können zur Annäherung auch 
diskrete Werte verwendet werden. In den Simulationen wurden daher nur die Werte {Ri-
AIF, Ri, Ri+AIF} untersucht. Hierzu werden jeder dieser drei Datenraten genau eine 
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Variablen 1ix , 
2
ix  und 
3
ix  zugewiesen. Diese Variablen dürfen nur den Wert 0 oder 1 
annehmen. Indem nur eine dieser drei Variable den Wert 1 annehmen darf, wird so die 
neue Datenrate bestimmt. 
 
Das zu einem Rucksackproblem transformierte Optimierungsproblem lautet: 
 Maximiere  ( ) ( ) ( )( )∑
=
⋅++⋅+⋅−−+
N
i
iiiiiiflex xAIFRxRxAIFRRGRG i
1
321
maxminmin   
 Unter Beachtung der Einschränkungen, dass 
 
 die Gesamtbandbreite nicht überschritten wird: 
   
( ) ( )∑
=
≤⋅++⋅+⋅−
N
i
gesamtiiiiii RxAIFRxRxAIFR
1
321
 
  nur genau eine Datenrate für jede Verbindung gewählt wird  
   Nixxx iii ≤≤∀=++ 11321  
  die Variablen nur den Wert 0 oder 1 annehmen dürfen  
   { } Nixxx iii ≤≤∀∈ 11,0,, 321  
die minimale und maximale Datenrate nicht unterschritten oder unterschrit-
ten  wird 
  
( ) ( ) NiRAIFRxRxAIFRR
ii iiiii
≤≤∀≤++⋅+⋅−≤ 1max21min   
 
❐ 
 
Da die Anzahl der Variablen durch die einfache Einteilung in drei mögliche Raten be-
grenzt ist, lässt sich mit dem in [Sed88] beschriebenen effizienten Algorithmus eine Lö-
sung finden. Für sehr große Systeme mit einer Vielzahl von Verbindungen muss ggf. eine 
Approximation oder Heuristik zur Berechnung einer Lösung verwendet werden [Zim92]. 
 
 A B C D 
MPEG Tracefiles 0 % 100 % 50 % 60 % 
H.261 Tracefiles 100 % 0 % 50 % 40 % 
Tabelle 5.7: Verwendete Kombinationen von H.261- und MPEG-1-Tracefiles 
 
Abbildung 5.21 zeigt die Netzauslastung und die Anzahl der zugelassenen Verbindungen 
bei einem System ohne Neuzuweisung der Datenraten und einem einfachen FIFO-
Scheduler. Da die einzelnen Verbindungen immer mit ihrer maximalen Datenrate zugelas-
sen werden, sind jeweils nur 2-5 Verbindungen gleichzeitig aktiv. Die Gesamtauslastung 
liegt bei ca. 75 %, da aufgrund ihrer variablen Datenrate die wenigen Verbindungen nur 
schlecht die maximale Kapazität ausnutzen können. Da nur eine FIFO-Warteschlange ohne 
Erkennung von Verzögerungsverletzungen simuliert wurde, betragen die Verzögerungsver-
letzungen zwischen 9 % und 53 %. Tabelle 5.8 fasst die Ergebnisse der einzelnen Lastkon-
figurationen zusammen. 
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Abbildung 5.21: Auslastung, Verzögerungsverletzungen und Anzahl von Ver-
bindungen ohne Ratenneuzuweisungen und Bandbreitenadaption 
 
 
 A B C D 
Auslastung 77,9 % 74,6 % 77,2 % 75,4 % 
Verzögerungsverletzungen 12,3 % 53,3 % 11,5 % 9,3 % 
 # Verbindungen  3,4 % 1,0 % 3,4 % 3,3 % 
Tabelle 5.8: Ergebnisse der Simulationen ohne Bandbreitenadaption und Ra-
tenneuzuweisung 
 
In Abbildung 5.22 ist die Auslastung und die Anzahl der zugelassenen Verbindungen bei 
eingeschalteten Adaptionsprozeduren mit einer EDD-Warteschlange zu sehen. Da die Zwi-
schenankunftszeit zweier aufeinanderfolgender Verbindungen kleiner als die Verbin-
dungsdauer ist, werden die Verbindungen jeweils mit ihrer geringsten Datenrate 
zugelassen. Da nun ca. 25 Verbindungen gleichzeitig zugelassen sind, ist die Netzausla-
stung deutlich höher. Die Größenordung der Verzögerungsverletzungen entspricht den aus 
den Messungen der prototypischen Implementierung (siehe Tabelle 5.9). 
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Abbildung 5.22: Auslastung, Verzögerungsverletzungen und Anzahl zugelas-
sener Verbindungen mit Ratenneuzuweisungen 
 
 
 A B C D 
Auslastung 90,5 % 83,8 % 90,1 % 89,7 % 
Verzögerungsverletzungen 0,02 % 0,08 % 0,02 % 0,03 % 
 # Verbindungen  25,7 % 7,2 % 24,9 % 23,5 % 
Tabelle 5.9: Ergebnisse der Simulationen mit Bandbreitenadaption und Raten-
neuzuweisung 
 
5.6 Andere Ansätze 
In der Literatur werden nur wenige Ansätze vorgestellt, die direkte Vorschläge für die 
Übertragung von multimedialen Strömen in einzelnen Mobilfunkzellen behandeln. Bei den 
meisten Ansätzen handelt es sich um einfache Verfahren, die Paketverluste vermeiden, 
indem die Datenraten vor der Übertragung über die Luftschnittstelle eingeschränkt wird. 
 
Zu diesen Ansätzen gehört auch das so genannte Loss Profile, das in [BRO96] beschrieben 
ist. Hier werden so genannte Mobile-Support-Stationen vorgeschlagen, die ähnlich wie der 
Adaptive Controller als Verbindungsstation zum Festnetz dienen. In jeden Datenstrom 
werden von der versendenden Stelle Informationen über die Priorität einzelner Datenseg-
mente eingefügt. Bei Übertragungsengpässen kann die Mobile-Support-Station entspre-
chend niederpriorisierte Segmente löschen. Dies führt zu einer besseren 
Übertragungsqualität für die Endanwendungen, da die wichtigsten Informationen meist 
erhalten bleiben. Besonders geeignet ist ein solches System für hierarchisch codierte Da-
tenströme. Allerdings werden keine Verzögerungsgrenzen betrachtet und die Methode ist 
nur für den Downlink geeignet, da keine Kapazitätenzuteilung an die einzelnen Clients 
durchgeführt werden kann. 
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Die Regeln zum Löschen der Datensegmente sind zudem unklar, da die Autoren von kon-
stanten Datenraten ausgehen. Kurzfristige Überlastungen, verursacht durch die Variabilität 
der Datenströme, sind nicht berücksichtigt. 
 
Andere Ansätze betrachten ebenfalls lediglich die Adaption der zu den mobilen Stationen 
übertragenen Datenströme in einer Zwischenstation. In [MeS97] werden hierfür Verfahren 
zum Verwerfen von MPEG-1-Videobildern vorgestellt. Die Zwischenstation wird hier 
durch einen RTP-Translator realisiert.  
 
In [Met99, WiZ98] werden Filtermechanismen des Reservierungsprotokolls RSVP vorge-
schlagen, um die Übertragung in heterogenen Netzen zu unterstützen. Auch hier werden 
nur Reduktionsverfahren angegeben und keine Methoden zur Einhaltung von expliziten 
Verzögerungsgrenzen. Vielmehr wird in diesen Arbeiten Wert auf eine Umgebung gelegt, 
die Adaptionsprozeduren dynamisch zur Verfügung stellen kann. 
 
Ein Codierungsschema zur prioritätengestützten Übertragung (PET, Priority Encoding 
Transmission) von Videoströmen wird in [Lam95] vorgeschlagen. PET teilt die Daten-
ströme ebenfalls in Segmente auf, welche die Eigenschaft haben, dass, wenn nur eine be-
stimmte Anzahl der zu einem Segment gehörenden Pakete den Empfänger erreichen, der 
Inhalt bereits erfolgreich decodiert werden kann. Dabei ist es gleichgültig, welche Daten-
pakete des Segmentes empfangen werden. Um dies zu erreichen, wird eine zusätzliche 
Redundanz zu den Datenpaketen hinzugefügt. In [Lam95] wird diese Codierung für 
MPEG-1-Datenströme beschrieben. Die Verfügbarkeit eines solchen Verfahrens könnte 
den Entwurf von Adaptionsprozeduren des in diesem Kapitel vorgeschlagenen Systems 
vereinfachen, da hierdurch eine sehr einfache Durchführung der Datenreduktion gegeben 
ist. 
 
Kein vorgestelltes Verfahren schlägt Lösungen vor, um die Übertragungen von Datenströ-
men mit variablen Datenraten heterogener Art zu unterstützen. Es werden keine Mecha-
nismen vorgestellt, welche die Vorhersage von Verzögerungsverletzungen erlauben, um 
somit eine geeignete Anpassung der zu übertragenden Datenmengen zu veranlassen. 
5.7 Zusammenfassung  
Das in diesem Kapitel vorgestellte Verfahren zur Zulassungskontrolle erfüllt alle der in 
diesem Kapitel aufgestellten Anforderungen für die Übertragung in Mobilfunknetzen. Das 
Verfahren bedient sich hierzu eines 2-stufigen Zulassungskonzeptes. Auf feingranularer 
Ebene werden einzelne Synchronisationseinheiten auf eine mögliche zeitbegrenzte Über-
tragung überprüft. Für den Fall der Vorhersage einer Verzögerungsverletzung werden 
Adaptionsprozeduren gestartet, welche die Datenmenge so reduzieren, dass keine 
Verletzung der angefragten Verzögerungsgrenzen stattfindet. Die hierzu benötigten Zeit-
begrenzungen werden in den Datenstrom integriert.  
 
Diese Methode erlaubt es in schmalbandigen Netzen, Ströme mit variablen Datenraten zu 
versenden. Gerade bei Mobilfunksystemen ist dies eine wichtige Eigenschaft. 
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Eine Prototyp-Implementierung hat die Durchführbarkeit dieses Systems gezeigt. Mess-
ergebnisse haben gezeigt, dass Verzögerungsverletzungen fast vollständig unterdrückt 
werden können. Außerdem wird eine Auslastung der vorhandenen Bandbreite von fast 100 
% erreicht. 
 
Da die benötigten Adaptionsprozeduren nur für den Fall einer vorhergesagten Verzöge-
rungsüberschreitung gestartet werden, ist das System nur selten ausgelastet. Eine Untersu-
chung hat gezeigt, dass die Anzahl der gleichzeitig benötigten Adaptionsprozeduren 
wesentlich kleiner als die Anzahl der zugelassenen Verbindungen ist. Selbst mit einer ein-
zigen Adaptionsprozedur lässt sich schon ein deutlicher Gewinn erzielen. 
 
Eine nächsthöhere Ebene führt eine Zulassungskontrolle auf Verbindungsebene durch. 
Aufgrund der zusätzlich durchgeführten feingranularen Zulassungskontrolle kann hier eine 
einfache Verkehrsspezifikation gewählt werden. Ein Sender muss lediglich durchschnittli-
che Datenraten zur Verkehrsspezifikation vorgeben. Um eine flexible Anpassung der Da-
tenrate in überlasteten Systemen zu ermöglichen, geben die Verbindungen zusätzlich eine 
minimale und eine maximale Datenrate an. Der Adaptive Controller kann in eingeschränk-
ten Schritten und Zeitabständen eine Neuzuweisung von Datenraten zu den einzelnen Ver-
bindungen vornehmen. Diese Neuzuweisung wird insbesondere dann notwendig, wenn 
eine neue Verbindung aufgrund der bisherigen Ressourcenzuteilung nicht zugelassen wer-
den kann. 
 
Das vorgestellte Optimierungsproblem erlaubt es dem Netzbetreiber unter Verwendung 
einer von ihm zu bestimmenden Gewinnfunktion, eine optimale Zuteilung von Datenraten 
auf die einzelnen Verbindungen vorzunehmen. 
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Kapitel 6 
 Fehlerkorrektur von Videoströmen 
Da bei der Übertragung von Videoströmen in Mobilfunknetzen eine große Anzahl von 
Übertragungsfehlern auftreten können, setzen die heute verwendeten Netzwerke und 
Transportsysteme eine Anzahl verschiedener Ebenen der Fehlerkorrektur und Fehlerkon-
trolle ein. Abbildung 6.1 zeigt die Ebenen der Fehlerbehandlung eines typischen TCP/IP-
Systems. 
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Abbildung 6.1: Die verschiedenen Ebenen der Fehlerkontrolle 
 
Abgestimmt auf das verwendete Übertragungsmedium werden zunächst auf der 
Bitübertragungsschicht geeignete Kanalcodierungen und Modulationsverfahren einsetzt, 
um Übertragungsstörungen des Übertragungsmediums zu kompensieren. UMTS verwendet 
hier beispielsweise eine CDMA-Codierung. Die Aufspreizung des Signals auf ein breites 
Frequenzspektrum verspricht die Reduzierung frequenzbedingter Übertragungsstörungen. 
 
Auf der MAC-Schicht werden Zugriffskontrollverfahren eingesetzt, um Fehler durch den 
gleichzeitigen Zugriff mehrerer Systeme zu verhindern. Bei UMTS wird hier W-CDMA 
(Wideband Code Division Multiple Access) und TD-CDMA (Time Division Code Divisi-
on Multiple Access) eingesetzt. Verschiedene Benutzer benutzen unterschiedliche CDMA-
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Codes oder Zeitschlitze, so dass eine kollisionsfreie Übertragung mehrerer logischer Kanä-
le ermöglicht wird. 
 
Die Sicherungsschicht fügt zusätzliche FEC-Codes hinzu, um Bitfehler zu korrigieren, die 
von der Bitübertragungsschicht nicht vermieden werden konnten. Die Länge der fehlerkor-
rigierenden Codes hängt vom verwendeten Übertragungsverfahren ab. 
 
Abhängig von der benötigten Übertragungsverzögerung kann auf der Sicherungsschicht 
auch ein ARQ-Verfahren Verwendung finden. Die ARQ-Verfahren unterscheiden sich in 
der Anzahl der Neuübertragungsversuche nach einem Übertragungsfehler [Lin89]. Um die 
dadurch verursachten Paketverzögerungen möglichst gering zu halten, muss insbesondere 
bei Echtzeitübertragungen ein reines FEC- oder ein ARQ-Verfahren mit einer nur geringen 
Anzahl von Neuübertragungsversuchen gewählt werden. 
 
Auf der Netzwerkschicht werden Verfahren zur Überlastkontrolle eingesetzt, die Paketver-
luste durch Warteschlangenüberläufe in Netzknoten vermeiden. Hierbei kann es sich bei-
spielsweise um Methoden der Bandbreitenreservierung handeln (vgl. Kapitel 4). 
Die Transportschicht trägt zur weiteren Verbesserung der Übertragung bei, indem Verfah-
ren wie beispielsweise eine Ende-zu-Ende-Flusskontrolle eingesetzt werden. Typisch ist 
hier das Transportprotokoll TCP, das eine sichere Ende-zu-Ende-Flusskontrolle durch 
Neuübertragungen gewährleistet. 
 
Da Neuübertragungen von Datenpaketen eine zusätzliche Übertragungsverzögerung erzeu-
gen, sind sie für die zeitkritische Echtzeitkommunikation ungeeignet. Dies gilt sowohl für 
ARQ-Verfahren auf der Sicherungsschicht als auch für Neuübertragungen auf der Trans-
portebene. Daher wird auf der Transportebene meist auf das einfache datagrammorientierte 
Transportprotokoll UDP zurückgegriffen, das keinerlei Fehlerkorrektur durchführt. 
 
Kann auf den bereits genannten Ebenen eine fehlerhafte Übertragung nicht vermieden 
werden, sind zusätzliche Fehlerkontrollverfahren innerhalb der Anwendungsschicht not-
wendig. Diese Verfahren kennen die Randbedingungen der zu übertragenden Informatio-
nen und können so eine effiziente Fehlerbehebung oder Fehlerkontrolle durchführen. 
 
Die derzeit eingesetzten Videocodierungssysteme erlauben keine Decodierung der Video-
daten, falls sich einzelne Bitfehler in den Datenpaketen befinden. Der Grund hierfür ist die 
starke Kompression der Daten durch Lauflängencodierung oder VLC-Codes. Manche Co-
dierungssysteme wie z. B. H.263 setzen Synchronisationsmarken in den Videostrom ein, 
die eine Wiederaufnahme der Decodierung nach einzelnen Bitfehlern erlauben. 
 
Die Bitfehlerrate bei der Übertragung über drahtlose Medien ist wesentlich höher als die 
Bitfehlerrate in Festnetzen. Daher sind Bitfehler oder Paketverluste trotz der Fehlerkorrek-
turmaßnahmen der unterschiedlichen Ebenen auch oberhalb der Transportschicht nicht 
auszuschließen. Für die Fehlerkorrektur innerhalb der Anwendungsschicht wurden ver-
schiedene Ansätze vorgestellt. Einige Ansätze schlagen robuste Videocodierungstechniken 
vor. Diese erlauben es, den Inhalt eines Videostroms trotz enthaltener Bitfehler mit keiner 
oder nur geringer Qualitätseinbuße zu decodieren [Pel94, DaF96, SLG99]. In [Lam95] 
werden redundante Codierungsverfahren vorgeschlagen, die abgestimmt auf das Übertra-
gungsmedium eine bestimmte Menge von Paketverlusten erlauben, ohne dass der enthalte-
ne Inhalt verloren geht. 
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Ebenfalls hilfreich ist die hierarchische Videocodierung, die von modernen Codierungssy-
stemen wie z. B. H.263+ [CEG98] ermöglicht wird. Hier steigt die Wahrscheinlichkeit der 
Wiedergewinnung eines Videobildes beim Empfänger, da Paketverluste höherer Hierar-
chieschichten nur eine Reduzierung der Videoqualität bedeuten [Völ00]. 
 
Ein weiterer Ansatz besteht aus einer zusätzlichen Transport- und Fehlerkontrolle zwi-
schen den Anwendungen auf der Basis von Feedback-Kontrollpaketen. Bei einer Video-
übertragung haben Paketverluste einen starken Einfluss auf die Qualität des empfangenen 
Bildes. Wegen der zeitlichen Abhängigkeiten von P-Frames zu den vorher übertragenen I-
Frames oder P-Frames sowie der Nichtübertragung von unveränderten Macroblöcken, 
kann der Verlust eines Paketes Darstellungsfehler in einer ganzen Sequenz nachfolgender 
Videobilder bewirken [GNa97] (vgl. Abbildung 6.2). 
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Abbildung 6.2: Propagierung von Fehlern mit P- und I-Frames 
 
Videoanwendungen setzen daher so genannte Feedback-Verfahren ein, um Sequenzen von 
Folgefehlern möglichst kurz werden zu lassen und eine schnelle Wiederaufnahme der feh-
lerfreien Darstellung beim Empfänger zu gewährleisten. Dieses Kapitel beschäftigt sich 
mit neuen Ansätzen für Feedback-Verfahren bei der Übertragung von Videoströmen unter 
der Voraussetzung von hohen Paketfehlerraten, wie sie bei der Übertragung in Mobilfun-
knetzen auftreten. 
6.1 Ende-zu-Ende-Fehlerkontrolle 
Für die Wiederaufnahme einer fehlerfreien Darstellung eines Videobildes nach einem Pa-
ketverlust dienen Kontrollnachrichten, die von der Empfängerseite an die Senderanwen-
dung gesendet werden. Für die heute verfügbaren Videokonferenzsysteme sind 
verschiedene Kontrollnachrichtentypen vorgeschlagen worden: 
 
❒ Full Intra frame Refresh (FIR) 
Bei Verwendung der FIR-Methode [TuH96a, H261] sendet der Empfänger ein Kon-
trollpaket an den Sender, falls ein Paketverlust festgestellt wurde. Beim RTP-Protokoll 
kann dies durch Auslesen der Sequenznummern im Paketkopf erkannt werden. Das 
FIR-Kontrollpaket enthält lediglich ein Flag, welches dem Sender anzeigt, das nächste 
zu codierende Videobild als ein vollständiges intra-codiertes Bild zu senden. So werden 
die zeitlichen Abhängigkeiten zu den bereits gesendeten Videobildern aufgelöst. Nach 
einer fehlerfreien Übertragung des intra-codierten Bildes kann der Empfänger mit einer 
korrekten Darstellung des Videobildes fortfahren. 
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❒ Negative Acknowledgement (NACK-Correct/NACK-Retransmission) 
Die NACK-Methode [TuH96a] sendet ebenfalls ein Kontrollpaket zur Senderanwen-
dung. Dieses Kontrollpaket enthält jedoch die Sequenznummern der verloren gegange-
nen Pakete. Die erhaltenen Sequenznummer erlauben es die verlorenen Pakete neu zu 
übertragen (NACK-Retransmission). Die Neuübertragung setzt jedoch einen ausrei-
chend großen Buffer der bereits übertragenen Pakete des Senders voraus. Zugleich muss 
die Empfängeranwendung einen genügend großen Zwischenspeicher besitzen, der es er-
laubt, Neuübertragungen einzusortieren, um so Paketverluste noch vor der Decodierung 
der Paketinhalte zu korrigieren. Für interaktive Anwendungen mit Realzeitanforderun-
gen ist diese Methode meist ungeeignet, da der Empfangsbuffer mindestens so viele Pa-
kete aufnehmen muss, wie sie während einer gesamten Paketumlaufzeit erzeugt werden. 
Somit vergrößert sich die vom Anwender sichtbare Ende-zu-Ende-Verzögerung. Daher 
bietet sich an, die NACK-Methode so zu implementieren, dass eine Neuübertragung 
vermieden wird (NACK-Correct). Die Senderanwendung kann anstatt einer Neuübertra-
gung lediglich die Bereiche des aktuell zu codierenden Videobildes im Intra-Frame-
Modus codieren, die vorher in den durch das NACK-Paket angezeigten Paketen enthal-
ten waren. Diese Implementierung würde den gleichen Effekt erreichen wie die FIR-
Methode. Nach dem erfolgreichen Empfang des nächsten Videobildes ist das Bild auf 
der Empfängerseite fehlerfrei. 
 
Zwei weitere nicht auf Kontrollpaketen basierende Fehlerkorrekturverfahren sind das FEC- 
(Forward Error Correction) und das RIT-Verfahren (Repeated Intraframe Transmission). 
Obwohl es sich hierbei im engeren Sinne um keine eigentlichen Feedback-Verfahren han-
delt, führen sie ebenfalls eine Fehlerkorrektur auf der Anwendungsebene durch: 
 
❒ Forward Error Correction (FEC) 
Das FEC-Verfahren [BoT98] codiert zusätzlich zu Videoframe i, Blöcke die zu Video-
frame i-1 gehören. Für den Fall, dass Teile von Frame i-1 bei der Übertragung verloren 
gehen, werden die Inhalte der zusätzlich übertragenen Blöcke von Frame i in das beim 
Empfänger dargestellte Videobild eingefügt. Das FEC-Verfahren reduziert dadurch feh-
lerhaft dargestellte Bildinhalte durch redundante Codierung. 
 
❒ Repeated Intraframe Transmisson (RIT) 
Bei RIT werden in bestimmten Intervallen vollständige Intra-Frames versendet. Diese 
Methode erlaubt die Fehlerbehebung nach dem verlustfreien Empfang eines solchen In-
tra-Frames. Fast alle Implementierungen des MPEG-1- und MPEG-2-Standards ver-
wenden dieses Verfahren. Dabei wird die Sequenz von Videobildern in so genannte 
Group of Pictures (GOP) unterteilt, welche immer ein Muster von I-, P- und B-Frames 
darstellen. Dabei beginnt ein GOP immer mit einem vollständigen I-Frame. Eine fehler-
freie Darstellung kann also immer bei fehlerlosem Erhalt des ersten I-Frames eines 
GOPs aufgenommen werden. Die Verwendung von GOPs bei der Codierung des 
MPEG-Standards ist hauptsächlich in der Notwendigkeit begründet, einen wahlfreien 
Zugriff innerhalb eines bereits codierten Videostroms zu erlauben. 
 
Für drahtlose Netze mit hohen Fehlerraten müssen die folgenden Anforderungen an ein 
Feedback-Verfahren gestellt werden: 
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❒ Vermeidung von Neuübertragungen und Buffering 
Das Feedback-Verfahren sollte keinen großen Buffer beim Empfänger erfordern. Einer-
seits ist der Arbeitsspeicher auf kleinen mobilen Endgeräten begrenzt und andererseits 
kann der Ansatz von Neuübertragungen nach Paketverlusten nicht verfolgt werden, da 
hierdurch eine zu hohe zusätzliche Verzögerung auftritt. Ein solches Verfahren kann 
daher nicht für interaktive Multimediaanwendungen verwendet werden. Falls sehr hohe 
Bitfehlerraten eine Neuübertragung notwendig machen, so sollten diese in der Siche-
rungsschicht der drahtlosen Verbindung durchgeführt werden, da hier eine wesentlich 
schnellere und effizientere Implementierung möglich ist. 
 
❒ Robustheit gegenüber den Verlust von Kontrollpaketen 
Nicht nur der Datenstrom ,sondern auch die Übertragung der Kontrollpakete unterliegt 
hohen Paketfehlerraten. Daher sollte das Feedback-Verfahren robust gegenüber einem 
möglichen Verlust von Kontrollpaketen sein. Robustheit kann erreicht werden, wenn 
beispielsweise ein nachfolgendes Kontrollpaket die Informationen des vorherigen Pake-
tes ebenfalls enthält. So ist beispielsweise das FIR-Schema robust gegenüber dem Ver-
lust eines Kontrollpaketes, da ein nachfolgendes Paket ebenfalls eine fehlerfreie 
Wiederaufnahme der Videodarstellung beim Empfänger ermöglicht. 
 
❒ Geringer Anstieg der Datenrate durch die Fehlerkorrektur 
Die Datenrate des Senders kann nach Erhalt eines Kontrollpaketes und der daraus resul-
tierenden Fehlerkorrektur stark ansteigen. Dieser Effekt kann zu einer Kettenreaktion 
führen, wobei Pakete anderer Verbindungen durch einen resultierenden Paketstau an ei-
nen Netzwerkflaschenhals ebenfalls verloren gehen. Für drahtlose Netze, die das Über-
tragungsverfahren W-CDMA oder TD-CDMA verwenden, kann durch eine kurzfristig 
ansteigende Übertragungsrate der Signal-Rauschabstand verkleinert werden, so dass 
sich die Bitfehlerrate der einzelnen Verbindungen erhöht. 
 
 RIT FEC FIR  NACK  
Correct 
NACK 
Retransmission 
TT 
Kein Buffe-
ring 
Ja Ja Ja Ja Nein Ja 
Robust Ja Nein Ja Nein Nein Ja 
Erhöhung der 
Datenrate 
Groß Gering 
bis groß 
Groß Gering Gering Gering 
Tabelle 6.1: Vergleich der Fehlerkorrekturverfahren 
 
Tabelle 6.1 fasst die Eigenschaften hinsichtlich der genannten Kriterien für die bereits er-
läuterten Fehlerkorrekturmechanismen zusammen. Das erst später definierte TT-Verfahren 
(Time Table) ist hier aus Gründen der Vollständigkeit ebenfalls enthalten. Das RIT-
Verfahren erzeugt eine hohe Datenrate durch das ständige Wiederholen von Intra-Bildern. 
Allerdings ist damit der Datenstrom robust gegenüber Paketverlusten, da nach der erfolg-
reichen Übertragung eines Intra-Bildes Darstellungsfehler korrigiert werden. 
 
FEC erzeugt eine geringere zusätzliche Datenrate, jedoch ist das Verfahren nicht robust, da 
eine Wiederaufnahme einer fehlerfreien Darstellung nicht gewährleistet ist. Es wird ledig-
lich die Wahrscheinlichkeit einer fehlerfreien Darstellung erhöht. 
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Das FIR-Schema kann zwar als robust angesehen werden, durch die notwendigen Intra-
Bilder erzeugt es jedoch eine hohe Datenrate. NACK-Correct erzeugt zwar nur eine sehr 
geringe Datenrate, falls ein Kontrollpaket verloren geht, kann jedoch keine fehlerfreie 
Wiederaufnahme gewährleistet werden. Die NACK-Retransmission-Variante hat den glei-
chen Nachteil und erzeugt durch die Neuübertragungsstrategie zusätzliche Verzögerungen. 
 
Im Folgenden wird ein neues Feedback-Verfahren vorgestellt, welches die Vorteile der 
FIR-Methode und der NACK-Methode vereint. Die Bandbreite steigt lediglich um den 
gleichen Faktor wie bei der NACK-Correct-Methode und nachfolgende Kontrollpakete 
enthalten genug Informationen, um Fehler zu korrigieren, die bereits von vorherigen Kon-
trollpaketen berichtet wurden. Während alle bereits vorgestellten Verfahren prinzipiell für 
die Videoübertragung mit jeglicher Art von Videocodecs verwendet werden können, ist 
das neue Verfahren zugeschnitten auf das verwendete Codierverfahren. Grundsätzlich kann 
das Verfahren mit allen auf Blöcken basierenden Videocodecs verwendet werden. Hierzu 
gehören insbesondere die Codecs H.261, H.263 und MPEG-1/2/4. 
 
Ein zeitstempelbasiertes Feedback-Verfahren 
Das zeitstempelbasierte Feedback-Verfahren [MeB99] (TT-Verfahren) speichert in der 
Empfängeranwendung eine Matrix R, die jeweils einen Eintrag pro Videoblock enthält. Ein 
Videoblock ist typischerweise ein Macroblock und bezeichnet eine 16x16-Pixel-Region 
eines Bildes. Wird beispielsweise ein Videostrom mit CIF-Größe versendet, hat die Matrix 
R 396 Einträge. 
 
Die Empfängeranwendung trägt an der Position für jeden Macroblock den Zeitstempel tk 
ein, mit dem das Paket markiert war, welches den jeweiligen Macroblock zum Empfänger 
transportiert hat. 
 
Es gilt also, dass rij = tk, falls der Macroblock an der Position (i, j) mit einem Paket trans-
portiert wurde, welches mit dem Zeitstempel tk markiert war. R wird als Inhalt eines Feed-
back-Paketes zur Senderanwendung geschickt. Die Senderanwendung hält ebenfalls eine 
ähnlich konstruierte Matrix S, welche jedoch die Zeitstempel der ausgehenden Macroblök-
ke aufzeichnet. Empfängt die Senderanwendung ein Feedback-Paket, so können mit der 
Verfügbarkeit der Matrizen R und S die fehlerhaften Macroblöcke des Empfängers erkannt 
werden. Grundsätzlich gilt, dass der Macroblock an der Position (i, j) nicht vom Empfän-
ger empfangen wurde, falls rij < sij und sij < max{R} ist. 
 
Der Vergleich mit dem Maximum von R ist notwendig, um zu vermeiden, dass vom Sen-
der bereits ausgesendete und vom Empfänger bis zum Zeitpunkt der Erstellung des Feed-
back-Paketes noch nicht empfangene Bildregionen korrigiert werden. 
 
Abbildung 6.3 zeigt den Vergleich zweier solcher Matrizen. Hier wurden drei Fehler er-
kannt. 
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0 0 0 0 0 0
0 0 1 1 0 0
0 0 1 1 2 0
0 1 2 2 6 8
0 1 2 3 6 8
0 1 3 4 4 9
0 0 0 0 0 0
0 0 1 1 0 0
0 0 1 1 2 0
0 1 2 2 6 8
0 3 3 3 6 8
0 3 3 4 4 9
Empfängertabelle Sendertabelle
 
Abbildung 6.3: Beispiel für den Vergleich der Zeitstempeltabellen des TT-
Verfahrens 
 
Nach der Erkennung der fehlerhaften Macroblöcke kann die Senderanwendung diese 
Blöcke im nächsten zu codierenden Videobild zusätzlich codieren und somit die Bildstö-
rung beim Empfänger aufheben. Der zusätzlich codierte Macroblock muss im Intra-Modus 
codiert werden, um Referenzen auf eventuell fehlerhafte Bildregionen zu vermeiden. Ver-
wendet die Transmitteranwendung Motion-Vektoren zur Bildcodierung, so müssen dieje-
nigen Macroblöcke, welche Referenzen auf einen zu korrigierenden Macroblock 
aufweisen, ebenfalls neu im Intra-Modus codiert werden. 
 
Analog zum FIR-Verfahren wird auch beim TT-Verfahren nur ein Feedback-Paket der 
Empfängeranwendung an die Senderanwendung verschickt, wenn ein Paketverlust erkannt 
wurde. Ist dies aufgrund der verwendeten Protokolle nicht möglich, so kann das Feedback-
Paket auch in konstanten Zeitintervallen gesendet werden. Eine zu hohe Belastung des 
Netzes durch Feedback-Pakete kann vermieden werden, indem ein Mindestzeitabstand 
zwischen dem Versenden von zwei Feedback-Paketen festgelegt wird. 
 
Das TT-Verfahren hat einige wichtige Vorteile gegenüber den bereits existierenden Ver-
fahren: 
❒ Wenn ein Kontrollpaket verloren geht, kann der Sender durch den Empfang eines 
nachfolgenden Paketes die fehlerfreie Übertragung wieder aufnehmen. Somit kann das 
Feedback-Verfahren als robust angesehen werden. 
❒ Das Verfahren mindert plötzliche Erhöhungen in der Ausgangsdatenrate des Senders, 
da nur die verloren gegangenen Macroblöcke zusätzlich übertragen werden müssen. 
Sind diese Blöcke bereits in Paketen codiert, die sich noch im Ausgangsbuffer des 
Senders oder auf dem Weg zum Empfänger befinden, so werden diese automatisch be-
rücksichtigt, was wiederum eine Reduzierung der zur Korrektur notwendigen Datenrate 
bewirkt. 
❒ Wird bei einer Übertragung die Paketreihenfolge nicht verändert, so wird kein Macro-
block doppelt übertragen, es sei denn, das dazugehörige Paket ist bei einer Übertragung 
verloren gegangen. Das Verfahren erzeugt also eine minimale Korrekturdatenrate. 
6.1.1 Vergleich der Feedback-Verfahren FIR und TT 
Zum Vergleich der vorgestellten Feedback-Verfahren sollen das FIR- und das TT-
Verfahren näher untersucht werden. Die NACK-Verfahren sollen hier nicht näher unter-
sucht werden, da sie zusätzliche Verzögerungen hervorrufen und beim Verlust von Kon-
trollpaketen keine spätere Korrektur der Videoinhalte erlauben. 
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Um Referenzwerte für den Vergleich der Verfahren zu erhalten, werden in diesem Ab-
schnitt ebenfalls Werte für ein Verfahren ohne Fehlerkorrektur berechnet. Dieses Verfah-
ren wird BD (Block Detection) genannt. 
 
Die verschiedenen Feedback-Verfahren können mit Hilfe eines analytischen Modells ver-
glichen werden [MeS99]. Hierbei ist einerseits die erreichte Bildqualität und andererseits 
die resultierende Datenrate von Interesse. Die Datenrate sollte möglichst klein sein und die 
Anzahl der falsch dargestellten Macroblöcke sollte ebenfalls möglichst gering sein. 
 
Wird ein einfaches Modell zur Videoübertragung vorausgesetzt, so kann eine Videoquelle 
charakterisiert werden, indem man die maximal zu codierenden Macroblöcke pro Video-
bild BFrame und die Anzahl der Videobilder pro Sekunde FpS bestimmt wird. Als Indikator 
für die Bewegungen und Änderungen einer Videosequenz wird der Parameter pb verwen-
det. Dieser gibt an, mit welcher Wahrscheinlichkeit ein Macroblock einer Änderung un-
terworfen ist und demnach übertragen werden muss. Ein weiterer Parameter für die 
Berechnung von Paketraten ist die durchschnittliche Anzahl von Macroblöcken BPacket, die 
in einem einzelnen Paket übertragen werden. Da immer versucht wird, Paketgrößen einer 
MTU zu erreichen, hängt dieser Parameter direkt mit dem Quantisierungswert zusammen. 
Dieses Modell wird für die nachfolgenden Berechnungen zugrunde gelegt. 
 
Um an einen Ausdruck für die falsch dargestellten Macroblöcke auf der Empfängerseite zu 
gelangen, kann die Wahrscheinlichkeit pok berechnet werden. Diese gibt die Wahrschein-
lichkeit an, mit der ein Macroblock auf der Empfängerseite richtig dargestellt wird. 
 
Ist die Paketverlustwahrscheinlichkeit pl bekannt, so ergibt sich für eine Videoübertragung 
ohne Fehlerkorrektur für den Zustand eines Macroblocks die in Abbildung 6.4 dargestellte 
Markovkette. 
OK NOK1 2
 
Abbildung 6.4: Markovkette für eine Videoübertragung ohne Fehlerkorrektur 
 
Die Übergangswahrscheinlichkeiten vom Zustand OK (Macroblock ist korrekt) und Zu-
stand NOK (Macroblock ist nicht korrekt) für die einfache Übertragung ohne Feedback-
Verfahren kann dann folgendermaßen angegeben werden: 
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Bei Verwendung des FIR-Verfahrens ist die Übergangswahrscheinlichkeit in den korrekten 
Zustand größer, da der Macroblock bei jedem Paketverlust neu übertragen wird: 
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Abbildung 6.5: Markovkette für die Videoübertragung mit dem TT-Verfahren 
 
Die Übergangswahrscheinlichkeiten für das TT-Verfahren ergeben sich nach Abbildung 
6.5 wie folgt: 
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 (6.1) 
 
Um später die Paketrate zu berechnen, die sich aus der durch das TT-Verfahren eingeleite-
ten Korrektur von Blöcken ergibt, ist es hier notwendig, die stationären Wahrscheinlichkei-
ten sowohl für den Zustand ohne Neuübertragung als auch mit Neuübertragung zu kennen. 
Daher wird hier jeder Zustand in einen Zustand mit und ohne Neuübertragung aufgeteilt 
(siehe Abbildung 6.5). 
 
Werden alle Videobilder im Full-Intra-Modus übertragen, d. h., es wird immer ein voll-
ständiges Videobild übertragen, dann ergibt sich die maximale Paketrate PRmax mit: 
PRmax =  (FpS . BFrame) / BPacket,   (6.2) 
 
Für eine Übertragung ohne Fehlerkorrektur kann dann die Paketrate PRBD berechnet wer-
den: 
PRmin = PRBD = pb PRmax    (6.3) 
 
Zur Berechnung der Paketrate des FIR-Verfahrens kann die Wahrscheinlichkeit zur Über-
tragung eines Full-Intraframes  pFIR angegeben werden. Wird die Unabhängigkeit der ein-
zelnen Macroblöcke vorausgesetzt, so ergibt sich die Wahrscheinlichkeit für die 
Notwendigkeit eins Full-Intraframe-Refreshs zu p pFIR OK
BFrame 1 . Da jedoch immer meh-
rere Macroblöcke in einem Paket enthalten sind, kann eine bessere Abschätzung von pFIR 
durch p pFIR OK
B
B
Frame
Packet 1  gegeben werden. Hierbei muss allerdings die 
durchschnittliche Anzahl der Macroblöcke pro Paket BPacket bekannt sein. Die Paketrate des 
FIR-Verfahrens PRFIR kann nun bestimmt werden durch 
 
PRFIR = (pFIR + (1 - pFIR)  pb) PRmax  (6.4) 
 
Die Paketrate des TT-Verfahrens kann angegeben werden, indem die stationären Wahr-
scheinlichkeiten P(OKR) und P(NOKR) der Zustände, welche eine Paketübertragung ent-
halten, mit pb addiert und mit der minimalen Paketrate multipliziert werden: 
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PRTT = (pb + P(OKR) + P(NOKR)) PRmin  (6.5) 
 
Sind nun die Parameter BFrame, BPacket, FpS, und pb bekannt, dann kann die erwartete Pake-
trate berechnet werden. 
 
Die Wahrscheinlichkeit für einen richtig dargestellten Macroblock pok kann für das FIR- 
und BD-Verfahren einfach aus der stationären Wahrscheinlichkeit P(OK) des OK-
Zustandes ermittelt werden. Beim TT-Verfahren muss hierzu P(OK) und P(OKR) addiert 
werden. 
 
 
Das Diagramm 6.6 zeigt die Blockfehlerwahrscheinlichkeit in Abhängigkeit von der Pa-
ketverlustrate. Die Blockänderungswahrscheinlichkeit pb beträgt hier 0.3. Die Block-
fehlerwahrscheinlichkeit gibt an, mit welcher Wahrscheinlichkeit ein Block auf der 
Empfängerseite falsch dargestellt wird. Sie ist somit ein Qualitätsmaß für die Videoüber-
tragung. Da das TT- und das FIR-Verfahren bei einem Paketverlust jeweils eine zusätzli-
che Übertragung des fehlerhaften Blocks bewirken, ist die Blockfehlerwahrscheinlichkeit 
für beide Verfahren gleich. So hat beispielsweise das Verfahren ohne Fehlerkontrolle (BD-
Verfahren) bei einer Paketverlustwahrscheinlichkeit von pl = 0.4 eine Blockfehlerwahr-
scheinlichkeit von 0.6. Im Gegensatz hierzu erreichen das TT- und FIR-Verfahren diese 
Blockfehlerwahrscheinlichkeit erst bei einer Paketfehlerwahrscheinlichkeit von pl = 0.57. 
Hier ist also eine deutliche Verbesserung durch die Initiierung der Neuübertragung erreicht 
worden. Erst wenn die Paketverlustwahrscheinlichkeit sehr hoch ist, gleicht sich die Block-
fehlerwahrscheinlichkeit an, da hier fast alle Kontrollpakete verloren gehen und somit kei-
ne Verbesserung der Videoqualität erreicht wird. 
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Abbildung 6.6: Blockfehlerwahrscheinlichkeit (links) und Paketrate (rechts) in 
Abhängigkeit von der Paketverlustwahrscheinlichkeit (pb = 0.3) 
 
Betrachtet man die Paketraten der verschiedenen Verfahren (Abbildung 6.6 rechts), so 
sieht man, dass das TT-Verfahren eine deutlich geringere Paketrate aufweist als das FIR-
Verfahren. Während das FIR-Verfahren inakzeptabel hohe Paketraten für realistische Pa-
ketfehlerwahrscheinlichkeiten zwischen 10 % und 40 % erzeugt, ist die zusätzliche Daten-
rate des TT-Verfahrens eher gering. Verglichen mit dem BD-Verfahren benötigt das TT-
Verfahren beispielsweise bei einer Paketverlustwahrscheinlichkeit von 0.1 nur eine zusätz-
liche Datenrate von ca. 7 %, während das FIR-Verfahren die zur Korrektur notwendige 
Datenrate mehr als verdoppelt. 
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Grundsätzlich kann festgestellt werden, dass je kleiner der Wert pb ist, desto mehr Nutzen 
bringt das TT- oder FIR-Verfahren bezüglich der Blockfehlerwahrscheinlichkeit. Die zu-
sätzliche Datenrate, die durch das TT-Verfahren anfällt, ist sehr gering, unabhängig von pb. 
Abbildung 6.7 verdeutlicht dies, indem die jeweiligen Blockfehlerwahrscheinlichkeiten 
und die Paketraten für unterschiedliche Werte von pb dargestellt sind. Die Paketverlust-
wahrscheinlichkeit ist hier konstant mit 0.31 angesetzt. Auffällig ist hier, dass die zusätzli-
che Paketrate durch die Fehlerkorrektur des TT-Verfahrens keinen wesentlichen 
Änderungen bei unterschiedlichen Werten von pb unterliegt. 
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Abbildung 6.7: Blockfehlerwahrscheinlichkeit (links) und Paketrate (rechts) in 
Abhängigkeit der Blockänderungswahrscheinlichkeit pb 
 
Einfluss des Delays  
In den vorherigen Betrachtungen wurde angenommen, dass die Verzögerung zwischen 
dem Absenden des Kontrollpaketes und der Korrektur des Videobildes beim Sender so 
gering ist, dass eine Korrektur immer im direkt nachfolgenden Videobild vorgenommen 
wird. Dies ist jedoch in der Praxis nicht immer der Fall. So müsste beispielsweise bei einer 
Bildrate von 25 Bildern/s die Paketumlaufzeit vom Sender zum Empfänger kleiner als 40 
ms sein. Zudem müsste man von den 40 ms noch die Codierzeit eines Videobildes abzie-
hen, da der Empfänger erst nach Erhalt eines Videobildes ein Feedback-Paket an den Sen-
der abschicken würde. 
 
Abbildung 6.8 zeigt ein Timingdiagramm einer möglichen Realisierung des TT-Verfahrens 
zwischen Sender und Empfänger. Um also eine Korrektur im direkt nachfolgenden Bild 
vornehmen zu können, muss der Roundtrip-Delay kleiner als die Summe aus Codierzeit 
des Videobildes, der Verzögerung des Transportes des Videobildes zum Empfänger und 
der Verzögerung des Transportes des Feedback-Paketes zum Sender sein. Hierbei ist zu 
beachten, dass der Empfänger nur ein Feedback-Paket direkt nach Erhalt eines Video-
frames versenden kann, wenn das letzte Paket eines Videobildes nicht verloren gegangen 
ist. Andernfalls würde der Empfänger zunächst warten, bis ein Paket des darauf folgenden 
Videobildes empfangen wurde. Dies ist notwendig, da der Empfänger zunächst von einer 
verspäteten Auslieferung des Paketes ausgeht und auch nicht bekannt ist, wie viele Pakete 
zum aktuellen Videobild gehören. Hierdurch verzögert sich der Erhalt des Feedback-
Paketes um die Dauer eines Videobildes. Zu beachten ist hier, dass die Zeit zur Codierung 
und zum Absenden eines Videobildes gewöhnlich wesentlich keiner als der Zeitabstand 
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zwischen der Digitalisierung zweier Videobilder ist. Zudem kann die Codierung und das 
Versenden sowie der Empfang und die Decodierung meist parallel ausgeführt werden. So 
kann beispielsweise der Inhalt eines Pakets bereits in der Zwischenankunftszeit auf-
einander folgender Pakete decodiert werden. 
 
Bild-
digitalisierung
Codierung Absenden
Bild-
digitalisierung
Codierung
Empfang von
Kontrollnachrichten
Sender
Empfänger
Empfang Decodierung
Ausgabe
Daten
Kontroll-
Nachricht
 
Abbildung 6.8: Ablaufdiagramm einer Videoübertragung 
 
Empfängt der Sender das Feedback-Paket später als vor der Codierung des nächsten Vide-
obildes, so hält der Fehler beim Empfänger länger an, weil das Feedback-Paket erst vor der 
Codierung des übernächsten Bildes ausgewertet werden kann. 
 
Da das vorgestellte analytische Modell immer eine direkte Korrektur im nächsten Video-
bild annimmt, kann es also für Videoübertragungen mit größeren Übertragungsverzöge-
rungen nicht verwendet werden. 
 
Abbildung 6.8 zeigt auch, dass wenn die Zeiten zum Codieren, Absenden, Empfangen und 
Decodieren der Videodaten im Vergleich zur Übertragungsverzögerung vernachlässigbar 
gering sind, die Anzahl der übertragenen Videobilder z, die zwischen dem Absenden eines 
Bildes und dem Empfang eines Kontrollpaketes liegen, mit  FpSRTTz ⋅=  abgeschätzt 
werden kann. Hierzu muss die Paketumlaufzeit (Round Trip Time – RTT) und die Bildrate 
des Senders bekannt sein. 
 
Um Paketverzögerungen in das Modell aufzunehmen, müssen die Übergangs-
wahrscheinlichkeiten, die zu den Zuständen der Neuübertragung P(OKR) und P(NOKR) 
führen, abgeändert werden. In der Variante ohne Betrachtung der Paketverzögerung fließt 
hier der Wert (1-pb) ein, da eine Neuübertragung nur notwendig ist, wenn sich der Block 
im nächsten Bild nicht geändert hat. Erreicht das Kontrollpaket jedoch erst nach der Codie-
rung des nächsten Videobildes den Sender, so wird eine Neuübertragung nur initiiert, wenn 
in allen Videobildern, die zwischen dem Absenden eines Videobildes und dem Empfang 
eines dazugehörigen Kontrollpaketes liegen, sich der jeweilige Block nicht geändert hat. 
Also ändert sich dieser Faktor zu 1 pb
z  . Die Übergangswahrscheinlichkeiten der Matrix 
PTT sind somit: 
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Die Wahrscheinlichkeit pok, dass ein Block richtig beim Empfänger angezeigt wird, kann 
aus der Summe der stationären Wahrscheinlichkeiten P(OK) und P(OKR) der Zustände 
OK und OKR berechnet werden: 
( )
( )  ( )  ( )  211211
)()(,,
l
FpSRTT
bl
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b
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bb
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blOKOK
pppppp
pp
POKRPPOKPRTTppfp
⋅⋅⋅
−+−−−+
−
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=+==
   (6.6) 
 
Die Paketrate für das TT-Verfahren kann analog zu (5) berechnet werden: 
 
PRTT = (pb + pok) PRmin  (6.7) 
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Abbildung 6.9: Blockfehlerwahrscheinlichkeit (links) und Paketrate (rechts) in 
Abhängigkeit der Paketverlustwahrscheinlichkeit bei unterschiedlichen Paket-
verzögerungen 
 
Abbildung 6.9 zeigt die Blockfehlerwahrscheinlichkeit und die Paketrate in Abhängigkeit 
der Paketverlustwahrscheinlichkeit. Je größer die Paketverzögerung ist, desto geringer ist 
die Wahrscheinlichkeit, dass ein Block richtig am Empfänger angezeigt wird. Gleichzeitig 
sinkt die Paketrate. Der Grund hierfür liegt in der verspäteten Korrektur des Blockes. Wird 
der Block nicht durch eine normale Änderung des Videobildes übertragen, so kann ein 
Fehler bis zur Korrektur durch das TT-Verfahren andauern. Steigen die Paketverzögerun-
gen sehr stark an, dann nähern sich die Blockfehlerwahrscheinlichkeiten und die Paketrate 
einer Übertragung ohne Fehlerkorrektur an. 
6.1.2 Fehlerkorrektur bei Interframecodierung, Bewegungsvekto-
ren und Multi-Layer-Codierung 
Das TT-Verfahren besitzt eine starke Abhängigkeit vom eingesetzten Videocodierungssy-
stem. Grundsätzlich gilt, dass es nur bei einer blockbasierten Videocodierung Verwendung 
findet. Die derzeit eingesetzten Videokompressionsstandards wie MPEG-1/2/4, H.261 und 
H.263(+) verwenden alle die auf Macroblöcken basierte Videokompression. Für andere 
Systeme, insbesondere die auf der Wavelet-Transformation beruhenden Codierungsverfah-
ren, ist das TT-Verfahren ungeeignet. 
 
   
138
Alle derzeit verwendeten Videocodierungsstandards erlauben die Verwendung von P-
Bildern. Hierbei wird jeweils ein gesamtes Videobild als P-Bild deklariert und abhängig 
von der Abweichung zum referenzierten Bild der jeweilige Macroblock im P- oder I-
Modus codiert. 
Der Sender sollte den neu zu übertragenen Block jedoch immer im Intra-Modus codieren, 
damit Paketfehler von Paketen, die bereits abgesendet wurden, sich nicht auf die Videokor-
rektur auswirken können. 
 
Die Codierung mit P-Bildern kann leicht in das Modell einbezogen werden. Hierbei muss 
man die Grunddatenrate auf den Gewinn durch Verwendung von P-Frames (PRmin,I+P ) 
reduzieren und die Neuübertragungen im Fehlerfall mit der Datenrate durch I-Frames 
(PRmin,I) gewichten: 
 
PRTTp = pb PRmin,I+P + (P(OKR) + P(NOKR)) PRmin,I  (6.8) 
 
Die bidirektionale Codierung wird bei interaktiver Videokommunikation nur selten ge-
nutzt, da eine zusätzliche Verzögerung durch die zeitlichen Abhängigkeiten zu zukünftigen 
Bildern auftritt. Durch die Abhängigkeit der B-Frames von zukünftigen und vorherigen 
Bildern muss zunächst das zukünftige Bild vorhanden sein, bevor ein B-Frame codiert und 
decodiert werden kann. Um Empfängern die Decodierung der Bilder zu vereinfachen, än-
dert er die Übertragungsreihenfolge im Vergleich zur Digitalisierungsreihenfolge. Das dem 
B-Frame folgende Frame wird also vor dem eigentlichen B-Frame übertragen. Hierdurch 
beträgt die zusätzliche Verzögerung mindestens ein Bildintervall zuzüglich der Dauer der 
Übertragung und Codierung eines I-Frames. 
 
Die Zeitstempel der Pakete des B-Frames sind dabei geringer als die des vorher empfange-
nen I-Frames. Daher muss bei der Empfängerimplementierung des TT-Verfahrens darauf 
geachtet werden, dass in der Empfängermatrix ein höherer Zeitstempel nicht durch einen 
niedrigeren ersetzt wird. Im Fehlerfall sollte ein Kontrollpaket immer erst nach Erhalt des 
vom B-Frame referenzierten I- oder P-Frame abgesendet werden. 
 
Verwendet das Videocodierungssystem Bewegungsvektoren, so muss der Sender bei je-
dem abgesendeten Macroblock zusätzlich eine Referenz auf den Macroblock speichern, 
der eine Referenz auf die Pixelregion des Macroblocks enthält. Beim Auswerten des Kon-
trollpaketes muss zusätzlich jeder Macroblock zur Neuübertragung markiert werden, der 
eine Referenz auf den korrigierten Macroblock enthält. Dieses muss ggf. für alle zusätzli-
chen Macroblöcke ebenfalls durchgeführt werden. Je nach Verwendung und Größe der 
Bewegungsvektoren kann dieses Verfahren zur Wiederholung eines vollständigen Bildes 
führen. Die Tiefe der rekursiven Suche nach weiteren Abhängigkeiten sollte jedoch von 
den Anwendungen individuell konfiguriert werden, da der Qualitätsverlust mit jeder weite-
ren Referenz zunimmt. Inwieweit sich eine vollständige Suche nach allen referenzierenden 
Blöcken lohnt, muss individuell bestimmt werden, da dies zu einer höheren Ausgangs-
bandbreite führt. 
 
Multi-Layer Codierung 
Manche Codierungsmethoden sehen die Codierung von verschiedenen Ebenen vor. Einzel-
ne Ebenen können beispielsweise die Bildqualität verbessern (hierarchische Codierung) 
oder erst zusammengesetzt das Gesamtbild (Video-Objekte) ergeben. Bei diesem Verfah-
ren kann das TT-Schema jeweils auf den einzelnen Ebenen durchgeführt werden. So kann 
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beispielsweise das Vordergrundobjekt eines Videos unabhängig vom Hintergrund korri-
giert werden. 
6.1.3 Vergleich der analytischen Ergebnisse mit einer Implemen-
tierung 
Das vorgestellte analytische Modell gibt einen guten Anhaltspunkt zur Bandbreitenent-
wicklung und für den zu erwartenden Qualitätsverlust bei Verwendung des TT-Verfahrens 
im Vergleich zum FIR-Verfahren und einer Videokommunikation ohne Fehlerkontrolle. 
Dennoch beinhaltet das Modell Annahmen, welche eine starke Abweichung zu realen Im-
plementierungen nicht ausschließen. 
 
Durch die Wahl der Blockänderungswahrscheinlichkeit pb zur Charakterisierung eines Vi-
deostroms wird eine zu einfache Klassifizierung vorgenommen. In der Praxis gibt es Be-
reiche eines Videobildes, die eine größere Änderungswahrscheinlichkeit aufweisen. So ist 
z. B. die Bildmitte in fast allen Videoquellen größeren Änderungen unterworfen als Berei-
che nahe den Bildrändern. Bei einem Video, das eine sprechende Person darstellt, ist die 
Wahrscheinlichkeit, dass sich die zur Person gehörenden Blöcke ändern, deutlich größer 
als für die Bereiche des Hintergrunds. Die konstant angenommene Blockänderungs-
wahrscheinlichkeit pb kann also nur als Abschätzung angesehen werden. 
 
Zusätzlich nimmt das Modell gleich verteilte Paketverlustereignisse an. In der Praxis treten 
Paketverluste meist gehäuft auf, so dass oft eine Folge von Paketen verloren geht. Für die 
Videokommunikation bedeutet dies, dass größere Regionen eines Bildes oder eine Folge 
von mehreren Videobildern fehlerhaft sind, diese jedoch dafür seltener auftreten. 
 
Bei der Modellierung von Paketverzögerungen werden konstante Paketverzögerungen an-
genommen. Auch wird die Dauer des Absendens der Pakete eines Videobildes und die 
Dauer der Videocodierung und Decodierung vernachlässigt. 
 
Um die Ergebnisse der analytischen Berechnung zu bestätigen und um weitere praktische 
Erfahrungswerte zu erlangen, sollen in diesem Abschnitt Messwerte einer Implementie-
rung des TT-Verfahrens und des FIR-Verfahrens dargestellt und den analytischen Untersu-
chungen gegenübergestellt werden. 
 
Zur Untersuchung werden drei Testvideos verwendet, deren Parameter in Tabelle 6.2 an-
gegeben werden. Die Testvideos unterscheiden sich dabei hauptsächlich in ihrer Bewe-
gungskomponente pb und der Datenrate, welche aus der gewählten Quantisierung und der 
Bewegungen der Videoquelle resultiert. Tabelle 6.2 gibt die Werte dieser Parameter für die 
drei Beispielvideos an. Die Inhalte der Videos sind vergleichbar mit denen einer Video-
konferenz, da abwechselnd entweder eine oder zwei Personen sprechen. Es gibt keine be-
wegten Hintergründe und es finden nur relativ selten Kamerabewegungen oder 
Szenenumblendungen statt. 
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 Video 1: Tagesschau  Video 2: Vorlesung Video 3: Telekolleg 
Quant 15 4 8 
pb 0.19 0.30 0.49 
FpS 10 10 10 
BFrame 396 396 396 
BPacket 46.72 33.38 27.33 
PpFt 1.631 3.61 7.044 
Tabelle 6.2: Parameterwerte für drei Beispielvideos 
 
Die Prototyp-Implementierung verwendet einen Video-Sender und Empfänger, welche 
nach dem H.261-Standard codieren und decodieren. Die Übertragung setzt auf dem RTP- 
und UDP-Protokoll auf und verwendet zur Paketierung der Videodaten den RFC 2032 
[TuH96a]. Es wird eine blockbasierte Videoübertragung ohne Interframecodierung und 
Bewegungsvektoren verwendet. 
 
Die Sender- und Empfängereinheit sind durch ein 100 MBit/s LAN angeschlossen. Um 
verschiedene Paketfehlerraten untersuchen zu können, generiert der Empfänger Paketfehler 
in seiner Eingangs- und Ausgangswarteschlange mit einem Elliot-Gilbert-Modell. Hierbei 
wird die Anzahl der Burstfehler auf 90 % und die durchschnittliche Anzahl von Paketfeh-
lern im Burst-Modul auf 3 Pakete konfiguriert. Die Testvideos werden jeweils über einen 
Zeitraum von 30 Minuten gesendet. Die Sequenzen der Videoquellen haben kürzere Lauf-
zeiten von ca. 5-10 Minuten und werden nach Beendigung jeweils neu gestartet. Gemessen 
werden hier nur Paketfehlerraten bis 40 %, da sehr hohe Paketfehlerraten die Videoqualität 
extrem verschlechtert und somit für die Praxis nicht relevant sind. 
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Abbildung 6.10: Datenrate der Videos 1-3 bei unterschiedlichen Paketfehlerra-
ten 
 
Im Sender und Empfänger sind sowohl das FIR- als auch das TT-Verfahren implementiert. 
Der Sender und der Empfänger protokollieren die jeweilige Datenrate. Variiert man nun 
die Paketfehlerrate, so ergeben sich für die Testvideos 1, 2 und 3 die in Abbildung 6.10 
dargestellten Kurven. Die Kurven zeigen einen ähnlichen Verlauf wie die des analytischen 
Modells in Abschnitt 6.1. Das FIR-Verfahren bewirkt einen starken Anstieg der Datenrate 
schon bei einer vergleichsweise geringen Paketfehlerrate. Das TT-Verfahren bewirkt nur 
einen leichten Anstieg. So ist beispielsweise bei einer Paketfehlerwahrscheinlichkeit von 
0.3 die Rate des Videos 2 nur um 4.8 % angestiegen, während das FIR-Verfahren einen 
Anstieg um 34 % bewirkt. 
 
Abbildung 6.11 zeigt die resultierende Videoqualität bei beiden Verfahren. Analog zu den 
Messverfahren in Abschnitt 5.5 wurde die Differenz des PSNR am Empfänger und Sender 
gebildet (PSNR). Die Abbildungen zeigen, dass die Videoqualität nahezu gleich ist. Im 
Schnitt schneidet das TT-Verfahren besser als das FIR-Verfahren ab. Dieses Ergebnis ist 
durch die längeren Codier- und Decodierzeiten des FIR-Verfahrens begründet. Das FIR-
Verfahren bewirkt durch die Codierung von vollständigen Intra-Frames größere Schwan-
kungen in den Codier- und Decodierzeiten, was ein verspätetes Eintreffen der Kontrollpa-
kete begünstigt. 
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Abbildung 6.11: Videoqualität der Videos 1-3 mit dem FIR- und TT-Verfahren 
und verschiedenen Paketfehlerraten 
 
Zur Einschätzung der Ergebnisse des analytischen Modells sollen nun die Ergebnisse des 
Modells mit den Ergebnissen aus den Messungen verglichen werden. Abbildung 6.12, 6.13 
und 6.14 zeigen den Vergleich der berechneten Paketraten mit den tatsächlich gemessenen 
Paketraten bei unterschiedlichen Paketfehlerraten.  
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Abbildung 6.12: Paketrate des Videos 1 mit dem TT- (links) und dem FIR-
Verfahren (rechts) 
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Abbildung 6.13: Paketrate des Videos 2 mit dem TT- (links) und dem FIR-
Verfahren (rechts) 
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Abbildung 6.14: Paketrate des Videos 3 mit dem TT- (links) und dem FIR-
Verfahren (rechts) 
 
Die berechneten Paketraten liegen fast immer über den gemessenen Raten. Ein wesentli-
cher Grund hierfür ist, dass bei der Implementierung das Kontrollpaket den Sender erst 
nach der Codierung des nächsten Videobildes erreicht. Dies kann durch sehr hohe Codier- 
und Decodierzeiten verursacht werden oder durch den Verlust des letzten Paketes eines 
Videobildes. Beim Verlust des letzten Paketes kann der Empfänger das Kontrollpaket erst 
nach Erhalt des ersten Paketes des darauf folgenden Bildes abschicken, was in jedem Fall 
eine verspätete Korrektur bewirkt. In den Abbildungen sind für das TT-Verfahren daher 
zusätzlich die analytischen Kurven für eine Paketverzögerung von 100 ms eingezeichnet. 
Man sieht insbesondere in der Abbildung 6.14 (links), dass die Berechnungen mit der hö-
heren Paketverzögerung der tatsächlich gemessenen Paketrate ähnlicher ist. 
 
Ein weiterer Faktor für eine Abweichung der Paketrate im TT-Modus mit der berechneten 
Paketrate ist, dass die durch Bewegung verursachte Neucodierung eines Blocks nur schwer 
mit der Konstante pb dargestellt werden kann. Vielmehr ist die Wahrscheinlichkeit zur 
Neucodierung eines Blocks für die Bereiche des Videos mit mehr Bewegung größer. Die 
Neucodierung kann also bei einem Paketverlust öfter vermieden werden. Gerade im TT-
Modus führt dies zu einer leichten Überschätzung der Paketrate. 
 
Die Abweichungen der Paketrate im FIR-Modus ist hauptsächlich bestimmt durch die Ab-
schätzung p pFIR OK
B p
B
Frame b
Packet 
¼
1 . Hier wird die durchschnittliche Anzahl der Pakete pro 
Videobild in die Berechnung der Wahrscheinlichkeit für einen Full-Intraframe-Refresh 
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einbezogen. Die Anzahl dieser Pakete variiert jedoch, wenn ein Full-Intraframe-Refresh 
vorgenommen wird. Durch die steigende Anzahl der zu übertragenden Pakete werden Fol-
gefehler also wahrscheinlicher. 
6.2 Fehlerkontrolle unter Verwendung von Zwischenstationen 
Die Paketverzögerung zwischen Sender und Empfänger hat einen deutlichen Einfluss auf 
die Paketrate und die Bildqualität (siehe Abb. 6.9). Dieser Effekt kann dadurch reduziert 
werden, dass eine Fehlerkorrektur nicht nur zwischen den Endanwendungen durchgeführt 
wird, sondern auch zwischen geeigneten Zwischenstationen. So könnte beispielsweise ein 
RTP-Mixer oder -Translator diese Funktionalität beinhalten. Gerade in Mobilfunknetzen 
werden in vielen Ansätzen Gateway- oder Proxy-Stationen vorgesehen, die eine Anpas-
sung der Kommunikationsverbindung auf das drahtlose Medium vornehmen. Solche Sy-
steme sehen eine Aufspaltung der Transportverbindung vor, so dass eine Bearbeitung der 
Daten und Protokolle bis hin zur Anwendungsebene möglich wird. Da eine solche Bearbei-
tung von den jeweiligen Anwendungen, Transportprotokollen und Codierungsformaten 
abhängt, wird innerhalb solcher Netzknoten eine Ausführungsumgebung benötigt, die eine 
dynamische Installation von Softwareelementen möglich macht. Dies könnte beispielswei-
se durch ein aktives Netz oder ein mobiles Agentensystem erreicht werden.  
 
Dieser Abschnitt untersucht die Potentiale einer Fehlerkorrektur durch Netzwerkknoten 
unter der Voraussetzung, dass eine geeignete Ausführungsumgebung für die Inbetriebnah-
me eines solchen Systems verfügbar ist. 
 
In Kapitel 5 wird ein Adaptiver Controller vorgestellt, der bereits anwendungsspezifische 
Prozeduren zur Ratenadaption einsetzt. Diese Stationen können verwendet werden, um 
Fehlerkorrekturverfahren zwischen den Adaptiven Controllern und den Endstationen vor-
zunehmen. Die benötigten Zwischenstationen werden daher im Folgenden als Adaptive 
Controller bezeichnet. 
 
Um das im vorherigen Abschnitt vorgestellte TT-Verfahren auf die Verwendung von Zwi-
schenstationen zu erweitern, muss das eigentliche Verfahren nicht abgeändert werden 
[SpM99]. Jeder Zwischenknoten besteht aus einer Sende- und Empfangseinheit. Wird ein 
Paket empfangen, so werden die enthaltenen Macroblöcke analysiert und in einer Emp-
fangstabelle der dazugehörige Zeitstempel eingetragen. Hierzu werden die enthaltenen 
Videodaten nicht decodiert. Das Paket wird dann an die jeweilige Sendeeinheit weiterge-
reicht. Hier wird es in die einzelnen Macroblöcke aufgespalten. Die Sendeeinheit generiert 
nun einen neuen Paketstrom, der eventuell entdeckte fehlerhafte Macroblöcke hinzufügt. 
Dieser Strom enthält fortlaufende Sequenznummern, damit der nächste Empfänger Paket-
verluste erkennen kann. 
 
Für die Ausführung des TT-Verfahrens benötigt der Zwischenknoten einen Zwischenspei-
cher, der ein vollständiges (codiertes) Videobild aufnehmen kann. Dieser Speicher enthält 
das aktuelle empfangene Videobild des jeweiligen Adaptiven Controllers und dient als 
Quelle für die zusätzlich in den Ausgangsdatenstrom eingefügten Macroblöcke. Der Spei-
cherbedarf für eine Verbindung ist also verhältnismäßig klein, da beispielsweise bei einem 
im CIF-Format codierten Videostrom die maximale Bildgröße immer unter 228 kB beträgt. 
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Zusätzlich zu einem Speicher zur Aufnahme der einzelnen Macroblöcke müssen noch für 
jede Verbindung zwei Zeitstempel-Tabellen für die eingehenden Macroblöcke und für die 
ausgehenden Macroblöcke verwaltet werden. Diese werden jeweils mit einem negativen 
Wert initialisiert. Dies führt dazu, dass bei einem Handover oder bei einer neuen Verbin-
dung keine Fehlerkorrektur vorgenommen wird. Vielmehr wird dann automatisch die Kor-
rektur von einem vor dem Handover-Knoten liegenden Zwischensystem durchgeführt. In 
letzter Instanz ist dies immer die sendende Anwendung. Führt eine mobile Station schnelle 
Handover-Vorgänge durch und kehrt sie zu einem Zwischenknoten zurück, so muss der 
Zustand des Zwischenknotens nicht neu initialisiert werden, da die Zeitstempel monoton 
steigend sind. Der Zwischenknoten nimmt in diesem Fall erst eine Korrektur vor, wenn er 
aktuelle Macroblöcke erhalten hat. 
 
Die Rechenkomplexität der Operationen im Adaptiven Controller hängt stark vom ver-
wendeten Videocodec ab. Grundsätzlich muss der Adaptive Controller keine Codierung 
und Decodierung der Videoströme vornehmen. Es ist ausreichend, wenn die in den Paketen 
enthaltenen Macroblöcke getrennt werden, um sie für den Fall einer Korrektur zu neuen 
Paketen zusammenzuführen. Diese Prozedur ist jedoch bei den meisten Videoformaten 
komplizierter als angenommen, da sich die Macroblockgrenzen an beliebigen Bitstellen im 
Datenstrom befinden können. Beim Aufspalten der ankommenden Pakete und dem Zu-
sammenstellen der ausgehenden Pakete muss also unter Umständen eine Bitverschiebung 
stattfinden. 
 
Eine wichtige Eigenschaft des hier vorgestellten mehrstufigen TT-Verfahrens ist, dass an 
keinem Zwischenknoten die Übertragung eines fehlerhaften Macroblocks vorgenommen 
wird, d. h., nur diejenigen Macroblöcke werden an den nächsten Zwischenknoten weiterge-
leitet, die sich im Zwischenspeicher des Aktiven Knoten im Zustand OK oder OKR befin-
den. Betrachtet man Teilnetze T1 bis Tn und die zwischen den jeweiligen Teilnetzen 
liegenden Adaptiven Controller A1,2, A2,3 bis AN-1,N, und die Endanwendungen A0 und 
AN+1, dann könnte beispielsweise im Teilnetz T1 ein Paket verloren gehen, welches den 
Macroblock Mk enthält. Da Mk verloren gegangen ist, wird A1,2 diesen Macroblock nicht 
an A2,3 weiterleiten. Auch wird es durch das TT-Verfahren im Knoten A1,2 keine Korrektur 
von Mk geben, da Mk in allen nachfolgenden Aktiven Knoten nicht empfangen wird. Erst 
wenn die Sendeeinheit in A0 ein Kontrollpaket von A1,2 erhält wird Mk von A0 korrigiert 
und eventuell in A1,2 empfangen. Erst jetzt kann eine Übertragung in allen nachfolgenden 
Knoten erfolgen. Diese Eigenschaft des mehrstufigen TT-Verfahrens ist besonders wichtig, 
da hierdurch ein Anstieg der Datenrate in aufeinander folgenden Knoten ausgeschlossen 
wird. 
 
Abbildung 6.15 zeigt eine Konfiguration mit zwei fehlerkorrigierenden Netzknoten. Hier 
gibt es drei logische Verbindungen, deren Sender jeweils eine Videokorrektur vornehmen. 
Diese Konfiguration wurde gewählt, da die Teilnetze eins und zwei jeweils einem drahtlo-
sen Zugangsnetz entsprechen können. Das mittlere Teilnetz könnte ein Backbone-Netz 
darstellen. 
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Abbildung 6.15: Fehlerkorrektur mit zwei Adaptiven Contollern 
 
Durch die hierdurch erreichte durchschnittliche Verkürzung der Fehlerkorrektur zum Emp-
fänger wird eine verbesserte Videoqualität beim Empfänger erreicht. Das Modell aus dem 
vorherigen Abschnitt kann erweitert werden, um eine Abschätzung der Bildqualität und 
Paketrate zu erhalten. Geht man von der Annahme aus, dass sich durch gleich verteilte 
Paketverluste die Blockänderungswahrscheinlichkeit pb an den Zwischenknoten nicht än-
dert, so ist ein Block beim Empfänger nur fehlerfrei, wenn er es an allen vorherigen Zwi-
schenstationen auch ist. Die Wahrscheinlichkeit pok für einen korrekten Block (6.6) mit n 
Zwischenstationen der Paketfehlerwahrwscheinlichkeit pl,k und einer Paketumlaufzeit RTTk 
im Teilnetz k muss also als Produkt über alle Zwischenstationen gebildet werden: 
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       (6.9) 
 
Die Paketfehlerrate in (8) gibt die Paketfehlerrate zwischen den einzelnen Zwischenstatio-
nen an. Für die entsprechende Paketfehlerrate pges für eine Ende-zu-Ende-Verbindung mit 
n Zwischenstationen und einer Paketfehlerrate von pl zwischen den jeweiligen Netzknoten 
ergibt sich somit eine Gesamtpaketfehlerrate von  
 
p pges l
n   +1 1 1( )  (6.10). 
 
Abbildung 6.16 zeigt die mit (6.9) berechnete Wahrscheinlichkeit für einen korrekt emp-
fangenen Block bei zwei Zwischenstationen. Die entsprechende Wahrscheinlichkeit für 
eine Übertragung ohne Zwischenstationen wird mit (6.6) und (6.10) berechnet. Die Paket-
verzögerung zwischen zwei Netzknoten variiert zwischen 0 und 140 ms. Bei einer Verzö-
gerung von 100 ms entspricht dies einer Ende-zu-Ende-Paketumlaufzeit von 300 ms. Für 
die Parameter der Videoquelle wurde das Video 1 gewählt. 
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Abbildung 6.16: Wahrscheinlickeit für einen richtig empfangenen Block bei 
einer Ende-zu-Ende Fehlerkontrolle und der Verwendung von Zwischen-
stationen für unterschiedliche Paketverzögerungen (Video 1, pl = 0.15) 
 
Aus Abbildung 6.16 ist ersichtlich, dass die Bildqualität bei der Variante ohne Zwischen-
knoten bei jedem Vielfachen des Ankunftsintervalls zweier Videobilder abnimmt. Da zwei 
Zwischenknoten verwendet werden, ist dies bei einer Paketverzögerung von 33 ms, 66 ms, 
100 ms usw. Im Gegensatz hierzu verschlechtert sich die Bildqualität bei der Verwendung 
von Zwischenstationen erst, wenn die Paketverzögerung auf einem Teilnetz die Zwischen-
ankunftszeit zweier Videobilder überschreitet. In diesem Beispiel ist dies bei einer Paket-
verzögerung von 100 ms. Die Zwischenstationen erreichen also einen deutlichen 
Qualitätsgewinn, gerade wenn die Bildwiederholrate des Videostroms groß ist und die En-
de-zu-Ende-Verzögerung die Zwischenankunftszeit zweier aufeinander folgender Video-
bilder übersteigt. 
Die Verwendung von Adaptiven Controllern hat bereits einen Vorteil bei einer Teilnetz-
verzögerung von 0 ms. Dieser Effekt wird durch die zusätzlichen Zwischenspeicher im 
Netz bewirkt. Geht ein Paket erst im dritten Teilnetz verloren, so kann der so entstandene 
Fehler mit einer höheren Wahrscheinlichkeit korrigiert werden, weil das Paket mit der ent-
haltenen Fehlerkorrektur nicht alle Teilnetze erneut durchlaufen muss. 
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Abbildung 6.17: Wahrscheinlichkeit für einen richtig empfangenen Block bei 
einer Ende-zu-Ende Fehlerkontrolle und der Verwendung von Zwischen-
stationen für unterschiedliche Blockänderungswahrscheinlichkeiten und Paket-
fehlerwahrscheinlichkeiten (Video 1) 
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Eine weitere Frage beschäftigt sich damit, inwieweit der Gewinn durch die Zwischensta-
tionen vom Bewegungsfaktor pb und der Paketfehlerrate pl abhängt. Abbildung 6.17 stellt 
für einen RTT von 80 ms, zwei Zwischenstationen, einer Fehlerwahrscheinlichkeit von 
0.15 und den Parametern des Videos 1 die Verbesserung der Bildqualität in Abhängigkeit 
von pb und pl dar. Es ist zu erkennen, dass die Bildqualität für fast alle Blockänderungs-
wahrscheinlichkeiten zunimmt. Ebenso steigt der Qualitätsgewinn mit zunehmender Paket-
fehlerrate an. Erst bei sehr hohen Fehlerraten von über 50 % nimmt der Qualitätsgewinn 
ab. 
 
Die Paketrate an den Ausgängen des Videosenders und der einzelnen Sendeeinheiten der 
Zwischenknoten reduziert sich pro Teilnetz um den Anteil der nicht korrekt empfangenen 
Blöcke der vorherigen Zwischenstation. Dadurch kann die Paketrate auf dem jeweiligen 
Teilnetz k mit 
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angegeben werden.  
 
Abbildung 6.18 zeigt für ein Netzwerk mit drei Zwischenstationen die Paketrate auf den 
jeweiligen Teilnetzen. Dabei wurde eine Paketfehlerrate von 0.15 und ein RTT von 80 ms 
angenommen. 
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Abbildung 6.18: Last auf den Teilnetzen mit drei Zwischenstationen (pl = 0.15) 
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Am Ausgang des Senders (entspricht der Last auf dem ersten Teilnetz) ist die Last der 
Konfiguration ohne Zwischenstationen größer als bei Verwendung der Zwischenstationen. 
Werden keine Zwischenstationen verwendet, so sinkt die Last auf den folgenden Teilnet-
zen jeweils um die Paketfehlerrate. Durch den Einsatz des TT-Verfahrens in den Zwi-
schenstationen werden Korrekturen vorgenommen, die eine Erhöhung der Datenrate 
verursachen. Dadurch sinkt die Datenrate langsamer als sie durch die Paketfehlerrate redu-
ziert wird. So ist beispielsweise bei allen Beispielvideos die Datenrate im dritten Teilnetz 
jeweils höher als die der Ende-zu-Ende-Fehlerkorrektur.  
 
Man beachte, dass bei Verwendung des TT-Verfahrens die Erhöhung der Datenrate durch 
die Fehlerkorrekturen niemals die Paketfehlerrate übersteigen kann, da nur tatsächlich ver-
loren gegangene Blöcke neu übertragen werden. Dadurch kann die Paketrate beim näch-
sten Teilnetz im Vergleich zum vorherigen nicht ansteigen. Ist die Datenrate auf einem 
Teilnetz höher als die des vorherigen Teilnetzes abzüglich der Paketfehlerrate, so ist dies 
immer durch eine Fehlerkorrektur des TT-Verfahrens verursacht und bewirkt auch immer 
eine Verbesserung der Bildqualität. 
 
Um die Ergebnisse aus den analytischen Berechnungen zu verifizieren und um praktische 
Erfahrungswerte aus den bereits getroffenen Analysen zu gewinnen, wurde ein Zwischen-
knoten implementiert, der eine Fehlerkorrektur nach dem TT-Verfahren vornimmt. Der 
Zwischenknoten arbeitet als RTP-Translator und stellt somit für die jeweils sendende An-
wendung ein Endsystem dar. Die Videoimplementierung ist identisch mit der im vorheri-
gen Abschnitt verwendeten Implementierung zur Messung des TT-Verfahrens. Die 
Paketfehlergenerierung in den Eingangswarteschlangen der Zwischenknoten geschieht 
ebenfalls mit einem Gilbert-Elliot-Modell. 
 
In den folgenden Experimenten werden künstliche Paketverzögerungen in den Eingangs-
warteschlangen der einzelnen Netzknoten und des Empfängers eingeführt. Zusätzlich wird 
die Paketfehlerrate der einzelnen Teilnetze variiert. Zur Übertragung wird das Video 1 mit 
einem Quantisierungswert von 15 gewählt. Die Bildwiederholrate beträgt 10 Bilder/s. Es 
wird jeweils der PSNR der Videoübertragung und die Gesamtlast des Systems gemessen. 
Die Gesamtlast ergibt sich aus der Summe der Netzlasten in den einzelnen Teilnetzen. 
Abbildung 6.19 zeigt die Ergebnisse des PSNR und der Gesamtlast ohne jegliche Fehler-
korrektur. Der PSNR steigt mit zunehmender Paketfehlerrate. Die Netzlast sinkt mit stei-
gender Paketfehlerrate, da die Last in nachfolgenden Teilnetzen durch Paketfehler in den 
vorherigen Netzen reduziert wird. Die Bildqualität und die Netzlast sind unabhängig von 
den Paketverzögerungen. 
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Abbildung 6.19: PSNR (links) und Netzlast (rechts) ohne Fehlerkontrolle bei 
zwei Zwischenstationen und unterschiedlichen Paketfehlerraten 
 
Verwendet man nun ein System mit Ende-zu-Ende-Fehlerkorrektur, so ergibt sich eine 
Bildqualität und eine Gesamtlast, wie es in Abbildung 6.20 dargestellt ist. Die Bildqualität 
sinkt stetig mit steigender Paketverzögerung. Ebenso sinkt die Gesamtlast. Der Grund hier-
für ist, dass sich die Gesamtverzögerung aus der Summe der Verzögerungen der einzelnen 
Teilnetze ergibt. Immer wenn die Gesamtverzögerung ein Vielfaches der Zwischenan-
kunftszeit zweier aufeinander folgender Videobilder annimmt, verschlechtert sich die 
Bildqualität. Ebenso sinkt dann die Last, da das Fehlerkorrekturverfahren weniger Korrek-
turen vornehmen kann. Die Treppenstufen der unteren Kurve aus Abbildung 6.16 sind 
deutlich zu erkennen. 
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Abbildung 6.20: PSNR (links) und Netzlast (rechts) mit Ende-zu-Ende-
Fehlerkontrolle bei zwei Zwischenstationen und unterschiedlichen Paketfehler-
raten 
 
Die Bildqualität und die Gesamtlast bei Einsatz der Fehlerkorrektur durch die Adaptiven 
Controller sind in Abbildung 6.21 zu sehen. Es ergibt sich ein Verlauf, der bereits durch 
das Modell in Abbildung 6.16 berechnet wurde. Während die Kurve für die Ende-zu-Ende-
Fehlerkorrektur bei jedem Messwert ansteigt, steigt die Kurve bei der Korrektur durch die 
Zwischenknoten lediglich jeweils bei 100 ms an, was genau der Zwischenankunftszeit 
zweier Videobilder entspricht. Ebenso sinkt die Gesamtlast auch erst bei diesem Wert ab. 
Dies zeigt, dass die Zwischenknoten bei Verzögerungen unter 100 ms noch zahlreiche 
Korrekturen vornehmen können. Allerdings tritt dieser Effekt bereits bei 80 ms Verzöge-
rung in den Teilnetzen auf, was auf zusätzliche Verzögerungen in den Endanwendungen 
und Zwischenknoten schließen lässt.  
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Die Messungen bestätigen also den Verlauf der Videoqualität, der bereits durch das analy-
tische Modell prognostiziert wird. Die maximale Qualitätssteigerung beträgt 1.7 dB, bei 
einer Paketfehlerrate von 20 % und einer Teilnetzverzögerung von 140 ms. 
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Abbildung 6.21: PSNR (links) und Netzlast (rechts) mit Fehlerkontrolle in  
zwei Zwischenstationen und unterschiedlichen Paketfehlerraten 
6.3 Reduzierung der Kontrollpaketrate 
Die durch das Versenden der Kontrollpakete benötigte Bandbreite ist ein Nachteil des TT-
Verfahrens. Da die Zeitstempeltabelle einen Eintrag pro Macroblock vorsieht, ein 
Zeitstempel 4 Bytes einnimmt und es im CIF-Modus 396 Macroblöcke gibt, beträgt die 
Größe eines Kontrollpaketes 1584 Bytes. Hinzu kommen weitere Einträge wie z. B. ein 
Protokollkopf mit Versionsnummer, Typ- und Größenidentifizierung. Im schlechtesten Fall 
wird ein Paket für jedes empfangene Videobild übertragen. Bei einer Bildwiederholrate 
von 10 Bildern pro Sekunde erhält man somit eine zusätzliche Kontrollpaketdatenrate von 
128.72 kBit/s. 
 
Die Inhalte einer Zeitstempeltabelle weisen eine große Redundanz auf, da Macroblöcke 
des gleichen Videobildes den gleichen Zeitstempel tragen. Zudem besteht jeder Zeitstem-
pel aus 4 Bytes, wobei die Zeitstempel aus Zeiteinheiten einer mit 60 kHz getakteten Uhr 
angegeben werden. Dadurch ändern sich die höherwertigen Bytes der Zeitstempel nur sel-
ten. Diese Redundanz kann von einem verlustlosen Kompressionsverfahren ausgenutzt 
werden, um die Größe der Kontrollpakete zu reduzieren. Ein geeigneter Kandidat für die 
Kompression der Zeitstempeltabelle sind die auf dem Lempel-Ziv-Verfahren [Nel95] ba-
sierenden Kompressionsalgorithmen. Das Lempel-Ziv-Verfahren erreicht eine hohe Kom-
primierung durch ein so genanntes Dictionary, wobei sich wiederholende Zeichenketten 
nur durch eine Rückwärtsreferenz in den bereits codierten Datenstrom dargestellt werden. 
Unterschiedliche Varianten dieses Algorithmus unterscheiden sich hauptsächlich in der 
Größe des verwendeten Dictionaries. Ein solcher Algorithmus wurde in den Prototypen 
integriert und die resultierenden Paketgrößen gemessen. Tabelle 6.3 gibt die Größenredu-
zierung der Kontrollpakete an. Die Kontrollpaketrate der Videos 1 und 3 werden hier auf 
eine Größe von 20 % reduziert. Die Bearbeitungszeit für die Kompression des Algorithmus 
beträgt auf den verwendeten Testrechnern zwischen 30 s und 50 s. Sie ist also vernach-
lässigbar klein. Die Bearbeitungszeit für die Dekompression ist um den Faktor 4 kleiner als 
die Zeit für die Kompression und kann daher ebenfalls vernachlässigt werden. 
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Video 1  Video 2 Video 3 
Reduzierungs-
faktor 0.20 0.24 0.19 
Kompressionszeit 52 s 59 s 30 s 
Tabelle 6.3: Kompressionswerte der Kontrollpakete der drei Testvideos 
 
Unter Verwendung des Gilbert-Elliot-Fehlermodells wurden für das Video 1 bei einer Pa-
ketfehlerrate von 0.2 bei 100 empfangenen Videobildern ca. 25 Kontrollpakete versendet. 
Mit einem Kompressionsfaktor von 0.2 ergibt sich für das obige Beispiel eine Kontrollpa-
ketdatenrate von ca. 6.4 kBit/s. Dies ist ein kleiner Wert verglichen mit der eigentlichen 
Videodatenrate von 170 kBit/s. Zudem muss die Einsparung von 70 kBit/s im Vergleich 
zum FIR-Verfahren angerechnet werden. 
 
Eine weitere Möglichkeit zur Einsparung von Bandbreite ist eine Erstellung der Zeitstem-
peltabelle auf der Basis von Group of Blocks (GOB) [MeB99]. Ein H.261-Videobild be-
steht aus 12 GOBs. Bei der Erstellung der Tabelle würde der Empfänger jeweils den 
höchsten Zeitstempel des GOBs abspeichern. Dieser Maximalwert wird später beim Sen-
der benötigt, um zu entscheiden, ob zum GOB gehörende Pakete bereits abgeschickt wur-
den. Zusätzlich zum Maximalwert muss eine Prüfsumme aller im GOB enthaltene 
Zeitstempel gespeichert und zum Sender übertragen werden. Somit kann der Sender bei 
Übereinstimmung des Maximalwertes erkennen, ob der GOB beim Empfänger fehlerfrei 
dargestellt wird. Bei einer Videocodierung im CIF-Modus und einem CRC-Code von 4 
Bytes würde diese Methode zu einer Kontrollpaketgröße von 96 Bytes führen. Da jedoch 
die Anzahl der korrigierten Blöcke die der tatsächlich notwendig zu korrigierenden Blöcke 
meistens überschreitet, entsteht hierbei eine höhere Korrekturdatenrate als beim einfachen 
TT-Verfahren. 
 
Um den Kontrolldatenfluss einzuschränken, kann das TT-Verfahren und seine Varianten 
mit anderen Verfahren zu einem hybriden System kombiniert werden. Insbesondere kön-
nen die Feedback-Verfahren mit dem FEC- und dem RIT-Verfahren kombiniert werden. 
Hierbei ließe sich ein guter Kompromiss zwischen Kontrollpaketrate und zusätzlicher Da-
tenrate finden. 
 
Denkbar ist auch, den Kontrolldatenfluss einzuschränken, falls die Paketverluste einen 
gewissen Schwellenwert überschreiten. Um Kettenreaktionen durch die vom Kontrollpaket 
ausgelöste Korrektur und die damit wahrscheinlichere erneute Korrektur im nächsten Bild 
zu vermeiden, sollte der Kontrollpaketdatenfluss bei plötzlich auftretenden hohen Paket-
fehlerraten reduziert werden. Denkbar ist beispielsweise, dass nach dem Erkennen eines 
Paketverlustes erst einige Videobilder abgewartet werden, bevor das Kontrollpaket versen-
det wird. 
6.4 Zusammenfassung 
Dieses Kapitel hat neue Methoden für die Fehlerkorrektur von Videoströmen auf der An-
wendungsschicht aufgezeigt. Für den Videotransport in Mobilfunknetzen kommt der Feh-
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lerkorrektur eine besondere Aufgabe zu, da ein solches Netz unzuverlässiger ist als ein 
Festnetz. Um keine zusätzlichen Verzögerungen in Kauf zu nehmen, muss eine Videoan-
wendung, die im Mobilfunksystem betrieben wird, eine größere Menge von Paketfehlern 
hinnehmen. 
Hierzu wurde das Timestamp-Table-Verfahren vorgestellt, das im Falle eines Paketfehlers 
den aktuellen Zustand der Videodarstellung an den Sender übermittelt. Der Sender kann so 
eine minimale Anzahl von Korrekturen vornehmen, die genau auf die Fehler des Empfän-
gers abgestimmt sind. 
 
Die Messungen einer Implementierung und die Ergebnisse eines analytischen Modells ha-
ben ergeben, dass das Verfahren in allen Merkmalen den existierenden Fehlerkorrekturver-
fahren überlegen ist. Beim Erreichen einer besseren Bildqualität ist die zusätzlich benötigte 
Bandbreite um ein Vielfaches geringer als bei existierenden Verfahren. Lediglich der Auf-
wand zur Übertragung der Kontrollpakete ist größer als bei anderen Verfahren. Der Nach-
teil kann jedoch durch eine Komprimierung der Kontrollpakete verringert werden. 
 
Jedes Fehlerkorrekturverfahren arbeitet desto besser, je geringer die Paketlaufzeiten von 
der korrigierenden Station zum Empfänger sind. Da im vorherigen Kapitel bereits ein 
Adaptiver Controller vorgestellt wird, der innerhalb von Netzknoten auf Anwendungs-
ebene arbeitet, wird aufgezeigt, wie unter Zuhilfenahme dieser Netzknoten eine 
Fehlerkorrektur von Videoströmen durchgeführt werden kann. Ein analytisches Modell 
und Messwerte eines Prototypen zeigen, dass durch den Einsatz des 
Fehlerkorrekturverfahrens in einem Adaptiven Controller die erreichbare Videoqualität 
erhöht wird. 
 
Messungen der Prototypimplementierungen haben die Ergebnisse des vorgestellten analy-
tischen Modells bestätigt, so dass sich das Modell zur Planung von Netzkapazitäten und 
zur Vorhersage von Netzlasten verwenden lässt. 
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Kapitel 7 
 Zusammenfassung und Ausblick 
Die vorliegende Arbeit befasst sich mit dem Videotransport über paketvermittelnde Mobil-
funknetze. Der Schwerpunkt liegt auf der interaktiven Videokommunikation mit Internet-
protokollen. Da die interaktive Videokommunikation eine Begrenzung der auftretenden 
Verzögerungen einzelner zu übertragender Dateneinheiten verlangt, wird ein System vor-
gestellt, welches die Einhaltung solcher Verzögerungsgrenzen bei der Übertragung in Mo-
bilfunknetzen ermöglicht. Hierzu gehören ein Paket-Scheduling-Verfahren und eine 2-
stufige Zulassungskontrolle. Das vorgestellte Verfahren verhindert Überschreitungen von 
Verzögerungsgrenzen, indem anwendungsspezifische adaptive Prozesse im Fehlerfall die 
zu übertragende Datenmenge anpassen. 
 
Die Charakteristik von Videoströmen hängt vom verwendeten Codierungsverfahren ab. 
Derzeit eingesetzte Kompressionsverfahren erzeugen eine variierende Datenrate, da tem-
porale Redundanzen in den zu übertragenden Bildern ausgenutzt werden. Anforderungen 
an die Übertragung ergeben sich aus dem Anwendungsgebiet. Bei interaktiven Kommuni-
kationsformen sollte die Verzögerung vom Zeitpunkt der Kompression der beim Sender 
erstellten Bilder bis zum Ausspielen der beim Empfänger empfangenen Bilder möglichst 
gering sein. Es gibt zwei Anforderungen an den Transportdienst: eingeschränkte Übertra-
gungsverzögerungen und die Unterstützung des Transports von Datenströmen variabler 
Datenraten. 
 
Endanwendungen setzen adaptive Verfahren ein, um Änderungen oder Verfehlungen die-
ser Anforderungen auszugleichen. Variieren die Übertragungsverzögerungen zu stark, so 
muss ein Zwischenspeicher auf der Empfängerseite diese Varianzen ausgleichen. Kann 
eine bestimmte Datenrate nicht übertragen werden, so kann der Sender durch Verringern 
der Bildqualität die Ausgangsrate reduzieren. Diese Steuerfunktionalitäten erlauben es den 
Anwendungen, sich den Netzgegebenheiten anzupassen, sich also adaptiv auf den vorhan-
denen Transportdienst einzustellen. 
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Für die Übertragung von multimedialen Informationen über Mobilfunknetze sind die zellu-
laren Weitverkehrsnetze die wichtigsten Transportmedien. Sie haben die größte Netzab-
deckung und erlauben somit den größten Grad an Mobilität. Betrachtet man die heute 
eingesetzten und die für die Zukunft angekündigten Mobilfunknetze, so kann man erken-
nen, dass die Übertragungskapazitäten für die nächste Zeit stets einen restriktiven Faktor 
darstellen. Dies gilt insbesondere für die Übertragung von multimedialen Inhalten, da diese 
meist hohe Anforderungen an die benötigten Übertragungskapazitäten stellen. 
Zusätzlich ist die Paketfehlerrate in Mobilfunknetzen immer höher als im Festnetz. Die 
Neuübertragung einzelner Datenpakete ist nicht immer eine Lösung, da diese Methode zu 
einer zusätzlichen Übertragungsverzögerung führt. 
 
Mobilfunksysteme der dritten Generation erlauben die Ressourcenverwaltung durch eine 
zentrale Station. Die Ressourcenverteilung kann bis auf die Paketebene vorgenommen 
werden, wodurch der Einsatz von Paket-Schedulern ermöglicht wird. 
Der Netzwerkbetreiber kann so Verfahren einsetzen, welche die Dienstgüte der einzelnen 
Anwender maximiert. Der Mobilfunkbetreiber beabsichtigt eine möglichst kostenoptimale 
Verteilung von Übertragungsbandbreite an die einzelnen kommunizierenden Teilnehmer. 
 
Die bisher vorgestellten Methoden zur Ressourcenvergabe sind für Mobilfunknetze weni-
ger geeignet. Die meisten Systeme wurden für paketvermittelnde Hochgeschwindigkeits-
netze entworfen. Da Mobilfunksysteme jedoch nur eine geringe Bandbreite vorweisen und 
die Ausgangsdatenrate durch die häufig auftretenden Paketfehler zusätzlich noch variiert, 
kann keins der für Festnetze entworfenen Zulassungskontrollverfahren für Mobilfunksy-
steme verwendet werden. 
 
Eine Lösungsmöglichkeit bietet die Verwendung von adaptiven Anwendungen. Diese kön-
nen sich gut auf die Gegebenheiten des verwendeten Netzwerks einstellen. Da die Steue-
rungsmechanismen jedoch reaktiv sind, kommen kurzfristige Korrekturen meist zu spät. 
Die Zeitspanne zwischen der Feststellung einer geänderten Dienstgüte und der Aktivierung 
geeigneter Steuerungsmechanismen ist für Mobilfunksysteme zu hoch. In dieser Zeit kön-
nen kurzfristige Schwankungen bereits beendet sein. 
 
Auf der Basis von adaptiven Anwendungen stellt diese Arbeit eine Lösung vor, die auf der 
Integration von adaptiven Komponenten innerhalb des Netzwerks basiert. Der Ansatz sieht 
vor, Kopien von adaptiven Prozeduren, welche sich normalerweise in den Endanwendun-
gen befinden, direkt an Netzwerkflaschenhälsen zu platzieren. Dort können diese im Sinne 
der Anwendungen ähnliche Steuerungen vornehmen, wie sie die Anwendungen später 
ebenfalls ausgeführt hätten. Der Netzknoten, der diese adaptiven Prozeduren enthält, wird 
Adaptiver Controller genannt und führt eine 2-stufige Zulassungskontrolle durch. 
 
Auf der ersten Stufe erfragen einzelne Verbindungen eine Datenrate, ohne dabei Verzöge-
rungsgrenzen anzugeben. Die zweite Stufe basiert auf dem Merkmal multimedialer Strö-
me, welche immer aus einer Folge von Objekten oder Einheiten bestehen, die eine 
gemeinsame Verzögerungsgrenze besitzen. Im Falle der Videoübertragung handelt es sich 
hierbei um einzelne Videobilder, die meist auf eine Sequenz von Paketen aufgeteilt sind. 
Die sendende Anwendung fügt durch einen Substreaming-Ansatz diese zusätzlichen In-
formationen in den Videostrom ein. Ein Zwischenknoten kann nunmehr diese Informatio-
nen auswerten und direkt bei Eintritt der Synchronisationseinheit vorhersagen, ob die 
angegebene Verzögerungsgrenze erfüllt werden kann. Falls dies nicht der Fall ist, werden 
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entsprechende Prozeduren gestartet, welche die Größe der Synchronisationseinheit so re-
duzieren, dass die Verzögerungsgrenze eingehalten wird. 
 
Der Vorteil dieses Ansatzes ist, dass nun die Anwendung beim Verbindungsaufbau eine 
einfache Verkehrsspezifikation in Form einer durchschnittlichen Datenrate angibt. Dies ist 
möglich, da die zweite Stufe die Einhaltung der Verzögerungsgrenzen überwacht. Das 
Verfahren eignet sich besonders in Mobilfunknetzen. Es zeichnet sich durch eine effektive 
Ausnutzung der vorhandenen Kapazitäten aus. Herkömmliche Zulassungskontrollverfah-
ren erreichen aufgrund der geringen Gesamtbandbreite der Mobilfunknetze und der varia-
blen Bitrate einzelner Verbindungen nur eine schlechte Netzauslastung. 
 
Durch Kenntnis der Verzögerungsgrenzen im Zwischenknoten können variierende Aus-
gangsraten bei der Übertragung über die Luftschnittstelle kompensiert werden. Eine zen-
trale Station, welche die Ressourcen zur Übertragung über die Luftschnittstelle vergibt, 
kann durch Kenntnis der Verzögerungsgrenzen und der aktuellen Netzlast dynamisch ein 
geeignetes Fehlerkorrekturverfahren auf Link-Level-Ebene wählen. 
 
Auf der Verbindungsebene spezifiziert eine Endanwendung ihre Datenratenanforderung 
durch eine minimale und eine maximale Datenrate. Der Adaptive Controller kann zur 
Laufzeit jeweils neue Datenraten aus diesem Intervall zuordnen. Dieses Schema hat ent-
scheidende Vorteile für die Übertragung in Mobilfunknetzen. Wechselt eine Verbindung 
durch einen Handover in eine Zelle, die bereits ausgelastet ist, so bedeutet dies nicht auto-
matisch den Verbindungsabbruch. Die Datenraten der vorhandenen Verbindungen können 
neu zugeordnet werden, so dass die wechselnde Verbindung in der neuen Zelle ausrei-
chende Kapazitäten erhält. Außerdem kann der Netzbetreiber den einzelnen Benutzern 
höhere Datenraten zuordnen, falls das Netz nicht ausgelastet ist. Dies erhöht die Benut-
zerakzeptanz und den Gewinn des Netzbetreibers. Die Ratenzuordnung wird in dieser Ar-
beit als ein Optimierungsproblem formalisiert, welches sich in ein Rucksackproblem 
überführen lässt. 
 
Die Berechnung dieses Optimierungsproblems ermöglicht eine optimale Zuordnung von 
Datenraten und verfügbaren Kapazitäten. Eine solche Zuordnung ist für den Netzbetreiber 
besonders wichtig, da er wegen der hohen Investitionskosten die von ihm kontrollierten 
Frequenzbänder möglichst gut ausnutzen will. 
 
Sowohl die Ergebnisse eines Prototypen als auch Simulationsergebnisse haben die Durch-
führbarkeit und die gewünschten Leistungsmerkmale bestätigt. Die Kapazitäten einer Mo-
bilfunkzelle können mit einem nur extrem geringen Anteil von Verzögerungsverletzungen 
fast vollständig ausgelastet werden. 
 
Übertragungsfehler und Kapazitätsengpässe auf der Luftschnittstelle führen zu häufigen 
Paketverlusten. Obwohl das Zulassungskontrollverfahren Kapazitätsengpässe nahezu aus-
schließt, verbleiben dennoch Paketverluste durch Übertragungsfehler. Hierzu schlägt diese 
Arbeit einen neuen Fehlerkorrekturmechanismus für Videoströme vor, der auf der Anwen-
dungsebene arbeitet. Dieser Mechanismus kann auf einer Ende-zu-Ende-Basis eingesetzt 
werden. Er kann jedoch auch in einen Adaptiven Controller integriert werden, um kürzere 
Antwortzeiten für Fehlerkorrekturen und damit eine Verbesserung der Bildqualität zu er-
reichen. Die Gewinne gegenüber anderen Korrekturverfahren werden durch ein analyti-
sches Modell und durch eine Prototypenimplementierung bestätigt. Das neue Verfahren 
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kann deutlich Bandbreite einsparen und erreicht dabei eine bessere Bildqualität. Es kann 
mit anderen Fehlerkorrekturverfahren kombiniert werden, um die Bildqualität zusätzlich zu 
erhöhen. 
 
In der vorliegenden Arbeit konnten natürlich nicht alle Probleme im Bereich des adaptiven 
Videotransports in Mobilfunknetzen gelöst werden. Die Untersuchung der vorgestellten 
Verfahren und Neuerungen haben jedoch gezeigt, dass diese ein hohes Potential an Ver-
besserungen für die Übertragung von Videoströmen in Mobilfunknetzen aufweisen. Die 
adaptiven Zulassungskontrollverfahren können jedoch ebenso für andere Medienströme 
verwendet werden. Das System ist in der Lage, jegliche Ströme mit Echtzeitcharakteristik 
zu unterstützen. Weitere Untersuchungen sollten sich mit der Übertragung von heteroge-
nen Medienströmen befassen. Denkbar ist beispielsweise die gleichzeitige Übertragung 
von Echtzeitnachrichten, Audioströmen und Videoströmen. 
 
Ein wichtiger Aspekt zur Durchführung der vorgestellten Konzepte betrifft die Realisie-
rung des Adaptiven Controllers. Es wurde gezeigt, dass ein statisches System mit einem 
RTP-Zwischensystem leicht zu realisieren ist. Es kann der Heterogenität der Datenströme 
Rechnung getragen werden, wenn die im Zwischensystem benötigten Adaptionsprozedu-
ren dynamisch installiert werden. 
 
Adaptionsprozeduren können durch mobile Agenten realisiert werden. Dabei versenden die 
jeweiligen Anwendungen ihre spezifischen Adaptionsprozeduren in Form eines mobilen 
Agenten zu den jeweiligen Adaptiven Controllern. Denkbar ist auch, dass die benötigten 
Adaptionsprozeduren im Datenstrom eingebettet werden. Eine solche Lösung könnte durch 
ein aktives Netz realisiert werden. Betrachtet man die Komplexität solcher Umgebungen, 
so sollten die damit verbundenen Sicherheitsaspekte näher untersucht werden. Es müsste 
geklärt werden, wie gesichert werden kann, dass eine Adaptionsprozedur nur den dafür 
geeigneten Datenstrom reduziert. Dabei sollten nur eingeschränkte CPU-Kapazitäten in 
Anspruch genommen werden. Ein weiterer Sicherheitsaspekt betrifft das Abhören und 
Verfälschen von Datenströmen durch einen Adaptiven Controller. 
 
Ein weiterer wichtiger Aspekt betrifft eine eventuelle Ende-zu-Ende-Verschlüsselung von 
IP-Paketen. Hier muss geklärt werden, welche Daten der Videoströme verschlüsselt 
werden. Das Zulassungsverfahren kann weiterhin eingesetzt werden, wenn die Parameter 
der Synchronisationseinheiten unverschlüsselt übertragen werden. Da an einem Zwischen-
knoten die Paketinhalte bei einer Verschlüsselung jedoch nicht decodiert werden können, 
müssten sich die Adaptionsprozeduren auf ein einfaches prioritätengesteuertes Verwerfen 
von Paketen beschränken. Ein anderer Ansatz könnte sich mit der Vergabe von geeigneten 
Schlüsseln an die Adaptiven Controller beschäftigen. Diese speziellen Schlüssel könnten 
zusammen mit geeigneten Adaptionsprozeduren lediglich eine Reduzierung der Daten-
menge um einen bestimmten, von der Anwendung vorgegebenen Anteil erlauben. 
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Anhang D 
 Abkürzungsverzeichnis 
AC  Admission Control 
ACP  Admission Control Packet 
ACK  Acknowledgement 
AIF  Additive Increase Fraction 
ALF  Application Level Framing 
ARP  Adress Resolution Protocol 
ARQ  Automatic Repeat Request 
ATM  Asynchronous Transfer Mode 
CBR  Constant Bit Rate 
CDMA Code Division Multiple Access 
CEPT  Conférence Européenne des Administration des Postes et des Télégraphes 
CNAME Canonical Name 
CSMA  Carrier Sense Multiple Access 
CSMA/CA CSMA with Collision Avoidence 
CSZ  Zulassungskontrolle nach Clark, Shenker und Zhang 
CTS  Clear to Send 
DAA  Direct Adjustment Algorithm 
DCS1800 Digital Communications Systems 1800 
DC  Direct Current 
DCH  Dedicated Transport Channel 
DCT  Discrete Cosine Transformation 
DECT  Digital Enhanced Cordless Telephone 
DS  Differentiated Services 
EDD  Earliest Due Deadline 
EDGE  Enhanced Data Rates for Global Evolution 
ETSI   European Telecommunications Standards Institute 
FACH  Forward Access Channel 
FDCT  Forward DCT 
FDDI  Fiber Distributed Data Interface 
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FDMA Frequency Division Multiple Access 
FIFO  First In First Out 
FIR  Full Intra-Frame Refresh 
FEC  Forward Error Correction 
FH  Frequency Hopping 
FTP  File Transfer Protocol 
GOB  Group of Blocks 
GOP  Group of Pictures 
GPRS  General Packet Radio Service 
GSM  Global System for Mobile Communications 
HIPERLAN High Performance Radio LAN 
HOL  Head of Line 
HSCSD High Speed Circuit Switched Data Service 
HTTP  Hypertext Transfer Protocol 
ICMP  Internet Control Message Protocol 
IDCT  Inverse DCT 
IEEE  Institute of Electronical and Electrics Engineers 
IGMP  Internet Group Message Protocol 
IP  Internet Protocol 
IrDA  Infrared Data Association 
ISDN  Integrated Services Digital Network 
ISO  International Standards Organisation 
ITU  International Telecommunication Union 
LAN  Local Area Network 
LLC  Logical Link Control 
LT  Loss Threshold 
MAC  Medium Access Control 
MOS  Mean Opinion Score 
MPEG  Moving Pictures Expert Group 
MTU  Maximum Transfer Unit 
NACK  Negative Acknoledgement 
OSI  Open Systems Interconnection 
PCS  Personal Communications Services 
PDU  Protocol Data Unit 
PSNR  Peak Signal to Noise Ratio 
PT   Payload Type 
PTM  Point to Multipoint 
PTP  Point to Point 
RTT  Round Trip Time 
QoS  Quality of Service 
RACH  Random Access Channel 
RCAP  Real-Time Channel Admistration Protocol 
RCSP  Rate Controlled Static Priority 
RIT  Repeated Intra-Frame Transmission 
RLP  Radio Link Protocol 
RMTP  Real-Time Message Transport Protocol 
RQMA Remote Queuing Multiple Access 
RSVP  Resource Reservation Protocol 
RTCP  RTP Control Protocol 
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RTP  Real Time Transport Protocol 
RTS  Ready to Send 
RTT  Round Trip Time 
SC  Synchronisation Control 
SCP  Synchronisation Control Packet 
SDU  Service Data Unit 
SIP  Session Initiation Protocol 
SMTP  Simple Mail Transfer Protocol 
SNR  Signal to Noise Ratio 
SNMP  Simple Network Management Protocol 
SQCIF  Super QCIF 
SSRC  Synchronisation Source Identifier 
TCP  Transmission Control Protocol 
TDMA Time Division Multiple Access 
TT  Timestamp Table 
UDP  User Datagram Protocol 
UMTS  Universal Mobile Telecommunication System 
VBR  Variable Bit Rate 
VLC  Variable Length Code 
WAN  Wide Area Network 
WB-CDMA/TDMA 
 Wide Band CDMA/TDMA 
W-CDMA Wide Band CDMA 
WFQ  Weighted Fair Queuing 
WWW  World Wide Web 
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