A hybrid Neural-Genetic algorithm (NG) is presented for the frequency assignment problem in satellite communications (FAPSC). The goal of this problem is minimizing the cochannel interference between satellite communication systems by rearranging the frequency assignments. Previous approaches to FAPSC show lack of scalability, which leads to poor results when the size of the problem grows. The NG algorithm consists of a Hopfield neural network which manages the problem constraints hybridized with a genetic algorithm for improving the solutions obtained. This separate management of constraints and optimization of objective function gives the NG algorithm the properties of scalability required.
Introduction
Frequency assignment problems (FAPs) arise in many different situations in the context of wireless communications. Mobile telephony, TV broadcasting or satellite communications are some examples [1, 2] . These applications lead to different models, types of instances and solving techniques for FAPs, and include problems like:
(1) Planning models for permanent spectrum allocation, which maximize the utilization of all available spectra [3, 4] . (2) On-line algorithms for dynamically assigning frequencies to users in a established network (mainly wireless communication networks) [5, 6] .
In this paper we focus on planning the design of satellite communication systems, in order to reduce the system cochannel interference. This reduction of the cochannel interference has arisen as one major factor for determining satellite systems design [1, 8] . In addition, with the increase of geostationary satellites, this interference reduction has become an even more important issue, due to the necessity of accommodating as many satellites as possible in geostationary orbit. To cope with interference reduction, the rearrangement of frequency assignments is considered an effective measure in practical situations [9] .
Frequency rearrangement can be formulated as a combinatorial optimization problem known as Frequency Assignment Problem for Satellite Communications (FAPSC hereafter). FAPSC belongs to a class of optimization problems with constraints, in which a goal function must be optimized and a set of constraints have to be fulfilled for a solution to be feasible. In this kind of problem, scalability is a major factor of the algorithm's design, due to the poor performance of non-scalable algorithms when the size of the problem grows. In this context, FAPSC has been solved before by using emerging methods such as branch and bound [9] and Hopfield neural networks [8] . Both techniques have the problem of lack of scalability, which leads to poor quality solutions in large, difficult problems.
In this paper we propose a hybrid Neural-Genetic algorithm (NG) for the FAP, in which a fast serial Hopfield neural network (HNN) manages the problem's constraints and a simple Genetic Algorithm (GA) searches for high-quality solutions. We show that our algorithm is more scalable, due to the separate management of constraints and goal function, and achieves better results than existing algorithms for the FAPSC.
The rest of the paper is organized as follows: in the next section we define and analyze the FAPSC. In Section 3 the hybrid Neural-Genetic algorithm is described, by studying the Hopfield neural network and the GA which form it. Section 4 shows the performance of the NG algorithm, by solving a set of benchmark problems and comparing the results obtained with previous algorithms for the FAPSC. In this section some discussion about the design of the NG algorithm is provided. Finally, Section 5 ends the paper with some concluding remarks.
Problem Formulation
Given two adjacent satellite systems as in Fig. 1 , the FAPSC consists of reducing the inter-system cochannel interference by rearranging the frequency assignment on carriers in system #2, while the assignment in system #1 remains fixed.
Due to the fact that each carrier usually occupies a different length in a frequency band [9] , introduced the segmentation of carriers, in such a way that every carrier can be described by a collection of consecutive unit segments.
In a system with M segments, an interference M × M matrix E is defined, in which the e i j element stands for the cochannel interference when segment #i in system #2 uses a common frequency with segment #j in system #1 (see Fig. 2 as an example).
The constraints of the FAPSC are:
(C1) Every segment in system #2 must be assigned to a segment in system #1. C21   C22   C23   C24   C11  C12  C13   S21   S22   S23   S24   S25   S26   S11  S12  S13  S14  S15  S16   20  20  40  0  25  25   50  10  30  0  55  *   *  50  30  0  15  55   30  20  45  0  15  35   45  5  25  0  50   *  45  25  0  10 (C2) Every segment in system #1 can be assigned by at most one segment in system #2. (C3) All the segments of each carrier in system #2 must be assigned to consecutive segments in system #1 in the same order.
The frequency reassignment in a system with N carriers and M segments can be represented by a square M × M matrix F, called the reassignment matrix, in such a way that f i j = 1 means that the segment #i in system #2 has been reassigned to segment # j in system #1. Following [8] , the management of constraint C3 is performed by using a mixed representation to solve the C22 C21 C24 C23 S24 S25 S26 S22 S23 S21 S11 S12 S13 S14 S15 S16 problem: another matrixF, N × M, derived from F is defined, such thatf i j = 1 means that first segment of carrier #i in system #2 has been reassigned to segment # j in system #1, and the following segments of the carrier go behind consecutively. Figure 3 shows an example of assignment matricesF and F for the interference matrix E in Fig. 2 . Note that matrix F can be obtained in a straight forward manner from matrixF knowing the number of carriers of system #2 and their lengths in segments.
In addition, we also need to define a matrix C, N ×N , in which every element c i j stands for the minimum separation in segments between two carriers #i and # j.
Taking into account the definitions above, we can mathematically formulate the frequency assignment problem as follows:
Achieve an assignmentF (recall that F is obtained fromF) such that:
subject to:
and in such a way that the assignmentF fulfils the constraints in C, i.e., iff i j = 1 andf pq = 1 then
Where γ (E, F) represents an objective function depending on the interference matrix E and assignment matrix F. In this paper we consider two objective functions.
First, we consider an objective function for the FAP which requires that the total interference of the systems to be minimum:
and second, we introduce an objective function which minimizes the maximum peak of interference between the systems (largest interference):
An Example
An example of a small FAPSC instance may clarify concepts. First, consider the two systems (satellitestation) depicted in Fig. 1 . Imagine that the interference matrix between the two systems, E, is the one in Fig. 2 . Both systems have M = 6 segments, and system #2 has N = 4 carriers. Note that the range of carrier (length in segments of the minimum and the maximum carrier in the system) in this example is 1-2 (the smaller carrier has 1 segment and the larger carrier has 2 segments).
The range of interference is defined as the minimum (not 0) and maximum (not infinity) values in matrix E.
In this example the range of interference is 5-55. The FAPSC consists of reassigning carriers of system #2, whereas system #1 is fixed. Figure 4 illustrates the segmentation of the systems, and a possible reassignment when interference matrix in Fig. 2 is considered. Figure 3 shows this assignment in the mixed representation we use to solve the problem. Figure 3 (a) shows matrixF. Note that this matrix fulfils the constraint in Eq. (2) (one "1" per row inF), and also fulfils the constraints in C (separation in segments between one "1" and the following inF is at least equal to the length of the carrier first "1" belongs). In Fig. 3(b) we can see how to get matrix F fromF, only knowing the carrier's length. This matrix F will be used to calculate the objective function associated to the problem.
The Neural-Genetic Algorithm
The algorithm we propose for solving the FAPSC consists of a hybrid global-local scheme, where a global algorithm looks for the minimization of the objective function, and a local procedure manages the fulfilment of FAPSC's constraints. We use a a standard Genetic Algorithm (GA) as a global algorithm, due to several reasons. First, they are known to be robust search algorithms [10] ; second, the standard GA codify the solutions as binary strings, so the solution matrixF can be codified in a GA as a binary string. This allows the construction of hybrid search schemes, mixing global and local algorithms. The separation of the global search from the constraints fulfilment gives our algorithm the desired properties of scalability, outperforming the existing algorithms in large difficult problems, as we will show in the experiments Section.
The Local Search Procedure
As was mentioned before, the local search procedure we use consists of a kind of Hopfield Neural Network (HNN) whose dynamics depends on the matrix C, and, of course, on the initial state of the neurons. This Hopfield network belongs to a class of digital Hopfield networks, where the neurons only can take the values 1 or 0, see [11] for further details. The structure of the HNN can be described as a graph, where the set of vertices are the neurons, and the set of edges defines the connections between the neurons. We map a neuron to every element in the solution matrixF. In order to simplify notation, we shall also use matrixF to denote the neurons in the Hopfield network. The HNN dynamics can be described then in the following way: After a random initialization of every neuron with binary values, the HNN operates in serial mode. This means that only a neuron is updated at a time, while the rest remain unchanged. Denoting byf i j (t) the state of a neuron on time t, the update rule is described by:
where the isgn operator is defined by:
The discussion of this updating rule is important to understand how the digital Hopfield network proposed works: consider that a neuronf i j has to be updated. 1 Its statef i j depends only on the state of other neurons f pq within a distance of c i p in columns. If the state of any of thesef pq neurons in the neighbourhood of f i j is equal to 1, the solution given by the network would be infeasible, and therefore the neuronf i j must be updated to 0. In the case that all neuronsf pq within a distance in columns of c i p fromf i j are 0, the neuroñ f i j will be updated to 1.
Following [11] , the convergence of this neural network to a feasible solution is always guaranteed if the number of neurons is finite. In addition, it is expected that this neural network converges much faster to a feasible solution than traditional Hopfield networks defined by means of energy function terms, what makes this network suitable to be hybridized with global search heuristics like Genetic Algorithms.
It is important to note that in updating rule (5), the neuronsf i j are updated in their natural order, i.e., i = 1, 2, . . . , N , j = 1, 2, . . . , M. We introduce a modification of this rule by performing the updating of the neurons in a random ordering of the rows (variable i). This way the variability in the feasible solution found increases. Let π (i) be a random permutation of i = 1, 2, . . . , N . The new updating rule of the HNN results:
This updating rule runs over the rows ofF in the order given by the permutation π(i), but the columns are updated in its natural order j = 1, 2, . . . , M. Note that the discussion carried on before on the performance of rule (5) is valid for this new rule (6), since only the order of updating has been modified.
We can define a cycle as the set of N × M successive neuron updates in a given order. In a cycle, every neuron is updated once following the given order π(i), which is fixed during the execution of the algorithm. After every cycle, the convergence of the HNN is checked. The HNN is considered converged if none of the neurons have changed their state in the cycle. The final state of the HNN dynamics is a feasible solution for the FAPSC, which fulfils the constraints of the matrix C.
The Global Search Algorithm
The optimization of the objective function is performed in our algorithm by a Genetic Algorithm (GA), in the following way: A solutionF is codified in the GA as a (N × M)-length binary string. The GA population is formed by a fix number of (N × M)-length strings, χ , which codify several solutions to the problem. These solutions are called individuals of the population. The population is then evolved through successive generations by means of the application of the genetic operators: selection, crossover and mutation [10] . Selection is the process by which individuals are randomly sampled with probabilities inversely proportional to their fitness values (in order to minimize the objective function). In this case, values of fitness are given by the problem's objective function:
or
An elitist strategy, consisting in always passing the highest fitness string to the next generation, is applied in order to preserve the best solution encountered thus far in the evolution. The selected set, of the same size of the initial population, χ , is subjected to the crossover operation. First, the binary strings are coupled at random. Second, for each pair of strings, an integer position along the string is selected uniformly at random. Two new strings are composed by swapping all bits between the selected position and the end of the string. This operation is applied to the couples with probability P c less than one.
By means of the mutation operation, every bit in every string of the population may be changed from 1 to 0, or vice versa, with a very small probability, P m .
Finally, since crossover and mutation operators may cause the new string to be infeasible, this string is set as the initial state of the HNN, and the result of the neural algorithm substitutes it in the new population.
The Complete Algorithm
The complete algorithm for the FAPSC is formed by mixing the GA and the HNN, and performs in the following way: First, the GA population is initialized at random. At this stage, the individuals are not feasible solutions, so, every individual is passed to the HNN, which obtains a feasible one, and the fitness value associated to the individual is calculated. Once the GA population is formed only by feasible solutions to the problem, the genetic operators, selection, crossover and mutation, are applied as was explained in Section 3.2. Since the genetic operators modify the individuals, some of them might become infeasible. Thus, the individuals are again passed to the HNN and a new step of the NG algorithm begins. Figure 5 shows a flowchart for the NG, and in pseudocode, it can be written as follows:
NG Algorithm
Initialize GA population at random while (max. number of generations not reached) do for (every individualF) Run the HNN to obtain a feasibleF. Obtain F fromF and calculate the fitness value of the individual through it. Substitute the individual in the GA by the feasibleF. endfor selection crossover mutation end while 
Experiments
In order to test the performance of our Neural-Genetic algorithm, a set of benchmark problems from [8] have been selected. There are two easy problems, #1 and #2, one problem of medium difficulty, #3 and two hard problems, #4 and #5. A further description of these problems and their interference matrices can be found in [8] . In addition, four new hard problems have been added to the set of benchmark problems, and the algorithm in [8] has been programmed and applied to them for comparison purposes. The main characteristics of the benchmark problems are shown in Table 1 . Note that problem #1 has been used as an example in Section 2.1.
The population of the GA was fixed to 50 individuals (χ = 50), with a stop criterion based on the number of generations (maximum 1000). The best individual was passed to the next generation as has been pointed out in Section 3.2. Probabilities of crossover and mutation were fixed to P c = 0.6 and P m = 0.01, respectively. Table 2 shows the results obtained by our NG algorithm and a comparison with other algorithms results for the benchmark problems considered, when total interference (objective function γ 1 ) is considered. The results shown in this table correspond to the best solutions encountered by the algorithms. In low difficulty problems, our NG algorithm achieves equal solution than the best existing algorithm, whereas in harder problems, #4 to #9, NG algorithm improves the results of other existing methods. The solution achieved by NG algorithm in problem #4 is 5% better than the best solution found by the best existing algorithm, 21% in problem #5, 12% in #6, 17% in #7, 21% in #8 and 11% better in problem #9. These results show that NG algorithm performs well in difficult problems, achieving better results and being much more scalable than existing algorithms. Table 3 shows the results obtained by the NG algorithm when the objective function γ 2 is considered (largest interference in the assignments). Our algorithm achieves equal or better results than other algorithms and the differences are again notorious in the hardest problems #6 to #9. Figure 6 (a) and (b), shows the best evolution of the genetic algorithm for problems #4 and #5, respectively (objective function γ 1 is considered). In these figures it is possible to check the performance of the GA: in generation 0 (random initialization of GA population) the best individuals obtained for Problems #4 and #5 have a value of total interference about 1250 and 11000, respectively. In the last generation of the GA, the quality of the solution found is much better: 838 and 6851, respectively. These results shown that the GA has a good performance in both problems.
Results
In Fig. 7 the best solutions obtained by the NG algorithm for problems #4 (a) and #5 (b), are displayed as an example (objective function γ 1 ). Note that both solutions are feasible, fulfilling the problem's constraints given in Section 2. In the design of real systems, we would utilize these solutions in the case that the total interference of the systems must be controlled. In a system where the primal objective in its design is to control peaks of interference, the solution provided by objective function γ 2 should be used.
NG and its Components: Effects of the Hybridization
As has been shown before, the hybridization of the HNN and the GA produces a novel algorithm which is able to improve previous approaches for the FAPSC. However, it would be also interesting to compare the results obtained by the NG algorithm with the results obtained using the HNN on its own. Note that the binary HNN used in this paper is designed for managing the FSCRP constraints, without taking into account the objective function. We can include the objective function minimization into the binary HNN by adding a local search heuristic at the end of its dynamics. Once the HNN is considered converged, a number κ of swaps between carriers of the same length are applied. If a better solution is found, it is consider the current assignment, and the swapping process continues from it. Worse solutions than the current one are discarded. Figure 8 shows the process of swapping between carriers of the same length. This figure represents a problem with 6 carriers and 9 segments, in which the length of the carriers varies between 1 and 2. Two possible swaps between carriers of the same length are illustrated.
Note that swapping between carriers of different length would be a much more complex process, which would provided unfeasible solutions in the majority of swaps. Table 4 shows a comparison between the results obtained by the HNN, the HNN with the local search heuristic (HNN local hereafter) and the NG algorithm. We launched 5000 HNN and HNN local , fixing parameter κ = 100. Function γ 1 was used as objective function. Note that the HNN obtains poor results in the FAPSC. This result is expected, since the network is designed for providing feasible solutions without optimizing the objective function. The inclusion of the local search based on swapping carriers improves the HNN performance, as can be seen in this table. The results obtained by the HNN local are better than the results obtained by the HNN in all cases, but the two first easy problems, where both networks obtain the same result. Note that the NG algorithm obtain results which are better than the HNN, with and without local search heuristic incorporated. There is a large difference between the HNN results and the NG results, which means that the hybridization of the HNN with the GA is the key for obtaining a powerful hybrid approach for the FAPSC. 
Some Comments About the NG Algorithm's Design
The increasing of computational cost is the main drawback when using a hybrid algorithm in a combinatorial optimization problem as the FAPSC. Thus, the design of the local and global algorithms to be mixed must be as accurate as possible, taking into account the computational cost as a primary factor. The design of the NG algorithm follows the above hints: first, the GA uses standard genetic operators, as was shown in Section 3.2. Second, the HNN used is a fast digital network, with very good properties of convergence. We found that the HNN always achieves a feasible solution starting from an unfeasible one codified in the GA. In addition, the speed of convergence of the network is very good: Fig. 9 shows that the 75% of the networks launched for solving problem #5 converge in 3 cycles (see Section 3.1 for the definition of a cycle). Over the 23% of the networks launched converge in 4 cycles, and only about the 2% of the networks run converge in 5 cycles. The updating rule involving a random permutation of rows (see Section 3.1), does not modify these values, due to it only changes the order of updating, not the structure of the HNN dynamics. These data show that the HNN used in this paper fast enough to allow its mixing with a GA.
Conclusions
In this paper, a hybrid Neural-Genetic algorithm for the frequency assignment problem in satellite communications has been presented. The algorithm consists of a N × M Hopfield neural network (N -carriers, M-segments) which manages the problem's constraints, hybridized with a genetic algorithm which improves the solution obtained from the network. This approach for the FAPSC is more scalable than previous algorithms due to the separate management of constraints and goal function.
Simulations in a set of benchmark problems have shown very good performance of the algorithm, obtaining better solutions in terms of largest and total interference than existing algorithms, and showing the differences in scalability between the NG and the other algorithms.
