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We propose a construction of Cr bivariate rational splines over a triangulation, via
a ﬁnite element approach. For r  2, the usual bivariate polynomial splines require
some supersmoothness at the vertices of the triangles, even when dealing with macro-
elements. This is no more a requirement for our rational approach. In this paper we give
a constructive method for rational Cr ﬁnite elements in R2 deﬁned over triangles. Beside
the general case, the process of construction is illustrated with two examples, namely the
C1 case and the C2 case.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let Ω be a connected polygonal bounded domain in R2 and V = {vi, i = 1, . . . ,Nv} a set of Nv isolated scattered points
in Ω .
A collection  = {ti}i∈I of triangles is said to be a triangulation of Ω provided that:
(1) Ω =⋃i∈I ti .
(2) The intersection of any two triangles is either empty, a single point or a common edge.
We are aware of the fact that given any set V = {vi, i = 1, . . . ,Nv} of scattered isolated points in Ω , there are many
triangulations of Ω based on V , i.e., where the set of the vertices of all the triangles is exactly the set V . Practically,
it is often a Delaunay triangulation which is given, but thereafter we are not going to use any speciﬁc property of any
triangulation.
We assume that  is a given non-degenerate triangulation of Ω , where V = {vi, i = 1, . . . ,Nv} is the set of all the
vertices and E = {e j, j = 1, . . . ,Ne} the set of all the edges of .
Polynomial splines of class Cr , for any nonnegative integer r, have been widely investigated. In fact, to construct such
splines one uses Bézier polynomial techniques for plain elements or macro-elements, see for example Sablonnière [22,23,25]
or Schumaker and Ming-Jung Lai [14,15].
Let us recall that an univariate polynomial spline is a piecewise polynomial function overall continuous which minimizes
some norm or pseudonorm. But in higher dimension it is impossible to preserve simultaneously these two properties. On
the one hand minimizing norms leads to radial functions [5,6] and, on the other hand a piecewise construction leads to
ﬁnite elements applications, data interpolation and surface representation. In this paper, we ﬁx our attention on bivariate
rational splines.
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and have proven to be useful in a variety of applications such as data ﬁtting or numerical solutions of PDE’s problem, mostly
as ﬁnite elements approximation. In this case, the underlying spline space is
Srd() =
{
s ∈ Cr(Ω), s|T ∈ Pd, ∀T ∈ 
}
,
where Pd denotes the set of bivariate polynomials of a total degree at most d.
It is well known, back in the 70s [28], that constructing this space requires supersmoothness of order  2r at the
vertices of . A way to avoid this phenomenon, at least in the C1 case, is to use macro-elements [2,8,14,21], which consists
in splitting the triangles in subtriangles. Nevertheless, as we will see (Theorem 1, below) this does not prevent completely
from the supersmoothness effect.
This is the main reason why we have investigated rational ﬁnite elements which provide spline spaces without this
requirement.
Thus, it is our purpose to study, here, the space:
RSrd() =
{
s ∈ Cr(Ω), s|T ∈ PRd, ∀T ∈ 
}
,
where PRd is a set of bivariate rational functions of class Cr , based on a subset of Pd , deﬁned in Section 3.
We obtain that, for r  2, while Srd() is in fact some kind of super-spline space, the order of the derivatives needed
at each vertex vi ∈ V being higher than r, for our space RSrd(), one needs to know only derivatives of order  r. (See
Section 3.)
This is a generalization of Agbeve [1], Herron [12] and Zienkiewicz [29] see also [13]. In fact, contrary to the approach
consisting in minimizing some norm or pseudonorm based on blending methods, see for example Barnhill et al. [4], Nielson
[20] or Franke [11], we investigate the rational piecewise approach in this paper. Anyway, as far as we know, nothing or less
has been done for r  2. This is another motivation for this study.
Relevant ﬁnite elements methods and results can be found in [9,10,18,19,24] or [26,27].
The paper is organized as follows. In the next section we introduce some notations and recall some basic results, Sec-
tions 3–6 deal with the construction of rational ﬁnite elements for C1, C2, and Ck classes.
2. Preliminaries
For a function S ∈ Cr(Ω), we denote, respectively, by C p(vi) and Cq(e j) the fact that S is C p around the vertex vi ∈ V ,
and Cq across the edge e j ∈ E .
Let us recall from [7] that a ﬁnite element is a triplet (K , E,L) where K is a polygon, E a space of functions and L ∈ E∗
is the ﬁnite set of degrees of freedom, deﬁned on K , that enable us to build up functions in E . The degrees of freedom are
also called nodal values on K , even recently natural degrees of freedom in [2]. In order to describe the construction of the
polynomial ﬁnite elements, Z˘eníse˘k [28] splits the set of the degrees of freedom in two subsets: those of the ﬁrst kind are
used to ensure the smoothness between neighboring elements while those of the second kind are used only to ensure the
polynomial unisolvency of the interpolant. The degrees of freedom of the ﬁrst kind are usually given on the boundary of
the relevant element and those of second kind are mainly given in its interior, even they can be known on the edges.
Let us recall that L = {li, i = 1, . . . ,m} is E-unisolvent if and only
(1) cardL = dim E .
(2) Given any v ∈ E such that li(v) = 0, i = 1, . . . ,dim E , then v ≡ 0.
Moreover [7] a ﬁnite element (K , E,L) is of class Cr if, whenever it is used to deﬁne the restriction to K of a (global)
function S , then S has a (global) smoothness r.
Spline functions and ﬁnite elements approximation are close techniques. Constructing locally supported spline functions
is quite easy when dealing with ﬁnite elements. In this case, the support of the local function is reduced to a single
element and its neighbors in the triangulation. Moreover an explicit construction can easily be tailor made for each element
separately.
For this purpose, polynomial ﬁnite elements have been heavily studied. Unfortunately, one of the drawbacks of the poly-
nomial splines (deﬁned on triangles as well as quadrilaterals) lies in the following theorem which is an obvious modiﬁcation
of [15, Theorem 10.1].
Theorem 1. Suppose that K is a polygon and v1 one of its vertices, connected with v2 and vN . Let K be a reﬁnement of K such that
there are n  0 interior edges connected to the vertex v1 . Let S be a polynomial spline of degree d and smoothness r deﬁned on K .
Then the cross derivatives of S up to order r on the edges e1 = [v1, v2] and eN = [v1, vN ] can be speciﬁed independently only if we
require S ∈ Cρ(v1) with
ρ 
⌈
(n + 2)r − n
n + 1
⌉
.
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macro-elements, we have to enforce super-smoothness of order ρ
ρ 
⌈
3r − 1
2
⌉
=
{
3m if r = 2m,
3m + 1 if r = 2m + 1
at each vertex vi of K in order to achieve r smooth piecewise polynomial spline-functions.
This implies also that, in order to avoid extra-smoothness, for Cr interpolation, one has to split the triangles with at
least r interior edges gathering at each vertex, or otherwise, if one has only one interior edge, it is possible to reach C1
interpolation prescribing derivatives up to order 1 at each vertex, but as soon as r  2, the data should invoke extra-
smoothness at each vertex.
By the way, this theorem provides also a very simple proof of the result of Z˘eníse˘k that, with a single polynomial per
triangle, one needs to know derivatives up to order 2r at each vertex, leading to polynomials of degree at least 4r + 1 in
order to achieve Cr interpolation. Those, we will call TOP elements, for Total Order Polynomial elements.
3. Rational triangular ﬁnite elements
Many ﬁnite triangular elements have been studied for the polynomial case. We will mainly refer to [7,16].
Our goal is to provide a general method for those triangular elements, with no-splitting, but with rational functions.
Let σ be a non-degenerated triangle with vertices B1, B2 and B3. For i = 1,2,3, the edge opposite to vertex Bi is
denoted by σi , and
∂
∂νi
is the normal derivative across σi and
∂
∂τi
the derivative along σi .
Given α = (α1,α2,α3) ∈ N3, as usual |α| = α1 + α2 + α3, and λi being the barycentric coordinate related to Bi , let
λ = (λ1, λ2, λ3) and λα = λα11 λα22 λα33 . Then, for a nonnegative integer k, and, for all nonnegative integer n such that n  k,
let
Γ (k) = {α ∈N3, |α| = k} and Γn(k) = {α ∈ Γ (k), αi  n, i = 1,2,3}.
Let us also, from now on, denote the canonical basis vectors of R3 by ei , i = 1, 2, 3.
Our aim is to construct triangular elements of class Cm from data involving derivatives of order m, i.e. avoiding the
supersmoothness effect. The idea of our PPR (Polynomial Plus Rational) elements is to start with a polynomial triangular
element of class Cs , with s  0, deﬁned on the triangle σ = 〈B1, B2, B3〉, involving derivatives up to order q, q  s, at
the vertices, then add rational functions in order to make the ﬁnal result a Cm triangular element, with q m > s. The
interpolant operator can thus be written as P + R where obviously P is for the polynomial interpolant operator and R for
the rational interpolant operator.
In order to construct P we consider the usual degrees of freedom of the ﬁrst kind for the polynomial triangular element
of class Cs , s 0, as deﬁned in [16]. They are
∂α f (Bi), i = 1,2,3; |α| q,
and
∂r
∂νri
f
(
Q r, ji
)
, i = 1,2,3; j = 1, . . . , r; r = 1, . . . ,m,
where the integers q, s, p, and m are such that
0 2s q; s + 1m q
and the points Q r, ji , lying on the edge σi , are distinct from the vertices, and such that Q
r, j
i 	= Q r,ti as long as j 	= t (i.e.,
two of those points can be the same provided they do not share the same index r). For the simplicity of the evaluations, it
is usual to take those points equally spaced along the corresponding edge.
What do we have to require now for the operator R associated with the rational interpolation?
Let P and R be respectively the result of P and R.
First of all, we want to keep the polynomial interpolation not polluted. This implies that P(R) = 0, i.e. P composed with R
vanishes, which is obviously fulﬁlled if and only if
(1) R is q-ﬂat at the vertices B1, B2, B3 of σ .
(2) R is s-ﬂat along the edges σ1, σ2, σ3 of σ .
Moreover we require that, for i = 1,2,3, R|σi , restriction of R to the edge σi would be a polynomial.
This explains the choice we have made for the rational basis functions.
Using the barycentric coordinates and the Bézier coeﬃcients related to a triangle σ , a Total Order Polynomial would be
written as
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α∈Γ (2k+1)\Γk(2k+1)
(2k + 1)!
α! Cαλ
α +
∑
α∈Γk(2k+1)
(2k + 1)!
α! Dαλ
α.
We will denote the Polynomial Plus Rational interpolant S as S = P + R where
P =
∑
α∈Γ (2k+1)\Γk(2k+1)
(2k + 1)!
α! Cαλ
α and R =
3∑
i=1
∑
α∈Γk(2k+1)
(2k + 1)!
α! D
i
αr
i
α.
We will have to construct explicitly the rational basis functions riα . We propose them as a product of a “bubble” function
and a polynomial (the word bubble comes from [29]).
Remark 2. The Zienkiewicz C1 element was called a singular element by Ciarlet [7] because of the lack of deﬁnition at the
vertices.
4. C1 rational ﬁnite elements
The following is a new description of a well-known ﬁnite element, introduced by Zienkiewicz [29] and already studied
in [7].
Let σ be a non-degenerated triangle with vertices B1, B2, and B3. The polynomial part needs derivatives up to order 1
at the vertices of σ , thus involving a polynomial of degree 3 at least.
Let us now deﬁne the basis functions for the rational part.
Proposition 3. The rational functions ri111 , i = 1,2,3, deﬁned as
ri111 =
λiλ
2
i+1λ
2
i+2
(λi + λi+1)(λi + λi+2) ,
∂αri111(B j) = 0, |α| 1, ∀ j
are of class C1 and are linearly independent.
Proof. The proof is due to Ciarlet, see [7]. 
First, let
P˜1 = span
{
λα, α ∈ Γ (3) \ Γ1(3)
}
,
i.e., |α| = 3 and α 	= (1,1,1).
Note that P˜1 ⊂ P3 and dim P˜1 = 9.
Then let
PR3,σ = P˜1 ⊕ span
{
ri111
}
.
It is obvious that dimPR3,σ = 12.
Let us now consider the set of degrees of freedom Σσ deﬁned by
Σσ =
{
∂α f (Bi), |α| 1, ∂
∂νi
f
(
Q 1,1i
)
, i = 1,2,3
}
,
where Q 1,1i is any interior point of σi (for simplicity, it is usual to take Q
1,1
i as the midpoint of σi).
Proposition 4. The problem is PR3,σ -unisolvent, that is: there exists one and only one v ∈ PR3,σ such that:
∂αv(Bi) = ∂α f (Bi), |α| 1,
∂
∂νi
v
(
Q 1,1i
)= ∂
∂νi
f
(
Q 1,1i
)
, i = 1,2,3.
Proof. We note ﬁrst that dimPR3,σ = cardΣσ .
Let us write a function gσ ∈ PR3,σ in the following format with coeﬃcients Cα and Diα to be determined:
gσ =
∑ 3!
α!Cαλ
α +
3∑ ∑ 3!
1!1!1! D
i
αr
i
αα∈Γ (3)\Γ1(3) i=1 α∈Γ1(3)
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∂α gσ (Bi) = ∂α f (Bi), |α| 1
∂
∂νi
gσ
(
Q 1,1i
)= ∂
∂νi
f
(
Q 1,1i
)
⎫⎬
⎭ i = 1,2,3.
Now using Proposition 3, ∂αri111(B j) = 0, we can compute Cα directly without involvement of coeﬃcients Diα . The
computation of these Cα is standard based Berstein–Bézier polynomials. You can ﬁnd many such examples in the monograph
by Lai and Schumaker.
Thus gσ can be determined in two steps. First, we solve the system
∂α gσ (Bi) = ∂α f (Bi), |α| 1; i = 1,2,3, (1)
to determine the coeﬃcients Cα .
Solving the system leads to
⎧⎨
⎩
C(3,0,0) = f (B1), C(0,3,0) = f (B2), C(0,0,3) = f (B3),
C(2,1,0) = 13
−−−−→
B1B2 · −→∇ f (B1) + f (B1), C(2,0,1) = 13
−−−−→
B1B3 · −→∇ f (B1) + f (B1).
The coeﬃcients C(1,2,0) , C(0,2,1) , C(1,0,2) and C(0,1,2) are then determined by a simple circular permutation of indices.
Then we solve the second system:
∂
∂νi
gσ
(
Q 1,1i
)= ∂
∂νi
f
(
Q 1,1i
)
, i = 1,2,3, (2)
which can be rewritten as
∂
∂νi
R3
(
Q 1,1i
)= ∂
∂νi
f
(
Q 1,1i
)− ∂
∂νi
P3
(
Q 1,1i
)
, i = 1,2,3, (3)
and note that R3 is simple
∑3
i=1
∑
α∈Γ1(3)
3!
1!1!1! D
i
αr
i
α .
Obviously, the coeﬃcients Diα are solutions of the system (3) which leads to three equalities, due to the properties of
the bubble functions riα , particularly the following property:
Proposition 5. The functions riα satisfy the property
∂
∂νi
riα
(
Q 1,1j
)= 0, ∀ j 	= i.
Proof. It suﬃces to consider the following expansion of the functions riα :
riα = λ2i+1λ2i+2gi(λ),
where gi(λ) = λi(λi+λi+1)(λiλi+2) .
A simpler computation leads to
∂
∂νi
riα = λi+1λi+2hi(λ),
where hi(λ) is a function of λ.
Therefore,
∂
∂νi
riα
(
Q 1,1j
)= (λi+1λi+2)(Q 1,1j )hi(λ(Q 1,1j ).
But, (λi+1λi+2)(Q 1,1j ) = 0 if j 	= i. This completes the proof. 
Then, by using Proposition 5, the linear system (3) is diagonalized and thus can be solved easily.
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D1α =
1
6(λ2λ3)(Q
1,1
1 )det(
−→ν1,
−−−−→
B3B2)
[
det(
−−−−→
B1B2,
−−−−→
B1B3)
∂ gσ
∂ν1
(
Q 1,11
)
− 3
( ∑
1i3
det(−→ν1,
−−−−−−−−→
Bi+2Bi+1)
∑
⎧⎨
⎩
|β|=2
β=(0,β2,β3)∈N3
(β+ei)/∈Γ1(3)
C(β+ei)
2!
β!λ
β
)(
Q 1,11
)]
. (4)
Then, we determine coeﬃcients D2α and D
3
α by circular permutation.
The unisolvency is obvious: we have the exact amount of basis functions, and the coeﬃcients Cα and Diα are 0 whenever
the data are. 
Let us recall that our aim was to construct a bivariate rational splines S in the space
RS13() =
{
s ∈ C1(Ω), s|T ∈ PR3, ∀T ∈ 
}
.
We have
Proposition 6. Given a triangulation  of Ω , a function S deﬁned on each triangle σ in  by its restriction S|σ deﬁned as above is
in RS13().
Proof. It remains to see that given two neighboring triangles σ1 and σ2, the difference between the two interpolants and
also the difference between the derivatives of order 1 is zero, which comes directly from the properties of the bubble
functions deﬁned respectively on each of the two triangles: they are all polynomials on the common edge and share the
same degrees of freedom of the ﬁrst kind. 
Equivalently we have
Proposition 7. The ﬁnite element deﬁned on a triangle by the data and the above construction is a rational ﬁnite element of class C1 .
Remark 8. The dimension of RS13() is 3× cardV + 1× cardE .
5. C2 rational ﬁnite elements
We develop the C2 case as a sketch for the general case. The notations become cumbersome in the Ck case, but the
technique is an obvious generalization of the following presentation.
In this case, we request derivatives up to order 2 at the vertices of each triangle σ . This implies a polynomial part of
degree 5 at least and the interpolant will be of the form
S = P + R =
∑
α∈Γ (5)\Γ2(5)
5!
α!Cαλ
α +
3∑
i=1
∑
α∈Γ2(5)
5!
α! D
i
αr
i
α.
We deﬁne the basis functions riα for the rational part as
Deﬁnition 9. For i = 1,2,3 let
ri122 =
λiλ
3
i+1λ
3
i+2
(λi + λi+1)(λi + λi+2) ,
ri212 =
(2λi+1 − λi+2)λ2i λ3i+1λ3i+2
(λi + λi+1)2(λi + λi+2)2 ,
ri221 =
(2λi+2 − λi+1)λ2i λ3i+1λ3i+2
(λi + λi+1)2(λi + λi+2)2 ,
∂βriα(B j) = 0, |β| 2, α ∈ Γ2(5), ∀ j.
Proposition 10. Rational functions riα , i = 1,2,3, α ∈ Γ2(5) are of class C2 and are linearly independent.
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It suﬃces to prove that, for s = 1,2 and i = 1,2,3, the following bubble functions are of class C2:
ρs,2i =
λsiλ
3
i+1λ
3
i+2
(λi + λi+1)s(λi + λi+2)s .
For a more simple exposition, let us examine the example where i = 1.
Then using an aﬃne transformation, it suﬃces to study the function ρˆs,21 below on the unit triangle Kˆ with vertices
Bˆ1 = (1,0), Bˆ2 = (0,1) and Bˆ3 = (0,0):
ρˆs,21 =
xs y3(1− x− y)3
(x+ y)s(1− y)s = φ(x, y) × f (x, y),
where
φ(x, y) = x
s y3
(x+ y)s and f (x, y) =
(1− x− y)3
(1− y)s .
We study the behavior of ρˆs,21 in a neighborhood of the origin in Kˆ .
First, note that the function f and its derivatives have no singularity at the origin.
Then, we prove that function ρˆs,21 is continuous up to order 2 at the origin, i.e.:
lim
(x,y)→0 ∂
βρˆs,21 (x, y) = 0, β ∈N2, |β| 2.
But for β ∈N2, such that |β| 2 we have
∂βρˆs,21 =
∑
0αβ
Cα∂
αφ∂β−α f , (5)
where Cα is a constant.
For any real number A, let Ar be the rth power of A. Then
Ar =
{
0 if r < 0,
Ar if r  0.
We obtain, for α = (α1,α2), that
∂αφ =
α1∑
q=0
α2∑
m=0
C
xs−q y3−α2+m
(x+ y)s+α1−q+m ,
where C is a constant and therefore
∣∣∂αφ∣∣ α1∑
q=0
α2∑
m=0
|C | x
s−q y3−α2+m
(x+ y)s+α1−q+m .
Note that in the right hand of this inequality only the terms such that s − q 0 appear. And for these terms we have
xs−q y3−α2+m
(x+ y)s+α1−q+m =
xs−q y3−α2+m
(x+ y)s+α1−q+m =
(
x
x+ y
)s−q
×
(
y
x+ y
)α1+m
× y3−|α|.
But, since |α| |β| 2, we have 3− |α| > 0, and it follows that
lim
(x,y)→0
∣∣∂βφ∣∣(x, y) = 0.
Taking this result into account in (5), it comes to
lim
(x,y)→0
∣∣∂βρˆs,21 ∣∣(x, y) = 0.
We give a sketch of the proof of the second assumption.
Assume that
3∑ ∑
Diαr
i
α = 0.i=1 α∈Γ2(5)
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3∑
i=1
∑
α∈Γ2(5)
Diα∂
βriα = 0.
Then, for m = 1, . . . , s, and j = 1,2,3, we have
3∑
i=1
∑
α∈Γ2(5)
Diα∂
βriα
(
Q s,mj
)= 0.
Proceeding by induction on s, leads to solve a diagonal invertible system of s(s+1)2 linear equations with
s(s+1)
2 unknowns,
because of the properties of the functions riα , and we obtain
D jα0 = 0,
where α0 = (s,m + 2− s,3−m) ∈ Γ2(5).
So, we conclude that Diα = 0, for all i = 1,2,3 and all α ∈ Γ2(5). Thus, the functions riα are linearly independent. 
Remark 11. The function riα , α ∈ Γ2(5), satisﬁes the property ∂βriα(B j) = 0, |β| 2, also for j = i.
Let
P˜2 = span
{
λα, α ∈ Γ (5) \ Γ2(5)
}
,
i.e., |α| = 5 and α /∈ {(1,2,2), (2,1,2), (2,2,1)}.
Note that P˜2 ⊂ P5 and dim P˜2 = 18.
Then let
PR5,σ = P˜2 ⊕ span
{
riα, i = 1,2,3, α ∈ Γ2(5)
}
.
It is obvious that dimPR5,σ = 27.
Let Σσ be the set of degrees of freedom deﬁned by
Σσ =
{
∂α f (Bi), |α| 2, ∂
j
∂ν
j
i
f
(
Q r, ji
)
, i = 1,2,3; r = 1,2; j = 1, . . . , r
}
, (6)
where as above, the Q r, ji are r distinct interior points of σi , and
∂
∂νi
denotes the normal derivative relative to the side σi .
Proposition 12. The problem is PR5,σ -unisolvent, that is: there exists one and only one g ∈ PR5,σ such that:
∂α g(Bi) = ∂α f (Bi), |α| 2,
∂ j
∂ν
j
i
g
(
Q j,mi
)= ∂ j
∂ν
j
i
f
(
Q j,mi
)
i = 1,2,3; j = 1,2; m = 1, . . . , j.
Proof. To begin with, observe that dimPR5,σ = cardΣσ .
Suppose that there exists such an interpolant g ∈ PR5,σ . We can have a direct computation for the coeﬃcients of g as
function of the data in the following steps.
In the ﬁrst step, we write that, S(Bi) = f (Bi), i = 1,2,3, this leads to
C(5,0,0) = f (B1), C(0,5,0) = f (B2), C(0,0,5) = f (B3).
The second step consists in setting that ∂α g(Bi) = ∂α f (Bi), |α| = 1, to get
C(4,1,0) = 15
−−−−→
B1B2 · −→∇ f (B1) + C(5,0,0), C(4,0,1) = 15
−−−−→
B1B3 · −→∇ f (B1) + C(5,0,0)
and the other coeﬃcients C(1,4,0) , C(1,0,4) , C(0,4,1) and C(0,1,4) are determined by a circular permutation.
When we set that ∂α g(Bi) = ∂α f (Bi), |α| = 2, we obtain for i = 1, the coeﬃcients C(3,1,1) , C(3,0,2) and C(3,2,0) .
Writing that ∂ g
∂ν (Q
1,1
i ) = ∂ f∂ν (Q 1,1i ), i = 1,2,3, when i = 1, leads to determination of the coeﬃcient D1(1,2,2) .
It remains to solve equations ∂
2g
∂ν2
(Q 2,mi ) = ∂
2 f
∂ν2
(Q 2,mi ), m = 1,2. This leads, for i = 1, to the determination of the coeﬃ-
cients D1 and D1 by solving an invertible linear system of two equations with two unknowns.(2,1,2) (2,2,1)
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the data are. 
Our main objective in this section is to construct a bivariate rational splines S in the space
RS25() =
{
s ∈ C2(Ω), s|T ∈ PR5, ∀T ∈ 
}
.
We have
Proposition 13. Given a triangulation  of Ω , a function S deﬁned on each triangle σ in  by its restriction S|σ deﬁned as above is
in RS25().
Proof. Arguing as in the proof of Proposition 6 the result comes directly from the properties of the bubble functions. 
Equivalently we have
Proposition 14. The ﬁnite element deﬁned on a triangle by the data and the above construction is a rational ﬁnite element of class C2 .
Remark 15. The dimension of RS25() is 6× cardV + 3× cardE .
6. The general case: Ck rational ﬁnite element
We request derivatives up to order k at the vertices of each triangle σ . This implies a polynomial part of degree 2k + 1
at least and the interpolant will be of the form
P + R =
∑
α∈Γ (2k+1)\Γk(2k+1)
(2k + 1)!
α! Cαλ
α +
3∑
i=1
∑
α∈Γk(2k+1)
(2k + 1)!
α! D
i
αr
i
α. (7)
We now come to the construction of the basis functions riα of the rational part in this case.
First of all, the bubble functions are deﬁned by the following:
Deﬁnition 16. For i = 1,2,3, s = 1, . . . ,k, where k is a nonnegative integer, let be
ρs,ki =
λsiλ
k+1
i+1 λ
k+1
i+2
(λi + λi+1)s(λi + λi+2)s ,
∂αρs,ki (B j) = 0, |α| k, ∀ j.
Proposition 17. The rational functions ρs,ki , i = 1,2,3, are of class Ck and are linearly independent.
Proof. The proof is similar to the proof of Proposition 10. In fact, this proposition is a generalization of Proposition 10. 
Then, we proceed in letting
P˜k = span
{
λα, α ∈ Γ (2k + 1) \ Γk(2k + 1)
}
.
It comes that P˜k ⊂ P2k+1 and dim P˜k = 3(k+2)(k+1)2 .
We are now in a position to construct our basis function riα .
For s = 1,2, . . . ,k, m = 1, . . . , s, let Q s,mi denote s distinct interior points of the side σi , for ﬁxed i in {1,2,3}, and let
also {τm,si , m = 1, . . . , s}, denotes the Lagrange basis of degree s − 1 associated with the s points Q s,mi .
For i = 1,2,3, s = 1, . . . ,k and m = 1, . . . , s, let α = (s,m + k − s,k + 1−m) and
riα = τm,si ρs,ki . (8)
Proposition 18. Functions riα are linearly independent.
Proof. The proof is similar to the proof of the second part of Proposition 10. Here, we have to consider derivatives up to k
instead of 2. 
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PR2k+1,σ = P˜k ⊕ span
{
riα, α ∈ Γk(2k + 1)
}
.
It comes that dimPR2k+1,σ = 3(k + 1)2.
Let Σσ be the set of degrees of freedom deﬁned by
Lk =
{
∂α f (Bi), |α| k, ∂
j
∂ν
j
i
f
(
Q j,mi
)
, i = 1,2,3, j = 1, . . . ,k, m = 1, . . . , j
}
, (9)
where for s = 1,2, . . . ,k, m = 1, . . . , s, the Q s,mi denote s distinct interior points of the side σi , for ﬁxed i = 1,2,3.
Remark 19. The function riα , α ∈ Γk(2k + 1), satisfy the property ∂βriα(B j) = 0, |β| k, also for j = i.
Proposition 20. The problem is PR2k+1,σ -unisolvent, that is: there exists one and only one g ∈ PR2k+1,σ such that:
∂α g(Bi) = ∂α f (Bi), |α| k, (10a)
∂ j
∂ν
j
i
g
(
Q j,mi
)= ∂ j
∂ν
j
i
f
(
Q j,mi
)
, i = 1,2,3; j = 1, . . . ,k, m = 1, . . . , j. (10b)
Proof. The polynomial part, associated to the data
∂α f (Bi), |α| k, i = 1,2,3,
is explicitly given, for any point M of Ω , as [16,17]:
T 2k+1σ (M) =
3∑
i=1
λk+1i
k∑
j=0
(k + j)!
k! j! (1− λi)
j T k− jBi f (M),
where T qB f (M) is the Taylor polynomial expansion of degree q for f around B and M denotes any point of Ω . Note that a
direct computation of the Bézier coeﬃcient can be done.
The coeﬃcients of the rational part of the interpolant
3∑
i=1
∑
α∈Γk(2k+1)
(2k + 1)!
α! D
i
αr
i
α
are obtained solving a sequence of linear systems: for i = 1,2,3,⎧⎪⎨
⎪⎩
∂ j
∂ν
j
i
R
(
Q j,mi
)= ∂ j
∂ν
j
i
f
(
Q j,mi
)− ∂ j
∂ν
j
i
T 2k+1σ
(
Q j,mi
)
,
j = 1, . . . ,k, m = 1, . . . , j.
This corresponds for each i to: 1 linear system with 1 equation, 1 unknown, 1 linear system of 2 equations, 2 unknown, . . . ,
1 linear system of k equations, k unknown. All these systems being uncoupled and solvable, due to the properties of the
bubble functions.
Then, the unisolvency is easily proven. 
We are now in a position, for the general case, to construct the space of bivariate rational splines
RSk2k+1() =
{
s ∈ Ck(Ω), s|T ∈ PR2k+1, ∀T ∈ 
}
.
We have easily:
Proposition 21. Given a triangulation  of Ω , a function S deﬁned on each triangle σ in  by its restriction S|σ deﬁned as above is
in RSk2k+1().
Proposition 22. The ﬁnite element deﬁned on a triangle by the data and the above construction is a rational ﬁnite element of class Ck.
Proposition 23. The dimension of RSk2k+1() is (k+2)(k+1)2 × cardV + (k+1)k2 × cardE .
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Comparison of degree polynomial and spaces dimensions.
Polynomial element Rational element
k N DL ρ(v) N DL ρ(v)
1 5 21 2 3 12 1
2 9 55 4 5 27 2
3 13 105 6 7 48 3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
k 4k + 1 (2k + 1)(4k + 3) 2k 2k + 1 3(k + 1)2 k
Table 2
Ck triangular ﬁnite elements of HCT type.
k D d NAS NMS
1 1 3 12 12
2 3 7 39 40
3 4 9 63 66
4 6 13 114 120
.
.
.
2m 3m 6m + 1 39m2+33m+62 43m
2+31m+6
2
2m + 1 3m + 1 6m + 3 39m2+63m+242 43m
2+65m+24
2
Table 3
Ck triangular ﬁnite elements of PS type.
k D d Space dimension
1 1 2 9
2 3 5 31
3 4 7 48
4 6 10 90
.
.
.
4m 6m 9m + 1 57m2 + 30m + 3
4m + 1 6m + 1 9m + 2 57m2 + 45m + 9
4m + 2 6m + 3 9m + 5 57m2 + 84m + 31
4m + 3 6m + 4 9m + 7 57m2 + 105m + 48
7. Concluding remarks
(a) We compare the polynomial degree, the higher derivative at a vertex and the dimension of spaces used in construction
of a ﬁnite element of class Ck in a polynomial case and our rational case in Table 1. The polynomial degree is designed
by N , while the number of degrees of freedom is denoted DL and the higher derivative is denoted ρ(v).
To complete the comparison, we give the two main cases of classical composite ﬁnite elements:
We begin with the Hsieh–Clough–Tocher (HCT) element which consists in splitting each triangle in three subtriangles.
Let D denote the higher order of derivatives, d the polynomial degree, NAS the dimension of the space when using Alfeld
and Schumaker approach [2], and NMS the dimension of the space constructed by Schumaker and Ming-Ju Lai [14].
Table 2 gives values for a different smoothness k.
Let D denote the higher order of derivatives, d the polynomial degree, Table 3 gives values for a different smoothness
k in the Schumaker et al. [3,15] approach for the Powell–Sabin (PS) method. We recall that in PS element consists in
splitting each triangle in six subtriangles.
(b) In this paper, we have used odd degree polynomials. It is possible to deal with even degree polynomials, introducing
once time the value of the function on each edge, then twice a ﬁrst order normal derivative, and so on.
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