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Abstract
With the extensive proliferation of data, the eﬃcient organization and integration of data has become exceedingly important. To
achieve this, ontologies have been employed to govern the data by providing structure and a layer of abstraction over the data
sources. However, the ontologies themselves present shortcomings in how they capture the deﬁnition of concepts of a domain. The
deﬁnitions are static and unable to suﬃciently conceptualize the dynamic data sources in a way that makes use of the knowledge
provided by the data. This limitation carries over to the reasoning processes performed using ontologies.
We introduce Conto, a Prote´ge´ plugin that overcomes this limitation by interpreting a concept as an abstract data type. These
interpretations allow for new ways of understanding the data, which when coupled with knowledge generation processes leads to
the generation of new knowledge that would traditionally be unobtainable.
c© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the Conference Program Chairs.
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1. Introduction
Traditionally, during the discovery process, data is analyzed to identify parameters such as relevance, required
security, and permissions before uploading it to a central repository. However, within the last decade we have seen
an increase to the amount of data being collected1. The domains that are impacted by this deluge of data range from
businesses and the collection of business records2 to astronomy and the cataloging of interstellar bodies3. With this
deluge, the traditional methods of data governance are pushed to their limits; classical methods can no longer scale
to handle the large quantities of data, and thus require new governing methods. To tackle this issue, the data must be
structured so that it can be understood with an agile method before it can be used.
Ontologies have been employed to provide structure to the existing data so that it can be assessed and understood.
This results in an eﬃcient and safe way that users can interact with the data, as exempliﬁed through technology
such as the Ontology-Based Data Access (OBDA)4. The OBDA approach is used to create mappings between a
relational database and an ontology. It constantly updates its understanding of the data through queries and rules.
For example, considering a university information system, an ontology may deﬁne how the concepts of bachelor and
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masters students are both students. The actual data about the students are maintained in a relational database. The
ontology behaves as a layer above the data, and conceptualizes the domain so that the data can be assessed. Therefore,
these conceptualizations are crucial for the understanding of the data. The conceptualized objects need to be able to
suﬃciently deﬁne and embody the data. Often times, a form of Description Logic (DL)5 is used – such as DL-Lite6
used by OBDA – which deﬁnes concepts within the terminological box (TBox). However, the concepts are statically
deﬁned. They are initialized with deﬁnitions that relate them to other earlier deﬁned concepts and never updated
or reﬁned with respect to the data. This static deﬁnition is not suﬃcient for the domain of Big Data where data is
constantly being updated and changing.
Dynamically deﬁning concepts within an ontology have recently begun to be explored with the ideas of interpreting
concepts7. Jaskolka et al. 7 suggest a framework for ontology design which includes an archetype and interpretations
component (among other components). Within the archetype component, concepts are deﬁned at an abstract and
domain-independent level. The attributes that belong to the concepts are declared with a data type. For example, the
concept StudentGradeType may be deﬁned as a String in the archetype component. However, within a domain, a data
type may be understood in several diﬀerent ways. The interpretations component deﬁnes the concept dependent on
how the archetype is to be understood. Returning to our example, StudentGradeType as a String may be understood
in several ways: a letter-grade (e.g., A), as a percentage (e.g., 85%), or as a grade-point average (e.g., 3.0/4.0).
The interpretations component clearly instantiates the concept by giving the archetype an interpretation. From these
interpretations component, it leads us to understand that ontologies have a dynamic nature which changes depending
on how the concepts are interpreted.
We propose a tool, Conto, which allows for the interpretation of concepts in an ontology with abstract data types.
With this notion of interpretation, the understanding of the data changes depending on the interpretation used – a way
of understanding a concept in more than one way is introduced. Through the interpretation of a concept, we not only
structure the data with some data type and the associated properties, but we also gain the privileges of the functionality
of this data type that allows us to learn about the data associated with the concept. With this ability for the user to give
an interpretation to a concept, we are enhancing the current ways that users interact with, and understand the data.
The remainder of this paper is organized as follows. Section 2 provides insight to how ontologies are used in the
ﬁeld of data governance. Section 3 further discusses the idea of concept interpretation, surveys current literature on
similar research, and brieﬂy touches upon the reasoning using ontologies. Section 4 introduces Conto, discusses the
architecture of the tool, as well as illustrates the expected beneﬁts of the tool with examples. Finally, Section 5 gives
concluding remarks and provides directions for future work.
2. The Role of Ontologies in Data Governance
There exists three major problems that the proliferation of data has caused: a data source is reshaped due to cor-
rective maintenance, data sources lose their application independence over time, and the data is stored in diﬀerent
sources8. Ontologies have been employed to remedy these problems by creating an ontological layer over the data
sources4,8. Within OBDA and Ontology-Based Data Management (OBDM) we see a three layered architecture com-
posed of an ontology layer, the data sources, and a mapping layer between the two.
The purposes of the ontology layer is to provide a declarative approach for information integration and data gov-
ernance. With the proper conceptualization of the domain, it promotes the re-usability and sharing of the data9.
The mapping layer in OBDA and OBDM map the data sources to the ontological concepts, which provides proper
deﬁnitions to the concepts8,9.
By using ontologies in data governance, the data sources are allowed to evolve with the addition of more data. The
ontology layer provides a skeleton of the domain model, which can accommodate the addition of new data sources or
elements therein. This results in a system which continues to operate while evolving as more data is integrated and
managed. Thus, it can be seen that the role ontologies play in data governance is that of providing a layer to unify
the scattered data sources, as well as providing a means to conceptualize the domain knowledge so that it may be
interacted with. The purposes of said interactions, as exempliﬁed with OBDA and OBDM, is to access the data and
learn new knowledge4. However, as mentioned, there exists challenges in properly creating concepts that reﬂect the
domain which ultimately hinders the ability to acquire new knowledge8.
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3. Understanding Concepts in Multiple Ways to Generate New Knowledge
Ontologies provide a layer on top of the data sources which allow for the conceptualization of the domain, and
a way to gain new knowledge. However, how the domain has been conceptualized greatly aﬀects the capability of
knowledge generation. One current limitation is that concepts are deﬁned statically within a domain in what is called
the ontological commitment9, which becomes the only understanding of the concept in the ontology. This limitation
prohibits the creation of an ontology which can properly represent a domain of an assortment of data sources which
have constantly changing data.
There exists research into attempting multiple ways to understand a concept within a domain. Such as contextual
ontologies that aim to be able to have concepts within an ontology be understood in multiple ways, called contexts10.
For example, an employee may be understood as one of two ways: in one context (s1) as anyone who has an employee
number, or in another context (s2) as anyone who works for a company. The assertion for an employee in contextual
ontologies would be:
Employee = (∃EmployeeNumber.Number)[s1] unionsq (∃WorksFor.Company)[s2]
This example demonstrates multiple understandings of a single concept. Which understanding is used depends on
the context (s1 or s2) that is applied. It can be seen that depending on the context applied, a diﬀerent understanding
is communicated. For instance, by applying the second context (s2), we consider anyone who works for a company
as an employee, including positions such as contractors, when in reality, they are not considered employees of the
company. In a traditional ontology, this notion of multiple concept understandings is impossible. The research into
contextual ontologies provides us with valuable insight into understanding ontologies in multiple ways, and showing
that it is possible to learn new knowledge depending on the context applied. Although contextual ontologies oﬀer a
selection of concept deﬁnitions, each deﬁnition is still static and in terms of other concepts
The research ﬁeld of upper ontologies also provides insight into understanding concepts in multiple ways. The
goal of an upper ontology is described as a way to provide semantic interoperability of domains across multiple
domains11. In essence, an upper ontology is a unifying agent between multiple domain ontologies with the goals
of allowing interoperability between these ontologies. Upper ontologies provide general concepts that are common
to all domains so that they may be used as foundation for the domain ontologies12. Each domain ontology that
pertains to the upper ontology it belongs to can be thought of as a conﬁguration of that upper ontology; it is a way of
understanding those general concepts.
As mentioned, a goal of using ontologies is the acquisition of new knowledge about the data via reasoning.
The research into reasoning with ontologies to acquire new knowledge varies greatly depending on the formalism
used13,14,15. Both OBDA and OBDM use DL to formalize the ontology thanks to the ease of conceptualizing the
domain through the Tbox4,8. Typically, the Tbox is reasoned on to gather subsumption rules which describe how the
concepts are related to each other13. In addition to subsumption rules, defeasible reasoning aims to acquire defea-
sible subsumption rules14. The distinction between traditional subsumption rules and defeasible subsumption rules
is the addition of uncertainty; a defeasible subsumption rule is compelling, but not necessarily deductively valid.
The research into reasoning with ontologies is extensive, and relies heavily on the concepts and how the ontology is
formalized.
Upon investigation we discover that this idea of understanding ontological concepts in multiple ways provides
additional data for the reasoning of new knowledge. Traditional ontologies are deﬁned in a static way which is
insuﬃcient for the dynamically evolving data, as well as limits the reasoning process which heavily relies on the
concepts. Contextual ontologies provide insight into this notion of multiple understandings. Depending on the context
that is applied, the concept is understood in a diﬀerent way. However, each of these contexts still deﬁne the concept
in terms of other existing concepts. By improving how multiple understandings are applied to concepts, we improve
the information that is provided to the reasoner, and improve the adaptability to changing data.
4. A Tool for Ontological Concept Interpretation
We have discussed how ontologies have been employed in the process of data integration and governance, and
highlighted the limitation of the concept deﬁnitions; traditional ontologies have a single understanding of a concept
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Fig. 1. The architecture of Conto.
that lends only mereological data to the reasoning process. We introduce the tool Conto which is a plugin for the
Prote´ge´ ontology editor. Prote´ge´ is a popular open-source editor for ontologies written in the Web Ontology Language
(OWL)16. It was created with the intention of handling DL based ontologies, which makes it a suitable tool for
ontologies used by OBDA and OBDM, which in turn use DL based ontologies.
Conto is a Prote´ge´ plugin that was created with the purpose of solving this limitation on the single understanding of
a concept. It allows for the imbuing of a concept with an abstract data type. On the current implementation there are
three default data types that can be applied: Set, Bag, and List. Each of these abstract data types provides a unique way
to understand a concept, and each understanding may present the user with new knowledge otherwise unobtainable.
These understandings will be referred to as the interpretation of the concept (e.g.., interpreting a concept as a list).
The set of all interpretations applied is called a conﬁguration of the ontology.
The default interpretations were chosen for two reasons: their domain independence, and their inherent functions.
Due to ontologies being so variant in the domains they conceptualize, the default interpretations needed to be appli-
cable to a large variety of domains. Abstract data types were an ideal candidate because their abstract nature allows
for the versatile use over a variety of domains. A more domain speciﬁc interpretation can easily be created and im-
plemented into Conto if desired. For example, a queue can be created to capture a queue-line behavior. The necessary
interpretation methods, and any desired functions of queue (e.g., peek, dequeue, queue, etc.) need only be added
to the repository, and an interface to the interpretation be added to the body of Conto. Along with the abstract data
types being domain independent, their functions can be used to gain valuable insight about the concepts and their
individuals.
Architecture of Conto: Conto is designed to be a plugin for Prote´ge´, and consists of two main components: the
core component, and a repository of interpretation modules. The repository was constructed to be separate from the
core component to allow for the easy addition, modiﬁcation, and removal of interpretations with minimal modiﬁcation
to Conto itself. In Figure 1, the architecture of Conto at the architectural level is provided. The interaction between
Prote´ge´, Conto, and the repository of interpretations is designed as a Broker style architecture. When the user wishes to
apply an interpretation to a concept, Prote´ge´ (and Ontograf, a plugin for graphical depictions of ontologies) contacts
Conto, which in turn retrieves the requested interpretation. Conto mediates the communications between the user,
who is acting through Prote´ge´, and the repository of interpretations. This separation of the repository from the core
of Conto also promotes a “plug-and-play” ideology for the interpretation modules.
Reﬁning the analysis granularity, we can inspect the detailed design of the Conto tool. This reﬁnement is pro-
vided in Figure 2. In the class diagram, we show Conto interacting with Ontograf and Prote´ge´ through the Ontograf
boundary class, and with the interpretation modules through the Repository. Within Conto there are the three main
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Fig. 2. The analysis class diagram of Conto.
classes: Interpreter, Assembler, and the Uploader. The Interpreter, as the name suggests, provides the broker behavior
of handling the interpretation request, accessing the repository for the respective interpretation, and storing the inter-
preted concept into the Ontology Holder. Once the user requests the conﬁgured ontology, the Assembler compiles
the new conﬁgured ontology. The Uploader allows the additional functionality of uploading an OWL ontology and
specifying an interpretation to be applied to a concept. This upload functionality demonstrates the future possibilities
of concurrent conﬁguration.
When designing Conto, the following assumptions were made:
1. The ontology has been formalized using the OWL or OWL2 languages;
2. Identical individuals within the ontology are denoted using the Prote´ge´ relation “same individual as”;
3. An individual belongs to at most one concept. The representation of an individual belonging to multiple concepts
is accomplished by having multiple copies of the individual that are related to each other through the “same
individual as” relationship, and each copy belonging to one of the desired concepts;
Example of Using Conto: We consider an arbitrary Weather Ontology that conceptualizes the months and popu-
lates them with daily temperature readings. The example ontology is shown in Figure 3. We have created concepts for
the ﬁrst three months of the year, and populated the ﬁrst two months (January and February) with data for illustrative
purposes. We have also decided that if two temperatures are within 0.2 degrees of another, they are deemed to be the
same temperature. Our goal is to determine the maximum temperature that both January and February experience, as
well as the average temperature among the two months.
To achieve the ﬁrst goal of acquiring the maximum temperature both January and February experience, we must
ﬁrst gather the temperatures that are in common between the two months. This can be accomplished by determining
the intersection. To intersect the two months, we must ﬁrst interpret them both as a Set (or Bag), and apply the
intersection function. By intersecting the two concepts, we create a new concept that is populated solely by the data
that is shared among the two concepts being intersected. By observing Figure 4, we can see that it is populated by
temperatures “−22.4” and “−27.2”. These values are from January’s temperatures −22.5 and −27.2 being within (and
thus identical to) 0.2 degrees of February’s −22.4 and −27.0. However, we can continue investigating the similarities
of the months by interpreting the intersection as a list to determine the maximum temperature.
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Fig. 3. The Weather Ontology.
Fig. 4. The ontology after the intersection of January and February.
Using Conto, we gather the maximum to be −22.4. Similar to how the minimum function is taking advantage of
the head of the ordered list, the maximum takes advantage of repeatedly taking the tail of the ordered list until the size
of the tail is 1. What this tells us is the highest temperature that both January and February experienced, is −22.4.
Likewise, we could also determine the minimum temperature both months experience together.
We have ﬁnished the ﬁrst part of our task, which was discovering the maximum temperature that both January and
February experiences. However, we must now complete the second task: to ﬁnd the average temperature between
both months. We take the original ontology (before the months were intersected), and consider the union of the two
months. By taking the union of both months, we create a new concept that is populated by data that is found in January
or February. This new concept, shown in Figure 5, shows that the concept is populated by every individual that was
in either of the two sub-concepts.
We wish to ﬁnd the average temperature over the two months, so we interpret this new concept as a list, and
determine its mean value by taking advantage of the fact it has been interpreted as a numerical list. From Conto, we
gather that the mean temperature between January and February is −22.7167.
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Fig. 5. The ontology after the union of January and February.
Without the notion of concept interpretation, the information that was discovered in this example would be un-
reachable. In this example, we illustrated that we can discover new concepts within the ontology that are populated
by data that already exists within the ontology. These new concepts represent the union or intersections of concepts.
The concept which is created by the union of two other concepts represents the thing that contains individuals that are
either of the concepts; it is a super-concept. The result of an intersection is its dual, it is a thing that contains indi-
viduals that are found in both concepts; it is a sub-concept. We used this understanding of union and intersection to
determine what we can learn about the data. Speciﬁcally, we wished to know what we could learn about information
pertaining to January and February (the intersection), and about information pertaining to January or February (the
union). This information – the notion of these new concepts which are populated from already existing data – is able
to be discovered and utilized because of the interpretations.
Expected Beneﬁts: With the use of Conto, knowledge that would otherwise be inaccessible using static ontologies
is now obtainable. Conto allows for multiple understandings of the domain of interest, where each understanding
provides unique knowledge that would otherwise be unobtainable. In addition to being able to acquire new knowledge,
Conto also allows for representation of the new knowledge. This means that ontologies, which were traditionally
thought of as only structures which related concepts within a domain, can be instead thought of as tools which
provide structure as well as understanding to the data. We can understand concepts as abstract data types and can
apply their respective functions. This calls for a change in how we understand the domains that ontologies aim to
conceptualize: ontologies are not only a structure composed of static concepts, but a structure that changes depending
on our understanding – our interpretation – of the concepts. These interpretations are unique and provide us with
novel insight that is otherwise ignored or unobtainable.
The trajectory of future research is also impacted by this understanding of interpreting concepts. The current
reasoning processes do not account for interpreted concepts, and their associated functions. Future research into
reasoning must take into account and utilize these interpreted concepts to maximize the knowledge acquired. The
interpretations that are created in this work are the ﬁrst steps – several more interpretations can be developed that
provide diﬀerent insights into a domain.
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5. Conclusion and Future Work
Due to the amount of data being collected, ontologies have been employed to provide structure and a level of
abstraction to data to improve the abilities of data integration and governance. However, ontologies themselves have
shortcomings, in particular, with the deﬁnitions of concepts. The deﬁnitions of concepts in a traditional ontology are
static and fall short in providing all available knowledge about the data to the reasoners or users. In this paper we
introduced Conto, a plugin for Prote´ge´ which allows for the interpretation of a concept. The process of interpreting a
concept allows us to fully represent the data by imbuing the concept with an abstract data type. We provide multiple
ways to understand a concept, where each understanding produces potentially diﬀerent knowledge. The architecture of
Conto was discussed, highlighting the “plug-and-play” architecture, allowing developers to create and easily add their
own domain speciﬁc interpretations to Conto. We also illustrated the use of interpreting concepts through multiple
diﬀerent interpretations with a Weather Ontology example, and acquired knowledge via these interpretations that
would otherwise be impossible to acquire.
Conto is the ﬁrst steps into the interpretation of concepts and conﬁguration of ontologies. Conto is an illustrative
proof of concept that will be extended with more interpretations needed for several domains. It will also open-source
which allows for applying Conto in a more domain speciﬁc context. Currently, Conto is limited by the reasoning
tools. Due to the interpretation of concepts being a new way of understanding ontologies, existing reasoners do not
utilize it. The existing reasoners need to be updated, or new specialized reasoners need to be created to fully utilize
the knowledge provided by Conto. In addition to this, the Uploader functionality that Conto provides was brieﬂy
discussed, and oﬀers more routes for future work. Currently, it allows for the simultaneous interpretation of a concept
and compilation of the ontology. With research into concurrent ontology conﬁguration, all possible conﬁgurations
of the ontology could be analyzed. By the evaluation and analysis of all possible conﬁgurations, all knowledge that
exists within the ontology could be acquired.
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