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Abstract
This thesis analyzes the advantages and drawbacks of several high-order finite element
formulations to solve 2D and 3D steady-state and transient linear convection-diffusion
problems. Continuous and discontinuous element-wise polynomial formulations are con-
sidered. The efficiency of traditional Galekin approach (CG) is compared to its statically
condensed version (HCG) and a hybridizable local discontinuous Galerkin method (HDG).
Latter method is the one that motivates the whole study because of its stability and super-
convergence properties together with a hybridizable formulation, that promises reducing
computational costs.
In order to assess accuracy and computational performance, the three aforementioned
numerical methods have been implemented using Python programming language. The post-
processed solution provided by HDG is shown to converge at p+ 2 rates in the L2-norm for
quadrilaterals and hexahedral elements. Moreover its stability capabilities are assessed for
convection-dominant problems. Finally, hybridization and static condensation techniques
for high-order elements show real benefits with respect to their original alternatives. Al-
though HDG requires more computational resources, it is important to remark that it also
provides a higher order of accuracy than CG and HCG methods.
Thesis Supervisors: Josep Sarrate Ramos and Eloi Ruiz Girone´s
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Chapter 1
Introduction
Convection-diffusion equation describes a physical phenomenon where a certain physical
quantity is transported by bulk motion and its gradient. This equation has been adapted
to different fields and its application encompasses a wide range of problems from physics
to financial mathematics, which are typically solved numerically using the finite element
method (FEM) [12, 29].
Nowadays, industry demands high performance tools to tackle complex numerical prob-
lems and the decision of which methodology to chose depends not only on computational
costs, but also on accuracy, robustness and development complexity. Traditional continuous
Galerkin finite element approach (CG) with piecewise-linear elements is extensively used
for its simplicity and performance. However, the necessity to obtain accurate results has
encouraged the use of advanced techniques that exploit the properties of high-order finite
elements, which use high-order polynomials to interpolate functions [5, 14, 25]. In this
context, the present work analyzes advantages and drawbacks of several high-order finite
element formulations to solve 2D and 3D linear convection-diffusion problems.
Specifically, the implementation of traditional CG combined with a static condensation tech-
nique (HCG) [15] is described for steady and transient problems. Same problems are also
solved using a hybridizable local discontinuous Galerkin formulation (HDG) [9, 10, 19, 20],
which provides the solution for both scalar and flux unknowns using a hybrid dual-mixed
formulation and allows to increase the accuracy of the solution using a post-processing
procedure.
15
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1.1 Objectives
The main objective of this thesis is to corroborate the viability of using discontinuous
Galerkin methods with high-order finite elements to efficiently solve stationary and transient
2D and 3D linear convection-diffusion problems.
To accomplish this goal, it has been developed a software capable of using traditional
CG as well as formulations that are specially designed for high-order elements: a static
condensation of continuous Galerkin and a hybridizable local disconinuous Galerkin method.
Efficiency is assessed in terms of accuracy and computational performance. The former is
evaluated with a convergence analysis, which is also used to validate the software for 2D
and 3D problems. The latter is measured taking into account time, memory and sparsity
requirements of the studied continuous and discontinuous approaches. Finally, HDG scheme
is used to simulate a contaminant transport problem.
1.2 Background
This thesis is part of a long term project the objective of which is to develop a high-order
finite element software to simulate convection-diffusion problems and to gain knowledge on
the implementation of high-order meshing and hybridization techniques.
In previous stages, a framework to implement high-order methods was developed an vali-
dated for steady elliptic problems. This work consist on extending the software to steady
and transient linear convection-diffusion problems.
1.3 Methodology
In order to implement continuous and discontinuous formulations, it has been programmed
a code using python language [23] together with two numerical libraries: numpy [21] and
scipy [26]. Our python library was first implemented by my advisors and other students
as part of a long term project which aims to develop a framework for high-order methods.
Previous versions of the code, which are not part of my own work, included:
• Reader and writer: used to import the mesh and export the results.
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• Interface to create, access and modify a high-order mesh.
• The base master element that defines the nodal positions, the integration rule, and
the values and derivatives of the shape functions.
• Solver for steady-state linear elliptic problems.
On this basis, I have implemented:
• Solver for steady-state linear convection diffusion problems using continuous and dis-
continuous formulations.
• Solver for time-dependent linear convection diffusion problems using continuous and
discontinuous formulations.
• Writer to wrap time-series data, and export logs, such as error, computation time,
memory and size of the systems of equations.
• Plotters to graph the convergence analysis, sparsity patterns and the above mentioned
logs. To do so, matplotlib [13] library has been used.
Third-party software was used to generate meshes and to visualize results: EZ4U [17]
is a meshing software developed in LaCa`N which allows to generate 2D and 3D meshes
with high-order elements. Paraview [16] is an open-source software for interactive scientific
visualization, which uses the Visualization Toolkit (VTK) libraries. It allows to import and
visualize result files as well as series of data for time-dependent problems.
1.4 Document structure
This document is organized as follows: Chapter 2 introduces continuous and discontinuous
Galerkin formulations for steady-state convection-diffusion problems. Chapter 3 extends
previous formulation to time-dependent problems. Chapter 4 provides several simulations
in order to assess accuracy and performance of the studied methods. A practical application
on transport of contaminants is also described in this section. Finally, some concluding
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remarks and ideas for future development are presented in chapter 5.
This document has been written using a modified version of a LaTeX template, see [1].
Chapter 2
Steady formulation
In this chapter, both continuous and discontinuous Galerkin formulations for linear steady
convection-diffusion problems are described. Section 2.1 introduces the standard Continuous
Galerkin approach. In section 2.2, a static condensation strategy to solve the CG problem
is described.
Section 2.3 details the formulation of the Hybridizable Local Discontinuous Galerkin method
(LDG-hybridizable) presented in [19] which, in the scope of this thesis, will be referred to
as HDG. Additionally, in this section, the hybridization of the linear system and a post-
processing procedure to increase the accuracy of the solution are also described.
For more insight into CG with static condensation and HDG methods applied to elliptic,
convection-diffusion and non-linear problems, see [9, 11, 15, 19, 20, 24].
2.1 Continuous Galerkin
Continuous Galerkin is the most common finite element method. Throughout this section,
this technique is applied to solve steady linear convection-diffusion problem, section 2.1.1,
the weak form of which is derived in section 2.1.2 and discretized in section 2.1.3.
19
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2.1.1 Problem statement: CG steady case
The following strong form of the steady convection-diffusion problem is considered:
∇·(cu)−∇·(D∇u) = f , in Ω, (2.1a)
u = gD, on ΓD, (2.1b)
(−D∇u+ cu) · n = gN , on ΓN , (2.1c)
(−D∇u) · n = gdN , on ΓdN , (2.1d)
where Ω ∈ Rd represents the physical domain and ∂Ω = ΓD∪ΓN∪ΓdN is its boundary, which
consists of Dirichlet boundaries, ΓD, in which the value of the scalar unknown is prescribed,
Neumann boundaries, ΓN , in which the total flux through the boundary is prescribed, and
diffusive Neumann boundaries, ΓdN , a term used hereinafter in this thesis to describe those
boundaries in which only the diffusive flux across the boundary is prescribed, for instance,
a symmetry condition. Boundaries have to verify that ΓD ∩ ΓN = ∅, ΓD ∩ ΓdN = ∅ and
ΓN ∩ ΓdN = ∅. Moreover, in order to simplify notation, it is assumed that the convective
velocity vector field is c := c(x), the diffusive tensor is D := D(x), the source term is
f := f(x) and n := n(x) is the external unit normal, for x ∈ ∂Ω.
2.1.2 Weak Form
Solution u is sought in H1(Ω) = {u ∈ L2(Ω)|∇u ∈ (L2(Ω))d}. Let V0 denote the space of
test functions and VD the set of admissible solutions:
V0 =
{
v ∈ H1(Ω) | v = 0 on ΓD
}
, (2.2a)
VD =
{
u ∈ H1(Ω) | u = gD on ΓD
}
. (2.2b)
An equivalent weak form of the problem is obtained by multiplying equation (2.1a) by any
test function v ∈ V :
∫
Ω
v∇·(c · u) dx−
∫
Ω
v∇·(D ·∇u) dx =
∫
Ω
vf dx, ∀v ∈ V. (2.3)
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The integration by parts together with the application of the divergence theorem on the
left hand side terms of the equation leads to:
−
∫
Ω
∇v·(cu) dx+
∫
Ω
∇v·(D∇u) dx =
∫
Ω
vf dx−
∫
∂Ω
v(−D∇u+cu)·n ds, ∀v ∈ V.
The integration along the boundary of the domain is separated into three parts: Dirichlet,
Neumann and diffusive Neumann boundaries. Dirichlet boundary term vanishes because
function test is defined to be null along this boundary, see equation (2.2). Neumann and
diffusive Neumann boundary conditions, which are respectively defined in equation (2.1c)
and (2.1d), are directly imposed on the weak form equation:
−
∫
Ω
∇v · (cu) dx+
∫
Ω
∇v · (D∇u) dx =
∫
Ω
vf dx−
∫
ΓN
vgN ds
−
∫
ΓdN
(vgdN + v(cu) · n) ds, ∀v ∈ V.
Hence, the weak form of the CG approach consists on obtaining u ∈ VD =
{
u ∈ H1(Ω) | u = gD on ΓD
}
such that:
−
∫
Ω
∇v · (cu) dx+
∫
Ω
∇v · (D∇u) dx+
∫
ΓdN
v(cu) · n ds
=
∫
Ω
vf dx−
∫
ΓN
vgN ds−
∫
ΓdN
vgdN ds, ∀v ∈ V. (2.4)
2.1.3 Discretization
In order to discretize the weak from (2.4), the domain Ω is first decomposed into a set of
elements Ωe, see figure 2-1.
Now, the discretized spaces are defined as:
V h = {v ∈ C0(Ω) | v|Ωe ∈ Pp(Ωe)}, (2.5a)
V h0 = {v ∈ V h | v = 0 on ΓD}, (2.5b)
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uh  
Figure 2-1: Unknown uh in the continuous Galerkin formulation for a mesh composed of
two elements.
The scalar unknown u(x) is approximated by a linear combination of the unknown vec-
tor uT = [u1, . . . , un] and the so called shape functions φj := φj(x), which form a La-
grangian basis with continuous element-wise polynomials of degre p belonging to V h such
that φi(xj) = δij . Specifically,
u(x) ≈ uh =
n∑
j=1
φjuj ,
where φj is the shape function asociated to the j-th node, and uj is the value of the sought
scalar solution at the j-th node. This definition can be expanded in order to differentiate
the nunk-nodes in which the scalar value is unknown from the ones in which a Dirichlet
condition has been prescribed:
u(x) ≈ uh =
nunk∑
j=1
φjuj +
n∑
j=nunk+1
φjuD. (2.6)
Moreover, the gradient of u is:
∇u(x) ≈∇uh =
nunk∑
j=1
∇φjuj +
n∑
j=nunk+1
∇φjuD. (2.7)
Galerkin method considers the same shape functions used in the discretization of u to
approach test functions v. Hence, v ∈ {φi | φi = 0 on ΓD} ∀i = 1, . . . , nunk are the test
functions since they form a basis of V h0 .
Finally, the definition of test function, and equations (2.6) and (2.7) and are inserted into
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the weak form, equation (2.4), to obtain uj ∀j = 1, . . . , nunk such that:
−
∫
Ω
∇φi ·
c nunk∑
j=1
φjuj
 dx+ ∫
Ω
∇φi ·
D nunk∑
j=1
∇φjuj
 dx
+
∫
ΓdN
φi
c nunk∑
j=nunk−ndN+1
φjuj
 · nj ds = ∫
Ω
φif
i dx−
∫
ΓN
φig
i
N ds−
∫
ΓdN
φig
i
dN ds
+
∫
ΓD
∇φi·
c n∑
j=nunk+1
φju
j
D
 ds−∫
ΓD
∇φi·
D n∑
j=nunk+1
∇φjujD
 ds, ∀φi, i = 1, . . . , nunk,
(2.8)
where those terms which depend on the unknown variable uj have been moved to the left
hand side. It is also assumed that the last ndN nodes are the ones located on the ΓdN
boundary. Moreover, the weak form has been derived in such a way that includes both
Neumann and diffusive Neumann conditions in the same problem, what adds a third term
to the left hand side of the equation that only affects those nodes belonging to the diffusive
Neumann boundary (j = (nunk − ndN + 1), . . . , nunk).
Equation (2.8) can be expressed in matrix form as K · u = f , where:
Kij = −
∫
Ω
∇φi · cj · φj dx+
∫
Ω
∇φi ·Dij ·∇φj dx
+
∫
ΓdN
φi · cj · φj · nj ds, ∀i, j = 1, . . . , nunk, (2.9)
and
fi = f
i
f + f
i
N + f
i
dN + f
i
D, ∀i, j = 1, . . . , nunk, (2.10)
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being
f if =
∫
Ω
φif
i dx, (2.11a)
f iN = −
∫
ΓN
φig
i
N ds, (2.11b)
f idN = −
∫
ΓdN
φig
i
dN ds, (2.11c)
f iD =
n∑
j=nunk+1
∫
ΓD
∇φi · cj · φj · ujD ds, (2.11d)
−
n∑
j=nunk+1
∫
ΓD
∇φi ·Dij ·∇φjujD ds. (2.11e)
The mesh is formed by nodes, which are also grouped into elements. Hence, each node is
numbered both depending on its local numbering in the element and its numbering in the
global system, being the biunivocal relation between both nomenclatures represented by
the assembly operator
∧
.
Therefore, equation (2.9) and (2.10) are used to separately compute the local contribution
of the nodes in each element of the grid (Ke and f e). Then, these local contributions are
assembled into the global system (K and f) using the assembly operator:
K =
∧
Ωe∈Ω
Ke, f =
∧
Ωe∈Ω
f e. (2.12)
Finally, unknowns vector u can be computed by solving the global algebraic linear system.
Additionally, diffusive flux can be computed as a function of the scalar solution q = −D∇u.
2.2 Continuous Galerkin with static condensation
Static condensation is a numerical procedure that allows to reduce the size of the global
linear system of equations obtained with the CG scheme. Thus, we can reduce the required
amount of memory and CPU-time necessary to solve the problem.
This scheme basically divides the degrees of freedom into two sets: a primary set of un-
knowns, which will configure the main system, and a secondary set, the condensed one,
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which can be expressed in terms of the primary set. For more detailed information regard-
ing condensation, see [15, 22, 28].
Consider the generic linear system shown in equation (2.13), the unknowns of which have
been divided and rearranged into primary (subscript 1) and condensed ones (subscript 2).
 A11 A12
A21 A22
 ·
 x1
x2
 =
 b1
b2
 , (2.13)
which can be expressed as:
A11 · x1 +A12 · x2 = b1, (2.14a)
A21 · x1 +A22 · x2 = b2. (2.14b)
Assuming that submatrix A22 is invertible, equation (2.14a) can be rewritten and inserted
into equation (2.14b):
x2 = A
−1
22 · {b2 −A21 · x1}, (2.15a)
A11 · x1 +A12 · {A−122 · {b2 −A21 · x1}} = b1, (2.15b)
which can be rearranged to get to the standard Schur complement formulation of the stat-
ically condensed problem for the primary block of unknowns:
{A11 −A12 ·A−122 ·A21} · x1 = b1 −A12 ·A−122 · b2, (2.16)
Note that it is necessary to invert matrix A22 to compute the new linear system. This is
the case of the static condensation technique applied to the CG method, where A22 is easily
inverted using an element-by-element procedure.
Finally, once x1 has been computed, it is straightforward to compute x2 with equation
(2.15a).
Going back to the CG problem, a static condensation procedure can be implemented in an
element-by-element fashion. Instead of applying static condensation once the whole global
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system has been assembled, the contribution of each element can be locally condensed and
assembled into the condensed system leading, thus, to a smaller system of equations.
Let b be the subscript for the primary set of unknowns, which contains the nodes located at
the boundary of the eth-element (xej ∈ ∂Ωe), and i the subscript for the condensed set of un-
knowns, which contains the inner nodes of the eth-element(xej /∈ ∂Ωe). Local contributions
of the eth-element can be expressed as:
Ke : =
 Kebb Kebi
Keib K
e
ii
 , ue : =
 ueb
uei
 , f e : =
 f eb
f ei
 ,
where Keii submatrix is a block-diagonal matrix and thus, is easily invertible, see [15].
Moreover, each block only contains the inner unknowns of its respective element. Hence,
local matrices can be condensed element by element, transforming the computation of the
inverse of the global matrix, Kii, into the computation of the inverse of several smaller local
matrices Keii.
Finally, condensation seen in equation (2.16) leads to the elemental condensed matrices:
Kec = K
e
bb −Kebi · (Keii)−1 ·Keib,
f ec = f
e
b −Kebi · (Keii)−1 · f ei ,
which are assembled into the global condensed system Kc · ub = fc:
Kc =
∧
Ωe∈Ω
Kebb −Kebi · (Keii)−1 ·Keib,
fc =
∧
Ωe∈Ω
f eb −Kebi · (Keii)−1 · f ei .
Note that (Keii)
−1 · Keib and (Keii)−1 · f ei can be stored in order to avoid its computation
when computing uei . Once the global condensed system has been assembled and solved,
condensed unknowns are computed in an element-by-element procedure as follows:
uei = (K
e
ii)
−1 · {f ei −Keib · ueb}. (2.20)
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This method, transforms the original CG system with (nb + ni) equations, where nb is the
size of the unknown vector ub and ni is the size of the unknown vector ui, into a smaller
system with nb equations plus the inverse of ne elemental matrices with ni × ni size. Note
that the obtained solution using the static condestation technique is the same as the one
obtained solving the full system, up to rounding-off errors.
For instance, the condensation of the global system of a 3D domain (0, 1)×(0, 1)×(0, 1) with
64 hexahedral structured elements of interpolation degree p = 4 (4913 nodes) would involve
the computation of the inverse of a block-diagonal global Keii matrix with 1728 × 1728
entries, whereas the same problem with element-by-element condensation only requires
the computation of the inverse of 64 matrices with 27 × 27 coefficients, which demands
significantly less computational resources.
2.3 Hybridizable local discontinuous Galerkin
Local discontinuous Galerkin methods consider that the solution is discontinuous at the el-
ement interfaces. Then, both scalar, u, and flux, q, variables are computed in each element
as a function of an approximate trace of the scalar variable, uˆ, which is defined along the
boundary of the element, see Figure 2-2. However, this would result in an undetermined
system of equations and it is thus necessary another equation to enforce normal flux con-
tinuity between elements. Consequently, the scalar and flux unknowns of each element do
not depend on the unknowns of other elements but the trace that surrounds them, allowing
to express the main linear system of equations as a function of the approximate boundary
traces, see figure 2-2.
The advantage over conventional CG methods is that HDG provides an computationally
efficient scheme that produces high-order accurate solutions with a p + 1 order of conver-
gence in the L2−error, and besides, a straightforward post-processing allows to extend the
rate of convergence of the scalar variable to (p+2), see table 2.1.
This section is organized as follows: the strong form of the problem is first reformulated
into a first order system of PDEs to introduce the diffusive flux of the scalar variable as
an unknown, then, the weak form is derived and discretized leading to the linear system of
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equations. Finally, both an hybridization procedure to solve the system of equations and
an element-by-element post-processing procedure are described.
u q uPost
CG p+1 p -
HDG p+1 p+1 p+2
Table 2.1: Theoretical convergence rates for CG and HDG schemes given a p-degree shape
function.
2.3.1 Problem statement: HDG steady case
The strong form considered in the HDG problem is similar to the one in equation (2.1), with
the only difference that an auxiliary variable q = −D∇u, which represents the diffusive
flux, is introduced to rewrite the problem as a first-order system of PDEs:
D−1q+∇u = 0, in Ω,
∇·(cu+ q) = f, in Ω,
u = gD, on ΓD,
(q+ cu) · n = gN , on ΓN ,
q · n = gdN , on ΓdN ,
where diffusive tensor D is assumed invertible, since it is symmetric and positive definite.
2.3.2 Weak Form
The tessellated domain T (Ω) is composed by elements, Ωe, the boundaries of which are ∂Ωe.
Also consider e as an edge of an element and E the collection of the faces of all elements.
Let W ph , V
p
h and M
p
h be the discontinuous finite element spaces:
W ph = {w ∈ L2(Ω) : w|Ωe ∈ Pp(Ωe) ∀Ωe ∈ T (Ω)},
Vph = {v ∈ (L2(Ω))d : v|Ωe ∈ (Pp(Ωe))d ∀Ωe ∈ T (Ω)},
Mph = {µ ∈ L2(Eh) : µ|e ∈ Pp(e) ∀e ∈ Eh},
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uh, qh  ûh  
Figure 2-2: Unknowns uh and qh in the hybridizable discontinuous Galerkin formulation for
a mesh composed of two elements.
Test functions for the scalar and vector fields of Ω are respectively defined as w and v. It
is also necessary to define a test function for the scalar field on ∂Ωe, µ. Variables u and q
are now defined in each element, whereas their numerical traces uˆ and qˆ are defined along
the edges of each element, ∂Ωe, see figure 2-2.
The derivation of the weak form of the HDG scheme begins with:
∑
Ωe∈T
∫
Ωe
v ·D−1 · q dx+
∑
Ωe∈T
∫
Ωe
v · (∇u) dx = 0, ∀v ∈ Vph∑
Ωe∈T
∫
Ωe
w∇·(cu) dx+
∑
Ωe∈T
∫
Ωe
w∇·q dx =
∑
Ωe∈T
∫
Ωe
wf dx, ∀w ∈W ph .
Next step is to integrate by parts and to apply divergence theorem:
∑
Ωe∈T
(∫
Ωe
v ·D−1 · q dx−
∫
Ωe
(∇ · v)u dx+
∫
∂Ωe
(v · n)uˆ ds
)
= 0, ∀v ∈ Vph,
(2.24a)∑
Ωe∈T
(
−
∫
Ωe
∇w · (cu+ q) dx+
∫
∂Ωe
w(ĉu+ qˆ) · nds
)
=
∑
Ωe∈T
∫
Ωe
wf dx, ∀w ∈W ph ,
(2.24b)
where and u and q have been respectively replaced by their numerical traces uˆ and qˆ on
∂Ωe. Also note that, by inverting D, it is not necessary compute its gradient and thus, the
diffusive tensor is not required to be differentiable.
Moreover, numerical traces uˆ and ĉu+ qˆ approximate the value of u and cu+ q along the
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edges of the element acording to [19]. Numerical flux is expressed as a function of the scalar
unknown u, the flux q and the scalar trace uˆ.
ĉu+ qˆ = cuˆ+ q+ τ(u− uˆ)n, on ∂Ωe. (2.25)
where τ is a local stabilization parameter which has an important influence both on accuracy
and stability. A default constant value has been selected, although some practical choices
for this parameter are provided in [19].
Then, we enforce the normal continuity of the numerical flux along the inner faces of the
mesh, E , and the verification of the Neumann and diffusive Neumann conditions as:
∑
e∈E
∫
e
µ(ĉu+qˆ)·n ds−
∑
e∈E∩ΓdN
∫
e
µλ(c·n) ds =
∫
ΓN
µgN ds+
∫
ΓdN
µgdN ds, ∀µ ∈Mph(E\ΓD).
(2.26)
Note that a term for the convective flux, which not prescribed along the diffusive Neumann
boundary, has been added to the left hand side of the equation. However, Dirichlet condi-
tions have not been fixed yet; these conditions are weakly enforced on the numerical trace:
∫
ΓD
µ(λ− gD) ds = 0, ∀µ ∈Mph(ΓD) (2.27)
Finally, introducing equation (2.25) into equations (2.24a), (2.24b) and (2.26), and adding
equation (2.27) for the Dirichlet conditions leads to the weak form of the hybridized local
discontinuous Galerkin problem, which consists on finding (u,q, λ) ∈ (W ph ,Vph,Mph), such
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that:
∑
Ωe∈T
(∫
Ωe
v ·D−1 · q dx−
∫
Ωe
(∇ · v)udx+
∫
∂Ωe
(v · n)uˆ ds
)
= 0, ∀v ∈ Vph,
(2.28a)∑
Ωe∈T
(
−
∫
Ωe
∇w · (cu+ q) dx+
∫
∂Ωe
w(ĉu+ qˆ) · nds
)
=
∑
Ωe∈T
∫
Ωe
wf dx, ∀w ∈Mph ,
(2.28b)∑
e∈E
∫
e
µ(ĉu+ qˆ) · nds−
∫
ΓdN
µλ(c · n) ds =
∫
ΓN
µgN ds+
∫
ΓdN
µgdN ds, ∀µ ∈Mph(E \ ΓD),
(2.28c)∫
ΓD
µ(λ− gD) ds = 0, ∀µ ∈Mph(ΓD),
(2.28d)
where ĉu+ qˆ verifies equation (2.25).
2.3.3 Matricial form
We next express the unknown funtions for each element as:
ue(x) ≈ ueh =
nen∑
j=1
φeju
e
j ,
qe(x) ≈ qeh =
nen∑
j=1
nd∑
k=1
φejekq
e
jk,
λe(x) ≈ λeh =
nef∑
l=1
nfn∑
j=1
ψeljλ
e
lj ,
where nen is the number of elemental nodes, d is the number of dimensions, nef is the
number of element faces, and nfn is the number of nodes of each face. Additionally, ek is
a unit vector in the kth-directions, so that qejk is the value of flux at the jth-node of the
eth-element and the kth-dimension.
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Test functions are defined as:
w = φei , ∀i = 1, . . . , nen,
v = φeiem, ∀i = 1, . . . , nen, ∀m = 1, . . . , nd,
µ = ψeri, ∀r = 1, . . . , nef , ∀i = 1, . . . , nfn,
Thus, divergence of v is:
∇·v =∇·(φeiem) =
∂φei
∂xm
, ∀i = 1, . . . , nen, ∀m = 1. . . . , nd, (2.31)
Once shape and test functions have been defined, its definitions are inserted into equation
(2.28a) and particularized for each element Ωe ∈ T (Ω). Note that ĉu+ qˆ is directly replaced
by its definition, see equation (2.25). Moreover, Einstein summation convention is used to
simplify notation: if an index appears twice in a term, summation of that term over all
values of the index is assumed.
∫
Ωe
φeiem ·D−1 · φejqejkek dx−
∫
Ωe
(∇mφei )φejuej dx+
∫
∂Ωe
(φeiem · n)ψeljλelj ds = 0,
∀i = 1, . . . , nen, ∀m = 1, . . . , nd; (2.32)
equation (2.28b):
−
∫
Ωe
∇φei · φejqejkek dx+
∫
∂Ωe
φeiφ
e
jq
e
jkeknds
−
∫
Ωe
∇φei · (cφejuej) dx+
∫
∂Ωe
φei τφ
e
ju
e
jn · n ds
+
∫
∂Ωe
φei (c · n− τ)ψeljλelj ds =
∫
Ωe
φeif dx,
∀i = 1, . . . , nen, (2.33)
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equation (2.28c):
∫
∂Ωe\ΓD
ψeriφ
e
jkq
e
jkekn ds+
∫
∂Ωe\ΓD
ψeriτφ
e
ju
e
jn · nds
−
∫
∂Ωe
ψeri(c · n− τ)ψeljλelj ds−
∫
ΓdN
ψeriψ
e
ljλ
e
lj(c · n) ds
=
∫
ΓN
ψerigN ds+
∫
ΓdN
ψerigdN ds∀r = 1, . . . , nef , ∀i = 1, . . . , nfn, (2.34)
and Dirichlet conditions from equation (2.28d):
∫
ΓD
ψeriψ
e
ljλ
e
lj ds =
∫
ΓD
ψerigD ds ∀r = 1, . . . , nef , ∀i = 1, . . . , nfn. (2.35)
Hereinafter, in this document, the followin notation specifications are assumed:
• Given a generic tensor A: em ·A · ek = Amk.
• Given a generic vector n: em · n = n · em = nm.
• Given the outward unit normal of any element face, n: n · n = ||n||2 = 1.
• Submatrix (Keqq)mk[i, j] =

(Keqq)
11 . . . (Keqq)
1d
...
. . .
...
(Keqq)
d1 . . . (Keqq)
dd
, for m, k = 1, . . . , d.
• When integrating over the boundary of a condition, ψeri = 0 for those faces not
belonging to the boundary.
Taking into account these simplifications, equations (2.32), (2.33), (2.34) and (2.35) can be
expressed in matrix elemental form as:
Ke :=

Keqq K
e
qu K
e
qλ
Keuq K
e
uu K
e
uλ
Keλq K
e
λu K
e
λλ
 , f e :=

f eq
f eu
f eλ
 ,
ae :=
[
qe11, . . . , q
e
1nd
, . . . , qenennd , u
e
1, . . . , u
e
nen , λ
e
11, . . . , λ
e
1nfn
, . . . , λenefnfn
]T
, (2.36)
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where,
(Keqq)
mk[i, j] : =
∫
Ωe
φeiD
−1
mkφ
e
j dx, (K
e
uq)
k[i, j] := −
∫
Ωe
φei∇kφej dx+
∫
∂Ωe
φeiφ
e
jn
e
k ds,
(Kequ)
m[i, j] : = −
∫
Ωe
∂φei
∂xm
φej dx, K
e
uu[i; j] := −
∫
Ωe
∇φei · cφej dx+
∫
∂Ωe
τφeiφ
e
j ds,
(Keqλ)
mλ[i, j] : =
∫
∂Ωe
φein
e
mψ
e
lj ds, (K
e
uλ)
l[i, j] :=
∫
∂Ωe
φei (c · n− τ)ψelj ds,
(Keλq)
rk[i, j] : =
∫
∂Ωe\ΓD
ψeriφ
e
jkn
e
k ds,
(Keλu)
r[i, j] : =
∫
∂Ωe\ΓD
ψeriτφ
e
j ds,
(Keλλ)
rl[i, j] : = −
∫
∂Ωe
ψeri(c · n− τ)ψelj ds−
∫
ΓdN
ψeriψ
e
λj(c · n) ds+
∫
ΓD
ψeriψ
e
lj ds,
(f eq )
m[i] : = 0,
f eu[i] : =
∫
Ωe
φeifi dx,
(f eλ)
r[i] : =
∫
ΓN
ψerigN ds+
∫
ΓdN
ψerigdN ds+
∫
ΓD
ψerigD ds.
Note that Keλu[r, i; j] and K
e
λu[r, i; j, k] are only integrated over ∂K \ ΓD. This is important
because Dirichlet conditions are only applied on the trace, λelj . Consequently, K
e
λu[r, i; j] =
Keλu[r, i; j, k] = 0, ∀r ∈ ΓD.
These local matrices can be assembled into a global system with nelem · nen(d+ 1) + ntraces
equations as follows:

Kqq Kqu Kqλ
Kuq Kuu Kuλ
Kλq Kλu Kλλ


qh
uh
λeh
 =

fq
fu
fλ
 , (2.38)
which is significantly larger than the equivalent CG problem. However, next section de-
scribes a hybridization procedure to tackle this problem.
2.3.4 Hybridization
The presented HDG method is designed to be hybridizable. Hence, it is not necessary to
assemble all elemental matrices (2.36) into a global system. Instead, hybridization uses
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the standard Schur complement formulation seen with static condensation, see section 2.2.
This allows to solve a global system the size of which is equal to the total number of trace
unknowns. Once primary unknowns vector, λh, is found, hybridized ones, uh and qh, can
be computed in an element-by-element procedure.
To begin with, local matrices are partitioned into blocks, separating scalar and flux un-
knowns from traces:
Ke :=

Keqq K
e
qu K
e
qλ
Keuq K
e
uu K
e
uλ
Keλq K
e
λu K
e
λλ
 , f e :=

f eq
f eu
f eλ
 , ae :=

qeh
ueh
λeh
 .
Similarly to static condensation, qeh and u
e
h can be expressed locally in terms of λ
e
h and the
system above can be rewritten as:
 qeh
ueh
 =
 Keqq Kequ
Keuq K
e
uu
−1 f eq
f eu
−
 Keqλ
Keuλ
λeh
 , (2.39a)
[
Keλq K
e
λu
]  qeh
ueh
+Keλλλeh = f eλ. (2.39b)
Note that matrix inversed in equation (2.39a) is well defined because all elements are dis-
cretized using the LDG with Dirichlet conditions on each element, see [9, 19].
The following step is to remove qeh and u
e
h to obtain the reduced elemental matrix K
e
C :
KeC = −
[
Keλq K
e
λu
] Keqq Kequ
Keuq K
e
uu
−1  Keqλ
Keuλ
+Keλλ, (2.40)
and the elemental right hand side vector:
f eC = f
e
λ −
[
Keλq K
e
λu
] Keqq Kequ
Keuq K
e
uu
−1  f eq
f eu
 . (2.41)
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Once Keλ and f
e
λ have been computed, these reduced local matrices are assembled into its
respective global matrices:
KC =
∧
Ωe∈Ω
KeC , fC =
∧
Ωe∈Ω
f eC .
Finally, the global linear system of the hybridized problem to be solved is:
KC · λh = fC (2.42)
and vectors with hybridized unknowns, qh and uh, can be now computed by solving equation
(2.39a) in an element-by element fashion.
In order to exemplify the improvement that involves hybridizing system (2.38) in terms of
the size of the main linear system to be solved, assume that a generic d-dimensional domain
Ω = (0, 1)d is discretized into a grid with structured elements (quadrilaterals for d = 2 and
hexahedra for d = 3) with size h. The domain is thus divided into ne =
(
1
h
)d
elements and
the total number of faces of the mesh is nf = d
(
1
h + 1
) (
1
h
)d−1
.
Considering a polynomial of degree p, each element would have nen = (p+1)
d nodes and the
total number of trace nodes in the mesh would be ntn = (p+1)nf = (p+1)d
(
1
h + 1
) (
1
h
)d−1
.
All things considered, the hybridized system would have ntn equations, whereas the whole
DG system without hybridization would have ne(nend + nen) + ntn equations. Figure 2-3
shows the reduction in terms of the number of equations due to the hybridization of the
main system. It can be observed how, as the mesh becomes finer (h → 0), differences
between both alternatives increase. For instance, HDG allows to remove up to 75 − 90%
equations of the DG global system. Logically, the higher the degree of the interpolation
polynomial is, the more inner nodes the each element has and, thus, the more number of
nodes are hybridized. Similarly, 3D elements have more interior nodes, which emphasizes
this difference. It should also be taken into account the fact that HDG involves computing
ne inverses of matrices with size (d+ 1)nen; (d+ 1)nen; however, as the polynomial degree
of the mesh increases, the computational cost of these local problems is of little importance
compared to the reduction in size of the main system.
2.3. HYBRIDIZABLE LOCAL DISCONTINUOUS GALERKIN 37
0.0 0.1 0.2 0.3 0.4 0.5
h
65
70
75
80
85
90
95
100
%
nu
m
.o
fe
qu
at
io
ns d=2, p=1
d=2, p=2
d=2, p=3
d=2, p=4
d=2, p=5
(a) 2D
0.0 0.1 0.2 0.3 0.4 0.5
h
65
70
75
80
85
90
95
100
%
nu
m
.o
fe
qu
at
io
ns d=3, p=1
d=3, p=2
d=3, p=3
d=3, p=4
d=3, p=5
(b) 3D
Figure 2-3: Percentage of reduction in the number of equations due to the hybridization
of the main LDG system. Discretized with structured (a) quadrialteral elements and (b)
hexahedra elements.
2.3.5 Local post-processing
In this section, a straightforward element-by-element post-processing of the scalar variable
is described, see [15]. This procedure makes uh super-converge at p + 2 rates, providing
more accurate results.
The basic idea of post-processing is that,
∫
Ωe u dx converges at p + 2 rates and that, for
p > 0, diffuxive flux converges at (p+ 1) rates (compared with p rates of conventional CG).
Then, the problem consists on interpolating qe with polynomials (Pp+1(Ωe))d and finding
uepost ∈ Pp+1(Ωe) such that:∫
Ωe
∇φe·∇uepost dx = −
∫
Ωe
∇φe·D−1qe dx, ∀φe ∈ Pp+1(Ωe),∫
Ωe
uepost dx =
∫
Ωe
ue dx,
where second equation is imposing that the average of uepost and u
e are the same within
each element.
Finally, the computational cost of this problem is low because it is solved in an element-by-
element procedure.

Chapter 3
Transient formulation
The purpose of this chapter is to extent the stationary formulation detailed in chapter 2 to
time-dependent linear convection-diffusion problems.
Runge-Kutta method (RK) is particularized for CG and CG with static condensation in
section 3.1 and for the HDG scheme in section 3.2.
For more information regarding applied Runge-Kutta methods, see Appendix A: Runge-
Kutta method.
3.1 CG transient formulation
The strong form of the transient linear convection-diffusion initial value problem is written
as:
∂u
∂t
+∇·(cu)−∇·(D∇u) = f , in Ω, (3.1a)
u(x, t) = gD, on ΓD, (3.1b)
(−D∇u+ cu) · n = gN , on ΓN , (3.1c)
(−D∇u) · n = gdN , on ΓdN , (3.1d)
u(x, t = 0) = u0, (3.1e)
where Ω ∈ Rd represents the physical domain and ∂Ω = ΓD∪ΓN∪ΓdN is its boundary, which
consists of Dirichlet boundaries, ΓD, Neumann boundaries, ΓN , and diffusive Neumann
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boundaries, ΓdN . Boundaries have to verify that ΓD∩ΓN = ∅, ΓD∩ΓdN = ∅ and ΓN∩ΓdN =
∅.
The weak form is obtained similarly to the steady case, with the only difference that the
time-dependent term is added to the equation. Consequently, the CG weak problem consists
on finding u ∈ VD =
{
u ∈ H1(Ω) | u = gD on ΓD
}
such that:
∫
Ω
v
∂u
∂t
dx−
∫
Ω
∇v · (cu) dx+
∫
Ω
∇v · (D∇u) dx+
∫
ΓdN
v(cu) · nds
=
∫
Ω
vf dx−
∫
ΓN
vgN ds−
∫
ΓdN
vgdN ds, ∀v ∈ V.
The new unknown, ∂u∂t is discretized as:
∂u(t,x)
∂t
≈ u˙h =
nunk∑
j=1
φj u˙j (3.2)
The weak form is now discretized similarly to the equation (2.8), but including the transient
term. This process leads to the following system of equations:
Mu˙h +Kuh = f , (3.3)
where u˙h is a vector with the unknown values of the temporal derivative of u, and uh is a
vector containing the scalar unknown at each node of the mesh. Moreover, the definition
of M, K and f is:
Mij =
∫
Ω
φiφj dx, ∀i, j = 1, . . . , nunk, (3.4)
Kij = −
∫
Ω
∇φi · cj · φj dx+
∫
Ω
∇φi ·Dij ·∇φj dx
+
∫
ΓdN
φi · cj · φj · nj ds, ∀i, j = 1, . . . , nunk, (3.5)
and
fi = f
i
f + f
i
N + f
i
dN + f
i
D, ∀i, j = 1, . . . , nunk, (3.6)
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being
f if =
∫
Ω
φif
i dx, (3.7a)
f iN = −
∫
ΓN
φig
i
N ds, (3.7b)
f idN = −
∫
ΓdN
φig
i
dN ds, (3.7c)
f iD =
n∑
j=nunk+1
∫
Ω
∇φi · cj · φj · ujD ds, (3.7d)
−
n∑
j=nunk+1
∫
Ω
∇φi ·Dij ·∇φjujD ds. (3.7e)
These matrices, M, K and f , can be integrated element-by-element (Me, Ke and f e) and
then assembled into the global system, see equation (2.12).
The global system of equations (3.3) is inserted into the formulation of the RK method:
u˙h = f(t,u) = M
−1 (f −Kuh) , (3.8a)
u(t = 0,x) = u0. (3.8b)
Hence, given a time step ∆t and an initial condition u(t = 0,x), the value of the scalar
unknown at the next time step, un+1, is computed as:
un+1h = u
n
h + ∆t
s∑
i=1
biki, (3.9)
and ki ∀i = 1, . . . , s is computed by solving the following system of equations:
Mki =
f tn+ci∆t −Ktn+ci∆t
unh + ∆t s∑
j=1
aijkj
 , ∀i = 1, . . . , s, (3.10a)
where superscripts denote at which time are K and f evaluated.
Taking advantage of the fact that only linear convection-diffusion problems are assessed
(K(a + b) = K(a) + K(b)), and that only explicit, semi-implicit and backward euler
methods are used for the time discretization (aij = 0 for j > i), equation (3.10a) can be
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simplified into:
Mki =
f tn+ci∆t −Ktn+ci∆t
unh + ∆t i−1∑
j=1
aijkj + ∆taiiki
 , ∀i = 1, . . . , s,
(3.11a)
(
M+Kt
n+ci∆t∆taii
)
ki = f
tn+ci∆t −Ktn+ci∆t
unh + ∆t i−1∑
j=1
aijkj
 , ∀i = 1, . . . , s.
(3.11b)
Equation (3.11b) is valid for semi-implicit and backward euler methods. Note that Butcher
tableau is now a lower triangular matrix and the j summations are performed until the
diagonal term i. However, aii = 0 for explicit methods; thus, previous equation can be
particularized for these methods as:
Mki = f
tn+ci∆t −Ktn+ci∆t
unh + ∆t i−1∑
j=1
aijkj
 , ∀i = 1, . . . , s. (3.12)
3.1.1 Extension to static condensation
Static condensation can also be used to solve the transient CG problem. The same strategy
described in chapter 2.2 is applied to the linear system in equation (3.11b) by separating
inner and boundary nodes in each element. First, similarly to the steady case, local matrices
of an e-th element are computed:
Ae : =
 Aebb Aebi
Aeib A
e
ii
 =
 Mebb Mebi
Meib M
e
ii
+ aii∆t
 Kebb Kebi
Keib K
e
ii
 ,
b e : =
 b eb
b ei
 =
 f eb
f ei
−
 Kebb Kebi
Keib K
e
ii
 u eb
u ei
+ ∆t i−1∑
j=1
aij
 kb ej
ki
e
j
 ,
where Ke submatrices and f e subvectors are evaluated at t = tn + ci∆t. Matrix A
e can be
particularized for explicit methods by supressing the term multiplied by aii.
These local matrices are condensed and assembled into the reduced global system of equa-
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tions Ac · kb,i = bc:
Ac =
∧
Ωe∈Ω
Aebb −Aebi · (Aeii)−1 ·Aeib,
bc =
∧
Ωe∈Ω
b eb −Aebi · (Aeii)−1 · bei .
Once kbi, which is the vector containing the value of the boundary nodes at the ith-stage,
has been computed, the remaining condensed, kii, can be obtained in an element-by-element
procedure:
ki
e
i = (A
e
ii)
−1 · {bei −Keib · kbei}. (3.15)
3.2 HDG transient formulation
The strong form of the transient linear convection-diffusion initial value problem is written
as:
D−1q+∇u = 0, in Ω, (3.16a)
∂u
∂t
+∇·(cu+ q) = f, in Ω, (3.16b)
u(x, t) = gD, on ΓD, (3.16c)
(q+ cu) · n = gN , on ΓN , (3.16d)
q · n = gdN , on ΓdN , (3.16e)
u(x, t = 0) = u0, (3.16f)
where u := u(x, t) and q := q(x, t) are not only a function of the position, but also of
the time. Correspondingly, convective, diffusive and source terms, as well as and boundary
conditions, also depend on time. Additionally, boundaries have to verify that ΓD ∩ΓN = ∅,
ΓD ∩ ΓdN = ∅ and ΓN ∩ ΓdN = ∅.
The weak form of the problem is derived similarly to the steady problem described in
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chapter 2.3.2, but including the transient term:
∑
Ωe∈T
(∫
Ωe
v ·D−1 · q dx−
∫
Ωe
(∇ · v)u dx+
∫
∂Ωe
(v · n)uˆds
)
= 0, ∀v ∈ Vph,
∑
Ωe∈T
(∫
Ωe
w
∂u
∂t
dx−
∫
Ωe
∇w · (cu+ q) dx+
∫
∂Ωe
w(ĉu+ qˆ) · nds
)
=
∑
Ωe∈T
∫
Ωe
wf, ∀w ∈W ph ,∑
e∈E
∫
e
µ(ĉu+ qˆ) · nds−
∑
e∈E∩ΓdN
∫
e
µλ(c · n) ds =
∫
ΓN
µgN ds+
∫
ΓdN
µgdN ds, ∀µ ∈Mph(E \ ΓD),∫
ΓD
µ(λ− gD) ds = 0, ∀µ ∈Mph(ΓD),
where,
ĉu+ qˆ = cuˆ+ q+ τ(u− uˆ)n, on ∂Ωe.
The new unknown ∂u∂t is discretized as:
∂ue(t,x)
∂t
≈ u˙he =
nen∑
j=1
φej u˙
e
j . (3.18)
The discretization of the weak leads to a global system of equations, which can be expressed
in matrix form as Ma˙h +Kah = f :
0 0 0
0 Muu 0
0 0 0


0
u˙h
0
+

Kqq Kqu Kqλ
Kuq Kuu Kuλ
Kλq Kλu Kλλ


qh
uh
λh
 =

fq
fu
fλ
 (3.19)
where M is an empty matrix but for the Muu term, which is defined in equation (3.20),
whereas K and f submatrices are the same as the ones defined in chapter 2.3.3 for the
steady problem, see equation (2.36). In addition, u˙h, qh, uh and λh are unknown vectors
containing the value of its respective variables at each node.
Meuu[i; j] :=
∫
K
∇φeiφej dx. (3.20)
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Runge-Kutta method is redefined so ki includes the HDG flux and trace unknowns. There-
fore, given a time step ∆t and an initial condition u(t = 0,x) = u0, the value of the scalar
unknown at a later time, un+1, is computed as:
un+1h = u
n
h + ∆t
s∑
i=1
biki,
where ki is computed for each stage of the method by solving the following system of
equations, which is expressed in matrix form as:

0 0 0
0 Muu 0
0 0 0


0
ki
0
 =


f t
n+ci∆t
q
f t
n+ci∆t
u
f t
n+ci∆t
λ
−

Kqq Kqu Kqλ
Kuq Kuu Kuλ
Kλq Kλu Kλλ


qt
n+ci∆t
h
unh + ∆t
∑s
j=1 aijkj
λt
n+ci∆t
h

 ,
(3.21)
where K submatrices and f subvectors are evaluated at t = tn + ci∆t. This system of
equations can be simplified by taking advantage of the fact that linear problems are being
solved. Thus, it can be particularized for semi-implicit, and backward Euler methods:

Kqq aii∆tKqu Kqλ
Kuq Muu + aii∆tKuu Kuλ
Kλq aii∆tKλu Kλλ


qt
n+ci∆t
h
ki
λt
n+ci∆t
h
 =

f t
n+ci∆t
q −Kqu
(
unh + ∆t
∑i−1
j=1 aijkj
)
f t
n+ci∆t
u −Kuu
(
unh + ∆t
∑i−1
j=1 aijkj
)
f t
n+ci∆t
λ −Kλu
(
unh + ∆t
∑i−1
j=1 aijkj
)
 ,
(3.22)
and for explicit methods:

Kqq 0 Kqλ
Kuq Muu Kuλ
Kλq 0 Kλλ


qt
n+ci∆t
h
ki
λt
n+ci∆t
h
 =

f t
n+ci∆t
q −Kqu
(
unh + ∆t
∑i−1
j=1 aijkj
)
f t
n+ci∆t
u −Kuu
(
unh + ∆t
∑i−1
j=1 aijkj
)
f t
n+ci∆t
λ −Kλu
(
unh + ∆t
∑i−1
j=1 aijkj
)
 (3.23)
Given that HDG is hybridizable, the use of hybridization technique described in chapter
2.3.4 is recommended to solve the systems above. Moreover, local post-processing procedure
from chapter 2.3.5 can also be used to improve the accuracy of the scalar unknown; it is
not necessary to post-process uh at intermediate steps, see [19].

Chapter 4
Numerical Results
In this chapter, the implemented codes (CG, CG with static condensiation and HDG) to
solve convection-diffusion problems are validated and evaluated in terms of accuracy and
computational performance.
For this purpose, in section 4.1, convergence analysis of three basic examples with analytical
solution are performed: first example consists of a 2D steady convection-diffusion problem;
second example is a 3D steady diffusion-dominated problem; and third example is a 2D
transient problem which consists of a rotating Gaussian pulse. These examples have been
adapted from source [19], being the second example an extension to three dimensions and
the third example a variation of the original problem.
In section 4.2, the performance of CG, static condensation and HDG to solve convection-
diffusion problems is assessed in terms of the memory used, the size of the system of equa-
tions to be solved, and the computation time.
In section 4.3, the stability of HDG is discussed taking into account the role of the stabi-
lization parameter τ on the accuracy of the method.
Finally, section 4.4 is a practical application of convection-diffusion equation on a contam-
inant transport problem, which has been taken from [4, 19].
All simulations have been computed in the Clonetroop cluster of the Laboratori de Ca`lcul
Nume`ric (LaCa`N) in the UPC [18].
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4.1 Convergence analysis
The following problem is solved:
∇·(cu)−∇·(D∇u) = f , in Ω,
u = gD, on ΓD
where Dirichlet boundary conditions, the source term, diffusivity and convection parameters
are particularized for each example.
Square 2D and cubic 3D domains have been meshed using structured grids with quadrilateral
and hexahedral elements respectively. The size of each element in the mesh is denoted by
h, which represents the length of the edge of the element. For instance, a 2D enmeshed
domain Ω = (0, 1)x(0, 1) with H = 2, has 2H = 4 partitions and hence, the size of the
element is h = 1/2H = 0.25. In addition, the interpolation degree of the shape functions is
denoted by p. Thus, given that d is the number of dimensions of the element, a p-degree
polynomial would have (p+ 1)d nodes, the (p− 1)d of which would be interior points. Once
both problem and grids have been described, the convergence of the L2-error is assessed
by refining the mesh for a given set of polynomial degrees. The L2-error of the solution is
computed as (
∫
Ω |u− uh|2 dx)0.5, where u is the analytical solution and uh is the numerical
one. Hence, convergence plots show the log10(L2− error) as a function of the log10(h), so
that the slope, the value of which is attached to each curve, represents the convergence rate.
Additionally, for clarity purposes, only CG and HDG convergence results are shown below.
Errors introduced by the CG scheme with static condensation can be neglected, being the
order of convergence of both methods the same.
Finally, table 2.1 shows the theoretical convergence rates of CG and HDG for a p-degree
shape function. CG scheme is expected to converge at p and p+ 1 rates for flux and scalar
solutions respectively, whereas HDG scheme with postprocessed solutions is expected to
converge at p+ 1 and p+ 2 rates for flux and scalar solutions respectively.
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4.1.1 Example 1: 2D steady case
First example consists of a convection-diffusion steady problem, which has been solved in
a 2D domain Ω=(0,1)x(0,1) with gD = 0 on ∂Ω. This example validates the code for 2D
problems and assesses convergence rates of both scalar and flux solutions for structured
quadrialteral elements. In this simulation, the diffusive term is D = 1, the convection term
is c = (15, 15), and source term has been chosen to fulfill the following exact solution:
u(x, y) = xy
(1− e(x−1)cx)(1− e(y−1)cy)
(1− e−cx)(1− e−cy) .
Numerical results for a structured mesh with h=0.0625 and p=4 are presented in figure
4-1. It can also be observed that convergence rates in figure 4-2 agree with theoretical ones.
Hence, the code has been proved to provide the expected results for quadrilateral elements.
(a) HDG: uposth (b) HDG: |u− uposth |
(c) HDG: ||qh|| (d) HDG: ||q− qh||
Figure 4-1: Numerical results and errors of example 1 for h=0.0625 and p=4 on a structured
mesh with quadrialteral elements.
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Figure 4-2: L2-error convergence analysis of example 1 using structured quadrilateral
meshes.
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4.1.2 Example 2: 3D steady case
Second example is a diffusion-dominated steady problem, which has been solved in a 3D
domain Ω=(0,1)x(0,1)x(0,1) with gD = 0 on ∂Ω, giving proof of the capabilities of the code
to compute 3D problems. This example assesses convergence orders of both scalar and flux
solutions for structured hexahedral elements. In this simulation, diffusion term is kept the
same, D = 1, although a lower convection term is used ,c = (1, 1); source term f , has been
computed in order to fulfill the following exact solution:
u(x, y, z) = exp(x+ y + z)sin(pix)sin(piy)sin(piz).
Numerical results for a structured mesh with h=0.250 and p=2 are presented in figure 4-3.
(a) HDG: uposth (b) HDG: |u− uposth |
(c) HDG: ||qh|| (d) HDG: ||q− qh||
Figure 4-3: Numerical results and errors of example 2 for h=0.25 and p=2 on a structured
mesh with hexahedral elements.
For this simulation, a narrower range of meshes has been used because of the exponential
growth of computational costs in 3D problems. Figure 4-4 shows that convergence rates
agree with theoretical ones, proving that the code behaves properly for hexahedral elements.
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Figure 4-4: L2-error convergence analysis of example 2 using structured hexahedral meshes.
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4.1.3 Example 3: 2D transient case
Third example is a transient problem which consists of a rotating Gaussian pulse in a 2D
domain Ω=(0,1)x(0,1), the analytical solution of which is:
u(x, y, t) =
2σ2
2σ2 + 4Dt
exp
(
−(x¯− xc − 0.5)
2 + (y¯ − yc − 0.5)2
2σ2 + 4Dt
)
,
x¯ = xcos(4t) + ysin(4t),
y¯ = −xsin(4t) + ycos(4t),
where Dirichlet conditions, gD on ∂Ω, as well as the initial condition, u(x, y, t = 0), are
obtained with the analytical solution above. Besides, the source term is set to f = 0, the
rotating velocity field is described as c = (−4(y− 0.5), 4(x− 0.5)) and the diffusive term is
D = 0.01. Other parameters necessary to define the analytical solution and thus the initial
condition are xc = −0.2 and yc = 0.0, which define the distance of the pulse to the center
of the mesh, and σ = 0.1, which defines the amplitude of the pulse.
Figure 4-5 is a 3D view (the value of upost is represented in z-axis) of numerical results of
HDG at different time on a 2D structured mesh with h=0.125 and p=3. Explicit, implicit
semi-implicit and semi-implicit methods are now compared in figure 4-7, which shows the
evolution of L2-error with time. It is worth noting that, for stability purposes, explicit
methods require time steps 8 times smaller than the semi-implicit ones, which provide a
good balance between accuracy and performance. It can also be observed the difference in
error between high-order, and classic forward and backward Euler methods.
Moreover, figure 4-7, shows the convergence of the L2-error in terms of the size of time
steps. Although plots show a convergent tendency and errors are consistent with the mesh
and the time discretization, orders do not completely match the theoretical ones. This may
be caused because the chosen mesh is not fine enough so the error is mainly driven by the
time discretization or because the selected ∆t are out of the convergence range, in which
case smaller values should be considered.
In conclusion, the code has been validated for transient problems using continuous and
discontinuous formulations and different time-integration methods.
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(a) t = 0 (b) t = pi
8
(c) t = pi
4
(d) t = 3pi
8
Figure 4-5: 3D view (u is repersented in z-axis) of numerical results of example 3 using
HDG with τ = 10, and a third order Dirk semi-implicit scheme with ∆t = pi8 on a 2D
structured mesh with quadrialteral elements, h=0.125 and p=3.
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Figure 4-6: Example 3: L2-error convergence of upost at t =
pi
8 on a 2D structured mesh
with quadrialteral elements, h = 0.0625 and p = 5.
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Figure 4-7: Example 3: L2-error of u as a function of time on a 2D structured mesh with
quadrialteral elements, h=0.125 and p=3.
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4.2 Performance analysis
Computational performance of the proposed continuous and discontinuous schemes is eval-
uated in terms of the amount of memory necessary to store the main arrays of each method
(section 4.2.1), the size and sparsity pattern of the system matrix (section 4.2.2), and the
run-time (section 4.2.3).
4.2.1 Memory requirements
Capacity of random-access memories (RAM) has increased considerably over the last years.
Despite not being the main limiting factor, large amounts of memory may be required to
run high-resolution 3D problems. Array allocation memory requirements for linear transient
and steady problems is the same, because most memory consuming arrays are iterated over
time. Hence, only results of steady problems are considered.
Storing large arrays in python is costly from the point of view of memory. On the one
hand, main systems are mainly composed by zero elements; hence, matrices are stored
into arrays with compressed sparse row format [27]. On the other hand, auxiliary tensors
for hybridized and condensed unknowns are allocated in multi-dimensional arrays, which
store the values for each element. Logically, these tensors require more memory as the
p-degree of the interpolation polynomial increases. These auxiliary arrays are used to avoid
inverting 2 times matrices when hybridizing; however, when memory is a critical factor, its
allocation can be avoided by inverting these local matrices two times. Figure 4-8 compares
memory consumption of static condensation and HDG with respect to CG for 2D and
3D problems. Two main conclusions arise from this figure: HCG consumes almost same
memory as CG and it becomes more efficient as interpolation order increases, and HDG
consumes far more memory than continuous Galerkin approaches, although this difference
is significantly reduced when increasing interpolation order. This is explained because HDG
uses hybridized dual-mixed formulation and hence, it has to store a system with the degrees
of freedom of scalar, flux and trace unknowns.
In conclusion, HDG is a memory demanding method and it is therefore important to define
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Figure 4-8: Memory consumption comparison. 2D problem is example 1 and 3D problem
is example 2.
a good strategy to store its arrays. However, HDG can be a competitive method for large
problems, because differences with CG diminish when using high-order elements and refining
the mesh.
4.2.2 Matrix size and sparsity pattern
Figure 4-10 shows the size of the main system generated by CG, HCG and HDG for example
1 and 2, both of which have Dirichlet conditions along the whole boundary. On the one
hand, main systems generated by HCG are always smaller than the ones generated by
CG for p > 1 because interior nodes are condensed. On the other hand, HDG typically
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generates large systems compared to CG, although this difference distinguishes significantly
when increasing the order of the element and refining the mesh.
Figure 4-9 shows the sparsity pattern for a 2D problem with h = 0.25 and p = 3. Static
condensation produces more dense matrices but also reduces the skyline of matrices. The
block structure of the HDG matrix can also be observed in this figure.
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Figure 4-9: Sparsity pattern of example 1.
4.2.3 Computational time
Run-time is a usually a critical parameter when assessing large problems. Given that
explicit and semi-implicit schemes are used, performance results from steady problems can
be extrapolated to transient ones, where the system is solved for each stage.
Figure 4-11 shows total computation time of the steady HCG and HDG schemes compared
to CG. On the one hand, it can be observed that HCG saves time for p > 1 in 3D problems,
although it is not that effective on 2D problems. Time saved by the condensed system of
HCG only compensates the later element-by-element computation of the solution when using
3D elements. On the other hand, HDG timings exceed CG ones, although differences are
sharply reduced when considering high-order elements and finer meshes. Main bottlenecks
of HDG include: a main system of equations typically larger than CG (see figure 4-10), and
the complexity of elemental contributions, which require computing 9 submatrices whith
loops over the faces of each element.
Nevertheless, figure 4-11 does not reflect super-convergence accuracy of HDG, which, despite
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Figure 4-10: Main system matrix size for example 1 (2D) and example 2 (3D).
having larger computation times can provide solutions with L2− errors up to two order of
magnitude lower.
4.3 HDG stability analysis
Local stabilization parameter, τ , is a penalty function that has an important effect on the
stability and the accuracy of HDG. The larger this parameter is, the more continuous the
scalar solution becomes. Convergence analysis of Example 1, figure 4-2, shows how larger
values of τ can, in some cases, increase the accuracy of the method.
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Figure 4-11: Total time ratio comparison as a function of element size. Example 2, steady
3D problem.
Consider now example 1 with a higher convection field, c = (25, 25), and two meshes with
similar spacing between nodes, ∆x = 0.0625: a linear element mesh h = 0.0625 p = 1, and
a fourth order element mesh h = 0.25 p = 4. Pe´clet number (Pe) defines the ratio between
advective and diffusive transport rates and it is widely used to assess numerical instability
of convection-diffusion problems for linear elements. Using Pe as reference, linear element
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(a) CG: h = 0.0625, p = 1 (b) CG: h = 0.25, p = 4
(c) HDG, τ = 10: h = 0.0625, p = 1 (d) HDG, τ = 10: h = 0.25, p = 4
Figure 4-12: Stability comparison between continuous and discontinuous methods using
linear elements, p = 1, and high-order elements, p = 4. Figures show absolute error between
analytical and numerical solution: |u− uh| for CG and |u− uposth | for HDG.
problems with values greater than 1 are unstable:
Pe =
∆x · c
D
=
0.0625 · 25
1
= 1.5625 > 1. (4.3)
Figure 4-12 shows the absolute error of the numerical solution in an unstable simulation.
CG presents oscillations around x = y = 1, although the error of the high-order simulation
is one order of magnitude lower. However, the postprocessed solution of HDG remains
stable without oscillations. Figure 4-13 illustrates oscillations of CG method and how HDG
solution is stabilized using larger values of τ .
It has been shown that HDG is more stable than traditional CG methods and that τ has a
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(a) CG (b) HDG, τ = 1
(c) HDG, τ = 10
Figure 4-13: 3D view of the scalar solution of example 1 on a 2D structured mesh with
h = 0.25 p = 4. Stability of CG and HDG with different τ .
key effect on the stability of the numerical scheme. However, the choice of which τ to use
is a complex topic that falls out of the scope of this thesis.
Despite that HDG has kept stable in front of convective-dominant problems, the imple-
mented code has no shock-capturing capabilities. This would be an interesting feature to
implement in further versions of the software. To illustrate this, figure 4-14 shows the steady
solution of HDG with τ = 10 on a p = 5 2D mesh. This problem consists of one diffusive
Neumann Boundary and three Dirichlet boundaries, one of which has been prescribed at
y = 0 with the following equation:
g1D = 0.5e
−(x−0.50.2 )
10
, (4.4)
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and the two remaining Dirichlet boundaries verify g2D = 0. In addition, the diffusive term
is D = 0.02, the convective field is c = (−y, x) and the source term is f = 0.
Figure 4-14: Example of instability of HDG on a 2D mesh with p = 5 quadrialteral elements.
4.4 Contaminant transport problem
In this section, software is used to simulate a practical application of convection-diffusion
equation: contaminant transport. To this end, a 2D domain Ω=(0,10)x(-1.25,1.25) is used
to simulate contaminant transport under laminar flow. Contaminant is transported while
a concentration of contaminant w0 is periodically injected every two seconds T = 2s.
w0 = exp(−(x− 1)
2 + y2
0.52
) + exp(−(x− 1)
2 + (y − 0.5)2
0.52
) + exp(−(x− 1)
2 + (y − 0.5)2
0.52
).
(4.5)
Hence, within the period of time [(j − 1)T, jT ] for j = 1, . . . , 5 transport is modeled by the
following problem:
∇·(cu)−∇·(D∇u) = f , in Ω,
u = 0, on ΓD
∇u · n = 0, on ΓdN
u = u0, in Ω for t = (j − 1)T,
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where u is the contaminant concentration, Dirichlet conditions are applied on the inflow
boundary at x = 0 and −1.25 ≤ y ≤ 1.25, and diffusive Neumann conditions are applied on
the remaining boundaries ΓdN = ∂Ω\ΓD.
New injections of contaminant are modeled by adding w0 concentration to the solution at
u((j − 1)T ):
u0 =
 w0, if j = 1w0 + u((j − 1)T ), if j > 1
Navier Stokes equations (NSE) are not numerically solved by this software and only a hand-
ful of analytical solutions to NSE are known. Therefore, analytical solution of Kovasznay
flow is used to model laminar flow behind a 2D grid:
c = (1− exp(γx)cos(2piy), γ
2pi
exp(γx)sin(2piy), (4.7)
where γ = Re2 −
√
Re2
4 + 4pi
2 and Re is Reynols number, which expresses how fast the fluid
is moving with respect to its viscosity; thus, a low value has been taken to simulate laminar
flow, Re = 100. Additionally, diffusive term is now the kinematic viscosity; a value D = 0.01
has been taken. Contaminant transport problems with similar values have a carried out in
[4] in the context of reduced-order models for large-scale systems.
Figure 4-16 presents numerical results of contaminant concentration uposth at different time
for a p = 4 mesh. HDG with τ = 10 has been used together with a third order Dirk
semi-implicit method for the time discretization, ∆t = 0.05.
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Figure 4-15: 3D view of the contamination transport example at t=10. Concentration uh
is projected on z-axis.
(a) t=0s (b) t=2s
(c) t=4s (d) t=6s
(e) t=8s (f) t=10s
Figure 4-16: Contaminant transport problem. Numerical results uposth using HDG (τ = 10)
and third order Dirk semi-implicit-method with ∆t = 0.05 on a p = 4 grid.

Chapter 5
Conclusions and future work
In this thesis, high-order discontinuous methods have been compared to traditional con-
tinuous Galerkin schemes. A software to simulate steady-state and time-dependent linear
convection-diffusion problem has been programmed and validated. The main motivation of
this work was hybridization, a technique which provides an efficient numerical procedure
to solve discontinuous Galerkin formulation, which are known for their convergence and
stability.
5.1 Conclusions
To start with, if we compare hybridization and static condensation to its respective original
discontinuous and continuous Galerkin alternatives, it is concluded that the reduction in
number of equations of the general system saves computation time for large problems with
high-order degree elements.
Regarding HDG, the locally post-processed scalar unknown has been shown to converge
at p + 2 rates for 2D and 3D problems with structured quadrialteral and hexahedra ele-
ments, providing results with errors up to two order of magnitude lower.
Moreover, the influence of the stabilization parameter has been assessed on convection-
dominant problems. It has been shown how τ stabilizes oscillations in HDG, providing
more accurate results than continuous Galerkin methods.
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From the computational point of view: System of trace equations for quadrialteral and
hexahedra elements is typically larger than CG system, requiring more memory consump-
tion to store the system matrix, and more computational time to solve the linear system.
The elemental contributions of the HDG method are larger than the HCG ones; thus, the
computational time to construct the linear system is larger than the HCG one.
The main objective of this work was to assess whether HDG is competitive or not com-
pared to CG and static condensation in the context of high-order elements. All things
considered, there is not a unique method valid for all cases. HDG is a demanding scheme
in terms of memory and computation time compared to other continuous techniques. This
makes HDG being competitive only for large problems. However, it is a good choice when
both the scalar and the flux unknowns are required and in problems with convection induced
instabilities, where continuous Galerkin would require finer meshes.
5.2 Future Work
Work resulting from this thesis provides a software capable to simulate steady and time-
dependent linear convection-diffusion problems. However, this code can be adapted to
simulate more complex problems and improved in computational terms.
Current code is restricted to solve linear problems. Hence, it would be interesting to ex-
tend this software to simulate non-linear problems, see [20]. Moreover, including reaction
phenomena into HDG, see [8], would allow this code to simulate a wider range of problems.
Convection-dominated problems introduce spurious oscillations and stabilization param-
eter may not be sufficient to remove these oscilations. Hence, it would be interesting to
introduce shock-capturing or gradient-limiting techniques to avoid this problem.
An interesting feature that has not been exploited in this thesis is parallel computing.
Computing the local matrices in HDG, assembling the system and solving it are the most
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costly parts in the code from the computational point of view. Therefore, computing these
parts in parallel would significantly reduce computation time.

Appendix A
Appendix A: Runge-Kutta method
This appendix details the Runge-Kutta method for temporal discretization. The general
formulation is described in section A.1. Then, three families of RK methods are discussed
in this thesis: explicit (section A.1.1), implicit and semi-imiplicit (section A.1.2).
More details regarding RK methods can be found in [2, 3, 6, 7].
A.1 Runge-Kutta methods
Runge-Kutta is a family methods for solving ordinary differential equations. Given an
unknown scalar function of time, u(t,x), consider the following initial value problem:
∂u
∂t
= f(t, u), (A.1a)
u(t = 0,x) = u0. (A.1b)
The time derivative is discretized into several time steps of length ∆t > 0, leading to the
generic RK scheme:
un+1 = un + ∆t
s∑
i=1
biki, (A.2a)
ki = f
tn + ci∆t, un + ∆t s∑
j=1
aijkj
, ∀i = 1, . . . , s, (A.2b)
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where s is the number of stages of the RK method, which is the number of evaluations of
function f that a particular method requires. The remaining coefficients ci, bi and aij , are
tabulated in Butcher tableau, see table A.1, being specific of each method. In addition, the
q−order of a RK method specifies that the local truncation error, which is the error caused
by a single iteration, is on the order of O(∆tq+1), whereas the global truncation error is on
the order of O(∆tq).
c1 a11 a12 · · · a1s
c2 a21 a22 · · · a2s
...
...
...
. . .
...
cs as1 as2 · · · ass
b1 b2 · · · bs
=
c A
bT
Table A.1: Butcher tableau.
Different schemes can be distinguished depending on the non-zero elements of matrix A in
table A.1:
• Explicit methods: the solution at one stage only depends on previous stages. There-
fore, aij = 0 for j ≥ i, see table A.2a. These methods are conditionally stable and
hence small ∆t are needed to ensure stability.
• Semi-implicit methods: the solution at one stage depends on both the current stage
and the previous ones, aij = 0 for j > i, see table A.2b. Note that it is necessary to
solve s uncoupled problems to compute k1, . . . , ks at each time step. Despite being
conditionally stable, these methods admit larger time steps.
• Implicit methods: the solution at one stage depends on the solution at all stages. Thus,
∃aij 6= 0 such that j > i, see table A.2c. The stability of these methods allows to
compute larger time steps, although it is necessary to solve a system with s equations
and s unknowns for each time step, which implies larger computational times.
In this thesis, several methods have been implemented in order to solve transient problems
using CG, CG with static condensation, and HDG schemes. Three explicit methods with
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(a) Explicit
0 0
c2 a21 0
...
...
. . .
. . .
cs as1 . . . as,s−1 0
b1 · · · bs−1 bs
(b) Implicit
c1 a11 a12 · · · a1s
c2 a21 a22 · · · a2s
...
...
...
. . .
...
cs as1 as2 · · · ass
b1 b2 · · · bs
(c) Semi-implicit
c1 a11
c2 a21 a22
...
...
. . .
. . .
cs as1 . . . as,s−1 ass
b1 · · · bs−1 bs
Table A.2: General Butcher tableau for Runge-Kutta explicit, implicit and semi-implicit
schemes.
different order are detailed in section A.1.1, whereas section A.1.2 describes a selection of
implicit and semi-implicit methods.
A.1.1 Explicit methods
As a general rule, if the order of an explicit RK method with s stages is q ≤ 4, then the
number of stages has to be greater or equal to the order of the method, s ≥ q.
Forward Euler is the only consistent explicit RK method with one stage, see table A.3.
Therefore, it is a first order method and its global error is of order of O(∆t).
0 0
1
Table A.3: Butcher tableau: Forward Euler method.
Explicit midpoint is a widely known second order method, O(∆t)2, which evaluates f
function halfway between the current step and the following one, see table A.4.
0 0 0
0.5 0.5 0
1
Table A.4: Butcher tableau: Explicit midpoint method.
Finally, a third order RK example is shown in table A.5.
A.1.2 Implicit and semi-implicit methods
Implicit methods involve solving a system with s equations and s unknowns for each time
step, which typically implies large computational times. The most straightforward implicit
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0 0 0
3+
√
(3)
6
3+
√
(3)
6 0 0
1− 3+
√
(3)
6
3+
√
(3)
6 − 1 2
(
1− 3+
√
(3)
6
)
0
0 0.5 0.5
Table A.5: Butcher tableau: Third order Runge-Kutta method.
method is the first order backward Euler, which only has one stage, see table A.6. This
has been the only implicit method taken into account because it is simliar to semi-implicit
methods in terms of computational costs.
1 1
1
Table A.6: Butcher tableau: Backward Euler method.
Semi-implicit methods provide a balance solution between stability and the time step size.
These methods allow to use larger ∆t by solving s uncoupled systems of equations. Table
A.7 and table A.8 respectively show the Butcher tableau for the second order semi-implicit
midpoint and the third order Dirk semi-implicit methods. Note that, unlike explicit meth-
ods, the number of stages of an implicit or semi-implicit method can be lower than its order
of convergence.
0 0 0
0.5 0 0.5
10
Table A.7: Butcher tableau: Semi-implicit midpoint method.
3+
√
(3)
6
3+
√
(3)
6 0
1− 3+
√
(3)
6 1− 2
3+
√
(3)
6
3+
√
(3)
6
0.5 0.5
Table A.8: Butcher tableau: Third order Dirk method.
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