In this paper, an innovative approach for the synthesis of sub-arrayed monopulse linear arrays is presented. A compromise difference pattern is obtained through an optimal excitations matching method based on the contiguous partition technique integrated in an iterative procedure ensuring, at the same time, the optimization of the sidelobe level (or other beam pattern features). The flexibility of such an approach allows one to synthesize various difference patterns characterized by different trade-off between angular resolution and noise/interferences rejection in order to match the user-defined requirements. On the other hand, thanks to its computational efficiency, synthesis problems concerned with large arrays are easily managed, as well. An exhaustive numerical validation assesses the reliability and accuracy of the method pointing out the improvements upon state-of-the-art sub-arraying techniques.
Introduction
The design of monopulse radar systems [1] [2] requires the synthesis of both a sum pattern and a difference pattern, which satisfy some specifications such as narrow beamwidth, low side-lobelevel (SLL), and high directivity. In order to avoid an expensive implementation of independent feed networks for obtaining optimal sum [3] - [7] and difference [8] - [11] excitation coefficients, compromise solutions based on sub-arraying techniques have been successfully proposed [12] - [18] . The sum pattern is fixed to the optimal one, while difference excitations are obtained from the sum coefficients by properly grouping the array elements and by weighting each sub-array in order to satisfy the user-defined constraints. In such a context, two different methodological approaches might be recognized. The former (indicated in the following as "optimal matching") is aimed at determining the "best compromise" difference pattern, which is as close as possible to the optimum in the Dolph-Chebyshev sense [19] (i.e., narrowest first null beamwidth and largest normalized difference slope on the boresight for a specified sidelobe level). The other, denoted as "feature optimization", where the beam pattern parameters (usually, the SLL [13]- [15] or the directivity [20] ) are controlled by including them in a cost function to minimize according to a global optimization stochastic procedure.
Concerning the "optimal matching" techniques, McNamara proposed in [12] the "Excitation Matching" method (EMM) based on an expansion in terms of Zolotarev polynomials where, for each possible grouping, the corresponding sub-array coefficients are iteratively computed through pseudo-inversion of an overdetermined system of linear equations. Since such an approach does not allow the control of the beam pattern SLL, a constrained version of the method has been also introduced ( [12] , Sect. 5) in order to reduce the grating lobes effects and lead to sub-optimal difference patterns with a suitable compromise between SLL, beamwidth, and slope on boresight. Unfortunately, when the ratio between array elements and number of subarrays gets larger, the EMM is not always reliable/efficient because of the ill-conditioning of the matrix system as well as the large computational costs of the arising exhaustive evaluation process.
As far as the "feature optimization" class of sub-arraying methods is concerned, Ares et al.
considered in [13] the application of a simulated annealing (SA) algorithm for defining the optimal sub-array weights (i.e., aimed at obtaining a difference pattern that satisfies a fixed constraint on the SLL) starting from an assigned sub-array configuration. On the other hand, taking advantage of the problem convexity with respect to the weights of the subarrays and following the same line of the reasoning as in [21] , a two-step hybrid optimization strategy has been proposed in [16] [17] . By optimizing at the same time both partition functions (i.e., those functions that define the membership of the array elements to each sub-array) and the sub-array coefficients, Lopez et al. [14] proposed a Genetic Algorithm (GA) based technique. In a similar fashion, a Differential Evolution (DE) algorithm has been used in [15] .
Although the optimization of elements membership and sub-array weights significantly improved the performance of sum-difference optimization methodologies, some drawbacks still remain. As a matter of fact, such techniques are usually time-consuming especially when dealing with large arrays since the dimension of the solution space significantly enlarges. Moreover, "feature optimization" approaches are usually formulated in terms of single-objective problems and the control of multiple features of the beam pattern (e.g., SLL, beamwidth, difference slope on boresight) would require the use of customized and complex multi-objective strategies.
In the framework of optimal matching techniques, the present contribution is aimed at proposing a new approach for synthesizing best compromise patterns with SLL control. Towards this end, following the guidelines of the EMM, the proposed approach determines the difference solution close to the optimal Dolph-Chebyshev pattern through the search of the minimum cost-path in the non-complete binary tree of the possible aggregations by satisfying the SLL constraints through an iterative procedure (unlike global optimization methods that directly define a SLL penalty term in the cost function [13]- [15] ).
The remaining of the paper is organized as follows. The problem is mathematically formulated in Section 2 where the proposed synthesis procedure is described in detail. Section 3 deals with an exhaustive numerical validation aimed at assessing the effectiveness of the proposed technique and at providing a comparison with state-of-the-art solutions. Conclusions and final remarks are drawn in Section 4.
4
Let us consider a linear uniform array of N = 2M elements and let us assume that the sum and difference patterns are obtained through a symmetric, A = {a m = a −m ; m = 1, ..., M}, and an anti-symmetric, B = {b m = −b −m ; m = 1, ..., M}, real excitations set, respectively. Thanks to these symmetry properties, only one half of the array elements is considered.
According to the guidelines of sub-arraying techniques, the sum pattern is obtained by fixing the sum excitations to the ideal ones,
, while the difference excitations set is synthesized starting from the sum mode as follows
where Q is the number of sub-arrays, w q is the weight associated to the q-th sub-array in the difference feed network, and δ cmq is the Kronecker delta whose value is determined according to the sub-array membership of each element of the array (δ cmq = 1 if c m = q, δ cmq = 0 otherwise,
being the sub-array index of the m-th array element).
In order to obtain the best compromise difference excitations (i.e., a set of excitations giving a pattern as close as possible to the ideal one in the Dolph-Chebyshev sense that satisfies at the same time a constraint on the SLL), an innovative adaptive searching technique, indicated as
Iterative Contiguous Partition Method (ICP M), is applied. It consists of an inner loop aimed at ensuring the closeness of the trial solution to a "reference" ideal pattern and by an outer loop devoted at satisfying the requirements on the SLL (or another beam pattern feature).
With reference to Fig. 1 , the main steps of the iterative procedure are described in the following:
• Step 0 -Initialization. The external iteration index is initialized (e = 0), the optimal sum excitations A ideal = {α m ; m = 1, ..., M} are computed [3] [4] [5] , and the user-desired sidelobe level threshold is set, SLL d ;
• Step 1 -Reference Difference Pattern Selection. At the first iteration (e = 1), an optimal -in the Dolph-Chebyshev sense -difference excitations set B 
or the Residual Error Sorting (RES) algorithm
respectively. The identification indexes v if the GS algorithm is adopted or
when the RES algorithm is used, d m C i(e) being an estimate of the identification parameter v (e) m given by
-
Step 2.b -Cost Function Evaluation. The closeness to the target pattern of the current candidate solution B i(e) (or in an equivalent fashion, the couple of coefficients C i(e) and W i(e) ) is quantified through the following cost function
The cost function value Ψ i(e) = Ψ C i(e) is compared to the best value attained up till now, Ψ C and a new grouping vector C i(e) is defined. More in detail, a new contiguous
is derived from the previous one P i(e)−1 Q just modifying the subarray memberships of the "Border Elements" defined as follows
, t ∈ [1; Q]. The corresponding sub-array weights W i(e) are then analytically computed as in (4) opt ≤ SLL d and the "degree of closeness" to the reference pattern is satisfactory (e.g., some constraints on the beamwidth/directivity are satisfied), then the whole process ends and the final solution is:
opt ),
opt . Otherwise, the outer iteration index is updated (e ← e + 1) and another reference pattern that satisfies the condition SLL It is worth noting that the Contiguous Partition technique applied in the inner loop allows a non-negligible saving of computational resources as pointed out in Section 3 by means of some numerical experiments. As a matter of fact, according to the observation that the grouping minimizing (7) is a contiguous partition and that changing the sub-array membership of the Border Elements ensures to obtain another contiguous partition, it turns out that the number of possible aggregations reduces from U = Q M (the total number of sub-array configurations) to
(2) Dividing the ordered list L into Q sub-arrays is equivalent to select Q − 1 "division" points inside any of the M − 1 intervals between adjacent elements.
In this section, representative results from selected test cases are reported for assessing the effectiveness of the ICP M in providing a suitable trade-off between desired SLL, directivity, and beamwidth (Sect. 3.1) as well as in dealing with smaller (Sect. 3.2) and larger arrays (Sect.
3.3).
Comparisons with state-of-the-art synthesis techniques are presented (Sects. 3.2-3.3), as well.
In order to quantify the optimality and accuracy of the obtained solutions, some quantitative indexes are introduced. They are expressed in terms of the angular variable ψ = (2πd/λ) sinθ, θ ∈ [0, π/2], λ and d being the free-space wavelength and the inter-element spacing, respectively. As far as the secondary lobes of the difference pattern are concerned, the "Maximum Level of the Sidelobes", SLL, and the "Grating Lobes Area"
ψ 1 being the angular position of the first null of the beam pattern, are evaluated. Moreover, the characteristics of the main lobe are described through the "−3 dB Beamwidth", B w [deg], and
the "Slope Area" defined as follows
where |AF (ψ)| n and ψ max are the normalized array pattern and the angular position of the maximum, respectively.
Concerning the computational costs, the total number of inner iterations,
stat , the CPU-time needed for reaching the final solution, T , and the total number of possible sub-array configurations, U, are analyzed.
ICP M Performance Analysis
This section is aimed at analyzing the behavior of the iterative SLL control procedure in pro- Consequently, it turns out that the ICP M more successfully applies (i.e., satisfying the SLL and bandwidth requirements) when Q is not very small (Q > 2). As a matter of fact, the iterative (e = 1, ..., E) procedure yields a satisfactory solution at e = 2 when Q = 4 (being SLL opt , except for the case of Q = 7 when I
(1)
Another interesting observation is concerned with the value of the cost function at the inner loop convergence [i.e., when i(e) = I 
Comparative Assessment
In this section, a comparative analysis between the proposed approach and state-of-the-art techniques, based on the optimization of a suitable cost function constructed with reference to a SLL with a prescribed value, is carried out. Both fixed-partition (Test Case 1) and globalsynthesis (Test Case 2) problems have been considered.
Test Case 1. Fixed-Partition Synthesis
The 
Test Case 2. Simultaneous Global-Synthesis
The second test case is devoted to the comparative assessment when dealing with the simultaneous optimization of the sub-array membership and sub-array weights. Towards this purpose, For completeness, the B w -constrained problem has been also addressed. Accordingly, the SLL 
Extension to Large Arrays
The numerical study ends with analysis of the synthesis of large array patterns (M ≥ 50)
where usually local minima problems, unmanageable (or very difficult) increasing computational costs, and ill-conditioning issues unavoidably arise. In such a framework, the first exper- The synthesized difference patterns are shown in Fig. 7 , while the sub-array grouping and weights are given in Tab. VI. By observing both Fig. 7 and Tab. VII, it turns out that the GS approach outperforms other single-step techniques and, unlike the case M = 10, its performances are quite similar (in terms of sidelobe level) to that of the two-step method even though it is much more computationally effective. Moreover, although it achieves the minimum value of SLL, the corresponding main lobe beamwidth does not significantly differ from that of the other methods (Tab. VII).
In the second experiment, the same array geometry of the previous case is analyzed, but with 
Conclusions and Discussions
In this paper, an innovative approach for the synthesis of search-and-track antennas and beam proposed approach, which is numerically efficient, works sufficiently well. As a matter of fact, the proposed technique allows one to overcome some drawbacks of both the EMM approach proposed by McNamara (i.e., ill-conditioning and the exhaustive evaluation of the whole set of aggregations) and the synthesis techniques based on stochastic optimization algorithms (i.e., single-objective optimization and low convergence rate when dealing with very large arrays).
For the sake of completeness and to have a complete overview of the comparisons between the proposed method and the state-of-the-art techniques, Tables IX and X summarize the achieved performance in terms of SLL and B w when dealing with the synthesis of small and large arrays.
On the other hand, definite conclusions about the relative performance of the ICP M cannot be drawn from the presented comparisons, since the various examples deal with different synthesis problems and/or optimization criteria. This means that, depending on the selected feature, the ICP M performs differently even though keeping a great computational efficiency. Moreover, since the proposed procedure is an adaptive searching technique, it does not guarantee to always obtain better solutions than those from global optimization techniques. As a matter of fact, these latter should outperform any other approach when optimizing a given functional, unless the optimum is not actually achieved, which is likely to happen when exploiting global optimization algorithms in large size problems. 
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