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Abstrat. In eletrial impedane tomography, one tries to reover the ondutivity
inside a physial body from boundary measurements of urrent and voltage. In
many pratially important situations, the investigated objet has known bakground
ondutivity but it is ontaminated by inhomogeneities. The fatorization method of
Andreas Kirsh provides a tool for loating suh inlusions. Earlier, it has been shown
that under suitable regularity onditions positive (or negative) inhomogeneities an be
haraterized by the fatorization tehnique if the ondutivity or one of its higher
normal derivatives jumps on the boundaries of the inlusions. In this work, we use
a monotoniity argument to generalize these results: We show that the fatorization
method provides a haraterization of an open inlusion (modulo its boundary) if eah
point inside the inhomogeneity has an open neighbourhood where the perturbation
of the ondutivity is stritly positive (or negative) denite. In partiular, we do not
assume any regularity of the inlusion boundary or set any onditions on the behaviour
of the perturbed ondutivity at the inlusion boundary. Our theoretial ndings are
veried by two-dimensional numerial experiments.
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1. Introdution
Let us onsider the inverse boundary value problem orresponding to eletrial
impedane tomography (EIT): Determine the ondutivity tensor σ(x) > 0 in the ellipti
equation
∇ · σ∇u = 0 in Ω
when all possible pairs of Neumann and Dirihlet boundary values of the eletromagneti
potential u are measured on ∂Ω. This problem was posed by Calderón in 1980 [14℄ and
its unique solvability for isotropi, i.e. salar, ondutivities of a wide lass was obtained
in three and higher spae dimensions by Sylvester and Uhlmann in 1987 [42℄ and in two
dimensions by Nahman in 1996 [34℄. Their regularity assumptions on the ondutivity
and the boundary ∂Ω have been redued by several authors sine [1, 8, 33, 36, 37℄.
Reently, onsiderable progress was made as Astala and Päivärinta solved the isotropi
problem in two dimensions under the natural regularity σ ∈ L∞(Ω) [4℄. On the other
hand, it is well known that the inverse problem of EIT is not uniquely solvable without
the isotropy assumption (see, e.g., [40℄).
The reonstrution methods of EIT an be divided into two ategories: iterative
and diret algorithms. An iterative method produes a sequene of approximations
for the unknown ondutivity. The iteration is nished when some beforehand hosen
stopping riterion is satised. In most ases, the used optimization proedure is based
on the output least squares formulation of the inverse problem and on some regularized
Newton-type algorithm. The most fundamental of the diret reonstrution algorithms
is the one by Siltanen, Mueller and Isaason [38℄ sine it is a numerial implementation of
Nahman's onstrutive uniqueness proof in two dimensions [34℄. Other diret methods
inlude the layer stripping algorithm [39, 41℄, the fatorization method [10, 11, 29℄
and the probe method [28℄ together with their variants. For more details on the
reonstrution algorithms, we refer to the review artiles [6, 15℄ and the referenes
therein.
Various pratially important imaging problems onsider loating inhomogeneities
inside objets with known bakground ondutivities. For example, detetion of raks
and air bubbles in some building material and distinguishing anerous tissue from
healthy bakground fall into this ategory of problems. The fatorization method,
introdued within inverse obstale sattering by Kirsh [29℄ and modied to the
framework of EIT by Brühl and Hanke [9, 10, 11℄, provides a tool that an be applied
to these kinds of situations. When the fatorization method is onsidered within EIT,
its funtionality an be seured by assuming that the inlusions are either more or
less ondutive than the bakground and the ondutivity or one of its higher normal
derivatives jumps on the boundaries of the inlusions, f. [9, 10, 11, 17, 20, 25, 30℄, and
the preprint of Nahman, Päivärinta and Teirilä [35℄. However, some inhomogeneities
may aet dierent normal derivatives on dierent parts of their boundaries or the
perturbed ondutivity an be altogether smooth, in whih ase earlier results do not
tell if the fatorization method works or not. In addition, previous works assume that
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the inlusion boundaries are at least Lipshitz ontinuous.
In this work, we merely assume that the union of the inlusions is an open set with
onneted omplement and the orresponding L∞-perturbation of the ondutivity is
positive (or negative) semidenite. We show that the fatorization method nds every
point of the inhomogeneity that has an open neighbourhood where the perturbation is
stritly positive (or negative). Notie that the size of the neighbourhood and the lower
bound for the ondutivity may depend on the onsidered point and we do not pose any
regularity on the inlusion boundary. Inhomogeneities where every interior point has
suh a neighbourhood are herein alled loally stritly positive (or negative). This kind
of irregular inlusions an be haraterized via boundary measurements in the manner
desribed originally in [9℄, with the slight drawbak that the outome of the range test
is unertain if the probe loation is exatly on the boundary of the inhomogeneity. In
partiular, note that we do not set any onditions on the behaviour of the perturbed
ondutivity at the inlusion boundary.
This text is organized as follows. In setion 2, we state and prove our
haraterization result. Setion 3 presents the numerial experiments and setion 4
ontains onluding remarks.
2. Charaterization of an irregular inlusion
Let Ω ⊂ Rn, n ≥ 2, be a smooth domain and σ : Ω → Rn×n the orresponding
symmetri ondutivity tensor. The stati forward problem of EIT is as follows: For
the input urrent f ∈ L2
⋄
(∂Ω), nd the eletromagneti potential u ∈ H1(Ω)/R that is
the weak solution of
∇ · σ∇u = 0 in Ω, ν · σ∇u = f on ∂Ω, (2.1)
where ν is the exterior unit normal on ∂Ω and
L2
⋄
(∂Ω) =
{
v ∈ L2(∂Ω)
∣∣∣ ∫
∂Ω
v dS = 0
}
.
If the ondutivity σ ∈ L∞(Ω,Rn×n) satises the estimate
0 < cI ≤ σ, c ∈ R+, (2.2)
the forward problem (2.1) has a unique solution that depends ontinuously on the input
urrent. Here and in the following, we use "<" in the sense of positive deniteness
almost everywhere in Ω.
When solving the inverse problem of EIT, one tries to reonstrut the ondutivity
σ from the knowledge of the Neumann-to-Dirihlet, or urrent-to-voltage, map
Λσ : f 7→ u|∂Ω, L2⋄(∂Ω)→ L2(∂Ω)/R.
The use of the quotient spaes above emphasizes the freedom to hoose the ground level
of the potential as one wishes. For our purposes, it is onvenient to x the ground level
so that the Dirihlet boundary value of the solution to (2.1) is interpreted as an element
of L2
⋄
(∂Ω), whih orresponds to identifying L2
⋄
(∂Ω) with its dual spae L2(∂Ω)/R. With
this onvention, Λσ is a linear, bounded and self-adjoint map from L
2
⋄
(∂Ω) to itself.
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2.1. The main result
In this work, we assume that the ondutivity inside Ω is of the form
σ =
{
I + κ in D,
I in Ω \D, (2.3)
where D is open, D ⊂ Ω and Ω \ D is onneted. Furthermore, the symmetri
perturbation κ ∈ L∞(D,Rn×n) is assumed to be suh that σ satises (2.2). Take note
that the results presented below would remain valid if the unit ondutivity in (2.3) was
replaed by any other a priori known bakground ondutivity that satises (2.2) and
enables unique ontinuation of Cauhy data from ∂Ω to the interior of Ω. The same
omment applies to the smoothness of the boundary ∂Ω, as well. For example, in the
preprint [35℄ it is assumed that the bakground ondutivity and the boundary ∂Ω are
of Lipshitz lass.
In what follows, we will denote the Neumann-to-Dirihlet boundary map
orresponding to the perturbed ondutivity σ by Λ and the map orresponding to
the unit bakground ondutivity by Λ0. Our goal is to loate the inlusion D
via boundary measurements, under only mild onditions on the perturbation κ, by
extrating information from the range of the square root of |Λ0 − Λ| in a onstrutive
manner. Notie that in real life |Λ0 − Λ| an be approximated through eletrode
measurements, f. [22℄ and the preprint [32℄. The tehniques applied here stem from [29℄
and they have been used in the framework of inverse ellipti boundary value problems
in [2, 5, 9, 10, 11, 12, 13, 16, 17, 20, 21, 22, 23, 24, 25, 26, 27, 30℄ and the preprints
[19, 32, 35℄, as well.
We rst introdue a singular solution for sanning the objet Ω. Fix y ∈ Ω, let
αˆ ∈ Rn be an arbitrary unit vetor, and onsider the solution Φy of the following
homogeneous Neumann problem
∆Φ(x) = αˆ · ∇xδ(x− y) in Ω, ∂Φ
∂ν
= 0 on ∂Ω,
where δ is the delta funtional and the ground level of the potential is hosen so that∫
∂Ω
ΦydS = 0. Physially, Φy orresponds to the eletrostati potential reated by a
dipole soure at y pointing in the diretion αˆ.
We an now state our main result.
Theorem 2.1. Assume that either κ ≥ 0 or κ ≤ 0. If y ∈ D has a neighbourhood
U ⊂ D suh that ess inf |κ|U | > 0, then the boundary potential Φy|∂Ω belongs to the
range of |Λ0 − Λ|1/2. Conversely, the boundary potential Φy|∂Ω is not inluded in the
range of |Λ0 − Λ|1/2 if y ∈ Ω \D.
In many appliations, the assumption of the rst part of Theorem 2.1 is fullled for
every point in D. We say that the inlusion D (or the perturbation κ) is loally stritly
positive if for eah y ∈ D there exist salar onstants ǫy, ry > 0 suh that
κ > ǫyI almost everywhere in B(y, ry) ⊂ D, (2.4)
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where B(y, ry) denotes the open ball of radius ry entered at y. Similarly, the inlusion
D is alled loally stritly negative if κ satises (2.4) with κ > ǫyI replaed by κ < −ǫyI.
Notie that a loally stritly positive (or loally stritly negative) perturbation may have
vanishing traes on ∂D or on some subsets of ∂D. In partiular, the resulting perturbed
ondutivity σ may be smooth in a neighbourhood of ∂D.
Corollary 2.2. Assume that the inhomogeneity D is either loally stritly positive or
loally stritly negative. If y ∈ D, the boundary potential Φy|∂Ω belongs to the range of
|Λ0 − Λ|1/2. Conversely, the boundary potential Φy|∂Ω is not inluded in the range of
|Λ0 − Λ|1/2 if y ∈ Ω \D.
Unlike the results presented in [11, 17, 25, 30℄ and the preprint [35℄, this orollary
does not tell that Φy|∂Ω /∈ |Λ0 − Λ|1/2 when y ∈ ∂D. However, from the pratial point
of view, our expliit haraterization is as good as the ones presented in earlier work.
On the positive side, our assumptions on the inlusion D and the perturbation κ
are muh weaker than in previous artiles on the fatorization method within diuse
tomography. Thus far, the weakest regularity assumption on the inlusion boundary
has been used in the preprint [35℄, where D is Lipshitz, but only perfetly onduting
inhomogeneities are onsidered. The theoretial artiles dealing with penetrable
inlusions have been based on the assumption that D has at least C2-boundary (f.,
e.g., [30℄), although in [10℄ it is noted that the method also works with Lipshitz
inhomogeneities. In this work, D is just open. Moreover, the only artile that has
so far takled perturbations that are not uniformly stritly positive (or negative) in D,
namely [25℄, assumes that ∂D and κ > 0 are smooth and all ondutivities are isotropi.
Furthermore, in [25℄ the way that κ is allowed to behave on ∂D is quite spei: For
some m ≥ 1, the ondutivity and its m−1 lowest normal derivatives are assumed to be
ontinuous over the inlusion boundary whereas the mth normal derivative is assumed
to jump everywhere on ∂D. In this work, dierent normal derivatives of the ondutivity
may jump on dierent parts of ∂D or the ondutivity an be altogether smooth as the
L∞-perturbation κ is only assumed to be loally stritly positive (or negative).
2.2. Proof of the main result
Apart from some onsiderations in the original artile by Brühl [11℄, the haraterization
results obtained through the fatorization tehnique within diuse tomography methods
have been based on a fatorization of the type (see, e.g., [17℄)
Λ0 − Λ = LFL∗,
where the last operator L depends on the shape of D, not on the properties inside
D. By showing that the intermediate operator F is an 'almost oerive' (f. [30℄)
isomorphism between suitable dual Sobolev spaes, one has been able to prove that the
range of |Λ0 − Λ|1/2 oinides with the range of L (f. [17, 25, 30℄). Finally, the atual
haraterization results have followed from the speial struture of L together with the
priniple of unique ontinuation.
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In this work, we take a dierent approah. The idea is to extend the already known
haraterization results to more irregular surroundings by using ertain monotoniity
properties of the range of |Λ0 − Λ|1/2. It should be noted that similar arguments were
used already in [9, 11℄. We begin with a simple well known lemma. Physially speaking,
it states that the power needed when applying a boundary urrent pattern is dereasing
with respet to the ondutivity.
Lemma 2.3. Let Λ1 and Λ2 be the Neumann-to-Dirihlet maps orresponding to the
symmetri ondutivities σ1, σ2 ∈ L∞(Ω,Rn×n), respetively. Assume that σ1 and σ2
satisfy (2.2) and σ1 ≤ σ2. Then it holds that
〈f, (Λ1 − Λ2)f〉L2(∂Ω) ≥ 0
for any urrent f ∈ L2
⋄
(∂Ω).
Proof. The proof for isotropi ondutivities an be found, for example, in [11℄. The
generalization to the anisotropi ase follows by using a similar line of reasoning.
We note that Lemma 2.3 yields, in partiular, that the absolute value of the
dierene of the Neumann-to-Dirihlet maps in Theorem 2.1 is simply the dierene
itself (for κ ≥ 0) or minus the dierene (for κ ≤ 0).
Next we will transform the above monotoniity result into a form that onsiders
ranges of square roots. A similar onsideration an be found in [11℄. Notie that all
square root operators below are obtained by treating the original maps as positive and
self-adjoint operators from L2
⋄
(∂Ω) to itself and taking the unique positive and self-
adjoint square root.
Lemma 2.4. Assume that σ1 ≤ σ2 are as in Lemma 2.3 and let σ0 ∈ L∞(Ω,Rn×n) be
yet another symmetri ondutivity that satises (2.2). If σ0 ≤ σ1,
R{(Λ0 − Λ1)1/2} ⊆ R{(Λ0 − Λ2)1/2} .
Conversely, if σ2 ≤ σ0, it holds that
R{(Λ2 − Λ0)1/2} ⊆ R{(Λ1 − Λ0)1/2} .
Proof. A funtional analyti lemma that is frequently used for the fatorization method
is that for any ontinuous linear operator A : H1 → H2, between Hilbert spaes H1 and
H2,
y ∈ R(A) if and only if ∃C > 0 : 〈y, x〉H2 ≤ C ‖A∗x‖H1 ∀x ∈ H2.
In a Banah spae formulation, this is alled the "14th important property of Banah
spaes" in [7℄, f. e. g. [16, Lemma 3.4℄ for an elementary proof. An immediate
onsequene is that for self-adjoint operators A,B : H1 → H1 the existene of a onstant
C > 0 that satises
‖Ax‖ ≤ C ‖Bx‖ , for all x ∈ H1,
implies that R(A) ⊆ R(B).
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Let σ0 ≤ σ1 ≤ σ2. From Lemma 2.3 we know that for all f ∈ L2⋄(∂Ω)
〈f, (Λ0 − Λ1)f〉L2(∂Ω) = 〈f, (Λ0 − Λ2)f〉L2(∂Ω) − 〈f, (Λ1 − Λ2)f〉L2(∂Ω)
≤ 〈f, (Λ0 − Λ2)f〉L2(∂Ω) ,
meaning that
∥∥(Λ0 − Λ1)1/2f∥∥ ≤ ∥∥(Λ0 − Λ2)1/2f∥∥ and, thus,
R{(Λ0 − Λ1)1/2} ⊆ R{(Λ0 − Λ2)1/2} .
Sine the seond part of the assertion follows from the same line of reasoning, the
proof is omplete.
Before we an formulate the proof of Theorem 2.1, we still need a haraterization
result that an be extended using lemma 2.4. We hoose a simplied version of the
original theorem presented in [11℄.
Lemma 2.5. Suppose that the onditions and notations of Theorem 2.1 are valid. In
addition, assume that D is onneted and has a smooth boundary, and the orresponding
perturbation is given as κ = δI, where δ 6= 0 is a onstant. Then Φy|∂Ω belongs to the
range of |Λ0 − Λ|1/2 if and only if y ∈ D.
By ombining the three lemmas above, we are now ready to present the proof of
Theorem 2.1.
Proof of Theorem 2.1. To begin with, assume that κ ≥ 0. If y ∈ D has a neighbourhood
U ⊂ D suh that ess inf |κ|U | > 0, there exist salars ǫy, ry > 0 suh that κ > ǫyI almost
everywhere in B(y, ry) ⊂ U . We dene an auxiliary ondutivity tensor by
σy =
{
I + ǫyI in B(y, ry),
I in Ω \B(y, ry),
and denote the assoiated Neumann-to-Dirihlet map by Λy. Due to Lemma 2.5, we see
straight away that Φy|∂Ω ∈ R{(Λ0−Λy)1/2}. Furthermore, sine σy < σ, it follows from
the rst part of Lemma 2.4 that also
Φy|∂Ω ∈ R
{
(Λ0 − Λ)1/2
}
= R{|Λ0 − Λ|1/2} ,
whih proves the rst part of the laim.
Continue assuming that κ ≥ 0 and let now y ∈ Ω \ D. Sine Ω \ D is open and
onneted, there exists a onneted open set Dy suh that y /∈ Dy, D ⊂ Dy, Ω \Dy is
onneted and the boundary ∂Dy is smooth. We redene the auxiliary ondutivity by
σy =
{
I + kI in Dy,
I in Ω \Dy,
where the salar onstant k > 0 is hosen so that σy > σ almost everywhere in Ω. Now
the rst part of Lemma 2.4 and Lemma 2.5 tell us that
Φy|∂Ω /∈ R
{
(Λ0 − Λy)1/2
} ⊇ R{(Λ0 − Λ)1/2} = R{|Λ0 − Λ|1/2} ,
where Λy is one again the Neumann-to-Dirihlet map orresponding to σy. This proves
the laim for κ ≥ 0.
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The ase that κ ≤ 0 an be handled in the same way, with the exeption that this
time one uses the seond part of Lemma 2.4 instead of the rst part. This ompletes
the proof. 
3. Numerial experiments
To verify our theoretial ndings, we onsider three test examples that are not overed by
previous works on the fatorization method. In all three ases, Ω is the two-dimensional
unit disk and on ∂Ω we apply the L2-orthonormal basis funtions{
1√
π
sin(nφ),
1√
π
cos(nφ)
∣∣∣ n = 1, . . . , 128}
as input urrents. Here and in the following, the pair (r, φ) denotes the polar oordinates
with respet to the enter of Ω. We denote the potentials orresponding to the perturbed
ondutivity (2.3) and the unit bakground ondutivity by u and u0, respetively,
and use the ommerial nite element software Comsol to ompute the dierene
v := u0 − u ∈ H1(Ω)/R by solving the variational problem∫
Ω
σ∇v · ∇w dx =
∫
D
κ∇u0 · ∇w dx for all w ∈ H1(Ω), (3.1)
whih is obtained by subtrating the variational equations for u and u0. Sine (σ − I)
vanishes in a neighbourhood of ∂Ω, (3.1) is equivalent to
∇ · σ∇v = ∇ · (σ − I)∇u0
with homogeneous Neumann boundary ondition on ∂Ω. On the right hand side we use
the exat solution
u0 =
1
n
√
π
sin(nφ)rn, resp., u0 =
1
n
√
π
cos(nφ)rn.
As the dierene of u and u0 is onsiderably smaller than u and u0, this approah
leads to a higher preision than omputing u and u0 separately. The boundary data
v|∂Ω = (u0 − u)|∂Ω is then expanded in the aforementioned trigonometri basis, whih
gives a disrete approximation M ∈ R256×256 of the operator Λ0 − Λ.
Reall that Corollary 2.2 yields a binary riterion to deide whether a point lies
inside the inlusion D or not, i.e., for every y 6∈ ∂D
Φy|∂Ω ∈ R(|Λ0 − Λ|1/2) ⇐⇒ y ∈ D.
For the numerial implementation of this range test, we follow [18℄. Let
(Λ0 − Λ)vk = λkvk, k ∈ N,
be the spetral deomposition of the ompat, self-adjoint, and injetive operator Λ0−Λ
with orthonormal basis of eigenfuntions {vk} ⊂ L2⋄(∂Ω) and eigenvalues {λk} ⊂ R
(sorted in dereasing order of absolute value). The Piard riterion yields that
Φy|∂Ω ∈ R(|Λ0 − Λ|1/2)
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if and only if
f(y) :=
1
‖Φy|∂Ω‖2L2(∂Ω)
∞∑
k=1
|〈Φy|∂Ω, vk〉L2(∂Ω)|2
|λk| <∞.
Using a singular value deomposition of the disrete approximation M ∈ R256×256
Mv˜k = λ˜ku˜k, M
∗u˜k = λ˜kv˜k, k = 1, . . . , 256,
with nonnegative {λ˜k} ⊂ R (sorted in dereasing order) and orthonormal bases
{u˜k}, {v˜k} ⊂ R256, we approximate the funtion f(y) by
f˜(y) :=
m∑
k=1
(Φ˜y · v˜k)2
|λ˜k|
/
m∑
k=1
(Φ˜y · v˜k)2,
where Φ˜y ∈ R256 ontains the Fourier oeients of Φy|∂Ω and m is hosen so that λ˜m+1
is the rst singular value below the expeted measurement error. For a theoretial study
of the onnetion between the innite Piard series for the Neumann-to-Dirihlet map
Λ0 − Λ and the trunated Piard series for its nite-dimensional approximation M , we
refer the reader to a reent work of Lehleiter [31℄.
To obtain a numerial riterion telling whether a point y belongs to the unknown
inlusion D or not, one has to deide if the innite sum f(y) attains the value ∞ by
using the approximate value f˜(y), whih is always nite. Thus, a threshold C˜∞ > 0 is
needed to distinguish points with large values f˜(y) ≥ C˜∞ from those with small values
f˜(y) < C˜∞. A reonstrution of D is then obtained by evaluating f˜(y) on a grid of
points {yn} ⊂ Ω and saying that all points with f˜(yn) < C˜∞ belong to the inlusion.
Choosing dierent threshold values C˜∞ orresponds to hoosing dierent level ontours
of f˜(y) or, equivalently, of a monotone funtion of f˜(y).
In our numerial experiments, we plot the indiator funtion
Ind(y) :=
(
log f˜(y)
)
−1
(3.2)
on an equidistant grid {yn} ⊂ Ω, whih is hosen independently of the nite element
mesh that is used for solving the forward problems. We also show the largest level
ontour that is still inside the true inlusion D, i.e., the one orresponding to the
threshold value
Cˆ∞ := inf
{
C∞ ∈ R
∣∣∣ Ind−1(]C∞,∞[) ⊆ D} .
In our numerial experiments we obtained Cˆ∞ by omparing the level ontours
to the true inlusion D. In pratie, the hoie of the threshold requires additional
information, e.g., from previous experiments, and there is no guarantee that an optimal
ontour is found. To illustrate the sensitivity of our reonstrutions with respet to the
threshold, we also plot the level ontours Ind−1(C∞) for C∞ = 0.9·Cˆ∞ and C∞ = 1.1·Cˆ∞.
Figure 1 shows the exat ondutivities σ for the three test examples. In the rst
example, the inlusion D is a disk of radius R = 0.3 and the perturbation κ is given
by exp(R−1 − (R2 − ρ2)−1/2), where ρ is the distane from the enter of D. Notie that
this results in a smooth σ with maximal value 2. In the seond example, the objet Ω is
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Figure 1. Exat ondutivities for the three test ases.
Figure 2. Numerial reonstrutions for exat simulated data.
ontaminated by two inhomogeneities that are onstruted by multiplying the smooth
perturbation introdued in the rst test by the harateristi funtion of a semidisk to
obtain inlusions with a jump of ondutivity on one side and a smooth transition on
the other side. In the last test, we use the smooth inlusion of the rst experiment
together with an inhomogeneity where the ondutivity jumps by a onstant value. The
boundaries of the inlusions, i.e. of the supports of the perturbations, are plotted by
dashed white line.
Figure 2 illustrates the reonstrutions that we obtained using exat simulated data.
The rst row shows the graph of the indiator funtion Ind, dened by (3.2), for the
three tests and the seond row shows the orresponding level urves for the threshold
Cˆ∞ (solid line), that is optimal in the sense explained above, and for the two perturbed
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thresholds 0.9·Cˆ∞ (outer dotted line) and 1.1·Cˆ∞ (inner dotted line). The true inlusions
are one again marked with a dashed line. As Figure 2 demonstrates, all inlusions were
found in all three tests. Although the gradient of the indiator Ind is a little bit steeper
over the parts of the inlusion boundary where the perturbed ondutivity jumps than
over those parts where the transition is smooth, the quality of the reonstrutions does
not seem to depend very muh on the behaviour of the perturbed ondutivity at the
inlusion boundary.
Sine one might be tempted to ompare the rst row of Figure 2 diretly with the
exat ondutivities in Figure 1, let us stress that the fatorization method is designed
only to reonstrut the support of the unknown perturbation but not the perturbation
itself. The indiator funtion Ind attains muh larger values inside the inlusion D
than on its outside; however, we have no theoretial evidene that these values an
be diretly related to the atual perturbed ondutivity. In fat, the seond and the
third example suggest that the behaviour of Ind depends mainly on the distane to the
inlusion boundary ∂D, f. also the work of Arens [3℄ for theoretial results of suh a
dependene in the ontext of inverse sattering.
In addition to using the unperturbed simulated measurement matrix M , we also
test the method after adding 0.1% noise to M . More preisely, we generate a random
matrix E ∈ R256×256 with uniformly distributed entries between −1 and 1. Then E is
saled to the noise level with respet to its spetral norm ‖E‖2 and added to M , i.e.,
we replae M with
Mǫ := M + 10
−3 ‖M‖2
E
‖E‖2
.
Aordingly, only singular values larger than 10−3 ‖Mǫ‖ are now used in the trunated
Piard series in the denition of f˜(y).
Figure 3, whih is organized in the same way as Figure 2, illustrates the
reonstrutions orresponding to our three test ases with noisy simulated data. As
one might expet, the graphs of the indiator funtion Ind shown on the rst row of
Figure 3 are more blurred than the orresponding ones in the noiseless ase. In addition,
the level urves of Ind, plotted on the seond row, do not apture the shapes of the
inlusions very well and it seems that the quality of the obtained reonstrutions is
rather sensitive to the hoie of the threshold. Anyway, with this relatively low noise
level, the reonstrutions still ontain information on the size, loation and number of the
inlusions. For more detailed studies on the eet of noise on the general performane
of the fatorization method, we refer the reader to the works ited in our introdution.
All above examples onrm our theoretial result: The fatorization method does
not rely on a jump in the ondutivity but merely on the fat that the ondutivity
at eah point inside the inlusion is higher (or lower) than the ondutivity of the
bakground medium.
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Figure 3. Numerial reonstrutions for noisy data.
4. Conlusions
We have shown that in EIT the fatorization method works even if the inlusions have
no boundary regularity and there is no sharp jump in the ondutivity or in one of its
higher derivatives on the inlusion boundary. Numerial examples with simulated data
onrm our theoretial results.
Our analysis is based on a monotoniity argument whih allows us to generalize
previously known results on the fatorization method. Although we restrited our
attention to EIT, the same arguments hold when applying the fatorization method
to other real ellipti inverse boundary value problems (f. [17℄) like optial tomography
or elastiity measurements. We also expet that similar results an be obtained in
inverse obstale sattering.
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