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Abstract
We introduce a mathematical framework designed to enable a simple image-to-simulation workflow for solids of complex
geometries in the geometrically nonlinear regime. While the material point method is used to circumvent the mesh distortion
issues commonly exhibited in Lagrangian meshes, a shifted domain technique originated from Main and Scovazzi (J Comput
Phys 372:972–995, 2018) is used to represent the boundary conditions implicitly via a level set or signed distance function.
Consequently, this method completely bypasses the need to generate high-quality conformal mesh to represent complex
geometries and therefore allows modelers to select the space of the interpolation function without the constraints due to the
geometric need. This important simplification enables us to simulate deformation of complex geometries inferred from voxel
images. Verification examples on deformable body subjected to finite rotation have shown that the new shifted domain material
point method is able to generate frame-indifferent results. Meanwhile, simulations using micro-CT images of a Hostun sand
have demonstrated that this method is able to reproduce the quasi-brittle damage mechanisms of single grain without the
excessively concentrated nodes commonly displayed in conformal meshes that represent 3D objects with local fine details.
Keywords Material point method · Shift domain · Image-based simulations · Nonlocal damage · Granular materials
1 Introduction
When modeling materials undergoing large deformations,
finite strain models that employ Lagrangian meshes can
become ineffective if severe mesh distortion occurs [6,7,
24,34,48,53,55,56]. While this problem can be resolved via
mesh adaptations, deriving an optimal mesh adaptation strat-
egy is by no means an easy task. In particular, one must first
have a proper remeshing criterion (e.g., configurational force
or energy estimate [33,39]), a way to project internal vari-
ables [32,54] and the capacity to find the new equilibrium
state after mesh modifications and internal variable projec-
tions.
Mesh-free methods therefore provide an appealing alter-
native, which, if used properly, can enable simulations to
continue even under severe large deformations. Material
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point method (MPM) can be considered as one of the mesh-
free methods in the sense that it does not require the spatial
discretization to be conformal to the geometry of the domain
of the boundary value problems [1,3,46]. Instead, a back-
ground mesh, usually a structured mesh, is often used and
the geometry of the body is represented by a set of material
points that also carry all the history-dependent information
(e.g., stress, internal variables and plastic deformation gradi-
ent). In each incremental time step, the background mesh is
reset such that derivative operators can be built using the basis
functions of the background meshes, while material points
are allowed to flow across the cells of the background mesh to
replicate large deformations. The facts that the current config-
uration of the body is not represented by a conformal mesh,
but a material point set, and that the material points carry
history-dependent variables make the MPM a convenient
choice for modeling path-dependent materials with evolving
geometries in the finite strain range [2,25,45,47].
Nevertheless, modeling large deformations via the MPM
is not without its own obstacles. For instance, the majority
of the MPM models often employ explicit schemes for time
integration. While explicit schemes may lead to a simple
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and easy implementation, the conditionally stable explicit
time scheme may sometime demand a time step too small
to be practical for engineering applications, such as those in
geotechnical engineering [23]. In recent decades, there have
been works attempting to overcome this issue via implicit for-
mulations (e.g., Sulsky and Kaul [43], Nair and Roy [35]).
However, these formulations often assume that the deforma-
tion within two consecutive incremental steps is infinitesimal
and hence not suitable to capture the geomaterial nonlinearity
[8,55]. Charlton et al. [5] developed an implicit generalized
interpolation MPM (GIMP) for large deformations in which
an updated Lagrangian formulation is used to update the
deformation gradient and the derivatives for objects of simply
geometries in one- and two-dimensional spaces. However,
this method is only applicable in rectangular grids. Hence,
capturing the 3D geometry and enforcing proper boundary
conditions on domains of complex geometries remain major
challenges.
These challenges are more profound for image-based sim-
ulations where one must introduce an efficient way to control
the mesh and the material point distribution such that the
degrees of freedom are invested to meet the demand for
rendering the geometry of the 3D objects and sufficiently
resolving the stress field to yield accurate predictions [40].
In the MPM, if we enforce the boundary conditions imposed
on the true boundary with complex geometry to the nodes of
a background mesh without sufficient resolution, significant
errors would be introduced. Fernández-Méndez and Huerta
[13] summarized different approaches for meshless methods
to enforce constraints weakly via penalty, Lagrange multi-
plier and Nitsche’s methods [36]. Recent work by Cortis et
al. [8] introduced a scheme such that the essential bound-
ary conditions can be applied on inclined planes by choosing
the trial and test spaces consistent with the orientation of
the inclined plane. However, this method is not applicable
to curved planes where the normal vectors vary along the
boundaries.
In this work, we introduce an alternative MPM formula-
tion to simulate the behavior of 3D objects with complex
geometries while simultaneously circumventing the difficul-
ties of imposing essential boundary conditions. The key idea
comes from the immersed and embedded boundary methods
where boundary conditions are enforced implicitly in a struc-
tured mesh rather than imposed explicitly on a conformal
mesh. In particular, we choose the shifted boundary method
(SBM) originally proposed by Main and Scovazzi [29] for
solving the Poisson and Stokes problems, the incompressible
Navier–Stokes flow [30] and the hyperbolic wave problem
[42], to enforce boundary conditions for the MPM. In this
new shifted boundary material point method (SBMPM), the
location in which the boundary condition is applied is shifted
from the true boundary to a surrogate boundary. This ele-
gant and simple treatment enables us to impose not only the
Dirichlet boundary conditions to inclined boundaries as in the
recent work by Cortis et al. [8], but also arbitrary boundaries
with varying normal vectors. Consequently, this integrated
method provides MPM users with unprecedented capacities
to capture complex geometry without excessive use of back-
ground cells solely for rendering boundaries. This freedom
of designing a surrogate domain and distribution of material
points without constraints due to geometric representation is
particularly important for modeling path-dependent solids. In
these modelings, sufficient number of degrees of freedom is
required to ensure accuracy in the domain of interest where
history dependent variables are evolving rapidly. To over-
come the mesh sensitivity issue incurred due to softening and
damage, we introduce a nonlocal damage model where the
incremental constitutive update is obtained from a spatially
averaged strain computed from the material points within a
distance defined by the physical length scale, a technique
used previously in DEM-FEM scheme (cf. Liu et al. [27]).
A search algorithm is also proposed to efficiently update the
set of the neighbor material points to ensure fast computation
of the nonlocal strain measure. To the best knowledge of the
authors, this is the first work that exploits the strength of the
shifted domain method to material point models to replicate
geometrically consistent material responses of solids under-
going large deformations.
The organization of the rest of the paper is as follows. We
first introduce the shifted boundary material point formu-
lation in the geometrically nonlinear regime and document
the details required for constructing the tangent operator for
implicit schemes (Sect. 2). Then, the material model that
employs the material points to compute nonlocal strain mea-
sure is documented (Sect. 3). Due to the need to project
point cloud information to a smooth field for the analysis
of the simulated results, a recovery scheme based on moving
least squares method is proposed in Sect. 4. This section is
then followed by three numerical examples designed to both
verify the formulations and demonstrate the capacity of the
proposed model. A conclusion is included to summarize the
major findings.
As for notations and symbols, boldfaced letters denote ten-
sors; the symbol ‘·’ denotes a single contraction of adjacent
indices of two tensors (e.g., a·b = ai bi or c·d = ci j d jk ); the
symbol ‘:’ denotes a double contraction of adjacent indices
of tensor of rank two or higher (e.g., C : εe = Ci jklεekl );
the symbol ‘⊗’ denotes a juxtaposition of two vectors (e.g.,
a ⊗ b = ai b j ) or two symmetric second-order tensors (e.g.,
(α ⊗ β) = αi jβkl ).
2 Shifted domainmaterial point method
In this section, we first introduce a material point method that
employs the shifted boundary technique to weakly impose
123
Computational Particle Mechanics
Fig. 1 True domain and
surrogate domain in a
background mesh
the Dirichlet (essential) boundary condition. Following this
step, we briefly outline the procedure to convert the 3D voxel
image into the signed distance function. This signed dis-
tance function enables us to represent the true boundary,
construct a surrogate domain and set up the map between the
true boundary and the surrogate boundary for the imposition
of boundary conditions. To conduct quasi-static simulations,
we introduce an implicit incremental algorithm and derive
the tangent for the residual of the SBMPM. This section is
followed by a presentation of the nonlocal isotropic dam-
age model with a new material point neighborhood search
algorithm designed for the MPM.
2.1 Material point method with shifted boundary
In MPM models, particles (material points) carry all physical
variables via a Lagrangian description in the reference coor-
dinates, while the derivatives are with respect to the spatial
(Eulerian) coordinates. Therefore, the weak form involves
integrals over the current configuration and hence suitable for
an updated Lagrangian formulation. In this work, our focus is
on quasi-static simulations. The quasi-static equilibrium can
also be obtained via dynamic relaxation methods as demon-
strated in Papadrakakis [38], Liu et al. [26,27], Wang and
Sun [56]. Guilkey and Weiss [17] have provided evidence to
suggest that an implicit formulation of the MPM has advan-
tages over an explicit form. Hence, an implicit algorithm is
used in this research.
In this work, the shifted domain method is used to improve
the resolution and accuracy of the constraints imposed on the
MPM domain of complex geometries. As demonstrated in
Fig. 1, the majority of MPM formulations employ a struc-
tural mesh as background mesh. Hence, the boundary of the
true domain cannot be represented properly unless the back-
ground mesh is sufficiently fine. This limitation often leads to
a difficult trade-off—either employing a significantly large
number of degrees of freedom on a region that may contain
little valuable information for the deformation process just
for the sake of representing geometry, or taking the risk of
losing accuracy by using a coarse background mesh for the
sake of computational efficiency.
The introduction of the shifted domain method into the
MPM seamlessly resolves this constraint resolution issue
such that we can strike a balance between computational
efficiency and the need for geometric representation. Mean-
while, there is no need to employ a conformal mesh, as using
a structured mesh enables us to directly conduct simulations
on images stored as voxelized data, such as those obtained
from X-ray micro-tomography [22,49–52]. Discussions on
the stability and accuracy of the SBM and its applications to
the fluid mechanics can be found in the original SBM work
by Main and Scovazzi [29,30].
We now consider a continuum body B ⊂ Rnsd whose
boundary is denoted as  ⊂ Rnsd−1, where nsd =1, 2 or 3
stands for the number of spatial dimensions. The trajecto-
ries of spatial points from the reference configuration to the
current configuration are denoted as x = ϕ(X, t). The unde-
formed continuum therefore can be denoted as B0 = ϕ−1(B)
with the boundary 0. The deformation gradient is written
as:





The strong form of the problem in a quasi-static state
reads: Find the displacement u : B ⇒ Rnsd , such that the
balance of linear momentum is satisfied:
∇x σ + b = 0 on B,
σ · n = 0 on t ,
u = uD on u,
(2)
where σ is the Cauchy stress tensor and b is the body force.
The boundary  having unit normal n at x ∈  holds
 = t ∪ u and ∅ = t ∩ u. It should be noted that
here we only consider the imposition of Dirichlet boundary
conditions and we therefore assume that the traction at the
natural boundary is zero. The following weak form can be
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(∇x η : σ − η · b) dv −
∫
u




η · (u − uD)ds = 0, (3)
for all η ∈ H1 (B), where β is a penalty parameter and
H1 denotes the Sobolev space of degree one. Note that
ηx∈u 	= 0 since the Dirichlet boundary conditions are
weakly imposed. In Main and Scovazzi’s method, the Dirich-
let boundary condition is introduced to the weak form of
governing equations by using the Nitsche’s method [36]. The
Nitsche’s method combines the Lagrange multiplier method
and the penalty method to improve the condition number
and symmetry of the stiffness matrix. In practice, both the
Lagrange multiplier and Nitsche’s method introduce addi-
tional equations and unknowns, while the Nitsche’s method
may require fine-tuning of the penalty parameter to maintain
accuracy and solvability. To simplify the implementation, we
therefore employ the penalty method. Comparisons among
different formulations will be considered in the future but are
out of the scope of this study.
As shown in Fig. 1, the domain in an MPM model is
discretized by a set of material points connected via a struc-
tured mesh, and hence, the true boundary cannot maintain
conformal to the grid edges. We therefore shift the Dirichlet
boundary conditions such that the constraint is applied to a
surrogate boundary (the red line in Fig. 1) instead of the true
boundary (the blue curve in Fig. 1).
Hereafter, the variables defined in the surrogate domain
are denoted with a tilde. In the previous SBM, the map
between the true boundary and the surrogate boundary can
easily be achieved since the boundaries are fixed. Neverthe-
less, the deformation mapping among different configura-
tions during the deformation process must be considered in
this work. We define a map within the initial configuration:
M : ˜0 → 0, X˜ → X, (4)
which maps a point X˜ ∈ ˜0 in the surrogate boundary to a
point X ∈ 0 in the true boundary. We here construct the
map by means of the closest point projection of points in ˜0
to 0, as illustrated in Fig. 1. The distance vector D thus is
aligned with N , and it follows:
D := DN = X − X˜, (5)
where D is the Euclidean distance between X and X˜ and N
is the outward-pointing unit normal at X = M(X˜). Note that
the surrogate domain is only valid if the following assumption
holds,
N · N˜ ≥ 0, (6)
where N˜ is the outward-pointing unit normal at X˜ . This con-
dition N · N˜ ≥ 0 means that we require that N˜ lies on
the half-plane identified by the normal N , a situation that is
always verified in practice as indicated in Main and Scovazzi
[29,30]. This condition can be fulfilled by ensuring that the
surrogate domain contains the topological skeleton or medial
axis of the true domain [21,41]. Note that the closest point
projection is not the only possible way to obtain the distance
vector. The mapping M can also be constructed by solving
an eikonal-type equation or explicitly computing intersec-
tions of the grid with triangulated surface as pointed out by
Main and Scovazzi [29]. Readers are referred to Main and
Scovazzi [29] for detailed discussion.
The spatial vector connecting the two mapped points in
the current configuration becomes:
d = x − x˜ = X + uD − X˜ − u = D + uD − u, (7)
where uD is the prescribed displacement imposed on the true
boundary and u is the unknown displacement imposed on
the surrogate boundary. Through the map M, it is possible to
define the extension ψ˜ on ˜ of a function ψ initially defined
only on , as
ψ˜(x˜) = ψ(φ(M(φ−1(x˜)))). (8)
In particular, we desire to build an extension of the Dirichlet
boundary condition uD from the boundary u to the surro-
gate boundary ˜u, as:
u˜D(x˜) = uD(φ(M(φ−1(x˜)))). (9)
Following Taylor expansion, we can further obtain the fol-
lowing approximations with second-order accuracy:
u(x)|x∈u ≈ u(x˜) + ∇x u · d = u(x˜) + ∇x u
· [D + uD − u(x˜)] , (10)
η(x)|x∈u ≈ η(x˜) + ∇x η · d = η(x˜) + ∇x η
· [D + uD − u(x˜)] . (11)
We now shift the true domain (B, ) to the surrogate





(∇x η : σ − η · b) dv −
∫
˜u









Before discretizing the weak form (12), we first discuss
the existence and meaning of shape functions in the MPM.
The most significant procedure of the MPM is to reset the
background mesh at the beginning of each load step. We
therefore denote the reference coordinates at the start of
nth load step as Xn = ϕ(X, tn). The weighting function
at the node I therefore is only meaningful with the current
coordinates, NI = NI (x), or the updated reference coordi-
nates, NI = NI (Xn). We here adopt the shape functions as
NI = NI (Xn) and approximate the displacements as:
u = NI uI , η = NI η I , (13)
where the repeated subscript I satisfies the Einstein summa-
tion convention. As a result, in our MPM formulation, the
current deformation gradient can be split into two terms, the

























 is the incremental deformation gradient and can
be expressed as:
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2.2 Generating geometry via signed distance
function
As discussed above, the geometry of the true domain is
required for the construction of the surrogate domain and
the corresponding map. The most straightforward quantity
is the signed distance function for a body. The signed dis-
tance function is a mapping that takes a position vector x
and returns a scalar value φ(x). The sign of this scalar indi-
cates whether the point at x is inside or outside a body and the
absolute value of φ(x) is the Euclidean distance measured
by || · ||, i.e.,
φ (x) = sgn (x) min
x¯∈ ||x − x¯||, (17)
Fig. 2 Determining the surrogate surfaces (in blue color). (Color figure
online)
where sgn (x) is the sign function and defined as:
sgn (x) =
{
1 x ∈ B
−1 otherwise. (18)
In this work, we use the convention where φ(x) < 0 indi-
cates the exterior and φ(x) > 0 the interior of the true
domain. On the boundary, φ(x) = 0. Once we obtain the
field of the signed distance function, the true boundary can
be reconstructed by a set of triangles by using marching cube
algorithms [28]. We then set up the map between the true
boundary and a surrogate boundary by connecting integra-
tion points on the surrogate surface to their closest points
on the triangles representing the true boundary. Note that for
simple shapes, such as sphere or cube, we can set up the map
analytically.
The field of the signed distance function can also be
employed to determine the surrogate domain. We have men-
tioned that the surrogate domain should be inside the true
domain in the SBM. As shown in Fig. 2, one element is
labeled as an interior element if φ(x I ) < 0 for ∀I =
1, . . . , Ne, where Ne is the number of nodes per element.
Otherwise, the element would be labeled as an exterior ele-
ment when ∃I = 1, . . . , Ne, such that φ(x I ) ≥ 0. One cube
has six faces corresponding to its six neighboring elements.
If the cube is an interior element and one of its neighboring
elements is an exterior element, the connecting face between
these two elements would be part of the boundary of the sur-
rogate domain, as shown in the blue faces in Fig. 2. After
looping all elements, we can straightforwardly generate a
surrogate boundary and the corresponding surrogate domain
consisting of squares and cubes, respectively.
2.3 Linearization for the implicit scheme
To obtain incremental update of the MPM solution implicitly,
we perform the consistent linearization of the weak form (12)
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in the current configuration at u = u∗ and the consistent
linearization reads





∇x η : σ ∗dv
︸ ︷︷ ︸










η · σ ∗ · n˜ds
︸ ︷︷ ︸










η · ∇x u∗ · d∗ds
︸ ︷︷ ︸










∇x η · d∗ · u∗ds
︸ ︷︷ ︸




∇x η · d∗ · ∇x u∗ · d∗ds
︸ ︷︷ ︸




∇x η · d∗ · u˜Dds
︸ ︷︷ ︸








∇x η : a : ∇x δudv
︸ ︷︷ ︸




η · a : ∇x δu · n˜ds
︸ ︷︷ ︸










η · (∇x δu · d∗ − ∇x u∗ · δu) ds
︸ ︷︷ ︸




∇x η · (d∗ · δu − δu · u∗) ds
︸ ︷︷ ︸















In the above derivation of the tangent, we linearized all the
terms varying with u, i.e., σ = σ(u), d = d(u) and u = u.
For the sake of convenience, the terms involving σ (i.e.,
D f int1 · δu and D f int2 · δu), are derived by a pullback into
the reference configuration. The procedures are standard and
shown in “Appendix”. For the derivations of the other terms,
we need to consider D and uD in (7) are constant vectors and
therefore directly derivate the terms by using d∗ = d(u∗) and
δd = −δu. It should be mentioned that the a is termed gener-
ally the spatial tangent modulus and defined by the Cartesian
components as





Flm − σilδ jk, (22)
where J = det F is the Jacobian, A ≡ ∂ P
∂ F is the material
tangent modulus, P is the first Piola–Kirchhoff stress tensor,
F is the deformation gradient, τ is the Kirchhoff stress and
δ is the Kronecker delta tensor. A more specific expression
of a would be given after introducing the constitutive law.
In terms of the matrix form, we consider a linear cubic ele-
ment with eight nodes for the background mesh and introduce
the following notations for clarity.
1. A second-order tensor c with 3 × 3 elements is either
referred to a matrix as c or a vector as c and their cor-
relation is ci j = ck where k = (i − 1) × 3 + j with
i, j = 1, 2, 3 and k = 1, . . . , 9.
2. u∗ is a vector with length of 3, and u∗node is the vector of
nodal displacement with length of 3 × 8 = 24. We thus
can obtain u∗ and ∇x u∗ within the element as follows:
u∗ = Nu∗node, ∇x u∗ = Gu∗node or Gu∗node,
where N is the matrix form of shape function and G is
the full gradient operator. Note that here elements in G
are the derivatives of the shape functions NI (Xn) with
respect to the spatial coordinates x.
3. We introduce matrices Rd and rd with size of 3 × 9 for
each to ensure:
c · d∗ = Rd c = (cT (Rd)T )T and (d∗)T c = cT (rd)T .
Similarly, we can define Ru , ru , Rn , rud and ru D to
ensure that c · u∗ = Ru c = (cT (Ru)T )T , (u∗)T c =
cT (ru)T , c · n˜ = Rn c, (∇x u∗ · d∗)T c = cT (rud)T and
(u˜D)
T · c = cT (ru D)T , respectively.






GT σ ∗dv, f int2 =
∫
˜u







NT Rd Gu∗nodeds, f int5 =
∫
˜u




GT (Rd )T Rd Gu∗nodeds, f int7 =
∫
˜u

















GT aGdv, K 2 =
∫
˜u








NT Rd G − NT Gu∗node N
)












GT (Rd)T Rd G − GT (Rd)T Gu∗node N − GT (rud)T N
]
ds, K 7 =
∫
˜u
GT (ru D)T Nds.
(24)
It should be noted that we here adopt a general form of the
tangent stiffness matrix K 1 in (24) instead of splitting it into
the so-called material and geometric stiffnesses [9,12].
In the implicit MPM, the governing equations are solved
at the nodes of the background grid and the material points
work as the integration points in the finite element method
(FEM). Similar to the FEM, we need to assemble the global
stiffness matrix and the force vector involving the volume
integrals over each element and the surface integrals over the
bounds of the elements. Generally, the volume integral of a
function f (x) appearing (23) and (24) over an element e is






f (x p)vp, (25)
where B˜e is the volume of the element e, NP is the number of
material points within the element and vp is the volume rep-
resented by point p. For example, the formulation to compute




∇x NI (xnp) · σ np det(F
)vnp, (26)
where n indicates the nth step. The surface integrals are calcu-
lated by using the regular Gaussian quadrature scheme with
2 × 2 integration points for each bound square. We adopt the
Newton–Raphson iteration to solve the incremental equilib-
rium problems. Once we achieve the convergent solution of
displacement field, the position of material points is updated
as follows:
xn+1p = xnp +
Ne∑
I=1
uI NI p, (27)
where I is the I th node of the element containing point p,
uI is the displacement within the load step, NI p = NI (Xnp)
and Ne is the number of nodes per element, e.g., Ne = 8 for
the linear cube element.
3 Semi-Lagrangian nonlocal damagemodel
We introduce a semi-Lagrangian nonlocal damage model to
replicate the behaviors of an isotropic quasi-brittle mate-
rial in the geometrically nonlinear regime. This model is
an extension of the isotropic nonlocal damage model for
the infinitesimal range originally proposed by Jirásek [20].
In particular, we introduce a logarithmic-exponential map-
ping that enables us to build connections between models
with infinitesimal kinematics and those with multiplicative
kinematics. Then, we introduce a semi-Lagrangian approach
to capture the size-independent responses without consid-
ering the deformation of nonlocal influence regions in the
finite strain range. The major upshot of these two treatments
is the simplicity and the ease for implementation. While
the logarithmic-exponential mapping allows us to extend
existing small-strain models to replicate large deformation
responses, the semi-Lagrangian approach greatly simplifies
the calculation of the nonlocal strain measure while cir-
cumventing the pathological mesh dependence commonly
exhibited in the rate-independent local damage model [10].
3.1 Preprocessing step: establishing connections
between infinitesimal andmultiplicative
kinematics
Given the information of the end of nth loading step, we
can obtain the current deformation gradient F by combining
incremental deformation gradient F
 and Fn , as illustrated
in (14). We then compute the left Cauchy–Green tensor as




is computed. This logarithmic strain measure is used as the
input for a small-strain constitutive law to obtain a kinetic
measure as described in Sect. 3.2.
3.2 Strain update: continuum damage theory
We consider a strain-based damage model at the tangent
of multiplicative kinematics. Here, we employ the effective
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stress theory, which hypothesizes that there exists an imag-
inary undamaged material that experiences the same strain
history of the real counterpart material but exhibits path-
independent behavior characterizes by a strain energy density
W (εI , εI I , εI I I ) and the constitutive responses of the two
materials are related by a scalar damage parameter, such that
τ = (1 − ω)∂W
∂ε
, (29)
where τ is the Kirchhoff stress and ω is the damage variable.
We assume the elastic responses of both materials are linear
such that De = ∂2W/∂ε∂ε and De therefore is the elastic
material stiffness tensor.
This damage parameter is then governing by a phe-
nomenological exponential damage law, i.e.,









f (ε, κ) ≡ εeq(ε) − κ ≤ 0, κ˙ ≥ 0, f (ε, κ)κ˙ = 0, (31)
in which g is the damage evolution function, κ is an internal
variable that corresponds to the maximum level of equivalent
strain ever reached in the previous history of the material,
ε0 is the limit elastic strain, ε f is a parameter that controls
softening, the brackets 〈·〉 denote the positive part operator,
defined by the relations 〈a〉 = a for a > 0 and 〈a〉 = 0
for a ≤ 0, f is the damage loading function, εeq is a scalar






where 〈εI 〉 are the positive parts of principal values of the
strain tensor ε.
Generally speaking, the nonlocal approach consists in
replacing a certain variable by its nonlocal counterpart
obtained by weighted averaging over a spatial neighborhood
of each point under consideration. The weighted spatial aver-





where α(x, η) is a given nonlocal weight function. Consid-
ering of eliminating the influence of boundaries, the weight
function is usually rescaled such that the nonlocal operator
does not alter a uniform field, by setting
α(x, η) = α0(‖x − η‖)∫
V α0(‖x − ξ‖)dξ
, (34)
where α0(r) is a monotonically decreasing nonnegative func-
tion of the distance r = ‖x − η‖. The weight function here








where R is a parameter related to the internal length scale.
One important departure of this constitutive law is that
the weighting function that generates the nonlocal strain
invariant measure in Eq. (33) is described in the current con-
figuration and does not deform in each incremental step. As
a result, the influence zone in Eq. (35) remains spherical and
does not deform according to the deformation map, a feature
mimicking the semi-Lagrangian kernel used in Guan et al.
[15] and Guan et al. [16].
In the loading–unloading conditions, εeq in (31) is
replaced by its weighted spatial average, such that
εeq − κ ≤ 0, κ˙ ≥ 0, (εeq − κ)κ˙ = 0. (36)
In the implementation, searching neighboring particles for
a specific particle could be cumbersome. We here take advan-
tage of the structured background grid and construct multiple
sets to improve the efficiency of such searching. The idea of
the searching procedure is illustrated in a two-dimensional
example shown in Fig. 3.
Let us denote the set of all material points in the domain as
S0. The neighbor particles of a specific (target) particle com-
prise a set of material points within a circle domain within
radius R. Here, instead of looping over the entire set S0 to
identify the material points within the neighborhood of each
target material point, we first create a subset of material points
by expanding the initial neighborhood with a positive factor




∣∣||x p − xt || < cR} , (37)
where c > 1 is a constant, R is the internal length scale
parameter and xt is the position vector of a point in the
spatial (current) coordinates. Then, the Euclidean distances
between the target material point (red dot in Fig. 3) and all
material point in the set Spot are computed and those mate-
rial points with distance less than R are then sorted into the
neighborhood set of the target particle. We only construct
Spot one time by setting c as a large parameter consisting of
the deformation of the body. Since Spot contains only a por-
tion of material points in S0, this approach can significantly
reduce the total number of arithmetic operations required to
construct the nonlocal measure.
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Fig. 3 Hierarchy sets for
searching neighboring particles
of a specific particle. S0, Scell
and Spot are one-time
construction. n = [cR/h] is an
integer determined by the ratio
of cR to the mesh size h. (Color
figure online)
Nevertheless, a naïve approach that directly obtains Spot
could still be time-consuming. Hence, we utilize the struc-
tured background meshes to simplify the search. Mincing a
simple technique commonly used in finite difference method,
we assign each element with an identity as (i, j), where
 denotes the region of the element, and i and j are the
indices along x- and y-axes, respectively. For the target parti-
cle belonging to a cell (I ,J ), the set Spot is a subset of Scell ={
x p
∣∣x p ∈ ⋃i, j , i ∈ [I − n : I + n], j ∈ [J − n, J + n]},
i.e., Spot ⊂ Scell, where n = [cR/h] is an integer deter-
mined by the ratio of cR to the mesh size h. The reason why
we introduce Scell is that the particles x p ∈ Scell are easily
determined since the background cells are orderly arranged,
and therefore, the search domain for Spot would dramatically
reduce. During the computation, we only need to loop the
particles belonging to Spot to determine the particles with
nonzero weights. We thus significantly speed up the con-
struction of influence zone or neighborhood for the nonlocal
damage model.
3.3 Postprocessing step: updates stress and
semi-implicit tangential stiffness
Once we obtain the Kirchhoff stress τ via (29), the Cauchy
stress σ can be obtained via
σ = J−1τ . (38)
We now give the specific formulation of spatial tangential
tensor a in (35) by applying the chain rule [9,11,34],




= (1 − ω)De, L = ∂ ln B
∂ B
. (40)
It should be mentioned that a consistent tangent D should
include the nonlocal contribution. However, this nonlocal
contribution is omitted in our calculation to simplify the
implementation. Consequently, the convergent rate in the
Newton–Raphson iterations is negatively influenced by such
an inconsistent tangent. The derivative term ∂ ln B/∂ B can
be obtained via Taylor series expansion or spectral decompo-






g(λa, λb)ua ⊗ ub × ua ⊗ ub (41)
where
g(λa, λb) = 2(ln λb − ln λa)
λ2b − λ2a
if λb 	= λa (42)
and
g(λa, λb) = 1
λ2a
otherwise, (43)
where λa is the principal stretch and ua is the corresponding
direction (i.e., the normalized eigenvector of the symmetric
tensor B). The components form of H in Eq. (39) reads
Hi jkl = δik(B) jl + δ jk(B)il . (44)
In summary, we adopt an isotropic nonlocal damage model
with integral generalization to model the finite deformation of
quasi-brittle materials. The model is verified via an example




4 Internal variable recovery
Since all internal variables and stress measures are stored in
the material points, we modify the method originally pro-
posed in [44] where moving least squares (MLS) is used to
project the data stored in a point cloud onto a smooth field.
This treatment is required for stress analysis [32,60], adaptive
simulations [59] and visualization of data.
In the MLS, the reconstruction function of a scalar field
uh(x) in one dimension is assumed as holding the following
form:
uh(x, x¯) = a0(x¯) + a1(x¯)x + · · · + ar (x¯)xr = PT (x)a(x¯),
(45)
where the coefficients of the monomials PT (x) = [1, x, x2,
. . . , xr ], depend on the spatial coordinate x¯ , i.e., a = a(x¯),
r is the maximum degree of the monomials and a bar over x
for a is adopted to distinguish x for P . The general idea of
the MLS is to find a(x¯) so that the approximation function




w(x¯ − x p)
[
uhp(x p, x¯) − u p
]2
, (46)
where p represents the pth particle in np particles, w(x¯ −x p)
is the weighting function of particle p and u p = u(x p) is the
known value at particle p. By replacing the x¯ in (46) with x




w(x − x p)
[
PT (x p)a(x) − u p
]2
. (47)
Take the derivative of I with respect to each component
of a and set them to zeros to get:
M(x)a(x) = b(x), (48)








w(x − x p)P(x p)u p. (50)
The approximation of u(x) thus can be:
uh(x) = PT (x)M−1(x)b(x). (51)
For three-dimensional problems, we employ linear poly-
nomials as the basis for the reconstruction, i.e., PT (x) =
[1, x1, x2, x3]. We choose the Euclidean distance between
the material point x p and the desired interpolation point x as
the input of the weighting functions, as opposed to the taxicab
distance originally proposed in Gong [14]. This treatment is
necessary to ensure that the resultant projected field from the
point cloud is invariant against rotation and the choice of ref-
erence coordinate system [57,58]. We further adopt a cubic
spline as the weighting function:














≤ r ≤ 1
0 r ≥ 1,
(52)
where r = ||x − x p||/(2h) and h is the grid spacing and || · ||
denotes the Euclidean norm.
5 Numerical examples
We present three numerical examples to verify the SBMPM
and to demonstrate the ability of the proposed method
to handle path-dependent behaviors of objects of com-
plex geometries. In all examples, the full Newton–Raphson
algorithm is selected to solve the incremental equilibrium
problem implicitly.
5.1 Sphere under isotropic compression and rigid
body rotation
As shown in Fig. 4, the true domain is a sphere with a radius
of 2.2 m and a center at (5, 5, 5) m. The size of the back-
ground mesh is 1 m, which means the surrogate domain can
be a cube with the size of 2 × 2 × 2 m. We consider three
cases: (1) rigid body rotation around the center axis along the
z-axis; (2) isotropic compression; and (3) isotropic compres-
sion with rigid body rotation around the center axis along
the z-axis. The surrogate domain thus can be kept constant
Fig. 4 Surrogate domain of a sphere
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Fig. 5 Distributions of pressure for different boundary conditions [P: hydrostatic pressure (Pa) and K: bulk modulus (Pa)]
since the sphere does not change its shape for rigid body
rotation and isotropic compression. The incremental rotation
angle and radial displacement in each loading step are 5◦ and
0.01 m, respectively. We investigate the first three loading
steps. We initially set 27 material points within each ele-
ment, and therefore, 216 material points in total are adopted
to represent the surrogate domain. The material is assumed
as isotropic hyperelastic and described by the Hencky model.
The Young’s modulus is 100 MPa, and the Poisson’s ratio is
0.2. The convergence criterion is that the residual is less than
1 × 10−12 N or the relative displacement change to the dis-
placement obtained in the first iteration is less than 1×10−9.
Figure 5 shows the distributions of pressure for different
boundary conditions. For pure rigid body rotation (the first
row), we can see that the maximum dimensionless pressure
is only 4 × 10−11, which indicates that the material points
are stress-free for rigid body rotation. For pure isotropic com-
pression (the second row), the distributions of the pressure are
homogeneous as expected. When we combine the rigid body
rotation and the isotropic compression, the stress is almost
the same as the isotropic compression. (The maximum rela-
tive error is approximate 0.26%.)
As shown in Fig. 4, the z-axis is a vertical axis passing
through the center point of the sphere, e.g., (5, 5, 5). We now
move the rotation axis form z to z′, which is a vertical axis
passing through the point (4.8, 4.8, 5). The rigid body rotation
thus is unsymmetrical within the body. As a comparison to
the SBM, we do not implement the SBM and directly impose
the Dirichlet boundary conditions from the true boundary to
its closest nodes of the background grid. Note that since the
unsymmetrical rotation would evolve the true boundary, we
here only consider one loading step; otherwise, we need to
update the surrogate domain. Figure 6 compares the dimen-
sionless pressures with the SBM and without the SBM. We
can see that the material points are almost stress-free with the
SBM under such an unsymmetrical rigid body rotation. How-
ever, without the SBM, the maximum dimensionless pressure
is approximate 0.005 after unsymmetrical rigid body rota-
tion of 5◦. The advantage of the proposed method over the
traditional treatment of imposing of the Dirichlet boundary




Fig. 6 Comparison of pressures
after an unsymmetrical rigid
rotation of 5◦: a with the SBM
and b without the SBM
Fig. 7 Numerical model for Boussinesq’s problem
5.2 Boussinesq’s problem
In this example, we adopt the Boussinesq’s problem to
assess the accuracy of the proposed method by comparing
the numerical solutions with the analytical/exact solution of
Boussinesq’s problem. In the Boussinesq’s problem, there is
a point load acting normal to the surface of an elastic half-
space. We can achieve the analytical solution of the field of
displacement in cylindrical coordinates. As shown in Fig. 7,
we here consider the symmetries of the problem and only
concern a quarter half-sphere with a radius of R. The point
load with magnitude P = 1000 N is applied at the origin
of coordinates on the quarter half-sphere. The z-axis repre-
sents depth beneath the ground surface. We set symmetric
boundary conditions for the planes of x = 0 and y = 0.
The displacement on the sphere surface is set as the analyt-
ical solution and be shifted to apply on surrogate domains.
If the shifted scheme works, the displacement along z-axis
needs to be consistent with the analytical solution. The mate-
rial parameters are Young’s modulus 100 MPa and Poisson’s
ratio 0.2.
We first estimate the influence of the surrogate domain
on accuracy. As shown in Fig. 8, we employ two surrogate
domains with different mesh sizes of h = 1 and 0.5 m, respec-
tively, for a fixed true domain with R = 9.2 m. The vertical
displacement along z-axis for these two domains is com-
Fig. 8 Two surrogate domains for a quarter half-sphere with a mesh
size 1 m and b mesh size 0.5 m
Fig. 9 Comparisons of analytical results and numerical results: differ-
ent surrogate domains for a identical true domain
pared with the analytical solution, as shown in Fig. 9. Note
that the analytical solution for the origin point is infinite and
we therefore only compare the region of z ∈ [1 : 9]. We can
see that numerical solutions are pretty close to the analytical
solution even for the coarse domain with h = 1 m.
We then fix the coarse surrogate domain to represent var-
ious true domains with different sizes. Note that the shapes
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Fig. 10 Comparisons of analytical results and numerical results: dif-
ferent true domains with an identical surrogate domain
of these true domains are identical, i.e., a quarter of a half-
sphere. As illustrated in Fig. 10, we can see that the error of
the displacement along z-axis increases with the radius of the
true domain. This is caused by the fact that the essence of the
SBM is to approximate the displacement on the true boundary
via its first-order Taylor expansion at the surrogate boundary.
The accuracy of this approximation decreases with the dis-
tance between the true boundary and the surrogate boundary.
In summary, without using a conformal grid, we can
effectively shift the boundary conditions applied on the true
boundary to a boundary of an inside surrogate domain com-
posing of structured cells.
5.3 Sand grain subjected to distributed loads
In this example, we implement the proposed method to study
the mechanical behavior of a quasi-brittle sand grain sub-
jected to Dirichlet boundary conditions. As shown in Fig.
11a, we represent the true boundary of the grain by a set
of triangles based on a binarized 3D image of Hostun sand
[19]. This image is provided to us by Drs. Edward Ando and
Max Miebicke from the laboratory 3SR in Grenoble, France.
As a part of larger ongoing efforts to promote third-party
verification, validation and falsification of numerical models
as documented in Gupta et al. [19], the original micro-CT
images, the binarized image which we used in this study and
the conformal tetrahedral volume mesh and the conformal
triangle surface mesh are all available from the repository in
Mendeley data (cf. Gupta et al. [18]).
The characteristic spatial length is enlarged by 100 times
than that of the original image and holds the value of 100 mm.
We then initialize the signed distance field at a structured
Fig. 11 Grain model. a Grain image (unit: mm) and b signed distance
field
background mesh. A half-space of the signed distance field
is illustrated in Fig. 11b. Note that the true boundary is with
φ = 0.
Once we obtain the field of the signed distance function,
we can generate a surrogate domain composing of structured
elements by the algorithm previously discussed. To assess
the sensitivity of the numerical solution with respect to the
choices of the surrogate domains, we solve the boundary
value problems three times, each with a different surrogate
domain of a slightly different mesh size, i.e., h = 20, 22 and
25 mm. Figure 12 shows these surrogate domains. It shows
that a moderate variation in the mesh size may lead to a
change in the generated surrogate domain. This is attributed
to the fact that the surrogate domains composing of voxels
are constrained to be inside the true domain. Note that the
total number of degrees of freedom for these three surrogate
domains is 10,263, 7653 and 5163, respectively. It is obvious
that generating such a simple grid is much more efficient than
generating a conformal grid required in the traditional FEM.
In the proposed method, the most significant procedure is to
set up the map between the surrogate boundary and the true
boundary. The insets of Fig. 12 also show the enlargements at
the top regions of maps between the surface Gauss quadrature
points (in red) on the surrogate boundary and their closest
points (in blue) on the true boundary.
The boundary conditions for the true boundary are applied
as follows. In terms of the geometry of the grain, we spec-
ify two reference points (xt , yt , zt ) = (300, 300, 450)mm
at the top region and (xb, yb, zb) = (300, 400, 80)mm at
the bottom region. The spatial vector connecting these two
points thus is t = (0,−0.261, 0.965). Since the Dirichlet
boundary conditions are applied on the true boundary, we
denote to the spatial position of a mapped point p on the true
boundary as x p = (x p, yp, z p). If z p > zt (or z p < zb),
we compute the length Rp =
√
(x p − xt )2 + (yp − yt )2
(or Rp =
√
(x p − xb)2 + (yp − yb)2). The displacement
of the point p is uP = u0 〈R0 − RP 〉 /R0 t (or uP =
−u0 〈R0 − RP 〉 /R0 t), where the brackets 〈·〉 denote the pos-
itive part operator, R0 is a specified length and u0 is the
magnitude of displacement. We here set R0 = 40 mm and
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Fig. 12 Surrogate domains with different mesh sizes h = 20, 22, 25 mm. Insets: maps between the integration points on the surrogate boundary
(in red) and the corresponding points on the true boundary (in blue) at the top region. (Color figure online)
Fig. 13 Locations imposed of boundary conditions (contour denotes
the magnitude of displacement vectors)
u0 = 0.05 mm. We thus can eliminate the body rotation and
the stress concentration at tip of the region subjected to the
boundary conditions. The prescribed displacement is shown
in Fig. 13.
The constitutive model of the grain is assumed as the
nonlocal damage model discussed in Sect. 2.3. The mate-
rial parameters are given as follows. The elastic modulus is 1
GPa, and the Poisson’s ratio is 0.2. The material parameters
in (30) are ε0 = 1 × 10−4 and ε f = 2 × 10−3, respec-
tively. The internal length is R = 50 mm. We incrementally
increase the loading and adopt the Newton–Raphson itera-
tion to solve the incremental equilibrium problems. Figure 14
shows the evolutions of vertical stress among the horizontal
plane of z = 450 mm. We can see that the tendencies of the
curves are the same. For each grid, the normal decreases after
umax = 0.2 mm due to damage evolution of the grain. The
discrepancies between the curves for different grids mainly
come from the difference of the resolution of the grain and
the distance between the true boundary and the surrogate
boundary.
Hereafter, we only show the results for the grids with mesh
sizes of h = 20 and 25 mm since the result for h = 22 is
Fig. 14 Evolutions of vertical stress among a horizontal plane with
z = 450 mm (umax = nu0 with n denoting nth step, and σ3 is the
vertical stress)
almost the same. We first compare the distributions of the von
Mises stress for different surrogate domains at the end of the
fifth loading step. Figure 15 shows such a comparison with a
cutting plane with the normal direction of n = (1, 0, 0). We
can see that the stress concentrates at the region subjected
to the Dirichlet boundary conditions. The stress patterns for
different surrogate domains are almost the same.
Figure 16 shows the evolutions of the damage parameter
ω under the increasing loading in the plane perpendicular
to the x-axis. We can see that the damage evolves with the
increasing loading. The damage parameters in the regions
subjected to the boundary conditions are much higher than
in other regions. From the analysis for Fig. 14, for both of the
grids, the grain achieves softening states when umax = 0.25
mm. We can observe obvious damages when umax = 0.25
mm for each of grids, consistent with the loading curve.
Since the grain is three-dimensional, the pattern of dam-
age should be different for various planes. We select four
specific planes with different normal directions as n =
(1, 0, 0), (1, 1, 0), (0, 1, 0) and (1,−1, 0). Figure 17 shows
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Fig. 15 Comparison of von
Mises stress (Pa) for two grids at
the end of the fifth loading step
Fig. 16 Evolution of damage parameter for different surrogate domains
Fig. 17 Spatial distributions of damage parameter in different cutting planes (n is the outward pointing normal of the plane)
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the spatial distributions of damage parameter at these cutting
planes when umax = 1 mm. We can see that the damage
patterns are almost the same for different grids.
Given the complexity of replicating damage and fracture at
the grain scale and the lack of required data for validation, the
objective of this simulation is merely on verifying the imple-
mentation of the SBMPM and to ensure that the SBMPM
is capable of shifting the boundary conditions from the true
boundary to a surrogate boundary. Simulations and valida-
tions of different fracture patterns are beyond the scope of this
paper. The results of this example indicate that it is feasible
to incorporate SBMPM to simplify the image-to-simulation
workflow such that simulations can be directly conducted
in the voxelized images from 3D MicroCT scanning. The
proposed model also provides an alternative approach to
simulate the contact between true grains since the complex
geometry can be much simplified by the SBMPM.
6 Conclusion
In this work, we introduce the shifted boundary material point
method designed to model 3D objects of complex geome-
tries undergoing finite deformation. By incorporating the
shifted boundary method, the material point integration is
conducted in the surrogate domain such that the constraints
imposed on the surface of arbitrary geometries can be cap-
tured without introducing additional degrees of freedom.
To capture the nonlocal constitutive responses and circum-
vent the loss of material stability upon softening, we extend
an isotropic strain-based damage model by incorporating a
nonlocal strain measure computed from the long-range inter-
actions among material points within a prescribed range.
Numerical examples are used to verify the formulation and
to demonstrate a workflow that employs the shifted bound-
ary material point method to replicate deformation of a 3D
particle available in the literature.
In this present work, we constrain our implementations
for quasi-static states and the level set is kept constant
in the reference configuration. In order to impose traction
on the surrogate boundary, the surrogate normal should be
decomposed along normal and tangent directions of the true
boundary, and the second derivative of the solution is also
required. Moreover, future work may also include a formu-
lation that handles the roller boundary conditions to free the
tangent displacement. These issues will be addressed in the
future. We will also evolve of the level set by solving the
Hamilton–Jacobi equation and update the surrogate domain.
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We linearize all the terms varying with u in (12) to imple-
ment the Newton–Raphson iteration. We here only show the
procedure of linearization of the terms containing σ = σ(u).
There are two main approaches to linearize the weak form
of the balance of linear momentum. One is to derive the rate
of internal energy using an objective stress rate, in which
the tangent stiffness matrix is composed by material tangent
stiffness and geometric stiffness, as shown in [4]. In [12],
the measurement of stress, such as P , is a function of the
displacement through the deformation gradient:
P = P (F (u)) . (53)
The directional derivative of P at u∗ therefore is:





∂ F(u∗ + δu)
∂
= A : ∇X δu.
(54)
To some extent, the tangent modulus A = ∂ P
∂ F is in a general



















η · A : ∇X δu · NdA.
(56)
Since the material and spatial virtual work functional are
















































η · a : ∇x δu · ndA, (58)
where a is defined in (35).
Verification of the local nonlocal damagemodel
We here adopt a uniaxial loading example to verify the nonlo-
cal damage model. As shown in Fig. 18, a bar with a length of
10 m is fixed on the left bound and subjected to an incremen-
tal displacement on the right bound. The material is described
by an isotropic elastic damage model. The elastic modulus
is 10 GPa, Poisson’s ratio is 0.2, and ε0 and ε f in (30) are
1×10−4 and 2×10−3, respectively. We set the size of element
as h = 0.5, 1 and 2m. The internal length for the integral reg-
ularization is 2.2 m. Figure 19 plots the curves of ε − σ for
different mesh sizes and constitutive models. We can see that
the results are mesh-dependent for local damage model and
less dissipation energy for the finer grid. On the contrary,
the results are identical for different meshes with the non-
local damage model. We further compare the distribution of
Fig. 18 Model of a bar under a uniaxial loading
Fig. 19 Stress–strain curves with different meshes for local (loc) and
nonlocal damage (non) models
strain along the horizontal axis and find that the distribution
is almost uniform for the nonlocal damage model and the
strain localizes at the rightmost element for the local damage
model. We thus believe our implementation of the nonlocal
damage model is correct.
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