Abstract. In this paper, we will follow Kirchberg's categorical perspective to establish new notions of WEP and QWEP relative to a C * -algebra, and develop similar properties as in the classical WEP and QWEP. Also we will show some examples of relative WEP and QWEP to illustrate the relations with the classical cases. Finally we will apply our notions to recent results on C * -norms.
Introduction
In this paper, we investigate a new notion of operator-valued WEP and QWEP. Let us recall that the weak expectation property (abbreviated as WEP) was introduced by E. Christopher Lance in his paper [Lan73] of 1973, as a generalization of nuclearity of C * -algebras. In 1993, Eberhard Kirchberg [Ki93] revealed remarkable connections between tensor products of C * -algebras and Lance's weak expectation property. He defined the notion of QWEP as a quotient of a C * -algebra with the WEP, and formulated the famous QWEP conjecture that all C * -algebras are QWEP. He showed a vast amount of equiva-
lences between various open problems in operator algebras. In particular, he showed that the QWEP conjecture is equivalent to an affirmative answer to the Connes' Embedding Problem. The motivation of our research is to generalize the notion of WEP and QWEP in the setting of Hilbert C * -modules, in which the inner product of a Hilbert space is replaced by a C * -valued inner product. Hilbert C * -modules were first introduced in the work of Irving Kaplansky in 1953 [Kap53] , which developed the theory for commutative, unital algebras. In the 1970s the theory was extended to noncommutative C * -algebras independently by William Lindall Paschke [Pas73] and Marc Rieffel [Rie74] . The latter used Hilbert C * -modules to construct a theory of induced representations of C * -algebras. Hilbert C * -modules are crucial to Kasparov's formulation of KK-theory [Kas80] , and provide the right framework to extend the notion of Morita equivalence to C*-algebras [Rie82] . They can be viewed as the generalization of vector bundles to noncommutative C*-algebras and as such play an important role in noncommutative geometry, notably in C * -algebraic quantum group theory and groupoid C * -algebras.
Another motivation of our research is from the relation with amenable correspondence. The notion of correspondence of two von Neumann algebras has been introduced by Alain Connes [CJ85] , as a very useful tool for the study of type II 1 factors. Later Sorin Popa systematically developed this point of view to get some new insight in this area [Pop] . Among many interesting results and remarks, he discussed Connes' classical work on the injective II 1 factor in the framework of correspondences, and he defined and studied a natural notion of amenability for a finite von Neumann algebra relative to a von Neumann subalgebra using conditional expectations. As Lance was inspired by Tomiyama's work on conditional expectations, we are interested in weak conditional expectations relative to a C * -algebra.
The main results of this paper are inspired by Kirchberg's seminal work on non-semisplit extensions. In Section 3, we define two notions of WEP relative to a C * -algebra D. Let be the von Neumann algebra of bounded adjointable linear operators on E D * * . We say that a C * -algebra A has the DWEP 1 if it is relatively weakly injective in L(E D ), i.e.
for a faithful representation A ⊂ L(E D ), there exists a ucp map L(E D ) → A * * , which preserves the identity on A. Respectively we define the DWEP 2 to be the relatively weak injectivity in L(E D * * ). We show that DWEP 1 implies DWEP 2 , but the converse is not true. After investigating some basic properties, we establish a tensor product characterization of DWEP. Let max We have the similar result for DWEP 2 with respect to some universal weakly closed D * * -module E u D * * . In Section 4, we define two notions of relative QWEP, derived from relative WEP. After developing basic properties of relative QWEP, we show that the two notions are equivalent, unlike the case in the relative WEP. Similarly, we establish a tensor product characterization of relative QWEP. In Section 5, we investigate some properties of WEP and QWEP relative to some special classes of C * -algebras, and illustrate the relations with classical results in the WEP and QWEP theory. In Section 6, we discuss some application of our tensor product characterization result for DWEP from Section 3 in the setting of C * -norms. As we know, the algebraic tensor product A ⊗ B of two C * -algebras may admit distinct norms, for instance, the minimal and maximal norms. A C * -algeba A such that · min = · max on A⊗B for any other C * -algebra B is called nuclear. In particular, Simon Wassermann [Was76] shows that B(H) is not nuclear, and later Gilles Pisier and Marius Junge [JP95] show that · min = · max on B(H) ⊗ B(H). Recently, Pisier and Ozawa [OP14] showed that there is at least a continuum of different C * -norms on B(ℓ 2 ) ⊗ B(ℓ 2 ). In Section 6, we adopt the adea in their paper to construct a new C * -norm on A ⊗ B by using the notion of DWEP and the max D 1 norm which we constructed in Section 3, and provide the conditions which make it neither min nor max norm, and distinct from the continuum norms constructed by Pisier and Ozawa. We also give a concrete example, satisfying the conditions and hence with four distinct tensor norms. These conditions will give us a new way to distinguish norms on C * -algebras.
We would like to thank Marius Junge, for having extensive inspiring discussions on this topic.
Preliminaries
2.1. WEP and QWEP. The notion of WEP is from Lance [Lan73] , and it is inspired by Tomiyama's extensive work on conditional expectations. Kirchberg in [Ki93] raises the famous QWEP conjecture and establishes its several equivalences. Here we list some useful results for readers' convenience. Most of the results and proofs can be found in Ozawa's survey paper [Oz04] . For von Neumann algebras M ⊂ N, the relative weak injectivity is equivalent to the existence of a (non-normal) conditional expectation from N to M.
We say a C * -algebra A has the weak expectation property (short as WEP), if it is Lemma 2.3. If (A i ) i∈I is a net of C * -algebras such that A i is relatively weakly injective in B i for all i ∈ I, then Π i∈I A i is relatively weakly injective in Π i∈I B i .
In [Lan73] , Lance establishes the following tensor product characterization of the WEP. The proof of the theorem is called The Trick, and we will be using this throughout the paper. In the following, let F ∞ denote the free group with countably infinite generators, and C * F ∞ be the full group C * -algebra of F ∞ .
Theorem 2.4. A C * -algebra A has the WEP, if and only if
As a consequence of the above theorem, we have the following result. Similar to the WEP, the QWEP is also preserved by the relatively weak injectivity as following.
In [Kas80] , Kasparov proves the following theorem known as the absorption theorem, which shows the universality of H D in the category of Hilbert D-modules.
Theorem 2.12. Let D be a C * -algebra and E be a countably generated Hilbert D-module.
Remark 2.13. Using the absorption theorem, for an arbitrary Hilbert
Before we proceed to the main results of Hilbert C * -modules, let us recall the notion of multiplier algebra of a C * -algebra. It can be shown that for any C * -algebra A, there is a unique (up to isomorphism) maximal C * -algebra which contains A as an essential ideal. This algebra is called the multiplier algebra of A and is denoted by M(A).
In the special case where E = H D , we have
where K = K(H) is the C * -algebra of the compact operators. Therefore, by Theorem 2.15
In 
As a consequence of the above theorem, Kasparov shows that given a C * -algebra D, Let E be a Hilbert D-module. Each x ∈ E gives rise to a bounded D-module map x : E → D defined byx(y) = y, x for y ∈ E. We will call E self-dual if every bounded D-module map of E into D arises by taking D-valued inner products with some x ∈ E. For instance, if D is unital, then it is a self-dual Hilbert D-module. Any self-dual Hilbert C * -module is complete, but the converse is not true.
For von Neumann algebra N, it is natural to consider the the self-dual Hilbert N-module E N , because of the following theorem from [JS05] . (1) The unit ball of E is strongly closed; (2) E is principal, or equivalently, E is an ultraweak direct sum of Hilbert C * -modules q α N, for some projections q α ; (3) E is self-dual; (4) The unit ball of E is weakly closed.
We denote the algebra of adjointable maps on E N closed in the weak operator topology by L w (E N ).
Remark 2.19. According to [Pas73] and the absorption theorem, for a von Neuamann algebra N, we have that L w (E N ) = eB(H)⊗Ne for some projection e.
Remark 2.20. Let N be a von Neumann subalgeba of M, such that N = zM for some central projection z ∈ M. Then one can unitize the inclusion map ι : B(ℓ 2 )⊗N ֒→ B(ℓ 2 )⊗M. Indeed since B(ℓ 2 ) is a type I ∞ factor, the projection 1 ⊗ z : B(ℓ 2 )⊗M → B(ℓ 2 )⊗N is properly infinite, and hence it is equivalent to identity on B(ℓ 2 )⊗M [Tak1] . 
n and d
k , where the sum is taken in A * * . Define
where
It is easy to check that the maps V n and W n have the following properties:
lifts to a completely contractive map
. Therefore, we have the following commutative diagram:
where ev 1 is the evaluation of f (x) in C 0 (0, 1] at 1. From the properties above, we have
Using the above theorem, we can establish the following result on the relation between M(A) and A * * .
Corollary 2.22. Suppose A is a C * -algebra and M(A) is its multiplier algebra. Then

M(A) is relatively weakly injective in
Proof. With the notation of the previous theorem, since U n,f lifts W n , we have
Since there is a natural inclusion M(A) ⊂ A * * , we can defineŨ n,f :
which commutes locally: let ε be arbitrary, F a finite-dimensional subspace of A * * , and
the composition of the following maps
Then we have lim
Let ψ := lim n,λ ψ n,λ : A * * → M(A) * * in the weak * -topology. Then ψ gives the required conditional expectation, and this proves that M(A) is r.w.i. in A * * .
Module version of the weak expectation property
The notion of r.w.i. is a paired relation between a C * -subalgebra and its parent C * -algebra. If the parent C * -algebra is B(H), the r.w.i. property is equivalent to the WEP.
By carefully choosing a parent C * -algebra, we can define the notion of WEP relative to a C * -algebra.
Let C be a collection of inclusions of unital C * -algebras {(A ⊆ X)}.
For a C * -algebra D, there are two classes of objects that we will discuss throughout this paper.
( Notice that the notion of DWEP is a r.w.i. property. By Corollary 2.5, the WEP implies the DWEP i , for i = 1, 2. Also, inherited from r.w.i. property, we have the following lemmas for DWEP. 
Because of the injectivity of B(H), we see that the notion of WEP does not depend on the representation A ⊆ B(H). By constructing a universal object in the classes C i , we can define the DWEP i independent of inclusions. (2) If A is relatively weakly injective in some X, then there exists a ucp map from X u to X, which is identity on A.
Proof. The "if" part is trivial. For the "only if" part, take C 1 for example. The proof of the other case is similar. For all ucp maps ρ : A → L(E D ), by KSGNS construction there exists a Hilbert D-module E ρ and a
Hence we complete the proof. Following Lance's tensor product characterization Theorem 2.4, we have a similar result for the DWEP i , for i = 1, 2. We only present the result for the first class. The other case can be proved similarly.
Let A ⊆ L(E u D ) be the universal representation. We define a tensor norm max
isometrically. This induced norm is categorical in the sense that if φ is a ucp map from A to B, then φ ⊗ id extends a ucp map from
Theorem 3.6. A C * -algebra A has the the DWEP 1 , if and only if
Therefore the map ϕ| A ⊗ id, defined on the algebraic tensor product, extends to a ucp map from
To prove the other direction, suppose
theorem, we can extend the above ucp map to Ψ :
This completes the proof.
It is natural to explore the relationship between DWEP 1 and DWEP 2 . We have the following.
Theorem 3.7. If a C * -algebra A has the DWEP 1 , then it also has the DWEP 2 .
In fact, the converse of the above theorem is not true, and we will give a counterexample in Section 5.
To prove the above theorem, we need following lemmas. 
Proof. Following Kirchberg's method, it suffices to show
Since we have ucp maps φ i : A → B and
Since B has the DWEP i , by Theorem 3.6, we
A ⊗ max C * F ∞ defined by the composition of the maps according to the following diagram
This net of maps converges to the identity. Hence we get the result.
Another lemma we need is that the DWEP i property is preserved under the direct product.
Lemma 3.9. If (A i ) i∈I is a net of C * -algebras with the DWEP i , then i∈I A i has the
Proof. We will prove the result for the DWEP 1 . The proof of the other case is similar.
Since each A i has the DWEP 1 , there exists an inclusion
. Therefore i∈I A i has the DWEP i .
Kirchberg [Ki93] shows that for a C * -algebra A, the multiplier algebra M(A) factors through ℓ ∞ (A) approximately by ucp maps (Theorem 2.21). Using this fact, we have the following. 
Note that B is nuclear and hence exact, so the inclusion map
Therefore we have a normal conditional expectation
As a consequence of Corollary 3.10, we have the transitivity property of DWEP.
Proposition 3.13. If A has the BWEP i , and B has the CWEP i , then A has the CWEP i , for i = 1, 2.
Proof. Since B has the CWEP i , then so does K ⊗ B, and hence so does M(K ⊗ B) by Corollary 3.10. Since A has the
. By the transitivity of r.w.i., we conclude that A has the CWEP i , for i = 1, 2. 
where ι F : F → A is the inclusion map and q G : A → A/G ⊥ is the quotient map.
We have a similar result for the module WEP as follows. and ucp maps u :
For the DWEP 2 case, we will replace the matrix algebra
Proof. ⇐: From the assumption, we get a net of maps u and v over (F, G, ε). Taking the direct product of all such u, and one w * -limit of v, we have ucp maps A → 
Note that each of the inclusions above is r.w.i.. By taking the duals, we have
By the local reflexivity principle, for arbitrary F , G and ε as in the theorem, there exists a map α
for f ∈ F and g ∈ G. By carefully choosing an Auerbach basis for the finite dimensional spaces, we can have the above relation on a finite subset I 0 ⊂ I, i.e.
| α
By the r.w.i. property of σ I we have ϕ I (g), σ I (f ) = g, f . Therefore for f and g with norm 1, we have | α Similar to the DWEP i , we have a tensor characterization for DQWEP i for i = 1, 2 as follows. First we need the following result due to Kirchberg. We only prove the tensor characterization for DQWEP 1 . The proof of the other case is similar.
The following statements are equivalent:
(ii) For any ucp map u : C * F ∞ → B, the map u ⊗ id extends to a continuous map
Proof. (i)⇒(ii): Suppose B is DQWEP 1 . Then B = A/J for some C * -algebra A with DWEP 1 . Let u : C * F ∞ → B be a ucp map, and π : A → B be the quotient map. Since C * F ∞ has the lifting property, there exists a ucp map ϕ : C * F ∞ → A which lifts u, i.e.
the following diagram commutes
Therefore, we have the following continuous maps
Note that (π ⊗ id) • (ϕ ⊗ id)| C * F∞⊗1 C * F∞ = u by the lifting property. Therefore, u ⊗ id extends to a continuous map from
(ii)⇒(i): Let u : C * F ∞ → B be the quotient map. We have the following diagram Remark 4.4. In the proof of the above Theorem, we showed that the second statement is equivalent to the statement that for any ucp map u :
the map u ⊗ w extends to a continuous map from
Now let us investigate some basic properties of the DQWEP. We have the following proposition similar to the DWEP case. (1) If a C * -algebra B is DQWEP 1 and C is nuclear, then C ⊗ min B is also DQWEP 1 .
(2) If von Neumann algebras M and N are CQWEP 2 and DQWEP 2 , respectively,
Proof.
(1) Suppose B is DQWEP 1 , then B = A/J for some C * -algebra A with the DWEP 1 . Since C is nuclear, it is also exact. Therefore, we have
But C ⊗ min A has the DWEP 1 by Proposition 3.12(1). Therefore,
Note that by the same argument as in the proof of Proposition 3.12 (2),
By Theorem 3.7, DWEP 1 implies DWEP 2 , and hence DQWEP 1 implies DQWEP 2 . In Section 5 we will show that there exist C * -algebras with DWEP 2 which do not have We have the following transitivity result for DQWEP i . We only show the DQWEP 1 case. The proof of the other case is similar. First we need the following lemma.
, and therefore, it is DQWEP 1 , by Lemma 4.13. Hence it is also DQWEP 2 . For the other case, it suffices to show that
Corollary 4.12, (K ⊗ D) * * is DQWEP 1 , and hence it is DQWEP 2 .
The following result shows the transitivity of the DQWEP i for i = 1, 2.
Corollary 4.16. Let B, C and D be C * -algebras such that B is DQWEP i , and D is
Proof. We only show this for i = 1. Let C * F ∞ ⊂ L(H u D ) be the universal representation. Since B is DQWEP 1 , by Theorem 4.3, for all ucp maps u : C * F ∞ → B, the map
by Lemma 4.15. Now by the tensor characterization of CQWEP 1 , the map w ⊗ id :
This proves that B is CQWEP 1 .
Now we are ready to establish the equivalence between the DQWEP notions by observing the following result.
Theorem 4.17. For a C * -algebra B, the following conditions are equivalent:
(1)⇒(2): This follows from the fact that DWEP 1 implies DWEP 2 .
(2)⇒(3): Suppose B is DQWEP 2 . Therefore, B is the quotient of a C * -algebra A B is the quotient of a C * -algebra A which is r.w.i. in L w (E D * * * * ). We have Let CB(A, B) be the space of completely bounded maps from A to B. Therefore we have
where S 1 is the algebra of trace class operators, π is a * -homomorphism, and ϕ acts by composing the maps in CB (S 1 , B(H) ) and E. Note that by operator space theory
we can unitize these two maps. Therefore A is r.w.i. in B(ℓ 2 ⊗ H), and hence it has the WEP.
After nuclear C * -algebras, it is natural to consider the relative WEP for an exact C * -algebra D. For convenience, we consider the following stronger version of weak exactness property. A von Neumann algebra M ⊆ B(H) is said to be algebraically weakly exact, (a.w.e. for short), if there exists a weakly dense exact
know that the a.w.e. implies the weak exactness. Notice that the unitization trick works better in C 2 category, and hence we have the following. As we see, the nuclear-WEP is equivalent to the WEP. But the exact-WEP is different.
Example 5.4. Let F 2 be the free group of two generators. Then it is exact and hence C * λ F 2 is exact and LF 2 is weakly exact. Since C * λ F 2 is r.w.i. in LF 2 , by Proposition 5.3, C * λ F 2 has the DWEP 2 for D = C * λ F 2 . But C * λ F 2 does not have the WEP, since the WEP of a reduced group C * -algebra is equivalent to the amenability of the group (see Proposition 3.6.9 in [BrOz] 
with conditional expectation from the larger algebra to the smaller for each inclusion. Hence M⊗B(ℓ 2 ) is r.w.i. in M. By the same argument above, the equivalence is established. Problem: M is a non-McDuff II 1 factor. At the time of writing, we do not have an affirmative answer for this case.
6. Application to C * -norms
In this section, we will discuss some application of our tensor norm max D constructed in Section 3, to C * -norms. We will follow the approach in [OP14] to construct norms on A ⊗ B for C * -algebras A and B.
Let E be a n-dimensional subspace in B, and C * E be the separable unital C * -subalgeba of B generated by E, which contains E completely isometrically. For free group of countably infinite generators F ∞ , we have a quotient map C * F ∞ → B. Let q : C * E * C * F ∞ → B denote the free product of the inclusion C * E ⊂ B and the quotient map C * F ∞ → B, and let I = ker(q), so that we have B ≃ (C * E * C * F ∞ )/I.
Following [OP14], let
Similarly, we can construct a new norm using the max 
By their constructions, it is easy to see the following continuous inclusions
The goal of this section is to determine the conditions which distinguish the above norms, and make the inclusions strict. We will follow the notations in [OP14] . Let us first recall the operator space duality F * ⊗ min E ⊂ CB(F, E) isometrically (see Theorem B.13 in [BrOz] ). This gives us a correspondence between a tensor
, with x min = ϕ x cb . For finite dimensional operator space E, we denote by t E the "identity" element in E * ⊗ E. Note that t E min = 1 and that any norm of t E is independent of embeddings E * ֒→ B(ℓ 2 ) and E ֒→ B(ℓ 2 ).
For any n ∈ N, let OS n denote the metric space of all n-dimensional operator spaces, equipped with the completely bounded Banach-Mazur distance. Note that by [JP95] , OS n is non-separable for n ≥ 3. If A is a separable C * -algebra, then the set OS n (A) of all n-dimensional operator subspaces of A is a separable subset of OS n . The first lemma will help us distinguish · E,D and · min .
Lemma 6.1. Let E and F be subspaces of C * -algebra B, and E * , F * be subspaces
Proof. By their construction, we have the following diagram
where π is induced from a quotient map C * F ∞ → C * E * C * F ∞ , and ι is a continuous inclusion.
Note that for finite dimensional F * ⊂ A and F ⊂ B, we can lift F to a subspace
Hence we have a factorization
such that the composition is the inclusion F ⊂ B. Therefore the image α(F ) inG is isomorphic to F . Hence we have
The next lemma will help us distinguish · E,D and · max . Proof. From the assumptions, we have the following diagram
Applying the Trick, we obtain a ucp map φ : L(H u D ) → A * * , which is identity on A, and hence A has the DWEP 1 . Now we are ready to give the conditions which distinguish the norms. Proof. (a) is proved in [OP14] . Indeed, if such F and F * exist, then the identity map t F on F * ⊗ F ⊂ A ⊗ min B has norm 1. On the other hand, notice that the norm of t F in A ⊗ E B is greater than 1. Indeed if t F E = 1, then by the construction of A ⊗ E B, it lifts to an element ξ ∈ F * ⊗ (C * E * C * F ∞ ) with ξ min = 1. This corresponds to a completely isometric mapping F → C * E * C * F ∞ , showing that F is completely isometric to a subspace of C * E * C * F ∞ , which contradicts the condition F ∈ OS n (C * E * C * F ∞ ).
Hence t F E > t F min = 1. (b) By Lemma 6.1, t E E,D ≥ d cb (E, OS n (C * F ∞ )). If E ∈ OS n (C * F ∞ ), then we have d cb (E, OS n (C * F ∞ )) > 1, and so is t E E,D . Therefore t E E,D > t E E = 1. Moreover, similar to the proof of (b), Lemma 6.1 shows that A ⊗ D,E B = A ⊗ F B, if F ∈ OS n (C * F ∞ ). Now we will construct C * -algebras A and B, to give a concrete example with above distinct norms. Our goal is to construct a C * -algebra A such that A ≃ A op without DWEP 1 , and let B = A.
Recall that for operator spaces E and F , C * E * C * F ≃ C * E ⊗ h F , where E ⊗ h F is the Haagerup tensor product, and also that C * E op ≃ C * E op .
Lemma 6.4. Let C = C * E ⊗ h E op . Then C ≃ C op .
Proof. Let π : C * F ∞ → C * E be the quotient map, then so is π op :
Then we have a quotient map C * F ∞ * C * F op ∞ → C * E * C * E op , which maps the unitaries to unitaries. Notice that for I the index set of F ∞ , we have the following isomorphism given by
Let π(g i ) = x and π op (h i ) = y op . Define the map C * E * C * E op → (C * E * C * E op ) op , by x * 1 → (1 * x op ) op , and 1 * y op → (y * 1) op . Then it is easy to check that this is an isomorphism following from the isomorphism C * F ∞ * C * F op ∞ → (C * F I×I ) op .
Now we are ready to construct the example. For n-dimensional operator spaces E and F satisfying the conditions (a) and (b) in Theorem 6.3, let
where the direct sum is in 
