Finite sums of products of functions in single variables  by Neuman, František
Finite Sums of Products of Functions in Single Variables 
Frantis’ek Neuman 
Mathematical institute of the Czechoslovak Academy of Sciences 
66282 Bmo, Mendelovo ncim. 1, Czechoslovakia 
Submitted by Hichard A. Bnxaldi 
ABSTRACT 
A characterization is given of smooth functions H of k variables that admit 
decompositions into a finite sum of products of k functions of single variables only. 
This sufficient and necessary condition is given in terms of certain ordinary linear 
differential equations formed from a given H, which also serve for the construction of 
the functions in single variables occurring in such a decomposition. Conditions for the 
existence of special decompositions are also given, including the case of three 
variables when H(x, y, t) = Cf!= ,f,(x)g,(y)h,(t). 
I. INTRODUCTION 
A characterization of functions H of two variables that can be decom- 
posed into finite sums of products of functions of the variable x times 
functions of the variable y, i.e., 
H(~,Y) = f fi(x)gi(y), 
i=l 
was given in 12-41 both for sufficiently smooth functions and for functions 
without any regularity condition. This decomposition was considered by C. 
StCphanos [7] and also by T. M. Rassias [5] who gave a counterexample to [7]. 
H. Gauchman and L. A. Rubel obtained new, interesting results in this area 
in [l]. They proposed in their paper (see also [6]) to study functions H of 
three variables decomposable into the form 
H(x, Y7 t) = f fi(x)&(YMt). 
i=l 
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In this paper we shall deal with the problem for an arbitrary number k of 
variables of a function H. We give a sufficient and necessary condition on a 
smooth function H of k variables to be a finite sum of products of functions 
of single variables, i.e., to be of the form 
H( xl,...,xk)= c c, t, ..., ikfi,1('1) ’ . *fikkCxk)> (1) 
(i ,,..., ik)E. Y’ 
Jy= (1,. . . , IV}. This characterization is given in terms of certain linear 
differential equations for a given function H. We also describe a construction 
of all functions fij occurring in the decomposition (1) based on given H. 
We shall also deal with special types of these decompositions, where 
coefficients ci, ,,, ik , > are prescribed. In particular, for k = 3 and ciii = 1 
(i = 1,2,3), cikj = 0 otherwise, we consider the decomposition 
i=l 
II. NOTATION AND PRELIMINARY RESULTS 
Denote by Ii E R open intervals, i = 1,. . , k, k > 2 being an integer. Let 
R=I,X .* . X 1, c Rk, and H be a function H: R -+ R with continuous 
partial derivatives in all variables up to and including the order N > 1 in 
each. Let us introduce the following notation: 
ai, + ..’ +i3_ 
The following result has been proved for k = 2. 
PROPOSITION. lf a function H : I, X I, -+ R of two variables having a 
continuous derivative Up ._. k N can be written in the form 
H(x,,x,) = I? fi(x,)g,(x,), 
i=l 
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Let C’(Z), Z being an interval of reals, denote the set of continuous 
functions f: Z + R having continuous derivatives up to and including the 
order s. 
III. MAIN RESULTS 
THEOREM 1. Let k > 2, N > 1 he integers, and let H: CR + R have a 
continuous partial derivative Hp... k,~r. Then the function H can be decom- 
posed into the form (1) with linearly independent N-tuples ( flj, . . . , fNj) of 
functions of the class CN(Zj) with nonzero Wronskian determinants on Z,i for 
each j = l,..., k if and only zf H satisfies the k ordinary linear differential 
equations 
Hjx + AN_,,j(xj)Hj”-~ + . . * + Aaj(xj)H = 0 on CI C2j) 
for each j = l,..., k, with continuous coefficients Ai_ 1, j : Zj -+ R, depending 
on xj only, for each i = 1,. . . , N. 
Proof. j: Let the decomposition (I) be valid for linearly independent 
functions fij, . . . , fNj belonging to CN(Zj) with nonzero Wronskian determi- 
nants there. Then for a fixed j, each of the functions is a solution of a 
(unique) ordinary linear differential equation of the Nth order 
Y (N)+AN_l,j(~j)y(N-l)+ ... +A,,(x,)y=O on Zj 
with continuous coefficients. For fixed values of xi,. . . , xj_ I, xi+ 1,. . . , xk, the 
function H, as a function of one variable xj only, is a linear combination of 
flj, . . . , fNj with constant coefficients; hence it satisfies (Zj). This is true for 
each j=l,...,k. 
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Proof. : = Conversely, let the equations (2) be satisfied. Then 
Hp + AN_&I)HI~-~ + . . . + A,,(x,)H = 0 on 0, (2,) 
and hence 
were the N-tuple f, r, . . , f,, comprises N linearly independent solutions of 
Equation (2,) that are functions of the class CN(Z,) with a nonvanishing 
Wronskian determinant on I,. By successive differentiation of (3,) with 
respect to x, we get 
i=l 
HIw( x1,. , xk) = 5 Ci( x2,. . ., xk)f$-‘)( x1). 
i=l 
Since the Wronskian determinant of f,,, . . . ,fN1 is nonvanishing, each Ci for 
i = 1,. . , N can be (uniquely) written as 
ci(x 2 ,..., xk) = co(xl)H + * * * + c~_~H~-I, 
all cj, j=O,..., N - 1, being functions of x1 only. Evidently, each Ci has 
continuous derivatives in all of its variables up to the order N inclusive in 
each. Since the relation (2,) reads 
H,x + AN_&Z)HZ~v~~ + . . . + A,,(x,)H = 0, 
and since by differentiating with respect to x, we also have 
Hlzs + A,+&Z)H,Zw + . . . + A,,,(x,)H, = 0 
up to 
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we have 
(Ci)zN + AN-~,~(x~)(C~)~N-I + . . . + A,, (Xz)Ci 
=c,(T~)[H~“+A~_,,~(x~)H~N-~+ ... +A&a)H]+ ... 
+ c~_~( xl) [ H~+I~N + A,_,,,( x~)H~N~++I + . . . + A,,( xa)E+] 
= 0 for each i = 1,. . . , N. 
Further, from (2,) 
k&v + AN_&3)H3~-~ + . . . + A,,(x,)H = 0 
we get 
H13>v + AN_&s)H1.+~ + . . . + A,(x,)H, = 0 
up to 
H1.v-~3.v + AN_1,3(~&+,3~-, + . . . + AOa(xB)HI~-~ = 0; 
hence 
(Ci)g~ + AN_1,3(~3)(Ci)3.~-~ + . * * + A,,(x,)Ci = 0, 
and analogously up to 
(Ci)k~ + AN_l,k(rk)(Ci)k~~~ + . . . + Aok(xk)Ci = 0 
This each Ci, being a function of k - 1 variables, satisfies the relation (2) for 
its variables x2,. . . , xk. Repeating the above considerations, each Ci can be 
written as 
ci(x 2>...>xk)= c cji(x,,...,x,)fjz(x2), (32) 
j=l 
and again each Cji satisfies the system (2) for k -2 variables, if k > 3. After 
a finite number of steps we come to the situation that coeffkients Cil._.it 
with k indices are independent of all variables. That means that the function 
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H is a finite sum of products that can be rearranged in such a way that each 
term in the sum is the product of k factors taken one from each arbitrarily 
chosen N-tuple of linearly independent solutions of k linear differential 
equations (2) equipped with a constant coefficient c~,,,,,,~~. This is exactly the 
decomposition (1). n 
As a direct consequence of the above theorem we have the following 
CONSTRUCTION. If a given function H satisfies the assumptions of 
Theorem I, then the functions fij occurring in the decomposition of H into 
the form (1) are k (arbitrary) N-tuples of linearly independent solutions of k 
ordinary linear differential equations forming the relation (2). 
Denote by D,!:(H), j = 1,. . . , k s = 1,. . , k m = 1,. , N, the following 
determinant: z 
THEOREM 2. Let k > 2, N > 1 be integers, and H: R - R with a contin- 
uous partial derivative H,N... p. lf H satisfies (Zj> for some j E (1,. , k}, then 
Dc( H,,,) = 0 on R for each s, r E (1,. . . , k}, j # s z r z j, p E {O, . . . , N). 
Moreover, zffor each je{l,..., k - 1) the function H satisfies (Zj> and 
D,i-'(H)# 0 on Cl, then H satisfies (2,) as well. 
Proof. Let H satisfy (Zj) for some j E {l, . . . , k}. Differentiate this 
relation p times with respect to x,, r # j, p E (0,. . ., N}. We get H,.v,,, + 
A,_ ,. j(x,i)Hj.\~-~r,, + . . . + Aoj(xj)H,,z = 0. Then by successively differentiat- 
ing N times with respect to x,~, s # j # r # s, we obtain altogether N + 1 
relations 
Hj.vstr,t +AN_l,j(~j)Hj.r-l,sl,,, + . . . + Aoj(xj)H,Si,,, = 0 
for i=O,..., N. This system considered as an algebraic homogeneous system 
with the determinant D$(H,,,) has a nontrivial solution (1, A,_ I,,j,. . . , Aaj). 
Evidently DJy(H,,,) = 0 on 1R for each p E (0,. , N}. 
Moreover, if D$-'( H) # 0 on K! for j E (1,. , k - l}, then because 
D,:(H)= 0 on R, there exist Aik = A,,(%, ,..., x,), i = 0 ,..., N-l, such 
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that the following system of N + 1 equations is satisfied: 
H,.v + A,_l,k(~,,...,~k)Hk.~V, + . . . -t Aok(x,,...,xk)H= 0, 
H~~.~+AAN_*,~(X,,...,X~)H,~~\'-'+ ..* +AOL(X~,...,X~)H~=O, 
. (4) 
Each Aik is continuously differentiable in xj (once), because it is a unique 
solution of the first N equations from the above system, and hence no Nth 
derivative of H with respect to xj occurs in the expression for Aik. Now, if 
we differentiate the first equation of (4) and subtract the second one we get 
a 
+ axA,k.H=o. 
J 
Then analogously, for further successive pairs of equations of the 
we come to 
a 
+axAOk.Hj=O 
J 
system (4) 
$A+ 1,k a .Hjwkv-, + . . . + -AOk.Hj.w = 0. 
J 
axj 
This homogeneous system of N equations for (8/&rj)Aik has a nonvanishing 
determinant D$-l(H); h ence aAik /ax, = 0 and Aik do not depend on xj. 
Now if this is true for each j = 1,. . , k - 1, then (2,) is valid, since it is in 
fact the first equation of the system (4) in which coefficients do not depend 
onxj,forj=l ,..., k-l. n 
Now suppose that a function H satisfies the assumptions of Theorem 1 
and is decomposable in the form (1). Choose arbitrary but fixed xaj E Zj, and 
denote by Wj the Wronskian matrix of the N-tuple frj, . . . , fNj occurring in 
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(1) at the point xOj, i.e. 
i 
flj("Oj) * ‘. fNj("Oj) \ 
wj= t 
f{‘?-l)(xoj) . * * 
f$-')(xOj)) 
for j = 1,. . . , k. Evidently the elements wjT of Wj are f,‘ji-‘)(x,> for i, 
s=l,..., N. Let flj,. . . , fNj denote the N-tuple of solutions of Equation (Zj), 
-. 
whose Wronskian matrix WJ at xOj is the unit matrix 1. In this situation we 
have the following result. 
THEOREM 3. lf H can be written in the form (1) with coeficients ci,, ,, ,,ik, 
(i 1,. . . , i,) E Nk, then it can be expressed also in the form 
H(x l,...>Xk) = C ‘il,...,ik _fi,l(xl) '.'_fikk(xk)> (5,) 
(i,,...,ik)ENk 
where 
and vice versa. Moreover, 
ail-l aik-1 
ci, ,,,,ik= - * * . 
8x1 
y+xm...~ok). 
k 
Proof. Evidently 
hence 
fsjjCxj> = f wL,J,i(xj) 
i=l 
and 
(6) 
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By inserting these relation into (11, we get (5,) with (5,), and, of course, vice 
versa, because the Wronskian matrices Wj are regular. 
Finally, due to a special choice of fij with @‘(~a~) = 1 for i = p - 1 
otherwise 0, we have 
just when p, = i, - 1, p, = i, - 1,. . . , pk = i, - 1; otherwise the expression is 
zero. Then relation (6) follows from (5,) immediately. n 
REMARK 1. For a particular form of decomposition (1) of H, let the 
constants ci, ,,,,, ik, (ii,. . . , i,) E Nk, be prescribed. If we know, due to 
Theorem 1, that a given H admits a decomposition of the form (11, we have 
at our disposal kN2 entries of Wronskian N X N matrices Wj, j = 1,. . . , k, to 
try to satisfy the Nk relations (5,), the left sides of which are known from (6). 
REMARK 2. For N = 1 and arbitrary k > 2, the condition (6) reduces to 
one equation 
for solutions flj of equations 
where H # 0 because of the linear independence of all the f ij on I,, which 
implies flj Z 0 on Ij, and because Hj /H is a function of xj only. Evidently 
the relation (7) can always be satisfied, since only H(r,,, . . . , x,,~) and err,,,,, 1 
are given and initial values of each flj at roj can be arbitrarily chosen. 
REMARK 3. Let k = 2 and N 2 1 be arbitrary. If H satisfies the assump- 
tions of Theorem 1, then it admits a decomposition 
N N 
H(xI, ~2) = C C CijL,<X,)fjz(X,) (8) 
i-1 j-1 
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that can always be arranged into the form 
with coefficients cl”; = 1 just for i = j and 0 otherwise. This can be seen from 
(8) written in the form 
and by putting 
(f,T>...> f;,,) := (fw&,h 
(fX I... >fi&) := (f~p..Jmm 
where the N X N matrices A and B satisfy 
AB* = C = (cij). 
Such a relation for a given C can always be satisfied if, for example, a regular 
matrix A is taken and Br := A-‘C, as already was done in [3]. In fact, the 
problem for k = 2 and arbitrary N > 2 was solved in [3] using the conditions 
on the determinants 
/H H, ... H,w \ 
for m = N and m = N - 1 instead of conditions (2) of the form of linear 
differential equations. However, the relation between these two types of 
conditions is explained in Theorem 2 here. 
For a function H of three variables and the decomposition of the form 
i=l 
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with linearly independent N-tuples (fij},E i, j = 1,2,3, we have the following 
direct consequence of Theorem 3. 
TI~E~REM 4. Let the function H satisfy the assumptions of Theorem 1 for 
k = 3 and N > 2. Then it can be written in the form (9) if and only $for a 
given point (xO1, x02, x,,J E R there exist three regular constant N X N matri- 
ces W’, W”, and W3 with elements w:~, w12j, and wi such that 
ap-1 ar-1 y-1 N 
-- -H(x,,, 
dxl ax, ax, X02) x03) = c w+tG4, (10) s=l 
for p, r, m = 1,. . , N. 
REMARK 4. The sufficient and necessary condition (10) in Theorem 4 
represents N3 relations for 3N2 unknown constants w;~, w:, w;. 
REMARK 5. The number N in the decomposition (1) is generally not 
unique. 
IV. FINAL COMMENTS 
Conditions on some functional determinants in [l-5] for functions of two 
variables are equivalent to some linear differential equations, as was shown 
in Theorems 1 and 2. 
There is still an open problem of characterization of functions H that are 
not smooth enough for the requirements of Theorems 1, 2, and 3. There is 
also a question whether there are no better verifiable conditions for special 
decompositions than those in Theorems 3 and 4. 
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