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Abstract
According to the dS/CFT correspondence, correlators of fields generated during a primordial de Sit-
ter phase are constrained by three-dimensional conformal invariance. Using the properties of radially
quantized conformal field theories and the operator-state correspondence, we glean information on
some points. The Higuchi bound on the masses of spin-s states in de Sitter is a direct consequence
of reflection positivity in radially quantized CFT3 and the fact that scaling dimensions of operators
are energies of states. The partial massless states appearing in de Sitter correspond from the bound-
ary CFT3 perspective to boundary states with highest weight for the conformal group. We discuss
inflationary consistency relations and the role of asymptotic symmetries which transform asymptotic
vacua to new physically inequivalent vacua by generating long perturbation modes. We show that on
the CFT3 side, asymptotic symmetries have a nice quantum mechanics interpretation. For instance,
acting with the asymptotic dilation symmetry corresponds to evolving states forward (or backward)
in “time” and the charge generating the asymptotic symmetry transformation is the Hamiltonian
itself. Finally, we investigate the symmetries of anisotropic inflation and show that correlators of
four-dimensional free scalar fields can be reproduced in the dual picture by considering an isotropic
three-dimensional boundary enjoying dilation symmetry, but with a nonvanishing vacuum expectation
value of the boundary stress-energy momentum tensor.
1 Introduction
Over the last decade we have become more and more convinced that the cosmic microwave background
anisotropies and the large-scale structure of the universe have been originated from some seeds gen-
erated in the very early universe. The leading paradigm to explain these primordial fluctuations is
inflation [1]. During a stage of accelerated expansion, dubbed de Sitter (dS) period, quantum fluctu-
ations are stretched to cosmological scales and, upon horizon re-entry and thanks to the phenomenon
of gravitational instability, they provide the seeds for the structures of the universe.
Understanding inflation, its dynamics and observational predictions is therefore of extreme impor-
tance. From this point of view, symmetries may be of much help. It is well known that they play a
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crucial role in high energy physics and they have proved to be extremely useful in cosmology too. For
instance, the consistency relations for single-field models of inflation [2, 3], which allow to express the
squeezed limit of the (n+ 1)-point correlators in terms of n-point functions and whose violation would
rule out single-field models of inflation, are derived from non-linearly realized symmetries of inflation
corresponding to conformal transformations of spatial R3 slices. Similarly, late-time universe consis-
tency relations for the fluctuations in the dark matter density or in the number density of galaxies
have also been recently obtained [4–8] based on symmetry arguments.
A crucial step to deepen our knowledge about the properties of the inflationary fluctuations has
been taken by Strominger who has formulated the so-called dS/CFT correspondence (CFT standing
for conformal field theory) [9]. It is based on the fact that the de Sitter isometry SO(1,4) group
acts as conformal group on R3 when the fluctuations are on super-Hubble scales. Bulk fields φ(~x, η)
evolving in four-dimensional de Sitter spacetime and behaving near the boundary η = 0 (η being
the conformal time) as φ(~x, η) ∼ (−η)∆φ(~x) correspond on the three-dimensional space, where the
symmetry is CFT3, to a field of conformal weight h = ∆− 3. Correlators of fields excited during a de
Sitter phase are therefore expected to be constrained by conformal invariance and the literature on this
topic is rich and diverse [10–35]. In particular, much attention has been devoted to the relation among
the consistency relations, soft theorems and the asymptotic symmetries of de Sitter which transform
asymptotic vacua to new physically inequivalent vacua by generating long perturbation modes [34,35].
The isometries of de Sitter impose also stringent lower bounds on the masses of particles with
higher spin, the so-called Higuchi bound found in Ref. [36] for massive graviton. An extensive study of
the role of spinning states in de Sitter has recently been carried out in Refs. [28,32] where it was shown
that peculiar signatures are present in the squeezed limit of the correlation functions of the primordial
fluctuations with their angular dependence providing information about the spin. In particular, the
link between the Higuchi bound and the properties of CFT3, its relation to the (violation of the) tensor
consistency relation and the absence of curly hair in de Sitter have been nicely discussed in Ref. [31].
The goal of this paper is to reinterpret and discuss the Higuchi bound, the partial massless states
in de Sitter as well as the asymptotic symmetries and inflationary consistency relations through a new
perspective offered by radially quantized CFT3 and the fact that conformal operators are in one-to-one
correspondence with the states of the CFT3. We will also discuss the role of symmetries in determining
the properties of the correlators in anisotropic inflation.
We will show that the Higuchi bound is a simple consequence of reflection positivity in radially
quantized CFT3 assuring that the ground state has finite energy. Indeed, energies must be bounded
from below and in radial quantization energies of states are the scaling dimensions of operators.
We will also elucidate the phenomenon of partial masslessness on the boundary CFT3 side. He-
licities of states of spinning states may become massless in de Sitter for some particular values of
masses. In the dS/CFT3 correspondence, such bulk fields correspond to boundary fields and through
the operator-state correspondence of CFT3, they correspond on the boundary to rank-s symmetric
tensors which are partially conserved. This in turn means that they correspond to states which must
be highest weight tensors for the conformal group: the descendants of the corresponding symmetric
traceless tensors have vanishing norm.
We will use the techniques of radial quantization to understand in more detail the role of asymptotic
symmetries and consistency relations during inflation. For instance, asymptotic dilation symmetries
transform asymptotic vacua to new physically inequivalent vacua by generating a long mode for the
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curvature perturbation. We will show that on the CFT3 side, this corresponds to evolve states forward
(or backward) in “time” along a cylinder obtained by relating the metric on the Euclidean flat space
R3 to the metric of a cylinder S2 ⊗ R by a Weyl tranformation. The charge generating the symmetry
transformation will be the Hamiltonian obtained in the radial quantization on the cylinder of the CFT3,
thus allowing a nice interpretation of the asymptotic symmetries in terms of a quantum mechanics
analogy. More generically, the asymptotic symmetries are generated by the topological charges of the
CFT3.
Finally, we will investigate the case of anisotropic de Sitter expansion which is relevant for the case
of anisotropic inflation. While anisotropic de Sitter space times are not maximally symmetric, they
nevertheless maintain the dilation isometry. This residual symmetry allows to fix the correlators of free
four-dimensional scalar fields together with the anisotropy in the power spectrum. By conjecturing
that anisotropic de Sitter is dual to a three-dimensional isotropic three-dimensional boundary where
the stress energy momentum tensor acquires a nonvanishing vacuum expectation value, we are able to
reproduce the four-dimensional results.
The paper is organized as follows. In section 2 we provide a summary of the symmetries of de
Sitter. Section 3 contains a brief introduction to the notion of radial quantization of CFT3. The
Higuchi bound is obtained in section 4, while the case of partially massless states is presented in
section 5. Consistency relations and asymptotic symmetries are discussed in section 6. Section 7
contains our findings regarding anisotropic inflation. Conclusions are presented in section 8. The
paper contains also three appendices.
2 Symmetries of the de Sitter geometry
Let us summarize here the more salient features about the symmetries of four-dimensional de Sitter.
The expert reader can skip this part.
The four-dimensional de Sitter spacetime of radius H−1, where H is the Hubble rate can be
described by the hyperboloid [38]
ηABX
AXB = −X20 + ~X2 +X25 =
1
H2
A,B = (0, i, , 5) with i = 1, 2, 3, (2.1)
embedded in five-dimensional Minkowski spacetime M1,4 with coordinates XA and flat metric ηAB =
diag(−1, 1, 1, 1, 1). A particular parametrization of the de Sitter hyperboloid is then provided by (being
η the conformal time)
X0 =
1
2H
(
Hη − 1
Hη
)
− 1
2
~x2
η
,
Xi =
xi
Hη
,
X5 = − 1
2H
(
Hη +
1
Hη
)
+
1
2
~x2
η
, (2.2)
which satisfies Eq. (2.1). The de Sitter metric is the induced metric on the hyperboloid from the
five-dimensional ambient Minkowski spacetime
ds25 = ηABdX
AdXB. (2.3)
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For the particular parametrization (2.2) we find the standard de Sitter metric
ds2 = gµνdx
µdxν =
1
H2η2
(−dη2 + d~x2) . (2.4)
The group SO(1,4) acts linearly on M1,4. The generators are
JAB = XA
∂
∂XB
−XB ∂
∂XA
. (2.5)
We may split them as
Jij , P0 = J05 , Π
+
i = Ji5 + J0i , Π
−
i = Ji5 − J0i. (2.6)
In this way, they act on the de Sitter hyperboloid as
Jij = xi
∂
∂xj
− xj ∂
∂xi
,
P0 = η
∂
∂η
+ xi
∂
∂xi
,
Π−i = −2Hηxi
∂
∂η
+H
(
~x2δij − 2xixj
) ∂
∂xj
−Hη2 ∂
∂xi
,
Π+i =
1
H
∂
∂xi
, (2.7)
with the corresponding commutator relations
[Jij , Jkl] = δilJjk − δikJjl + δjkJil − δjlJik,
[Jij ,Π
±
k ] = δikΠ
±
j − δjkΠ±i ,
[Π±k , P0] = ∓Π±k ,
[Π−i ,Π
+
j ] = 2Jij + 2δijP0. (2.8)
The key point is that this reproduces the conformal algebra. Indeed,
Lij = iJij , D = −iP0 , Pi = −iΠ+i , Ki = iΠ−i , (2.9)
one has
Pi = − i
H
∂i,
D = −i
(
η
∂
∂η
+ xi∂i
)
,
Ki = −2iHxi
(
η
∂
∂η
+ xj∂j
)
− iH(−η2 + ~x2)∂i,
Lij = i
(
xi
∂
∂xj
− xj ∂
∂xi
)
, (2.10)
are the Killing vectors of de Sitter spacetime corresponding to symmetries under space translations
Pi, dilitations D, special conformal transformations Ki and space rotations Lij . The corresponding
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conformal algebra has the following commutation rules
[D,Pi] = iPi, (2.11)
[D,Ki] = −iKi, (2.12)
[Ki, Pj ] = 2i
(
δijD − Lij
)
, (2.13)
[Lij , Pk] = i
(
δjkPi − δikPj
)
, (2.14)
[Lij ,Kk] = i
(
δjkKi − δikKj
)
, (2.15)
[Lij , D] = 0, (2.16)
[Lij , Lkl] = i
(
δilLjk − δikLjl + δjkLil − δjlLik
)
. (2.17)
Let us now take the super-Hubble limit case Hη  1. The parametrization (2.2) reduces to
X0 = − 1
2H2η
− 1
2
~x2
η
,
Xi =
xi
Hη
,
X5 = − 1
2H2η
+
1
2
~x2
η
, (2.18)
where the hyperboloid degenerates to the hypercone
−X20 +X2i +X25 = 0. (2.19)
By identifying the points XA ≡ λXA on the cone, the conformal group acts linearly and induces the
conformal transformations xi → x′i with
x′i = ai +M
j
i xj , (2.20)
x′i = λxi, (2.21)
x′i =
xi + bi~x
2
1 + 2bixi + b2~x2
. (2.22)
on Euclidean R3 with coordinates xi. These transformations are the translations and rotations (gen-
erated by Pi and Lij respectively), dilations (generated by D) and special conformal transformations
(generated by Ki). They act on the constant time hypersurfaces of de Sitter spacetime. Finally we
note the special conformal transformations can be written in terms of inversion I
xi → x′i =
xi
~x2
, (2.23)
as
special conformal transformations ∼ I ◦ (translation) ◦ I. (2.24)
This property will be useful in the following.
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2.1 Representations
The representations of the SO(1,4) algebra can be constructed by using the method of induced repre-
sentations. Let us first investigate the stability subgroup at the origin of the coordinates xi, that is
is the group generated by (Lij , D,Ki). From the conformal algebra one can see that Pi and Ki are
raising and lowering operators for the dilation operator D. Therefore there are states which will be
annihilated by Ki and each irreducible representation can be specified by an irreducible representation
of the rotational group SO(3) (i.e. its spin) and a definite conformal dimension annihilated by Ki.
Representations φs(0) of the stability group at the origin with spin s and dimension ∆ are specified
by the following relations
[Lij , φs(0)] = Σ
s
ijφs(0),
[D,φs(0)] = −i∆φs(0),
[Ki, φs(0)] = 0, (2.25)
where we have indicated by Σsij the spin-s representation of SO(3). The representations φs(0) that
satisfy the relations (2.25) are called primary fields and once the primary fields have been identified, all
other fields, called the descendants, are deduced by taking derivatives of the primaries ∂i · · · ∂jφs(0).
Furthermore, for all the generators of the stability subgroup, collectively indicated by J = (Lij , D,Ki),
since φ(~x) = ei
~P ·~xφ(0)e−i ~P ·~x, we have that
[J, φ(~x)] = ei
~P ·~x[Jˆ , φ(0)]e−i ~P ·~x, (2.26)
with
Jˆ = e−i ~P ·~xJei ~P ·~x =
∑
n
(−i)n
n!
xi1xi2 · · ·xin [Pi1 [Pi2 · · · [Pin , J ], · · · ]], (2.27)
and φ(0) a representation of the stability subgroup. For J = Lij , D and J = Ki we therefore have
Lˆij = Lij + xiPj − xjPi, (2.28)
Dˆ = D + xiPi, (2.29)
Kˆi = Ki + 2(xiD − xjLij) + 2xixjPj − ~x2Pi. (2.30)
In particular, for scalar degrees of freedom, the right-hand side of the first equation in (2.25) is zero
and
i[Lij , φ(~x)] = (xi∂j − xj∂i)φ(~x), (2.31)
i[Ki, φ(~x)] =
(
2∆xi + 2xix
j∂j − ~x2∂i
)
φ(~x), (2.32)
i[D,φ(~x)] =
(
xi∂i + ∆
)
φ(~x), (2.33)
i[Pi, φ(~x)] = ∂iφ(~x). (2.34)
We recall now that the de Sitter algebra SO(1,4) has two Casimir invariants
C1 = −1
2
JABJ
AB , (2.35)
C2 = WAWA , WA = ABCDEJBCJDE . (2.36)
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Using Eqs. (2.6) and (2.9), it is easy to show that
C1 = D2 + 1
2
{Pi,Ki}+ 1
2
LijL
ij , (2.37)
which, using the the explicit representation (2.10), becomes
H−2C1 = − ∂
2
∂η2
− 2
η
∂
∂η
+∇2. (2.38)
Eq. (2.37) then gives a fundamental relation between the mass and the conformal weight. Indeed,
[C1, φ(0)] = −∆(∆− 3)φ(0), (2.39)
implies
m2
H2
= −∆(∆− 3) (2.40)
for a massive scalar field in de Sitter. Appendix A offers a more intuitive way of getting the same
relation.
The method of the induced representations for which we have worked out the case of the scalar
can be adopted to include higher-spin fields as well. For the case of a higher-spin field described by a
symmetric-traceless tensor φi1···is , we obtain
i[Lij , φk1···ks ] =
(
xi∂j − xj∂i + iΣsij
)
φk1···ks , (2.41)
i[Ki, φk1···ks ] =
(
2∆xi + 2xix
j∂j − ~x2∂i + 2ixjΣ(s)ji
)
φk1···ks , (2.42)
i[D,φk1···ks ] =
(
xi∂i + ∆
)
φk1···ks , (2.43)
i[Pi, φk1···ks ] = ∂iφk1···ks , (2.44)
and the spin operator Σsij acts as
Σsijφk1···ks =
∑
{a}
(φk1···ka−1ika+1···ksδjka − φk1···ka−1jka+1···ksδika). (2.45)
It is then easy to verify that
C1 = −∆(∆− 3)− s(s+ 1) since 1
2
ΣsijΣ
s
ij = s(s+ 1). (2.46)
The equation of motion for the spin s field Φµ1···µs is(
∇µ∇µ + (s2 − 2s− 2)H2 −m2
)
Φµ1···µs = 0, (2.47)
where ∇µ is the covariant derivative in de Sitter space and Φµ1···µs is subject to the conditions
∇µ1Φµ1µ2···µs = 0, (s ≥ 1)
Φµ1µ1µ2···µs = 0, (s ≥ 2). (2.48)
For m = 0, Eq. (2.47) enjoys the extra gauge invariance transformation
Φµ1···µs → Φµ1···µs +∇(µ1ξµ2···µs), ξµ1µ1···µs−1 = 0. (2.49)
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In addition, it can be verified that [39]
∇µ∇µΦµ1···µs =
C1 + s(s+ 2)
H2
Φµ1···µs , (2.50)
and therefore, we find from Eqs. (2.46), (2.47) and (2.50) that the mass of the spin s field Φµ1···µs in
de Sitter space is
m2
H2
= −∆(∆− 3) + (s− 2)(s+ 1). (2.51)
Note that for s = 0, Eq. (2.51) does not coincide with Eq. (2.40). The reason is that Eq. (2.51) for
s = 0 gives the mass of a conformally coupled scalar, that is a scalar whose action is
S =
∫
d3xdη
√−g
(
−1
2
(∂φ)2 − 1
12
Rφ2 − 1
2
m2φ2
)
, (2.52)
where R = 12H2 is the scalar curvature of the de Sitter space.
3 The radial quantization of CFT3
This section contains known results too and more details can be found, for instance, in Refs. [37, 40].
In the radial quantization of the CFT3 one foliates the space R3 by spheres S2 centered at the origin,
see Fig. 1. The unitary operator that takes points from one sphere to the other is constructed through
the dilation operator D as
U = eiD ln r2/r1 . (3.1)
From this expression, one already hints that the operator D plays the role of the Hamiltonian. The
Figure 1: A schematic view of the foliation of R3 by spheres S2 centered at the origin.
states living on the various spheres are classified according to their scaling dimension ∆
D|∆〉 = −i∆|∆〉, (3.2)
and possibly by their spin s under the representation of SO(3)
Lij |∆, s〉l = (Σij) l
′
l |∆, s〉l′ , (3.3)
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where we have exploited the fact that the angular momentum Lij is the only one commuting with
the operator D. States are therefore generated by inserting operators inside the sphere. Conformal
operators are in one-to-one correspondence with the states of the CFT3
lim
~x→0
O∆(~x)|0〉 = O∆(0)|0〉 = |∆〉. (3.4)
This is the so-called operator-state correspondence. Thus, by inserting an operator O∆ of scaling
dimension ∆ at the origin the state |∆〉 = O∆(0)|0〉 has also dimension ∆
D|∆〉 = DO∆(0)|0〉 = [D,O∆(0)] |0〉+O∆(0)D|0〉 = −i∆O∆(0)|0〉 = −i∆|∆〉. (3.5)
Primary operators are those for which ~K|∆〉 = 0 and a conformal multiplet in radial quantization
is given by acting with momentum generators on a primary state |∆〉, Pi|∆〉, PiPj |∆〉, · · · . Tthis is
equivalent to act with derivatives at the origin
lim
~x→0
∂iO∆(~x)|0〉 = [Pi,O∆(0)] |0〉 = Pi|∆〉. (3.6)
Since as the dilation operator moves points long the spheres, if we insert an operator not at the origin,
the corresponding state |Ψ〉 = O∆(~x)|0〉 is not an eigenstate of the dilation operator D. We can though
decompose the state |Ψ〉 in terms of states with different energies
|Ψ〉 = O∆(~x)|0〉 = ei ~P ·~xO∆(0)e−i ~P ·~x|0〉 = ei ~P ·~x|∆〉 =
∑
n
1
n!
(
i ~P · ~x
)n |∆〉. (3.7)
Notice that the operator ~P , when applied to the state |∆〉 n times, it raises the energy from ∆ to
(∆ +n). This is the consequence of the commutation relation (2.11). Similarly, the operator ~K, when
applied to the state |∆〉 n times, it lowers the energy from ∆ to (∆ − n) as a consequence of the
commutation relation (2.12). We will now discuss the radial quantization mapping the theory on the
cylinder.
3.1 The mapping to the cylinder
In a conformal field theory we can relate the metric on the Euclidean flat space R3 to the metric of a
cylinder S2 ⊗ R by a Weyl tranformation
ds2R3 = dr
2 + r2d~n2 = r2 ds2cyl = e
2τ
(
dτ2 + d~n2
)
, (3.8)
where we have introduced the radial coordinates r and ~n ∈ S2 on R3 and
τ = ln r. (3.9)
For instance, expressed in these new coordinates on the cylinder, see Fig. 2, the local operator
correlation functions of a scalar field with dimension ∆ become
〈φ(r1, ~n1)φ(r2, ~n2) · · · 〉 = 1
r
∆φ
1
1
r
∆φ
2
· · · f (τi − τj , ni) . (3.10)
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The function f can only depend on differences of the type (τi − τj) and the unit vectors ni as the
scaling factors r
−∆φ
i are already accounted for. What remains is already scale invariant and therefore
can only depend on ratios of the distances ri/rj and therefore on the differences (τi − τj).
Figure 2: The map between R3 and the cylinder.
This logic suggests a definition of the fields on the cylinder of the type
φcyl(τ, ~n) = r
∆φ φ(r, ~n), (3.11)
where φ(r, ~n) are the fields in R3. The correlation functions of the fields on the cylinder reduce to
〈φcyl(τ1, ~n1)φcyl(τ2, ~n2) · · · 〉 = f (τi − τj , ~ni) , (3.12)
that is the dynamics on S2 ⊗ R is invariant under translations.
On the cylinder we can define the “time” reflection operation which takes τ into −τ . In the
Hamiltonian formulation we have
φcyl(τ, ~n) = e
τHcylφcyl(0, ~n)e
−τHcyl , (3.13)
so that
φ†cyl(τ, ~n) =
[
eτHcylφcyl(0, ~n)e
−τHcyl
]†
= e−τHcylφcyl(0, ~n)eτHcyl = φcyl(−τ, ~n). (3.14)
This has several consequences:
1. Any 2n-point correlatator with operator inserted symmetrically under reflection is positive in a
unitary theory. For instance
〈φcyl(−τ, ~n)φcyl(τ, ~n)〉 = 〈φ†cyl(τ, ~n)φcyl(τ, ~n)〉 ≥ 0. (3.15)
This property is called reflection positivity.
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2. If we remember that the operators ~K and ~P are related by the inversion operator
~K = I ◦ ~P ◦ I, (3.16)
then we have
(
~P |Ψ〉
)†
= 〈Ψ| ~K ⇒ ~P = ~K† (valid only in radial quantization). (3.17)
3. Since “time” reflection operation on the cylinder corresponds to an inversion I in flat space
where xi is mapped into xi/~x
2, this implies that in radial quantization the conjugate of a state
|∆φ〉 = φ(~x)|0〉 is given by
〈∆φ| = 〈0|φ†(~x) with φ†(~x) = r−2∆φφ(I~x) ≡ I [φ(~x)] . (3.18)
This means that, while the state |∆φ〉 = lim~x→0 φ(~x)|0〉 is obtained by acting with φ(0) on the
in vacuum the state 〈∆φ| is obtained by acting with φ(∞) on the out vacuum:
φ(~x)|0〉 = ei ~P ·~xφ(0)e−i ~P ·~x|0〉 = ei ~P ·~x|∆φ〉, (3.19)
and
φ†(~x) = ei ~P
†·~xφ(∞)e−i ~P †·~x = ei ~K·~xφ(∞)e−i ~K·~x ⇒ 〈0|φ†(~x) = 〈∆φ|e−i ~K·~x. (3.20)
The definition of φ(∞) as the conjugate of φ(0) contains as usual a rescaling factor necessary to
get a finite limit, that is
φ(∞) = lim
r→∞ r
2∆φφ(~x). (3.21)
Notice also that, using the expression for the two-point correlator
〈0|φ(~x)|∆φ〉 = 〈0|φ(~x)φ(0)|0〉 = 1
r2∆φ
, (3.22)
one automatically gets
〈∆φ|∆φ〉 = lim
~x→0
r−2∆φ〈0|φ(I~x)φ(0)|0〉 = lim
~x→0
r−2∆φ
r−2∆φ
= 1. (3.23)
4. If we think as τ as the “time” coordinate, in the Schro¨dinger picture, states on the cylinder
evolve as
∂τ |Ψ(τ)〉 = −Hcyl|Ψ(τ)〉. (3.24)
A time translation τ → τ + λ on the cylinder generates a rescaling r → eλr. The dilation
operator displaces points along the time direction on the cylinder
D = −ir∂r = −i∂τ ⇒Hcyl = iD. (3.25)
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In other words, in radial quantization, states live on spheres, and we evolve from one state to
another with the dilation operator. Viewed from the point of view of the cylinder, the dilation
operator moves states along the “time”-direction.
4 The Higuchi bound from the dS/CFT3 correspondence
and radial quantization
The goal of this section is to show that one can deduce the Higuchi bound [36], which makes impossible
the existence spin-1 fields in de Sitter spacetime with masses m2 < 0 and of spin-2 fields with masses
m2 < 2H2, based on the dS/CFT3 correspondence.
The origin of the Higuchi bound from a CFT3 point of view has been already nicely discussed in
the literature recently [28, 31]. We offer here a different perspective using the radial quantization of
CFT3. Essentially, the Higuchi bound derives from the fact that, even if primary field satisfies the
reflection positivity condition on the CFT3 side, a descendant can violate it. This leads to a operator
dimension requirement to avoid negative norm of the descendants.
4.1 First derivation
Let us first consider a spin-1 state in de Sitter. Such a state contains a transverse free and traceless
helicity-1 state and a helicity-0 state pi(~x) of scaling dimension ∆pi. According to the dS/CFT3
correspondence, this bulk field corresponds to a dual boundary field Lpi(~x) of scaling dimension hpi =
3 −∆pi and, through the operator-state correspondence, to a state |hpi〉. The two-point correlator of
the field boundary field Lpi can be written as
〈0|Lpi(~x)Lpi(0)|0〉 = 〈0|Lpi(~x)|hpi〉 = cpi
r2hpi
⇒ 〈hpi|hpi〉 = lim
r→∞ r
2hpi〈0|Lpi(~x)Lpi(0)|0〉 = cpi lim
r→∞
r2hpi
r2hpi
= cpi > 0,
(4.1)
where the last inequality comes from reflection positivity. On the cylinder we can write
Pi = −ie−τ
[
ni∂τ + (δij − ninj) ∂nj
]
. (4.2)
From this expression we deduce the general rules
Pi e
−2τ(h−1) = (−i)ni(−2)(h− 1)e−τ(2h−1),
PiPj e
−2τ(h−1) = [−2(h− 1)(2h− 1)ninj + 2(h− 1) (δij − ninj)] e−2τh,
~P 2 e−2τ(h−1) = [−2(h− 1)(2h− 1) + 4(h− 1)] e−2τh = 2(h− 1)(3− 2h) e−2τh. (4.3)
They imply
1
2
PiPj
h− 1 e
−2τ(h−1) = [−(2h− 1)ninj + (δij − ninj)] e−2τh = (δij − 2ninjh) e−2τh,
1
2
~P 2
3− 2h e
−2τ(h−1) = (h− 1) e−2τh, (4.4)
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so that
1
2
(
PiPj
h− 1 +
~P 2δij
3− 2h
)
e−2τ(h−1) = h (δij − 2ninj) e−2τh. (4.5)
With this expression we can now associate to the vector field in the bulk Aµ(~x, η) of conformal dimen-
sion ∆ a state on the boundary |Li〉 for which the conformal dimension is h = 3−∆ and
〈Li|Lj〉 = (δij − 2ninj) = lim
r→∞ r
2h〈0|Li(~x)|Lj〉 = lim
τ→∞
e2τh
2h
(
1
3− 2hδ
ij ~P 2 +
P iP j
h− 1
)
e−2τ(h−1). (4.6)
We consider now the scalar descendent Pi|Li〉 of the primary vector state |Li〉. Since Pi|Li〉 = −~P 2|∆pi〉,
if we impose
〈PjLj |PiLi〉 > 0, (4.7)
then we get
cpi =
1
2h
(2− h)
(2h− 3)(h− 1) > 0 and hpi = h− 1. (4.8)
From reflection positivity of the primary helicity-0 state we therefore get the Higuchi bound h < 2 or
∆ > 1. Since
∆ =
3
2
−
√
1
4
− m
2
H2
, (4.9)
the Higuchi bound for vectors leads to m2 > 0. Making the necessary changes, we can repeat similar
steps to arrive at the Higuchi bound for the massive spin-2 state Φµν . By defining
Cn
i1···in(τ, ~n, h) = (ni1 · · ·nin)e−2τ(h−n/2), (4.10)
one can show that
C1
i(τ, ~n, h) =
i
2 (h− 1) P
i e−2τ(h−1),
C2
ij(τ, ~n, h) = − 1
4 (h− 2) (h− 1) P
i P j e−2τ(h−2) − δ
ij
2 (h− 1) e
−2τ(h−1),
C3
ijk(τ, ~n, h) = − i
8(h− 3)(h− 2)(h− 1) P
i P j P ke−2τ(h−3) +
i
2(h− 1)
[
δijC1
k
+ δikC1
j + δjkC1
i
]
(τ, ~n, h− 1),
C4
ijkm(τ, ~n, h) = − 1
16(h− 4)(h− 3)(h− 2)(h− 1) P
i P j P k Pm e−2τ(h−4)
− 1
2(h− 1)
[
δijC2
km + δkmC2
ij + δikC2
jm + δjmC2
ik + δimC2
jk + δjkC2
im
]
(τ, ~n, h− 1)
+
1
4(h− 2)(h− 1) (δ
ijδkm + δikδjm + δimδjk) e−2τ(h−2). (4.11)
In the dS/CFT3 correspondence, a bulk field Φµν(~x, η) that behaves near the boundary with a given
scaling dimension ∆ corresponds to a boundary field Sµν(~x) of dimension h = 3−∆ and coupling
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∫
η=0
d3xSµνΦµν (4.12)
and one can compute
〈Sij |Sk`〉 = lim
r→∞ r
2h〈0|Sij(~x)|Sk`〉 = (δij − 2ninj) (δk` − 2nkn`) . (4.13)
From this expression, knowing that PiPj |Sij〉 = ~P 4|hpi〉, and writing
lim
τ→∞〈0|S
ij(~x)|Sk`〉 = δ
ijδk`
4(h− 1)(2h− 3)
~P 4
(h− 2)(2h− 5) e
−2τ(h−2)
− 2δijC2ij(τ, ~n, h+ 1)− 2δk`C2ij(τ, ~n, h+ 1) + 4C4ijk`(τ, ~n, h+ 2), (4.14)
after a lenghty, but straightforward calculation we find
〈SijPiPj |PkP`Sk`〉 > 0⇒ cpi = 4− 3h+ h
2
4h(2− h)(h− 1)(h+ 1)(5− 2h)(2h− 3) ≥ 0 and hpi = h−2. (4.15)
This leads to h < 2 or ∆ > 1. Since
∆ =
3
2
−
√
9
4
− m
2
H2
, (4.16)
one finally gets
m2 > 2H2. (4.17)
In the next subsection we derive the Higuchi bound in an alternative, and maybe more physically
intuitive, manner.
4.2 Second derivation
Let us again first consider the simplest case of vector field Aµ. The condition ∇µAµ = 0 leads on
super-Hubble scales to the condition
(∆− 2)Aη(~x) = ∂iAi(~x). (4.18)
On the other side, the operator-state correspondence leads to
Aη(~x) 7→ lim
~x→0
Lη(~x) = |Lη〉 and Ai(~x) 7→ lim
~x→0
Li(~x) = |Li〉. (4.19)
If Ai(~x, η) has scaling dimension ∆, then in the dS/CFT3 correspondence such a bulk field corresponds
to the boundary field Li of dimension h = 3−∆. Correspondingly we obtain the following relation
|Lη〉 = Pi|L
i〉
(∆− 2) . (4.20)
Using the conformal algebra in Eqs. (2.11)-(2.17), the fact that in radial quantization P †i = Ki, the
transformations of rank-1 tensors T i under rotations
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Lrs|T i〉 = i (δri|T s〉 − δsi|T r〉) , (4.21)
and the fact that |Li〉 is a primary
Ks|Li〉 = 0, (4.22)
we can now evaluate the norm of the vector |Lη〉
(∆− 2)2 〈Lη|Lη〉 = 〈Lr|PiKr|Li〉
= 〈Lr|[Pi,Kr]|Li〉
= 2 (2− h) 〈Lr|Lr〉. (4.23)
Imposing that the norm is positive we get again ∆ > 1 (or h < 2), which leads to the Higuchi bound.
For the spin-2 state the procedure is similar. The equation of motion for the spin 2 field Φµν in de
Sitter is (
∇σ∇σ − 2H2 −m2
)
Φµν = 0, (4.24)
where Φµν is subject to the conditions
∇µΦµν = 0,
Φµµ = 0. (4.25)
The equation of motion of the helicity-0 part Φηη on super-Hubble scales is
Φ′′ηη −
2
η
Φ′ηη +
m2
H2η2
Φηη = 0. (4.26)
From this expression we extract that leading time behaviour Φηη(~x, η) ∼ (−η)∆Φηη(~x). The conditions
(4.25) impose
Φ′ηη − ∂iΦiη −
1
η
Φηη − 1
η
Φii = 0,
Φ′iη − ∂jΦij −
2
η
Φiη = 0,
Φηη − Φii = 0, (4.27)
from which we deduce
(∆− 2)(∆− 3)Φηη(~x) = ∂i∂jΦˆij(~x), Φˆij(~x, η) ∼ (−η)∆−2Φˆij(~x), (4.28)
where Φˆij stands for the traceless and transverse-free part of Φij
Φij = Φˆij +
1
3
δijΦii. (4.29)
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Conformal operators are in one-to-one correspondence with the states of the conformal field theory,
Φηη(~x) 7→ lim
~x→0
Sηη(~x) = |Sηη〉 and Φˆij(~x) 7→ lim
~x→0
Sˆij(~x) = |Sˆij〉. (4.30)
Correspondingly we obtain the following relation
|Sηη〉 = PiPj |Sˆ
ij〉
(∆− 3) (∆− 2) . (4.31)
Using again the conformal algebra in Eqs. (2.11)-(2.17) and the transformations of rank-2 tensors T ij
under rotations
Lrs|T ij〉 = i
(
δri|T sj〉+ δrj |T is〉 − δsi|T rj〉 − δsj |T ir〉
)
, (4.32)
and the fact that |Sˆij〉 is a primary
Ks|Sˆij〉 = 0, (4.33)
we can now evaluate the norm of the vector |Sηη〉
(∆− 3)2 (∆− 2)2 〈Sηη|Sηη〉 = 〈Sˆrs|KrKsPiPj |Sˆij〉
= 〈Sˆrs|Kr[Ks, Pi]Pj |Sˆij〉+ 〈Sˆrs|KrPi[Ks, Pj ]|Sˆij〉
= 4 (h− 2) 〈Sˆrs|KrPj |Sˆ js 〉
= 8 (h− 2) (h− 3) 〈Sˆr s|Sˆs r〉
= 8∆ (∆− 1) 〈Sˆr s|Sˆs r〉, (4.34)
where we have recalled that conformal dimension of a spin-2 field is defined with half indices up and
half down [41] and therefore raising up indices increases the corresponding scaling dimension by a
factor +2. Imposing that the norm is positive (∆ > 0 is always satisfied) we get again ∆ > 1 (or
h < 2), which leads to the Higuchi bound.
One can generalize this result to any spin-s state by requiring that the descendants of the corre-
sponding sth-rank symmetric traceless tensor have positive norm
||S
s−times︷ ︸︸ ︷
η······η 〉||2 = 〈Sˆj1j2···js |Kj1Kj2 · · ·KjmPi1Pi2 · · ·Pim |Sˆi1i2···is〉
∼ (−1)sm!(h− (s+ 1))(h− s) · · · (h− (2 + s−m))||Sˆi1i2···is〉||2.
(4.35)
Taking m = s, we get again the bound h < 2 or ∆ > 1 which, from Eq. (2.51), delivers
m2 > s(s− 1)H2. (4.36)
The origin of the Higuchi bound can therefore be interpreted from the state-operator correspondence
in radial quantization in the following way. On the CFT3 side of the dS/CFT correspondence the
various helicities of the vector correspond to states living on a boundary. If the Higuchi bound is
violated a descendant of these states acquires a negative norm. The Higuchi bound assures that the
ground state having the smallest energy has finite energy.
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5 The limit of enhanced symmetry and partial massless-
ness
As we have seen in the previous section, the case ∆ = 1 is special for both spin-1 and spin-2 states.
For m2 = 0, extra gauge invariance is acquired for vectors and only the helicity-1 modes are physical.
For spin-2 states with squared mass m2 = 2H2, the field becomes partially massless, and the number
of propagating degrees of freedom becomes four.
While in Minkowski space massless fields of spin-s state have helicities ±s and massive ones have
all helicities running from −s to s, in de Sitter space-time there exist “partially massless” fields [42]
with mass
m2 = H2 [s(s− 1)− n(n+ 1)] . (5.1)
Helicities range from −s to s with the helicities −n,−n+ 1, . . . n removed for all n ≤ s−2. Such fields
are symmetric tensors Φµ1···µn and the linear action is invariant under the transformation
δΦµ1···µs = ∇µ1 · · · ∇µs−nξµs−n+1···µs + · · · , (5.2)
where the dots stand for terms obtained both by symmetrizing the indices and adding terms with
fewer than s− n− 1 derivatives. To the best of our knowledge, in the literature there is no proof that
the gauge-invariance of the partially massless field can be maintained exactly beyond linear order (see
for instance [43,44] for recent discussions on this matter).
Vectors in de Sitter do not have partial massless states. However, enhanced symmetry is acquired
for m2 = 0. Spin-2 states have n = 0 and there exists one partial massless degree of freedom with
mass m2 = 2H2. In both cases the corresponding scaling dimension is ∆ = 1.
It is interesting to see what the special case ∆ = 1 corresponds to on the dual theory in terms of
states of spin 1 and 2. We discuss first the case of a vector Aµ, which is maybe less interesting than
the case of the massive spin-2 particle, but is technically less involved. Let us take it massless to start
with. The action is
S = −1
4
∫
d4x
√−ggµνgσρFµνFσρ, (5.3)
where Fµν = ∂µAν − ∂νAµ. We can work in the gauge A0=0 and let us check that the action is
conformally invariant for the special value ∆ = 1 of the conformal weight of the fields Ai. We should
first recall that a vector Ai with scaling dimension ∆ in D-dimensions transforms under the conformal
group as Ai(x)→ A′i(x′) where
A′i(x
′) =
∣∣∣∣∣det
(
∂x′j
∂xi
)∣∣∣∣∣
(1−∆)/D
∂xj
∂x′i
Aj(x). (5.4)
Under dilations we have
A′i(x
′) = λ−∆Ai(x). (5.5)
For inversions one gets
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A′i(x
′) = |~x|2+2(∆−1)J ji (x)Aj(x), (5.6)
where one had made use of ∂i = ~x
′2 J ji∂
′
j , with J
j
i = (δ
j
i − 2xixj/~x2) (recall that special conformal
transformations are obtained by a subsequent operations of inversion, translation and inversion).
The action for the gauge field expressed for the de Sitter metric in conformal time becomes
S = −1
4
∫
d3xdη
[
(∂ηAi)
2 − (∂iAj − ∂jAi)2
]
. (5.7)
The action can only be invariant under inversions if the dimension of the vector Ai is ∆ = 1.
Let us check it. Under inversions, the vector Ai transforms as in Eq. (5.4). This is a coordinate
transformation, but with the extra term J (1−∆)/D where J =
∣∣∣det(∂x′j/∂xi)∣∣∣. When transforming
fij = (∂iAj − ∂jAi), there will be cross terms of the form Aj∂iJ which cannot be canceled unless the
J factor is missing and this imposes ∆ = 1. Then, by using that
f ′ij = |~x|4 Jik Jjl fkl , ∂η′A′i = |~x|4 Jij ∂ηAj (5.8)
and the orthogonality relation J ijJ
j
k = δ
i
k, the action is invariant under inversion
S′ = −14
∫
d3x′dη′
{
(∂η′A
′
i)
2 − (∂′iA′j − ∂′jA′i)2
}
= −14
∫
d3xdη |~x|
8
|~x|8
{
(∂ηAi)
2 − (∂iAj − ∂jAi)2
}
= S.
(5.9)
Let us now find the result ∆ = 1 in a more convoluted manner, but useful for what we wish to obtain
later on. We follow Ref. [41] here. We assume that the vector Aµ has a non-vanishing mass m and
action
S =
∫
d4x
√−g
[
− 1
2
∇µAν∇µAν + 1
2
(∇µAµ)2 − 1
2
m2AµA
µ
]
. (5.10)
In the limit of m = 0 the action acquires an extra gauge invariance
δAµ = ∇µξ. (5.11)
Through the dS/CFT3 correspondence, we know that a massless field of spin s corresponds on the
boundary to a rank-s conserved symmetric tensor. This means that in the limit m = 0 the massless
vector must corresponds on the boundary to a partially conserved current Lµ. Indeed, since the
coupling ∫
η=0
d3xLµAµ (5.12)
should be gauge-invariant, the partial conservation must have the form
∇µLµ = 0. (5.13)
Furthermore, on the boundary η = 0, the vector field behaves like
Ai(~x, η) ∼ (−η)∆Ai(~x). (5.14)
18
In the dS/CFT3 correspondence, such a bulk field corresponds to the boundary field L
i of dimension
h = 3 −∆. Via the operator-state correspondence of CFT, the vector Li corresponds to a state |Li〉
which must be a highest weight vector for the conformal group. Indeed, Eq. (5.13) in flat space reduces
to ∂iL
i = 0. This means that the first descendent of |Li〉, that is Pi|Li〉, must a null vector. This
can occur only for a particular conformal dimension of Li. Since conformal invariance is obtained for
∆ = 1, one should then recover h = 2. Let us check that this is the case. From
Lrs|T i〉 = i (δri|T s〉 − δsi|T r〉) (5.15)
and the fact that |Li〉 is a primary
Kr|Li〉 = 0, (5.16)
we get
||Pi|Li〉||2 = 〈Lr|KrPi|Li〉
= 〈Lr|[Kr, Pi]|Li〉
= (h− 2)〈Li|Li〉, (5.17)
which vanishes for h = 2 as it should.
Similar to what discussed for the massless vector state, for the spin-2 case, from general arguments
we know that a partially massless field must correspond in the boundary theory to a partially conserved
tensor Lµν . Indeed, since the coupling (4.12) should be invariant under the extra gauge symmetry
δΦµν = ∇(µ∇ν)ξ, (5.18)
then
∇µ∇νLµν = 0. (5.19)
Through the operator-state correspondence the field Lµν corresponds to a state |Sµν〉 which must be a
highest weight vector for the conformal group. The partially conservation of Sµν implies that a certain
level descendant of |Sˆij〉 is a null vector. From Eq. (4.34) we see that this is achieved for h = 2 or
∆ = 1 which correctly corresponds to the state |Sηη〉 being null.
5.1 Generalization to higher spins
What described above can be generalized to any spin-s state by requiring that the descendants of the
corresponding sth-rank symmetric traceless tensor have vanishing norm, corresponding to the fact that
is Sˆi1i2···is is partially conserved [41]
||Pi1Pi2 · · ·Pim |Sˆi1i2···is〉||2 = 〈Sˆj1j2···js |Kj1Kj2 · · ·KjsPi1Pi2 · · ·Pis |Sˆi1i2···is〉
∼ m!(h− (s+ 1))(h− s) · · · (h− (2 + s−m))||Sˆi1i2···is〉||2.
(5.20)
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Imposing that this norm vanishes for m = r, but is nonvanishing for m < r, so that
∂i1 · · · ∂imSˆi1i2···is = 0, (5.21)
then h = 2 + s − r. Such state corresponds in the four-dimensional de Sitter space to a partially
massless field with a range of helicities missing, depending on r.
Notice that for s > 2 there is always a partial massless state for which ∆ = 0. Indeed, being
∆ =
3
2
−
√(
s− 1
2
)2
− m
2
H2
(5.22)
the dominant scaling dimension at η = 0, the scaling dimensions of the partial massless states become
∆ =
3
2
−
√(
s− 1
2
)2
− s(s− 1) + n(n+ 1) = 3
2
±
√
1
4
+ n(n+ 1). (5.23)
For
n(n+ 1) = 2⇒ n = 1⇒ m2 = H2 [s(s− 1)− 2] for s > 2, (5.24)
one gets ∆ = 0 and since n ≤ s − 2, such state for which n = 1 always exists. For s = 3, there are
two partially massless states, one for n = 1 and ∆ = 0 and the other for n = 0 and ∆ = 1. They
correspond in Eq. (5.20) to m = s− n = 2 and m = s− n = 3, respectively. For m = r = 2, one has
h = 2 + 3− 2 = 3, corresponding to ∆ = 0; for m = r = 3, one has h = 2 + 3− 3 = 2, corresponding
to ∆ = 1. These values correctly reproduce the conformal weights of the partially massless states.
Partially massless states with ∆ = 0 might be relevant during inflation because these states will
not decay on super-Hubble scales. It remains to be seen if these partial massless states survive beyond
linear order.
6 Consistency relations from the dS/CFT3 correspon-
dence, radial quantization and asymptotic symmetries
Inflationary consistency relations have attracted a lot of attention since, if violated, they would rule
out single-field models of inflation. There exist both scalar consistency relations relating the squeezed
limit of the (n + 1)-point correlators to the n-point correlators of scalar perturbations and tensor
consistency relations involving tensor and scalar modes [2] (see also [3]). Recently, it has been shown
that the consistency relations are in close connection with the asymptotic symmetries of de Sitter
space [34, 35] since soft degrees of freedom produced by the expansion of de Sitter can be interpreted
as the Nambu-Goldstone bosons of spontaneously broken asymptotic symmetries of the de Sitter
spacetime.
We will see that the radial quantization allows to identify the charges generating these asymptotic
symmetries with the topological charges of the CFT3. For instance, in the case of the scalar consistency
relations we will see that the corresponding charge is nothing else than the Hamiltonian and that the
action of the charge simply evolves the states on the cylinder forward (or backward) in time.
Let us see first how the consistency relations arise in the CFT3 using radial quantization.
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6.1 Scalar consistency relations
Suppose that inflation has generated a long mode ζL (with wavelength larger than the Hubble radius)
for the comoving curvature perturbation such that the perturbed metric reads
ds2 =
1
H2η2
[
−dη2 + e2ζL(~x)d~x2
]
. (6.1)
Under a dilation symmetry η → λη and ~x → ~x′ = λ~x, the long mode transforms non-linearly as a
Nambu-Goldstone mode
ζL → ζL − λ. (6.2)
The constant zero mode of the curvature perturbation can be removed (or generated) by simply
choosing λ = ζL. Furthermore, one can approximate the effect of such a constant long-wavelength
mode on an n-point function as a rescaling of the coordinates
〈ζ(~x1) · · · ζ(~xn)〉ζL = 〈ζ(~x′1) · · · ζ(~x′n)〉. (6.3)
This argument implies that in that case the squeezed limit of the (n+ 1)-point function would be
〈ζ~qζ~k1 · · · ζ~kn〉
′
q→0 = Pζ(q)
[
3(n− 1) +
n∑
a=1
~ka · ~∇ka
]
〈ζ~k1 · · · ζ~kn〉
′, (6.4)
where we have indicated by Pζ the power spectrum and primes indicate we have removed pi’s and
Dirac delta functions. For n = 2, the relation above provides the famous Maldacena’s consistency
relation for the three-point correlator of the comoving curvature perturbation in the squeezed limit
stating that its size is proportional to the deviation of the two-point function from scale invariance
and therefore proportional to the slow-roll parameters.
Similar arguments lead to the so called conformal consistency relation [12] where the long mode
of the curvature perturbation in the metric can be removed not only at the level of the constant zero
mode, but also at its first gradient. This is achieved simply by a special conformal transformations
~x→ ~x+~b ~x2 − 2~x(~b · ~x), (6.5)
which can be neutralized by transforming the long mode ζL as
ζL → ζL + 2~b · ~x, (6.6)
and taking ~b = −1/2~∇ζL. Consequently, the effect a constant long-wavelength gradient mode acts on
the n-point function as a rescaling of the coordinates (6.5)
〈ζ(~x1) · · · ζ(~xn)〉~∇ζL = 〈ζ(~x
′
1) · · · ζ(~x′n)〉, (6.7)
which in momentum space becomes
〈ζ~qζ~k1 · · · ζ~kn〉
′
q→0 = −
1
2
Pζ(q)q
i
n∑
a=1
(
6~∇ika − kia~∇2ka + 2~ka · ~∇ika
)
〈ζ~k1 · · · ζ~kn〉
′. (6.8)
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6.2 Scalar consistency relations from the dS/CFT3 correspondence
and radial quantization
The fact that the de Sitter isometry SO(1,4) group acts as conformal group CFT3 when the fluctua-
tions are on super-Hubble scales allows a simple interpretation of the consistency relations in radial
quantization on the cylinder.
Let us make an infinitesimal conformal transformation of the coordinates on the cylinder yµ →
yµ + ξµ(y), where we identify y0 = τ and yi with the angular coordinates (i = 1, 2). In particular,
we consider a sphere which encloses all the points at which we wish to evaluate the correlators and
such that the transformation is conformal within the sphere, and the identity outside it. This gives
rise to an (infinitesimal) discontinuity on the surface of the sphere Σ, and, at least classically, to a
modification of the action S according to (after integrating by parts)
δS =
∫
Σ
dSµ ξν(x)T
µν(x), (6.9)
where the integral is on the area of the surface of the sphere. This change is balanced by the explicit
change in the correlation function under the conformal transformation
δ〈φ(~x1)φ(~x2) · · ·φ(~xn)〉 = −
∫
Σ
dSν ξµ(x) 〈Tµν(x)φ(~x1)φ(~x2) · · ·φ(~xn)〉. (6.10)
In particular, if we perform a dilation transformation r → eλr, this corresponds to a shift in the
Figure 3: A surface Σ supporting the operator Pµ(Σ) can be deformed without changing the correlation function
if the deformation does not cross any operator insertions.
cylinder coordinate τ → τ + λ, that is ξ0 = λ and ξi = 0. Therefore
δλ〈φ(~x1)φ(~x2) · · ·φ(~xn)〉 = −λ
∫
Σ
dSν 〈T ν0(x)φ(~x1)φ(~x2) · · ·φ(~xn)〉 = λ〈P 0(Σ)φ(~x1)φ(~x2) · · ·φ(~xn)〉,
(6.11)
where in the last passage we have introduced the topological surface operator
Pµ(Σ) = −
∫
Σ
dSν T
µν(~x), (6.12)
for which
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P 0 = Hcyl = iD = ∂τ . (6.13)
Ward identities guarantee that the correlator of Pµ(Σ) with other operators is unchanged as we move
the surface, as long as it does not cross any operator insertions. Indeed, from the Ward identity
∂µ〈Tµν(~x)φ(~x1)φ(~x2) · · ·φ(~xn)〉 = −
n∑
i=1
δ(~x− ~xi)∂νi 〈φ(~x1)φ(~x2) · · ·φ(~xn)〉, (6.14)
integrating over the boundary of a ball containing, say ~x1 and no other insertions, one concludes that
the results are independent from the surface.
Since 〈P 0(Σ)φ(~x) · · · 〉 = ∂τ 〈φ(~x) · · · 〉, identifying the scalar field with the comoving curvature
perturbation ζ and λ with its long mode ζL, going to Fourier space one finds the expression (6.4).
This operation amounts to leaving the decoupling limit in which gravity is not dynamical. Adding
gravity, things may be more transparent in the ζ-gauge where the inflaton field driving inflation is
unperturbed and the time slicing is fixed. In such a case, and since we wish to obtain for the time being
only conformal rescaling of the spatial part of the metric, transformations of the three-dimensional
conformal group SO(1,4) for every fixed time can be performed. When gravity is switched off, SO(1,4)
is a non-linearly realized symmetry of the action in de Sitter, in the presence of gravity SO(1,4) is the
symmetry group of CFT3.
Since the long wavelength states ζL populate the future boundary of de Sitter where the CFT3
is living, we can interpret these scalars as the Nambu-Goldstone bosons of spontaneously broken
asymptotic symmetries of the de Sitter spacetime. These scalars are physical adiabatic modes [45].
The associated charge [35] has therefore a nice interpretation in the framework of radial quantization:
it is nothing else that the Hamiltonian which in radial quantization is associated with the dilation
operator.
Acting with this charge on the state creates a new state equivalent to a change in the local
coordinates induced by the soft scalar and adding a constant long wavelength mode results in evolving
the states forward (or backward) in “time” along the cylinder through the Hamiltonian. This charge
operates on states by evolving them to other states
|∆ζ〉 → eζLHcyl |∆ζ〉 = eiζLD|∆ζ〉 = r−ζL∆ζ |∆ζ〉, (6.15)
in a way that correlators feel the evolution only through scaling dimensions. By expanding in powers
of small ζL one finds the standard result that the dependence of the short modes on the long mode is
proportional to the scaling dimension of ζ. This scaling dimension differs from zero only through the
slow-roll parameters.
6.3 Another perspective
All considerations above indeed follow from the basic property that correlation functions on conformally
flat backgrounds in CFT3 can be calculated by rescaling the flat space correlation functions
〈φ(~x) · · · 〉e2Ω(~x)d~x2 = e−Ω(~x)∆〈φ(~x) · · · 〉R3 . (6.16)
This on the cylinder becomes
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φcyc(τ, ~n) = r
∆φ(~x). (6.17)
Let us demonstrate the rule (6.16) by computing the two point function on the cylinder starting from
a simple dilation r → eλr.
This rescaling corresponds to a time translation τ → τ + λ on the cylinder and that the dilation
operator displaces points along the “time” direction on the cylinder. Consider the two-point function
of the curvature perturbation ζ(~x) of scaling dimension ∆ζ
〈ζ(r1, ~n1)ζ(r2, ~n2)〉 = 1
r
∆ζ
1
1
r
∆ζ
2
〈ζcyl(τ1, ~n1)ζcyl(τ2, ~n)〉. (6.18)
In the Hamiltonian formulation we can then write
〈ζ(r1, ~n1)ζ(r2, ~n2)〉 = 1
r
∆ζ
1
1
r
∆ζ
2
〈eτ1Hcylζcyl(0, ~n1)e−τ1Hcyl eτ2Hcylζcyl(0, ~n2)e−τ2Hcyl〉. (6.19)
Since the Hamiltonian is the dilation operator we can also write
〈ζ(r1, ~n1)ζ(r2, ~n2)〉 = 1
r
∆ζ
1
1
r
∆ζ
2
〈eiτ1Dζcyl(0, ~n1)e−iτ1D eiτ2Dζcyl(0, ~n2)e−iτ2D〉. (6.20)
The dilation r → r′ = eλr does not have an impact on the cylinder (remember that the dilation
operator leaves the vacuum invariant) and one can therefore write
〈ζ(r′1, ~n′1)ζ(r′2, ~n′2)〉λ =
1
r′∆ζ1
1
r′∆ζ2
〈eiτ ′1Dζcyl(0, ~n1)e−iτ ′1D eiτ ′2Dζcyl(0, ~n2)e−iτ ′2D〉
=
1
r′∆ζ1
1
r′∆ζ2
〈ei(τ1+λ)Dζcyl(0, ~n1)e−i(τ1+λ)D ei(τ2+λ)Dζcyl(0, ~n2)e−i(τ2+λ)D〉
= e−2λ∆ζ
1
r
∆ζ
1
1
r
∆ζ
2
〈ζcyl(τ1, ~n1)ζcyl(τ2, ~n)〉
= e−2λ∆ζ 〈ζ(r1, ~n1)ζ(r2, ~n2)〉, (6.21)
which is the relation (6.16) with Ω(~x) = λ. Here we have also made use of the basic property that a
dilation transformation does not change the vectors ~n1 and ~n2 since the two-point correlator depends
only on such an angle, we have had the freedom to replace the vectors ~ni with the vectors ~ni. Appendix
B offers an alternative way to prove that that correlation functions on conformally flat backgrounds
can be calculated by rescaling the flat space correlation functions.
Similar considerations hold for the conformal consistency relation in which one removes the constant
gradient of ζL for which Eq. (6.16) holds for Ω(~x) = −2~b · ~x = ~∇ζL · ~x. Here one has to make again
use of the basic property that the special conformal transformation does not change the angle between
the vectors ~n1 and ~n2 and since the two-point correlator depends only on such an angle, there is the
freedom to replace the vectors ~n′i with the vectors ~ni.
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6.4 Tensor consistency relation
As for the consistency relations involving tensors, one can generate a long wavelength tensor mode by
the transformations of the coordinates
xi → x′ i = xi + 1
2
γLij x
j , (6.22)
where γij is the traceless transverse tensor mode. Considering the long mode as a background if seen
on small scales, one can write the relation
〈ζ(~x1) · · · ζ(~xn)〉γL = 〈ζ(~x′1) · · · ζ(~x′n)〉. (6.23)
Expanding at linear order in the long tensor mode and going to momentum space one finds
〈γs~qζ~k1ζ~k2〉
′
q→0 '
3
2
sij
ki1
k1
kj1
k1
Pγ(q)〈ζ~k1ζ~k2〉
′ + · · · , (6.24)
where we have introduced the polarization vectors by γij~q =
∑
s=1,2 
s
ijγ
s
~q , Pγ is the power spectrum of
the tensor mode and the dots stand for terms sub-leading in ∆ζ . Notice that the tensor consistency
relation is then a consequence of the fact that the partition function in the CFT3 side is invariant
under diffeomorphism. The transformation generating the long tensor mode cannot be reproduced by
a conformal transformations since the metric δijdx
idxj on R3 transforms into (δij + γij)dxidxj and
this is not of the form dictated by conformal transformations δijdx
idxj → e2Ω(~x)δijdxidxj . This is the
reason why the tensor consistency relation is not suppressed by deviation from de Sitter.
6.5 Tensor consistency relation from the dS/CFT3 correspondence
and radial quantization
Let us reproduce the tensor consistency relation starting from the CFT3 and radial quantization. We
follow the procedure of the previous subsection, with the appropriate differences. First, we locate the
operators ζ(~x) close to the origin and consider the long tensor mode constant on a sphere surrounding
such operators. As we mentioned already, under a general infinitesimal non-conformal coordinate
transformation xi → xi + ξi(~x), the action response has the form
δS = −
∫
d3x ∂iξj(~x)Tij(~x), (6.25)
where Tij is the stress-energy momentum tensor. Since the correlation functions involving ζ(~x) with
respect to the original action are equal to those of ζ(~x) + δζ(~x) with respect to the modified action,
one finds close to the origin and sphere of radius 
δζ(~) =
∫
r>
d3x ∂iξj(~x)Tij(~x)ζ(0), (6.26)
where the integration is over the complement of the sphere of radius  surrounding the operator at the
origin. By integrating by parts and using the conservation of energy one finds
δζ(~) = −
∫
r=
dSi ξj(~x)Tij(~x)ζ(0) = −1
2
γjkL k
∫
r=
dSi Tijζ(0) =
1
2
γjkL k Pj(Σ)ζ(0), (6.27)
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where Σ is the surface surrounding the sphere. We find
δζ(~x) =
1
2
γjkL xk Pj(Σ)ζ(~x), (6.28)
where we have used again the topological operator (6.12) and the fact that the result is independent
of the surface as long as we do not cross any operator. Since 〈Pi(Σ)ζ(~x) · · · 〉 = ∂i〈ζ(~x) · · · 〉 we see
that the operator ζ(0) creating the state |∆ζ〉 gets shifted by an amount 1/2γijL xj∂iζ(~x)|0〉 evaluated
at the origin. Going to momentum-space one thus recovers the consistency relation (6.24).
In agreement with Ref. [34], we see that soft gravitons produced by the de Sitter expansion can
be viewed as the Nambu-Goldstone bosons of spontaneously broken asymptotic symmetries of the de
Sitter spacetime. The corresponding charge is the topological operator
Qγ = −
∫
r=
dSi ξj(~x)Tij(~x), ξj(~x) =
1
2
γijL xj . (6.29)
We conclude that asymptotic symmetries are generated by the topological charges of CFT3.
7 Anisotropic de Sitter
In this section we consider the case of anisotropic inflation, see for instance Refs. [46–48] and [49] for
a review. The spacetime can be approximated by a de Sitter expansion with different Hubble rates
along different directions. Our goal is to obtain some general results based on symmetry arguments
and to find a dual interpretation of them. The first step is to study the corresponding isometries.
7.1 The isometries of anisotropic de Sitter
Let us consider a metric of the form (we use cosmic time)
ds2 = dt2 −
3∑
i,j=1
δij a
2
i (t) dx
idxj = dt2 −
3∑
i,j=1
δij e
2Hit dxidxj , (7.1)
parametrizing an anisotropic de Sitter expansion with unequal expansion rates Hi along the three
cartesian axes. The isometries are transformations of the form
xµ → xµ + ξµ(x) (7.2)
which leave the metric invariant. The infinitesimal functions ξµ(x) are the solutions of the Killing
equation
∇µξν +∇νξµ = 0, (7.3)
being ∇µ the covariant derivative. Recasting Eq. (7.3) under the form
gνλ∂µξ
λ + gµλ∂νξ
λ + ∂σgµνξ
σ = 0, (7.4)
we find the following set of equations
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∂tξ
t = 0,
∂iξ
t +
3∑
j=1
δij a
2
j ∂tξ
j = 0,
3∑
k=1
(
δjk a
2
k ∂iξ
k + δik a
2
k ∂jξ
k + 2δij a˙iai ξ
t
)
= 0. (7.5)
As one can imagine, the isometries are much less rich than in the isotropic de Sitter case. We loose of
course the three-dimensional isotropy and the special conformal symmetry, but we keep
1. three translations with Killing vectors
ξt = 0 and ξi = constant, (7.6)
2. dilations D with Killing vectors
ξt = −1 and ξi =
3∑
j=1
δij Hi x
i. (7.7)
These dilational Killing vectors are the infinitesimal form of the finite dilational symmetry,
t→ t−H−1 lnλ and xi → λ1+i xi, (7.8)
where we have defined the average expansion rate H and the corresponding rate deviation i
from isotropy
H =
1
3
3∑
i=1
Hi, i =
Hi −H
H
with
3∑
i=1
i = 0. (7.9)
Dilations will play a crucial role in what follows. For convenience, we write the main equations using
the conformal time
η = − 1
H
e−Ht, (7.10)
defined with respect to the isotropic Hubble rate H. The metric (7.1) becomes
ds2 =
1
H2η2
dη2 − 3∑
i,j=1
δij(−Hη)−2idxidxj
 , (7.11)
which is invariant under the dilation transformations
η → λη and xi → λ1+i xi. (7.12)
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7.2 Correlators of free fields in anisotropic de Sitter
We investigate here the simplest case of a free massive spectator field σ(~x, η). The action
S =
∫
dηd3x
H2η2
[
1
2
(∂ησ)
2 − 1
2
3∑
i=1
(−Hη)2i (∂iσ)2 − 1
2
m2
H2η2
σ2
]
(7.13)
is manifestly invariant under the transformations (7.12) if the scalar field transforms as a scalar. Let
us reparametrize these transformations as
η → (1 + λ)η, xi → xi + Cij xj with Cij = λ(1 + i)δij (i = 1, 2, 3) (7.14)
and let us see what the invariance implies. We write down the n-point correlator of the field σ. The
variation of the latter is
δ〈σ(~x1, η) · · ·σ(~xn, η)〉 =
(
λη∂η +
n∑
a=1
Cijxaj∂ai
)
〈σ(~x1, η) · · ·σ(~xn, η)〉. (7.15)
Going to momentum space we obtain
δ〈σ(~x1, η) · · ·σ(~xn, η)〉 =
∫
d3k1
(2pi)3
· · ·
∫
d3kn
(2pi)3
n∑
a=1
δ(3)(~k1 + · · ·+ ~kn)〈σ~k1 · · ·σ~kn〉
× Cijkai
(
∂kaj e
i~k1·~x1+···+i~kn·~xn
)
+ n∆
∫
d3k1
(2pi)3
· · ·
∫
d3kn
(2pi)3
n∑
a=1
δ(3)(~k1 + · · ·+ ~kn)〈σ~k1 · · ·σ~kn〉 e
i~k1·~x1+···+i~kn·~xn
(7.16)
Integrating by parts and imposing that the variation is vanishing we get
0 = −
∫
d3k1
(2pi)3
· · ·
∫
d3kn
(2pi)3
n∑
a=1
δ(3)(~k1 + · · ·+ ~kn)〈σ~k1 · · ·σ~kn〉
× Cij
(
∂kajkai
)
ei
~k1·~x1+···+i~kn·~xn
−
∫
d3k1
(2pi)3
· · ·
∫
d3kn
(2pi)3
n∑
a=1
δ(3)(~k1 + · · ·+ ~kn)Cijkai
×
(
∂kaj 〈σ~k1 · · ·σ~kn〉
)
ei
~k1·~x1+···+i~kn·~xn ,
+ n∆
∫
d3k1
(2pi)3
· · ·
∫
d3kn
(2pi)3
n∑
a=1
δ(3)(~k1 + · · ·+ ~kn)〈σ~k1 · · ·σ~kn〉 e
i~k1·~x1+···+i~kn·~xn ,
(7.17)
where we have used the fact that Cijkai∂kajδ
(3)(~k1 + · · ·+ ~kn) = 0, the last of Eq. (7.9) and we have
introduced the scaling dimension of the scalar field. Finally, Eq. (7.17) becomes
28
[
3(n− 1)− n∆ +
n∑
a=1
(1 + i)~kai · ~∇kai
]
〈σ~k1 · · ·σ~kn〉
′ = 0. (7.18)
At this point we should stress that the momenta involved in this relation are those with indices down,
which do not depend on time in anisotropic backgrounds. For the case of the two-point correlator, one
can easily check that the solution is
〈σ~kσ−~k〉′ =
H2
2k3−2∆
[
1 + gi(k)
(
kˆ · uˆi
)2]
,
gi(k) = (3− 2∆)i ln(k/H), (7.19)
where uˆi are the unit vectors of the three different axes. We conclude that the invariance under
dilations imply the presence of anisotropy in the power spectrum (as well as in the higher correlation
functions).
To make contact with the more standard way of expressing the anisotropic contribution to the
power spectrum, we assume that the anisotropy direction is along a generic unit vector nˆ, which we
can arbitrarily set to be the x3-direction, and that in the orthogonal directions the expansion rate is
the same. The metric (7.11) becomes
ds2 =
1
H2η2
[
dη2 − (−Hη)−21(dx21 + dx22)− (−Hη)−23dx23
]
. (7.20)
The average expansion rate H and deviation from isotropy H become
H =
1
3
(2H1 +H3) and H =
2
3
H3 −H1
H
. (7.21)
With these definitions we have
1 = 2 = −1
2
H and 3 = H , (7.22)
and from Eq. (7.19) we get
〈σ~kσ−~k〉′ =
H2
2k3−2∆
+ (3− 2∆) H
2
2k5−2∆
ln(k/H)
[
−1
2
Hk
2
1 −
1
2
Hk
2
2 + Hk
2
3
]
=
H
2
2k3−2∆
[
1− 3− 2∆
2
H ln(k/H)
]
+
3(3− 2∆)
2
H2
2k3−2∆
H ln(k/H)kˆ
2
3
=
H2
2k3−2∆+(3−2∆)H/2
+
3(3− 2∆)
2
H2
2k3−2∆
H ln(k/H)kˆ
2
3. (7.23)
It is important to stress at this point that the momenta in these expressions are referring to the Fourier
transform with respect to coordinates where rotational invariance holds. This means that at the end of
inflation at time η∗, all the momenta have to be properly rescaled as the coordinates in the metric do
not exhibit rotational invariance. In other words, we have to rescale the coordinates in the following
way
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x1,2 → 1
(−Hη∗)H/2
x1,2 and x3 → (−Hη∗)H x3. (7.24)
Performing this necessary rescaling and restoring the arbitrary anisotropy direction along nˆ, we finally
get, denoting by q = (−Hη∗)k the physical wavelength of the mode of interest at the end of inflation)
〈σ~qσ−~q〉′ ' H
2
2k3−2∆+(3/2−∆)H
[
1 + g(q)(kˆ · nˆ)2
]
g(q) =
3(3− 2∆)
2
H ln(q/H). (7.25)
Let us notice that we can cast the expression (7.26) in an alternative way by expanding the power
spectrum to first-order in H (we rename the physical momentum now as k)
〈σ~kσ−~k〉′ '
H2
2k3−2∆
[
1 + g2(k)P2(kˆ · nˆ)
]
g2(k) = (3− 2∆)H ln(k/H), (7.26)
where P2 is the ` = 2 Legendre polynomials. In Appendix C we check this result with a direct
computation.
In this simple set-up the anisotropy is solely due to the anisotropic expansion of the universe. This
was the case considered first in the so-called ACW model [46] where the anisotropic de Sitter expansion
was due to a vector field Bµ which, by a Lagrange constraint, satisfies the relation BµB
µ = m2 and has
a vacuum expectation value along the x3-direction. On the top there is an isotropic vacuum energy.
The ACW model suffers of instabilities related to the negative energy of the longitudinal mode of the
vector field, but we have considered it just for the sake of comparison.
We will start from expression (7.26) to elaborate our considerations about the correspondence
between anisotropic four-dimensional de Sitter spacetimes and a three-dimensional boundary theory.
7.3 Anisotropic de Sitter and its three-dimensional dual perspective
When the de Sitter spacetime is anisotropic, the isometry of the metric is not any longer SO(1,4).
Nevertheless, dilations are still isometries. As a consequence, the power spectrum and the higher
correlator functions acquire an anisotropic dependence. We would like to show in this subsection that
this result has a dual interpretation: the four-dimensional anisotropic de Sitter spacetime is in corre-
spondence with an isotropic three-dimensional boundary enjoying dilation symmetry. In this picture,
the angular anisotropic dependence of the spectrum can be attributed to a non-zero expectation value
of the stress tensor 〈Tij〉 of the three-dimensional dual theory. Our procedure follows the one nicely
introduced by Cardy for anisotropic corrections to correlation functions in conformal systems [50].
Let us consider a three-dimensional theory enjoying dilation symmetry and recall that the stress
tensor is determined by the response of the action under a general coordinate transformation. Indeed,
under the transformation xi → xi + αi(~x), the action S changes as
δS = − 1
4pi
∫
d3x ∂(iαj) Tij . (7.27)
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For dilations we have αi = λxi, and hence invariance of the action simply means that the stress
tensor is traceless T ii = 0. In fact, the stress tensor may be viewed as the generator of dilation
transformations in the following sense. Consider a coordinate transformation xi → xi + αi(~x). We
assume that, with in < out, inside the ball |~x| < in this transformation is a dilation, i.e. αi = λxi,
outside the ball |~x| > out, αi = 0, and in between in < |~x| < in, αi is a general differentiable function.
This transformation induces a corresponding transformation to the action S → S + δS where, using
Figure 4: A schematic view of the transformation of the coordinates adopted in the text.
Eq. (7.27) and the conservation of the stress tensor ∂iTij = 0,
δS = − 1
4pi
∫
d3x ∂i
(
αiTij
)
=
1
4pi
∫
|~x|=out
dΩ2 α
iTijx
j |~x| − 1
4pi
∫
|~x|=in
dΩ2 α
iTijx
j |~x|, (7.28)
where dΩ2 is the integral measure on the unit two-dimensional sphere. The surface integral at |~x| = out
vanishes due to the fact that αi = 0 by continuity there, and so we are left with
δS = − 1
4pi
∫
|~x|=in
dΩ2 α
iTijx
j |~x|. (7.29)
We are now interested in the response to the transformation xi → xi+αi(~x) of the correlator of a field
pi(0) of scaling dimension h with operators O1(~x1)O2(~x2) · · · O(~xn) of arbitrary spin and dimension at
xia (a = 1, · · · , n) with |~xa| > out. The boundary field pi(~x) of scaling dimension h = 3−∆ is supposed
to be the dual of the free scalar bulk scalar field σ with dimension ∆.
We find that
δ
〈
pi(~0)O1(~x1) · · · On(~xn)
〉
=
〈
δS pi(~0)O1(~x1) · · · On(~xn)
〉
. (7.30)
Since, only pi(0) transforms whereas all other fields On(~xn) do not change (αi = 0 at xin, and thus
δOn = 0), we get
δpi(0) = − 1
4pi
∫
|~x|=in
dΩ2 α
iTij x
j | ~x|pi(0). (7.31)
This form of the transformation and the fact that the stress tensor is symmetric, traceless and has
scaling dimension three are enough to determine part of the operator product expansion (OPE) of
Tij(x) with pi(0). The latter will contain among others the term
31
Tij(~x)pi(0) =
c1
|~x|3 tij(x)pi(0) + · · · , (7.32)
where
tij(~x) =
1
|~x|2
(
xixj − 1
3
|~x|2δij
)
. (7.33)
Since, the dimension of pi is h, we have for a dilation αi = λxi,
δpi(0) = −λhpi(0). (7.34)
On the other hand, using the OPE of Eq. (7.32) in Eq. (7.31), we find
h =
c1
4pi
∫
|~x|=in
dΩ2
xixj
|~x|4
(
xixj − 1
3
|~x|2δij
)
, (7.35)
from which it follows
c1 =
3h
2
. (7.36)
In order to find the induced angular dependence of the spectrum due to a non-zero vacuum expectation
value of the stress tensor, we should consider the contribution of the latter to the OPE of the field pi
with itself. Since, the dimensions of pi and Tij are h and three, respectively, the OPE of a scalar field
pi(~x) with itself will have the form
pi(~x)pi(0) ∝ 1|~x|2∆ + C
ij(~x)Tij(0) + · · · , (7.37)
where
Cij(~x) =
cσ
|~x|2h−3 t
ij(~x). (7.38)
The parameter cσ is not arbitrary, but it is specified by c1 and the central charge cT defined in the
two-function of the energy-momentum tensor
〈
Tij(~x)Tmn(~0)
〉
=
cT
|~x|6
(
Iim(~x)Ijn(~x) + Iin(~x)Ijm(~x)− 2
3
δijδmn
)
, (7.39)
where
Iij(~x) = δij − 2x
ixj
|~x|2 . (7.40)
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In addition, the three-function 〈Tijpipi〉 is given by
〈Tij(~x1)pi(~x2)pi(~x3)〉 = c1
x312x
2h−3
23 x
3
31
Iik(x13)Ijn(x13)tkn(x12), (7.41)
where xij = |~xi−~xj |. For ~x3 = 0, ~x1 = ~x and ~x2 = ~y with |~y| → 0, the leading behaviour of Eq. (7.33)
turns out to be
〈Tij(~x)pi(~y)pi(0)〉 = c1|~x|6|~y|2h−3Iik(~x)Ijn(~x)tkn(~y), (7.42)
which should be equal, after using Eq. (7.37), to
Cmn(~y) 〈Tij(~x)Tmn(0)〉 . (7.43)
By comparing, Eqs. (7.43), (7.42) and (7.39) one finally finds [50]
cσ =
3h
2cT
. (7.44)
The OPE is may be written in momentum space as
pi~kpi−~k ∝
1
k3−2h
+ C(k)
(
kikj − 1
3
k2δij
)
Tij(0) + · · · , (7.45)
and therefore
〈pi~kpi−~k〉′ ∝
1
k3−2h
+ C(k)
(
kikj − 1
3
k2δij
)
〈Tij(0)〉+ · · · . (7.46)
For an anisotropy along a direction specified by the unit vector ~n, the only possibility for the expec-
tation value of the energy-momentum tensor is
〈Tij(0)〉 = A
(
ninj − 1
3
δij
)
, (7.47)
where A is a constant. Since
(
kikj − 1
3
k2δij
)(
ninj − 1
3
δij
)
=
2
3
k2P2(kˆ · nˆ), (7.48)
we may write Eq. (7.46) as
〈pi~kpi−~k〉′ ∝
1
k3−2h
[
1 + C˜(k)P2(kˆ · nˆ)
]
+ · · · . (7.49)
with
C˜(k) =
16
3
A(h− 1)(h− 2)(h− 3) cot(pih)k2C(k). (7.50)
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Eq. (7.49) reproduces correctly the angular dependence of the spectrum found in Eq. (7.26). In
addition, the function C˜(k) can be found by solving the Ward identity corresponding to the dilation
symmetry
[
3− 2h+
(
1− H
2
)
(k1∂k1 + k2∂k2 + (1 + H)k3∂k3
]
〈pi~kpi−~k〉′ = 0. (7.51)
As a consequence C˜(k) satisfies the equation
(3− 2h) H k2
(
1− 3(kˆ · nˆ)2
)
+ 2k3 P2(kˆ · nˆ)dC˜(k)
dk
= 0. (7.52)
which has the solution
C˜(k) =
(3− 2h)
k3−2h
H ln(k/H). (7.53)
In the dual picture the field pi is a dual operator in the putative three-dimensional dual theory of the
field σ. In the wavefunction of the universe approach [51] and in the Gaussian approximation this
means that such a wavefunction is
Ψ[σ] ∼ exp
[
−1
2
∫
d3k
(2pi)3
〈pi~kpi−~k〉′σ2
]
. (7.54)
This means that the two-point correlator of the bulk field σ is given by
〈σ~kσ−~k〉′ =
k3−2h
2 [1 + (3− 2h)H ln(k/H)]
' 1
2k3−2∆
[1 + (3− 2∆)H ln(k/H)] , (7.55)
where we have used the relation h = 3 −∆ and expanded for small anisotropies. This result exactly
matches the result in Eq. (7.26).
We can also examine the case in which the anisotropy is generated by the vacuum expectation
value of a generic spin ` operator Oi1i2···i` . Indeed, let us recall that the OPE of a scalar field takes
the form [52]
pi(~x)pi(0) ∝
∑
O
C`
xi1xi2 · · ·xi`
|~x|2∆−∆O+n Φ
(
1
2
(∆O + n); ∆O+n; ~x · ~∂
)
Oi1i2···i`(0), (7.56)
where Φ(a; b; z) is the confluent hypergeometric function and Oi1i2···i` is a spin ` operator (i.e., sym-
metric and traceless). By using the expansion
Φ(a; b; z) = 1 +
a
b
z +
a(1 + a)
2b(1 + b)
z2 + · · · , (7.57)
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we find that the leading contribution of the spin ` operators to the two-function in momentum space
will take the general form
〈pi~kpi−~k〉 ∝
1
k3−2h
+ C`(k)
ki1ki2 · · · ki`
k3−2∆+∆O−n
〈Oi1i2···i`(0)〉+ · · · . (7.58)
In an anisotropic background specified by a unit vector ni, the expectation value of a spin ` operators
can take the form
O˜i1i2···i` = A`
[
ni1 · · ·ni`
]
, (7.59)
where A` is a constant and
[
ni1 · · ·nin
]
denotes the traceless symmetric part of the polynomial
ni1 · · ·nin . For example,
[
ni1ni2
]
= ni1ni2 −
1
3
δi1i2 ,[
ni1ni2ni3
]
= ni1ni2ni3 −
1
5
(ni1δi2i3 + ni2δi1i3 + ni3δi1i2) , (7.60)
and so on. Using the relation
kˆi1 kˆi2 · · · kˆi`[ni1 · · ·ni`] = 2`(`!)2(2`)! P`(kˆ · n), (7.61)
where P` are the Legendre polynomials, we get that the two-function can be written as
〈pi~kpi−~k〉′ ∝
1
k3−2h
(
1 + C˜`(k)P`(kˆ · n) + · · ·
)
. (7.62)
Using again the Ward identity we find that C˜`(k) satisfies the equation
(3− 2h) H k2
(
1− 3(kˆ · nˆ)2
)
+ 2k3 P`(kˆ · nˆ)dC˜`(k)
dk
= 0. (7.63)
A solution to this equation exists only for ` = 2, which corresponds to a non-zero vacuum expectation
value of the stress tensor as discussed above. In other words, the only vacuum expectation value that
it is consistent with scale invariance in the anisotropic de Sitter spacetime is the one of a spin ` = 2
operator.
8 Conclusions
In this paper we have discussed several topics related to inflation and de Sitter spacetimes from a
three-dimensional perspective by making use of the properties of radially quantized CFT3. Despite
the fact that some of the results, e.g. on the Higuchi bound, are not totally new, we have offered new
interpretations and tools which might turn out to be useful in addressing other topics.
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One interesting question we are investigating is if, under some assumptions, the convergence of the
operator product expansion and conformal block decomposition in unitary CFT3 [53] may deliver an
upper bound on four-point correlators. This will be quite exciting because it will have a strong impact
on the next future experimental efforts of detecting primordial four-point functions.
Another issue worth understanding is the following. As already pointed out by in Ref. [9], in the
dS/CFT correspondence the dual CFT3 may be non-unitary. This happens when there are sufficiently
massive stable scalars which correspond to complex conformal weights. While in inflation we are
mainly interested in very light degrees of freedom and this issue might not represent a real problem,
it represents nevertheless a strong motivation to study the dS/CFT3 in more detail.
Unitarity, or reflection positivity, of the CFT3 is the property we made use of to derive the
Higuchi bound. Since the bound corresponds to real scaling dimensions the derivation is consistent.
In AdS/CFT there Lorentzian theories on the boundary and in the bulk. There is time evolution
and this implies that if one theory is unitary, the same must be true for the other. In dS/CFT3 the
equivalence is between an Euclidean theory (future boundary) and a Lorentzian theory (bulk). No
“real” time evolution in the Euclidean theory is present and so there is no right to require unitary
a priori. Nevertheless, if Hcyl has arbitrarily large and negative eigenvalues, then the Hamiltonian
is unbounded and one is obliged to consider states that have no overlap with arbitrarily high-energy
eigenstates.
Finally, it will be interesting to investigate more in details the role played by symmetries in
anisotropic inflation. We hope to come back to these issues soon.
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A An alternative derivation of the relation between mass
and scaling dimension for scalar fields
Another, maybe more intuitive way to obtain the relation (2.40) is to consider a massive scalar field
with action
S =
∫
d3xdη
√−g
(
−1
2
(∂φ)2 − 1
2
m2φ2
)
=
∫
d3xdη a4
[
1
2a2
(φ˙2 − (∇φ)2)− 1
2
m2φ2
]
, (A.1)
where a(η) = −1/Hη. By integrating by parts one obtains
S = −1
2
∫
d3xdη a2φ
[
φ¨+ 2
a˙
a
φ˙+m2a2φ
]
+
1
2
∫
d3xdη a2(∇φ)2. (A.2)
By posing φ(η, ~x) = η∆ϕ(~x), the action becomes
S = −1
2
∫
d3xdη
1
H2η4−2∆
ϕ
(
∆(∆− 3) + m
2
H2
)
ϕ+
1
2
∫
d3xdη
1
H2η2−2∆
(∇ϕ)2. (A.3)
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If the coefficient of the first piece vanishes one is left with a free massless scalar field and therefore
with a conformal field theory on R3. This corresponds precisely to the condition (2.40).
B Calculation of CFT correlation functions through the
state-operator correspondence
We present here an alternative proof that correlation functions on conformally flat backgrounds can
be calculated by rescaling the flat space correlation functions. It makes use of the state-operator
correspondence. One has
ζ(~x1)|0〉 = ei ~P ·~x1 |∆ζ〉, (B.1)
and
〈0|ζ(~x2) = r−2∆ζ2 〈0| [ζ(I~x2)]† = r−2∆ζ2 〈∆ζ |e−i
~K·I~x2 . (B.2)
The two-point correlator of a scalar field with scaling dimension ∆ζ becomes
〈0|ζ(~x2)ζ(~x1)|0〉 = r−2∆ζ2 〈∆ζ |e−i
~K·I~x2ei ~P ·~x1 |∆ζ〉 = 1
r
∆ζ
1
1
r
∆ζ
2
∑
m
〈m,~n2|m,~n1〉
(
r1
r2
)∆ζ+m
, (B.3)
where
|m,~n〉 = 1
m!
(~P · ~n)m|∆ζ〉 and 〈m,~n| = 1
m!
〈∆ζ |( ~K · ~n)m, (B.4)
and we have taken into account that all the cross-terms with different powers of ~K and ~P give vanishing
matrix elements as states with different energies are orthogonal. For m = 1 for instance, we have
〈∆ζ |KiPj |∆ζ〉 = 〈∆ζ |[Ki, Pj ]|∆ζ〉+ 〈∆ζ |PjKi|∆ζ〉 = 〈∆ζ |2i(Dδij − Lij)|∆ζ〉
= 2∆ζδij〈∆ζ |∆ζ〉 = 2∆ζδij , (B.5)
and similarly for the higher terms. The important point though is that a rescaling r → eλr does
not alter neither the scalar products nor the ratio (r1/r2)
∆ζ+m. It appears only on the overall terms
(r1r2)
−∆ζ .
C Anisotropy in the power spectrum: direct computa-
tion
We reobtain the generic result (7.26) with a more explicit computation. Consider a free massless scalar
field σ (therefore from now ∆ = 0) in the background metric
ds2 =
1
H2η2
[
−dη2 + (−Hη)H (dx21 + dx22) + (−Hη)−2H dx23
]
(C.1)
After redefining the scalar field σ as
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σ =
χ
Hη
, (C.2)
we find that the equation of motion for the Fourier modes χ~k(η) turns out to be (primes indicate
derivatives with respect to the conformal time)
χ′′~k +
[
− 2
η2
+ (−Hη)−Hk2⊥ + (−Hη)2Hk23
]
χ~k = 0, (C.3)
where k2⊥ = k
2
1 + k
2
2. Expanding in H , we find that to first order we have
χ′′~k +
(
k2 − 2
η2
)
χ~k − H ln(−Hη)
(
k2 − 3k23
)
χ~k = 0, (C.4)
where k2 = k21 + k
2
2 + k
2
3. Looking for solutions of the form
χ~k(τ) = χ
(0)
~k
(η + Hχ
(1)
~k
(η), (C.5)
we find that χ
(0)
~k
(η) satisfies the standard equation in de Sitter
χ
(0)
~k
′′
+
(
k2 − 2
η2
)
χ
(0)
~k
= 0, (C.6)
and the appropriately normalized solution is
χ
(0)
~k
(η) =
1√
2k
e−ikη
(
1− i
kη
)
. (C.7)
The field χ
(1)
k (τ) satisfies
χ
(1)
~k
′′
+
(
k2 −H2)χ(1)~k = ln(−Hη) (k2 − 3k23)χ(0)~k , (C.8)
whose solution is
χ
(1)
k =
k2 − 3k23
4
√
2k7/2η
{
e−ikτ
(
3e2ikη(kτ + i)Ei(−2ikη) + (2ik2η2 + 3kη − 3i) ln(−Hη)
−2i (k2η2 − ikη + 2) )}, (C.9)
where Ei(x) = −
∫∞
−x e
−tdt/t is exponential integral. In the limit −kη  1, the solution is given in the
leading ln(k/H) order
χ
(1)
k ≈
3i
4
√
2
(k2 − 3k23)
k7/2η
ln(k/H). (C.10)
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The final power spectrum is therefore
〈σ~kσ−~k〉′ =
H2
2k3
{
1 +
3
4
H
[
3(kˆ · n)2 − 1] ln(k/H}
=
H2
2k3
(
1 + 3H ln(k/H)P2(kˆ · n)
)
, (C.11)
which coincides with the result (7.26) obtained by symmetry arguments.
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