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Abstract—Research in the area of sign language gives 
significant results in the decade of years. A lot of research has 
been done focusing on the signer-independent schemas that 
contain sign language and video. This paper contributes the 
statistical translation words from German-Indonesia sign 
language and vice versa. The process of translation used Markov 
model and parsing tree to translate words. A binary search and 
linear algorithms in collaboration with Markov model are used to 
implement the translation process. The execution time between 2 
models of algorithms has been analyzed. A binary search and 
Markov model have given a better execution than sequential 
algorithm and Markov model when translates words. 
Keywords—Sign language; Markov model; binary search; 
linear search.  
I. INTRODUCTION  
Impaired hearing is the inability of ears to hear a sound at 
all which could be happened by; (1) complications at birth (2) 
infectious diseases, and (3) drugs [17]. Sign language is used 
by deaf or impaired hearing people to communicate each 
other. Sign language is a language that uses signs via hand 
gestures or other movements, such as facial expression, body 
posture, gaze, and lip patterns [16]. It is a self-contained 
language which has its own characteristics of the structure and 
grammar. On the other side, sign language is the most natural 
and expressive way for deaf people to communicate with their 
fellows. The developments of sign language show significant 
results within a decade.  
Currently, sign language has spread around the world. 
Almost every countries in the world have their own sign 
language but not universal, such as American Sign Language 
(ASL), British Sign Language (BSL), Australian Sign 
Language (Auslan), German Sign Language (DGS), and 
Indonesia Sign Language (ISL) [5]. 
Generally, sign languages do not have a relation with their 
spoken language where they were developed. In contrast, from 
the pronunciation of the words, there is no standardization of 
sign language.  
In order to communicate, deaf people can use different 
signs for the same word as long as they understand it [15]. 
Each sign language has its own sign to a word and does not 
relate between them. Different with spoken language that is 
used acoustic signal to give the words, sign language uses the 
visual communication to deliver the words [16]. The device of 
visual communication can be divided into two types: the 
manual components and the non-manual components. 
I-CHAT (I Can Hear and Talk - Indonesian Sign Language 
Computer Application for the Deaf) is an application that is 
designed to help people, particularly children with impaired 
hearing problem to master Indonesian language as their 
spoken language [8]. A tool called SIGNUM Database was 
built with the purpose to develop a video corpus based on the 
basic vocabulary of signs in German language. The tools of 
SIGNUM Database contain isolated and continuous video 
copies of signers.  
In this paper, translator of words from German Sign 
Language (DGS) to Indonesia Sign Language (ISL) and vice 
versa is proposed using Markov model combined with binary 
search and linear algorithm. The input words or sentences in 
sign language are inputted by users and the tools will translate 
and then display it as sign language video corpus. 
II. RELATED WORKS 
This section gives a short overview related works in sign 
language and machine translation. In the recent decades, a lot 
of research has been done in the field of sign language and 
machine translation. Framework for statistical machine 
translation based on sign language recognition was proposed 
by Bauer et al. [3]. The framework is used to translate 
recognized video based continuous sign language to spoken 
language and vice versa.  
A rule-based is the good model of translation from English 
sentences to American Sign Language. The model is suitable 
for translation process but the larger corpora are difficult to be 
fulfilled when training and translating the words [9].   
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The adaptation method could be obtained a better result of 
Sign Language recognition by increasing the number of 
training signers [15]. As mentioned in [15], the vision based 
recognition of sign language can be quicker to adapt unknown 
signers. 
In 2010 [1], I-CHAT tool was built for impaired hearing 
people. This tool was designed to assist the people to master 
their spoken language which is Indonesia Language. It's 
prepared with a dictionary module to improve vocabulary in 
learning sign language and speech readings or pronunciation 
of some word in Indonesia language. 
Nur Afifah et al. has published a paper about electronic 
dictionary for translating words from Indonesia language to 
Javanese language. The combination of a binary search 
algorithm and Marko model were used for the translation 
schemas [11].  
Chris Callison-Burch et al. have implemented binary search 
algorithm to arrange alphabetic data [4]. The data is stored as 
an array of integers where array length equal to the length of 
the corpus. The complexity of the computation is therefore 
limited by (2 log (n)), where n is the length of the corpus.  
The analysis of binary search and linear algorithms was 
described by Asagba P.O et.al in 2010 [2]. The paper 
conducted experiments on the execution time of binary search 
and linear search algorithms. 
III. SYSTEM ARCHITECTURE 
The statistical machine translation has the function to 
translate DGS to ISL and vice versa as well as provides video 
corpus. Consider the block diagram in Figure 1. From the 
block diagram, it can be seen that the deaf or hear impaired 
input the data in sentences or phrases.  
At this point, the input could be a simple word. The input is 
analyzed by using parsing methods. This process will read and 
split the input into string of character. The translation model 
would be done afterward.  
There are basically two models used for the sign language 
translator: binary search and Markov model, and linear search 
and Markov model search. Markov model is used for the word 
pattern recognition by searching the value of each word which 
is entered by users.  
Binary search algoritm works by comparing input value to 
the middle element of array and compare it with the the record 
that we look for. As the results the system will show the 
output of the translation of the words.  Linear search algorithm 
works by checks the first item following second item until find 
the target that is looked for.   
The databases of statistical machine translation are taken 
from SIGNUM databases and I-CHAT. SIGMUN library 
provide 450 isolated video and 780 continuous sentences, was 
performed once by 25 native signers of different sexes and 
ages. I-CHAT was prepared with a dictionary module to 
improve vocabulary in learning sign language and speech 
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Fig. 1. German-Indonesia Sign Language Translator Systems Architecture 
IV. MATERIALS AND METHODS 
A. Binary Search Algorithm 
In computer science, binary search or half-interval 
search algorithm is more efficient than a sequential algorithm 
[11]. It due to this algorithm based on divide and conquer 
strategy, which divide array into two lists and search by 
comparing input value to the middle element of an array. The 
process of binary search is shown in figure 2. 
 
 
Fig. 2. Binary Search Illustrations (from [6]) 
Fig. 2 shows how a binary search algorithm works. For 
checking the value of middle (approximately) item in the list, 
it can be described as follows. If it is not the target search and 
the value of the target is smaller than the middle item, the 
target should be in the first half of the list. If the search of 
target value is greater than the middle item, the target should 
be in the last half of the list. By the way of comparison as 
mentioned before, it manages to reduce the number of items to 
check out the half [2].  
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The search continues by examining the middle item in the 
remaining half of the list. If it is not target of the search, the 
search process narrows to half of the remaining part of the 
target list could on. The separation process continues until the 
target is found or the rest of the list consists of only one item. 
If the last item is not the target, then it is not in the list [6]. 
B. Linear Search Algorithm 
Linear search algorithm is a simple method to find the list 
of elements. It  check the first item, second item, third item, 
and the next item until the item that is being sought has been 
found. The algorithm works by analyzing the each key of the 
data node. The search process is carried out by comparing 
each element in a data node one by one, starting from the first 
element to the next element until the sought element is found 
or all the elements have been examined. It doesn’t able to go 
to the previous process, except the search process starts again 
from the beginning.  
The nature of the data processing is first in first out, which 
is data reading from this file should be started at the earliest 
data. The nature of the data processing is first in first out, 
which is data reading from this file, should be started at the 
earliest data [13, 20]. The process of linear algorithm can be 
shown bellows: 
 
Fig. 3 Linear search illustrations (from [9]) 
C. Markov Model 
Markov model is stochastic model processes which have 
the Markov Property. This model has been introduced by 
Andrew A. Markov a mathematician from Russian (Alexander 
Volfovsky, 2007). The property describes the condition of 
given state where the state depends on the previous states. 
Markov property has form: 
P(Xn =  x|Xo,…,Xn-1) = P(Xn = x|Xn-1) VnVx.             (1) 
Markov chain is a structure that consists of stationary 
entities called state (Eric, 1998). The next state depends on the 
current state and it does not depend on the sequence of event 
that preceded it. If we have a set of states, Y = {y1,y2,…,yr}. 
The next output (Yt) can be defined by: 
       Yt = f {yt-1,yt-2,…,yr}                               (2) 
Add the noise to make stochastic the formula is described by: 
       P (Yt | yt-1,yt-2,…,yr)                                 (3)                      
 
If the chain is currently in the state yi then moves into the 
state yj in the next step with a probability can be denoted by pij 
and this probability does not depend which states in the chain 
were in before the current state. The probabilities of pij are 
called transition probabilities. The process can remain in the 
state, and this occurs with value probability pii.  
 
An initial probability distribution, which is defined on Y 
specify the initial state. Usually this is done by specifying a 
particular state as the initial state. Markov chains example can 
be shown as follows: 
 
 
Fig. 4 Binary Search Illustrations (from [7]) 
V. RESULTS 
In order to translate words from German Sign Language 
(DGS) to Indonesian Sign Language (ISL) and vice versa; a 
test case was designed to test the translation of words from 
DGS to ISL. The test case is divided in 2 models of sign 
language translator; 1) German-Indonesian Sign Language, 2) 
Indonesian-German Sign Language.   
The execution time for the translation of sign language 
words or sentences were also been analyzed to compare the 
experimental results of the used method. As mentioned earlier, 
2 different methods: 1) binary search algorithm and Markov 
mode, 2) linear search and Markov model would be 
implemented.  
The test cases are designed to translate German Sign 
Language to Indonesian Sign Language and vice versa instead 
of word or sentences as much as five times from each 
examples which has been prepared. 
The images shows a comparison of the time when translate 
German-Indonesia Sign Language and vice versa; one of the 
methods will provide a better performance when translated 
word and other methods will give a better performance when 
translated sentences. The test case is prepared for the simple 
sentences which consist of 3 words.   
A. German-Indonesia Sign Language Translator  
TABLE I. EXECUTION TIME GERMAN-INDONESIA 
TRANSLATION USING BINARY SEARCH AND MARKOV MODEL 
No Example of word Testing (ms) 
Mean 
    1 2 3 4 5 
1 ich 14 50 36 22 46 33.6 
2 halle 51 4 51 49 56 42.2 
3 lieber 54 12 46 41 33 37.2 
 
Table I shows the implementation of German-Indonesia 
sign language translation using binary search and Markov 
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model. The test model was prepared with 3 different example 
of words that are ‘ich’, ‘halle’, and ‘lieber’. The best 
execution time is 33.6ms when translating the word ‘ich’. The 
worst execution time is 42.2ms occured when it was used to 
translate the word ‘halle’. Another, the translation word 
‘lieber’ need 37.2ms execution time in average. 
TABLE II. EXECUTION TIME GERMAN-INDONESIA TRANSLATION 
USING LINEAR SEARCH AND MARKOV MODEL 
 
No Example of word Testing (ms) 
Mean 
    1 2 3 4 5 
  
1 Ich 31 42 28 37 32 34 
2 Halle 54 35 31 32 40 38.4 
3 Lieber 52 35 31 35 54 41.4 
 
The results of the implementation of German-Indonesia 
sign language translation using linear search and Markov 
model is shown in Table II.The sample word were same with 
being used by binary search and Markov model test. The best 
execution time is 34ms for the word ‘ich’ and the worst 
execution time was 41.4.6ms when translated the word 
‘lieber’. The word of ‘halle’ gave results 80.8ms. 
B. Indonesian-German Sign Language Translator 
TABLE III. EXECUTION TIME INDONESIA-GERMAN 
TRANSLATION USING BINARY SEARCH AND MARKOV MODEL 
 
No Example of word Testing 
Mean 
1 2 3 4 5 
1 Saya 59 34 36 6 48 36.6 
2 Kamu 50 27 33 29 44 36.6 
3 Saying 18 39 30 25 31 28.6 
 
Table III shows the result of execution time for Indonesia-
German sign language translation using binary search and 
Markov model. This test model provides 3 different words 
such as ‘saya, kamu, and sayang’ is used to test the 
performance of the binary search and Markov model.  For the 
best time execution is 28.6ms when translate the word 
‘sayang’. The worst of time execution is 36.6ms where used 
to implement translation of the word ‘saya’ and ’kamu’. 
TABLE IV. EXECUTION TIME INDONESIA-GERMAN 
TRANSLATION USING BINARY SEARCH AND MARKOV MODEL 
No Example of word Testing 
Mean 
    1 2 3 4 5 
1 Saya 52 34 58 35 33 42.4 
2 Kamu 21 48 52 25 38 36.8 
3 Saying 45 15 53 52 2 33.4 
The execution time result of Indonesia-German sign 
language translation using linear search and Markov model is 
shown in Table IV that used the same test word. The word 
‘sayang’ has the best time execution that is 28.6ms. The worst 
of time execution is 42.4ms where used to implement 
translation of the word ‘saya’. For other execution time is 
36.8ms when translated the word ‘kamu’. 




Fig. 5. Comparison between binary and linear for German-Indonesia sign 
language translation time 
 
The results of execution time for translate German-
Indonesia sign language is depicted in Figure 5. The 
combination of Markov model and Binary Search gave the 
faster sign language translation rather than Linear Search and 
Markov Model. The time execution is 33.6ms when translate 
the word ‘ich’ using Binary Search where it would need 34ms 
if Linear Search was used. On the other hand, the slowest time 
performance is 42.2ms when translating the word ‘halle’ by 
using Binary Search.  
D. Comparison For Indonesia-German Translator 
 
 
Fig. 6. Comparison between binary and linear for Indonesia-German sign 
language translation time 
 
The comparison execution time for translate Indonesia-
German sign language word can be seen in Figure 6. 
Implementation of Binary Search and Markov Model has 
given the fastest translation of sign language rather than linear 
search. It give the better performance than the linear search 
one as depicted in the figure.  
The best execution time is 28.6ms when using binary search 
and Markov model for the word ‘sayang’ where Linear Search 
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contrast, the slowest time performance is 36.6ms when 
translating word ‘saya’ and ‘kamu’. The slowest execution 
time for linear search and Markov model is 42.4ms when used 
to translate the word ‘saya’. 
VI. CONCLUSIONS 
In this paper, the test models and analysis of translating 
words from German Sign Language (DGS) to Indonesian Sign 
Language (ISL) and vice versa has been carried out.  The test 
models were provided for 3 different words of sign language. 
From the overall test results, it can be summarized that 
combination of Markov Model and Binary Search give the 
better performance to translate the words of sign language to 
be compared with Linear Search and Markov Model. It’s also 
proven by particular result for each test word.   
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