Sedentary behavior has already been associated with mortality, cardiovascular disease, and cancer. Questionnaires are an affordable tool for measuring sedentary behavior in large epidemiological studies. Here, we introduce and evaluate two statistical methods for quantifying measurement error in questionnaires. Accurate estimates are needed for assessing questionnaire quality. The two methods would be applied to validation studies that measure a sedentary behavior by both questionnaire and accelerometer on multiple days. The first method fits a reduced model by assuming the accelerometer is without error, while the second method fits a more complete model that allows both measures to have error. Because accelerometers tend to be highly accurate, we show that ignoring the accelerometer's measurement error, can result in more accurate estimates of measurement error in some scenarios. In this article, we derive asymptotic approximations for the mean-squared error of the estimated parameters from both methods, evaluate their dependence on study design and behavior characteristics, and offer an R package so investigators can make an informed choice between the two methods. We demonstrate the difference between the two methods in a recent validation study comparing previous day recalls to an accelerometer-based ActivPal.
Introduction
Sedentary behavior has already been associated with mortality, cardiovascular disease, and multiple cancers [20, 34] . To refine risk estimates and evaluate other potential associations, large epidemiological studies will need to accurately measure the number of hours per day that an individual spends sitting or lying down. As many large studies cannot afford to distribute devices such as the activPal [7] or accelerometer [8] to all participants, there is a need to determine whether previous day recalls (PDRs) [23] , or questionnaires inquiring about an individual's activity over the past 24 h, can accurately measure sedentary time. This work was authored as part of the Contributor's official duties as an Employee of the United States Government and is therefore a work of the United States Government. In accordance with 17 USC. 105, no copyright protection is available for such works under US Law.
For this purpose, validation studies can be designed that measure sedentary behavior by both a PDR and a reliable device on a small group of individuals over time.
Our objective is to quantify the bias and error in a PDR's measure of an individual's sedentary time over a single day. Clearly, if the PDR is to be a useful tool, it should accurately reflect, with little error or bias, the true sedentary time of the targeted day. In order to make a statement about its quality, we need to assess its 'measurement error'. However, unlike the majority of papers discussing measurement error in epidemiology [9, 15, 16, 31, 33] , we are not assessing the level that is directly relevant for estimating effect attenuation. Those papers focus on the error in measuring the usual, or average, level over time. To enter that discussion, we would need to address how sedentary time from a single day varies around the individual's average level. Our objective is more modest. We accept that with a sufficient number of accurate daily measurements per individual, we can capture an individual's usual level. Our focus, instead, is to propose a method for determining whether a specific PDR is an appropriate tool for measuring daily sedentary behavior, or equivalently, a method for determining the best possible PDR among a set of options.
In this article, we introduce, discuss and compare two statistical methods that quantify the bias and variability in a PDR's measure of sedentary time for a single day. The first method treats the device's estimate as an error-prone 'alloyed gold standard' [32] , and fits a more complete measurement error model [27] [28] [29] that allows for error in the device. The second method treats the device's estimate of sedentary time as the true value and fits a naïve, or reduced, regression model [4, 5, 13, 35, 37] . The first method produces unbiased estimates, while the second method can produce estimates with lower variance. For a given study, their relative performance, as measured by the mean-squared error (MSE, variance + bias 2 ), depends on the study design, characteristics of the measured behavior, and device accuracy. In contrast to nutritional studies [11, 25] , alloyed gold standards for sedentary behavior can be extremely accurate [12, 17, 21] and fitting the full model is no longer the obvious choice.
The full measurement error model, as described in the next section, requires that the true sedentary times for an individual are correlated over the observed days. This correlation is necessary for distinguishing the measurement error from the PDR and that from the device. This correlation also induces a relationship between the PDR and device measures over time, a feature omitted in some more basic models [27, 28] . Otherwise, our chosen model follows standard form, with the acknowledgement that we assume that the device has neither scale nor person-specific bias [14, 15] , seemingly reasonable assumptions for accelerometer-based measures of sedentary behavior.
In this paper, we offer two sets of estimates,ˆ F (based on the full measurement error model) andˆ N (based on the naïve model), for the scale-bias, subject-specific bias, and random error of a PDR. We then derive the variance ofˆ N , which along with the previously derived bias [38] ofˆ N and variance of the unbiasedˆ F , allows comparison of the MSE for the two sets of estimates. In the results section, we evaluate the effect of study size, device error, and intra-individual variability, among other factors, on the relative performance of F andˆ N . Our corresponding R package (https://github.com/sampsonj74/SEandBias) allows investigators to compare these two estimates for their own studies. Moreover, through simulations, we consider the potential harm of misspecifying the correlation structure for method 2 and the possibility of letting the data choose the better estimate for a given study. Finally, we conclude with a short discussion section.
Methods

Model assumptions
We consider a validation study that measures the number of hours spent sitting using both a PDR and device on multiple days. For individual i, i ∈ {1, . . . , n}, in the validation study, let X ij be the true number of hours spent sitting during day j, j ∈ {1, . . . , N}. We consider both the device's, W ij , and the PDR's, V ij , measure of this quantity. We let an arrow over the variable name indicate a column vector, with
] be an individual's average, or usual, number of hours per day sitting during the observational period. We assume that {T i , X i , W i , V i } follows a multivariate normal distribution that can be described by
where r i , ij , U ij , and T i are independent normally distributed variables with mean = 0, and
and is independent of the other variables. Equation (1) includes the assumption that the correlation in the PDR's measurement error is not a function of time. Equation (2) includes a similar assumption of the device's measurement error and the additional assumption that there is neither scale -nor reporting -bias in the device's measure. These assumptions will be discussed later.
2.2.
Methods to estimate ≡ {β 0 , β 1 , σ 2 r , σ 2 ε } Because our interest is in the performance of the PDR, our objective is to obtain estimates,ˆ , of ≡ {β 0 , β 1 , σ 2 r , σ 2 ε }. Our first option is to consider the full model (Equations (1)- (3)). Here, we would obtain the maximum likelihood or full model estimates,ˆ F ≡ {β F0 ,β F1 ,σ 2 Fr ,σ 2 Fε } for the likelihood defined in the appendix, although estimates could be calculated using regression calibration or one of the other available options [2, [35] [36] [37] [38] [39] . For example, we could also have estimated the parameters by a methods of moments approach. In this approach, we first calculate the empirical covariance matrix of V and W ( in the appendix) and then solve Equations (A.1.1) -(A.1.6) relating the terms in this covariance matrix to the parameters of interest. This approach shows that all quantities are identifiable, with the caveat that using an autocorrelation or Toeplitz structure for requires at least three observations per person. We know thatˆ F is asymptotically unbiased and its variance can be estimated by the inverse of the information matrix. Our second option is to treat the device's measure, W, as the truth and fit the naïve model. where r N i and ε N ij are presumed to be independent and normally distributed with means 0 and variances σ 2 Nr and σ 2 Nε . We letˆ N ≡ {β N0 ,β N1 ,σ 2 Nr ,σ 2 Nε } be the solutions to the score equations corresponding to Equation (4) (details in the appendix). The estimatesˆ N are known to be biased [4, 35] . The asymptotic bias forˆ N has been recently evaluated [38] , and the delta method can be used to calculate the asymptotic variance ofˆ N (details in the appendix).
For correcting the observed effect,γ obs , of a questionnaire's measure of sedentary behavior on an outcome, the observed effect can be divided by the attenuation factor, λ [22] .
This attenuation factor only adjusts for the questionnaire measurement error at a given time point, and does not adjust for a single time point's possibly poor reflection of an individual's usual level. Given the potential importance of λ, we also compare the MSE
. When the naïve model is assumed true, W ij is presumed to equal T i + δ ij ,σ 2 NT andσ 2 Nδ can be estimated from the distribution of W ij , and
Becauseλ N andλ F are not normally distributed, we calculate their MSE by (i) generating 100,000 sets ofˆ N andˆ F from their respective asymptotic normal distributions (ii) applying the function λ(·) to each set of parameters (iii) calculating the MSE. Another metric of PDR quality is the correlation,
, between the PDR measure and the truth:
.
To estimate the MSE forρ PDR
N andρ PDR
F
, we use a simulation approach similar to the approach used forλ N andλ F .
Comparison of methods
We can calculate the MSE, E[(φ − φ) 2 ], where φ ∈ {β 0 , β 1 , σ 2 r , σ 2 ε } for the naïve and full model estimates. We then evaluate how changing the study design and true parameter values affects the relative performance ofˆ F andˆ N . Without closed form solutions for the bias and variance of these estimates, we consider specific scenarios. As our foundation, we start with two primary scenarios, a large error scenario where, as observed in our own validation study, the error of the PDR is 40x the error of the device, σ 2 ε = 40σ 2 U , and a small error scenario where we are more optimistic and assume the error of the PDR is only 5x the error of the device, σ 2 ε = 5σ 2 U . In our base models, all other parameters reflect those from our own validation studies:
, and is known to be the identity matrix. Furthermore, we assume that the study includes 50 individuals and each individual has four measurements (N = 4). Using these models as points of reference, we evaluate the effects of changing the values of key parameters.
We will allow the correlation matrix, , to have a structure indicative of indepen- The theoretical values for the standard deviation ofβ,σ 2 ε andσ 2 r when estimated from the full model are compared with values obtained from simulation. Theoretical values are based on the inverse of the information matrix. The comparison was performed for each of the three types of correlation structures using the parameters of the large-error primary scenario.
, exchangeable can be reformulated as independence. With only two measurements per each individual (N = 2), ρcannot be identified. All other parameters from the model specified in Equations (1)- (3) are identifiable.
Simulation studies
Although most comparisons betweenˆ F andˆ N can be performed based on theoretical calculations of means and variances, we rely on simulations for to evaluate our approximations, assess the effect of model misspecification, and to test our two-step procedure. First, we generate 100,000 datasets based on Equations (1)- (3) and the primary models, to obtain empirical estimates of biases and variances forˆ F andˆ N to ensure that our theoretical calculations are appropriate for small samples. Datasets were also generated assuming autocorrelation and Toeplitz (ρ = 0.2, 0.4, and 0.6) correlation matrices. Results for ρ = 0.6 are presented in Table 1 , while results for ρ = 0.2 and 0.4 are presented in supplementary  Tables S1-S4 . Second, we consider the effect of model misspecification on the full model estimates. For this analysis, we generate a similar set of datasets. We then calculate the MSE resulting from fitting the full models that assume each of the three possible correlation structures. Finally, simulations allowed us to evaluate a data-directed two-step procedure designed to choose the best estimates for a given dataset. In the first step, we obtained the estimates{β F0 ,β F1 ,σ 2 Fr ,σ 2 Fε ,σ 2 Fu ,σ 2 Ft ,σ 2 Fδ }from fitting the full model and, treating those estimates as the truth, calculated the MSEs expected for the naïve and full model estimates. In the second step, we chose those estimates that were expected to produce the lower MSE.
Validation study
The measurement properties of a PDR were evaluated as part of a validation study which has been previously described [21] . Briefly, as part of a larger study, 40 men (18-71 years old) from Amherst, MA and Nashville, TN wore an activPal and completed a telephoneadministered PDR on three different days during a one-week period. The PDR was an updated version of a 24-h physical activity recall that has been previously used as a reference instrument [19] and the activPal (PAL Technologies, Glasgow, Scotland) is an accelerometer-based posture and activities logger that is worn on the thigh. Sedentary time was defined as the time sitting or laying during waking hours.
Results
We calculated the biases and variances for the three parametersβ 1 ,σ 2 ε andσ 2 r estimated using both the full and naïve models. Tables 1 and 2 show that these asymptotic values were accurate, in that they were nearly identical to those estimated from simulation. In addition, Tables 1 and 2 illustrate our general observation that the structure of the within-individual variability had an insignificant effect on the biases and standard errors of the estimates of β 1 ,σ 2 ε andσ 2 r . Moreover, we also examined the effect of incorrectly specifying the correlation structure when fitting the full model. In practice, this structure will be unknown and the specified structure may be incorrect. However, simulations suggest that the MSE of estimates based on a model that assumes the wrong structure will not be significantly higher than estimates based on assuming the correct model. Table 3 suggests that even when the true structure of is Toeplitz(1) or autocorrelation, fitting a model where is assumed to be the identity matrix (and the overall correlation matrix for an individual's measurements is exchangeable) will not significantly increase the MSE.
In general, we found that that var(σ 2 Nε ) < var(σ 2 Fε ) , var(β N1 ) < var(β F1 ) and, by simulation, var(ρ PDR N ) < var(ρ PDR F ), supporting our belief that the variance for the naïve estimates would be smaller. However, that trend did not hold forσ 2 r , where the naïve estimate often had the same or slightly larger variances. Because of this reversal, the MSE for σ 2 Nr was often larger than the MSE forσ 2 Fr , especially in small-error scenario (Figures 1  and 2 ).
In terms of trends or generalizations, we found that the relative performance of the estimates from the full model improved as (i) the number of subjects increased (ii) the variance of the device (σ 2 U ) increased (iii) the intra-individual variability (σ 2 δ ) decreased (Figures 1 The rows indicate the correlation structure used to generate the data (I = Independence, A = Autocorrelation, T = Toeplitz(1)) while the column indicates the assumed correlation structure in the data analysis. The entries show the MSE based of the maximum likelihood estimates from the model that used the assumed correlation structure, as compared with MSE based on the true correlation structure (by definition, the diagonals in each 3×3 box are equal to 1).
Figure 1. (large-error scenario):
The % error (y-axis), defined to be the square-root of the MSE divided by the parameter value, for estimates of β 1 (first column), σ 2 ε (second column), and σ 2 r (third column), as a function of changing n (number of subjects, 1st row), σ 2 u (variance of gold standard, second row), and σ 2 δ (intra-individual variability, third row). The % error for estimates based on the full model are unbroken black lines, while the % error for estimates based on the reduced model are broken red lines. The evaluated scenario assumes N = 4 measures per individual, an independence correlation matrix, and with the exception of the variable being changed, we let n = 50, β 1 = 1, σ 2 T = 4, σ 2 δ = 1.5, σ 2 U = 0.1, 4.0, and σ 2 r = 0.8.
and 2). Note, that σ 2 δ = 0 is equivalent to repeated measures of a single quantity and the full model becomes similar to standard models designed for repeated measurements. Although determining when the full model estimates would be superior requires consideration of all parameters, our simulations offer some suggestions. When n < 50, the variance of the device is less than 5% of the between-individual variability, and the intra-individual variability is greater than 25% of the total variability, the naïve estimates tend to be preferable. The importance of n was limited to the small-error scenario where σ 2 ε = 0.5. This scenario also seemed to favor the full model, in the sense that the parameters would require more extreme values for the reduced model to become superior. The % error (y-axis), defined to be the square-root of the MSE divided by the parameter value, for estimates of β 1 (first column), σ 2 ε (second column), and σ 2 r (third column), as a function of changing n (number of subjects, first row), σ 2 u (variance of gold standard, second row), and σ 2 δ (intra-individual variability, third row). The % error for estimates based on the full model are unbroken black lines, while the % error for estimates based on the reduced model are broken red lines. The evaluated scenario assumes N = 4 measures per individual, an independence correlation matrix, and with the exception of the variable being changed, we let n = 50,
The errors, defined as the square-root of the MSE divided by the parameter's value ( √ MSE(ϕ)/ϕ), tend to be low for the attenuation factor. For both primary models, the error ofλ N andλ F were less than 10%. Across most scenarios, with the exception of the small-error scenarios with high σ 2 U , we foundλ N andλ F to behave similarly. Even in scenarios where MSE(σ 2 Nε ) < MSE(σ 2 Fε ) and MSE(β N1 ) < MSE(β F1 ), the strong negative correlation betweenβ F1 andσ 2 Fε seemed to offset their effects onλ F , so that it performed no worse thanλ N (Figures 3 and 4) .
In attempt to choose the best estimates for a given dataset, we created a datadriven two step procedure. In the first step, we obtained the maximum likelihood estimates{β F0 ,β F1 ,σ 2 Fr ,σ 2 Fε ,σ 2 Fu ,σ 2 Ft ,σ 2 Fδ } and, treating those estimates as the truth, Figure 3 . (large error scenario): The % error (y-axis), defined to be the square-root of the MSE divided by the parameter value, for estimates of λ (first column) and ρ PDR (second column), as a function of changing n (number of subjects, first row), σ 2 u (variance of gold standard, second row), and σ 2 δ (intraindividual variability, third row). The % error for estimates based on the full model are unbroken black lines, while the % error for estimates based on the reduced model are broken red lines. The evaluated scenario assumes N = 4 measures per individual, an independence correlation matrix, and with the exception of the variable being changed, we let n = 50,
calculated the MSEs expected for the naïve and maximum likelihood estimates. In the second step, we chose those estimates that were expected to produce the lower MSE. Unfortunately, the choice of estimates is usually driven byσ 2 Fu and in those scenarios where we question whether or not we can use the maximum likelihood estimates, we often have a poor estimate ofσ 2 Fu . For example, in both primary models, the standard deviation ofσ 2 Fu is 0.2, resulting in the probability of selecting the inferior parameter being as The % error (y-axis), defined to be the square-root of the MSE divided by the parameter value, for estimates of λ (first column) and ρ PDR (second column), as a function of changing n (number of subjects, first row), σ 2 u (variance of gold standard, second row), and σ 2 δ (intraindividual variability, third row). The % error for estimates based on the full model are unbroken black lines, while the % error for estimates based on the reduced model are broken red lines. The evaluated scenario assumes N = 4 measures per individual, an independence correlation matrix, and with the exception of the variable being changed, we let n = 50, Fr ) in the small-error primary model were 0.8, −0.8, and −0.1. Although the reduced model was expected to perform better for the small-error primary model, this correlation seemed to result in the full-model estimates being selected when they were farthest from the truth. Hence, even though the naïve estimates are selected more often, this two-step procedure offered little benefit. Ultimately, across all parameter values tested, we found that our two-step estimates performed similarly to the full-model estimates.
As a practical demonstration of two models, we considered a study measuring hours of sedentary behavior by both PDR and activPal. Studies comparing the activPal to the truth, as determined by an observer, have suggested that the correlation between the two measures in a population is as high with r > 0.95, in both laboratory studies [12] and during free living activities [17, 18] , suggesting that the reduced estimates will likely have lower MSE. In our study, we found the estimates ofβ N1 ,σ 2 Nε , andσ 2 Nr to be 0.98, 3.02, and 0.81. We omit confidence intervals as standard estimates do not account for the bias. In contrast, had we chosen the full-model estimates, our estimates (and confidence intervals) would have beenβ F1 ,σ 2 Fε , andσ 2 Fr , to be 1.18 (0.81-1.55), 2.05 (0.32-3.77), and 1.26 (0.14-2.39). Although these results are similar, this example still demonstrates that both methods can be applied to this type of validation study.
Discussion
Epidemiological studies will aim to measure the 'usual' level, or long-term patterns, of sedentary behavior. This aim can be accomplished by a questionnaire inquiring about usual behavior or by using accurate measures of sedentary behavior on one or more specific days as an approximation of usual levels. Because questionnaires of long-term behavior, especially sedentary behavior, can be highly inaccurate due to the implicit difficulty of retrieving and organizing a great deal of information, there is mounting preference for the latter option [23, 26, 30] . PDRs offer an affordable option for measuring sedentary time during a given day. However, both the accuracy and precision of a PDR need to be tested in a validation study before being incorporated into a larger study. As it is nonsensical to record multiple PDR's on the same day in a given individual, validation studies often record multiple PDRs over time. If the validation study also measures sedentary behavior by an unbiased device on those same days, as is the case in many studies, then we can assess the bias and variability of the PDR. In the article, we consider two methods for such an evaluation. The first method treats the device's estimate of sedentary time as the true value, whereas the second acknowledges that the device's estimate also includes error.
We can obtain estimates of the desired parameters, specifically those describing the accuracy and bias of the PDR, by either fitting the full or naïve model. The better option, as defined by the lower MSE, depends on the exact characteristics in the truth. Nevertheless, we found some basic trends worth reporting. The relative performance of the estimates from the full model improved as (i) the number of subjects increased (ii) the variance of the device (σ 2 U ) increased (iii) the intra-individual variability (σ 2 δ ) decreased. Although far from a definitive rule, we found that the naïve estimates tend to be preferable when n < 50, the variance of the device is less than 5% of the between-individual variability, and the intra-individual variability is less than 25% of the total variability.
Our research adds to the existing, rich, literature describing statistical methodology for assessing the accuracy of questionnaires. This literature includes multiple methods that assess accuracy when only an error-prone surrogate of the truth is available. Fitting some version of Equations (1)- (3) is a common approach [24, 29] . However, the methodology has primarily focused on fields, such as diet [10, 14] and physical activity [1, 3, 6, 9, 23, 24] , where there is comparatively poor correlation between the surrogate and truth. Here, we address the issue of questionnaire accuracy for sedentary behavior, where accurate surrogates are likely available. To address this issue, we extended the statistical evaluation of bias and variance in parameters from both the naïve and full random-effects models [2, [35] [36] [37] [38] [39] . In this context, our discussion is one of the first to focus on a comparison of the MSEs between the two types of parameters and is the first to calculate the variance of the naïve parameter estimates.
Our method was designed for studies where there is a single, unbiased, measure from a device accompanying each PDR measure. If individuals had used multiple devices on each day, then these replicate measures would have been sufficient for estimating σ 2 U . In turn, we would have had alternative options, requiring fewer assumptions, for estimating the desired parameters. Our method also required the device to be unbiased. Given the data collected, we would not have the ability to distinguish bias from the device and PDR. Although we believe this to be a realistic assumption, it is also a necessary assumption. The objective in epidemiological studies is to capture an individual's usual sedentary behavior. Therefore, the PDR will likely be administered at multiple times during the year. The next step should be to evaluate the correlation structure of daily sedentary behavior and the correlation structure of its measurement error over longer periods of time, such as a year. Such information will help determine the number of measurements needed to get an accurate estimate of usual levels. A more general limitation is that our method was designed to assess how well a PDR captures one specific quantity, such as total number of hours in a sitting or lying position. However, a PDR can measure an extensive range of activities, and therefore its true value should not be assessed by a single metric.
A.1 Likelihood
If V and W are defined by Equations (1)-(3), then they follow a normal distribution:
. . . 
