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 i g  h  l  i  g  h  t  s
Point  scanning  introduces  a delay  between  image  pixels  when  used  at frequencies  below  10 Hz.
The  time  delays  can  be corrected  by using  temporal  interpolation.
Real  two-photon  imaging  data  were  produced  at  different  scanning  frequencies  for comparison.
Simulations  show that  the  interpolation  methods  present  a  similar  performance  and  are  able  to  correct  the  time  delays  introduced  by point  scanning.
Qualitative  and  quantitative  results  on the  real  imaging  data  show  the  performance  of  pixel timing  correction  for point  scanning.
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a  b  s  t  r  a  c  t
In point  scanning  imaging,  data  are  acquired  by sequentially  scanning  each  pixel  of a predetermined
area. This way  of  scanning  leads  to time  delays  between  pixels,  especially  for lower  scanning  speed  or
large  scanned  areas.  Therefore,  experiments  are  often  performed  at lower  framerates  in order  to  ensure
a sufﬁcient  signal-to-noise  ratio,  even  though  framerates  above  30 frames  per  second are  technically
feasible.  For  these  framerates,  we suggest  that  it  becomes  crucial  to correct  the  time  delay  between
image  pixels  prior  to analyses.  In this  paper,  we  apply  temporal  interpolation  (or  pixel  timing  correction)
for  calcium  imaging  in  two-photon  microscopy  as  an  example  of  ﬂuorescence  imaging.  We  present  and
compare  three  interpolation  methods  (linear,  Lanczos  and  cubic  B-spline).  We  test these  methods  on  a
simulated  network  of  coupled  bursting  neurons  at different  framerates.  In  this  network,  we introduce  aime delay correction time  delay  to simulate  a scanning  by point  scanning  microscopy.  We  also  assess  these  methods  on  actual
microscopic  calcium  imaging  movies  recorded  at usual  framerates.  Our  numerical  results  suggest  that
point  scanning  microscopy  imaging  introduces  statistically  signiﬁcant  time  delays  between  image  pixels
at low  frequency.  However,  we  demonstrate  that pixel  timing  correction  compensates  for these  time
delays,  regardless  of the  used  interpolation  method.
ublis©  2014  The  Authors.  P
. Introduction
Two-photon microscopy has become a popular way for the
cquisition of ﬂuorescence imaging data and has several applica-
ions that cannot easily be achieved by other microscopy methods.
he reduced scattering of light gives access to deep tissue imag-
ng and reduces the photodamage of cells located outside the focal
lane (Coppieters et al., 2010). In addition, this technique offers a
∗ Corresponding author at: Department of Physiology, Hyogo College of Medicine,
ivision of Physiome, 9th Building (3F), 1-1 Mukogawa-cho, Nishinomiya, Hyogo
refecture 663-8501, Japan. Tel.: +81 798 45 6385.
E-mail addresses: dboiroux@hotmail.com (D. Boiroux), yoku@hyo-med.ac.jp
Y. Oku).
ttp://dx.doi.org/10.1016/j.jneumeth.2014.08.008
165-0270/© 2014 The Authors. Published by Elsevier B.V. This is an open access article unhed  by  Elsevier  B.V. This  is  an  open  access  article  under  the  CC  BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
better z-axis spatial resolution (Denk et al., 1990; Helmchen and
Denk, 1999) than other methods like one-photon microscopy or
spinning disk confocal microscopy (Nipkow disk), hence reducing
the contribution from background ﬂuorescence (So et al., 2000;
Stephens and Allan, 2003; Homma  et al., 2009).
In two-photon microscopy as well as other point scanning tech-
niques, the image is scanned pixel by pixel by a laser. The photons
emitted by the ﬂuorescent dye are captured e.g. by a photon mul-
tiplier tube (PMT). It implies that the information about each pixel
is acquired at different times, and that the dwelling time per pixel
(i.e. the time spent by the laser to scan each pixel) decreases when
the size of the scanned area increases. The resonant mode technol-
ogy allows scanning of larger regions at video rates (Nguyen et al.,
2001). In the experimental setup described in this paper, the reso-
nant mode can achieve a scanning speed of 8000 lines per second,
der the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
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gFig. 1. Unidirectional (left) and bidirectional (right) scanning u
hich corresponds to a dwelling time of approximately 73 ns per
ixel. However, higher framerates decrease the number of photons
itting the PMT, and hence also reduce the signal-to-noise ratio.
hus, deep tissue scanning is difﬁcult to achieve by using the reso-
ant mode, because the small number of photons detected for each
ixel critically deteriorates the signal-to-noise ratio. In summary,
he decision on the framerate is a trade-off between the desired
patio-temporal resolution and the signal-to-noise ratio.
In order to reduce the size of the scanned area, it is possible to
can across subregions of the sample, to use free-line scan methods
i.e. scan along a predeﬁned trajectory) or methods such as spatial
ight modulator (SLM) microscopy (Nikolenko et al., 2008). Never-
heless, these methods can only be used in cases where researchers
recisely know in advance the areas of interest (including e.g. cells,
xons, etc.). In particular, these methods are not suitable if the
xperiment may  alter cells, for example if we need to kill cells or
fter administering drugs. Also, scanning the whole region allows
esearchers to get more information out of experiments, e.g. infor-
ation regarding interactions between cells constituting the whole
etwork (Nikolenko et al., 2007). For these reasons, it is usually
referable to acquire the whole region.
Bidirectional scanning can increase the scanning speed, but
eteriorates the spatial information. By using this mode, it is dif-
cult to match phases between lines scanned from one direction,
nd lines scanned from the opposite direction. In order to avoid
his, we used the unidirectional scanning. In unidirectional scan-
ing, the distance traveled by the laser to move from the end of a
ine to the next line is longer, but the spatial information is pre-
erved. Unidirectional and bidirectional scanning are depicted in
ig. 1.
As an example of ﬂuorescence imaging, calcium imaging tech-
iques enable to study the neuronal activity in hundreds of neurons
nd glial cells within neuronal circuits. Experiments involving cal-
ium imaging are usually performed at framerates below 10 frames
er second in order to ensure a sufﬁcient signal-to-noise ratio.
or instance, Kuga et al. (2011) used a 1–10 frames per second,
nd Ruangkittisakul et al. (2006, 2008) used 1.25–1.43 frames per
econd in order to record the hippocampal activity by using two-
hoton imaging. Although these frequency ranges are sufﬁcient to
apture most of the calcium peaks associated to cell activity, they
ay  introduce ﬂaws when it comes to the functional analysis of
he neuronal network due to the time delays. Therefore, we sug-
est that for low frequencies, the two-photon imaging data must beo-photon microscopy. Image pixels are scanned sequentially.
processed by pixel timing correction in order to ensure the validity
of neuronal network analyses.
To our knowledge, the effects of the time delays between pix-
els and suitable methods for pixel timing correction have not been
extensively investigated yet. In this paper we apply pixel timing
correction on Ca2+ imaging of the pre-Bötzinger complex (preBötC)
of postnatal rodents as a representative case of the network analysis
using calcium imaging. The preBötC is located in the lower brain-
stem, and plays an important role in the generation of spontaneous
respiratory activity in mammals (Smith et al., 1991). Therefore,
knowing the exact burst timing of each cell involved in spontaneous
synchronized activity can help to understand the global neuronal
network structure.
We  present an approach based on temporal interpolation for
pixel timing correction. Temporal and spatial interpolation have
been used in medical imaging, for instance to correct time delays in
functional magnetic resonance imaging (fMRI) (Sladky et al., 2011),
or for image processing (Lehmann et al., 1999; Thévenaz et al.,
2000). Timing correction based on interpolation is also used in other
ﬁelds, such as earth imaging (Shampine and Reichelt, 2004). We
evaluate qualitatively and quantitatively three interpolation meth-
ods: linear interpolation, Lanczos interpolation, and cubic B-spline
interpolation. These methods are tested on a simulated Ca2+ imag-
ing where we  introduce a time delay in image pixels. We  simulate
the scanning at different speeds in order to assess the beneﬁts of
pixel timing correction. Then, the interpolation methods are vali-
dated on real imaging data. We  found that all the above methods
can mitigate the time delays caused by point scanning, and that
these methods have similar performances.
2. Methods
2.1. Data acquisition
2.1.1. Animal care and experimental procedures
All experimental procedures were conducted in accordance
with the Japanese Physiological Society Guide for the Care and Use of
Laboratory Animals and followed the guiding principles of the Amer-
ican Physiological Society. This study was also approved by the
Committee on Animal Care and Use at Hyogo College of Medicine.
Rhythmic slices were prepared from neonatal Wistar rats (2–6
days old) for this study. The brainstem from the rats were iso-
lated and mounted on an agar block. Then, transverse slices
62 D. Boiroux et al. / Journal of Neuroscie
Table 1
Scanning speed, time per frame and framerate for the two-photon microscopy
imaging.
Scanning speed per line (line s−1) Time per frame (ms) Framerate (fps)
8000 29 34.48
400  535 1.87
600 357 2.80
800 270 3.70
Fig. 2. Snapshot of the rhythmic slice. The choice of the region has been made based
on  the presence of rhythmic activity. It has been acquired using a two-photon micro-
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tcope by scanning the slice 48 times. The ﬁve rhythmic cells of the slice are indicated
y  red arrows. (For interpretation of the references to color in this ﬁgure legend, the
eader is referred to the web version of the article.)
550–600 m)  including the preBötC, the nucleus of hypoglossus
nd the hypoglossal (XII) rootlets were cut with a vibratome (Lin-
arSlicer PRO7, DOSAKA EM Co., Ltd., Kyoto, Japan) and placed in
rtiﬁcial cerebrospinal ﬂuid (aCSF, composed of [mM] 118 NaCl,
 KCl, 1.2 CaCl2, 1 MgCl2, 1 NaH2PO4, 25 NaHCO3, 30 d-glucose)
aturated with carbogen gas (95% O2, 5% CO2). Before recording
f calcium imaging began, the slices were superfused to activate
hythmic activity for >20 min  with 8 mM K+ aCSF at 27 ◦C (Smith
t al., 1991).
.1.2. Calcium imaging
Cells at the preBötC in the slice were stained by glass-
ipette-injection of 100 M Oregon Green 488 BAPTA-1 (OGB-1,
ifetechnologies, CA, USA) for 10 min  and then washed with aCSF
or >40 min. Calcium imaging was performed by using two-photon
aser-scanning microscope based on a mode-locked laser system
perating at 800 nm,  80 MHz  pulse repeat, 140 fs pulse width
Chameleon Ultra II, Coherent, CA, USA) and a laser-scanning sys-
em (Leica TCS SP5 MP,  Leica Microsystems, Germany) through a
00–550 nm band-pass emission ﬁlter. The system was coupled
ith an upright microscope (Leica DM6000 CFS, Leica Microsys-
ems) and equipped with a water-immersion objective lens (20×,
.0 numerical aperture, Leica HCX APO L 20×/1.0 W,  Leica Microsys-
ems). Each frame was captured as a size of 512 × 200 pixels
=434.17 × 169.08 m).  The location of the captured region has
een chosen based on the presence of rhythmic cell activity. The
requencies used for the experiments are: 400 Hz, 600 Hz, 800 Hz
nd 8000 Hz per line (each frame contains 200 lines). The required
ime for scanning the whole frame and the framerate are pro-
ided in Table 1. Since the respiration has a temporal response
ocalized around 0.5 Hz, frequencies above 1 Hz should be able
o observe the rhythmic cell activity accurately, according to the
yquist–Shannon sampling theorem.
In addition, a snapshot was captured by scanning 48 times
efore the experiments (Fig. 2). This snapshot is used to determine
he position of all the cells and is common to all the experiments..1.3. Electrophysiology
Glass suction electrodes were ﬁlled with aCSF to record from
he hypoglossal nerve rootlets. Raw nerve signals were ampliﬁednce Methods 237 (2014) 60–68
100,000 times, band-pass ﬁltered (cutoff frequencies: high-pass
50 Hz, low-pass 1 kHz), and digitized at 1 kHz using the Power-
Lab 4/25T and Chart 5 software (ADInstruments, New South Wales,
Australia). The raw signals were also rectiﬁed and integrated online
[time constant () = 100 ms]. Data were stored on hard disk for
ofﬂine analysis.
2.2. Preprocessing of data
In order to improve the signal-to-noise ratio and remove some of
the artifacts, the acquired data have been processed in the following
way. First, we took for each frame the unweighted average of the
previous and following three frames (moving-time average). Then,
the data have been band-pass ﬁltered (cutoff frequencies: high-
pass 0.17 Hz, low-pass 2.5 Hz). Finally, we ﬁltered the data spatially
by taking the unweighted average of a 5 × 5 region around each
pixel.
2.3. Neuronal network simulation
For simulating a network of interconnected neurons, we use
the model developed by Butera et al. (1999a,b). Simulations of a
neuronal network can be found in Lal et al. (2011). All differential
equations are solved using a second order implicit Runge–Kutta
method (Shampine and Reichelt, 1997) with adaptive stepsize. For
computation time reasons, we restrict ourselves to a network con-
sisting of 12 cells in this paper.
The membrane potential of the ith cell computed by using the
Butera model is converted to Ca2+ ﬂuorescence intensity F0
i
(t) by
using a ﬁrst order low-pass ﬁlter with the time constant  = 0.3 s.
The contribution to the total ﬂuorescence of the ith cell, i = 1, 2,
. . .,  n, is
Fi(x, y, t) = F0i (t) exp
{
− 1
Ci
[(x − x0i ) + (y − y0i )]
}
(1)
where Ci ∼ U(3, 6) (uniform distribution) is a constant deﬁning the
cell size. It corresponds to cell size between 5.1 and 10.2 m. The
location of each cell center (x0
i
, y0
i
) is chosen randomly in a vir-
tual slice of size 100 × 100 pixels. We  also ensure that the distance
between cells is sufﬁcient, such that there are no overlapping cells.
Consequently, the overall ﬂuorescence of the slice is the sum of
the contributions of each cell, i.e.
F(x, y, t) =
n∑
i=1
Fi(x, y, t) (2)
Fig. 3 depicts an example of slice during the inspiratory phase (i.e.
when the respiratory cells present a bursting activity).
Then, a time delay between image pixels is introduced. This
delay simulates the laser scanning from a two-photon microscopy
imaging system. For simulated data, we assume that the laser
moves instantaneously, such that there is no extra delay when scan-
ning a new line, nor when the laser moves back to the ﬁrst pixel
at the end of the image scanning. Other noise terms, such as the
delay associated with the data acquisition card are assumed to be
negligible. Thus, the time delay dt of the jth pixel is
dt = j ıt (3)
in which ıt is the pixel dwelling time (i.e. the time required to scan
one pixel). Pixels are scanned from left to right, and top to bottom.
The time delay between the image pixels is illustrated in Fig. 4.
For the simulations, the data were sampled at four different
frequencies: 2 Hz, 5 Hz, 10 Hz and 35 Hz.
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. Methods for temporal interpolation
This section describes the different methods used for temporal
nterpolation of Ca2+ ﬂuorescence intensity.
All the computations have been performed using Matlab
2008b (Mathworks, Natick, MA)  on a PC (Intel i7-3930K, 32 GB
AM, Windows 7 64-bit).
.1. General formula
Let s(t) denote the interpolated value of a time series sl, l ∈ Z.
ere, we assume that the sampling time is constant. In our case,
he time series s(t) corresponds to the ﬂuorescence intensity time
eries F(x, y, t). s(t) can be evaluated for any time t ∈ R by using the
nterpolation formula
(t) =
∑+∞
l=−∞slL(t − l)∑ (4)+∞
l=−∞L(t − l)
here L(t − l) is the kernel function. In this paper, we only consider
ymmetric kernel functions, i.e. L(− t) = L(t) for all t ∈ R.
ig. 4. Illustration of time delay. The scanning speed between image pixels is assumed to
he  nth pixel is neglected.nce Methods 237 (2014) 60–68 63
The denominator in (4)
+∞∑
l=−∞
L(t − l) (5)
normalizes the interpolation.
In addition, the most popular kernel function satisfy the follow-
ing property
L(0) = 1 (6a)
L(i) = 0 (6b)
for all integer i /= 0. This property ensures that the interpolated
function and the discrete-time function are equal at the sampling
times. If this condition is not satisﬁed, the interpolation will modify
the initial signal.
In practice, we usually consider truncated kernel functions, so
the sum in (4) is ﬁnite and can be written in the form
s(t) =
∑t+a
l=t−a+1siL(t − l)∑t+a
l=t−a+1L(t − l)
(7)
The kernel function L satisﬁes L(t) = 0 for any t satisfying |t| > a.
3.2. Linear interpolation
Linear interpolation is one of the simplest interpolation meth-
ods. However, it may  not be able to reconstruct the respiratory
bursts correctly.
Its kernel function is
L(t) =
{
1 − |t| −1 < t < 1
0 otherwise
(8)
It corresponds to a ﬁrst order low-pass ﬁlter (Parker et al., 1983).
Also, another disadvantage is that the interpolated function is not
differentiable at the sampling points.
Fig. 5 illustrates the linear kernel function.
3.3. Lanczos interpolationWe recall the deﬁnition of the sinus cardinalis function
sinc(t) = sin(t)
t
(9)
 be uniform, and the time for the laser to move back to the ﬁrst pixel after scanning
64 D. Boiroux et al. / Journal of Neuroscience Methods 237 (2014) 60–68
Fig. 5. Linear interpolation kernel function.
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he sinc interpolation deﬁned by the kernel function L(t) = sinc(t)
s usually referred as the ideal interpolation. However, its practical
mplementation may  be computationally time-consuming.
The Lanczos interpolation is a rescaled and truncated version of
he sinc interpolation. It has been shown to achieve good perfor-
ance in medical imaging processing (Ye et al., 2005).
Its kernel function is
a(t) =
⎧⎨
⎩
sinc(t) sinc
(
t
a
)
−a < t < a
0 otherwise
(10)
here a is a positive integer. Larger values of a improve the fre-
uency response at the price of a higher computation time. In this
aper, we choose to use a = 2.
Generally, the Lanczos kernel function does not satisfy
+∞
i=−∞L(t − i) = 1. Therefore, the normalization term in (4) pre-
ents from altering the amplitude of the interpolated signal.
Fig. 6 illustrates the Lanczos kernel function for a = 1, 2, 3.
.4. B-spline interpolationBasic splines (or B-splines) are one of the most popular kernel
unctions used for interpolation (Hou and Andrews, 1978). A gen-
ral description of B-spline interpolation is provided in LehmannFig. 7. B-spline interpolation kernel function.
et al. (2001). In this paper, we use the cubic B-spline kernel function,
which is
L(t) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1
2
|t|3 − |t|2 + 2
3
0  ≤ |t| < 1
−1
6
|t|3 + |t|2 − 2t + 4
3
1  ≤ |t| ≤ 2
0 otherwise
(11)
It must be pointed out that unlike the other kernel functions,
L(1) /= 0 and L(− 1) /= 0. Therefore, the initial function and its inter-
polation are not equal at the sampling points.
Fig. 7 illustrates the B-spline kernel function.
3.5. Pixel timing correction
For real data, the time delay of the ith pixel introduced by the
way of scanning the slice is
dt = j ıt + (k − 1)t1 (12)
in which k = 1, 2, . . .,  200 is the line number. t1 is the time required
for the laser to move from the last pixel of the previous line to
the ﬁrst pixel of the next line. In the unidirectional scanning mode,
pixels are counted from left to right, and from top to bottom.
4. Results and discussion
In this section we apply and compare the three interpolation
methods presented in the previous section for a simulated dataset.
We use the method presented in the previous section to simulate a
virtual network of coupled neurons. Then, we  assess the validity of
our method on real movies recorded by two-photon microscopy.
4.1. Simulated data
4.1.1. Qualitative analysis
In order to quantitatively assess the quality of the interpolation,
we use the mean absolute difference between the actual image (i.e.
the one without time delay) and the interpolated one
N∑
E(x, y) = 1
N
t=1
|Factual(x, y, t) − Finterp(x, y, t)| (13)
where N is the number of frames.
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F ifferent scanning frequencies (2 Hz, 5 Hz, 10 Hz and 35 Hz). The differences are shown for
t anczos interpolation (lower-left corner) and B-spline interpolation (lower-right corner).
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he  uncorrected case (upper-left corner), linear interpolation (upper-right corner), L
he  ﬂuorescence intensities are expressed in arbitrary units.
Fig. 8(a)–(d) shows the mean absolute difference between the
ctual data and the scanned one for the frequencies 2 Hz, 5 Hz, 10 Hz
nd 35 Hz.
For the uncorrected images (upper-left corner), the error is
igher at the lowest lines. This is due to the fact that these lines
re scanned later than the uppermost ones, leading to a bigger time
elay.
In addition, the mean error decreases when the frequency
ncreases. At 35 Hz, the cell locations can barely be seen. This result
uggests that the pixel timing correction is more useful at low fre-
uencies.
By looking at Fig. 8(a)–(d), it appears that the three interpolation
ethods provide similar performance for all frequencies.
Fig. 9 depicts the mean error for different frequencies in a semi-
ogarithmic scale. Globally, pixel timing correction reduces the
rror for all frequencies. At the frequencies 5 Hz, 10 Hz and 35 Hz,
he error is approximately reduced by a factor 10. In general, the
-spline interpolation provides the best results at all frequencies,
lthough the difference between the three methods is not signiﬁ-
ant.
Fig. 10 represents snapshots for one respiratory burst. Snap-
hots were taken at times t = 0, 0.5, 1 and 1.5 s for the actual data
top), uncorrected data (middle) and corrected data using B-spline
nterpolation (bottom). These times show the different phases of
he respiratory burst. The scanning frequency is 2 Hz. By looking at
he snapshots, it appears that the actual slice snapshots (top) and
he ones after pixel timing correction (bottom) are similar. How-
ver, the uncorrected ones show some difference. The mismatch
etween the actual snapshots and the uncorrected ones is more
oticeable for the lowest rows (i.e. where the time delay is bigger).
Fig. 11 illustrates the ﬂuorescence intensity for one cell at the
canning frequency f = 2 Hz. We  selected the pixel corresponding to
he center of the cell. The uncorrected signal (green curve) showsFig. 9. Mean error for the three considered interpolation methods. The ﬂuorescence
intensities are expressed in arbitrary units.
a delay with the actual one (blue curve). The three interpolation
methods allow an almost perfect reconstruction of the actual ﬂuo-
rescence intensity signal despite the low scanning frequency.
4.1.2. Statistical analysis
We recall the deﬁnition of the normalized cross-correlationfunction XY() between two  time series X(t) and Y(t)
XY () =
Cov(X(t), Y(t + ))
XY
(14)
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Fig. 10. Snapshots of simulated data for a single respiratory burst. Data were taken at times t = 0, 0.5, 1 and 1.5 s. Actual data (top), uncorrected data (middle) and corrected
data  using B-spline interpolation (bottom) are represented. The scanning frequency is 2 Hz. The ﬂuorescence intensities are expressed in arbitrary units.
Fig. 11. Fluorescence intensity for a representative cell. The scanning frequency is
2  Hz. The ﬂuorescence intensity is expressed in arbitrary units. (For interpretation
of  the references to color in the text, the reader is referred to the web version of the
article.)
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Table 2
Average lag difference between the actual signal and the low-frequency signal. The
corresponding p-values are computed using a paired t-test.
Frequency Timing correction Average lag
difference (ms)
Standard
error
p-Value
2 Hz
Uncorrected 291.7 44.0 <0.01
Linear interpolation −5 4.2 0.13
Lanczos interpolation −9.2 4.4 0.03
B-spline interpolation −5 3.8 0.11
5  Hz
Uncorrected 113.3 36.5 <0.01
Linear interpolation −5 4.4 0.14
Lanczos interpolation −6.5 4.1 0.07
B-spline interpolation −6 4.2 0.09
10  Hz
Uncorrected 62.7 21.5 <0.01
Linear interpolation −4.2 3.4 0.12
Lanczos interpolation −4.8 3.5 0.10
B-spline interpolation −4.2 3.4 0.12
35  Hz
Uncorrected 12.5 4.6 0.01
Linear interpolation −4.2 3.4 0.12
Lanczos interpolation −4.8 3.2 0.08
be rejected. After pixel timing correction, the null hypothesis (16a)here X and Y represent the standard deviations of X(t) and Y(t)
espectively.
In our case, X(t) is the image average for the simulated data.
(t) is the ﬂuorescence signal for a respiratory cell (corrected or
ncorrected).
We deﬁne the lag 0 between X(t) and Y(t) as
0 = max

XY () (15)his lag is supposedly constant throughout the experiments.B-spline interpolation −3.3 3.3 0.17
Table 2 shows the lag difference D between the actual signal and
the corrected (or uncorrected) one for the n = 12 simulated cells. We
test this difference versus the null and alternative hypotheses
H0 : D = 0 (16a)
H1 : D /= 0 (16b)
by using a paired t-test with n − 1 =11 degrees of freedom. For all the
considered frequencies, the lag differences for the uncorrected case
are signiﬁcantly different from 0, i.e. the null hypothesis (16a) canis not rejected anymore, excepted for the Lanczos interpolation at
2 Hz.
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Table  3
Average lag difference between the reference signal (recorded at high frequency)
and the low-frequency signal. The corresponding p-values are computed using a
paired t-test.
Frequency Timing correction Average lag
difference (ms)
Standard
error
p-Value
1.87 Hz
Uncorrected 101.5 22.0 0.01
Linear interpolation 29 21.6 0.25
Lanczos interpolation 8.7 9.5 0.41
B-spline interpolation 11.6 11.8 0.38
2.80 Hz
Uncorrected 108.75 26.1 0.014
Linear interpolation 9.67 9.6 0.37
Lanczos interpolation 19.3 15.5 0.28
B-spline interpolation 16.11 13.9 0.31
Uncorrected 87 28.0 0.036
Linear interpolation −7.25 12.7 0.60
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Corrected (B−spline)
Fig. 12. Cycle-triggered average of a representative rhythmic cell (cell number 1
in Fig. 2). The plots are normalized for comparison purposes. Blue dash curve:
hypoglossal nerve signal. Black dash dotted curve: high-frequency reference signal
(scanning speed: 35 frames per second). Red solid curve: low-frequency uncor-
rected signal (scanning speed: 1.87 frames per second). Turquoise solid curve:
low-frequency corrected and resampled signal at 35 Hz using cubic B-spline interpo-
lation (scanning speed: 1.87 frames per second). (For interpretation of the references
to  color in this ﬁgure legend, the reader is referred to the web version of the article.)
Fig. 13. Integrated hypoglossal nerve signal (top) and calcium transient of a
7  × 7 pixel large region of interest (ROI) centered on a representative rhythmic cell.
The  dashed lines correspond to the peaks of the hypoglossal nerve signal associated
with inspiratory activity.
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Fig. 14. Fluorescence intensity of cell number 1 (blue curves) associated to each3.70 Hz Lanczos interpolation −3.63 5.6 0.55
B-spline interpolation −7.25 12.7 0.60
.2. Validation on real imaging data
For real data, we determined the lag 0 between X(t) and Y(t) by
sing the same deﬁnition as in (15), where X(t) is the hypoglossal
erve signal and Y(t) is the ﬂuorescence signal for a respiratory
ell (corrected or uncorrected). Unlike the simulated data pre-
ented previously, we do not have access to the “true” data, i.e.
he one without time delays. In this Section, we use the imaging
ata scanned at 8000 lines per second (i.e. 35 frames per second) as
he reference data. Due to the high scanning frequency, we assume
hat the time delays are negligible compared to the low frequency
ata.
Table 3 shows the lag difference between the reference signal
nd the corrected (or uncorrected) one. The p-values are computed
y using a paired t-test. We  compare the calcium transients of the
ame ﬁve cells shown in Fig. 2. The slice is scanned at the different
peeds shown in Table 1.
For the uncorrected case, the average lag difference is signiﬁ-
antly different from 0 for all frequencies (p < 0.05). This conﬁrms
hat the point scanning induces a signiﬁcant delay for low scan-
ing frequencies, and therefore that the pixel timing correction is
eeded.
The average lag difference is reduced by approximately a factor
0 after pixel timing correction, regardless of the used method (lin-
ar, Lanczos or B-spline). Conversely, the corresponding p-values
ncrease. These results show that the null hypothesis
0 : D = 0 (17)
annot be rejected anymore, and therefore that pixel timing cor-
ection can cancel out the lag difference between the reference
uorescence intensity signal and the interpolated one.
Fig. 12 shows the cycle-triggered average for cell number 1 in
ig. 2. It was computed as follows. Using the frame position of the
ypoglossal nerve peaks greater than (mean + 2 × standard devia-
ion) as the reference, optical signals of preceding and following 4 s
ere averaged to detect peaks associated with inspiratory activ-
ty. Then, we set regions of interest (ROI) of size 7 × 7 pixels on the
ells presenting a rhythmic activity shown in Fig. 2. The hypoglos-
al nerve signal and the calcium transient of a ROI centered on cell
umber 1 are shown in Fig. 13. Since the number of photons hitting
he PMT  depends on the dwelling time, the scaling of the data will
e different for each framerate. Therefore, we normalized the data
n Fig. 12 by adjusting the peak level. The ﬂuorescence intensity cor-
esponding to each hypoglossal nerve spike and its cycle-triggered
verage for cell number 1 are shown in Fig. 14.
We compare the reference data scanned at 8000 Hz (or 34
rames per second) with the low-frequency data scanned at 400 Hzhypoglossal nerve peak and its cycle-triggered average (red curve). (For interpreta-
tion of the references to color in this ﬁgure legend, the reader is referred to the web
version of the article.)
(or 1.87 frames per second) for cell number 1. In total, we used
9 respiratory cycles for averaging. We  consider both the uncor-
rected signal and the one corrected using B-spline interpolation.
The lag difference between the reference (black curve) and the
uncorrected signals is approximately 200 ms. This difference is due
to the delay when scanning using two-photon microscopy. After
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orrection (turquoise curve), the two peaks and the timings of ﬂu-
rescence intensity decay coincide. The foot of the signal activation
s slightly advanced, possibly due to the fact that the reference and
orrected signal are taken from the same cell, but at a different tim-
ngs. For this speciﬁc cell, the time delay has a considerable impact
hen analyzing the signal propagation. Similar results are obtained
or cells number 2–5 in Fig. 2 (results not shown).
. Conclusion
In this paper, we demonstrated the effects of pixel timing cor-
ection on simulated and actual Ca2+ imaging data acquired by
wo-photon microscopy. The ﬁrst outcome of this paper is that
he scanning induces a signiﬁcant time delay in image pixels. Fur-
hermore, pixel timing correction compensates for these delays.
inally, the performance of pixel timing correction does not depend
n the interpolation method. Globally, the calcium transient after
ixel timing correction is closer from the actual one than in the
ncorrected case.
Thus, pixel timing correction enables to obtain ﬂuorescence
mages with a better signal-to-noise ratio, to scan a wider region,
r even to make 3D images of the slice without compromising the
iming accuracy. Possible applications include the establishment of
ausality mappings of the cells constituting a functional neuronal
etwork.
The methods presented in this paper are not speciﬁc to two-
hoton microscopy scanning. They can also be applied to other
oint scanning microscopy imaging and other ﬁelds in imaging
here time delays between image pixels occur, particularly in the
eld of neuroscience research.
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