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We explore the behavior of the ac admittance of superconductor–normal-metal–superconductor (SNS)
junctions as the phase difference of the order parameters between the superconductors is varied. We find three
characteristic regimes, defined by comparison of the driving frequency ω to the inelastic scattering rate  and
the Thouless energy ET of the junction (typically h¯  ET ). Only in the first regime ω   does the usual
picture of the kinetic inductance hold. We show that the ac admittance can be used to directly access some of the
characteristic quantities of the SNS junctions, in particular the phase-dependent energy minigap and the typically
phase-dependent inelastic scattering rate. Our results partially explain the recent measurements of the linear
response properties of SNS superconducting quantum interference devices (SQUIDs) and predict a number of
new effects.
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I. INTRODUCTION
The frequency-dependent susceptibility typically reveals
information about the internal dynamics of the studied
systems. In the electronic case, this susceptibility is more
often measured as admittance, whose frequency dependence in
semiclassical models for bulk metals is due to scattering and
appears for frequencies exceeding some tens of terahertz.1
In wires, it is dictated by stray capacitances and geometric
inductance. Understanding the frequency-dependent response
is moreover of importance for high-frequency devices.
In superconductors or superconducting tunnel junctions
(STJs), the admittance at low frequencies is dominated
by the superconducting kinetic inductance.2 For STJs, the
Josephson inductance is related to the supercurrent IS(ϕ)
through the junction, which depends on the superconducting
phase difference ϕ:
LJ (ϕ)−1 = 2e
h¯
∂ϕIS(ϕ) . (1)
This relation allows characterization of the current-phase
relation of Josephson junctions via measurements of their
ac admittance.3 The remaining dissipative part of the admit-
tance is due to quasiparticles, is proportional to exp[−| −
h¯ω|/(kBT )],4 and is important only for the high frequencies
of the order of the superconducting gap  or temperatures T
close to the critical temperature.
For Josephson junction types other than STJs, however,
the admittance can deviate from the above simple picture. In
this article we show how combining normal-metal wires (N)
and superconductors (S) into superconductor–normal-metal–
superconductor (SNS) weak links results in an admittance that
entails characteristics of the inelastic scattering rates and the
inverse diffusion times through the structure. At frequencies
of the order of or larger than the inelastic scattering rate , the
simple kinetic-inductance picture has to be revised to include
nonadiabatic effects associated with the dynamics of the elec-
tron energy distribution. The dissipative response, describing
microwave absorption, is moreover finite for temperatures or
frequencies exceeding the phase-dependent minigap in the
spectrum of excitations inside the junction. The dissipative part
of the admittance probes the density of states in the junction
and is related to the physics of stimulation and suppression of
the supercurrent.5,6
This paper is organized as follows. We first introduce
in Sec. II the linear-response Keldysh approach we use
to describe the admittance. After that, in the first part of
Sec. III, we derive a number of analytical results applicable at
frequencies low compared to ET /h¯, and we discuss the general
low-frequency characteristics. The second part of Sec. III
completes the picture by presenting results applicable at higher
frequencies. Section IV concludes the paper.
II. MODEL
We study diffusive SNS junctions, whose length L is longer
than the superconducting coherence length ξ0 =
√
h¯D/,
where D is the diffusion constant. The proximity effect
induces a gap in the density of states inside the normal
metal, Eg(ϕ = 0) = 3.12ET  , where ET = h¯D/L2 is the
inverse diffusion time. The minigap depends on the phase
difference approximately as cos(ϕ/2) and vanishes for ϕ = π .
We model the coupling to the electric field with an ac bias
voltage V (t) = δV sin(ωt), which induces an oscillating phase
difference ϕ(t) = ϕ + δφ cos(ωt) across the junction.
To find quantitative results, we describe the SNS junction
dynamics with the Keldysh-Usadel equation,7 used also in
Ref. 6. In this approach, physical quantities are obtained
from the retarded, advanced, and Keldysh Green’s func-
tions gˆR/A/K (E,E′), which depend on two energy argu-
ments. These functions are matrices in the Nambu (electron-
hole) space, and the Keldysh (K) part can be parameter-
ized in terms of an electron distribution function matrix
ˆh(E,E′) = hL(E,E′) + hT (E,E′)τˆ3: gˆK = gˆR ˆh − ˆhgˆA. The
matrix products also involve convolutions: ( ˆB ˆC)(E,E′) =∫∞
−∞
dE1
2π
ˆB(E,E1) ˆC(E1,E′). In the presence of the harmonic
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drive, these functions can be written in a matrix representation8
gˆn,m(E) =ˆ gˆ(E + nh¯ω,E + mh¯ω) that reduces convolutions to
matrix products.
For what follows, it is convenient to write the time-
dependent Usadel equation in the form
h¯D ˆ∂x ˆj
R/A = [−iτˆ3 + iU + iσˆ R/A,gˆR/A] , (2a)
gˆR/AgˆR/A = ˆ1 , (2b)
ˆjR/A ≡ gˆR/A ˆ∂xgˆR/A , (2c)
h¯D ˆ∂x ˆj
K = ( ˆ∂x ˆjR) ˆh − ˆh( ˆ∂x ˆjA) + gˆRi ˆZ − i ˆZgˆA , (2d)
ˆjK ≡ ˆjR ˆh − ˆh ˆjA + ˆ∂x ˆh − gˆR( ˆ∂x ˆh)gˆA , (2e)
ˆZ ≡ [−τˆ3 + U, ˆh] + σˆ R ˆh − ˆhσˆA − σˆ K , (2f)
where (E,E′) ≡ δ(E − E′)E, x is the position along the
junction, ˆ∂x ˆB = ∂x ˆB − i[Aτˆ3, ˆB] the gauge-covariant gradient
containing the vector potential A(E,E′) = A(E) δ(E − E′),
D is the diffusion constant, and U is the scalar potential.
The self-energy σˆ R/A/K describes relaxation processes inside
the junction: we make a relaxation time approximation,
taking σˆ R/A = ∓ih¯τˆ3, σˆ K = σˆ R ˆheq − ˆheqσˆ A, where  is an
inelastic relaxation rate. We moreover assume clean boundary
conditions: gˆR/A/K are continuous across the N/S interfaces,
and inside the superconductors they obtain their equilibrium
BCS values.
Given solutions to Eqs. (2a)–(2f), the ac admittance can be
obtained from the ac current harmonics via
Y (ω) = 2
iωδφ
I (ω) , (3a)
I (ω) = σNS
4
∫ ∞
−∞
dE Trτˆ3 ˆjK01(E) , (3b)
under a linear-response drive δφ  2π . Here, σN and S are the
normal-state conductivity and the cross section of the junction,
respectively.
III. ADMITTANCE
In the above approach, the admittance splits naturally
into three gauge-invariant parts, Y = Ysc + Ydy + Yqp, where
(hereafter, h¯ = e = kB = 1)
Ysc = σNS2iω δφ
∫ ∞
−∞
dE Tr
[
τˆ3
(
ˆjR01h11 − h00 ˆjA01
)]
, (4a)
Ydy = σNS2iω δφ
∫ ∞
−∞
dE Tr
[
τˆ3
(
ˆjR00
ˆh01 − ˆh01 ˆjA11
)]
, (4b)
Yqp = σNS2iωδφ
∫ ∞
−∞
dE Tr
{(
1 − τˆ3gˆA11τˆ3gˆR00
)
×
[
τˆ3∂x ˆh01 − iA02 (h11 − h00)
]}
. (4c)
Here ˆjR/A = gˆR/A ˆ∂xgˆR/A describes spectral (super)currents,
h00(E) = h11(E − ω) = tanh(E/2T ) is the electron energy
distribution at equilibrium, and ˆh01 is its time-dependent
part. The contributions describe (a) the ac supercurrent, (b)
the effect of the dynamic variation of the populations of
the Andreev levels, and (c) the quasiparticle current driven
directly by the field. Below we work mostly in a gauge in
which the electric field is contained in the vector potential:
FIG. 1. (Color online) Phase dependence of the admittance Y in
units of the normal-state conductance GN (dissipative part, solid;
reactive part, dashed), in different regimes of interest. The “low”-
temperature results have been calculated for T = ET ; the “high”-
temperature results, for T = 16ET . The adiabatic frequency is ω =
ET /200   = ET /20, the low frequency is ω = ET /4  , and
the high frequency is ω = 10ET . Dotted lines show the contribution
from dominant parts—Ysc [Eqs. (1), (10a)];Ydy [Eq. (7)];Yqp [Eqs. (9),
(10c)]—indicated in the lower left corners. The adiabatic-frequency
results are obtained from analytical approximations; the others, from
a numerical solution of Eqs. (2).
A(t) = A0 cos(ωt), A0 = −δφ/(2L). Requiring charge neu-
trality leads to a finite position-dependent scalar potential U ,
but self-consistent numerical solutions to Eqs. (2) indicate that
this can be disregarded for ω  10ET .
In the following, our aim is to relate the contributions
[Eqs. (4a)–(4c)] to quantities that can be calculated in the
absence of the ac drive.9 The regimes where the different
contributions are relevant depend on the particular values of the
phase difference, frequency, and temperature. The main results
are summarized in Fig. 1, which shows the phase dependence
of the admittance in different regimes of frequencies and
temperatures.
A. Low frequency
For frequencies satisfying   ω  Eg(ϕ), the super-
conducting correlations follow the time-dependent phase
difference, but the electron energy distribution is driven out of
equilibrium. Under this constraint, the part of the admittance
related to the ac supercurrent [Eq. (4a)] reduces to Eq. (1),
i.e., Ysc 	 −2i∂ϕIS(ϕ)/ω. Since the supercurrent IS decays
exponentially as the temperature increases, this contribution
to reactance becomes unimportant at high temperatures (T 
10ET ), unless the frequency is very low.
The second major contribution to reactance comes from
a dynamic variation of the population, as given by Ydy.
For this, the time-dependent component ˆh01 ≡ h′L + τˆ3h′T of
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the distribution function needs to be solved with a kinetic
equation. If we assume again simple time dependence for the
superconducting correlations, the first harmonic of the Usadel
kinetic equation reads [compare Eqs. (2a)–(2f) and Ref. 6]
D∂x · (DL∂xh′L − T ∂xh′T + jSh′T )
= iA0
2
(jS + ∂xT )(h11 − h00) + i(ω − 2i)Nh′L , (5a)
D∂x · (DT ∂xh′T + T ∂xh′L + jSh′L) = i(ω − 2i)Nh′T . (5b)
Here DL/T are the spectral heat/charge diffusion coeffi-
cients, T is an anomalous kinetic coefficient, and N is
the local density of states. These quantities are related
to the equilibrium retarded Green’s function, gˆR(E) =
g(E)τˆ3 + f (E)(τˆx + iτˆy)/2 − ˜f (E)(τˆx − iτˆy)/2, e.g., jS =
Im jE , jE = 12i Tr τˆ3 ˆjR00, N = Re g, and DT = 12 [1 + |g|2 +
|f |2/2 + | ˜f |2/2].
At low frequencies, Eqs. (5a) and (5b) should be solved with
Andreev reflection boundary conditions amounting to h′T =
0 and ∂x · h′Lnˆ = 0 at the two N/S interfaces. The resulting
function h′T is in the vector potential gauge finite but small,
and as a first approximation we can disregard it. Moreover,
gradients of h′L are small because of Andreev reflection, and
we get a fairly good estimate for the average h′L by averaging
Eqs. (5a) and (5b) over the normal-metal junction, defining
〈·〉 = ∫ L0 dx · /L. As a result, we get
ˆh01 ≈ 〈h′L〉 ≈
A0
2
jS(h11 − h00)
(ω − 2i)〈N〉 . (6)
Substituting this into Eq. (4b) and assuming ω  ET ,
Ydy ≡ −iGN
ω − 2i
ET
T
Q(ϕ,T ) (7)
≈ −iGN
ω − 2i
∫ ∞
−∞
dE
j 2S
4T 〈N〉 cosh2[E/(2T )] .
This is similar to a correction to the dc conductance described
in Ref. 10. Its origin can be understood as follows11: the current
is carried by a dense spectrum {n(ϕ)} of discrete bound states
with populations fn, j (ϕ) =
∑
n(∂ϕn)fn(n). With ac bias one
finds δj/δV ∝ ∑n ∂2ϕnfn/iω +∑n(∂ϕn)2∂fn/iω, where
the first term is equivalent to Ysc and the second one to Ydy, as
jS ∼
∑
n δ(E − n)∂ϕn ∼ N∂ϕ.
The dynamic contribution is purely dissipative and constant
for ω  , contains both reactive and dissipative components
forω ≈ , and becomes purely reactive and decays forω  ,
as Fig. 1 shows. In general,  also depends on the phase
difference,12 so the phase-dependent response at frequencies
of the order of the inelastic scattering rate may be quite
complicated. On the other hand, Eq. (7) offers a way to
probe such phase-dependent scattering rates via an admittance
measurement.
The function Q(ϕ,T ) is shown in Fig. 2(a) for different
temperatures. At T  ET the response can be fitted with
the function Q(ϕ) ≈ 8.9[|saw(ϕ)| − 0.32 sin2(ϕ/2)]| sin(ϕ)|,
where saw(ϕ) = (ϕ + π mod 2π ) − π . At low temperatures,
Q(ϕ,T ) is suppressed for phases at which T < Eg(ϕ). Note
that Q is positive definite, has almost a double periodicity
compared to the kinetic-inductance term, and has a minimum
around ϕ = 0, where the kinetic inductance is at maximum.
FIG. 2. (Color online) (a) Function Q(ϕ,T ) [see Eq. (7)] de-
scribing the phase-dependent dynamic contribution to the reactive
response. (b) Function P (ϕ,T ) [see Eq. (9)] describing the phase
dependence of the dissipative part of the admittance at low fre-
quencies. From top to bottom in (a) and marked with symbols in
(b): T/ET = 16(),8(∇),4(),2(◦),1(+),0.5(×). The dotted lines
represent the analytic high-temperature approximations to which Q
and P tend for T  ET . The inset of (b) shows the temperature
dependence of G0(T ).
The dissipative part of the impedance originates from two
additional sources: the quasiparticle part Yqp and, importantly
at low temperatures, a part of the ac supercurrent oscillating
in phase with the voltage. The quasiparticle contribution is
easiest to derive in a gauge where the vector potential vanishes.
Then, h′T in Eqs. (5a) and (5b) has the boundary conditions
h′T (x = ±L/2) = ± iδφ4 (h11 − h00), and solving Eq. (5) while
neglecting h′L and the right-hand side yields
Yqp + ReYsc 	 GN
∫ ∞
−∞
dE
K0(E)
4T cosh2(E/2T ) (8)
≡ G0(T ) + GNET
T
P (ϕ,T ), (9)
where we assumed ω  ET and defined G0(T ) as the
ϕ = 0 value [P (0,T ) = 0]. The kernel is13 K0 ≈ 〈D−1T 〉−1 −
Re ∂ϕjE ∼ 〈N2 + 14 |f + ˜f ∗|2〉. It describes the spectrum of
excitations in the junction available for receiving energy: this
has a minigap Eg(ϕ), so for ω,T < Eg(ϕ), all dissipation
vanishes. Note that the appearance of the minigap is related
to the presence of the ac supercurrent contribution, Yqp  GN ,
and is similar to the usual proximity-enhanced conductance.
The functions P (ϕ,T ) and G0(T ) are shown in Fig. 2(b).
At low temperatures, the temperature and phase dependence
shows a clear signature indicating the presence of a minigap in
the density of states; note that this also applies to the Ydy con-
tribution. The dissipation is concentrated at phase differences
close to π , where the minigap is small. In the high-temperature
limit, the dissipative term consists of a phase-independent
contribution G0(T ), and the phase-dependent part has a simple
phase and temperature dependence: −0.23saw(ϕ)2GNET /T .
B. High frequency
When the frequency becomes of the order of the Thouless
energy ET , the above semiadiabatic expressions break down as
the spectral quantities become frequency dependent. Starting
from Eqs. (4a)–(4c) and following essentially the same steps as
above, we can, however, construct approximations valid also
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at higher frequencies. The supercurrent contribution is fairly
approximated by
Ysc ≈ σNS4ω
∫ ∞
−∞
dE{∂ϕ[jE(E) + jE(E + ω)]∗h00(E)
− ∂ϕ[jE(E) + jE(E + ω)]h11(E)} , (10a)
the dynamic contribution Ydy by
Ydy 	 iσNS8ω(ω − 2i)
∫ ∞
−∞
dE
[jE(E) − jE(E + ω)∗]2
1
2 〈g(E) + g(E + ω)∗〉
× [h11(E) − h00(E)] , (10b)
and the quasiparticle part of the impedance by
Yqp 	 GN
∫ ∞
−∞
dEK(E,ω)h11(E) − h00(E)
2ω
, (10c)
K(E,ω) = 1
2
〈[1 + g(E)g(E + ω)∗
+1
2
f (E)f (E + ω)∗ + 1
2
˜f (E) ˜f (E + ω)∗]−1〉−1 .
(10d)
At high temperatures, Ysc is exponentially suppressed even
for high frequencies, similar to the equilibrium supercurrent.
The dynamic contribution Ydy, on the other hand, can be
neglected for ω  ET . Consequently, Yqp dominates for
ω,T  ET (see Fig. 1). At low temperatures, both the
supercurrent and quasiparticle contributions are important.
The amplitude of the phase dependence in the admittance is
illustrated in Fig. 3, up to high frequencies. As the frequency
increases, the proximity-induced phase dependence in the re-
active and the dissipative components decays as the admittance
approaches the constant normal-state value, Y (ω,ϕ) → GN .
Similarly, the phase dependence vanishes as the temperature
increases. At low frequencies, on the other hand, the reactive
component diverges because of the Josephson inductance, and
the dissipative component is dominated by Ydy, saturating to
Re δY ∼ GNET / (can be  GN ) at ω = 0.
FIG. 3. (Color online) Amplitude δY = maxϕ[Re / Im]Y (ϕ) −
minϕ[Re / Im]Y (ϕ) of the phase dependence in the nonadiabatic
dissipative (Re) and reactive (Im) admittance of a long SNS junction,
obtained by solving the time-dependent Usadel equations numeri-
cally. The lines correspond to temperatures T/ET = 0.5,1,2,4,8,16
(top to bottom) and were calculated with  = 0.05ET .
IV. DISCUSSION AND CONCLUSIONS
Above, we computed analytical and numerical results for
the ac admittance of SNS junctions. Figures 4 and 1 illustrate
that the approximations [Eqs. (10a)–(10d)] reproduce all
qualitative features visible in the fully numerical exact so-
lution, and they are quantitatively accurate in a large part of
the parameter regime we are interested in. In particular, the
deviations between the two approaches are insignificant for
frequencies lower than ET . At frequencies of the order of
ET , there are clear quantitative differences in the dissipative
component, but the qualitative phase and frequency depen-
dence is the same. This demonstrates that to a fair accuracy
the ac admittance can be well described by Eqs. (10a)–(10d)
and standard solvers for the equilibrium Usadel equation. In
addition, Eq. (10) provides a possibility for making analytical
estimates for the admittance contributions.
In a recent experiment probing directly the ac admittance
of SNS junctions,11 it was found that at frequencies where
  ω  ET (semiadiabatic limit), the reactive response
follows closely our prediction consisting of the sum of
the Josephson inductance and the dynamic correction [Eq. (7)].
However, both the dissipative contribution and the depen-
dence at high frequencies ω  ET are different: in Ref. 11,
the dissipative contribution seems to be directly related to
the reactive contribution, and moreover, the amplitude of phase
oscillations in susceptibility δχ = iω δY decays as frequency
increases. The characteristic frequency scale for this was found
to be temperature independent and of the order of the Thouless
energy. In contrast, in this frequency range our Usadel model
predicts δχ ∼ const; however, it might be that the simple
relaxation time approximation does not include all interaction
mechanisms playing a role in the experiment.
Finally, we remark that our work amounts essentially to
deriving the parameters for the resistively-shunted-junction
model of SNS junctions2: there, the Josephson inductance
resulting from the supercurrent term should be modified to
include the nonadiabatic correction [Eq. (7)], and the shunt
resistor describing the dissipation in the junction should be
replaced by the dissipative terms presented in Eqs. (7) and (9).
In conclusion, we described the frequency-dependent ad-
mittance of diffusive SNS junctions and showed how the sim-
ple adiabatic Josephson inductance picture is modified once
the frequency is increased. Besides being of use in studying
the dynamics of the system, the detailed frequency dependence
can be used to study directly the inelastic scattering rates. Our
FIG. 4. (Color online) Same as Fig. 3, but results computed from
Eqs. (10a)–(10d) rather than numerically.
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results are also relevant for devices utilizing high-frequency
properties of SNS junctions, such as those used in metrology
and radiation detection.
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