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Abstract
Generalized tensor analysis in the sense of Colombeau’s construction
is employed to introduce a nonlinear distributional pseudo-Riemannian
geometry. In particular, after deriving several characterizations of invert-
ibility in the algebra of generalized functions we define the notions of
generalized pseudo-Riemannian metric, generalized connection and gen-
eralized curvature tensor. We prove a “Fundamental Lemma of (pseudo-)
Riemannian geometry” in this setting and define the notion of geodesics
of a generalized metric. Finally, we present applications of the resulting
theory to general relativity.
Mathematics Subject Classification (2000): Primary: 46F30; secondary:
46T30, 46F10, 83C05
Keywords Algebras of generalized functions, Colombeau algebras, generalized
tensor fields, generalized metric, (generalized) pseudo-Riemannian geometry,
general relativity.
1 Introduction
Recently the theory of algebras of generalized functions (Colombeau algebras)
[7, 8] has been restructured to allow for applications in a geometrical context
[12, 13, 24]. The need for the latter has been clearly demonstrated by the use
of nonlinear generalized function methods in the field of Lie group analysis of
partial differential equations (e.g., [21, 9]) and the study of singular spacetimes
in general relativity (see [40] for a survey). While diffeomorphism invariance
in the so-called full version of Colombeau’s construction (distinguished by a
canonical embedding of the space of Schwartz distributions) for the scalar case
was established in [12, 13] using calculus in infinite dimensional (convenient,
see [19]) vector spaces, the basic building blocks of the so-called special (or
simplified) setting are a-priori invariant under the action of a diffeomorphism.
The latter, although not providing a distinguished embedding of distributions
∗Electronic mail: michael.kunzinger@univie.ac.at
†Electronic mail: roland.steinbauer@univie.ac.at
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allows to model singularities in a nonlinear context in a flexible and efficient
way. A systematic development of global analysis using this framework has
been started in [10, 24, 20]. In the present work we extend this approach by
introducing the foundations of a generalized pseudo-Riemannian geometry with
special emphasis on applications in the theory of general relativity. For an
alternative approach based on geometry of vector sheaves ([25]), see [26, 27].
We start with an in-depth discussion of the notion of invertibility in the
algebra of generalized functions in Section 2, thereby setting the stage for the
definition of a generalized pseudo-Riemannian metric on a manifold (Section
3). In Section 4 we extend the constructions of [20] by introducing the no-
tion of a generalized section on a generalized mapping, which, in particular,
allows to define geodesics of a generalized metric. Section 5 is devoted to a
systematic investigation of pseudo-Riemannian geometry in this setting: in par-
ticular we introduce generalized connections and prove a “Fundamental Lemma
of (pseudo-) Riemannian geometry” as well as several consistency results with
respect to (linear) distributional geometry resp. the smooth setting. Finally in
Section 6 after defining the relevant curvature quantities we give a brief account
on applications in general relativity. The remainder of the present section is
devoted to a short review of Colombeau’s construction (in its special variant)
and, in particular, the global setting introduced in [24]. We begin by fixing
some notation from differential geometry.
Throughout this paper X and Y denote paracompact, smooth Hausdorff
manifolds of dimension n resp. m. We denote vector bundles with base space
X by (E,X, πX) or simply by E → X and write a vector bundle chart (V,Ψ)
over a chart (V, ψ) of the base X in the form
Ψ : π−1(V ) → ψ(V )×Kn
′
z 7→ (ψ(p), ψ1(z), . . . , ψn
′
(z)) ≡ (ψ(p),ψ(z)) ,
where p = π(z) and Kn
′
(with K = R or K = C) is the typical fiber. Given
a vector bundle atlas (Vα,Ψα)α we write the change of chart in the form Ψα ◦
Ψβ(y, w) = (ψαβ(y),ψαβ(y)w), where ψαβ := ψα◦ψ
−1
β and ψαβ : ψβ(Vα∩Vβ)→
GL(n′,K) denotes the transition functions.
For vector bundles E → X and F → Y we denote the space of vector bundle
homomorphisms from E to F by Hom(E,F ). Given f ∈ Hom(E,F ) the induced
smooth map on the bases is denoted by f , i.e., πY ◦ f = f ◦ πX . For vector
bundle charts (V,Φ) of E and (W,Ψ) of F we write the local vector bundle
homomorphism fΨΦ := Ψ ◦ f ◦ Φ
−1 : ϕ(V ∩ f−1(W )) × Kn
′
→ φ(W ) × Km
′
in
the form
fΨΦ(x, ξ) = (f
(1)
ΨΦ(x), f
(2)
ΨΦ(x) · ξ) .
The space of Ck-sections of a vector bundle E → X is denoted by Γk(X,E)
and we drop the superscript in case k = ∞. The (r, s)-tensor bundle over X
will be denoted by T rs (X) and we use the following notation for spaces of tensor
fields T rs (X) := Γ(X,T
r
s (X)), X := Γ(X,TX) and X
∗ := Γ(X,T ∗X), where
TX and T ∗X denote the tangent and cotangent bundle of X , respectively. For
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a section s ∈ Γ(X,E) we call siα = Ψ
i
α ◦ s ◦ψ
−1
α its i-th component (1 ≤ i ≤ n
′)
with respect to the vector bundle chart (Vα,Ψα).
The space of E-valued distributions of density character q (see, e.g., [37],
Chap. 2) will be denoted by D′(X,E ⊗ Vol q(X)) (where Vol q(X) is the q-
volume bundle of X); in particular the space of (r, s)-tensor distributions (q = 0
and E = T rs (X)) will be denoted by D
′r
s (X). Whenever convenient we shall use
summation convention and abstract index notation (cf. [35], Chap. 2). That
is, we denote an (r, s)-tensor field by T a1...arb1...bs ∈ T
r
s (X) while Greek indices,
i.e., Tα1...αrβ1...βs , are used to denote its components with respect to a certain basis.
Hence equations involving Latin indices are “true” tensor equations holding in
any basis.
The (special) algebra of generalized functions on X is defined as the quo-
tient G(X) := EM (X)/N (X) of the space EM (X) of nets of smooth functions
(uε)ε∈(0,1] ∈ C
∞(X)(0,1] =: E(X) of moderate growth modulo the space N (X)
of negligible nets, where the respective notions of moderateness and negligibility
are defined (denoting by P(X) the space of linear differential operators on X)
by the following asymptotic estimates
EM (X) := {(uε)ε ∈ E(X) : ∀K ⊂⊂ X, ∀P ∈ P(X) ∃N ∈ N :
sup
p∈K
|Puε(p)| = O(ε
−N )}
N (X) := {(uε)ε ∈ EM (X) : ∀K ⊂⊂ X, ∀m ∈ N0 : sup
p∈K
|uε(p)| = O(ε
m))}.
Elements of G(X) are denoted by u = [(uε)ε] = (uε)ε + N (X). G( ) is a fine
sheaf of differential algebras with respect to the Lie derivative (w.r.t. smooth
vector fields) defined by Lξu := [(Lξuε)ε].
The spaces of moderate resp. negligible sequences and hence the algebra
itself may be characterized locally, i.e., u ∈ G(X) if and only if uα := u ◦ψ
−1
α ∈
G(ψα(Vα)) for all charts (Vα, ψα) and uα|ψα(Vα∩Vβ) = uβ|ψβ(Vα∩Vβ) ◦ ψβ ◦ ψ
−1
α
for all α, β with Vα ∩ Vβ 6= ∅.
Smooth functions are embedded into G simply by the “constant” embedding
σ, i.e., σ(f) := [(f)ε], hence C∞(X) is a subalgebra of G(X). Moreover, there
exist injective sheaf morphisms ι : D′( ) →֒ G( ) which coincide with σ on
C∞( ) ([24] Th. 2). These, however, are not canonical (cf. the discussion in [24],
Sec. 4). In fact, such embeddings depend (in addition to the choice of a mollifier
as in the Rn-case) also on the choice of an atlas for X and of families of cut-off
functions, hence are non-geometric in an essential way. Nevertheless, there are a
number of physically relevant cases (examples will be given in Section 6) where
a distinguished regularization procedure inducing an embedding into the alge-
bra is suggested by the application under consideration. Additionally it is often
possible to show independence of the distributional results results achieved (via
the concept of association) through such a procedure from the choice of embed-
ding. In cases where a canonical embedding is required, on the other hand, it
is possible to employ the intrinsic full Colombeau algebra (providing a canon-
ical embedding of D′), see [13]. A theory of generalized pseudo-Riemannian
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geometry in this full setting is the subject of ongoing research.
Compatibility with respect to the distributional setting is established via
the notion of association, defined as follows: a generalized function u is called
associated with 0, u ≈ 0, if
∫
X uεµ → 0 (ε → 0) for all compactly supported
one-densities µ and one (hence every) representative (uε)ε of u. Clearly, ≈
induces an equivalence relation giving rise to a linear quotient space of G(X),
which generalizes the notion of distributional equality to the level of the algebra.
If
∫
X
uεµ → 〈w, µ〉 for some w ∈ D′(X) (where 〈 , 〉 denotes the distributional
action) then w is called the distributional shadow (or macroscopic aspect) of u
and we write u ≈ w. If it exists at all the latter is unique. In the absence of
a distinguished embedding it is useful to define also the stronger notion of k-
association. We call a generalized function u k-associated with 0 (0 ≤ k ≤ ∞),
u ≈k 0, if for all l ≤ k, all ξ1, . . . , ξl ∈ X(X) and one (hence every) representative
Lξ1 . . . Lξl uε → 0 uniformly on compact sets. Also we say that u admits f as
Ck-associated function, u ≈k f , if for all l ≤ k, all ξ1, . . . , ξl ∈ X(X) and one
(hence any) representative Lξ1 . . . Lξl (uε − f) → 0 uniformly on compact sets.
The concept of k-association provides a close connection to the classical (Ck-
) picture: when modelling singular data in applications it is often possible to
obtain Ck-associated functions which serve to establish consistency properties
with the classical setting (cf. Proposition 5.4 or Theorem 6.2 below).
Finally, inserting p ∈ X into u ∈ G(X) yields a well-defined element of
the ring of constants K (corresponding to K = R resp. C), defined as the set
of moderate nets of numbers ((rε)ε ∈ K(0,1] with |rε| = O(ε−N ) for some N)
modulo negligible nets (|rε| = O(εm) for each m). Moreover, generalized func-
tions on X are characterized by their generalized point values—a feature which
distingusihes them from the purely distributional setting. On X define the space
X˜c := Xc/ ∼ (1)
of equivalence classes of compactly supported nets (pε)ε ∈ X(0,1] with respect
to the equivalence relation pε ∼ p
′
ε :⇔ dh(pε, p
′
ε) = O(ε
m) for all m, where dh
denotes the distance function on X induced by any Riemannian metric. Then
for any generalized function u and any p˜ ∈ X˜c the insertion u(p˜) yields a well
defined element of K˜ and u = 0 ∈ G(X) if and only if u(p˜) = 0 ∈ K for all
generalized points p˜ ∈ X˜c ([24], Th. 1).
The G(X)-module of generalized sections ΓG(X,E) of a vector bundle E →
X is defined along the same lines using analogous asymptotic estimates with
respect to the norm induced by any Riemannian metric on the respective fibers.
More precisely, setting ΓE(X,E) := (Γ(X,E))
(0,1] we define (P(X,E) denoting
the space of linear differential operators on Γ(X,E))
ΓEM (X,E) := {(sε)ε ∈ ΓE(X,E) : ∀P ∈ P(X,E)∀K ⊂⊂ X ∃N ∈ N :
sup
p∈K
‖Puε(p)‖ = O(ε
−N )}
ΓN (X,E) := {(sε)ε ∈ ΓEM (X,E) : ∀K ⊂⊂ X ∀m ∈ N :
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sup
p∈K
‖uε(p)‖ = O(ε
m)} , and finally,
ΓG(X,E) := ΓEM (X,E)/ΓN (X,E) .
We denote generalized sections by s = [(sε)ε] = (sε)ε +N (X,E). Alternatively
we may describe a section s ∈ ΓG(X,E) by a family (sα)α = ((siα)α)
n′
i=1, where
sα is called the local expression of s with its components s
i
α := Ψ
i
α ◦ s ◦ ψ
−1
α ∈
G(ψα(Vα)) (i = 1, . . . , n′) satisfying siα(x) = (ψαβ)
i
j(ψβ ◦ ψ
−1
α (x)) s
j
β (ψβ ◦
ψ−1α (x)) for all x ∈ ψα(Vα ∩ Vβ), where ψαβ denotes the transition functions of
the bundle. Smooth sections of E → X again may be embedded as constant
nets, i.e., we define an embedding Σ : Γ(X,E) →֒ ΓG(X,E) by Σ(s) = [(s)ε].
ΓG( , E) is a fine sheaf of G(X)-modules. Moreover, the G(X)-module
G(X,E) is projective and finitely generated ([24], Th. 5). Since C∞(X) is a
subring of G(X), ΓG(X,E) also may be viewed as C∞(X)-module and the two
respective module structures are compatible with respect to the embeddings.
Furthermore we have the following algebraic characterization of the space of
generalized sections ([24], Th. 4)
ΓG(X,E) = G(X)⊗ Γ(X,E) , (2)
where the tensor product is taken over the module C∞(X).
Compatibility with respect to the classical resp. distributional setting again
is accomplished using the concept of (k-)association. A section s ∈ ΓG(X,E) is
called associated with 0, s ≈ 0, if all its components siα ≈ 0 in G(ψα(Vα)). s al-
lows for the distributional shadow w, s ≈ w ∈ D′(X,E), if siα ≈ w
i
α ∈ G(ψα(Vα))
for all α, i (and wiα denoting the local expression of the distribution w). Sim-
ilarly s is called Ck-associated with 0 (0 ≤ k ≤ ∞), s ≈k 0, if for one (hence
every) representative (sε)ε all components s
i
α ε → 0 uniformly on compact sets
in all derivatives of order less or equal to k. We say that s allows t ∈ Γk(X,E)
as a Ck-associated section, s ≈k t, if for one (hence every) representative (sε)ε
all components siα ε → t
i
α uniformly on compact sets in all derivatives of order
less or equal to k.
Generalized tensor fields (i.e., elements of Grs (X) := ΓG(X,T
r
s (X))) may
be viewed likewise as C∞(X)-multilinear mappings taking smooth vector fields
resp. one-forms to G(X) or as G(X)-multilinear mappings taking generalized
vector resp. covector fields to generalized functions, i.e., as C∞(X)- resp. G(X)-
modules we have ([24], Th. 6)
Grs (X)
∼= LC∞(X)(X
∗(X)r,X(X)s;G(X))
Grs (X) ∼= LG(X)(G
0
1 (X)
r,G10 (X)
s;G(X)).
Given a generalized tensor field T ∈ Grs (X) we shall call the n
r+s generalized
functions on Vα defined by
Tα β1...βrγ1...γs := T |Vα(dx
β1 , . . . , dxβr , ∂γ1 , . . . , ∂γs)
its components with respect to the chart (Vα, ψα).
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In [24] many concepts of classical differential geometry (in particular, Lie
derivatives with respect to both smooth and generalized vector fields, Lie brack-
ets, tensor product, contraction, exterior algebra etc.) have been generalized to
this new setting and will be used in the sequel.
2 Invertibility
Prior to our analysis of generalized semi-Riemannian geometry, in the present
section we are going to derive several characterization results concerning invert-
ibility in the Colombeau algebra which will be essential for the algebraic aspects
of the theory to be developed in the subsequent sections.
We begin with a characterization of multiplicative invertibility in G(X).
Proposition 2.1 Let u ∈ G(X). The following are equivalent:
(i) There exists v ∈ G(X) with uv = 1.
(ii) For each representative (uε)ε of u and each K ⊂⊂ X there exist ε0 > 0
and q ∈ N such that infp∈K |uε(p)| ≥ ε
q for all ε < ε0.
Proof. (i) ⇒ (ii): Let u = [(uε)ε] and v = [(vε)ε]. By assumption there
exists N = [(nε)ε] ∈ N (X) such that uεvε ≡ 1 + nε. We first claim that there
exists some ε0 such that vε(p) 6= 0 for all p ∈ K and all ε < ε0. Indeed,
otherwise there would exist a zero-sequence εm and a sequence pm in K such
that vεm(pm) = 0 for all m. But then 0 = uεm(pm)vεm(pm) = 1 + nεm(pm) →
1 (m→∞), a contradiction. Since (vε)ε ∈ EM (X) there exists l ∈ N and ε1 > 0
with supp∈K |(vε)ε(p)| < ε
−l for ε < ε1. Hence
|uε(p)| > ε
l(1− |nε(p)|) > ε
l+1
for ε small, uniformly for p ∈ K.
(ii) ⇒ (i): Let (Xm)m∈N be an open covering of X consisting of relatively
compact sets. Then by assumption, vmε (p) :=
1
uε(p)
exists for p ∈ Xm and ε
sufficiently small (for all other ε we may set vmε ≡ 0). Also, (v
m
ε )ε ∈ EM (Xm), so
vm := [(vmε )ε] is a well-defined element of G(Xm). By definition, forXm∩Xk 6= ∅
we have vm|Xm∩Xk = v
k|Xm∩Xk , so {v
m|m ∈ N} forms a coherent family. Since
G( ) is a sheaf of differential algebras (cf. [10], [24]) it follows that there exists
a unique element v ∈ G(X) with v|Xm = vm for all m ∈ N. It is clear that v is
the desired multiplicative inverse of u. ✷
We call an element r ∈ K strictly nonzero if there exists some representative
(rε)ε and an m ∈ N with |rε| ≥ εm for ε sufficiently small. By specializing 2.1
to K = {p} (p ∈ X) it follows that r is invertible if and only if it is strictly
nonzero. Also, 2.1 can be restated as follows: a Colombeau function possesses a
multiplicative inverse if and only if it is strictly nonzero, uniformly on compact
sets.
Proposition 2.2 Let r ∈ K. The following are equivalent:
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(i) r is not invertible.
(ii) r is a zero divisor.
Proof. (i) ⇒ (ii): By the above we have: ∀N ∈ N ∀ε0 ∃ε < ε0: |rε| < εN .
Thus there exists a sequence εk ց 0 with |rεk | < ε
k
k. Define (aε)ε by aε = rεk+1
for εk+1 ≤ ε < εk. Then
|aε| = |rεk+1 | < ε
k+1
k+1 ≤ ε
k+1 (εk+1 ≤ ε < εk) .
Hence |aε| < εN+1 for 0 < ε < εN , i.e., (aε)ε ∈ N . Setting r˜ε = rε − aε we
obtain a representative r˜ of r with r˜εk = 0 for all k ∈ N. Denote by s the class
of (sε)ε, where
sε =
{
1, ε ∈ {ε1, ε2, . . .}
0, ε 6∈ {ε1, ε2, . . .}
Then r˜εsε ≡ 0, so rs = 0, but s 6= 0 in K.
(ii) ⇒ (i) is obvious. ✷
A comprehensive study of algebraic properties of K can be found in [1].
Clearly the analogue of 2.2 is wrong for C∞(X). It is also false for G(X):
Example 2.3 Let X = R and let x denote the identical function on R, consid-
ered as an element of G(R). Then x is not invertible by 2.1 and we are going to
show that it is not a zero divisor in G(R). To this end, let u = [(uε)ε] ∈ G(R)
such that xu = 0 in G(R). Suppose that (uε)ε 6∈ N (R). Since (uε)ε necessarily
satisfies the N -estimates on every compact set not containing 0 it follows that
there exists K ⊂⊂ R with 0 ∈ K, q0 ∈ N, εm ց 0 and xm ∈ K such that
|uεm(xm)| > ε
q0
m for all m ∈ N. Without loss of generality we may suppose
that xm → 0. For any r ∈ N and m large we have |xmuεm(xm)| ≤ ε
r
m. Hence
|xm| ≤ εr−q0m for these m, i.e., xm goes to 0 faster than any power of ε. Now
|uεm(xm)| ≤ |xmu
′
εm(xm)|+ |(xuεm)
′(xm)|
Since (uε)ε is moderate there exists N ∈ N such that |u′εm(xm)| ≤ ε
−N
m . By the
above, |xm| ≤ εN+q0+1m for m large and so, taking into account the N -estimate
for (xuε)
′ we obtain
|uεm(xm)| ≤ ε
q0+1
m (m large)
Consequently, εq0m ≤ ε
q0+1
m for large m, a contradiction.
We note that the notion of zero divisor in C∞(X) and G(X) differs: in fact
(with X = R) e−1/x
2
is obviously not a zero divisor in C∞(R) but e−1/x
2
·δ(x) =
0 in G(R), so it is a zero divisor in G(X).
An element f of C∞(X) is invertible if and only if f(p) is invertible in R
for each p ∈ X . Our next aim is to find the appropriate generalization of this
observation to the context of Colombeau algebras. A straightforward adaptation
of the smooth case is impossible as is demonstrated by the following example:
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Example 2.4 Let X = R and set
uε(x) := ε
x2
x4+ε4 .
The net (uε)ε is moderate since |uε(x)| ≤ 1 and u
(k)
ε (x) = rk(x, ε, ln(ε))uε(x)
with rk a rational function (k ∈ N). Thus u := [(uε)ε] is a well-defined element
of G(R). We are going to show that u(x0) is invertible in K for each x0 ∈ R but
that u is not invertible in G(R).
In fact, uε(0) = 1 for all ε and for x0 6= 0 we have uε(x0) ≥ ε
1
x2
0 , so u(x0)
is strictly nonzero, hence invertible in K for each x0 ∈ R. However, u is not
uniformly strictly nonzero on compact sets, hence not invertible in G(R) by 2.1.
To see this, take K = [0, 1]. Then x = ε ∈ K but uε(ε) = ε
1
2ε2 ≥ εq cannot hold
identically in ε in any interval (0, ε0) for any q ∈ N.
The correct generalization of the result in the smooth case uses the point
value characterization of elements of G(X) derived in [32], [24]:
Proposition 2.5 u ∈ G(X) is invertible if and only if u(p˜) is invertible in K
for each p˜ ∈ X˜c.
Proof. The condition is obviously necessary. Conversely, suppose that
u ∈ G(X) is not invertible. Then by 2.1 there exist K ⊂⊂ X and sequences
εm → 0, qm →∞ and pm ∈ K such that
|uεm(pm)| < ε
qm
m (m ∈ N) .
Set pε := pm for
1
m+1 < ε ≤
1
m . Then p˜ := [(pε)ε] defines a compactly supported
generalized point in X , i.e., an element of X˜c. By construction, u(p˜) is not
invertible in K. ✷
Finally, we shall need the following characterization of nondegeneracy in Kn:
Lemma 2.6 Let A ∈ Kn
2
. The following are equivalent:
(i) A is nondegenerate, i.e., ξ ∈ Kn, ξtAη = 0 ∀η ∈ Kn implies ξ = 0.
(ii) A : Kn → Kn is injective.
(iii) A : Kn → Kn is bijective.
(iv) det(A) is invertible.
Proof. (ii) ⇔ (iii) ⇔ (iv): By [5], Ch. III, §8, Prop. 3, (ii) is equivalent
with det(A) not being a zero divisor in K. [5], Ch. III, §8, Th. 1 shows that (iii)
is equivalent with det(A) being invertible. Hence the claim follows from 2.2.
(i) ⇔ (ii): First (i) is equivalent with At being injective. Indeed ξtAη = 0 ∀η ∈
Kn ⇔ ξtA = 0 (just set η = ei, the i-th unit vector in Kn ⊆ Kn), which in
turn is equivalent with Atξ = 0. Since det(A) = det(At) the claim follows from
(ii) ⇔ (iv). ✷
For further studies of linear algebra over the ring K we refer to [28].
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3 Generalized Metrics
In [24], Th. 7 the following isomorphism of G(X)-modules was established:
Grs (X)
∼= LG(X)(G
0
1 (X)
r,G10(X)
s;G(X)) (3)
We will make use of this identification in the following characterization result
which will motivate our definition of generalized metrics.
Theorem 3.1 Let gˆ ∈ G02 (X). The following are equivalent:
(i) For each chart (Vα, ψα) and each x˜ ∈ (ψα(Vα))∼c (cf. (1)) the map gˆα(x˜) :
Kn ×Kn → Kn is symmetric and nondegenerate.
(ii) gˆ : G10 (X)×G
1
0(X)→ G(X) is symmetric and det(gˆ) is invertible in G(X).
(iii) det(gˆ) is invertible in G(X) and for each relatively compact open set V ⊆ X
there exists a representative (gˆε)ε of gˆ and an ε0 > 0 such that gˆε|V is a
smooth pseudo-Riemannian metric for all ε < ε0.
Proof. (i) ⇔ (ii): Supposing (i), for any ξ, η ∈ G10 (ψα(Vα)) it follows
from [32], Th. 2.4 and [20], Prop. 3.8 that gˆα(ξ, η) = gˆα(η, ξ), so gˆ|Vα ∈
LG(Vα) (G
1
0(Vα),G
1
0 (Vα);
G(Vα)) is symmetric. Since LG( )(G
0
1 ( )
r,G10( )
s; G( )) is a sheaf, symmetry of gˆ
follows. Moreover, by 2.6 and 2.5 it follows that det(gˆ)|Vα is invertible for each
α, so det(gˆ) is invertible on X .
The converse direction follows immediately from 2.5 and 2.6.
(ii) ⇒ (iii): We first note that for ξ, η ∈ G10 (X),
gˆ(ξ, η) =
1
2
(gˆ(ξ, η) + gˆ(η, ξ)) +
1
2
(gˆ(ξ, η)− gˆ(η, ξ)) .
The second term in this expression is 0 in G(X) for all ξ, η by assumption.
Hence gˆ equals the element of G02 (X) corresponding via (3) to (ξ, η)→
1
2 (gˆ(ξ, η)
+gˆ(η, ξ)). From this we obtain a representative (gˆε)ε of gˆ such that each gˆε :
X(X) × X(X) → C∞(X) is symmetric. Moreover, by 2.1 for any K ⊂⊂ X
there exists ε0 > 0, q ∈ N such that infp∈K | det(gˆε(p))| > εq for ε < ε0. In
particular, each gˆε is nondegenerate, hence a pseudo-Riemannian metric on any
open V ⊂ K.
(iii) ⇒ (i): Let x˜ ∈ ψα(Vα)∼c be supported in K ⊂⊂ ψα(Vα) and choose a
representative (gˆε)ε of gˆ such that each gˆε is a pseudo-Riemannian metric on a
neighborhood of ψ−1α (K). Since each gˆε is symmetric it follows that gˆα(x˜) =
[(gˆαε(xε))ε] is symmetric as a map from Kn ×Kn to K. Finally, nondegeneracy
follows from 2.6. ✷
Definition 3.2 Suppose that gˆ ∈ G02 (X) satisfies one (hence all) of the equiva-
lent conditions in 3.1. If there exists some j ∈ N0 such that for each relatively
compact open set V ⊆ X there exists a representative (gˆε)ε of gˆ as in 3.1 (iii)
such that the index of each gˆε equals j we call j the index of gˆ.
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For the above notion of index to make sense we have to establish that it
does not depend on the representative of gˆ used in (iii). To secure this property
we make use of a result from perturbation theory of finite dimensional linear
operators.
Proposition 3.3 The index of gˆ ∈ G02(X) as introduced above is well-defined.
Proof. Let V ⊆ X be relatively compact, let (gˆε)ε be a representative of
gˆ as above and denote by λˆ1ε ≥ . . . ≥ λˆ
n
ε its eigenvalues. By 3.1 (iii) and 2.2 it
follows that each λˆi is invertible in K (otherwise det gˆ would be a zero divisor).
Hence each λˆi is strictly nonzero, i.e., there exists r ∈ N0 such that
|λˆiε| > ε
r (4)
for all 1 ≤ i ≤ n and ε small. Let (g˜ε)ε be another representative of gˆ as in 3.1
(iii) with eigenvalues λ˜1ε ≥ . . . ≥ λ˜
n
ε . By [4], 3, Th. 8.1 we have maxi |λ˜
i
ε− λˆ
i
ε| ≤
||g˜ε − gˆε||. Hence from the N -estimate we conclude that for all i (1 ≤ i ≤ n),
|λ˜iε − λˆ
i
ε| = O(ε
m) ∀m. Thus by (4) λ˜iε and λˆ
i
ε have the same sign for small ε.
✷
Definition 3.4
(i) A generalized (0, 2)-tensor field gˆ ∈ G02(X) is called a generalized (pseudo-)
Riemannian metric if it satisfies one of the equivalent conditions in 3.1 and
possesses an index (different from 0).
(ii) We call a paracompact, smooth Hausdorff manifold X furnished with a
generalized (pseudo-)Riemannian metric gˆ a generalized (pseudo-)Rieman-
nian manifold or, if the index of gˆ is 1 or n− 1, a generalized spacetime
and denote it by (X, gˆ). The action of the metric on a pair of generalized
vector fields will be denoted by gˆ(ξ, η) and 〈ξ, η〉, equivalently.
Remark 3.5 Let us compare this notion of generalized metric with the ones
introduced in the purely distributional picture in [30], 10.6, and in [34]. In [30], a
distributional (0, 2)-tensor field g ∈ D′02(X) is called nondegenerate if g(ξ, η) = 0
for all η ∈ X(X) implies ξ = 0 ∈ X(X). However, this “nonlocal” condition is
too weak to reproduce the classical notion of nondegeneracy; just take ds2 =
x2 dx2. In [34], on the other hand, g ∈ D′02(X) is called nondegenerate if it is
nondegenerate (in the classical sense) off its singular support, so in this approach
no statement at all is made at the singularities of the metric.
Even by combining both notions, i.e., by calling a distributional (0, 2)-tensor
field nondegenerate if it satisfies both conditions one arrives at a comparatively
weak notion. To see this, take ds2 = (x2 + δ(x)) dx2 on R. This metric is
easily seen to be nondegenerate in the above sense. According to 3.4, however,
it depends on the “microstructure” of δ, i.e., on the chosen regularization of δ
whether or not ds2 is nondegenerate in the G-setting.
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By 2.1 (i), for any representative (gˆε)ε of a generalized pseudo-Riemannian
metric we have
∀K ⊂⊂ X ∃m ∈ N ∃ε0 > 0 : inf
p∈K
| det gˆε(p)| ≥ ε
m ∀ε < ε0. (5)
Proposition 3.6 Let (X, gˆ) be a generalized pseudo-Riemannian manifold and
let gˆ = [(gˆε)ε]. Then the inverse metric gˆ
−1 := [(gˆ−1ε )ε] is a well-defined element
of G20 (X).
Proof. We first note that by (5), in any relatively compact chart V and
for fixed ε < ε0(V ) we may define (in usual notation) gˆ
ij
ε to be the pointwise
inverse of gˆij ε which is obviously a smooth (2, 0)-tensor field. By the cofactor
formula of matrix inversion we have gˆij ε = cof(gˆij ε)/(det gˆij ε), so from (5)
we conclude that (gˆji ε)ε is moderate on its domain of definition. By the same
reasoning, choosing a different representative of gˆ in this calculation perturbs
gˆij merely by an element of N . From the sheaf property of G20( ) the result
follows. ✷
From now on we denote the inverse metric (using abstract index notation, cf.
Section 1) by gˆab, its components by gˆij and the components of a representative
by gˆij ε. Also, we shall denote the line element by dˆs
2
= [(dˆs
2
ε)ε].
Example 3.7
(i) A sufficient condition for a sequence (gε)ε of classical (smooth) metrics
of constant index to constitute a representative of a generalized metric—
apart from being moderate—is to be zero-associated (i.e., to converge
locally uniformly) to a classical (then necessarily continuous) metric g.
Indeed, (5) is satisfied in this case since det gε → det g uniformly on com-
pact sets, so the claim follows from 3.1 (iii).
(ii) The metric of a two-dimensional cone was modelled in [6] by a generalized
metric (in the full setting) obtained through embedding via convolution.
(iii) The line element of impulsive pp-waves in [39, 22, 23] was modelled by
dˆs
2
= f(x, y)D(u)du2 − dudv + dx2 + dy2 , (6)
where D denotes a generalized delta function which allows for a strict
delta net as a representative (see Section 6) and f is a smooth function.
(iv) Further examples may be found e.g., in [2, 38, 29].
Since taking the determinant is a polynomial operation we cannot expect
association to be compatible with inverting a metric. However, the analogous
statement for k-association holds by an application of [24], Prop. 3 (ii).
Proposition 3.8 Let gˆab a generalized metric and gˆab ≈k gab, where gab is a
classical Ck-pseudo-Riemannian metric. Then gˆab ≈k gab.
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Additional important properties of generalized metrics are presented in the
following result.
Proposition 3.9 Let (X, gˆ) be a generalized pseudo-Riemannian manifold.
(i) ξ ∈ G10(X), gˆ(ξ, η) = 0 ∀η ∈ G
1
0(X) ⇒ ξ = 0.
(ii) gˆ induces a G(X)-linear isomorphism G10 (X)→ G
0
1(X) by ξ 7→ gˆ(ξ, . ).
Proof. (i) We have to show that for gˆ = [(gˆε)ε], ξ = [(ξε)ε], (gˆε(ξε, ηε))ε ∈
N (X) for all η = [(ηε)ε] implies (ξε)ε ∈ (N )10(X). By the sheaf properties of
Grs ( ) it suffices to establish the claim locally on every chart Vα, i.e.,(
gˆij εξ
i
εη
j
ε
)
ε
∈ N (Vα) ∀(η
j
ε)ε ⇒ (ξ
i
ε)ε ∈ N (Vα) i = 1 . . . n .
Setting ηj ε =
∑
l gˆ
jl
ε ξ
l
ε gives (
∑
ij gˆij εξ
i
εη
j
ε) =
∑
i(ξ
i
ε)
2. It follows that each
ξi satisfies the N -estimates of order 0. Thus the claim follows from [12], Th.
13.1.
(ii) By (3) ξ∗ := gˆ(ξ, .) is indeed a one-form and the assignment ξ 7→ ξ∗ is
G(X)-linear. Moreover, injectivity of this map follows from 3.9 (i). It remains
to show that the assignment is onto. Locally, any generalized one-form can be
written as A = Aidx
i. Define a generalized vector field by V = gˆjk Aj ∂k. Then
〈V, ∂l〉 = gˆ
jk Ak 〈∂j , ∂l〉 = Al
and the result again follows from the sheaf property of G10 ( ). ✷
The isomorphism in (ii) above—as in the classical context—extends natu-
rally to generalized tensor fields of higher types. Hence from now on we shall
use the common conventions on upper and lower indices also in the context of
generalized tensor fields. In particular, identifying a vector field ξa ∈ G10(X)
with its metrically equivalent one-form ξa we denote its contravariant respec-
tively covariant components by ξi and ξi. A similar convention will apply to
representatives.
4 Sections on a generalized mapping
In [20], the space G[X,Y ] of Colombeau generalized functions on the manifold X
taking values in the manifold Y as well as the space HomG [E,F ] of generalized
vector bundle homomorphism from E to F was defined. In order to obtain a
consistent description of geodesics of generalized pseudo-Riemannian metrics we
need some additional constructions extending the framework introduced there.
The present section is devoted to the development of these concepts and we shall
freely use notations and definitions from [20]. For the convenience of the reader,
however, we recall the definition of generalized functions valued in a manifold.
Definition 4.1 Let X, Y be paracompact, smooth Hausdorff manifolds.
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(a) The space EM [X,Y ] of compactly bounded (c-bounded, for short) moderate
maps from X to Y is defined as the set of all (uε)ε ∈ C∞(X,Y )(0,1] such
that
(i) ∀K ⊂⊂ Ω ∃ε0 > 0 ∃K ′ ⊂⊂ Y ∀ε < ε0 : uε(K) ⊆ K ′.
(ii) ∀k ∈ N, for each chart (V, ϕ) in X, each chart (W,ψ) in Y , each
L ⊂⊂ V and each L′ ⊂⊂W there exists N ∈ N with
sup
p∈L∩u−1ε (L′)
‖D(k)(ψ ◦ uε ◦ ϕ
−1)(ϕ(p))‖ = O(ε−N ).
(b) Two elements (uε)ε, (vε)ε of EM [X,Y ] are called equivalent, (uε)ε ∼ (vε)ε,
if the following conditions are satisfied:
(i) For all K ⊂⊂ X, supp∈K dh(uε(p), vε(p)) → 0 (ε → 0) for some
(hence every) Riemannian metric h on Y .
(ii) ∀k ∈ N0 ∀m ∈ N, for each chart (V, ϕ) in X, each chart (W,ψ) in
Y , each L ⊂⊂ V and each L′ ⊂⊂W :
sup
p∈L∩u−1ε (L′)∩v
−1
ε (L′)
‖D(k)(ψ ◦ uε ◦ ϕ
−1 − ψ ◦ vε ◦ ϕ
−1)(ϕ(p))‖ = O(εm).
(c) The quotient G[X,Y ] := EM [X,Y ]/ ∼ is called the space of Colombeau
generalized functions on X valued in Y .
The space HomG [E,F ] of generalized vector bundle homomorphisms is de-
fined along the same lines (see [20], Section 3). Here we introduce a “hybrid”
variant of generalized mappings defined on a manifold and taking values in a
vector bundle.
Definition 4.2 Let (F, πY , Y ) be a vector bundle and denote by EhM [X,F ] the
set of all nets (uε)ε ∈ C∞(X,F )(0,1] satisfying (with uε := πY ◦ uε)
(i) ∀K ⊂⊂ X ∃K ′ ⊂⊂ Y ∃ε0 > 0 ∀ε < ε0 uε(K) ⊆ K ′.
(ii) ∀k ∈ N0 ∀(V, ϕ) chart in X ∀(W,Ψ) vector bundle chart in F ∀L ⊂⊂
V ∀L′ ⊂⊂W ∃N ∈ N ∃ε1 > 0 ∃C > 0 such that
‖D(k)(Ψ ◦ uε ◦ ϕ
−1)(ϕ(p))‖ ≤ Cε−N
for each ε < ε1 and each p ∈ L ∩ uε−1(L′).
In particular, (uε)ε ∈ EhM [X,F ] implies (uε)ε ∈ EM [X,Y ].
Definition 4.3 (uε)ε, (vε)ε ∈ EhM [X,F ] are called equivalent, (uε)ε ∼h (vε)ε,
if the following conditions are satisfied:
(i) For each K ⊂⊂ X, supp∈X dh(uε, vε) → 0 for some (hence every) Rie-
mannian metric h on Y .
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(ii) ∀k ∈ N0 ∀m ∈ N ∀(V, ϕ) chart in X, ∀(W,Ψ) vector bundle chart in F ,
∀L ⊂⊂ V ∀L′ ⊂⊂W ∃ε1 > 0 ∃C > 0 such that
‖D(k)(Ψ ◦ uε ◦ ϕ
−1 −Ψ ◦ vε ◦ ϕ
−1)(ϕ(p))‖ ≤ Cεm
for each ε < ε1 and each p ∈ L ∩ uε−1(L′) ∩ vε−1(L′).
Since pr1 ◦Ψ ◦ uε ◦ ϕ
−1 = ψ ◦ uε ◦ ϕ
−1 (with pr1 : ψ(W ) × R
n′ → ψ(W )) it
follows that 4.3 (i) precisely means that (uε)ε ∼ (vε)ε in EM [X,Y ]. Moreover,
by the same methods as employed in [20], Remarks 2.4 and 2.6 we conclude that
both moderateness and equivalence can be formulated equivalently by merely
requiring 4.2 resp. 4.3 for charts from any given atlas of X resp. vector bundle
atlas of F .
Definition 4.4 The space of hybrid Colombeau generalized functions from the
manifold X into the vector bundle F is defined by
Gh [X,F ] := EhM [X,F ]
/
∼h .
Theorem 4.5
(i) Let u = [(uε)ε] ∈ G[X,Y ], v = [(vε)ε] ∈ ΓG(Y, F ). Then v◦u := [(vε◦uε)ε]
is a well-defined element of Gh [X,F ].
(ii) Let u = [(uε)ε] ∈ ΓG(X,E), v = [(vε)ε] ∈ HomG [E,F ]. Then v ◦ u :=
[(vε ◦ uε)ε] is a well-defined element of Gh [X,F ].
Proof. (i) We first have to show that (vε ◦ uε)ε ∈ EhM [X,F ]. Property (i)
of 4.2 is obvious. Let (V, ϕ) be a chart in X , L ⊂⊂ V , (W,Ψ) a vector bundle
chart in F , L′ ⊂⊂ W and p ∈ L such that vε ◦ uε(p) = uε(p) ∈ L
′. Then
D(k)(Ψ ◦ vε ◦ uε ◦ ϕ
−1)(ϕ(p)) = D(k)((Ψ ◦ vε ◦ ψ
−1) ◦ (ψ ◦ uε ◦ ϕ
−1))(ϕ(p)) can
immediately be estimated using moderateness of (uε)ε and (vε)ε.
To show that v◦u is well-defined let (uε)ε ∼ (u′ε)ε Then (vε ◦ uε)ε = (uε)ε ∼
(u′ε)ε = (vε ◦ u
′
ε)ε, which verifies (i) of 4.3. To show (ii) let L
′ such that uε(L)∪
u′ε(L) ⊆ L
′ for ε small, cover L′ by charts (Wj , ψj) (1 ≤ j ≤ r) and write
L′ =
⋃r
j=1 L
′
j with L
′
j ⊂⊂ W
′
j ⊂⊂ Wj where W
′
j is an open neighborhood of
L′j. Then for ε small and p ∈ L with uε(p), u
′
ε(p) ∈ L
′ there exists j with
uε(p), u
′
ε(p) ∈ W
′
j . Hence
D(k)(Ψ ◦ vε ◦ uε ◦ ϕ
−1 −Ψ ◦ vε ◦ u
′
ε ◦ ϕ
−1)(ϕ(p))
= D(k)((Ψ ◦Ψ−1j ) ◦ (Ψj ◦ vε ◦ ψ
−1
j ) ◦ (ψj ◦ uε ◦ ϕ
−1)
− (Ψ ◦Ψ−1j ) ◦ (Ψj ◦ vε ◦ ψ
−1
j ) ◦ (ψj ◦ u
′
ε ◦ ϕ
−1))(ϕ(p)).
Since the norm of any derivative of each Ψj ◦vε◦ψ
−1
j is bounded by some inverse
power of ε uniformly on W ′j (1 ≤ j ≤ r), (vε ◦ uε) ∼h (vε ◦u
′
ε)ε follows from the
above equality and (uε)ε ∼ (u′ε)ε using [20], Lemma 2.5.
Finally, let (vε − v
′
ε)ε ∈ ΓN (Y, F ). We have to show that (vε ◦ uε)ε ∼h
(v′ε◦uε)ε. In this case, (i) of 4.3 is satisfied trivially. Concerning (ii), let L ⊂⊂ V ,
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L′ ⊂⊂ W , p ∈ L ∩ u−1ε (L
′). Then ‖D(k)(Ψ ◦ (vε − v′ε) ◦ ψ
−1) ◦ (ψ ◦ uε ◦ ϕ−1)‖
can be estimated using the N -bounds for (vε − v′ε)ε on L
′ and moderateness of
(uε)ε, yielding the claim.
(ii) In this part of the proof we only record the general structure of the
terms to be estimated and do not embark on the topological arguments (which,
anyways, are of a simpler nature than in (i)). Since in this case vε ◦ uε = vε,
(i) of 4.2 is again obvious. Moderateness now follows by estimating terms of
the form D(k)((Ψ ◦ vε ◦ Φ−1) ◦ (Φ ◦ uε ◦ ϕ−1)). To see that the composition is
well-defined, suppose first that (uε)ε − (u′ε)ε ∈ ΓN (X,E). Now we note that
(writing Φ ◦ uε ◦ ϕ−1 =
(
x 7→ (x, u
(2)
εΦ (x))
)
)
(Ψ ◦ vε ◦ Φ
−1) ◦ (Φ ◦ uε ◦ ϕ
−1)(x) = (v
(1)
εΨΦ(x), v
(2)
εΨΦ(x)u
(2)
εΦ (x)). (7)
Hence we have to estimate v
(2)
εΨΦ(x)(u
(2)
εΦ (x)− u
′(2)
εΦ (x)) which is immediate from
our assumption on (uε)ε, (u
′
ε)ε. Finally, let (vε)ε ∼vb (v
′
ε)ε. Then to show
equivalence of (vε ◦ uε)ε and (v′ε ◦ uε)ε, by (7) it suffices to consider (v
(2)
εΨΦ(x)−
v′
(2)
εΨΦ(x))u
(2)
εΦ (x), so the claim follows. ✷
Using Gh we now introduce the notion of generalized sections along general-
ized maps, and, in particular, of generalized vector fields on generalized maps.
Definition 4.6 For u ∈ G[X,Y ] we denote by (Gh [X,F ])(u) the set {ξ ∈
Gh [X,F ] | ξ = u}. In particular, a generalized vector field ξ on u ∈ G[X,Y ] is
an element of
XG(u) := {ξ ∈ G
h [X,TY ] | ξ = u}.
5 Generalized pseudo-Riemannian Geometry
The aim of this section is to initiate a study of pseudo-Riemannian geometry
in the present setting. We start by introducing the notion of a generalized
connection and its Christoffel symbols.
Definition 5.1
(i) A generalized connection Dˆ on a manifold X is a map G10 (X)×G
1
0(X)→
G10 (X) satisfying
(D1) Dˆξη is R-linear in η.
(D2) Dˆξη is G(X)-linear in ξ.
(D3) Dˆξ(uη) = u Dˆξη + ξ(u)η for all u ∈ G(X).
(ii) Let (Vα, ψα) be a chart on X with coordinates x
i. We define the general-
ized Christoffel symbols for this chart to be the n3 functions Γˆkij ∈ G(Vα)
given by
Dˆ∂i∂j =
∑
k
Γˆkij ∂k 1 ≤ i, j ≤ n .
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Since C∞(X) is a submodule of G(X) and the sheaf G(X) is fine, (D2) and
(D3) in particular imply localizability of any generalized connection with respect
to its arguments.
We are now in the position to prove the “Fundamental Lemma of (pseudo)-
Riemannian Geometry” in the present setting.
Theorem 5.2 Let (X, gˆ) be a generalized pseudo-Riemannian manifold. Then
there exists a unique generalized connection Dˆ such that
(D4) [ξ, η] = Dˆξη − Dˆηξ and
(D5) ξ gˆ(η, ζ) = gˆ(Dˆξη, ζ) + gˆ(η, Dˆξζ)
hold for all ξ, η, ζ in G10 (X). Dˆ is called generalized Levi-Civita connection of
X and characterized by the Koszul formula
2gˆ(Dˆξη, ζ) = ξgˆ(η, ζ) + ηgˆ(ζ, ξ)− ζgˆ(ξ, η)
−gˆ(ξ, [η, ζ]) + gˆ(η, [ζ, ξ]) + gˆ(ζ, [ξ, η]) .
(8)
Proof. Assume Dˆ to be a generalized connection additionally satisfying
(D4) and (D5). As in the classical proof (see e.g., [33], §3, theorem 11) using
the latter two properties one shows that equation (8) is satisfied and by the
injectivity of the map in 3.9 (ii), uniqueness follows.
To show existence define F (ξ, η, ζ) to be one half the right hand side of (8).
Then for fixed η, ζ the function ξ 7→ F (ξ, η, ζ) is G(X)-linear, hence defines
a generalized one-form (using (3)). Again by 3.9 (ii) there exists a unique
generalized vector field metrically equivalent to this one-form which we may call
Dˆξη. Now it is easy to derive (D1)-(D5) along the lines of the classical proof
just using the bilinearity of g and the standard properties of the Lie bracket (cf.
[24], the remark following Def. 10). ✷
As in the classical case from the torsion-free condition (i.e., (D4)) we immedi-
ately infer the symmetry of the Christoffel symbols of the Levi-Civita connection
in the lower pair of indices. Moreover, from (D3) and the Koszul formula (8)
we derive (analogously to the classical case) the following
Proposition 5.3 Given a chart as in 5.1 (ii) we have for the generalized Levi-
Civita connection Dˆ of (X, gˆ) and any vector field ξ ∈ G10(X)
Dˆ∂i(ξ
j∂j) =
(
∂ ξk
∂xi
+ Γˆkij ξ
j
)
∂k .
Moreover, the generalized Christoffel symbols are given by
Γˆkij =
1
2
gˆkm
(
∂gˆjm
∂xi
+
∂gˆim
∂xj
−
∂gˆij
∂xm
)
.
In particular we see that we could equivalently have introduced the gener-
alized Christoffel symbols of a generalized metric by demanding the classical
formula on the level of representatives.
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To state the next result concerning consistency properties of generalized
connections resp. generalized Christoffel symbols with respect to their classical
counterparts we need to define the action of a classical (smooth) connection D
on generalized vector fields ξ, η. This is done by setting
Dξη := [(Dξεηε)ε] ,
which is easily seen to be independent of the representatives chosen for ξ and η.
From the local formulae in the above proposition and [24] Prop. 3 we conclude
Proposition 5.4 Let (X, gˆ) be a generalized pseudo-Riemannian manifold.
(i) If gˆab = Σ(gab) where gab is a classical smooth pseudo-Riemannian metric
then we have, in any chart, Γˆijk = σ(Γ
i
jk) (with Γ
i
jk denoting the Christof-
fel Symbols of g). Hence for all ξ, η ∈ G10 (X)
Dˆξη = Dξη .
(ii) If gˆab ≈∞ gab, gab a classical smooth metric, ξ, η ∈ G10 (X) and ξ ≈∞ ζ ∈
T 10 (X), η ≈ ν ∈ D
′1
0 (X) (or vice versa, i.e., ξ ≈ ζ ∈ D
′1
0 (X), η ≈∞ ν ∈
T 10 (X) ) then
Dˆξη ≈ Dζν .
(iii) Let gˆab ≈k gab, gab a classical Ck-metric, then, in any chart, Γˆijk ≈k−1
Γijk. If in addition ξ, η ∈ G
1
0(X), ξ ≈k−1 ζ ∈ Γ
k−1(X,TX) and η ≈k ν ∈
Γk(X,TX) then
Dˆξη ≈k−1 Dζν .
Our next aim is to define the induced covariant derivative of a generalized
metric on a generalized curve. Let J ⊆ R be an interval and γ ∈ G[J,X ]. Let
gˆ ∈ G02(X) be a generalized metric. For any K ⊂⊂ J there exists ε0 > 0 and
K ′ ⊂⊂ X such that γε(K) ⊆ K ′ for ε < ε0. According to 3.1 we may choose a
representative (gˆε)ε of gˆ such that each gˆε is a pseudo-Riemannian metric in a
neighborhood of K ′. Let ξ = [(ξε)ε] ∈ XG(γ). For each fixed small ε we let ξ′ε
be the induced covariant derivative of ξε on γε with respect to gˆε.
Definition 5.5 We call ξ′ := [(ξ′ε)ε] ∈ XG(γ) the induced covariant derivative
of ξ on γ with respect to gˆ.
For this definition to make sense we have to show that ξ′ is independent of
the chosen representatives (γε)ε, (ξε)ε and (gˆε)ε. To this end we note that for
fixed ε the local form of ξ′ε is given by (with Γˆ
k
εij the Christoffel symbols of gˆε)
ξ′ε =
∑
k

dξkε
dt
+
∑
i,j
Γˆkεij
dγiε
dt
ξjε

 ∂k . (9)
From this on the one hand we conclude that (ξ′ε)ε is indeed moderate and on the
other hand it is straightforward to check that choosing different representatives
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for ξ, γ or gˆ does not change the class of ξ′ in XG(γ). Finally, we conclude that
the above restriction of γ to relatively compact subintervals of J can be overcome
by “patching together” the representatives of ξ′ obtained for a covering of J
by relatively compact subintervals. In fact, these partially defined generalized
functions coincide on overlapping intervals again due to the explicit local form
(9).
The main properties of the induced covariant derivative are collected in the
following result.
Proposition 5.6 Let gˆ be a generalized metric on X with Levi Civita connec-
tion Dˆ and let γ ∈ G[J,X ]. Then
(i) (r˜ξ1 + s˜ξ2)
′ = r˜ξ′1 + s˜ξ
′
2 (r˜, s˜ ∈ K, ξ1, ξ2 ∈ XG(γ)).
(ii) (uξ)′ = dudt ξ + uξ
′ (u ∈ G(J), ξ ∈ XG(γ)).
(iii) (ξ ◦ γ)′ = Dˆγ′(.)ξ in XG(γ) (ξ ∈ G
1
0(X)).
Proof. The composition ξ ◦ γ in (iii) is well-defined by 4.5 (i). Moreover,
the right hand side of (iii) exists since ξ → Dˆξη is a (vector valued) generalized
tensor field (cf. (D2) in 5.1). All the claimed identities now follow directly from
the local form (9) of the induced covariant derivative. ✷
On J we consider the section s := t 7→ ddt
∣∣
t
≡ (t, 1). Applying [20], Def.
3.3 to a generalized curve γ ∈ G[J,X ], it follows from 4.5 (ii) that its velocity
vector field defined by γ′ := Tγ ◦ s is a well-defined element of XG(γ). Then γ′′
is defined as the induced covariant derivative of γ′ on γ.
Definition 5.7 A geodesic in a generalized pseudo-Riemannian manifold is a
curve γ ∈ G[J,X ] (J ⊆ R) satisfying γ′′ = 0.
By (9) γ is a geodesic in (X, gˆ) if and only if the usual local formula holds,
i.e., if and only if
[ (d2γkε
dt2
+
∑
i,j
Γˆkεij
γiε
dt
γjε
dt
)
ε
]
= 0 in XG(γ) . (10)
6 Applications to general relativity
Before introducing the generalized curvature tensor and its contractions enter-
ing Einstein’s equations we briefly comment on the shortcomings of classical
methods and in particular of the linear distributional geometry (as introduced
e.g., in [30, 34]) especially in the context of general relativity. While successfully
used within linear field theories (e.g., point charges in electrodynamics), appli-
cations of distributional methods to general relativistic problems have been rare
in the literature; the source of all difficulties of course is the nonlinearity of the
field equations.
On the one hand, in the context of (local) existence and uniqueness theorems
for Einstein’s equations one is bound to work with Sobolev spaces of high enough
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regularity so that the metric belongs to some classical function algebra. Roughly
speaking, the classical local existence theorems guarantee the existence of a
unique solution g to the equations (formulated as an initial value problem along
a spacelike hypersurface Σ for a Riemannian metric h and its extrinsic curvature
K satisfying the constraint equations) with the metric g ∈ C0([0, T );Hs(Σ))) ∩
C1([0, T );Hs−1(Σ)) for data h,K chosen in Hs−1(Σ) provided that s > 4 (cf.
[17, 36]). In fact the optimal local existence result in the case of asymptotic
flatness actually only requires s > 5/2 and recent developments by Klainerman
und Rodnianski [18] aim at further improving this to the bound s > 2.
On the other hand, when dealing with special (constructive) solutions of Ein-
stein’s equations one has to cope with the problem of computing the curvature of
a given metric of low differentiability (in particular, distributional) which again
is problematic due to the nonlinearities involved. Within the D′-framework it
is nevertheless possible to consistently describe sources of the gravitational field
concentrated (i.e., the energy-momentum tensor supported) on a submanifold of
codimension one in spacetime (so-called thin shells, cf. [15]). However, in a clas-
sical paper [11] Geroch and Traschen have shown that within classical (linear)
distribution theory gravitating sources confined to a submanifold of codimen-
sion greater than one in spacetime (hence, in particular, such interesting objects
as cosmic strings) are excluded from a mathematically rigorous and at the same
time physically sensible description. By the latter we mean the existence of an
appropriate notion of convergence of metrics which ensures the convergence of
the respective curvature tensors.
Here we are going to introduce a setting that is primarily intended to cope
with the latter situation described above which at the same time is mathemat-
ically rigorous and physically sensible.
We start by defining the generalized Riemann, Ricci, scalar and Einstein
curvature from an invariant point of view. It is then clear that all the clas-
sical formulae will hold on the level of representatives, i.e., all the symmetry
properties of the respective classical tensor fields carry over to the new setting.
Moreover, the Bianchi identities hold in the generalized sense.
Definition 6.1 Let (X, gˆ) be a generalized pseudo-Riemannian manifold with
Levi-Civita connection Dˆ.
(i) The generalized Riemannian curvature tensor Rˆabc
d ∈ G13 (X) is defined
by
Rˆξ,ηζ := Dˆ[ξ,η]ζ − [Dˆξ, Dˆη]ζ .
(ii) We define the generalized Ricci curvature tensor Rˆab ∈ G02(X) by the usual
contraction of the generalized Riemann tensor
Rˆab := Rˆcab
c .
(iii) The generalized curvature scalar (or Ricci scalar) Rˆ ∈ G(X) is defined by
the usual contraction of the generalized Ricci tensor
Rˆ := gˆabRˆab .
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(iv) Finally we define the generalized Einstein tensor Gˆab ∈ G02 (X) by
Gˆab := Rˆab −
1
2
Rˆ gˆab .
The framework developed above opens the gate to a wide range of applica-
tions in general relativity. 3.4 is capable of modelling a large class of singular
spacetimes while at the same time its (generalized) curvature quantities simply
may be calculated by the usual coordinate formulae. Hence we are in a posi-
tion to mathematically rigorously formulate Einstein’s equations for generalized
metrics. Moreover we have at our disposal several theorems (which essentially
are rooted in [24], Prop. 3) guaranteeing consistency with respect to linear
distributional geometry resp. the smooth setting.
Theorem 6.2 Let (X, gˆ) a generalized pseudo-Riemannian manifold with gˆab ≈k
gab. Then all the generalized curvature quantities defined above are Ck−2-associa-
ted with their classical counterparts.
In particular, if a generalized metric gˆab is C2-associated to a vacuum solution
of Einstein’s equations then we have for the generalized Ricci tensor
Rˆab ≈0 Rab = 0 .
Hence Rˆab satisfies the vacuum Einstein equations in the sense of 0-association
(cf. the remarks after Prop. 18 in the revised version of [41]).
Generally speaking, whenever we encounter a spacetime metric of low differen-
tiability in general relativity we may proceed along the lines of the following
blueprint to obtain a mathematically and physically satisfactory description of
the singular spacetime geometry: first we have to transfer the classically singular
metric to a generalized one. This may be done by some “canonical” smoothing
or by some other physically motivated regularization (see also the remarks on
nonlinear modelling preceding Def. 2 in [24]). Once the generalized setting has
been entered, all curvature quantities may be calculated simply using compo-
nentwise classical calculus. All classical concepts literally carry over to the new
framework and one may treat e.g., the Ricci tensor, geodesics, geodesic devia-
tion, etc. within this nonlinear distributional geometry. Finally one may use the
concept of association to return to the distributional or Ck-level for the purpose
of interpretation.
This program has been carried out for a conical metric (representing a cos-
mic string) by Clarke, Vickers and Wilson (see [6, 42, 43] for a treatment in
the full setting of Colombeau’s construction) rigorously assigning to it a dis-
tributional curvature and (via the field equations) the heuristically expected
energy-momentum tensor. Moreover, the nonlinear generalized function setting
was used in [2, 3] to calculate the energy momentum tensor of the extended
Kerr geometry as well as in [14] to unify several distributional approaches to
the Schwarzschild geometry. Finally, a complete distributional description of
impulsive pp-wave spacetimes was achieved in [39, 22, 23].
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An in-depth analysis of the interrelations between the setting introduced here
and the one of Geroch and Traschen ([11]) as well as a study of spherical impul-
sive gravitational waves in this framework is the subject of ongoing research.
We close this work by discussing the geodesic equation of impulsive pp-waves
in the present setting. In [39, 22, 23] the geometry of an impulsive pp-wave was
described by the following generalized line element (cf. 3.7 (iii))
dˆs
2
= f(x, y)D(u)du2 − dudv + dx2 + dy2 . (11)
Here the spacetime manifold X is taken to be R4 and D is a generalized delta
function, i.e., D = [(δε)ε], with
∫
δε → 1 the support of δε shrinking to 0
and δε uniformly bounded in L
1 for small ε. (cf. [31], Def. 7.1). Physically this
spacetime describes a gravitational impulse located at the null-hypersurface u =
0 in Minkowski space; the curvature vanishes everywhere but on the impulse.
(11) provides an example of a general regularization procedure suggested
by the physical situation to be modelled (cf. the discussion in Section 1). In
fact, generalized delta functions in the above sense provide a very general class
of regularizations of delta-type singularities. (11) complies with viewing the
singular metric itself as an impulsive limit of sandwich waves of infinitely short
duration.
We have to solve the system (10) for the metric (11). Due to the special form
of the metric the first equation (i.e., k = 0) is trivial, so that (using coordinates
u, v and xi = (x, y) as in (11)) u may be used as an affine parameter along the
geodesics and system (10) reduces to
v¨ε(u) = f(x
j
ε(u)) δ˙ε(u) + 2 ∂if(x
j
ε(u)) x˙
i
ε (u)δε(u)
x¨iε (u) =
1
2
∂i f(x
j
ε(u)) δε(u)
This system of nonlinear ODEs was shown to be uniquely solvable in G(R)3 (cf.
[22], Th. 1) for given initial conditions (vε, x
i
ε)(−1) = (v0, x
i
0) and (v˙ε, x˙
i
ε)(−1) =
(v˙0, x˙
i
0). The resulting geodesic is an element of G[R, X ]. Moreover, the gener-
alized solution (by [22], Th. 3) possesses the following distributional shadow
xi ≈ xi0 + x˙
i
0(1 + u) +
1
2
∂if(x
j
0 + x˙
j
0)u+
v ≈ v0 + v˙0(1 + u) + f(x
j
0 + x˙
j
0)H(u)
+∂if(x
j
0 + x˙
i
0)
(
x˙i0 +
1
4
∂if(x
j
0 + x˙
j
0)
)
u+ ,
where H denotes the Heaviside function and u+ = H(u)u. Hence the macro-
scopic aspect of the generalized geodesics displays the physically sensible behav-
ior of the geodesics being refracted broken straight lines. It should be noted,
though, that the explicit calculation of distributional limits in fact is based on
the fact that the underlying manifold is given as R4 since in linear distribution
theory (contrary to the Colombeau setting) there is no concept of generalized
functions valued in a manifold.
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Finally we would like to emphasize that the framework developed in the
previous sections for the first time allows a comprehensive and consistent inter-
pretation of the calculations given, e.g., in [6, 14, 22, 23].
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