Abstract-A discrete-time output error (OE) model identification method is proposed for industrial integrating processes with time delay, to facilitate the discrete-time controller design and implementation in sampled systems. By subtly introducing a differential filter to the input excitation, an open-loop identification test can be performed for such a process while complying with the output limit. Correspondingly, the parameter estimation is equivalently transformed to identify a stable type OE model with time delay. A recursive identification algorithm is developed to simultaneously estimate all the model parameters including the integer delay, and a linear interpolation of the input excitation is given for the recursive computation to guarantee consistent estimation. The convergence of parameter estimation is analyzed with a proof. An illustrative example is used to demonstrate the effectiveness of the proposed method.
Technical Notes and Correspondence trol system, subject to performance degradation as illustrated in the references [1] , [2] .
For identifying an OE model with time delay, the extension of linear model identification methods is not trivial and could become quite difficult due to the identification nonlinearity entailed from the time delay [11] , [12] . A classical identification approach is the use of linearization to approximate the time delay by a rational transfer function such as the Padé or Laguerre function [13] , [14] , which is in fact limited to small time delay systems. Another commonly used approach is the socalled two-step identification method, that is, either the linear model parameters or the time delay is fixed at each step for optimizing the fitting effect until all the estimated parameters converge to satisfy the model fitting criteria [15] [16] [17] . Due to the use of a nonlinear searching algorithm for parameter estimation, the global convergence is difficult to be guaranteed by this approach [17] . Besides, sensitivity to the noise level is involved with the correlation approach for time delay estimation based on computing the correlation coefficients of the input and output data [18] . By comparison, gradient-based estimation methods were proposed in the references [11] , [19] to ensure global convergence by assuming that the time delay is a real number and differentiable as well as the other linear model parameters. However, for a sampled system, the time delay must be identified as an integer multiple of the sampling period for control design and implementation. The identification of linear model parameters of real number together with the integer type delay is related to a mixed-integer programming, which was recognized to be a non-convex problem for parameter estimation [20] . The recent paper [21] presented an extended gradient-based approach to identify a discrete-time OE model with time delay for stable processes, but did not address the convergence with respect to an integer type delay. It should be noted that existing OE model identification methods were mostly based on an open-loop identification test using a persistent excitation like the pseudo random binary sequence (PRBS), which cannot be directly applied to integrating processes due to the output limits in engineering applications.
To facilitate discrete-time control design and implementation for an integrating process with time delay, a discrete-time OE model identification method is proposed based on an open-loop identification test. The identification test can be easily implemented by deliberately introducing a differential filter to the input excitation, such that the integrating property of the process can be effectively compromised to yield a stationary output response within the permitted range. A recursive identification algorithm is developed to simultaneously estimate all the OE model parameters including the time delay. A linear interpolation of the input excitation is proposed for the recursive computation involved with fractional time delay estimation. The asymptotic properties of convergence and consistent estimation are analyzed with a proof.
Throughout the technical note, the following notations are used. Denote by , n , and n ×m the spaces of real number, n-dimensional real vector, and n × m real matrix, respectively. For P ∈ m ×m of full rank, denote by P −1 the inverse of P , by P T the transpose of P , and by tr(P ) the matrix trace. Denote by P 2 the Euclidean norm of P ∈ n . Denote by ρ(P ) the eigenvalue of P , and by ρ m in (P ) and ρ m ax (P ) the minimum and maximum, respectively. The identity vector or matrix with appropriate dimensions is denoted by I, and I m indicates I m ∈ m ×m . Denote by E[·] the mathematical expectation operator. Denote byα the estimated value of α ∈ m . Denote by z a discrete-time operator, i.e., z −1 u(t) := u(t − 1).
II. PROBLEM DESCRIPTION
Consider an integrating process with time delay described by the following discrete-time OE model,
where m is the integrator order and d the time delay. A(z −1 ) and B(z −1 ) are coprime in the following forms
All zeros of A(z −1 ) are located inside the unit circle, i.e., A(z −1 ) does not include an integral factor (1 − z −1 ). Denote by u(t) and x(t) the process input and the noise-free output, respectively. Denote by v(t) the output measurement noise which is usually assumed to be Gaussian white with zero mean and unknown variance denoted by σ 2 v . Note that in practical applications v(t) may be a colored noise arising from load disturbance or an integrating property of the process to be identified, which should be specifically tackled to realize consistent estimation as surveyed in the literature [5] , [6] , and therefore is out of the technical note scope for study. To perform an open-loop identification test, it is assumed that v(t) is uncorrelated with the input excitation sequence, u(t), and u(t) = 0, y(t) = 0 and v(t) = 0 for t ≤ 0.
The identification objective is to estimate the above OE model parameters including an integer delay from the sampled data under test, with a prior knowledge or assumption on the model order for fitting. For unknown process dynamics, the optimal order can in general be determined by using the Akaike information criterion or a hypothesis testing condition to check if a higher order model could result in evidently better fitting with respect to the parsimony principle for choosing the model parameters [1] , [2] , [22] .
III. PROPOSED IDENTIFICATION METHOD

A. Input Excitation Design
For an integrating process, the integrating property denoted by 1/(1 − z −1 ) m attenuates high frequency components of the input excitation like PRBS. For instance, a first-order integrator reduces the power spectrum (PS) of input excitation denoted by P (w) to P (w)/w 2 , as illustrated by Fig. 1 , where u(t) is a PRBS excitation with zero mean and variance of σ
, P u and P u i are the normalized power spectrums of u(t) and u i (t), respectively. Moreover, the ouput response tends to exceed the output limit as implied by the magnitude of u i (t), which is not allowed in practice.
Note that if
is expanded into the following form as commonly adopted for identifying a stable process: where a * j denotes the resulting polynomial coefficients, there are totally m + n a + n b + 1 parameters to be estimated. In fact, the number of unknown paramters is n a + n b + 1, as shown in (1) .
To resolve the above problem, a differential filter,
m , is introduced to modify the process input excitation, as shown in Fig. 2 . It follows that:
where u f (t) is a persistent excitation signal used for an open-loop identification test such as PRBS or sinusoidal wave. Correspondingly, an OE model relating u f (t) to y(t) can be written as
Note that the above model is of stable type which contains all the model parameters in (1) to be estimated. Hence, we can use a conventional input excitation, u f (t), in combination with a differential filter to perform an open-loop identification test for an integrating process, such that the parameter estimation can be conducted similar to identification of a stable process.
B. Parameter Estimation
Define the parameter vector and observation vector, respectively, by
where n 0 = n a + n b . The equivalent model in (4) can be rewritten as a linear regression form,
where x(t) = ϕ T (t)θ is the noise-free output. The predicted output error is computed by
Note that the prediction error in (8) cannot be computed beforehand due to the unknown time delay. An augmented parameter vector including the time delay is constructed as
where n m = n a + n b + 1.
The following cost function is adopted for parameter estimation:
where λ ∈ (0, 1] is a forgetting factor used for developing a recursive identification algorithm. Taking the first derivative of J (t,θ g ) with respect toθ g , we have
It can be easily verified from (8) that
Note that there is δ = 1 for a sampled system when the sampling period (T s ) is sufficiently small according to the Nyquist-Shannon sampling theorem [22] . The first derivative of e(t,d) with respect tod can be numerically computed as
where
Denote a generalized information vector by
It follows that:
By letting (16) be zero, we obtain
Given a persistent excitation condition of P E(u f ) ≥ n m , there stands
A recursive least-squares (RLS) identification algorithm is therefore established as
Note thatφ(t) and φ(t) contain the unknown noise-free output vector, x(t) A feasible solution is the use of an auxiliary model output for recursive estimation as developed in the literature [23] , i.e.
Due to that the estimated time delay from (22) is generally a fractional value rather than an integer, it is required to substitute u f (t −d) by a suitable reconstruction in terms of the input excitation sequence for recursive estimation using (22) . For the sake of simplicity, it is proposed to decompose the time delay estimation into an integer part d z and a fractional part ϑ, i.e.
Considering that u f (t) maintains a constant magnitude with a zeroorder holder for each sampling period, a linear interpolation method is suggested to compute a substitution of u f (t −d) for parameter estimation, i.e.û
To guarantee the convergence of parameter estimation, it is suggested to let d 1 =d(t − 1), d 2 =d z (t) and d 3 =d z (t) + 1 to compute the corresponding parameters,θ g 1 (t),θ g 2 (t) andθ g 3 (t), respectively, and then compare the cost functions, J 1 , J 2 and J 3 . For the smallest cost function, the corresponding parameter estimation is taken asθ g (t) at the t-th step of recursive estimation.
Remark 1: The estimated time delayd was simply rounded to be an integer for recursive estimation in the existing methods (e.g., [21] ). Due to the fact that the cost function in (10) is not a convex function with respect to the time delay as studied in [17] , the approximation for recursive estimation may be trapped into a local minimum rather than the true time delay when the increment ofd in the current recursive step is smaller than 0.5, thus remaining the same estimation in the subsequent recursive steps for estimating the other model parameters. In the opposite, when the increment ofd is larger than 0.5, the estimation result tends to be unstable, owing to delay mismatch that may provoke phase-lead compensation for model fitting via the linear parameters in θ, and therefore lead to divergence of parameter estimation.
To avoid a local minima on delay estimation that may deviate from the true value, it is suggested to adopt an initial estimation of the time delay for recursive parameter estimation using (20) - (22), based on experimental observation (e.g., from a step response test) on a possible range of the time delay (i.e., d ∈ [d m in , d m ax ]). Moreover, a low-pass filter can be used to remove the high-frequency components in the input excitation and sampled output response, such that the convergence region around the true time delay can be effectively extended for identifying a low-pass OE model with time delay, as discussed in the recent paper [17] . Taking into account the cut-off frequency of the process model, denoted byω m c , which can be quantitatively estimated during the recursive estimation procedure, it is preferred to take a low-pass filter with the cut-off frequencŷ
whereω m c (t) is the cut-off frequency of the process model estimated at the t-th step of recursive estimation.
To sum up, the proposed recursive identification algorithm is given below. pute the corresponding model parameters,θ g 1 (t),θ g 2 (t) and θ g 3 (t) respectively, and then compare the cost functions, J 1 , J 2 and J 3 . For the smallest cost function, take the estimated parameters asθ g (t) at the t-th step of recursive estimation. (viii) Increase t by 1 and return to the above (iii), until a specified convergence condition is satisfied, i.e. θ g (t) −θ g (t − 1) It should be noted that an iterative identification algorithm may be derived similarly as above, based on using all the sampled data together for iteration. However, the computation effort could be considerably higher compared to the above recursive identification algorithm, due to that the computation of matrix inverse associated with the sampled data is required for parameter estimation as shown in (20)- (22), along with the increased computation for implementing the linear interpolation in (25) and step (vii) in the above recursive algorithm as commonly needed for solving the nonconvex problem related to delay estimation.
IV. CONVERGENCE ANALYSIS
Before analysis on the convergence, the following lemma is briefly presented. 
Consequently, the unbiasedness and asymptotic property of the proposed algorithm is addressed in the following theorem.
Theorem 1: For an integrating process described by (1), with a persistent excitation condition
where α and β are positive constants, and the assumption of
= σ 0 < ∞, the parameter estimation by (20)- (22) is convergent uniformly to the true value and satisfies
, and
Proof: Define the parameter estimation error vector
Substituting (22) and (25) into (32) yields
where It can be easily derived from (19) that
. . .
According to Lemma 1 and an initial choice of P (0) = p 0 I n m ×n m where p 0 ∈ + is a constant, it can be easily verified from (28) and (35) that
where Taking the mathematical expectation for both sides of (36), we obtain
Substituting (38) and (39) into (40), we obtain (31) shown in Theorem 1.
Note that when the estimated time delay reaches the vicinity of the true integer delay, there follows: (25) . Using step (vii) in the proposed algorithm, the true integer delay can be exactly determined according to the branch-and-bound (BB) searching principle [25] for solving a mixed-integer programming. Consequently, the residual related to the input sequence goes to zero, i.e., ξ(t) → 0.
It is seen from (31) thatθ g (t) = 0 for t → ∞ with respect to λ = 1 (i.e., the forgetting factor is reduced to one when the estimation converges to the true value), which indicates that unbiased estimation can be obtained by the proposed identification algorithm. This completes the proof.
V. ILLUSTRATION
Consider an integrating process with time delay studied in the reference [3] y(t) = 0.01873z
which can be transformed into an equivalent model
where u f (t) = u(t)(1 − z −1 ) is an external input excitation used for identification.
For illustration, the input excitation u f (t) is taken as a PRBS switching between ±1. Using a differential filter, Table I based on 100 Monte-Carlo (MC) tests, where the estimation result for each parameter is shown by the mean value along with the standard deviation in parentheses, and err = θ g (t) − θ g 2 / θ g 2 . It is seen that good convergence and identification accuracy are obtained by the proposed algorithm.
For comparison, the identification algorithm given in the reference [21] is also adopted to estimate the above stable type model parameters by taking the same initial parameter setting for recursive estimation. The identification results are shown in Fig. 3 for a MC test under N SR = 20%. It is seen that the proposed algorithm gives unbiased parameter estimation while the identification algorithm [21] could not guarantee the convergence with respect to the recursive step due to the use of a rounded time delay for recursive estimation. In addition, the OE model identification method [22] provided in the Matlab System Identification (SID) Toolbox (version 2012a) is also performed to estimate the above stable type model parameters, which needs a prior knowledge of the time delay and cannot be directly used to identify an integrating process. The identification results are shown in Table II based on the above MC test under N SR = 20%. It is seen that if the time delay is preestimated inaccurately (e.g., d = 22), evident errors are provoked for estimating the other model parameters.
To further demonstrate the effectiveness of the proposed identification method, different noise levels are performed in terms of 100 MC tests with a data length of N = 3000 collected for each test. The results are listed in Table III , where 'SR' in the last column indicates the success ratio (SR) of correctly estimated integer delay together with the other model parameters under these tests. It is seen that good identification accuracy with high SR is obtained by the proposed method even in the presence of a high noise level.
Note that the identification algorithm [21] could not guarantee a high SR unless taking initial parameters close to the true values, e.g., θ g (0) = [0.8, 0.01, 0.01, 18], for recursive estimation. However, such a choice on the initial parameters is not required by the proposed algorithm.
VI. CONCLUSION
For the demand of identifying a discrete-time OE model for modelbased control of an integrating process with time delay in a sampled system, a recursive identification method has been proposed based on using an open-loop identification test. An important merit is that the identification test can be easily implemented without surpassing the output limit similar to that for a stable process, by subtly introducing a differential filter to the input excitation. Moreover, all the OE model parameters including the integer delay can be simultaneously estimated with guaranteed convergence. The consistent estimation against measurement noise has been clarified with a proof. An illustrative example has well demonstrated the effectiveness of the proposed identification method, in particular for the high noise levels under which few existing methods for integrating processes could guarantee consistent parameter estimation.
