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Abstract. Recently, there has been growing interest in developing optimization methods for
solving large-scale machine learning problems. Most of these problems boil down to the problem
of minimizing an average of a finite set of smooth and strongly convex functions where the number
of functions n is large. Gradient descent method (GD) is successful in minimizing convex problems
at a fast linear rate; however, it is not applicable to the considered large-scale optimization setting
because of the high computational complexity. Incremental methods resolve this drawback of gradient
methods by replacing the required gradient for the descent direction with an incremental gradient
approximation. They operate by evaluating one gradient per iteration and executing the average
of the n available gradients as a gradient approximate. Although, incremental methods reduce the
computational cost of GD, their convergence rates do not justify their advantage relative to GD in
terms of the total number of gradient evaluations until convergence. In this paper, we introduce a
Double Incremental Aggregated Gradient method (DIAG) that computes the gradient of only one
function at each iteration, which is chosen based on a cyclic scheme, and uses the aggregated average
gradient of all the functions to approximate the full gradient. The iterates of the proposed DIAG
method uses averages of both iterates and gradients in oppose to classic incremental methods that
utilize gradient averages but do not utilize iterate averages. We prove that not only the proposed
DIAG method converges linearly to the optimal solution, but also its linear convergence factor
justifies the advantage of incremental methods on GD. In particular, we prove that the worst case
performance of DIAG is better than the worst case performance of GD. Numerical experiments on
quadratic programming and logistic regression problems showcase the advantage of DIAG relative
to GD and other incremental methods.
Key words. Incremental methods, finite sum minimization, large-scale optimization, linear
convergence rate, worst case analysis
AMS subject classifications. 90C06, 90C25, 90C30, 90C52
1. Introduction. This paper focuses on finite sum optimization where the ob-
jective function can be written as the sum of a set of strongly convex functions.
In particular, consider x ∈ Rp as the optimization variable and fi : Rp → R as
the i-th available function. We aim to find the minimizer of the average function
f(x) = (1/n)
∑n
i=1 fi(x), i.e., we intend to solve the optimization problem
(1) x∗ = argmin
x∈Rp
f(x) := argmin
x∈Rp
1
n
n∑
i=1
fi(x).
In this paper, we refer to fi as the instantaneous functions and the average function
f as the global objective function. This class of optimization problems arises in many
fields such as machine learning [5, 4, 30, 8], optimal control, [6, 7, 18], and wireless
communications [26, 27]. Our focus is on problems where the instantaneous functions
fi are smooth and strongly convex.
To explain the contribution of this paper we have to discuss the rate and constants
that characterize convergence of the different first order methods that can be used to
solve the problem in (1). To begin with we can neglect the specific form of f and use
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the conventional gradient descent (GD) method which is known to converge linearly to
the optimal argument [23]. This linear convergence rate comes from using individual
iterations that are very costly when the number of functions n is large and motivates
the use of stochastic and incremental methods in which only one of the instantaneous
gradients ∇fi is evaluated at each iteration. The selection is random in stochastic
methods and cyclic in incremental methods. In either case the idea is that individual
iterations are less efficient but since n stochastic or incremental operations have the
same cost as one GD iteration, overall convergence is faster.
Although faster convergence is observed in many practical situations, it is not
known if it is possible to design a stochastic or incremental method with convergence
guarantees that are better than the convergence guarantees of GD. The stochastic
gradient descent (SGD) method [28, 4], for instance, is known to have a sublinear
convergence rate and is therefore surpassed by regular GD as the number of iter-
ations grows. This limitation is in fact the motivation for alternative stochastic
descent methods that achieve linear convergence rates by reducing the variance of
stochastic descent directions. Examples of this growing and consequential literature
includes stochastic averaging gradient algorithms [17, 9, 10, 21], variance reduction
methods [14, 36], dual coordinate methods [31, 32], hybrid algorithms [37, 15], and
majorization-minimization algorithms [19]. All of these stochastic methods are suc-
cessful in achieving a linear convergence rate in expectation with individual iterations
that have cost comparable to the cost of SGD iterations. However, the linear conver-
gence constants of these methods are not necessarily better than the linear convergence
constant of GD for a problem with comparable condition number. This leaves open
the possibility that the worst case performance of these methods is worse than the
worst case performance of GD – see Section 2.
Given that the only difference between stochastic and incremental methods is that
in the latter functions are chosen in a cyclic order – as opposed from the selection in
stochastic methods which is uniformly at random – it is not surprising that analogous
statements can be made for incremental gradient descent methods (IGD) [1, 33, 22,
24, 3, 25, 13, 2, 34, 11, 35]. Standard IGD has a slow sublinear convergence rate, which
motivates the introduction of memory. This is done in the definition of the incremental
aggregated gradient (IAG) method that is shown to achieve linear convergence [11]
but with a constant that is not necessarily better that the GD constant. Thus, and
as in the case of stochastic methods, it is possible that the worst case performance of
IAG is worse than the worst case performance of GD – see Section 2.
The contribution of this paper is to introduce a first order incremental method
that has a linear convergence rate with a constant that is better than the GD constant
of a problem with comparable condition number. This means that the worst case
performance of the proposed algorithm is guaranteed to be no worse than the worst
case performance of GD. The algorithm relies on keeping memory of past variable
and gradient evaluations and is therefore termed the Double Incremental Aggregated
Gradient (DIAG) method to emphasize the difference with regular IAG methods in
which only gradient histories are maintained. This major difference comes from the
fact that DIAG uses a different approximation of the global function f at each iteration
from the one used in IAG. In particular, DIAG approximates each instantaneous
function fi by the sum of its first order approximation and a proximity term, both
evaluated with respect to the same iterate, whereas IAG uses different points for the
first-order approximation and the proximity condition. We show that this critical
difference leads to an incremental algorithm with a smaller linear convergence factor.
Moreover, the linear convergence factor of the proposed DIAG method justifies the
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use of incremental methods to improve the performance of GD. In particular, we show
that the worse case scenario of DIAG is guaranteed to be better than the worse case
scenario of GD. Based on our knowledge, this is the first incremental method which
is guaranteed to improve the worse case performance of GD.
We start the paper by presenting the GD and IAG methods and studying their
convergence guarantees for the case that the instantaneous functions fi are strongly
convex and their gradients ∇fi are Lipschitz continuous (Section 2). We clarify the
reason that the convergence analysis of IAG cannot guarantee the advantage of incre-
mental methods with respect to GD. Then, we present the proposed DIAG method
which uses both variable and gradient averages in oppose to IAG that only uses aggre-
gated gradient average (Section 3). We explain the intuition behind this difference by
comparing the function approximations used in these methods. Further, we suggest
an efficient mechanism to implement the proposed DIAG algorithm that has the com-
putational complexity of the order O(p) which is significantly lower than of GD given
by O(np) (Section 3.1). Further, we explain the connection between the proposed
DIAG method and the majorization-minimization method (MISO) proposed in [19],
and highlight the differences between these two algorithms (Remark 1).
The convergence analysis of the DIAG method is then presented (Section 4). We
first prove a fundamental lemma that shows the error of DIAG at each iteration is
strictly smaller than the average of the errors of the last n iterations (Lemma 1). We
use this result to prove that the sequence of variables generated by DIAG converges
to the optimal argument x∗ (Proposition 2), and, in particular, the convergence rate
of the iterates evaluated after each pass over the dataset is linear (Corollary 3). This
linear convergence factor guarantees that one pass of DIAG is more efficient than
one iteration of gradient descent, i.e., the upper bound for the error of DIAG after n
gradient evaluations is strictly smaller than the one for GD. Then, we prove that the
whole sequence of DIAG iterates is linearly convergent (Theorem 4) and characterize
the linear convergence factor (Theorem 7). We extend our convergence results by
studying the worst-case asymptotic rate of DIAG (Section 5). We use the Perron-
Frobenius (PF) theory to show that an upper bound for the sequence of DIAG errors
has an asymptotic linear convergence rate which is strictly better than the linear
convergence factor of GD (Theorem 9).
We compare the performances of DIAG, GD, and IAG in solving a quadratic
programming and a binary classification problem (Section 6). Numerical results for
the quadratic programming confirm that DIAG outperforms GD. In particular, the
relative performance of DIAG and GD does not vary by changing the problem condi-
tion number, while IAG is not preferable to GD when the problem condition number
is relatively large. Moreover, DIAG outperforms IAG irrespective to the problem
parameters. The convergence paths of these methods for the binary classification
problem, which is a logistic regression minimization, confirm the observations for the
quadratic programming problem. Finally, we close the paper by concluding remarks
(Section 7).
1.1. Notation. Vectors are written as x ∈ Rp and matrices as A ∈ Rp×p. Given
n vectors xi, the vector x = [x1; . . . ; xn] represents a stacking of the elements of each
individual xi. We use ‖x‖ and ‖A‖ to denote the Euclidean norm of vector x and
matrix A, respectively. Given a function f its gradient x is denoted as ∇f(x).
2. Related Works and Preliminaries. Since the objective function in (1) is
convex, descent methods can be used to find the optimal argument x∗. In this paper,
we are interested in studying methods that converge to the optimal argument of the
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global objective function f at a linear rate. It is customary for the linear convergence
analysis of first-order methods to assume that the functions are smooth and strongly
convex. We formalize these conditions in the following assumption.
Assumption 1. The functions fi are differentiable and strongly convex with con-
stant µ > 0, i.e., for all x,y ∈ Rp we can write
(2) (∇fi(x)−∇fi(y))T (x− y) ≥ µ‖x− y‖2.
Moreover, the gradients ∇fi are Lipschitz continuous with constant L < ∞, i.e., for
all x,y ∈ Rp we have
(3) ‖∇fi(x)−∇fi(y)‖ ≤ L‖x− y‖.
The strong convexity of the functions fi with constant µ implies that the global
objective function f is also strongly convex with constant µ. Likewise, the Lipschitz
continuity of the gradients ∇fi with constant L yields Lipschitz continuity of the
global objective function gradients ∇f with constant L. Note that the conditions
in Assumption 1 are mild and hold for most large-scale machine learning applica-
tions such as, linear regression, logistic regression, least squares, and support vector
machines.
The optimization problem in (1) can be solved using the gradient descent (GD)
method [23]. The idea of GD is to update the current iterate xk by descending through
the negative direction of the current gradient ∇f(xk) with a proper stepsize k. In
other words, the update of GD for solving problem (1) at step k is defined as
(4) xk+1 = xk − k∇f(xk) = xk − 
k
n
n∑
i=1
∇fi(xk).
Convergence analysis of GD in [23] shows that the sequence of iterates xk converges
linearly to the optimal argument x∗ if the stepsize is constant and satisfies k =  <
2/L. The fastest convergence rate is achieved by the stepsize  = 2/(µ + L) which
leads to the linear convergence factor (κ− 1)/(κ+ 1), i.e.,
(5) ‖xk − x∗‖ ≤
(
κ− 1
κ+ 1
)k
‖x0 − x∗‖,
where κ := L/µ is the global objective function condition number. Although, GD has
a fast linear convergence rate, it is not computationally affordable in large-scale appli-
cations because of its high computational complexity. To comprehend this limitation,
note that each iteration of GD requires n gradient evaluations which is not compu-
tationally affordable in large-scale applications with massive values of n. Stochastic
gradient descent (SGD) arises as a natural solution in large-scale settings. SGD mod-
ifies the update of GD by approximating the gradient of the global objective function
∇f by the average of a small number of instantaneous gradients chosen uniformly at
random from the set of n gradients. To be more precise, the update of SGD at step
k is defined as
(6) xk+1 = xk − 
k
b
∑
i∈Skb
∇fi(xk),
where Skb is defined as a random set that contains the indices of b functions that are
chosen for the update SGD at step k. Note that the components of the set Skb are
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chosen uniformly at random from the set of indices {1, 2, . . . , n}. Since the stochastic
gradient (1/b)
∑
i∈Skb ∇fi(x
k) is an unbiased estimator of the gradient ∇f(xk) =
(1/n)
∑n
i=1∇fi(xk), the sequence of the iterates generated by SGD converges to the
optimal argument in expectation. However, the convergence rate is sublinear and
slower than the linear convergence of GD. In particular, the expected error ‖xk−x∗‖2
of SGD is bounded above as E
[‖xk − x∗‖2] ≤ O (1/k) , for a diminishing stepsizes k
of the order 1/k. It is worth mentioning that the expectation is taken with respect to
the indices of the chosen random functions up to step k.
One may use a cyclic order instead of stochastic selection of functions in SGD
which leads to the update of incremental gradient descent method (IGD) as in [3, 34].
Similar to the case for SGD, the sequence of iterates generated by the IGD method
converges to the optimal argument at a sublinear rate of the order O (1/k) when
the stepsize is diminishing. SGD and IGD are able to reduce the computational
complexity of GD by requiring only one gradient evaluation per iteration; however,
they both suffer from slow (sublinear) convergence rates.
The sublinear convergence rate of SGD has been improved recently by the stochas-
tic average gradient method (SAG) which also can be interpreted as a stochastic in-
cremental aggregated gradient method. The SAG method updates only one gradient
per iteration and uses the average of the most recent version of all gradients – gradi-
ents of all functions f1, . . . , fn – as an approximation for the full gradient [17]. To be
more specific, define yki as the copy of the decision variable x for the last time that
the function fi’s gradient is updated. In other words, the variable y
k
i is updated as
(7) yk+1i =
{
xk+1 if i = ik,
yki otherwise,
where ik is the index of the function chosen at step k. Note that in the SAG method
the random index ik is chosen uniformly at random and the gradient of its corre-
sponding function ∇fik(xk) is evaluated and stored as ∇fik(yki ). Then, the update
of SAG at step k is given by
(8) xk+1 = xk − 
n
n∑
i=1
∇fi(yki ),
which uses the gradients of all the n functions evaluated at different time steps. The
sequence of iterates generated by SAG converges linearly to x∗ in expectation with
respect to the choices of random indices, i.e.,
(9) E
[‖xk − x∗‖2] ≤ (1−min{ 1
16κ
,
1
8n
})k
C0,
where C0 is a constant independent of n and κ [29]. However, the linear convergence
constant of SAG in (9) is not necessarily better than the linear convergence constant of
GD for a problem with comparable condition number. To be more precise, the residual
‖xk−x∗‖ of SAG in expectation decays by the factor of (1−min{ 116κ , 18n})n/2 after a
pass over the dataset which might not be better than the upper bound for the residual
of GD that decays with the factor of (κ− 1)/(κ+ 1). As an example, for the problem
that n = 100 and κ = 10, the worst case performance of GD after m passes over the
set of functions (m iterations) is bounded above by ((κ − 1)/(κ + 1))m‖x0 − x∗‖ ≈
0.8181m‖x0 − x∗‖, while the worst performance of SAG after m passes over the set
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of functions (mn iterations) is bounded above by C
1/2
0 (1 − min
{
1
16κ ,
1
8n
}
)nm/2 ≈
0.9393mC
1/2
0 . Note that the constants ‖x0−x∗‖ and C0 are negligible for sufficiently
large m. Similar examples can be derived for other first-order stochastic methods
with linear convergence rate in [9, 10, 14, 36, 31, 32, 37, 15, 19]. Beside this issue, the
results for all these stochastic first-order methods hold in expectation. Thus, there is
a positive probability that the sequence of iterates generated by these methods might
not converge at a linear rate.
The other alternative for solving the optimization problem in (1) is the Incremen-
tal Aggregated Gradient (IAG) method which is a middle ground between GD and
IGD. The IAG method requires one gradient evaluation per iteration, as in IG, while
it approximates the gradient of the global objective function ∇f(x) by the average of
the most recent gradient of all instantaneous functions [3], and it has a linear conver-
gence rate, as in GD. In the IAG method, the functions are chosen in a cyclic order
and it takes n iterations to have a pass over all the available functions. To introduce
the update of IAG, recall the definition of yki as the copy of the decision variable x
for the last time that the function fi’s gradient is updated before step k which can
be updated as in (7). Then, the update of IAG is given by
(10) xk+1 = xk − 
n
n∑
i=1
∇fi(yki ),
which is identical to the update of SAG in (8), and the only difference is in the scheme
that the index ik is chosen.
The convergence results in [34] provide global convergence and local linear con-
vergence of IAG in a more general setting when each component function satisfies a
local Lipschitzian error condition. More recently, a new convergence analysis of IAG
has been studied in [11] which shows global linear convergence of IAG for strongly
convex functions with Lipschitz continuous gradients. In particular, it has been shown
that the sequence of iterates xk generated by IAG satisfies the following inequality
(11) ‖xk − x∗‖ ≤
(
1− 2
25n(2n+ 1)(κ+ 1)2
)k
‖x0 − x∗‖.
Notice that the convergence rate of IAG is linear and eventually the error of IAG
will be smaller than the errors of SGD and IGD which diminish with a sublinear rate
of O(1/k). To compare the performance of GD and IAG it is fair to compare one
iteration of GD with n iterations of IAG. This is reasonable since one iteration of
GD requires n gradient evaluations, while IAG uses n gradient evaluations after n
iterations. Comparing the decrement factors of GD in (5) and IAG after n gradient
evaluations in (11) shows that there is no guarantee that IAG is preferable to GD for
all choices of condition number κ and number of functions n, since we could face the
scenario that
(12)
(
κ− 1
κ+ 1
)
<
(
1− 2
25n(2n+ 1)(κ+ 1)2
)n
.
As an example, for the problem with n = κ = 100, the inequality in (12) holds and
the worst case performance of IAG is worse than the one for GD. Note that the bound
for GD in (5) is strict and we can design a sequence which satisfies the equality case
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of the result in (5)1. However, the bound in (11) is not necessarily tight and it could
be the reason that the comparison in (12) does not justify the use of IAG instead
of GD. Our goal in this paper is to come up with a first-order incremental method
that has a guaranteed upper bound which is better than the one for GD in (5). We
propose this algorithm in the following section.
3. Algorithm Definition. In this section, we propose a novel incremental gra-
dient method that unlike other incremental methods is able to improve upon the
worst case performance of GD. To do so, we first introduce a new interpretation of
the IAG method. Recall the definition of the variable yki as the copy of the decision
variable x for the last time that function fi is chosen for gradient update and its
update scheme in (7). The update of IAG in (10) can be interpreted as the solution
of the optimization program
(13)
xk+1 = argmin
x∈Rp
{
1
n
n∑
i=1
fi(y
k
i ) +
1
n
n∑
i=1
∇fi(yki )T (x− yki ) +
1
n
n∑
i=1
1
2
‖x− xk‖2
}
.
This interpretation shows that in the update of IAG each instantaneous function fi(x)
is approximated by the following approximation
(14) fi(x) ≈ fi(yki ) +∇fi(yki )T (x− yki ) +
1
2
‖x− xk‖2.
Notice that the first two terms fi(y
k
i ) + ∇fi(yki )T (x − yki ) correspond to the first
order approximation of the function fi around the iterate y
k
i . The last term which
is 1/(2)‖x− xk‖2 is a proximal term that is added to the first order approximation.
This approximation is different from the classic approximation that is used in first-
order methods, since the first-order approximation is evaluated around the point yki
which is different from the iterate xk used in the proximal term. This observation
verifies that the IAG algorithm performs well when the delayed variables yki are close
to the current iterate xk which is true when the stepsize  is very small or the iterates
are all close to the optimal solution.
We resolve this issue by introducing a different approach for approximating each
component function fi, In particular, we use the approximation
(15) fi(x) ≈ fi(yki ) +∇fi(yki )T (x− yki ) +
1
2
‖x− yki ‖2.
As we observe, the approximation in (15) is more consistent to classic first-order
methods comparing to the one for IAG in (14). This is true since the first order
approximation and the proximal term in (15) are evaluated with respect to the same
point yki . Indeed, the approximation in (15) implies that the global objective function
f(x) can be approximated by
(16) f(x) ≈ 1
n
n∑
i=1
fi(y
k
i ) +
1
n
n∑
i=1
∇fi(yki )T (x− yki ) +
1
n
n∑
i=1
1
2
‖x− yki ‖2.
We can approximate the optimal argument of the global objective function f by min-
imizing its approximation in (16). Thus, the updated iterate xk+1 can be computed
1Consider the quadratic programming f(x) = (1/2)xTAx, where A = diag[µ,L] which has the
optimal argument x∗ = 0 ∈ R2. Then, by setting  = 2/(µ + L) the sequence of iterates generated
by GD satisfies the relation ‖xm − x∗‖ = ρm‖x0 − x∗‖.
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as the minimizer of the approximated global objective function in (16), i.e.,
(17)
xk+1 = argmin
x∈Rp
{
1
n
n∑
i=1
fi(y
k
i ) +
1
n
n∑
i=1
∇fi(yki )T (x− yki ) +
1
n
n∑
i=1
1
2
‖x− yki ‖2
}
.
Considering the convex programming in (17) we can derive a closed form expression
for the update of xk+1 as
(18) xk+1 =
1
n
n∑
i=1
yki −

n
n∑
i=1
∇fi(yki ).
We refer to the proposed method with the update in (18) as the Double Incremental
Aggregated Gradient method (DIAG). This appellation is justified considering that
the update of DIAG requires the incremented aggregate of both variables and gradients
and only uses gradient (first-order) information.
Notice that since we use a cyclic scheme, the set of variables {yk1 ,yk2 , . . . ,ykn} is
equal to the set {xk,xk−1, . . . ,xk−n+1}. Therefore, the iterate xk+1 is a function of
the last n iterates {xk,xk−1, . . . ,xk−n+1}. This observation has a fundamental role
in the analysis of the proposed DIAG method – see Section 4.
Remark 1. One may consider the proposed DIAG method as a cyclic version of
the stochastic methods Finito and MISO algorithms introduced in [10] and[19], respec-
tively. This is a valid interpretation; however, the convergence analyses and guaran-
tees of these methods are quite different. The proposed DIAG method is designed based
on the new interpretation in (15) that leads to a novel proof technique – see Lemma 1
– which is different from the analysis of Finito/MISO in [10] and [19]. This analytical
difference leads to different convergence guarantees. In particular, the Finito/MISO
algorithm cannot improve the performance of GD for all choices of n and κ, while the
established theoretical results for DIAG in Section 4 guarantee that DIAG outperforms
GD under any choices of n and κ.
3.1. Implementation Details. Naive implementation of the update in (18)
requires computation of sums of n vectors per iteration which is computationally
costly. This unnecessary computation can be avoided by tracking the sums over time.
To be more precise, we can define vk as the vector that tracks the first sum in (18)
which is the sum of the variables. The vector vk can be updated as
(19) vk+1 = xk+1 − ykik + vk,
where ik is the index of the function chosen at step k. Likewise, we define the vector
gk as the vector that tracks the sum of gradients in (18), and it can be updated as
(20) gk+1 = ∇fik(xk+1)−∇fik(ykik) + gk.
Note that the vectors vk and gk are initialized as v0 = nx0 and g0 =
∑n
i=1∇fi(x0).
The proposed double incremental aggregated gradient (DIAG) method is sum-
marized in Algorithm 1. The variables for all the copies of the vector x are initialized
by vector x0, i.e., y01 = · · · = y0n = x0, and their corresponding gradients are stored
in the memory. At each iteration k, the updated variable xk+1 is computed in Step
4 using the update in (18). The sums of variables and gradients are updated in Step
5 and 6, respectively, following the recursions in (19) and (20). In Step 7, the old
variable ykik and gradient ∇fik(ykik) of the updated function fik are replaced with
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Algorithm 1 Double Incremental Aggregated Gradient method (DIAG)
1: Initialization: {y0i }i=ni=1 = x0, v0 = nx0, and g0 =
∑n
i=1∇fi(x0)
2: for k = 0, 1, . . . do
3: Compute the function index ik = mod(k, n) + 1
4: Compute xk+1 = 1nv
k − ngk.
5: Update sum of variables vk+1 = xk+1 − ykik + vk.
6: Compute ∇fik(xk+1) and update gk+1 = ∇fik(xk+1)−∇fik(ykik) + gk.
7: Replace ykik and ∇fik(ykik) by xk+1 and ∇fik(xk+1), respectively. The other
elements remain unchanged, i.e., yk+1i =y
k
i and ∇fi(yk+1i )=∇fi(yki ) for i 6= ik.
8: end for
their updated versions, i.e., xk+1 and ∇fik(xk+1), and the other components remain
unchanged. In Step 3, the index ik is updated in a cycling manner.
Remark 2. Similar to other known incremental methods, e.g., IAG, SAG, SAGA,
Finito/MISO, the proposed DIAG method requires a memory of order O(np) which
might not be affordable in some large-scale optimization problems. This issue can
be resolved by grouping the functions and creating new sets of functions where each
one is the average of a subset of functions. If we combine m functions and use the
average of them as the new function, the number of active functions reduces to n/m
and the required memory decreases to O(np/m). On the other hand, this process in-
creases the computational complexity of each iteration from one gradient computation
to calculation of m gradients. Indeed, there is a trade-off between the memory and
computational complexity per iteration which can be optimized based on the application
of interest.
4. Convergence Analysis. In this section, we study the convergence properties
of the proposed double incremental aggregated gradient method.
The following lemma characterizes an upper bound for the error ‖xk+1 − x∗‖ in
terms of the errors of the last n iterations.
Lemma 1. Consider the proposed double incremental aggregated gradient (DIAG)
method in (18). If the conditions in Assumption 1 hold, and the stepsize  is chosen
as  = 2/(µ+L), the sequence of iterates xk generated by DIAG satisfies the inequality
(21) ‖xk+1 − x∗‖ ≤
(
κ− 1
κ+ 1
)[‖xk − x∗‖+ · · ·+ ‖xk−n+1 − x∗‖
n
]
,
where κ = L/µ is the objective function condition number.
Proof. See Appendix A.
The result in Lemma 1 has a significant role in the analysis of DIAG. It shows
that the error at step k + 1 is smaller than the average of the last n errors where the
decrement factor is the ratio (κ − 1)/(κ + 1) which is strictly smaller than 1. The
cyclic scheme is critical in proving the result in (21), since it allows to replace the sum∑n
i=1 ‖yki − x∗‖ by the sum of the last n steps errors ‖xk − x∗‖+ · · ·+ ‖xk−n − x∗‖.
Note that If we pick functions uniformly at random, as in MISO, it is not possible to
write the expression in (21), even in expectation. We also cannot write an inequality
similar to the one in (21) for the IAG method, although it uses a cyclic scheme. This
contrast is originated by the difference that IAG only uses gradients average, whereas
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DIAG uses both variables and gradients averages. In the following theorem, we use
the result in Lemma 1 to show that the sequence of variables xk converges to the
optimal argument x∗.
Proposition 2. Consider the proposed double incremental aggregated gradient
(DIAG) method in (18), and recall the definition ρ := (κ− 1)/(κ+ 1) where κ = L/µ
is the problem condition number. If the conditions in Assumption 1 hold, and the
stepsize  is chosen as  = 2/(µ + L), then the residual ‖xk − x∗‖ of DIAG for
iterations k = 1, . . . , n satisfies the inequality
‖xk − x∗‖ ≤ ρ
[
1− (k − 1)(1− ρ)
n
]
‖x0 − x∗‖, for k = 1, . . . , n,(22)
and for the steps k > n we have
‖xk − x∗‖ ≤ ρb k−1n c+1
[
1− (1− ρ)
n
×min
{
1,
n− 1
2
}]
‖x0 − x∗‖, for k > n,(23)
where bac indicates the floor of a.
Proof. See Appendix B.
The first outcome of the result in Proposition 2 is the convergence of the sequence
‖xk − x∗‖ to zero as k approaches infinity. The second result which we formalize in
the following corollary shows that the sequence of error converges linearly after each
pass over the dataset.
Corollary 3. If the conditions in Proposition 2 are satisfied, the error of the
proposed DIAG method after m > 1 passes over the set of functions fi, which requires
mn gradient evaluations and corresponds to the iterate k = n(m− 1) + 1, is bounded
above by
(24) ‖xn(m−1)+1 − x∗‖ ≤ ρm
[
1− (1− ρ)
n
×min
{
1,
n− 1
2
}]
‖x0 − x∗‖.
Proof. Since we count the initial n gradient computations, the iterate x1 requires
n gradient computations. After the first iteration each step requires only one gradient
computation. Therefore, the total number of gradient computations to evaluate xk is
n+k−1. Conversely, the variable that has exactly used mn gradients to be evaluated
is xn(m−1)+1. Thus, by setting k = n(m − 1) + 1 in (23) we obtain the residual of
DIAG after mn passes over the set of functions and the claim in (24) follows.
The result in Corollary 3 shows that the subsequence of the last iterates of each
pass is linearly convergent. Moreover, the result in Corollary 3 verifies the advan-
tage of DIAG method versus the full gradient descent (GD) method. In particular, it
shows that the error of DIAG after m > 1 passes over the set of functions fi corre-
sponding to the iterate k = n(m− 1) + 1 is bounded above by ρm[1− ((1− ρ)/n)×
min{1, ((n− 1)/2)}]‖x0 − x∗‖ which is strictly smaller than the upper bound for the
error of GD after m iterations (nm gradient computations) given by ρm‖x0 − x∗‖.
Therefore, the DIAG method outperforms GD for any choice of κ and n > 1; DIAG
and GD are identical for n = 1.
Notice that after the first pass over the set of functions – iteration k = 1 for the
DIAG method – the error of DIAG is upper bounded by ρ‖x0 − x∗‖ based on the
result in (22). This bound is identical to the result for GD after one pass over the set
of functions, since the first iterations of GD and DIAG are identical.
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Although the result in Corollary 3 implies that the DIAG method is preferable
with respect to GD and shows linear convergence of a subsequence of iterates, it is
not sufficient to prove linear convergence of the whole sequence of iterates generated
by DIAG. To be more precise, the result in Corollary 3 shows that the subsequence
of errors {‖xkn − x∗‖}∞k=0, which are associated with the variables at the end of each
pass over the set of functions, is linearly convergent. However, we aim to show that
the whole sequence {‖xk − x∗‖}∞k=0 is linearly convergent. To be more precise, our
goal is to prove that the sequence of DIAG iterates satisfies ‖xk−x∗‖ ≤ aγk‖x0−x∗‖
for a constant a > 0 and a positive coefficient 0 ≤ γ < 1. In the following theorem,
we show that this condition is satisfied for the DIAG method.
Theorem 4. Consider the introduced double incremental aggregated gradient
(DIAG) method in (18). If the conditions in Assumption 1 hold, and the stepsize  is
chosen as  = 2/(µ+ L), for k ≥ 1 we can write
(25) ‖xk − x∗‖ ≤ aγk‖x0 − x∗‖,
if the constants a > 0 and 0 ≤ γ < 1 satisfy the following conditions
ρ
(
1− (k − 1)(1− ρ)
n
)
≤ aγk for k = 1, . . . , n,(26)
γn+1 −
(
1 +
ρ
n
)
γn +
ρ
n
≤ 0 for k > n.(27)
Proof. See Appendix C.
The result in Theorem 4 provides conditions on the constants a and γ such that
the linear convergence inequality ‖xk − x∗‖ ≤ aγk‖x0 − x∗‖ holds. However, it does
not gurantee that the set of constants {a, γ} that satisfy the required conditions in
(26) and (27) is non-empty. In the following proposition we show that there exist
constants a and γ satisfying these conditions.
Proposition 5. There exist constants a > 0 and 0 < γ < 1 that satisfy the
inequalities in (26) and (27). In other words, the set of feasible solutions for the
system of inequalities in (26) and (27) is non-empty.
Proof. See Appendix D.
The result in Proposition 5 in conjunction with the result in Theorem 4 guarantees
linear convergence of the iterates generated by the DIAG method. Although there
are different pairs of {a, γ} that satisfy the conditions in (26) and (27) and lead to
the linear convergence result in (25), we are interested in finding the pair {a, γ} that
leads to the smallest linear convergence factor γ, i.e., the pair that guarantees the
fastest linear convergence rate. To find the smallest γ, we should pick the smallest γ
that satisfies the inequality γn+1− (1 + ρ/n) γn + ρ/n ≤ 0. Then choose the smallest
constant a that satisfies the conditions in (26) for the given γ. To do so, we first look
at the properties of the function h(γ) := γn+1 − (1 + ρ/n) γn + ρ/n in the following
lemma.
Lemma 6. Consider the function h(γ) := γn+1−(1 + ρ/n) γn+ρ/n for γ ∈ [0, 1).
The function h has only one root γ0 in the interval [0, 1). Moreover, γ0 is the smallest
choice of γ that satisfies the condition in (27) .
Proof. The derivative of the function h is given by
(28)
d
dγ
h = (n+ 1)γn − (n+ ρ)γn−1.
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Therefore, the only critical point of the function h in the interval (0, 1) is γ∗ =
(n+ ρ)/(n+ 1). The point γ∗ is a local minimum for the function h, since the second
derivative of the function h is positive at γ∗. Notice that the objective function
value h(γ∗) < 0 is negative. Moreover, we know that h(0) > 0 and h(1) = 0. This
observation shows that the function h has a root γ0 between 0 and γ
∗ and this is the
only root of function h in the interval (0, 1). Thus, γ0 is the smallest value of γ in the
interval (0, 1) that satisfies the condition in (27).
The result in Lemma 6 shows that the unique root of the function h(γ) := γn+1−
(1 + ρ/n) γn + ρ/n in the interval [0, 1) is the smallest γ that satisfies the condition
in (27). We use this result to formalize the pair {a, γ} with the smallest choice of γ
which satisfies the conditions in (26) and (27).
Theorem 7. Consider the DIAG method in (18). Let the conditions in Assump-
tion 1 hold, and set the stepsize as  = 2/(µ + L). Then, the sequence of iterates
generated by DIAG is linearly convergent as
(29) ‖xk − x∗‖ ≤ a0γk0‖x0 − x∗‖,
where γ0 is the unique root of the equation
γn+1 −
(
1 +
ρ
n
)
γn +
ρ
n
= 0,(30)
in the interval [0, 1) and a0 is given by
a0 = max
i∈{1,...,n}
ρ
(
1− (i− 1)(1− ρ)
n
)
γ−i0 .(31)
Proof. It follows from the results in Theorem 4 and Lemma 6.
The result in Theorem 7 shows R-linear convergence of the DIAG iterates with
the linear convergence factor γ0; however, it does not show that γ
n
0 is smaller than
the linear convergence factor of GD. In the following section, we aim to show that the
linear convergence factor of DIAG after n iterations, which is γn0 , is strictly smaller
than the linear factor of GD.
5. Worst-case asymptotic rate of DIAG. In the previous section, we proved
that the DIAG method outperforms GD after each pass (Corollary 3), but this result
does not characterize the linear convergence factor for the sequence of errors ‖xk−x∗‖
generated by DIAG. The result in Theorem 7 shows R-Linear convergence of the
sequence ‖xk − x∗‖ to zero; however, it does not show that γn0 is smaller than the
linear convergence factor of GD. In this section, we aim to derive a result that shows
the sequence ‖xk − x∗‖ has a linear convergence rate with constant γ0 such that γn0
is strictly smaller than ρ, which is the linear convergence factor of GD. To do so, we
define the sequence dk as
(32) dk+1 = ρ
dk + dk−1 + · · ·+ dk−n+1
n
where ρ = (κ− 1)/(κ + 1) and dj := ‖xj − x∗‖ for j = 0, 1, 2, . . . , n − 1. It follows
directly from (21) that the sequence dk provides an upper bound for the sequence of
the errors ‖xk − x∗‖ for all k ≥ 0. In other words, we have the relation
(33) ‖xk − x∗‖ ≤ dk for all k ≥ 0.
SURPASSING GRADIENT DESCENT PROVABLY 13
Next, we characterize the convergence properties of the sequence of dk which provides
an upper bound for the desired error sequence ‖xk − x∗‖. To do so, we rewrite the
update of the sequence dk in a matrix form which is more suitable for the analysis.
Define the column vector dk = [dk−1; . . . ; dk−n] ∈ Rn as the concatenation of the last
n values of the sequence dk up to step k. Considering the definition of dk and the
update of the sequence dk we can write
(34) dk+1 = Mρd
k where Mρ :=

ρ
n
ρ
n . . .
ρ
n
1 0 . . . 0
0 1 . . . 0
0 0 1 0
 .
We observe that the matrix Mρ ∈ Rn×n is a non-negative matrix whose eigenval-
ues determine the asymptotic growth rate of the sequence dk and hence of dk. It is
straightforward to check that the characteristic polynomial of Mρ is
(35) T (λ) = λn − ρ
n
λn−1 − ρ
n
λn−2 − . . .− ρ
n
=
λn+1 − (1 + ρn)λn + ρn
λ− 1
whose roots are the eigenvalues of the matrix Mρ. In the remainder of this section,
we will infer information about the eigenvalues of Mρ using Perron-Frobenius (PF)
theory. This theory is well developed for positive matrices where all the entries are
strictly positive but Mρ has zero entries and is therefore not positive. Nevertheless,
the PF theory has been successfully extended to certain non-negative matrices called
irreducible matrices. A square matrix A is called irreducible if for every i and j, there
exists an r such that Ar(i, j) > 0. In the next lemma, we prove that the matrix Mρ is
irreducible which will justify our use of PF theory developed for irreducible matrices.
Lemma 8. The matrix Mρ is irreducible for any ρ > 0.
Proof. By the definition of irreducibility, we need to show that for every i and j,
there exists an r such that the r-th power of the matrix Mρ is entrywise positive, i.e.
Mrρ(i, j) > 0. Let e1, e2, . . . , en be the standard basis for Rn. It suffices to show that
we can choose r = n for all i and j, i.e.
(36) Mnρ (i, j) = e
T
i M
n
ρej > 0, for all i, j.
By the definition of the recurrence (34), we have
d2n−1
d2n−2
. . .
dn
 = d2n = (Mρ)ndn = (Mρ)n

dn−1
dn−2
. . .
d0
 .
Fix any j ∈ {1, . . . , n} and choose dn = ej (this would correspond to the initalization
dn−` = 1 for ` = j and dn−` = 0 for 1 ≤ ` ≤ n and ` 6= j). Then, using the definition
of Mσ, it is easy to check that such an initialization of d
n leads to dn = ρ/n > 0,
dn+1 > 0, . . . , d2n−1 > 0. Therefore, for every i and j, we have
(37) (Mρ)
n(i, j) = eTi (Mρ)
nej = d
2n−i > 0
which proves (36) and completes the proof.
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The following result shows that the sequence dk converges to zero linearly with a
constant γ0 where γ0 is defined by (30). We also derive upper and lower bounds on
γ0.
Theorem 9. Consider the constant ρ = (κ− 1)/(κ+ 1) ∈ (0, 1) and let λ∗(ρ) be
the spectral radius of the matrix Mρ. Then,
(i) λ∗(ρ) is the largest real root of the the polynomial characteristic polynomial
T (λ). Furthermore, it is a simple root.
(ii) We have the limit
(38) lim
k→∞
dk+1/dk = λ∗(ρ).
(iii) For integer numbers n > 1 the constant λ∗(ρ) is bounded below and above as
(39) ρ ≤ λ∗(ρ) < n√ρ.
(iv) We have λ∗(ρ) = γ0 where γ0 is the largest real root of the polynomial h(λ) :=
λn+1 − (1 + (ρ/n))λn + (ρ/n) in the interval [0, 1).
Proof. See Appendix E.
The results in Theorem 9 study the convergence properties of the sequence dk
defined in (32) which is an upper bound for the sequence of DIAG error ‖xk − x∗‖.
The last result in Theorem 9 shows that the constant λ∗(ρ) which is the spectral radius
of the matrix Mρ, is equal to the linear convergence factor γ0 of DAIG defined as the
root of the polynomial in (30). The second result indicates that the sequence dk has
an asymptotic linear convergence rate with the constant λ∗(ρ) = γ0. This convergence
result is not stronger than the result in Theorem 7, since it holds asymptotically, but
we report this result since it shows that there exists a sequence which achieves the
theoretical upper bound proven for the DIAG method. Also, this result is interesting
since it proves the R-linear convergence of DIAG from an entirely different approach
based on Perron-Frobenius theory. The most important result in Theorem 9 is the
third result which shows that λ∗(ρ), which is equal to γ0 according to the last result,
is strictly smaller than n
√
ρ. Based on the inequality in (39), we obtain that the linear
convergence factor of DIAG after running for n iterations, which is γn0 , is strictly
smaller than ρ the decrement factor of GD after one pass over the set of functions.
It is worth mentioning that the upper bound sequence dk achieves the asymptotic
Q-linear convergence with ration γ0 doesn’t necessarily mean the sequence ||xk −
x∗|| cannot achieve a better rate, but it implies the rate cannot be worse than γ0.
Therefore, we refer to this result as the asymptotic worst-case scenario analysis of
DIAG.
Remark 3. Note that the right inequality in (39) can also be achieved using the
results in Section 4. To be more specific, first one may show ρ = (1 − 1−ρ1 ) < (1 −
1−ρ
2 )
2 < · · · < (1− 1−ρn )n. This sequence of inequalities implies that ρ < (1− 1−ρn )n,
which is equivalent to the inequality ρ
n+1
n − (1 + ρn )ρ + ρn < 0, and, therefore, we
obtain that h(ρ1/n) < 0. Further, according to the result in Lemma 6, λ∗(ρ) = γ0 is
the unique solution to h(λ) = 0, i.e., h(λ∗(ρ)) = 0, and λ∗(ρ) < λ for all λ ∈ [0, 1)
with h(λ) < 0. Combining these two results leads to the conclusion that λ∗(ρ) < ρ1/n.
Indeed, formalizing the gap between the linear convergence factors of DIAG and
GD requires access to an explicit expression for the largest root of the polynomial
in (35). However, for specific choices of n and κ one can evaluate the DIAG linear
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Fig. 1. Comparison of the linear convergence factors of DIAG and GD via the ratio γn0 /ρ in
terms of ρ (left) and κ (right) for different choices of n.
convergence factor γ0 using polynomial solvers and compare it with the linear factor
of GD. We, therefore, compare the ratio γn0 /ρ for some choices of ρ and n by finding
the root of the polynomial using a MATLAB solver. The outcome of the comparison
is illustrated in Fig. 1. As we observe in the left plot in Fig. 1, for the case of n = 2,
the variable γn0 /ρ, which is the ratio between the linear convergence factors of DIAG
and GD after one pass over the functions, is close to 0.5 for small choices of ρ, while it
approaches 1 as ρ becomes closer to 1. Therefore, for smaller choices of ρ the gain in
using DIAG instead of GD is more significant comparing to the cases that ρ is close
to 1. Similar pattern can be observed for other choices of n. Conversely, for a fixed
choice of ρ, when the number of functions n increases the ratio γn0 /ρ becomes smaller.
This behavior shows that by increasing the number of functions n the gap between the
performances of DIAG and GD increases and DIAG becomes more favorable. Since
ρ = (k − 1)/(k + 1) is an increasing function of the problem condition number κ,
similar conclusions can be achieved by comparing the ratio γn0 /ρ for different choices
of n and κ as demonstrated in the right plot in Fig. 1. It is also worth mentioning, in
all the illustrated curves, the ratio γn0 /ρ is smaller than 1 which verifies our theoretical
conclusion that DIAG outperforms GD for all choices of n and κ.
6. Numerical experiments. In this section, we study the performance of the
proposed DIAG method and compare it with existing alternative first-order methods.
To do so, we first apply DIAG to solve a family of quadratic programming problems.
Then, we evaluate the performance of DIAG and other first-order methods in solving
a logistic regression minimization problem.
6.1. Quadratic programming example. To study the effect of number of
functions n and problem condition number κ on the performance of the GD, IAG, and
DIAG methods, we first apply these algorithms in solving a quadratic programming
problem, where we can tune the problem condition number. In particular, consider
the optimization problem
min
x∈Rp
f(x) :=
1
n
n∑
i=1
1
2
xTAix + b
T
i x,(40)
where each matrix Ai ∈ Rp×p is a positive definite diagonal matrix and each vector
bi ∈ Rp is randomly chosen from the box [0, 1]p. To control the problem condi-
tion number, the first p/2 diagonal elements of Ai are chosen uniformly at random
from the interval [1, 101, . . . , 10η/2] and its last p/2 elements chosen from the inter-
val [1, 10−1, . . . , 10−η/2]. This selection resulting in the sum matrix
∑n
i=1 Ai having
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Fig. 2. Relative error of GD, IAG, and DIAG versus number of gradient evaluations for the
quadratic programming in (40) with n = 200 and κ = 10 (left) and n = 200 and κ = 117 (right).
When the condition number is small, the IAG method performs slightly better than GD, while DIAG
has the fastest convergence path. For the case that the condition number is larger, IAG and GD
have similar convergence paths, and the best performance belongs to DIAG.
eigenvalues in the range [n10−η/2, n10η/2]. In our experiments, we fix the variable
dimension as p = 20 and the number of functions as n = 200. Moreover, the stepsizes
of GD and DIAG are set as their best theoretical stepsizes which are GD = 2/(µ+L)
and DIAG = 2/(µ+L), respectively. Note that the stepsize suggested in [11] for IAG
is IAG = (0.32µ)/((nL)(L+µ)); however, this choice of stepsize leads to slow conver-
gence of IAG in practice. Thus, we use the stepsize IAG = 2/(nL) which performs
better than the one suggested in [11].
We compare these methods in terms of the total number of gradient evaluations.
Note that comparing these methods in terms of the total number of iterations would
not be fair since each iteration of GD requires n gradient evaluations, while IAG and
DIAG only require one gradient computation per iteration.
We first consider the case that η = 1 and use the realization with condition
number κ = 10 to have a relatively small condition number. The left plot in Fig. 2
demonstrates convergence paths of the normalized error ‖xk−x∗‖/‖x0 − x∗‖ for IAG,
DIAG, and GD when n = 200 and κ = 10. As we observe, IAG performs slightly
better than GD, while the best performance belongs to DIAG. To be more precise,
DIAG requires 7, 069 gradient evaluations (approximately 35 passes over the dataset)
to achieve the relative error of ‖xk − x∗‖/‖x0 − x∗‖ = 10−6, while IAG requires
12, 330 gradient evaluations (approximately 61 passes over the dataset) to achieve the
same accuracy. The GD method has the worst performance and achieves the relative
error ‖xk − x∗‖/‖x0 − x∗‖ = 10−6 after 68 iterations which is equivalent to 13, 600
gradient evaluations. We have also illustrated the theoretical bound for the DIAG
method in Fig. 2, which is computed by finding the root of the polynomial in (30)
for n = 200 and ρ = (κ− 1)/(κ+ 1) = 9/11. In this case, the root of the polynomial
is γ0 = 0.998067 and the DIAG theoretical bound curve corresponds to the sequence
0.998067(‖xk−x∗‖/‖x0−x∗‖). As we observe, the performance of the DIAG method
is almost identical to its proven theoretical bound which shows the tightness of the
bound for DIAG.
Comparison of the convergence guarantees for GD, IAG, and DIAG shows that
the IAG method is more sensitive to the problem condition number, since the linear
convergence factor of IAG is of the order 1 − O(1/κ2), while the linear convergence
factor of GD and DIAG are at the order of 1−O(1/κ). To study the effect of problem
condition number in practice, we increase the constant η to have a poorly conditioned
problem. In particular, we increase the problem condition number by setting η = 2
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Fig. 3. Relative error of GD, IAG, SAG, Finito, and DIAG versus number of gradient eval-
uations for the quadratic programming in (40) with n = 200 and κ = 10 (left) and n = 200 and
κ = 117 (right).
and using the realization with condition number κ = 117. The right plot in Fig. 2
illustrates performance of these methods for the case that n = 200 and κ = 117.
We observe that the convergence path of IAG is almost identical to the one for GD.
This observation verifies that the performance of IAG worsens more significantly by
increasing the problem condition number. Interestingly, the relative performance of
DIAG and GD does not change by increasing the problem condition number. To
be more specific, for the case that n = 200 and κ = 117, GD and IAG reach the
relative error ‖xk−x∗‖/‖x0−x∗‖ = 10−6 after 1.54×105 gradient evaluations, while
DIAG requires only 7.8 × 104 gradient computations to achieve the same accuracy.
As in the previous case, we also compare the performance of DIAG with its proven
theoretical bound. To do so, we find the root of the polynomial in (30) for n = 200 and
ρ = (κ− 1)/(κ+ 1) = 116/118 which is γ0 = 0.99983. As we observe the convergence
path of DIAG is very close to the proven theoretical upper bound for this method.
Although n iterations of DIAG and IAG and one iteration of GD have the same
complexity in terms of the total number of gradient evaluations, DIAG and IAG re-
quire more elementary operations than GD due to averaging of the gradients. In
many large scale machine learning applications the bottleneck is the computation of
gradients; however, in the special case of quadratic programming problems, the addi-
tional elementary operations that IAG and DIAG require for computing the averages
cannot be neglected. Therefore, to have a fair comparison between the incremental
methods, i.e., IAG and DIAG, and the full-batch method, i.e., GD, we also compare
these methods in terms of runtime as shown in Fig. 3 for the quadratic programming
problem given by (40). We observe in Fig. 3 that the performance of GD becomes
better relative to the incremental methods. In particular, for the case of n = 200 and
κ = 10, we observe that GD outperforms IAG and is marginally worse than DIAG.
For the case of n = 200 and κ = 117, where n is not significantly larger than κ, we
observe that GD performs significantly better than IAG, while the convergence paths
of GD and DIAG are close to each other. These observations lead to the conclusion
that for quadratic programming problems, where the gradient evaluations are simply
elementary operations, the cost of computing the averages in IAG and DIAG cannot
be neglected.
We also compare the proposed DIAG method with SAG [29, 17] and Finito/MISO
[10, 19] which are among the most successful stochastic incremental methods for
solving the finite sum minimization problem in (1). For SAG we use the stepsize
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Fig. 4. Relative error of GD, IAG, SAG, Finito, and DIAG versus number of gradient eval-
uations for the quadratic programming in (40) with n = 200 and κ = 19 (left) and n = 200 and
κ = 120 (right).
1/16L as suggested in [29], and for Finito algorithm we use the stepsize 1/2µ as
suggested in [10]. The left plot in Fig. 4, which corresponds to the case that n = 200
and κ = 19, shows that the performance of SAG and Finito are better than the one
for DIAG, while they fluctuate more comparing to IAG and DIAG. The gap between
the performances of IAG and DIAG, and their stochastic variants SAG and Finito
comes from the fact that convergence guarantees of SAG and Finito hold for larger
choices of stepsize comparing to the ones for IAG and DIAG. But this improvement
comes at the cost of moving from a deterministic convergence guarantee (for IAG and
DIAG) to results that hold in expectation (for SAG and Finito) which might lead to
volatile convergence paths as shown in the left plot in Fig. 4.
The right plot in Fig. 4 illustrates the convergence paths of GD, IAG, SAG,
Finito, and DIAG for a problem with large condition number κ = 120. We observe
that SAG and Finito outperform DIAG; however, their convergence guarantees hold in
expectation which is a much weaker notion of convergence compared to deterministic
convergence guarantees. As an example, one realization of Finito in the right plot in
Fig. 4 performs pretty well, while the other one diverges. In contrast, the results for
IAG and DIAG are deterministic, and for any realization of the iterates convergence
to the optimal solution is guaranteed.
6.2. Logistic Regression minimization. In this section, we compare the per-
formance of GD, IAG, and DIAG in solving a binary classification problem. Consider
the given training set S = {ui, li}i=ni=1 which contains n realizations of the feature
vectors ui ∈ Rp and respective label li where the labels are either −1 or 1. The goal
is to find the optimal classifier x∗ ∈ Rp that minimizes the regularized logistic loss
which is given by
(41) min
x∈Rp
f(x) :=
1
n
n∑
i=1
log(1 + exp(−lixTui)) + λ
2
‖x‖2,
where the regularization term (λ/2)‖x‖2 is added to avoid overfitting. The problem
in (41) is a particular case of the problem in (1) when the function fi is defined as
fi(x) = log(1 + exp(−lixTui)) + (λ/2)‖x‖2.
Note that the objective function f in (41) is strongly convex with the constant
µ = λ and its gradients are Lipschitz continuous with the constant L = λ + ζ/4
where ζ = maxi u
T
i ui. It is easy to verify that the instantaneous functions fi are also
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Fig. 5. Convergence paths of GD, IAG, and DIAG in terms of number of effective passes over
the dataset (left) and runtime (right) for the binary classification application.
strongly convex with constant µ = λ, and their gradients are Lipschitz continuous
with constant L = λ + ζ/4. This observation shows that condition in Assumption 1
hold for the logistic regression problem in (41). In this experiment, we normalize the
samples to set the parameter ζ = 1. Further, the regularization parameter is chosen
as λ = 1/
√
n.
We apply GD, IAG, and DIAG to solve the logistic regression problem in (41) for
the MNIST dataset [16]. We only use the samples that correspond to digits 0 and 8
and assign label li = 1 to the samples that correspond to digit 8 and label li = −1
to those associated with digit 0. We get a total of n = 11, 774 training examples,
each of dimension p = 784. The objective function error f(xk) − f(x∗) of the GD,
IAG, and DIAG methods versus the number of passes over the dataset are shown
in the left plot in Fig. 5. We report the results for the stepsizes GD = 2/(µ + L),
IAG = 2/(nL), and DIAG = 2/(µ+L) as in the quadratic programming. We observe
that the proposed DIAG method outperforms GD and IAG.
As we discussed in the quadratic programming example, n iterations of DIAG
or IAG require more elementary operations than a single iteration of GD. Hence, we
also compare these methods in terms of runtime as shown in the right plot in Fig. 5.
Note that in this case, in contrast to the quadratic programming example, gradient
evaluations are more costly than the elementary operations required in the update
and therefore we expect to gain more by running incremental methods. Indeed, we
observe in the right plot in Fig. 5 that the DIAG method outperforms GD significantly
in terms of runtime. However, the performance of IAG and GD are almost similar to
the one for GD. Comparing these results with the quadratic programming example
shows that in terms of runtime incremental methods are more preferable in cases that
gradient evaluation is more costly than elementary operations.
7. Conclusion. In this paper we proposed a novel incremental method for solv-
ing the average of a set of n smooth and strongly convex functions. The proposed
double incremental aggregated gradient method (DIAG) uses the aggregated average
of both variables and gradients to update its iterate in oppose to classic cyclic in-
cremental methods that only use the average of gradients. The convergence analysis
of the DIAG method guarantees improvement with respect to the gradient descent
(GD) method. This result makes DIAG the first cyclic incremental method that
improves GD under all circumstances. Moreover, we showed that the sequence of
iterates generated by DIAG is linearly convergent. Numerical experiments matched
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the theoretical results and showcased the advantage of DIAG relative to GD and the
classic incremental aggregated gradient method (IAG).
As a future research direction, we aim to extend the double incremental idea to
the accelerated gradient descent method (AGD) to obtain an incremental method
that surpasses the optimal AGD method under any circumstances.
Appendix A. Proof of Lemma 1.
Consider the update in (18). Subtract the optimal argument x∗ from both sides
of the equality to obtain
xk+1 − x∗ = 1
n
n∑
i=1
(yki − x∗)−

n
n∑
i=1
∇fi(yki ).(42)
Note that the global objective function gradient at the optimal point is null, i.e.,
(1/n)
∑n
i=1∇fi(x∗) = 0. This observation in conjunction with the expression in (42)
leads to
xk+1 − x∗ = 1
n
n∑
i=1
(
yki − x∗
)− 
n
n∑
i=1
(∇fi(yki )−∇fi(x∗))
=
1
n
n∑
i=1
[
yki − x∗ − 
(∇fi(yki )−∇fi(x∗)) ].(43)
Compute the norm of both sides in (43), and use the Cauchy-Schwarz inequality to
obtain
‖xk+1 − x∗‖ ≤ 1
n
n∑
i=1
∥∥yki − x∗ −  (∇fi(yki )−∇fi(x∗))∥∥ .(44)
Now we proceed to derive an upper bound for each summand in (44). It can be shown
that ∇fi(yki ) − ∇fi(x∗) = ∇2fi(uki )(yki − x∗) where uki is a convex combination of
yki and x
∗. Therefore,∥∥yki − x∗ −  (∇fi(yki )−∇fi(x∗))∥∥ = ∥∥(I− ∇2fi(uki )) (yki − x∗)∥∥ .(45)
Since the functions fi are µ-strongly convex and their gradients are L-Lipschitz con-
tinuous we can show that∥∥yki − x∗ −  (∇fi(yki )−∇fi(x∗))∥∥ ≤ max{|1− µ|, |1− L|}‖yki − x∗‖.(46)
By setting the stepsize  in (46) as  = 2/(µ+ L), we can write
∥∥yki − x∗ −  (∇fi(yki )−∇fi(x∗))∥∥ ≤ κ− 1κ+ 1 ‖yki − x∗‖,(47)
where κ = L/µ is the function fi condition number. By replacing the summands in
the right hand side of (44) with their upper bounds ((κ− 1)/(κ+ 1))‖yki − x∗‖, as
shown in (47), we can show that the residual ‖xk+1 − x∗‖ is bounded above as
‖xk+1 − x∗‖ ≤
(
κ− 1
κ+ 1
) n∑
i=1
‖yki − x∗‖
n
(48)
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Note that in the DIAG method we use a cyclic scheme to update the variables. Thus,
the set of variables {yk1 , . . . ,ykn} is identical to the set of the last n iterates before the
iterate xk+1 which is given by {xk, . . . ,xk−n+1}. Thus, we can replace the sum in∑n
i=1 ‖yki −x∗‖ in (48) by the sum
∑n
i=1 ‖xk−i+1−x∗‖ and the claim in (21) follows.
Appendix B. Proof of Proposition 2.
Consider the definition of the constant ρ := (κ− 1)/(κ+ 1) where κ = L/µ is the
objective function condition number. Thus, if all the copies yi are initialized at x
0,
the result in Lemma 1 implies that
(49) ‖x1 − x∗‖ ≤ ρ ‖x0 − x∗‖.
We can use the same inequality for the second iterate to obtain
‖x2 − x∗‖ ≤ ρ
n
‖x1 − x∗‖+ ρ(n− 1)
n
‖x0 − x∗‖(50)
Replace ‖x1−x∗‖ in (50) by its upper bound in (49) and regroup the terms to obtain
‖x2 − x∗‖ ≤ ρ
2
n
‖x0 − x∗‖+ ρ(n− 1)
n
‖x0 − x∗‖
= ρ
[
1− 1− ρ
n
]
‖x0 − x∗‖.(51)
Repeat the same process for the third residual ‖x3 − x∗‖ to obtain
‖x3 − x∗‖ ≤ ρ
n
‖x2 − x∗‖+ ρ
n
‖x1 − x∗‖+ ρ(n− 2)
n
‖x0 − x∗‖
≤ ρ
[
1− 2(1− ρ)
n
− ρ(1− ρ)
n2
]
‖x0 − x∗‖,(52)
where in the second inequality we use the bounds in (49) and (50). Since the term
−ρ(1− ρ)/n2 is negative we can drop this term and show that the residual ‖x3−x∗‖
is upper bounded by
‖x3 − x∗‖ ≤ ρ
[
1− 2(1− ρ)
n
]
‖x0 − x∗‖.(53)
By following the same logic we can show that for the first n residuals {‖xk−x∗‖}nk=1
the following inequality holds
‖xk − x∗‖ ≤ ρ
[
1− (k − 1)(1− ρ)
n
]
‖x0 − x∗‖, for k = 1, . . . , n.(54)
Thus, the result in (22) holds.
Now we proceed to show that the result in (23) hold for k = n + 1, . . . , 2n.
According to the result in Lemma 1 we can write
‖xn+1 − x∗‖ ≤ ρ
n
‖xn − x∗‖+ · · ·+ ρ
n
‖x1 − x∗‖(55)
By replacing each summand in the right hand side of (55) by its upper bound in (54)
we obtain
‖xn+1 − x∗‖ ≤ ρ
n
[
n∑
i=1
ρ
[
1− (i− 1)(1− ρ)
n
]]
‖x0 − x∗‖
= ρ2
[
1− (1− ρ)(n− 1)
2n
]
‖x0 − x∗‖.(56)
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It follows from the result in (56) that the residual ‖xn+1 − x∗‖ is upper bounded by
‖xn+1 − x∗‖ ≤ ρ2
[
1− 1− ρ
n
×min
{
1,
(n− 1)
2n
}]
‖x0 − x∗‖.(57)
Therefore, the result in (23) holds for k = n + 1. To prove the claim for k = n + 2,
first note that based on the upper bounds in (54) we can show that
‖xk − x∗‖ ≤ ρ
[
1− (1− ρ)
n
]
‖x0 − x∗‖, for k = 2, . . . , n.(58)
Considering the following inequality[
1− 1− ρ
n
]
≤
[
1− 1− ρ
n
×min
{
1,
(n− 1)
2n
}]
,(59)
and the upper bounds in (58) we obtain that
‖xk − x∗‖ ≤ ρ
[
1− 1− ρ
n
×min
{
1,
(n− 1)
2n
}]
‖x0 − x∗‖, for k = 2, . . . , n.(60)
In addition, the result in (57) and the fact that ρ < 1 imply that the term ‖xn+1−x∗‖
is also can be upper bounded by
‖xn+1 − x∗‖ ≤ ρ
[
1− 1− ρ
n
×min
{
1,
(n− 1)
2n
}]
‖x0 − x∗‖.(61)
Now, based on the result in Lemma 1, we can write
‖xn+2 − x∗‖ ≤ ρ
n
[‖xn+1 − x∗‖+ · · ·+ ‖x2 − x∗‖] .(62)
The inequalities in (60) and (61) show that all the summands in (62) are bounded by
the same upper bound. Replace these term by the upper bound to obtain
‖xn+2 − x∗‖ ≤ ρ2
[
1− 1− ρ
n
×min
{
1,
(n− 1)
2n
}]
‖x0 − x∗‖,(63)
and the claim in (23) for k = n+ 2 follows.
Since the constant ρ is strictly less than 1, we can replace the upper bound in
(63) by
‖xn+2 − x∗‖ ≤ ρ
[
1− 1− ρ
n
×min
{
1,
(n− 1)
2n
}]
‖x0 − x∗‖.(64)
Using the same argument, we can say that the upper bound in (64) holds for k =
n+ 2, . . . , 3 and apply the result in Lemma 1 to show that the distance ‖xn+3 − x∗‖
is bounded above by
‖xn+3 − x∗‖ ≤ ρ2
[
1− 1− ρ
n
×min
{
1,
(n− 1)
2n
}]
‖x0 − x∗‖,(65)
which yields the claim in (23) for k = n+ 3. By repeating the steps in (64) and (65)
we can conclude that the result in (23) holds for k = n+ 1, . . . , 2n.
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The proof for steps k > 2n is similar to the argument used for the steps k =
n+ 1, . . . , 2n, although we write it in a formal manner by using induction.
Assume that for for k = nj + 1, . . . , nj + n the following inequality holds
‖xk − x∗‖ ≤ ρb k−1n c+1
[
1− (1− ρ)
n
×min
{
1,
n− 1
2
}]
‖x0 − x∗‖.(66)
We intend to prove the same inequalities hold for k = n(j + 1) + 1, . . . , n(j + 1) + n.
Note that the result in (66) is satisfied for j = 1, which corresponds to the iterates
k = n+ 1, . . . , 2n, and the base of induction holds.
As we assume that the result in (66) holds for k = nj + 1, . . . , nj + n, we obtain
that
‖xk − x∗‖ ≤ ρj+1
[
1− (1− ρ)
n
×min
{
1,
n− 1
2
}]
‖x0 − x∗‖,(67)
for k = nj + 1, . . . , nj + n. According to Lemma 1, the residual ‖xn(j+1)+1 − x∗‖ is
bounded above by
‖xn(j+1)+1 − x∗‖ ≤ ρ
n
‖xnj+1 − x∗‖+ · · ·+ ρ
n
‖xnj+n − x∗‖.(68)
Replacing the summands in the right hand side of (68) by their upper bound in (67)
implies that
‖xn(j+1)+1 − x∗‖ ≤ ρj+2
[
1− (1− ρ)
n
×min
{
1,
n− 1
2
}]
‖x0 − x∗‖,(69)
which yields the claim in (66) for k = n(j + 1) + 1.
Now use the result in (69) and the inequality ρ < 1 to obtain
‖xn(j+1)+1 − x∗‖ ≤ ρj+1
[
1− (1− ρ)
n
×min
{
1,
n− 1
2
}]
‖x0 − x∗‖,(70)
Proceed by writing the result in Lemma 1 for k = n(j + 1) + 2 to obtain
‖xn(j+1)+2 − x∗‖ ≤ ρ
n
‖xnj+2 − x∗‖+ · · ·+ ρ
n
‖xnj+n+1 − x∗‖.(71)
Replace the summands in the right hand side of (71) by their upper bounds in (67)
and (70), which are the same upper bounds, to obtain
‖xn(j+1)+2 − x∗‖ ≤ ρj+2
[
1− (1− ρ)
n
×min
{
1,
n− 1
2
}]
‖x0 − x∗‖,(72)
and the claim in (66) for k = n(j + 1) + 2 follows. By repeating the steps from (70)
to (72) we can show that the same result holds for k = k = n(j + 1) + 3, . . . , k =
n(j + 1) +n. Thus, the inequality in (66) holds for k = n(j + 1) + 1, . . . , n(j + 1) +n.
The induction is complete which implies that the claim in (23) holds.
Appendix C. Proof of Theorem 4.
Considering the result in (22) and the definition of the constant a in (26) we
obtain that
‖xk − x∗‖ ≤ aγk‖x0 − x∗‖, for k = 1, . . . , n.(73)
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Thus, the inequality in (25) holds for steps k = 1, . . . , n.
Now we proceed to show that the claim in (25) also holds for k > n. To do so, we
use an induction argument. Let’s assume we aim to show that the inequality in (25)
holds for k = j, while it holds for the last n iterates k = j − 1, . . . , j − n. According
to the result in Lemma 1 we can write
‖xj − x∗‖ ≤ ρ
[‖xj−1 − x∗‖+ · · ·+ ‖xj−n − x∗‖
n
]
,(74)
where ρ = (κ − 1)/(κ + 1). Based on the induction assumption, for steps k = j −
1, . . . , j−n, the result in (25) holds. Thus, we can replace the terms in the right hand
side of (74) by the upper bounds from (25). This substitution implies
‖xj − x∗‖ ≤ ρa
n
[
γj−1 + · · ·+ γj−n] ‖x0 − x∗‖
=
ρaγj−n(1− γn)
n(1− γ) ‖x
0 − x∗‖(75)
Rearranging the terms in (27) allows us to show that (ρ(1−γn))/(n(1−γ)) is bounded
above by γn. This is true since
γn+1 −
(
1 +
ρ
n
)
γn +
ρ
n
≤ 0 ⇐⇒ ρ
n
(1− γn)− γn(1− γ) ≤ 0
⇐⇒ ρ(1− γ
n)
n(1− γ) ≤ γ
n.(76)
Therefore, we can replace the term (ρ(1− γn))/(n(1− γ)) in (75) by its upper bound
γn to obtain
‖xj − x∗‖ ≤ aγj‖x0 − x∗‖.(77)
The result in (77) completes the proof. Thus, by induction the claim in (25) holds for
all k ≥ 1 if the conditions in (26) and (27) satisfied.
Appendix D. Proof of Proposition 5.
To prove the claim in Proposition 5 we first derive the following lemma.
Lemma 10. For all n ≥ 1 and 0 ≤ φ ≤ 1 we have(
1− φ
n
)n
≤
(
1− φ
n+ 1
)n+1
(78)
Proof. Consider the function h(x) = (1−(φ/x))x for x > 1. The natural logarithm
of the function h(x) is given by ln (h(x)) = x ln(1 − (φ/x)). Compute the derivative
of both sides with respect to x to obtain
(79)
dh
dx
× 1
h(x)
= ln
(
1− φ
x
)
+ x×
φ
x2
1− φx
By multiplying both sides by h(x), replacing h(x) by the expression
(
1− φx
)x
, and
simplifying the terms we obtain that the derivative of the function h(x) is given by
(80)
dh
dx
=
(
1− φ
x
)x [
ln
(
1− φ
x
)
+
φ
x
1− φx
]
.
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Note that the sum ln(1− u) + u/(1− u) is always positive for 0 < u < 1. By setting
u := φ/x, we can conclude that the term in the right hand side of (80) is positive
for x > 1. Therefore, the derivative dh/dx is always positive for x > 1. Thus, the
function h(x) is an increasing function for x > 1 and we can write(
1− φ
n
)n
≤
(
1− φ
n+ 1
)n+1
,(81)
for 0 ≤ φ ≤ 1 and n > 1. It remains to show that the same claim is also valid for
n = 1 which is equivalent to the inequality
1− φ ≤
(
1− φ
2
)2
.(82)
It is trivial to show (82) holds, and, therefore, the claim in (78) holds for all n ≥ 1.
Now proceed to prove the claim in Proposition 5 using the result in Lemma 10.
To prove that the feasible set of the condition in (27) is non-empty we show that
γ = ρ1/n satisfies the inequality in (27). In other words,
(83) ρ
n+1
n −
(
1 +
ρ
n
)
ρ+
ρ
n
≤ 0
Divide both sides of (83) by ρ and regroupe the terms to obtain the following ineqaulity
(84) ρ ≤
(
1− 1− ρ
n
)n
,
which is equivalent to (83). In other words, the inequality in (84) is a necessary and
sufficient condition for the condition in (83).
Recall the result in Lemma 10. By setting φ = 1− ρ we obtain that
(85) ρ =
(
1− 1− ρ
1
)1
≤
(
1− 1− ρ
2
)2
≤ · · · ≤
(
1− 1− ρ
n
)n
,
for n ≥ 1. Thus, the inequality in (84) holds, and, consequently, the inequality in
(83) is valid. Therefore, γ = ρ1/n satisfies the inequality in (27).
Then, we can define a as the smallest constant that satisfies (26) for the choice
γ = ρ1/n, which is given by
a = max
k=1,...,n
(
1− (k − 1)(1− ρ)
n
)
ρ1−
k
n .(86)
Therefore, γ = ρ1/n and the constant a in (86) satisfy the conditions in (26) and (27),
and the claim in Proposition 5 follows.
Appendix E. Proof of Theorem 9.
(i) This follows directly from the Perron-Frobenius theorem for irreducible non-
negative matrices [12, Theorem 8.4.4].
(ii) By [12, Theorem 8.5.1], we also have
(87) lim
k→∞
Mkρ
λ∗(ρ)k
= uvT
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where u, v are the right and left eigenvectors of Mρ corresponding to the
eigenvalue λ∗(ρ) normalized to satisfy vTu = 1. Note also that
(88) dk = eT1 d
k+1 = eT1 M
k−n+1
ρ d
n
Therefore,
lim
k→∞
dk+1/dk = lim
k→∞
eT1 M
k−n+2
ρ d
n
eT1 M
k−n+1
ρ dn
= lim
k→∞
eT1 M
k−n+1
ρ d
n/λ∗(ρ)k−n+1
eT1 M
k−n
ρ dn/λ∗(ρ)
k−n+1
(89)
where in the last inequality we divided both numerator and denominator with
the same factor λ∗(ρ)k−n+1. Simplifying and using (87), we obtain
lim
k→∞
dk+1/dk = lim
k→∞
λ∗(ρ)
eT1 uv
Tdn
eT1 uv
Tdn
= λ∗(ρ).(90)
(iii) A direct consequence of [Theorem 8.1.22][12] is that λ∗(ρ) ≥ ρ, this proves
the lower bound on λ∗(ρ). To get the upper bound, let 1 = [1 1 1 . . . 1]T be
the vector of ones. We will show that
(91) M2nρ 1 < ρ
21
where the notation “ < ” denotes the componentwise inequality for vectors.
Then, by [12, Corollary 8.1.29], this would imply
λ∗(ρ)2n < ρ2
which is equivalent to the desired upper bound. It is a straightforward compu-
tation to show that if we set dn = 1, then after a simple induction argument
we obtain dn = ρ and dn+1 < ρ, dn+2 < ρ, . . . , d2n−1 < ρ, i.e.
(92) d2n =

d2n−1
d2n−2
. . .
dn
 = Mnρdn = Mnρ1 = ρv
for a vector v = [v1, v2, . . . , vn]
T , where vi < 1 if i < n and vn = 1. Using
similar arguments we can write
(93) d3n =

d3n−1
d3n−2
. . .
d2n
 = M2nρ dn = MρMnρ1 = ρMρv
and a straightforward computation shows that Mρv < ρ1. Combining this
inequality with the previous equation proves (91) and concludes the proof.
(iv) It follows from (35) that the roots of the polynomial h is the same as the
roots of the polynomial T except that h has an additional root at 1. By part
(i) and (iii), λ∗(ρ) is the largest real root of T and 0 < λ∗(ρ) < 1. Therefore,
it is also the largest real root of the function h over the interval (0, 1) which
is equal to γ0.
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