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The purpose of this paper is ﬁrst to show that for any integer n ≥ 2, there exist no
Borel measurable necessary and sufﬁcient conditions on n lower semi-continuous
payoff functions deﬁning a non-cooperative n-person game in strategic form which
can assert the existence of non-cooperative Nash equilibria (in either pure or mixed
strategies). Second we show that there exist no Borel measurable necessary and suf-
ﬁcient conditions on an exchange economy with preference relations that are repre-
sented by lower semi-continuous utility functions which can assert the existence of
Walrasian equilibria. And third we show that there exist no Borel measurable nec-
essary and sufﬁcient conditions on a triple of a lower semi-continuous one-period
return function, a compact-valued continuous constraint correspondence, and a dis-
count factor deﬁning a deterministic discrete inﬁnite horizon macroeconomic model
which can assert the existence of optimal plans starting at some point.  2001 Elsevier
Science
1. INTRODUCTION
Given any integer n ≥ 2, a non-cooperative n-person game in strategic
form is a 2n-tuple  = S1     Sn u1     un which satisﬁes the following
conditions:
(1) For any i ∈ 1     n, Si is a non-empty set which consists of the
pure strategies or simply the strategies of player i, and is called the strategy
set of player i.
1 This paper is dedicated to my mother Anna Sofronidou.
2 The author thanks C. D. Aliprantis, A. S. Kechris, and, in particular, the reviewers for
offering critical comments on this paper.
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(2) For any i ∈ 1     n, ui constitutes a real-valued function which
is deﬁned on the Cartesian product S1 × · · · × Sn and is called the payoff
function of player i.
The game is played as follows: Each player i chooses simultaneously
with the other players a strategy si in his or her strategy set Si, and
once this is done he or she receives payoff uis1     sn, respectively.
In such a game , an n-tuple s∗1     s∗n ∈ S1 × · · · × Sn is called a
non-cooperative Nash equilibrium in pure strategies or simply a non-
cooperative Nash equilibrium, if for any i ∈ 1     n and for any si ∈ Si,
we have uis∗1     s∗n ≥ uis∗1     s∗i−1 si s∗i+1     s∗n, or, in other words,
if for any i ∈ 1    n, playing s∗i is optimal for player i, given what
the other players are doing (see, for example, 2.2 on pp. 49–52 of [3]).
If for any i ∈ 1    n, Si constitutes a Polish space (i.e., a separable
completely metrizable space) and ui constitutes a bounded Borel measur-
able function S1 × · · · × Sn → R, then the non-cooperative n-person game = PS1     PSn Eu1     Eun in strategic form is called the mixed
extension of  if for any i ∈ 1    n, PSi stands for the Polish space of
probability Borel measures on Si and consists of the so-called mixed strate-
gies of player i for , and Euiµ1     µn =
∫
S1×···×Sn uidµ1 × · · · × µn
for every µ1     µn ∈ PS1 × · · · × PSn, while a non-cooperative
Nash equilibrium in pure strategies for  is called a non-cooperative Nash
equilibrium in mixed strategies for  (see, for example, 3.1.1 on pp. 31–34
of [12]).
The deﬁnition of a non-cooperative Nash equilibrium and the proof of
the existence of non-cooperative Nash equilibria, under the assumptions of
full continuity and separate quasi-concavity of the payoff functions, were
given by John F. Nash in [11]. Even though it is often natural to model
strategic settings in economics as non-cooperative games with economic
agents as players having to choose strategies from among a continuum (see,
for example, p. 1029 of [14]), in many economic situations the payoff func-
tions turn out to be discontinuous (see, for example, p. 1029 of [14] or p. 305
of [13]), while sufﬁcient conditions for the existence of non-cooperative
Nash equilibria in discontinuous games, i.e., games with discontinuous pay-
offs, were given by several people (see, for example, [14] and, in particular,
the Introduction on pp. 1029–1032 of [14] or [13] and, in particular, the
Introduction on pp. 305–307 of [13]).
Our ﬁrst purpose in this paper is to show that for any integer n ≥ 2, there
exist no Borel measurable necessary and sufﬁcient conditions on n lower
semi-continuous payoff functions deﬁning a non-cooperative n-person game
in strategic form which can assert the existence of non-cooperative Nash
equilibria (in either pure or mixed strategies). Before stating our ﬁrst result,
we should point out that if X is any locally compact Polish space, then we
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denote by LSCXR the compact Polish space of lower semi-continuous
real-valued functions on X equipped with the topology of epi-convergence
or -convergence (see, for example, [5] or 6 of Part Two of [9]), in other
words, the least topology on it for which the mapping LSCXR  f →
epif ∈ FX × R is continuous, where FX × R stands for the compact
Polish space of closed subsets of X × R equipped with the Fell topol-
ogy (see, for example, 12.7 on pp. 75–76 of [10]) and epif = x c ∈
X × R  c ≥ f x stands for the epigraph of the lower semi-continuous
function f  X → R (see, for example, 1.7 on p. 8 of [1]). A complete
compatible metric on LSCXR is given by the formula dLSCXRf g =
dHepif ∪ ∞ epig∪ ∞, where f g are in LSCXR, dH is the Haus-
dorff metric, and∞ is the point at inﬁnity of the one-point compactiﬁcation
X × R ∪ ∞ of X × R (see, for example, 4.F on p. 25, 5 on pp. 29–30,
and 12.7 on pp. 75–76 of [10]), while a function f  X → R is lower semi-
continuous if and only if there exists an increasing sequence f0 ≤ f1 ≤ f2 ≤
· · · of continuous functions X → R such that f x = supn∈N fnx for every
x ∈ X (see, for example, 23.19 on p. 186 of [10]). Moreover, if XY are
any topological spaces, then we denote by CXY  the topological space
of continuous mappings X → Y equipped with the compact-open topology
(see, for example, Problem 8 on p. 193 of [15]).
Theorem 1. Given any integer n ≥ 2 and any compact smooth man-
ifolds M1    Mn as strategy sets, the set of all n-tuples u1     un of
lower semi-continuous payoff functions deﬁning a non-cooperative n-person
game  = M1    Mn u1     un in strategic form, which has a non-
cooperative Nash equilibrium in pure strategies, is not Borel measurable
in LSCM1 × · · · × MnRn, while the set of all n-tuples u1     un
of continuous payoff functions deﬁning a non-cooperative n-person game
 = M1    Mn u1     un in strategic form, which has a non-cooperative
Nash equilibrium in pure strategies, is closed in CM1 × · · · ×MnRn. The
same is true if we replace pure strategies with mixed strategies.
Thus, for any integer n ≥ 2, any necessary and sufﬁcient conditions
for the existence of Nash equilibria in either pure or mixed strategies
for n lower semi-continuous payoff functions deﬁning a non-cooperative
n-person game in strategic form cannot be expressed analytically through
explicit formulas, simple analytic expressions, and the like.
Analogous results are valid for exchange economies and deterministic
discrete inﬁnite horizon macroeconomic models, which we present below.
An exchange economy with m consumers and l commodities is an
m-tuple  = ω1≤1     ωm≤m which satisﬁes the following condi-
tions:
(1) A measurement unit has been chosen for every commodity, and
hence a consumption vector x = x1     xl in the commodity space Rl+
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describes the quantity of each one of the l commodities a consumer decides
to consume.
(2) For any integer i ∈ 1    m, consumer i is characterized by a
preference relation ≤i, in other words, a reﬂexive, complete (i.e., total), and
transitive relation on the commodity space Rl+, and an initial endowment
ωi ∈ Rl+\0 in such a way that
∑m
µ=1ωµ ∈ 0∞l.
In such an economy , a m+ 1-tuple x1     xm p ∈ Rl+m×0∞l,
consisting of an allocation xl     xm and a price vector p, is called a
Walrasian equilibrium if
∑m
i=1 xi =
∑m
i=1ωi and, for any i ∈ 1    m, the
consumption vector xi constitutes a maximal element of the preference
relation ≤i in the budget set Bωip = x ∈ Rl+  p · x ≤ p · ωi. In the
case where the preference relations ≤i in an exchange economy  with m
consumers and l commodities are represented by utility functions ui Rl+ →
R in the sense that for any x x′ in Rl+, we have x ≤i x′ ⇔ uix ≤ uix′,
we consider that  = ω1 u1     ωmum (see, for example, Chap. 1,
pp. 29–67, of [4]).
Our second purpose in this paper is to show that there exist no Borel
measurable necessary and sufﬁcient conditions on exchange economies with
preference relations that are represented by lower semi-continuous utility
functions, which can assert the existence of Walrasian equilibria. In fact, we
obtain the following result:
Theorem 2. Given any positive integers l and m, the set of all exchange
economies  = ω1 u1     ωmum with m consumers and l com-
modities, and with preference relations that are represented by lower semi-
continuous utility functions, which have Walrasian equilibria, is not Borel
measurable in Rl+\0 × LSCRl+Rm, while the set of all exchange
economies  = ω1 u1     ωmum with m consumers and l commodi-
ties, and with preference relations that are represented by continuous utility
functions, which have Walrasian equilibria, is Fσ in Rl+\0×CRl+Rm.
Thus, any necessary and sufﬁcient conditions of existence of Walrasian
equilibria for exchange economies with preference relations that are repre-
sented by lower semi-continuous utility functions cannot be expressed ana-
lytically through explicit formulas, simple analytic expressions, and the like.
Finally, a deterministic discrete inﬁnite horizon macroeconomic model is
a quadruple  = XF β which satisﬁes the following conditions:
(1) X is a non-empty set which consists of all possible values for the
state variable that the typical household must choose at the end of each
period, and is called the set of state variables of .
(2) F is a real-valued function on X2 whose value Fx y expresses
the return that the typical household receives when the value of the
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beginning-of-period state variable is x and the value of the end-of-period
state variable is y and is called the one-period return function of .
(3)  is a mapping that assigns to every state variable x the set x
of all feasible values for the end-of-period state variable if the beginning-
of-period state variable is x and is called the constraint correspondence
of .
(4) β is a number in the open interval (0, l) and is called the discount
factor for the future in .
In such a model , a sequence x = x0 x1 x2    of state variables is
called a feasible plan or simply a plan for the typical household that starts
from the state variable x0, if for any t ∈ N\0, we have xt ∈ xt−1, and
we denote by  x0 the set of all plans for the typical household that start
from the state variable x0. Given any x0 ∈ X, a plan x∗ ∈  x0 is called
optimal for the typical household in  or simply optimal for  if it maxi-
mizes its lifetime utility function on  x0, in other words, if UFβx∗ =
maxx∈ x0UFβx, where UFβx =
∑∞
t=1 β
t−1Fxt−1 xt for every x ∈
XN (see, for example, Part II on pp. 39–162 of [18]).
Our third purpose in this paper is to show that there exist no Borel
measurable necessary and sufﬁcient conditions on a triple of a lower
semi-continuous one-period return function, a compact-valued continuous
constraint correspondence, and a discount factor deﬁning a determinis-
tic discrete inﬁnite horizon macroeconomic model which can assert the
existence of optimal plans starting at some point. Before stating our third
result, we should point out that if X is any Polish space, then we denote
by KX the Polish space of all compact subsets of X equipped with the
Vietoris topology, a complete compatible metric for which is the Hausdorff
metric dH (see, for example, 4.F on pp. 24–28 of [10]).
Theorem 3. Given any compact smooth manifold X of state variables,
the set of all triples Fφβ of lower semi-continuous one-period return
functions F  X2 → R, of compact-valued continuous constraint correspon-
dences φ X → KX, and of discount factors β ∈ 0 1 deﬁning a deter-
ministic discrete inﬁnite horizon macroeconomic model  = XFφβ,
which has an optimal plan starting at some point, is not Borel measurable in
LSCX2R × CXKX × 0 1, while the set of all triples Fφβ of
continuous one-period return functions F  X2 → R, of compact-valued con-
tinuous constraint correspondences φ X → KX, and of discount factors
β ∈ 0 1 deﬁning a deterministic discrete inﬁnite horizon macroeconomic
model  = XFφβ, which has an optimal plan starting at some point, is
Fσ in CX2R × CXKX × 0 1.
Thus, any necessary and sufﬁcient conditions for the existence of opti-
mal plans for triples of lower semi-continuous one-period return functions,
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compact-valued continuous constraint correspondences, and discount fac-
tors deﬁning a deterministic discrete inﬁnite horizon macroeconomic model
cannot be expressed analytically through explicit formulas, simple analytic
expressions, and the like.
Theorems 1, 2, and 3 provide applications of descriptive set theory to
mathematical economics, as their proofs are based on descriptive set the-
oretic methods. In the next two sections we provide all of the material
needed to understand the proofs of Theorems 1, 2, and 3 that are con-
tained, respectively, in the last three sections of the paper.
2. ELEMENTS FROM DESCRIPTIVE SET THEORY
Descriptive set theory is the study of deﬁnable sets in Polish spaces, which
are deﬁned as separable, completely metrizable spaces. In this theory sets
are classiﬁed in the Borel and the projective hierarchy according to the
complexity of their deﬁnition. Given a Polish space X, the ﬁrst level of
the Borel hierarchy that corresponds to X consists of the class of its $01-
sets or G-sets, which are by deﬁnition its open sets, and the class of its
 01-sets or F-sets, which are by deﬁnition its closed sets; the second level
consists of the class of its $02-sets or Fσ -sets, which are deﬁned as count-
able unions of its  01-sets, and the class of its  
0
2-sets or Gδ-sets, which are
deﬁned as countable intersections of its $01-sets; the third level consists of
the class of its $03-sets or Gδσ -sets, which are deﬁned as countable unions
of its  02-sets, and the class of its  
0
3-sets or Fσδ-sets, which are deﬁned
as countable intersections of its $02-sets, etc. On the other hand, the ﬁrst
level of the projective hierarchy that corresponds to X consists of the class
of its analytic or $11-sets, which are deﬁned as continuous images of Polish
spaces, and the class of its coanalytic or  11-sets, which are deﬁned as com-
plements of its $11-sets; the second level consists of its $
1
2-sets, which are
deﬁned as continuous images of  11-sets, and the class of its  
1
2-sets, which
are deﬁned as complements of its $12-sets, etc. (See, for example, the Intro-
duction, 11.B on pp. 68–69, 25.A on pp. 196–197, 32.A on pp. 242–243, and
37.A on pp. 313–315 of [10].)
Given a class  of sets in either the Borel or the projective hierarchy,
if X and Y are any Polish spaces, then we call a -set B ⊆ Y Wadge
reducible to a set A ⊆ X, in symbols B ≤W A, if there exists a continuous
mapping f  Y → X such that B = f−1A; moreover, we call A -hard, if
for any Polish space Y and for any -set B ⊆ Y , we have B ≤W A, and, in
particular, we call A -complete if it also constitutes a -set. A powerful
technique for ﬁnding a lower bound for the complexity of a given set is to
show that it is -hard for some class  of sets in either the Borel or the
projective hierarchy, usually by proving that another set which is known to
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be -hard is Wadge reducible to it, and by showing that it is -complete we
compute its exact complexity. (See, for example, 21.13 on p. 156, 22.B on
pp. 169–170, and 26.C on pp. 206–207 of [10].)
3. TREES AND PAIRS OF LOWER SEMI-CONTINUOUS
REAL-VALUED FUNCTIONS OF A REAL VARIABLE
Trees are basic combinatorial tools in descriptive set theory. A tree on
N is a subset T of the set N<N = ⋃n∈N Nn of all ﬁnite sequences of natural
numbers, which is closed under initial segments, and its body is T  = α ∈
NN  ∀n ∈ Nαn ∈ T , where αn = α0     αn − 1. A tree is
usually viewed as an element of 2N
<N
by identifying it with its characteristic
function, where 2N
<N
is equipped with the product topology with 2 = 0 1
discrete, making it homeomorphic to the Cantor space, a closed subset
of which is the set Tr of all trees on N. Thus, Tr acquires the structure
of a Polish space (i.e., a separable completely metrizable space), and it is
partitioned into two characteristic subsets, the set IF = T ∈ Tr  T  = 
of ill-founded trees on N, which is $11-complete, and the set WF = T ∈
Tr  T  =  of well-founded trees on N, which is  11-complete. (See, for
example, 2.A on pp 5–6, 4.32 on pp. 27–28, 2.E on p. 10, 27.1 on p. 209,
and 32.B on p. 243 of [10].)
What we are about to present below constitutes a reﬁnement of the con-
struction given in the doctoral dissertation [16, Chap. II, pp. 63–67] that the
author worked out at the California Institute of Technology during the years
1995–1999 under the direction of Alexander S. Kechris, and was inspired
by the one given in the proof of 23.15 in [10, p. 183] and the one given in
the proof of 33.9 in [10, p. 248].
We begin with an elementary lemma concerning trees.
Lemma 3.1. If Tr∗ stands for the Polish space of all trees on N∗ = N\0
and . =  0 0 1 0 2 0 2 2 0 3 0 3 3 0 3 3 3   ,
then the mapping δ Tr∗  T → . ∪ T ∈ Tr is well deﬁned and continuous
and satisﬁes the following conditions:
(1) T ∈ Tr∗ is ill founded if and only if δT  ∈ Tr is ill founded.
(2) For any T ∈ Tr∗ and for any s ∈ δT , there exists t ∈ δT  such
that lengths < lengtht.
Proof. Since Tr∗ is the Polish space of all trees on N∗, the deﬁni-
tion of . implies that for any T ∈ Tr∗, we have . ∩ T = . Hence
given T ∈ Tr∗, for any t ∈ δT \, either t ∈ . or t ∈ T . If t ∈ T ,
then since T ∈ Tr∗, it follows that for any s ∈ N∗<N, if s is an initial
segment of t, then s ∈ T , and consequently for any s ∈ N<N, if s is an
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initial segment of t, then s ∈ T . Thus, in any case, for any s ∈ N<N, if s
is an initial segment of t, then s ∈ . ∪ T , and consequently δT  ∈ Tr.
Moreover, if S ⊆ N<N is non-empty and ﬁnite and S∗ = S ∩ N∗<N, then
T ′ ∈ Tr∗  ∀ s ∈ Ss ∈ δT ′ ⇔ s ∈ δT  = T ′ ∈ Tr∗  ∀ s ∈ S∗s ∈
T ′ ⇔ s ∈ T . We have thus proved that δ is well deﬁned and contin-
uous. Moreover, the deﬁnition of . obviously implies (2), while given
T ∈ Tr∗, since . ∪ T 0 =  1 2 2 2 3 3 3 3 3 3    is
well founded and for any s ∈ N<N\, we have s0 = 0 ⇒ . ∪ T s =
t ∈ N<N  s t ∈ . ∪ T = t ∈ N∗<N  s t ∈ T = Ts, and s0 =
0 ⇒ . ∪ T s = t ∈ N<N  s t ∈ . ∪ T = t ∈ N<N  s t ∈ . = .s,
where s t = s0     s(lengths − 1 t0     tlengtht − 1, it
follows that WFδT  = WFT (see, for example, 2.F in [10, p. 11]), and
consequently (1). Q.E.D.
We proceed with a deﬁnition and a particular property of a tree of pairs
of intervals in the real line.
Deﬁnition 3.2. Given −∞ < a < b < ∞, we set I = J = a b,
and if s ∈ N<N is such that Is = as bs and Js = cs ds are already deﬁned,
then for any k ∈ N, we set Is k = as +
∑2k+1
j=1 bs − as/2j as +
∑2k+2
j=1 bs −
as/2j and
Js k =
[22k+2 − 1cs + ds
22k+2

22k+1 − 1cs + ds
22k+1
]

where sk = s0     s(lengths − 1), k).
Lemma 3.3. If T ∈ Tr is ill founded and α ∈ T , while xα and yα are
the unique points in
⋂
n∈N Iαn and
⋂
n∈N Jαn, respectively, then xα + yα =
a+ b.
Proof. The proof is straightforward (once the reader veriﬁes that cs =
a+ b− bs and ds = a+ b− as for every s ∈ N<N).
To the tree of pairs of intervals in the real line that we deﬁned above
we assign a tree of pairs of differentiable real-valued functions of class C∞,
as follows:
Deﬁnition 3.4. Given any s ∈ N<N and any k ∈ N, let φs k a b →
0 1 and ψs k a b → 0 1 be arbitrary but ﬁxed differentiable func-
tions of class C∞ with the properties φs k = 1 in Is k and φs k = 0
out of
I∗
s k =
[
as k −
bs k+1 − as k+1
2
 bs k +
bs k+1 − as k+1
2
]
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and ψs k = 1 in Js k and ψs k = 0 out of
J∗
s k =
[
cs k −
ds k+1 − cs k+1
2
 ds k +
ds k+1 − cs k+1
2
]
(see, for example, [2, Exercise 2, p. 203]).
Theorem 3.5. If for any T ∈ Tr∗, we set uT =
∑
s∈δT \ 2−lengthsφs
and vT =
∑
s∈δT \ 2−lengthsψs, then the mapping Tr∗  T → uT  vT  ∈
LSCa bR2 is well deﬁned, coordinate-wise injective, and Borel measur-
able and satisﬁes the following conditions:
(1) For any T ∈ Tr∗, we have 0 ≤ uT ≤ 1 and 0 ≤ vT ≤ 1.
(2) For any ill-founded T ∈ Tr∗ and for any α ∈ T , we have
uT xα = vT yα = 1.
(3) For any well-founded T ∈ Tr∗, we have uT < 1 and vT < 1, and
for any positive integer l, if 0 l     l stands for a sequence of length l + 1,
then uT a0ll = vT c0ll =
∑l+1
k=1 2
−k.
Proof. The construction of the intervals Is and Js implies that for any
x ∈ a b and for any s ∈ N<N, there exists at most one n ∈ N such
that x ∈ Ism and there exists at most one n ∈ N such that x ∈ Js n.
The same is true for the stared intervals, too. Therefore, the deﬁnition
of the functions uT and vT in terms of the functions φs and ψs, respec-
tively, implies that for any T ∈ Tr∗, we have 0 ≤ uT ≤
∑∞
k=1 2
−k = 1
and 0 ≤ vT ≤
∑∞
k=1 2
−k = 1, while uT and vT take the value 1 if and
only if T is ill founded. Moreover, if T is ill founded and α ∈ T , then
uT xα =
∑∞
n=1 2
−lengthαn = 1 and vT yα =
∑∞
n=1 2
−lengthαn = 1,
while if T is well founded and 0 l     l stands for a sequence of length
l + 1, then uT a0 l  l =
∑l+1
k=1 2
−k and vT c0 l  l =
∑l+1
k=1 2
−k for
every positive integer l. We have thus veriﬁed (1)–(3), and what is left
to show is that the mapping Tr∗  T → uT  vT  ∈ LSCa bR2 is
well deﬁned, coordinate-wise injective, and Borel measurable, or (equiv-
alently) that the mappings Tr∗  T → uT ∈ LSCa bR and Tr∗ 
T → vT ∈ LSCa bR are well deﬁned, injective, and Borel measur-
able (see, for example, [10, 10.B, pp. 66–67]). But for convenience we
will only prove that the mapping Tr∗  T → uT ∈ LSCa bR is well
deﬁned, injective, and Borel measurable. So let T ∈ Tr∗ and, for any m ∈ N,
let umT =
∑
s∈N<m+1!s∈δT \ 2−lengthsφs. Then uT = supm∈N umT , and to
prove that uT ∈ LSCa bR, it is enough to show that given m ∈ N, we
have umT ∈ Ca bR (see, for example, [1, 2.38, p. 42]). But by virtue
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of Cauchy’s theorem on rearrangements of series (see, for example, [2, 5.2,
p. 30]),
u
m
T =
∞∑
n=0
∑
s∈N<m!n s∈δT \
2−lengthn
 sφn s =
∞∑
n=0
u
m
T !n
where for any distinct natural numbers n and k, the functions umT !n and u
m
T !k
vanish outside the disjoint closed intervals I∗n and I
∗
k, respectively. Hence
to prove that umT ∈ Ca bR, it is enough to show that given n ∈ N, we
have umT !n ∈ Ca bR. But
u
m
T !n = 2−1 ·φn +
∞∑
k=0
∑
s∈N<m−1!n k s∈δT \
2−lengthn k
 s ·φn k s
= 2−1φn +
∞∑
k=0
u
m
T !n k
where for any distinct natural numbers k and l, the functions umT !n k and
u
m
T !n l vanish outside the disjoint closed intervals I
∗
n k and I
∗
n l, respec-
tively. Hence to prove that umT !n ∈ Ca bR, it is enough to show that
given k ∈ N, we have umT !n k ∈ Ca bR    Proceeding in the same
way, we reduce the proof of the continuity of umT to the obvious conti-
nuity of umT ! s0  sm = 2−m+1φs, where s ∈ N<m+1 and s ∈ δT \,
while lengths = m + 1. We have thus proved that Tr∗  T → uT ∈
LSCa bR is well deﬁned, and we will proceed by proving that it is
Borel measurable or (equivalently) that so is Tr∗  T → epiuT ∈ Fa b ×
R. Given a ≤ α < β ≤ b and −∞ < γ < δ < ∞, it is enough to show
that the sets A = T ∈ Tr∗  epiuT ∩ aβ × γ δ = , B = T ∈
Tr∗  epiuT ∩ αβ × γ δ = , and C = T ∈ Tr∗  epiuT ∩ α b ×
γ δ =  are Borel measurable (see, for example, [10, 12.C, pp. 75–
76]). But given T ∈ Tr∗, since 0 ≤ uT ≤ 1, it follows that the closed subset
epiuT of a b ×R is the disjoint union of the closed and therefore compact
subset epi∗uT = epiuT ∩ a b × 0 1 of a b × 0 1 and of the open
subset a b × 1∞ of a b × R, which implies that δ ≤ 0 ⇒ A = B =
C = , and δ > 1 ⇒ A = B = C = Tr∗. So let 0 < δ ≤ 1. Then what we
need to show is that the sets A∗ = T ∈ Tr∗  epi∗uT ∩ aβ × γ δ =
 B∗ = T ∈ Tr∗  epi∗uT ∩ αβ × γ δ = , and C∗ = T ∈ Tr∗ 
epi∗uT ∩ α b × γ δ =  are Borel measurable. Setting
90 =
[
γ + δ
2
− δ− γ
22

γ + δ
2
+ δ− γ
22
]
=
[
λl0 λ
r
0
]

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9−1 =
[
λl0 −
δ− γ
23
 λl0 +
δ− γ
23
]
=
[
λl−1 λ
r
−1
]

and
91 =
[
λr0 −
δ− γ
23
 λr0 +
δ− γ
23
]
=
[
λl1 λ
r
1
]
    !
setting
.A
∗
0 =
[
a a+ β− a
2
]
=
[
δ
A∗ l
0  δ
A∗ r
0
]

.A
∗
1 =
[
δ
A∗ r
0 −
β− a
22
 δ
A∗ r
0 +
β− a
22
]
=
[
δ
A∗ l
1  δ
A∗ r
1
]
    !
setting
.B
∗
0 =
[
α+ β
2
− β− α
22

α+ β
2
+ β− α
22
]
=
[
δ
B∗ l
0  δ
B∗ r
0
]

.B
∗
−1 =
[
δ
B∗ l
0 −
β− α
23
 δ
B∗ l
0 +
β− α
23
]
=
[
δ
B∗ l
−1  δ
B∗ r
−1
]

and
.B
∗
1 =
[
δ
B∗ r
0 −
β− α
23
 δ
B∗ r
0 +
β− α
23
]
=
[
δ
B∗ l
1  δ
B∗ r
1
]
    !
and setting
.C
∗
0 =
[
b− b− a
2
 b
]
=
[
δ
C∗ l
0  δ
C∗ r
0
]

.C
∗
−1 =
[
δ
C∗ l
0 −
b− a
22
 δ
C∗ l
0 +
b− a
22
]
=
[
δ
C∗ l
−1  δ
C∗ r
−1
]
    
it is not difﬁcult to see that γ δ = ⋃κ∈z 9κ aβ = ⋃λ∈N .A∗λ  αβ =⋃
µ∈z .B
∗
µ , and α b =
⋃
ν∈N .C
∗
−ν. Moreover, given T ∈ Tr∗, we have uT =
supm∈N u
m
T , where u
m
T ∈ Ca bR and umT ≤ um+1T for every m ∈ N.
Hence it is not difﬁcult to verify that epi∗uT =
⋂
m∈N epi
∗umT , where for
any m ∈ N, we have epi∗um+1T ⊆ epi∗umT , and, consequently,
A∗ = ⋃
κ∈z
⋃
λ∈N
⋂
m∈N
T ∈ Tr∗  epi∗umT ∩ .A
∗
λ × 9κ = 
B∗ = ⋃
κ∈z
⋃
µ∈z
⋂
m∈N
T ∈ Tr∗  epi∗umT ∩ .B
∗
λ × 9κ = 
and
C∗ = ⋃
κ∈z
⋃
ν∈N
⋂
m∈N
T ∈ Tr∗  epi∗umT ∩ .C
∗
−ν × 9κ = 
due to the fact that if Kmm∈N is any descending sequence of compact sub-
sets of a Polish space X and K ∈ KX\, then ⋂m∈NKm ∩K =  ⇔
∀m ∈ NKm ∩ K = . Therefore, to prove that A∗ B∗, and C∗ are
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Borel measurable, given a ≤ a∗ < b∗ ≤ b and γ ≤ γ∗ < δ∗ ≤ δ, it is enough
to show that so is D = T ∈ Tr∗  epi∗umT ∩ a∗ b∗ × γ∗ δ∗ = .
But given T ∈ Tr∗, we have umT = supn∈N umnT , where for any n ∈ N,
we have set umnT =
∑
s∈0n<m+1!s∈δT \ 2−lengthsφs. Indeed, given
x ∈ a b, for any s ∈ N<m, there exists at most one n ∈ N for which
x ∈ I∗
s n. Hence if t ∈ N<m+1 is the ﬁnite sequence of maximum
length for which x ∈ I∗t and τ = maxt0     tlengtht − 1, then
u
m
T x =
∑
s∈δT \!s=tlengths 2−lengths · φsx = um τT x. Moreover,
for any n ∈ N, we have umnT ≤ umn+1T , which implies that epi∗umn+1T ⊆
epi∗umnT . Hence epi
∗umT is the intersection of the descending sequence
(epi∗umnT n∈N of compact subsets of a b × 0 1 and, consequently,
D = ⋂n∈NT ∈ Tr∗  epi∗umnT ∩ a∗ b∗ × γ∗ δ∗ = . Therefore,
to prove that D is Borel measurable, it is enough to show that so is
Dn = T ∈ Tr∗  epi∗umnT ∩ a∗ b∗ × γ∗ δ∗ =  for every n ∈ N.
But K ∈ Ka b × 0 1  K ∩ a∗ b∗ × γ∗ δ∗ =  is closed in
Ka b × 0 1 (see, for example, [10, 4.F, pp. 24–28]), and consequently
we need only prove that Tr∗  T → epi∗umnT ∈ Ka b × 0 1 is
continuous. Indeed, given T ∈ Tr∗, by virtue of Lemma 3.1,
 = T ′ ∈ Tr∗  ∀ t ∈ 0     n<m+1t ∈ δT ′ ⇔ t ∈ δT 
constitutes an open neighborhood of T in Tr∗ such that umnS = umnT for
every S ∈ , which implies that epi∗umnS = epi∗umnT for every S ∈ . We
have thus proved that Tr∗  T → uT ∈ LSCa bR is Borel measurable,
and what is left to show is that it is injective. Indeed, if T T ′ are any
distinct trees in Tr∗ and T = , then there exists t ∈ T such that for
any s ∈ T ′, either s is an initial segment of t or not, which implies that
uT ≥
∑lengtht
λ=1 2
−λ on It , while uT ′ ≤
∑lengtht−1
λ=1 2
−λ on It , which implies in
its turn that uT = uT ′ . Q.E.D.
Corollary 3.6. For any well-founded T ∈ Tr∗ and for any µ ∈ Pa b,
we have
∫ b
a uTdµ < 1.
Proof. We will ﬁrst prove that there exists s ∈ T such that Is∩ suppµ =
 and Is k∩ suppµ =  for every k ∈ N∗ for which sk ∈ T . Toward
a contradiction we assume the contrary. Then for any s ∈ T , we have
Is∩ suppµ = , or there exists k ∈ N∗ such that sk ∈ T and Is k∩
suppµ = . Hence since I = a b, it follows that there exists k0 ∈ N∗
for which k0 ∈ T and Ik0 ∩ suppµ = , which implies that there exists
k1 ∈ N∗ for which k0 k1 ∈ T and Ik0k1∩ suppµ = , which implies in
its turn that there exists k2 ∈ N∗ for which k0 k1 k2 ∈ T and Ik0k1k2∩
suppµ = .
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Proceeding in the same way, we obtain κ = k0 k1 k2    ∈ T , which
contradicts the fact that T is well founded. We have thus proved that
there exists s ∈ T such that Is∩ suppµ =  and Is k∩ suppµ = 
for every k ∈ N∗ for which sk ∈ T . Hence uT =
∑lengths
k=1 2
−k on
Is \
⋃
k∈N∗ Is k, and if we set νB = µa b \ IS ∩ B + µIs · δa
s 1
B,
whenever B ∈ Ba b, then ν ∈ Pa b and ν = µ on a b \ Is. There-
fore, since T ∪ s 1 ∈ Tr∗ and δT  \  ⊆ δT ∪ s 1 \ , it
follows that 0 ≤ uT ≤ uT∪s 1 ≤ 1, and, consequently,
∫ a
b
uTdµ=
∫
ab\Is
uT dµ+
∫
Is
uT dµ=
∫
ab\Is
uT dµ+
∫
Is \
⋃
k∈N∗ Isk
uT dµ
=
∫
ab\Is
uTdµ+
lengths∑
k=1
2−kµ
(
Is
∖ ⋃
k∈N∗
Isk
)
≤
∫
ab\Is
uTdµ+
lengths∑
k=1
2−kµ
(
Is
)
<
∫
ab\Is
uTdµ+
lengths+1∑
k=1
2−kµ
(
Is
)
=
∫
ab\Is
uTdµ+
∫
Is
uT∪s1dδa
s 1
≤
∫
ab\Is
uT∪s1dµ+
∫
Is
uT∪s1dδa
s 1
=
∫ b
a
uT∪s1dν≤1
Q.E.D.
4. THE PROOF OF THE FIRST THEOREM
We begin with the proof of Theorem 1 for the case of pure strategies.
We will ﬁrst prove that the set
lsc=
{v1vn∈LSCM1×···×MnRn 
∃p∗1p∗n∈M1×···×Mn∀p1∈M1v1p1p∗2p∗n
≤v1p∗1p∗n∧···∧∀pn∈Mnvnp∗1p∗n−1pn
≤vnp∗1p∗n
}
is not Borel measurable in LSCM1 × · · · × MnRn. So let mi =
dimMi and let U i φi be an arbitrary but ﬁxed chart on Mi, where
φip =
(
xi1p     ximip
)
, whenever p ∈ U i and i ∈ 1     n.
It is not difﬁcult to verify that for any i ∈ 1     n and for any j ∈
1    mi, there exist −∞ < aij < bij <∞ such that ai1  bi1  × · · · ×
aimi bimi ⊆ φiU i. Keeping the same notation as in Section 3, for any
s ∈ N<N, we set U is = φ−1i Is × ai2  bi2  × · · · × aimi bimi and, in the
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case where s = , we also set U i∗s = φ−1i I∗s × ai2  bi2 × · · · × aimi bimi
for a = ai1 and b = bi1 . Moreover, in the case where s = , we set
Aisp =
{
φsxi1p if p ∈ U i
0 if p ∈Mi \U i,
and it is not difﬁcult to verify that the function Ais Mi → 0 1 is differ-
entiable of class C∞ with the property that Ais = 1 in U is and Ais = 0
out of U i∗s . Thus, given any i ∈ 1     n and any T ∈ Tr∗, we set
vTi p1     pn =
∑
s∈δT  \  2−lengthsAispi, whenever p1     pn ∈
M1 × · · · ×Mn, and an application of Theorem 3.5 shows that the map-
ping Tr∗  T → vT1      vTn  ∈ LSCM1 × · · · ×MnRn is well deﬁned,
coordinate-wise injective, and Borel measurable and satisﬁes the following
conditions:
(1) For any T ∈ Tr∗ and for any i ∈ 1     n, we have 0 ≤ vTi ≤ 1.
(2) For any ill-founded T ∈ Tr∗ and for any α ∈ T , we have
vTi
(
φ−11
(
x1α a12      a1m1
)
     φ−1n
(
xnα an2      anmn
))
= ∑
s∈δT  \ 
2−lengthsAis
(
φ−1i
(
xiα ai2      aimi
))
= ∑
s∈δT  \ 
2−lengthsφsxiα = uT xiα = 1
where xiα is the unique point in
⋂
m∈N Iαm for a = ai1 and b = bi1 ,
whenever i ∈ 1     n, and consequently vT1      vTn  ∈ lsc .
(3) For any well-founded T ∈ Tr∗, for any i ∈ 1     n, and for any
p1     pn in M1 × · · · ×Mn, we have pi /∈ U i ⇒ vTi p1     pn =∑
s∈δT  \  2−lengths. Ai spi = 0, and pi ∈ U i ⇒ vTi p1     pn =∑
s∈δT \ 2−lengths Aispi =
∑
s∈δT  \  2−lengthsφsxi1pi = uT xi1
pi < 1; in other words, we have vTi < 1. But for any well-founded
T ∈ Tr∗, for any i ∈ 1     n, and for any positive integer l, if 0 l     l
stands for a sequence of length l + 1, then
vTi
(
φ−11
(
a
1
0ll a
1
2      a
1
m1
)
     φ−1n
(
a
n
0ll a
n
2      a
n
mn
))
= ∑
s∈δT  \ 
2−lengthsAis
(
φ−1i
(
a
i
0ll a
i
2      a
i
mi
))
= ∑
s∈δT  \ 
2−lengthsφs
(
a
i
0ll
)
= uT
(
a
i
0ll
)
=
l+1∑
k=1
2−k
where ai0ll denotes the left end-point of I0ll for a = a
i
1 and b =
b
i
1 , and consequently vT1      vTn  /∈ lsc .
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Therefore, T ∈ Tr∗ is ill founded if and only if vT1      vTn  ∈ lsc ,
and consequently lsc is not Borel measurable in LSCM1 × · · · ×
MnRn. What is left to show is that the set
c=
{v1vn∈CM1×···×MnRn  ∃p∗1p∗n∈M1×···×Mn
×∀p1∈M1v1p1p∗2p∗n≤v1p∗1p∗n∧···∧ ∀pn∈Mn
×vnp∗1p∗n−1pn≤vnp∗1p∗n
}
is closed in CM1 × · · · × MnRn. So let vk1      vkn → v1     vn
in CM1 × · · · ×MnRn as k→ ∞ and let p∗k1      p∗kn  ∈ M1 × · · · ×
Mn be a Nash equilibrium, in pure strategies, for the non-cooperative
n-person game in strategic form that is deﬁned by vk1      vkn ∈ c ,
whenever k ∈ N. The compactness of M1 × · · · ×Mn implies that there
exists a subsequence p∗kj1      p
∗kj
n j∈N of p∗k1      p∗kn k∈N which
converges to some point p∗1     p∗n in M1 × · · · × Mn, and by virtue
of the fact that (for complete metric spaces) uniform convergence on
compacts is equivalent to continuous convergence (see, for example, [15,
Problem 40, p. 162]), we deduce that
vi
(
p∗1     p
∗
n
) = lim
j→∞
v
kj
i
(
p
∗kj
1      p
∗kj
n
)
≥ lim
j→∞
v
kj
i
(
p
∗kj
1      p
∗kj
i−1  pi p
∗kj
i+1      p
∗kj
n
)
= vi
(
p∗1     p
∗
i−1 pi p
∗
i+1     p
∗
n
)
for every pi ∈ Mi and every i ∈ 1     n. In other words,
(
p∗1     p
∗
n
)
constitutes a Nash equilibrium, in pure strategies, for the non-cooperative
n-person game in strategic form that is deﬁned by v1     vn, which
implies that c is closed in CM1 × · · · ×MnRn.
We proceed with the proof of Theorem 1 for the case of mixed strategies.
We will ﬁrst prove that the set
lsc=
{v1vn∈LSCM1×···×MnRn  ∃µ∗1µ∗n∈PM1
×···×PMn∀µ1∈PM1Ev1µ1µ∗2µ∗n
≤Ev1µ∗1µ∗n∧···∧∀µn∈PMn
Evnµ∗1µ∗n−1µn≤Evnµ∗1µ∗n
}
is not Borel measurable in LSCM1 × · · · × MnRn. Keeping the
same notation as before, the mapping Tr∗  T → vT1      vTn  ∈
LSCM1 × · · · × MnRn is well deﬁned, coordinate-wise injective, and
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Borel measurable, and satisﬁes the following conditions:
(1) For any T ∈ Tr∗ and for any i ∈ 1     n, we have 0 ≤ vTi ≤ 1.
Hence for any µ1     µn ∈ PM1 × · · · × PMn, an application of
Tonelli’s theorem (see, for example, [2, Theorem 26.7, p. 213]) shows that
EvTi µ1     µn =
∫
M1×···×Mn
vTi dµ1 ×   × µn =
∫
U i
uT xi1pdµip
and consequently 0 ≤ EvTi ≤ 1.
(2) For any ill-founded T ∈ Tr∗ and for any α ∈ T , we have
EvTi
(
δ
φ−11 x1αa
1
2 a
1
m1 
     δ
φ−1n xnαan2 anmn 
)
=
∫
U i
uT xi1pdδφ−1i xiαai2 aimi p = uT xiα = 1
where xiα is the unique point in
⋂
m∈N Iαm for a = ai1 and b = bi1 ,
whenever i ∈ 1     n, and consequently vT1      vTn  ∈ lsc .
(3) For any well-founded T ∈ Tr∗, and for any i ∈ 1     n, we have
vTi < 1, and for any positive integer l, if 0 l     l stands for a sequence
of length l + 1 and ai0 l  l denotes the left end-point of I0 l  l for a =
a
i
1 and b = bi1 , then we will prove that vT1      vTn  /∈ lsc . Indeed,
if we assume that µ∗1     µ∗n constitutes a Nash equilibrium, in mixed
strategies, for the non-cooperative n-person game in strategic form that is
deﬁned by vT1      vTn , then (see, for example, [10, 17.A, pp. 103–105])
∫ b11
a
1
1
uTdx11µ∗1 =
∫
U 1
uT x11p1dµ∗1p1 = EvT1 µ∗1     µ∗n
= max
µ1∈PM1
EvT1 µ1 µ∗2     µ∗n
= max
µ1∈PM1
∫
U 1
uT x11p1dµ1p1
≥
∫
U 1
uT x11p1dδφ−11
(
a
1
0lla
1
2 a
1
m1
)p1
= uT
(
a
1
0ll
) = l+1∑
k=1
2−k
for every positive integer l, which contradicts Corollary 3.6.
Therefore, T ∈ Tr∗ is ill founded if and only if vT1      vTn  ∈ lsc ,
and consequently lsc is not Borel measurable in LSCM1 × · · · ×
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MnRn. What is left to show is that the set
c=
{v1vn∈CM1×···×MnRn 
∃µ∗1µ∗n∈PM1×···×PMn∀µ1∈PM1
Ev1µ1µ∗2µ∗n≤Evnµ∗1µ∗n∧···∧∀µn∈PMn
Evnµ∗1µ∗n−1µn≤Evnµ∗1µ∗n
}
is closed in CM1 × · · · × MnRn. So let vk1      vkn → v1     vn in
CM1 × · · · ×MnRn as k→∞ and let µ∗k1      µ∗kn  ∈ PM1 × · · · ×
PMn be a Nash equilibrium, in mixed strategies, for the non-cooperative
n-person game in strategic form that is deﬁned by vk1      vkn ∈
c , whenever k ∈ N. The compactness of PM1 × · · · × PMn
(see, for example, [10, 17.22, p. 112]) implies that there exists a subse-
quence
((
µ
∗kj
1      µ
∗kj
n
))
j∈N of
((
µ
∗k
1      µ
∗k
n
))
k∈N which converges to
some point µ∗1     µ∗n in PM1 × · · · × PMn, and, by virtue of the
fact that (for complete metric spaces) uniform convergence on compacts is
equivalent to continuous convergence (see, for example, [15, Problem 40,
p. 162]), an application of Fubini’s theorem (see, for example, [2, Theorem
26.6, p. 212]) and of the Riesz Representation Theorem (see, for example,
[2, Theorem 38.3, p. 355]) shows that
Eviµ∗1     µ∗n =
∫
M1×···×Mn
vi dµ
∗
1 · · ·dµ∗n
= lim
j→∞
∫
M1×···×Mn
v
kj
i dµ
∗ kj
1 · · ·dµ
∗ kj
n
≥ lim
j→∞
∫
M1×···×Mn
v
kj
i dµ
∗ kj
1 · · ·dµ
∗ kj
i−1 dµi dµ
∗ kj
i+1 · · ·dµ
∗ kj
n
=
∫
M1×···×Mn
vi dµ
∗
1 · · ·dµ∗i−1 dµi dµ∗i+1 · · ·dµ∗n
= Eviµ∗1     µ∗i−1 µi µ∗i+1     µ∗n
for every µi ∈ PMi and every i ∈ 1     n. In other words, µ∗1     µ∗n
constitutes a Nash equilibrium, in mixed strategies, for the non-cooperative
n-person game in strategic form that is deﬁned by v1     vn, which
implies that  εc is closed in CM1× · · · ×MnRn. Q.E.D.
Open Problem. Are the sets lsc and lsc analytic, i.e., $
1
1, in
LSCM1 × · · · ×MnRn ?
Open Problem. What is the most general class of strategy sets for which
Theorem 1 goes through?
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5. THE PROOF OF THE SECOND THEOREM
We begin by proving that the set
 lsc =
{
 ∈ Rl+\0 × LSCRl+Rm  ∃x1     xm p
∈ Rl+m × 0∞l
( m∑
i=1
xi =
m∑
i=1
wi ∧ ∀ i ∈ 1    m
(
xi ∈ Bwip ∧ uixi = maxx∈Bwi p
uix
))}
is not Borel measurable in Rl+\0 ×LSCRl+Rm, where we have set
wi = projRl+\0i and ui = projLSCRl+Ri for every i ∈ 1    m.
Keeping the same notation as in Section 3, for any T ∈ Tr∗ and for any
x1     xl ∈ Rl+, we set uT1 x1     xl = uT x1 and uT2 x1     xl =
vT x1 for a = 0 and b = 1, while we set uTi x1     xl = 1 for every
i ∈ 3    m. We also set ωT1 = 0 1 1     1 and ωT2 = 1 0 1     1,
while we set ωTi = 1     1 for i ∈ 3    m. Then an application
of Theorem 3.5 shows that the mapping Tr∗  T → T ∈ Rl+\0 ×
LSCRl+Rm, where T = ωT1  uT1      ωTm uTm for every T ∈ Tr∗,
is well deﬁned, injective, and Borel measurable and satisﬁes the following
conditions:
(1) For any T ∈ Tr∗ and for any i ∈ 1    m, we have 0 ≤ uTi ≤ 1.
(2) For any ill-founded T ∈ Tr∗ and for any α ∈ T , we have
uT1
(
xα yα 1     1) = 1
and
uT2
(
yα xα 1     1) = 1
while uTi 1     1 = 1 for every i ∈ 3    m, and xα + yα = 0+ 1 =
1. Hence xα yα 1     1 + yα xα 1     1 +∑mi=31     1 =∑m
i=1ω
T
i and setting p = 1     1 ∈ 0∞l, it is not difﬁcult to see that
BωT1 p = x ∈ Rl+ 
∑l
j=1 xj ≤ l − 1 contains xα yα 1     1 and
that BωT2 p = x ∈ Rl+ 
∑l
j=1 xj ≤ l − 1 contains yα xα 1     1,
while BωTi p = x ∈ Rl+ 
∑l
j=1 xj ≤ l contains 1     1 for every
i ∈ 3    m. Moreover, we have uT1
(
xα yα 1     1) = maxx∈B
ωT1
p
uT1 x, and at the same time uT2
(
yα xα 1     1) = maxx∈B
ωT2
p u
T
2 x,
while for any i ∈ 3    m, we have uTi 1     1 = maxx∈BωTi p u
T
i x,
which implies that T ∈  lsc .
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(3) For any well-founded T ∈ Tr∗, we have uT1 < 1 and uT2 < 1, and
for any positive integer l, if 0 l     l stands for a sequence of length
l + 1, then we will prove that T /∈  lsc . Indeed, if we assume that the
exchange economy T has a Walrasian equilibrium, then there exists an
allocation x1     xm and a price vector p such that for any i ∈ 1    m,
we have uTi xi = maxx∈BωTi p uix, where xi ∈ BωTi p, and the condi-
tion
∑m
i=1 xi =
∑m
i=1ω
T
i is satisﬁed. Hence maxx∈BωT1 p
uT1 x = uT1 x1 < 1
and maxx∈B
ωT2
p u
T
2 x = uT2 x2 < 1, and for p2 ≥ p1, it follows that
p1 · a0 l  l + p2 · 0 + · · · + pl · 0 = p1a0 l  l ≤ p1 ≤ p2 ≤ p1 · 0 +
p2 · 1+ · · · + pl · 1 = p ·ωT1 and consequently
∑l+1
k=1 2
−k = uT a0 l  l =
uT1 a0 l  l 0     0 ≤ uT1 x1 < 1 for every positive integer l, which is a
contradiction, while for p1 > p2, it follows that p1 · c0 l  l +p2 · 0+ · · ·+
pl · 0 = p1c0 l  l ≤ p1 ≤ p1 · 1 + p2 · 0 + p3 · 1 + · · · + pl · 1 = p ·
ωT2 and consequently
∑l+1
k=1 2
−k = vT c0 l  l = uT2 c0 l  l 0     0 ≤
uT2 x2 < 1 for every positive integer l, which is again a contradiction.
Therefore, T ∈ Tr∗ is ill founded if and only if T ∈  lsc , and con-
sequently  lsc is not Borel measurable in Rl+\0 × LSCRl+Rm.
What is left to show is that the set
 c =
{
 ∈ Rl+\0 × CRl+Rm  ∃x1     xm p
∈ Rl+m × 0∞l
( m∑
i=1
xi =
m∑
i=1
ωi ∧ ∀ i ∈ 1    m
(
xi ∈ Bωip ∧ uixi = maxx∈Bωi p
uix
))}
is Fσ in Rl+\0 ×CRl+Rm. We remark that  c =
⋃
ν∈N\0 
ν
c ,
where for any positive integer ν, we have
 
v
c =
{
 ∈ Rl+\0 × CRl+Rm  ∃x1     xm p
∈ 0 νlm × ν−1 νl
( m∑
i=1
xi =
m∑
i=1
ωi ∧ ∀ i ∈ 1    m
(
xi ∈ Bωip ∧ uixi = maxx∈Bωi p
uix
))}

Hence given any positive integer ν, it is enough to show that the
set  νc is closed in Rl+\0 × CRl+Rm. So let k →  in
Rl+\0×CRl+Rm as k→∞ and let xk1      xkm pk be a Walrasian
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equilibrium for the exchange economy k ∈  νc , whenever k ∈ N. Evi-
dently, the compactness of 0 νlm × ν−1 νl implies that there exists
a subsequence xkj1      x
kj
m  pkj j∈N of xk1      xkm pkk∈N which con-
verges to some point x1     xm p in 0 νlm× ν−1 νl. Thus, given any
x ∈ Rl+ for which p · x < p ·wi, the continuity of the internal product implies
that there exists j ∈ N such that for any integer j ≥ J, we have pkj · x <
pkj · wkji ; in other words, we have x ∈ Bwkji p
kj . Hence ukji x
kj
i  ≥ u
kj
i x
for every integer j ≥ J, and by virtue of the fact that (for complete met-
ric spaces) uniform convergence on compacts is equivalent to continuous
convergence (see, for example, [15, Problem 40, p. 162]), we have uixi =
limj→∞ u
kj
i x
kj
i  ≥ limj→∞ u
kj
i x = uix for every x ∈ Rl+ for which
p · x < p · ωi. Moreover, if x ∈ Rl+ is such that p · x = p · ωi, then for any
n ∈ N, we have n
n+1x ∈ Rl+ and p ·  nn+1x < p ·ωi, hence uixi ≥ ui nn+1x,
and the continuity of ui implies that uixi ≥ limn→∞ ui nn+1x = uix.
Finally, since for any j ∈ N, we have xkji ∈ Bwkji p
kj  or (equivalently)
pkj · xkji ≤ pkj · ω
kj
i , the continuity of the internal product implies that
p · xi = limj→∞pkj · x
kj
i  ≤ limj→∞pkj · ω
kj
i  = p · ωi or (equiva-
lently) xi ∈ Bwip. We have thus proved that for any i ∈ 1    m,
we have uixi = maxx∈Bwi p uix, where xi ∈ Bwip, while
∑m
i=1 xi =
limj→∞
∑m
i=1 x
kj
i = limj→∞
∑m
i=1w
kj
i =
∑m
i=1wi. In other words, the
m+ 1-tuple x1     xm p ∈ 0 νlm × ν−1 νl constitutes a Walrasian
equilibrium for the exchange economy , which implies that the set  c
is closed in Rl+\0 × CRl+Rm. Q.E.D.
Open Problem. Is the set  lsc analytic i.e., $
1
1, in Rl+\0 ×
LSCRl+Rm?
6. THE PROOF OF THE THIRD THEOREM
We begin by proving that the set
	
lscc=
{
Fφβ∈LSCX2R×CXKX×01 ∃x0∈X
∃x∈ φx0
(
UFφβx= max
y∈ φx0
UFφβy
)}
is not Borel measurable in LSCX2R × CXKX × 0 1. So let
n = dimX and let Vψ be an arbitrary but ﬁxed chart on X, where
ψv = y1v     ynv, whenever v ∈ V . It is not difﬁcult to verify
that for any j ∈ 1     n, there exist −∞ < aj < bj < ∞ such that
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a1 b1 × · · · × an bn ⊆ ψV . Keeping the same notation as in Section 3,
for any s ∈ N<N, we set Vs = ψ−1Is × a2 b2 × · · · × an bn, and, in
the case where s = , we set V ∗s = ψ−1I∗s × a2 b2 × · · · × an bn for
a = a1 and b = b1. Moreover, in the case where s = , we also set
Asv =
{
φsy1v if v ∈ V
0 if v ∈ X\V ,
and it is not difﬁcult to verify that the function As X → 0 1 is differen-
tiable of class C∞ with the property that As = 1 in Vs and As = 0 out of V ∗s .
Thus, given any T ∈ Tr∗, if we set FT u v =
∑
s∈δT \ 2−lengthsAsv,
whenever u v ∈ X2, then Theorem 3.5 implies that the mapping Tr∗ 
T → FT ∈ LSCX2R is well deﬁned, injective, and Borel measurable
and satisﬁes the following conditions:
(1) For any T ∈ Tr∗, we have 0 ≤ FT ≤ 1.
(2) For any ill-founded T ∈ Tr∗ and for any α ∈ T , we have
FT ·ψ−1xαa2an=
∑
s∈δT \
2−lengthsAsψ−1xαa2an
= ∑
s∈δT \
2−lengthsφsxα=uT xα=1
where xα is the unique point in ⋂m∈N Iαm for a = a1 and b = b1, and
consequently for any β ∈ 0 1 and for φx = X, whenever x ∈ X, we
have FT φβ ∈ 	
lsc c .
(3) For any well-founded T ∈ Tr∗ and for any v ∈ X, we have that
v /∈ V ⇒ FT · v =
∑
s∈δT \ 2−lengthsAsv = 0, and that v ∈ V ⇒
FT · v =
∑
s∈δT \ 2−lengthsAsv =
∑
s∈δT \ 2−lengthsφsy1v =
uT y1v < 1; in other words, FT < 1. In this case, we will prove
that for any β ∈ 0 1 and for φx = X, whenever x ∈ X, we have
FT φβ /∈ 	
lsc c . Indeed, given β ∈ 0 1, if we assume that
x = x0 x1    ∈ XN constitutes an optimal plan for the deterministic dis-
crete inﬁnite horizon macroeconomic model that is deﬁned by FT φβ,
then
1
1−β ≥
∞∑
t=1
βt−1FT xt−1xt=UFT φβx= maxy∈ φx0UFT φβy
= max
y∈XN!y0=x0
UFT φβy≥FT x0ψ−1a0lla2an
+
∞∑
t=2
βt−1FT ψ−1a0lla2anψ−1a0lla2an
= 1
1−βuT a0ll =
1
1−β
l+1∑
k=1
2−k
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for every positive integer l, which implies that
∑∞
t=1 β
t−1FT xt−1 xt = 11−β .
But since FT x0 x1 < 1, there exists l ∈ N such that FT x0 x1 <∑l+1
k=1 2
−k, and consequently
1
1− β ≥ UFT φβx0 ψ
−1a0 ll a2     an x2 x3   
= uT a0 ll + βFT ψ−1a0 ll a2     an x2
+
∞∑
t=3
βt−1FT xt−1 xt >
∞∑
t=1
βt−1FT xt−1 xt =
1
1− β
which is a contradiction.
Therefore, given any β ∈ 0 1 and setting φx = X for every x ∈ X,
T ∈ Tr∗ is ill founded if and only if FT φβ ∈ 	
lsc c , and con-
sequently 	
lsc c is not Borel measurable in LSCX2R ×
CXKX × 0 1. What is left to show is that the set
	
cc=
{
FT φβ∈CX2R×CXKX×01 ∃x0∈X
∃x∈ φx0
(
UFφβx= max
y∈ φx0
UFφβy
)}
is Fσ in CX2R × CXKX × 0 1. We remark that 	

c c =
⋃
ν∈N\0	

ν
c c , where for any positive integer ν, we have
	

ν
cc=
{
Fφβ∈CX2R×CXKX×ν−11−ν−1 
∃x0∈X∃x∈ φx0
(
UFφβx= max
y∈ φx0
UFφβy
)}

Hence given any positive integer v, it is enough to show 	
vc c is
closed in CX2R × CXKX × v−1 1− v−1. So let Fkφkβk →
Fφβ in CX2R × CXKX × v−1 1 − v−1 as k → ∞ and let
xk0  xk ∈ X ×  φkxk0  ⊆ X × XN be such that for any k ∈ N, we have
UFkφkβkxk = maxy∈ φxk0 UFkφkβky. The compactness of X × XN
implies that there exists a subsequence xkj0  xkjj∈N of xk0  xkk∈N
which converges to some point x0 x in X × XN. Given t ∈ N\0,
for any j ∈ N, we have xkjt ∈ φkjxkjt−1. Thus, since (for complete met-
ric spaces) uniform convergence on compacts is equivalent to continuous
convergence (see, for example, [15, Problem 40, p. 162]) and since the
membership relation is closed in X × KX (see, for example, [10, 4.29,
p. 27]), by passing to the limit as j → ∞, we obtain that xt ∈ φxt−1,
whenever t ∈ N\0; in other words, x ∈  φx0, and what is left to
show is that given any y ∈  φx0 we have UFφβx ≥ UFφβy. So let
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y ∈  φx0. We claim that for any j ∈ N, there exists yj ∈  φkj x
kj
0  such
that yj → y in XN as j →∞. Setting yj0 = xkj0 , whenever j ∈ N, if t ∈ N\0
is such that yjt−1j∈N is already deﬁned in such a way that yjt−1 → yt−1 in
X as j → ∞, then it is enough to show that for any j ∈ N, there exists
y
j
t ∈ φkjyjt−1 such that yjt → yt in X as j →∞. Indeed, since φk → φ in
CXKX as j →∞, the fact that (for complete metric spaces) uniform
convergence on compacts is equivalent to continuous convergence (see,
for example, [15, Problem 40, p. 162]) implies that φkj y
j
t−1 → φyt−1 in
KX as j → ∞; in other words, dHφkj y
j
t−1 φyt−1 → 0 as j → ∞
(see, for example, [10, p. 25]), and given j ∈ N, the compactness of φyt−1,
which contains yt implies that there exists y
j
t ∈ φkj y
j
t−1 for which
dyt yjt  = max
y∈φkj y
j
t−1
dyt y = dyt φkj y
j
t−1
≤ max
y∈φyt−1
dyφkj y
j
t−1
= δφyt−1 φkj y
j
t−1 ≤ dHφyt−1 φkj y
j
t−1
Hence the claim follows. Thus, for any j ∈ N, we have UFkj φkj  βkj y
j ≤
UFkj φkj  βkj
xkj, and to deduce that UFφβy ≤ UFφβx, it is enough
to show that limj→∞UFkj φkj  βkj y
j = UFφβy and at the same time
limj→∞UFkj φkj  βkj x
kj  = UFφβx. For convenience, we will prove
only that limj→∞UFkj φkj  βkj x
kj  = UFφβx. But this follows from
the fact that for any j ∈ N, we have UFkj φkj  βkj x
kj  − UFφβx ≤∑∞
t=1 β
t−1Fkj x
kj
t−1 x
kj
t  − Fxt−1 xt +
∑∞
t=2 βt−1kj − βt−1 · Fkj x
kj
t−1,
x
kj
t  ≤
∑∞
t=1 β
t−1Fkj x
kj
t−1 x
kj
t  − Fxt−1 xt +
∑∞
t=2 βkj − β · βt−2kj +
βt−3kj β + · · · + βkjβt−3 + βt−2 · $Fkj$∞ ≤
∑∞
t=1 β
t−1 · Fkj x
kj
t−1, x
kj
t  −
Fxt−1 xt +
∑∞
t=2 βkj − βt − 11 − ν−1t−2$Fkj − F$∞ + $F$∞,
where
∑∞
t=2 βkj − βt − 11 − ν−1t−2$Fkj − F$∞ + $F$∞ = βkj −
β$Fkj − F$∞ + $F$∞ν2 → 0 as j →∞. Indeed, given F > 0, there exists
J ∈ N such that for any integer j ≥ J, we have $Fkj − F$∞ < 1, and there
exists t ′ ∈ N\0 such that ∑t>t ′ βt−1 < F22$F$∞+1 . Hence the fact that (for
complete metric spaces) uniform convergence on compacts is equivalent
to continuous convergence (see, for example, [15, Problem 40, p. 162])
implies that for any t ∈ 1     t ′, we have limj→∞ Fkj x
kj
t−1 x
kj
t  =
Fxt−1 xt, and consequently there exists an integer J ′ ≥ J such that
for any integer j≥ J ′, we have ∑t ′t=1 βt−1Fkj xkjt−1 xkjt  − Fxt−1 xt< F2 ,
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which implies in its turn that
∑∞
t=1 β
t−1Fkj x
kj
t−1 x
kj
t  − Fxt−1 xt ≤∑t ′
t=1 β
t−1Fkj x
kj
t−1 x
kj
t  − Fxt−1 xt +
∑
t>t ′ β
t−1$Fkj$∞ + $F$∞ <
F
2 +
∑
t>t ′ β
t−1$Fkj − F$∞ + 2$F$∞ < F. We have thus proved that
	
c c is Fσ in CX2R × CXKX × 0 1. Q.E.D.
Open Problem. Is the set 	
lsc c analytic, i.e., $
1
1, in the product
space LSCX2R × CXKX × 0 1?
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