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ENERGY SCATTERING FOR A CLASS OF INHOMOGENEOUS NONLINEAR
SCHRO¨DINGER EQUATION IN TWO DIMENSIONS
VAN DUONG DINH
Abstract. We consider a class of L2-supercritical inhomogeneous nonlinear Schro¨dinger equations in
two dimensions
i∂tu+∆u = ±|x|
−b|u|αu, (t, x) ∈ R× R2,
where 0 < b < 1 and α > 2 − b. By adapting a new approach of Arora-Dodson-Murphy [1], we show
the energy scattering for the equation with radially symmetric initial data. In the focusing case, our
result extends the one of Farah-Guzma´n [15] to the whole range of b where the local well-posedness
is available. In the defocusing case, our result extends the one in [10] where the energy scattering for
non-radial initial data was established in dimensions N ≥ 3.
1. Introduction
We consider the Cauchy problem for the inhomogeneous nonlinear Schro¨dinger equations{
i∂tu+∆u = ±|x|
−b|u|αu, (t, x) ∈ R× RN ,
u(0) = u0,
(1.1)
where u : R × RN → C, u0 : R
N → C, b > 0 and α > 0. The plus (resp. minus) sign in front
of the nonlinearity corresponds to the defocusing (resp. focusing) case. The inhomogeneous nonlinear
Schro¨dinger equation arises in nonlinear optics for the propagation of laser beams. The beam propagation
can be modeled by the equation of the form
i∂tu+∆u+K(x)|u|
αu = 0. (1.2)
The equation (1.2) has been attracted much attention recently. Berge´ [2] studied formally the stability
condition for solition solutions of (1.2). Towers-Malomed [27] observed by means of variational approx-
imation and direct simulations that a certain type of time-dependent nonlinear medium gives rise to
completely stable beams. Merle [23] and Raphae¨l-Szeftel [24] studied the existence and non-existence of
minimal mass blow-up solutions for (1.2) with k1 < K(x) < k2 and k1, k2 > 0. Fibich-Wang [16] investi-
gated the stability of solitary waves for (1.2) with K(x) = K(ǫ|x|), where ǫ > 0 is a small parameter and
K ∈ C4(RN ) ∩ L∞(RN ). The case K(x) = |x|b with b > 0 was studied in [6, 7, 22, 30].
Before reviewing some known results for (1.1), let us recall some properties of (1.1). The equation
(1.1) is invariant under the scaling
uλ(t, x) := λ
2−b
α u(λ2t, λx), λ > 0.
An easy computation shows
‖uλ(0)‖H˙γ = λ
γ−N2 +
2−b
α ‖u0‖H˙γ .
We thus denote the critical exponents
γc :=
N
2
−
2− b
α
and
σc :=
1− γc
γc
=
4− 2b− (N − 2)α
Nα− 4 + 2b
. (1.3)
The equation (1.1) has formally the conservation of mass and energy
M(u(t)) =
ˆ
|u(t, x)|2dx =M(u0), (Mass)
E(u(t)) =
1
2
ˆ
|∇u(t, x)|2dx±
1
α+ 2
ˆ
|x|−b|u(t, x)|α+2dx = E(u0). (Energy)
2010 Mathematics Subject Classification. 35Q44; 35Q55.
Key words and phrases. Inhomogeneous nonlinear Schro¨dinger equation, Scattering, Ground state, Radial Sobolev
embedding.
1
2 V. D. DINH
The well-posedness for (1.1) with initial data in H1 was first studied by Genoud-Stuart [17] by using an
abstract theory of Cazenave which does not use Strichartz estimates. More precisely, they proved that
the focusing problem (1.1) with 0 < b < min{2, N} is well posed in H1:
• locally if 0 < α < 2∗,
• globally for any initial data if 0 < α < 2∗,
• globally for small initial data if 2∗ ≤ α < 2
∗,
where
2∗ :=
{
4−2b
N−2 if N ≥ 3,
∞ if N = 1, 2,
2∗ :=
4− 2b
N
. (1.4)
Guzma´n [20] and Dinh [8] later used Strichartz estimates and the contraction mapping argument to
show the local well-posedness for (1.1). They proved that if

N ≥ 4, 0 < b < 2, 0 < α < 2∗,
N = 3, 0 < b < 1, 0 < α < 2∗,
N = 3, 1 ≤ b < 32 , 0 < α <
6−4b
2b−1 ,
N = 2, 0 < b < 1, 0 < α < 2∗,
then (1.1) is locally well-posed in H1. Moroever, the local solution satisfies u ∈ Lqloc((−T∗, T
∗),W 1,r) for
any Schro¨dinger admissible pair (q, r), where (−T∗, T
∗) is the maximal time of existence. Note that the
results of Guzma´n and Dinh are weaker than the ones of Genoud and Stuart. It does not treat the case
N = 1 and there are restrictions on the validity of b when N = 2 and N = 3. However, it shows that
the solution belongs locally in Strichartz spaces Lq((−T∗, T
∗),W 1,r). This property plays a crucial role
in the scattering theory.
In the case α = 2∗, Genoud [19] showed that the focusing problem (1.1) with 0 < b < min{2, N} is
globally well-posed in H1 by assuming u0 ∈ H
1 and ‖u0‖L2 < ‖Q‖L2, where Q is the unique positive
radially symmetric and decreasing solution to the elliptic equation
∆Q−Q+ |x|−b|Q|αQ = 0. (1.5)
Combet-Genoud [7] later established the classification of minimal mass blow-up solutions to the focusing
problem (1.1). Note that the uniqueness of positive radial solution to (1.5) was established by Yanagida
[29] and Genoud [18]. Their results hold under the assumptions 0 < b < min{2, N} and 0 < α < 2∗.
In the case 2∗ < α < 2
∗, Farah [13] proved that the focusing problem (1.1) with 0 < b < min{2, N} is
globally well-posed in H1 provided that u0 ∈ H
1 and satisfies
E(u0)[M(u0)]
σc < E(Q)[M(Q)]σc (1.6)
and
‖∇u0‖L2‖u0‖
σc
L2 < ‖∇Q‖L2‖Q‖
σc
L2, (1.7)
where σc is as in (1.3). The existence of finite time blow-up solutions for the focusing problem (1.1) was
studied by Farah [13] and Dinh [9].
The energy scattering for the focusing problem (1.1) was first established by Farah-Guzma´n [14]
with 0 < b < 1, α = 2 and N = 3. The proof is based on the concentration-compactness argument
developed by Kenig-Merle [21]. This result was later extended to higher dimensions in [15] using again the
concentration-compactness argument. Recently, Campos [3] used a new method of Dodson-Murphy [12]
to give an alternative simple proof for the results of Farah-Guzma´n. He also extends the validity of b in
dimensions N ≥ 3. More precisely, their results read as follows.
Theorem 1.1 ( [3,15]). Let N ≥ 3, 0 < b < 2 and 2∗ < α < 2
∗. Let u0 ∈ H
1 be radially symmetric and
satisfy (1.6) and (1.7). Then the corresponding solution to the focusing problem (1.1) exists globally in
time and scatters in both time directions, i.e. there exist u±0 ∈ H
1 such that
lim
t→±∞
‖u(t)− eit∆u±0 ‖H1 = 0.
In the case N = 2, we also have the following energy scattering for the focusing problem (1.1) due to
Farah-Guzma´n [15].
Theorem 1.2 ( [15]). Let N = 2, 0 < b < 23 and α > 2 − b. Let u0 ∈ H
1 be radially symmetric and
satisfy (1.6) and (1.7). Then the corresponding solution to the focusing problem (1.1) exists globally in
time and scatters in both time directions.
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The main purpose of this paper is to give an alternative simple proof for the result of Farah-Guzma´n
in two dimensions. More precisely, our main result is the following.
Theorem 1.3. Let N = 2, 0 < b < 1 and α > 2 − b. Let u0 ∈ H
1 be radially symmetric and satisfy
(1.6) and (1.7). Then the corresponding solution to the focusing problem (1.1) exists globally in time and
scatters in both time directions.
Remark 1.4. Our result extends the one of [15] to the whole range of b where the local well-posedness
is available.
The proof of Theorem 1.3 is based on a recent argument of Arora-Dodson-Murphy [1]. Due to the
radially symmetric property of the solution, we first derive Morawetz estimates related to the solution.
As a consequence, we get the space time estimatesˆ T
0
ˆ
|x|−b|u(t, x)|α+2dxdt ≤ C(u0, Q)T
β1, β1 := max
{
1
3
,
2
α+ 2 + 2b
}
for any T > 0 sufficiently large andˆ
I
ˆ
|u(t, x)|α+2+bdxdt ≤ C(u0, Q)|I|
β2 , β2 := max
{
2 + b
6
,
2 + b
α+ 2 + 2b
}
for any time interval I ⊂ R. Note that 0 < β1 + β2 < 1 since 0 < b < 1 and α > 2 − b. Using the
above space time estimates, we show the global bound ‖u‖Lα+2+b(R×R2) ≤ C(u0, Q) < ∞ which implies
the energy scattering. We refer the reader to Section 3 for more details.
Remark 1.5. After finishing the manuscript, we learn that Xu-Zhao [28] has simultaneously proved the
same result as Theorem 1.3.
In the defocusing case, the energy scattering for (1.1) was first established in [8] by considering the
initial data in the weighted L2 space Σ := H1 ∩ L2(|x|2dx). The energy scattering for the defocusing
problem (1.1) with initial data in H1 in dimensions N ≥ 3 was proved by the author in [10]. The proof
is based on the decay property of global solutions. We refer the reader to Appendix A for an alternative
proof which makes use of the interaction Morawetz inequality. Our contribution in this direction is the
following energy scattering for the defocusing (1.1) in 2D with radially symmetric initial data.
Theorem 1.6. Let N = 2, 0 < b < 1 and α > 2 − b. Let u0 ∈ H
1 be radially symmetric. Then
the corresponding solution to the defocusing problem (1.1) exists globally in time and scatters in both
directions.
This paper is organized as follows. In Section 2, we give some preliminaries including Strichartz
estimates, some variational analysis and Morawetz estimates related to the equation. In Section 3, we
give the proofs of the energy scattering given in Theorem 1.3 and Theorem 1.6. Finally, an alternative
proof of the energy scattering for the defocusing problem (1.1) in dimensions N ≥ 3 is given in the
Appendix.
2. Preliminaries
2.1. Strichartz estimates. Let I ⊂ R and q, r ∈ [1,∞]. We define the mixed norm
‖u‖Lq(I,Lr) :=
(ˆ
I
(ˆ
RN
|u(t, x)|rdx
) q
r
dt
) 1
q
with a usual modification when either q or r are infinity. When q = r, we use the notation Lq(I × RN )
instead of Lq(I, Lq).
Definition 2.1. A pair (q, r) is said to be Schro¨dinger admissible, for short (q, r) ∈ S, if
(q, r) ∈ [2,∞]2, (q, r,N) 6= (2,∞, 2),
2
q
+
N
r
=
N
2
.
For any interval I ⊂ R, we denote the Strichartz norm
‖u‖S(L2,I) := sup
(q,r)∈S
‖u‖Lq(I,Lr), ‖v‖S′(L2,I) := sup
(q,r)∈S
‖v‖Lq′(I,Lr′), (2.1)
where (q, q′) and (r, r′) are Ho¨lder conjugate pairs.
We next recall the well-known Strichartz estimates for the linear Schro¨dinger equation (see e.g. [4,26]).
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Proposition 2.2 ( [4, 26]). Let u be a solution to the linear Schro¨dinger equation, namely
u(t) = eit∆u0 +
ˆ t
0
ei(t−s)∆F (s)ds
for some data u0 and F . Then it holds that
‖u‖S(L2,R) . ‖u0‖L2 + ‖F‖S′(L2,R).
2.2. Variational analysis. Let us recall some properties related to the ground state Q which is the
unique positive radial decreasing solution to
∆Q−Q+ |x|−b|Q|αQ = 0.
The ground state Q optimizes the following Gagliardo-Nirenberg inequality: N ≥ 1, 0 < b < min{2, N}
and 0 < α < 2∗ (see (1.4)),
ˆ
|x|−b|f(x)|α+2dx ≤ Copt‖f‖
4−2b−(N−2)α
2
L2 ‖∇f‖
Nα+2b
2
L2 , f ∈ H
1,
that is,
Copt =
ˆ
|x|−b|Q(x)|α+2dx÷
[
‖Q‖
4−2b−(N−2)α
2
L2 ‖∇Q‖
Nα+2b
2
L2
]
.
It was shown in [13] that Q satisfies the following Pohozaev’s identities
‖Q‖2L2 =
4− 2b− (N − 2)α
Nα+ 2b
‖∇Q‖2L2 =
4− 2b− (N − 2)α
2(α+ 2)
ˆ
|x|−b|Q(x)|α+2dx.
In particular,
Copt =
2(α+ 2)
Nα+ 2b
(
‖∇Q‖L2‖Q‖
σc
L2
)−Nα−4+2b2 ,
where σc is defined in (1.3).
Lemma 2.3 ( [15]). Let N ≥ 1, 0 < b < min{2, N} and 2∗ < α < 2
∗. Let u0 ∈ H
1 satisfy (1.6) and
(1.7). Then the corresponding solution to the focusing problem (1.1) satisfies
‖∇u(t)‖L2‖u(t)‖
σc
L2 < ‖∇Q‖L2‖Q‖
σc
L2 (2.2)
for all t in the existence time. In particular, the corresponding solution to the focusing problem (1.1)
exists globally in time. Moreover, there exists ρ = ρ(u0, Q) > 0 such that
‖∇u(t)‖L2‖u(t)‖
σc
L2 < (1− 2ρ)‖∇Q‖L2‖Q‖
σc
L2 (2.3)
for all t ∈ R.
We refer the reader to [15, Lemma 4.2] for the proof of this result.
Lemma 2.4 ( [3]). Let N ≥ 1, 0 < b < min{2, N} and 2∗ < α < 2
∗. Let u0 ∈ H
1 satisfy (1.6) and (1.7).
Let ρ be as in Lemma 2.3. Then there exists R0 = R0(ρ, u0) > 0 such that for any R ≥ R0,
‖∇(χRu(t))‖L2‖χRu(t)‖
σc
L2 < (1− ρ)‖∇Q‖L2‖Q‖
σc
L2 (2.4)
for all t ∈ R, where χR(x) = χ(x/R) with χ ∈ C
∞
0 (R
N ) satisfying 0 ≤ χ ≤ 1, χ = 1 on B(0, 1/2) and
χ = 0 on Bc(0, 1). Moreover, there exists δ = δ(ρ) > 0 such that
‖∇(χRu(t))‖
2
L2 −
Nα+ 2b
2(α+ 2)
ˆ
|x|−b|χRu(t, x)|
α+2dx ≥ δ
ˆ
|x|−b|χRu(t, x)|
α+2dx (2.5)
for all t ∈ R.
We refer the reader to [3, Lemma 4.4] for the proof of this result.
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2.3. Morawetz estimate. Let us start with the following virial identity.
Lemma 2.5 (Virial identity [9, 13]). Let N ≥ 1, 0 < b < min{2, N} and 0 < α < 2∗. Let ϕ : RN → R
be a sufficiently smooth and decaying function. Let u be a solution to (1.1). Define
Mϕ(t) := 2
ˆ
∇ϕ · Im (u(t)∇u(t)) dx.
Then it holds that
d
dt
Mϕ(t) = −
ˆ
∆2ϕ|u(t)|2dx+ 4
N∑
j,k=1
ˆ
∂2jkϕRe (∂ju(t)∂ku(t)) dx
±
2α
α+ 2
ˆ
|x|−b∆ϕ|u(t)|α+2dx±
4b
α+ 2
ˆ
|x|−b−2x · ∇ϕ|u(t)|α+2dx.
We now define a non-negative function ϕ : [0,∞)→ [0,∞) satisfying
ϕ(r) =


r2 if 0 ≤ r ≤ 1,
smooth if 1 < r < 2,
2 if r ≥ 2,
ϕ′(r) ≥ 0, 0 ≤ ϕ′′(r) ≤ 2 for any r ≥ 0.
Given R > 0, we define a radial function
ϕR(x) = ϕR(r) := R
2ϕ(r/R), r = |x|. (2.6)
It is easy to check that
2− ϕ′′R(r) ≥ 0, 2−
ϕ′(r)
r
≥ 0, 2N −∆ϕR(x) ≥ 0, ∀r ≥ 0, x ∈ R
N .
We also have that
‖∇kϕR‖L∞ . R
2−k, k = 0, · · · , 4
and
supp(∇kϕR) ⊂
{
{|x| ≤ 2R} if k = 1, 2,
{R ≤ |x| ≤ 2R} if k = 3, 4.
Proposition 2.6. Let N ≥ 2, 0 < b < 2 and 2∗ < α < 2
∗. Let u0 ∈ H
1 be radially symmetric and satisfy
(1.6) and (1.7). Then for any T > 0 sufficiently large, the corresponding global solution to the focusing
problem (1.1) satisfies
ˆ T
0
ˆ
|x|−b|u(t, x)|α+2dxdt ≤ C(u0, Q)T
β1, β1 := max
{
1
3
,
2
(N − 1)α+ 2 + 2b
}
(2.7)
for some constant C(u0, Q) depending only on u0 and Q. Moroever, for any interval I ⊂ R,ˆ
I
‖u(t)‖
α+2+ b
N−1
L
α+2+ b
N−1
dt ≤ C(u0, Q)|I|
β2 , β2 := max
{
2 + b
6
,
2 + b
(N − 1)α+ 2 + 2b
}
. (2.8)
Proof. Let ρ = ρ(u0, Q) be as in (2.3), and R0 = R0(ρ, u0) be as in Lemma 2.4. Let ϕR be as in (2.6).
By the Cauchy-Schwarz inequality, the conservation of mass and (2.2), we see that
|MϕR(t)| ≤ ‖∇ϕR‖L∞‖u(t)‖L2‖∇u(t)‖L2 . R (2.9)
for all t ∈ R. By Lemma 2.5 and the fact ϕR(x) = |x|
2 for |x| ≤ R,
d
dt
MϕR(t) = −
ˆ
∆2ϕR|u(t)|
2dx+ 4
N∑
j,k=1
ˆ
∂2jkϕRRe (∂ju(t)∂ku(t)) dx
−
2α
α+ 2
ˆ
|x|−b∆ϕR|u(t)|
α+2dx−
4b
α+ 2
ˆ
|x|−b−2x · ∇ϕR|u(t)|
α+2dx
= 8
(ˆ
|x|≤R
|∇u(t)|2dx−
Nα+ 2b
2(α+ 2)
ˆ
|x|≤R
|x|−b|u(t)|α+2dx
)
−
ˆ
∆2ϕR|u(t)|
2dx+ 4
N∑
j,k=1
ˆ
R≤|x|≤2R
∂2jkϕRRe (∂ju(t)∂ku(t)) dx
−
2α
α+ 2
ˆ
R≤|x|≤2R
|x|−b∆ϕR|u(t)|
α+2dx−
4b
α+ 2
ˆ
R≤|x|≤2R
|x|−b−2x · ∇ϕR|u(t)|
α+2dx.
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Since ‖∆2ϕR‖L∞ . R
−2, the conservation of mass impliesˆ
∆2ϕR|u(t)|
2dx . R−2.
Since u is radial, we use the fact
∂2jk =
(
δjk
r
−
xjxk
r3
)
∂r +
xjxk
r2
∂2r
to get
N∑
j,k=1
∂2jkϕR∂ju∂ku = ϕ
′′
R|∂ru|
2 ≥ 0
which implies ˆ
R≤|x|≤2R
∂2jkϕR Re (∂ju(t)∂ku(t)) dx ≥ 0.
Since ‖∆ϕR‖L∞ . 1 and ‖x · ∇ϕR‖L∞ . |x|
2, the radial Sobolev embedding (see e.g. [25]): N ≥ 2,
‖|x|
N−1
2 f‖L∞ . ‖f‖H1 , ∀f ∈ H
1
rad (2.10)
implies that∣∣∣∣∣
ˆ
R≤|x|≤2R
(
|x|−b∆ϕR + |x|
−b−2x · ∇ϕR
)
|u(t)|α+2dx
∣∣∣∣∣ .
(
sup
|x|≥R
|x|−b|u(t, x)|α
)
‖u(t)‖2L2
. R−
(N−1)α
2 −b‖u(t)‖αH1‖u(t)‖
2
L2 . R
− (N−1)α2 −b.
It follows that
d
dt
MϕR(t) ≥ 8
(ˆ
|x|≤R
|∇u(t)|2dx−
Nα+ 2b
2(α+ 2)
ˆ
|x|≤R
|x|−b|u(t)|α+2dx
)
+O
(
R−2 +R−
(N−1)α
2 −b
)
.
On the other hand, let χR be as in Lemma 2.4. We see thatˆ
|∇(χRu(t))|
2dx =
ˆ
χ2R|∇u(t)|
2dx −
ˆ
χR∆(χR)|u(t)|
2dx
=
ˆ
|x|≤R
|∇u(t)|2dx−
ˆ
R/2≤|x|≤R
(1− χ2R)|∇u(t)|
2dx−
ˆ
χR∆(χR)|u(t)|
2dx
and ˆ
|x|−b|χRu(t)|
α+2dx =
ˆ
|x|≤R
|x|−b|u(t)|α+2dx−
ˆ
R/2≤|x|≤R
(1− χα+2R )|x|
−b|u(t)|α+2dx.
It follows thatˆ
|x|≤R
|∇u(t)|2dx−
Nα+ 2b
2(α+ 2)
ˆ
|x|≤R
|x|−b|u(t)|α+2dx
=
ˆ
|∇(χRu(t))|
2dx−
Nα+ 2b
2(α+ 2)
ˆ
|x|−b|χRu(t)|
α+2dx
+
ˆ
R/2≤|x|≤R
(1− χ2R)|∇u(t)|
2dx+
ˆ
χR∆(χR)|u(t)|
2dx
−
Nα+ 2b
2(α+ 2)
ˆ
R/2≤|x|≤R
(1− χα+2R )|x|
−b|u(t)|α+2dx.
Thanks to the fact 0 ≤ χR ≤ 1, ‖∆(χR)‖L∞ . R
−2 and the radial Sobolev embedding, we infer thatˆ
|x|≤R
|∇u(t)|2dx−
Nα+ 2b
2(α+ 2)
ˆ
|x|≤R
|x|−b|u(t)|α+2dx
≥
ˆ
|∇(χRu(t))|
2dx−
Nα+ 2b
2(α+ 2)
ˆ
|x|−b|χRu(t)|
α+2dx+O
(
R−2 +R−
(N−1)α
2 −b
)
.
We thus obtain
d
dt
MϕR(t) ≥ 8
(ˆ
|∇(χRu(t))|
2dx −
Nα+ 2b
2(α+ 2)
ˆ
|x|−b|χRu(t)|
α+2dx
)
+O
(
R−2 +R−
(N−1)α
2 −b
)
.
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By Lemma 2.4, there exist δ = δ(ρ) > 0 and R0 = R0(ρ, u0) > 0 such that for any R ≥ R0,
8δ
ˆ
|x|−b|χRu(t)|
α+2dx ≤
d
dt
MϕR(t) +O
(
R−2 +R−
(N−1)α
2 −b
)
which, by (2.9), implies
8δ
ˆ T
0
ˆ
|x|−b|χRu(t)|
α+2dxdt ≤ R +O
(
R−2 +R−
(N−1)α
2 −b
)
T.
By the definition of χR,ˆ T
0
ˆ
|x|≤R/2
|x|−b|u(t, x)|α+2dxdt . R+
T
R2
+
T
R
(N−1)α
2 +b
. (2.11)
On the other hand,
ˆ
|x|≥R/2
|x|−b|u(t, x)|α+2dx ≤
(
sup
|x|≥R/2
|x|−b|u(t, x)|α
)
‖u(t)‖2L2 .
1
R
(N−1)α
2 +b
.
We thus get ˆ T
0
ˆ
|x|−b|u(t, x)|α+2dxdt . R+
T
R2
+
T
R
(N−1)α
2 +b
which proves (2.7) by taking
R = T
1
1+min{2, (N−1)α2 +b} = T β1.
As in (2.11), we also have for any interval I ⊂ R,ˆ
I
ˆ
|x|≤R/2
|x|−b|u(t, x)|α+2dxdt . R+
|I|
R2
+
|I|
R
(N−1)α
2 +b
henceˆ
I
ˆ
|x|≤R/2
|x|−
b
2 |u(t, x)|α+2dxdt . R
b
2
ˆ
I
ˆ
|x|≤R/2
|x|−b|u(t, x)|α+2dxdt . R1+
b
2 +
|I|
R2−
b
2
+
|I|
R
(N−1)α+b
2
.
We also have ˆ
|x|≥R/2
|x|−
b
2 |u(t, x)|α+2dxdt .
1
R
(N−1)α+b
2
.
It follows that ˆ
I
ˆ
|x|−
b
2 |u(t, x)|α+2dxdt . R1+
b
2 +
|I|
Rσ
,
where
σ := min
{
2−
b
2
,
(N − 1)α+ b
2
}
.
Taking R = |I|
1
1+ b
2
+σ , we get for |I| sufficiently large,
ˆ
I
ˆ
|x|−
b
2 |u(t, x)|α+2dxdt . |I|
1+ b
2
1+ b
2
+σ = |I|β2
with β2 as in (2.8). By the radial Sobolev embedding (2.10),ˆ
I
‖u(t)‖
α+2+ b
N−1
L
α+2+ b
N−1
dt =
ˆ
I
ˆ (
|x|
N−1
2 |u(t, x)|
) b
N−1
|x|−
b
2 |u(t, x)|α+2dxdt
.
ˆ
I
‖u(t)‖
b
N−1
H1 |x|
− b2 |u(t, x)|α+2dxdt . |I|β2
which proves (2.8) for |I| sufficiently large. In the case |I| is sufficiently small, it follows from the Sobolev
embedding 1 ‖u(t)‖
L
α+2+ b
N−1
. ‖u(t)‖H1 thatˆ
I
‖u(t)‖
α+2+ b
N−1
L
α+2+ b
N−1
dt . |I| . |I|β2
since β2 < 1. The proof is complete. 
1It is easy to check that α+ 2 + b
N−1
≤ 2N
N−2
if N ≥ 3 since α < 4−2b
N−2
.
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Corollary 2.7. Let N ≥ 2, 0 < b < 2 and 2∗ < α < 2
∗. Let u0 ∈ H
1 be radially symmetric. Then for
any T > 0 sufficiently large, the corresponding global solution to the defocusing problem (1.1) satisfiesˆ T
0
ˆ
|x|−b|u(t, x)|α+2dxdt ≤ C(u0)T
β1
for some constant C(u0) depending only on the mass and energy of the initial data u0, where β1 is as in
(2.7). Moroever, for any interval I ⊂ R,ˆ
I
‖u(t)‖
α+2+ b
N−1
L
α+2+ b
N−1
dt ≤ C(u0)|I|
β2 , (2.12)
where β2 is given in (2.8).
Proof. The proof is similar to the one of Proposition 2.6. We only point out the differences. We first
have
d
dt
MϕR(t) = −
ˆ
∆2ϕR|u(t)|
2dx + 4
N∑
j,k=1
ˆ
∂2jkϕR Re (∂ju(t)∂ku(t)) dx
+
2α
α+ 2
ˆ
|x|−b∆ϕR|u|
α+2dx+
4b
α+ 2
ˆ
|x|−b−2x · ∇ϕR|u|
α+2dx
= 8
(ˆ
|x|≤R
|∇u(t)|2dx+
Nα+ 2b
2(α+ 2)
ˆ
|x|≤R
|x|−b|u(t)|α+2dx
)
−
ˆ
∆2ϕR|u(t)|
2dx + 4
N∑
j,k=1
ˆ
R≤|x|≤2R
∂2jkϕR Re (∂ju(t)∂ku(t)) dx
+
2α
α+ 2
ˆ
R≤|x|≤2R
|x|−b∆ϕR|u(t)|
α+2dx+
4b
α+ 2
ˆ
R≤|x|≤2R
|x|−b−2x · ∇ϕR|u(t)|
α+2dx.
Estimating as above, we get
d
dt
MϕR(t) ≥ 8
(ˆ
|x|≤R
|∇u(t)|2dx+
Nα+ 2b
2(α+ 2)
ˆ
|x|≤R
|x|−b|u(t)|α+2dx
)
+O
(
R−2 +R−
(N−1)α
2 −b
)
≥
Nα+ 2b
2(α+ 2)
ˆ
|x|≤R
|x|−b|u(t)|α+2dx+O
(
R−2 +R−
(N−1)α
2 −b
)
.
Using the fact 0 ≤ χR ≤ 1,ˆ
|x|−b|χRu(t)|
α+2dx =
ˆ
|x|≤R
|x|−b|u(t)|α+2dx−
ˆ
R/2≤|x|≤R
(1− χα+2R )|x|
−b|u(t)|α+2dx,
and ‖∆(χR)‖L∞ . R
−2, the radial Sobolev embedding implies
d
dt
MϕR(t) ≥
Nα+ 2b
2(α+ 2)
ˆ
|x|≤R
|x|−b|χRu(t)|
α+2dx+O
(
R−2 + R−
(N−1)α
2 −b
)
.
Repeating the same reasoning as in the proof of Proposition 2.6, we complete the proof. 
3. Energy scattering in two dimensions
In this section, we give the proof of the energy scattering in two dimensions given in Theorem 1.3 and
Theorem 1.6. Let us start with the following nonlinear estimates.
Lemma 3.1. Let N = 2, 0 < b < 1, α > 2 − b, 0 ≤ γ ≤ 1 and I ⊂ R. Then there exists θ ∈ (0, 1)
satisfying αθ > 1 such that
‖|∇|γ(|x|−b|u|αu)‖S′(L2,I) . ‖u‖
αθ
Lα+2+b(I×R2)‖u‖
α(1−θ)
L∞(I,L∞−)‖|∇|
γu‖L∞(I,L2), (3.1)
where ∞− := 1ǫ for some 0 < ǫ≪ 1. In particular,
‖|∇|γ(|x|−b|u|αu)‖S′(L2,I) . ‖u‖
αθ
Lα+2+b(I×R2)‖ 〈∇〉 u‖
α(1−θ)
L∞(I,L2)‖|∇|
γu‖L∞(I,L2). (3.2)
Proof. We bound
‖|∇|γ(|x|−b|u|αu)‖S′(L2,I) . ‖|x|
−b|∇|γ(|u|αu)‖S′(L2,I) + ‖|x|
−b−γ |u|αu‖S′(L2,I),
where we have used the fact |∇|γ(|x|−b) = C(γ)|x|−b−γ . Let us first estimate
‖|x|−b|∇|γ(|u|αu)‖S′(L2,I) ≤ ‖|x|
−b|∇|γ(|u|αu)‖Lm′(I,Ln′(B)) + ‖|x|
−b|∇|γ(|u|αu)‖Lm′(I,Ln′(Bc))
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for some Schro¨dinger admissible pair (m,n), where B and Bc are the unit ball and its complement in R2
respectively. We estimate
‖|x|−b|∇|γ(|u|αu)‖Lm′(I,Ln′(B)) ≤ ‖|x|
−b‖Lν(B)‖|∇|
γ(|u|αu)‖Lm′(I,Lρ)
. ‖u‖αLαq(I,Lαr)‖|∇|
γu‖L∞(I,L2)
. ‖u‖αθLα+2+b(I×R2)‖u‖
α(1−θ)
L∞(I,L∞−)‖|∇|
γu‖L∞(I,L2)
(3.3)
provided that ν, ρ, q, r ≥ 1 satisfy
1
n′
=
1
ν
+
1
ρ
,
1
m′
=
1
q
+
1
∞
,
1
ρ
=
1
r
+
1
2
2
ν
> b,
1
αq
=
θ
α+ 2 + b
+
1− θ
∞
,
1
αr
=
θ
α+ 2 + b
+
1− θ
∞−
.
Note that the condition 2ν > b ensures ‖|x|
−b‖Lν <∞. It follows that
1
m′
=
1
q
,
1
n′
=
1
ν
+
1
r
+
1
2
.
Since 2m′ +
2
n′ = 3, we infer that
2
ν
+
4αθ
α+ 2 + b
+
2α(1− θ)
∞−
= 2.
We next take 2ν = b+ η for some η > 0 to be chosen shortly and ∞− =
1
ǫ with 0 < ǫ≪ 1 to get
b+ η +
4αθ
α+ 2 + b
+ 2α(1− θ)ǫ = 2
or
θ = θ(ǫ) =
1
4α
α+2+b − 2αǫ
(2− b− η − 2αǫ) .
We see that
θ0 := lim
ǫ→0
θ(ǫ) =
α+ 2 + b
4α
(2− b− η).
Since α > 2 − b, by taking η > 0 sufficiently small, it is easy to check that θ0 ∈ (0, 1). Moreover, since
0 < b < 1 and α > 2− b, we have that
αθ0 =
α+ 2 + b
4
(2− b− η) > 1
provided η > 0 is chosen small enough. Therefore, the estimates in (3.3) are available with some θ ∈ (0, 1)
satisfying αθ > 1 by taking ǫ, η > 0 sufficiently small. The term on Bc is treated similarly by replacing
the condition 2ν > b by
2
ν < b. In this case, we just take
2
ν = b− η for some η > 0 small enough.
We next estimate
‖|x|−b−γ |u|αu‖S′(L2,I) ≤ ‖|x|
−b−γ |u|αu‖Lm′(I,Ln′(B)) + ‖|x|
−b−γ |u|αu‖Lm′(I,Ln′(Bc))
for some (m,n) ∈ S. By Ho¨lder’s inequality,
‖|x|−b−γ |u|αu‖Lm′(I,Ln′(B)) ≤ ‖|x|
−b−γ‖Lν(B)‖|u|
αu‖Lm′(I,Lρ)
. ‖u‖αLαq(I,Lαr)‖u‖L∞(I,Lκ)
. ‖u‖αθLα+2+b(I×R2)‖u‖
α(1−θ)
L∞(I,L∞−)‖|∇|
γu‖L∞(I,L2)
provided that ν, ρ, q, r, κ ≥ 1 satisfy
1
n′
=
1
ν
+
1
ρ
,
1
m′
=
1
q
+
1
∞
,
1
ρ
=
1
r
+
1
κ
,
2
ν
> b+ γ,
1
αq
=
θ
α+ 2 + b
+
1− θ
∞
,
1
αr
=
θ
α+ 2 + b
+
1− θ
∞−
and 1κ =
1
2 −
γ
2 which comes from the homogeneous Sobolev embedding. Since
2
m′ +
2
n′ = 3, we see that
2
ν
− γ +
4αθ
α+ 2 + b
+
2α(1− θ)
∞−
= 2.
We take 2ν = b+ γ + η for some η > 0 to be chosen shortly and ∞− =
1
ǫ with 0 < ǫ≪ 1 to get
b− η +
4αθ
α+ 2 + b
+ 2α(1− θ)ǫ = 2.
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It follows that
θ = θ(ǫ) =
1
4α
α+2+b − 2αǫ
(2− b− η − 2αǫ) .
By the same argument as above, we prove (3.1). The estimate (3.2) follows from (3.1) and Sobolev
embeddings. 
Proposition 3.2. Let N = 2, 0 < b < 1 and α > 2 − b. Let u0 ∈ H
1 be radially symmetric and satisfy
(1.6) and (1.7). Then the corresponding global solution to the focusing problem (1.1) satisfies
‖u‖Lα+2+b(R×R2) ≤ C(u0, Q) <∞. (3.4)
Proof. Let ε > 0 be a small parameter to be chosen later. By the Sobolev embedding and Strichartz
estimates,
‖eit∆u0‖Lα+2+b(R×R2) . ‖|∇|
γbeit∆u0‖
Lα+2+b(R,L
2(α+2+b)
α+b )
. ‖u0‖H1 ,
where γb :=
α−2+b
α+2+b ∈ (0, 1) since α > 2 − b. We split R into K = K(ε, u0, Q) disjoint intervals Ik such
that
‖eit∆u0‖Lα+2+b(Ik×R2) < ε, ∀k = 1, · · · ,K. (3.5)
Let T be a large parameter depending on ε, u0 and Q. We will prove that
‖u‖Lα+2+b(Ik×R2) . T, ∀k = 1, · · · ,K. (3.6)
By summing over all intervals Ik, k = 1, · · · ,K, we obtain (3.4). Let us now prove (3.6). By Sobolev
embedding and the fact ‖u(t)‖H1 ≤ C(u0, Q),
‖u‖α+2+b
Lα+2+b(I×R2)
≤ C(u0, Q)|I| (3.7)
for any interval I ⊂ R. It suffices to show (3.6) with |Ik| > 2T . Let us fix one such interval, say I = (a, e)
with |I| > 2T . We will show that there exists t1 ∈ (a, a+ T ) such that∥∥∥∥
ˆ t1
0
ei(t−s)∆|x|−b|u|αu(s)ds
∥∥∥∥
Lα+2+b([t1,+∞)×R2)
≤ C(u0, Q)ε
1
2 . (3.8)
Assume (3.8) for the moment, let us prove (3.6). By the Duhamel formula
ei(t−t1)∆u(t1) = e
it∆u0 + i
ˆ t1
0
ei(t−s)∆|x|−b|u|αu(s)ds,
(3.5) and (3.8), we infer that
‖ei(t−t1)∆u(t1)‖Lα+2+b([t1,e]×R2) ≤ C(u0, Q)ε
1
2 .
We also have
u(t) = ei(t−t1)∆u(t1) + i
ˆ t
t1
ei(t−s)∆|x|−b|u|αu(s)ds.
By Strichartz estimates and (3.2),∥∥∥ ˆ t
t1
ei(t−s)∆|x|−b|u|αu(s)ds
∥∥∥
Lα+2+b([t1,e]×R2)
.
∥∥∥|∇|γb ˆ t
t1
ei(t−s)∆|x|−b|u|αu(s)ds
∥∥∥
Lα+2+b([t1,e],L
2(α+2+b)
α+b )
. ‖|∇|γb(|x|−b|u|αu)‖S′(L2,[t1,e])
. ‖u‖αθLα+2+b([t1,e]×R2)‖ 〈∇〉u‖
α(1−θ)
L∞([t1,e],L2)
‖|∇|γbu‖L∞([t1,e],L2)
≤ C(u0, Q)‖u‖
αθ
Lα+2+b([t1,e]×R2)
for some θ ∈ (0, 1) satisfying αθ > 1. It follows that
‖u‖Lα+2+b([t1,e]×R2) ≤ ‖e
i(t−t1)∆u0‖Lα+2+b([t1,e]×R2) + C(u0, Q)‖u‖
αθ
Lα+2+b([t1,e]×R2)
≤ C(u0, Q)ε
1
2 + C(u0, Q)‖u‖
αθ
Lα+2+b([t1,e]×R2)
which, by the continuity argument, implies that
‖u‖Lα+2+b([t1,e]×R2) ≤ C(ε, u0, Q). (3.9)
On the other hand, by (3.7) and the fact t1 − a < T , we see that
‖u‖Lα+2+b([a,t1]×R2) ≤ C(u0, Q)|t1 − a|
1
α+2+b ≤ C(u0, Q)T
1
α+2+b . (3.10)
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Combining (3.9) and (3.10), we prove (3.6).
It remains to show (3.8). By the time translation, we may assume that a = 0. We first claim that
there exists t0 ∈
[
T
4 ,
T
2
]
such that
ˆ t0+εT 1−β2
t0
‖u(s)‖α+2+b
Lα+2+b
ds ≤ C(u0, Q)ε, (3.11)
where β2 is as in (2.8). Indeed, we cover the interval J =
[
T
4 ,
T
2
]
by L = ε−1T β2 disjoint intervals Jl of
length εT 1−β2 and use (2.8) to have
L min
1≤l≤L
ˆ
Jl
‖u(s)‖α+2+b
Lα+2+b
ds ≤
L∑
l=1
ˆ
Jl
‖u(s)‖α+2+b
Lα+2+b
ds =
ˆ
J
‖u(s)‖α+2+b
Lα+2+b
ds ≤ C(u0, Q)T
β2.
There thus exists l0 ∈ {1, · · · , L} such thatˆ
Il0
‖u(s)‖α+2+b
Lα+2+b
ds ≤ C(u0, Q)ε
which proves the claim. We now set
t1 := t0 + εT
1−β2. (3.12)
Since t0 <
T
2 , by reducing ε if necessary, we may assume that t1 < T . We will estimate the time interval
in (3.8) by considering separately [0, t0] and [t0, t1]. On [0, t0], we use the dispersive estimate to get∥∥∥∥
ˆ t0
0
ei(t−s)∆|x|−b|u|αu(s)ds
∥∥∥∥
L∞
.
ˆ t0
0
|t− s|−1
(ˆ
|x|−b|u(s, x)|α+1dx
)
ds.
By Ho¨lder’s inequality, we estimateˆ
|x|−b|u(s, x)|α+1dx ≤ ‖|x|−
b
2 |u(s)|
α+2
2 ‖L2‖|x|
− b2 ‖Lν1(B)‖|u(s)|
α
2 ‖Lρ1
+‖|x|−
b
2 |u(s)|
α+2
2 ‖L2‖|x|
− b2 ‖Lν2(B)‖|u(s)|
α
2 ‖Lρ2
≤ ‖|x|−
b
2 |u(s)|
α+2
2 ‖L2‖|x|
− b2 ‖Lν1(B)‖u(s)‖
α
2
L
αρ1
2
+‖|x|−
b
2 |u(s)|
α+2
2 ‖L2‖|x|
− b2 ‖Lν2(B)‖u(s)‖
α
2
L
αρ2
2
.
(ˆ
|x|−b|u(s, x)|α+2dx
) 1
2
provided that ν1, ν2, ρ1, ρ2 ≥ 1 satisfy
1
2
=
1
ν1
+
1
ρ1
=
1
ν2
+
1
ρ2
,
2
ν1
>
b
2
,
2
ν2
<
b
2
,
αρ1
2
> 2,
αρ2
2
> 2.
Since 0 < b < 1 and α > 2− b, it is easy to check that the above conditions hold for a suitable choice of
ν1, ν2, ρ1 and ρ2. Thanks to (2.7), we have for t > t1∥∥∥∥
ˆ t0
0
ei(t−s)∆|x|−b|u|αu(s)ds
∥∥∥∥
L∞
.
ˆ t0
0
|t− s|−1
(ˆ
|x|−b|u(s, x)|α+2dx
) 1
2
ds
.
(ˆ t0
0
|t− s|−2ds
) 1
2
(ˆ t0
0
ˆ
|x|−b|u(s, x)|α+2dxds
) 1
2
. |t− t0|
− 12 |t0|
β1
2
. |t1 − t0|
− 12 |t0|
β1
2
. (εT 1−β2)−
1
2T
β1
2
. (εT 1−β1−β2)−
1
2 .
Note that since 0 < b < 1 and α > 2− b, it is easy to see that β1 + β2 < 1. We thus obtain∥∥∥∥
ˆ t0
0
ei(t−s)∆|x|−b|u|αu(s)ds
∥∥∥∥
L∞([t1,+∞)×R2)
≤ C(u0, Q)(εT
1−β1−β2)−
1
2 .
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On the other hand, we use the fact
i
ˆ t0
0
ei(t−s)∆|x|−b|u|αu(s)ds = ei(t−t0)∆u0 − e
it∆u0
and Strichartz estimates to have∥∥∥∥
ˆ t0
0
ei(t−s)∆|x|−b|u|αu(s)ds
∥∥∥∥
L4([t1,+∞)×R2)
≤ C(u0, Q).
Interpolating between L4 and L∞, it yields∥∥∥∥
ˆ t0
0
ei(t−s)∆|x|−b|u|αu(s)ds
∥∥∥∥
Lα+2+b([t1,+∞)×R2)
≤ C(u0, Q)
(
εT 1−β1−β2
)− α−2+b
2(α+2+b) .
On [t0, t1], we use (3.11) and (3.2) to have∥∥∥ ˆ t1
t0
ei(t−s)∆|x|−b|u|αu(s)ds
∥∥∥
Lα+2+b([t1,+∞)×R2)
. ‖|∇|γb(|x|−b|u|αu)‖S′(L2,[t0,t1])
. ‖u‖αθLα+2+b([t0,t1]×R2)‖ 〈∇〉u‖
α(1−θ)
L∞([t0,t1],L2)
‖|∇|γbu‖L∞([t0,t1],L2)
≤ C(u0, Q)ε
αθ
α+2+b .
We thus obtain∥∥∥∥
ˆ t1
0
ei(t−s)∆|x|−b|u|αu(s)ds
∥∥∥∥
Lα+2+b([t1,+∞)×R2)
≤ C(u0, Q)
[(
εT 1−β1−β2
)− α−2+b
2(α+2+b) + ε
αθ
α+2+b
]
.
Note that by taking ∞− = 1ǫ in Lemma 3.1 with ǫ > 0 sufficiently small, we see that
αθ
α+2+b >
1
2 . By
taking T large enough depending on ε, we prove (3.8). The proof is complete. 
Corollary 3.3. Let N = 2, 0 < b < 1 and α > 2 − b. Let u0 ∈ H
1 be radially symmetric. Then the
corresponding global solution to the defocusing problem (1.1) satisfies
‖u‖Lα+2+b(R×R2) ≤ C(u0) <∞.
Proof. The proof is similar to the one of Proposition 3.2 by using (2.12) instead of (2.8). 
We are now able to show the energy scattering given in Theorem 1.3.
Proof of Theorem 1.3. We first show that the global bound (3.4) implies the global Strichartz bound
‖ 〈∇〉u‖S(L2,R) ≤ C(u0, Q) <∞.
To see this, we use Strichartz estimates, (3.2) and (3.4) to have
‖ 〈∇〉 u‖S(L2,R) ≤ ‖ 〈∇〉u0‖L2 + ‖ 〈∇〉 (|x|
−b|u|αu)‖S′(L2,R)
≤ C(u0, Q) + ‖u‖
αθ
Lα+2+b(R×R2)‖ 〈∇〉u‖
1+α(1−θ)
L∞(R,L2)
≤ C(u0, Q).
We now show the energy scattering of the global solution. By the time reversal symmetry, it suffices to
consider positive times. By Duhamel formula, Strichartz estimates and (3.2), we have for 0 < t1 < t2,
‖e−it2∆u(t2)− e
−it1∆u(t1)‖H1 =
∥∥∥∥i
ˆ t2
t1
e−is∆|x|−b|u|αu(s)ds
∥∥∥∥
H1
. ‖ 〈∇〉 (|x|−b|u|αu)‖S′(L2,[t1,t2])
. ‖u‖αθLα+2+b([t1,t2]×R2)‖ 〈∇〉 u‖
1+α(1−θ)
L∞([t1,t2],L2)
.
Thanks to (3.4), we see that
‖e−it2∆u(t2)− e
−it1∆u(t1)‖H1 → 0 as t1, t2 → +∞.
Thus the limit
u+0 := limt→+∞
e−it∆u(t) = u0 + i
ˆ +∞
0
e−is∆|x|−b|u|αu(s)ds
exists in H1. Arguing as above, we prove as well that
‖u(t)− eit∆u+0 ‖H1 → 0 as t→ +∞.
The proof is complete. 2
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Proof of Theorem 1.6. The proof is completely similar to the one of Theorem 1.3 using Corollary 3.3.
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Appendix A. Alternative proof for the energy scattering in dimensions N ≥ 3
In this section, we give an alternative proof for the energy scattering of non-radial solutions to the
defocusing problem (1.1) in dimensions N ≥ 3.
Theorem A.1. Let
N ≥ 4, 0 < b < 2,
4− 2b
N
< α <
4− 2b
N − 2
,
and
N = 3, 0 < b <
5
4
,
4− 2b
3
< α < 3− 2b.
Let u0 ∈ H
1 and u be the corresponding global solution to the defocusing problem (1.1). Then there exist
u±0 ∈ H
1 such that
lim
t→±∞
‖u(t)− eit∆u±0 ‖H1 = 0.
This result has been obtained in [10] by using the decaying property of global solutions. Here we
present a shorter proof via the interaction Morawetz inequality.
We have from [11, Proposition 4.7] (by taking V = 0 and W = |x|−b) that the following interaction
Morawetz inequality holds true for the defocusing problem (1.1) in dimensions N ≥ 3
‖|∇|−
N−3
4 u‖L4(R,L4) ≤ ‖u‖
3
4
L∞(R,L2)‖∇u‖
1
4
L∞(R,L2). (A.1)
Using (A.1), the interpolation inequality yields
‖u‖
L
N−3+4σ
σ (R,L
2(N−3+4σ)
N−3+2σ )
. ‖|∇|−
N−3
4 u‖
4σ
N−3+4σ
L4(R,L4)‖|∇|
σu‖
N−3
N−3+4σ
L∞(R,L2),
for 0 ≤ σ ≤ 1. Taking σ = 1, we get
‖u‖
LN+1(R,L
2(N+1)
N−1 )
.
(
‖u‖
3
4
L∞(J,L2)‖∇u‖
1
4
L∞(R,L2)
) 4
N+1
‖∇u‖
N−3
N+1
L∞(R,L2) = ‖u‖
3
N+1
L∞(R,L2)‖∇u‖
N−2
N+1
L∞(R,L2).
By the conservation of mass and energy, we obtain the global bound for global solutions to defocusing
problem (1.1) in dimensions N ≥ 3,
‖u‖
LN+1(R,L
2(N+1)
N−1 )
≤ C(E,M) <∞. (A.2)
To show the energy scattering, we need the following nonlinear estimates.
Lemma A.2. Let N, b and α be as in Theorem A.1. Let u be the global solution to the defocusing problem
(1.1). Then there exists ǫ > 0 small enough such that for any time interval J and k = 0, 1,
‖|x|−b|∇|k(|u|αu)‖
L2(J,L
2N
N+2 )
. ‖|∇|ku‖
L2+ǫ(J,L
2N(2+ǫ)
N(2+ǫ)−4 )
‖u‖
ǫ(N+1)
2(2+ǫ)
LN+1(J,L
2(N+1)
N−1 )
‖u‖
a1(ǫ)
L∞(J,L2)‖∇u‖
b1(ǫ)
L∞(J,L2),
and
‖|x|−b−1|u|αu‖
L2(J,L
2N
N+2 )
. ‖ 〈∇〉 u‖
L2+ǫ(J,L
2N(2+ǫ)
N(2+ǫ)−4 )
‖u‖
ǫ(N+1)
2(2+ǫ)
LN+1(J,L
2(N+1)
N−1 )
‖u‖
a2(ǫ)
L∞(J,L2)‖∇u‖
b2(ǫ)
L∞(J,L2),
for some positive numbers a1(ǫ), b1(ǫ), a2(ǫ) and b2(ǫ).
Proof. We write
‖|x|−b|∇|k(|u|αu)‖
L2(J,L
2N
N+2 )
≤ ‖|x|−b|∇|k(|u|αu)‖
L2(J,L
2N
N+2 (B))
+ ‖|x|−b|∇|k(|u|αu)‖
L2(J,L
2N
N+2 (Bc))
.
By Ho¨lder’s inequality and the fractional chain rule,
‖|x|−b|∇|k(|u|αu)‖
L2(J,L
2N
N+2 (B))
≤ ‖|x|−b‖Lγ(B)‖|∇|
k(|u|αu)‖L2(J,Lm)
. ‖|∇|ku‖
L2+ǫ(J,L
2N(2+ǫ)
N(2+ǫ)−4 )
‖u‖α
L
2α(2+ǫ)
ǫ (J,Ln)
,
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provided that γ,m, n ≥ 1 satisfy
N
γ
> b,
N + 2
2N
=
1
γ
+
1
m
,
1
m
=
N(2 + ǫ)− 4
2N(2 + ǫ)
+
α
n
.
Similar estimates hold on Bc provided that the above conditions are satisfied with Nγ < b instead of
N
γ > b. We next bound
‖u‖
L
2α(2+ǫ)
ǫ (J,Ln)
≤ ‖u‖θ1
LN+1(J,L
2(N+1)
N−1 )
‖u‖1−θ1L∞(J,Lq),
provided that θ1 =
ǫ(N+1)
2α(2+ǫ) and q ≥ 1 satisfies
1
n
=
(N − 1)θ1
2(N + 1)
+
1− θ1
q
.
We continue to bound
‖u‖L∞(J,Lq) ≤ ‖u‖
θ2
L∞(J,L2)‖u‖
1−θ2
L∞(J,L
2N
N−2 )
. ‖u‖θ2L∞(J,L2)‖∇u‖
1−θ2
L∞(J,L2),
provided that 1q =
θ2
2 +
(1−θ2)(N−2)
2N . We thus obtain
‖u‖α
L
2α(2+ǫ)
ǫ (J,Ln)
. ‖u‖
ǫ(N+1)
2(2+ǫ)
LN+1(J,L
2(N+1)
N−1 )
‖u‖
a1(ǫ)
L∞(J,L2)‖∇u‖
b1(ǫ)
L∞(J,L2),
where
a1(ǫ) = α(1 − θ1)θ2 =
N + 2
2
−
N
γ
−
2(N − 2)(α+ 1) + ǫ (N + 1 + (N − 2)α)
2(2 + ǫ)
,
b1(ǫ) = α(1 − θ1)(1− θ2) =
N
γ
−
N + 2
2
+
2(Nα+N − 2) +Nαǫ
2(2 + ǫ)
.
In order to perform the above estimates, we need a1(ǫ) > 0 and b1(ǫ) > 0. Since the functions ǫ 7→ a1(ǫ)
and ǫ 7→ b1(ǫ) are decreasing, it suffices to show their limits as ǫ→ 0 are positive. We have that
lim
ǫ→0
a1(ǫ) =
N + 2
2
−
N
γ
−
(N − 2)(α+ 1)
2
, lim
ǫ→0
b1(ǫ) =
N
γ
−
N + 2
2
+
Nα+N − 2
2
.
On B, we need Nγ > b. Set
N
γ = b+ η for some η > 0 to be chosen shortly. We have that
lim
ǫ→0
a1(ǫ) =
4− 2b− (N − 2)α
2
− η, lim
ǫ→0
b1(ǫ) =
Nα− 4 + 2b
2
+ η.
Since 4−2bN < α <
4−2b
N−2 , we can choose 0 < η <
4−2b−(N−2)α
2 so that these two limits are positive.
Similarly, on Bc, we write Nγ = b− η for some η > 0 to be chosen later. We see that
lim
ǫ→0
a1(ǫ) =
4− 2b− (N − 2)α
2
+ η, lim
ǫ→0
b1(ǫ) =
Nα− 4 + 2b
2
− η.
Thus by choosing 0 < η < Nα−4+2b2 , the two limits are positive.
Let us now show the second estimate. We again write
‖|x|−b−1|u|αu‖
L2(J,L
2N
N+2 )
≤ ‖|x|−b−1|u|αu‖
L2(J,L
2N
N+2 (B))
+ ‖|x|−b−1|u|αu‖
L2(J,L
2N
N+2 (Bc))
.
Let us consider two cases N ≥ 4 and N = 3.
When N ≥ 4, we use Ho¨lder’s inequality and Sobolev embedding to have
‖|x|−b−1|u|αu‖
L2(J,L
2N
N+2 (B))
≤ ‖|x|−b−1‖Lγ(B)‖|u|
αu‖L2(J,Lm)
. ‖u‖
L2+ǫ(J,L
2N(2+ǫ)
(N−2)(2+ǫ)−4 )
‖u‖α
L
2α(2+ǫ)
ǫ (J,Ln)
. ‖∇u‖
L2+ǫ(J,L
2N(2+ǫ)
N(2+ǫ)−4 )
‖u‖α
L
2α(2+ǫ)
ǫ (J,Ln)
,
provided that γ,m, n ≥ 1 satisfy
N
γ
> b+ 1,
N + 2
2N
=
1
γ
+
1
m
,
1
m
=
(N − 2)(2 + ǫ)− 4
2N(2 + ǫ)
+
α
n
.
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We estimate similarly for the term involving Bc provided that the first condition is replaced by Nγ < b+1.
Estimating as above, we get
‖u‖α
L
2α(2+ǫ)
ǫ (J,Ln)
. ‖u‖
ǫ(N+1)
2(2+ǫ)
LN+1(J,L
2(N+1)
N−1 )
‖u‖
a2(ǫ)
L∞(J,L2)‖∇u‖
b2(ǫ)
L∞(J,L2),
where
a2(ǫ) =
N + 2
2
−
N
γ
+ 1−
2(N − 2)(α+ 1) + ǫ (N + 1 + (N − 2)α)
2(2 + ǫ)
,
b2(ǫ) =
N
γ
−
N + 2
2
− 1 +
2(Nα+N − 2) +Nαǫ
2(2 + ǫ)
.
Since ǫ 7→ a2(ǫ) and ǫ 7→ b2(ǫ) are decreasing, it remains to show
lim
ǫ→0
a2(ǫ) =
N + 2
2
−
N
γ
+ 1−
(N − 2)(α+ 1)
2
> 0, lim
ǫ→0
b2(ǫ) =
N
γ
−
N + 2
2
− 1 +
Nα+N − 2
2
> 0.
On B, we take Nγ = b + 1 + η for some 0 < η <
4−2b−(N−2)α
2 . It is easy to see that these two limits are
positive. Similarly, on Bc, we can take Nγ = b+1− η with some 0 < η <
Nα−4+2b
2 so that the two limits
are positive.
When N = 3, we note that the above argument does not hold since 2N(2+ǫ)(N−2)(2+ǫ)−4 is negative for ǫ > 0
small. We estimate
‖|x|−b−1|u|αu‖
L2(J,L
6
5 (B))
≤ ‖|x|−b−1‖Lγ(B)‖|u|
αu‖L2(J,Lm)
≤ ‖u‖L2+ǫ(J,Lr)‖u‖
α
L
2α(2+ǫ)
ǫ (J,Ln)
. ‖ 〈∇〉u‖
L2+ǫ(J,L
6(2+ǫ)
3(2+ǫ)−4 )
‖u‖α
L
2α(2+ǫ)
ǫ (J,Ln)
,
provided that γ,m, r, n ≥ 1 satisfy
3
γ
> b+ 1,
5
6
=
1
γ
+
1
m
,
1
m
=
1
r
+
α
n
,
6(2 + ǫ)
3(2 + ǫ)− 4
< r <∞.
Here the last condition ensures the inhomogeneous Sobolev embedding. The same estimates hold on Bc
provided that the condition 3γ > b + 1 is replaced by
3
γ < b + 1. We can rewrite the last condition as
1
r =
(2+3ǫ)τ
12+6ǫ for some τ ∈ (0, 1). We estimate as above to get
‖u‖α
L
2α(2+ǫ)
ǫ (J,Ln)
. ‖u‖
2ǫ
2+ǫ
L4(J,L4)‖u‖
a2(ǫ)
L∞(J,L2)‖∇u‖
a2(ǫ)
L∞(J,L2),
where
a2(ǫ) =
5
2
−
3
γ
−
2(α+ τ) + ǫ (3τ + 3− (2 − α))
2(2 + ǫ)
,
b2(ǫ) =
3
γ
−
5
2
+
2(3α+ τ) + ǫ (3τ + 3− 3(2− α))
2(2 + ǫ)
.
It is not hard to check that ǫ 7→ a2(ǫ) and ǫ 7→ b2(ǫ) are decreasing. On the other hand,
lim
ǫ→0
a2(ǫ) =
5
2
−
3
γ
−
α+ τ
2
, lim
ǫ→0
b2(ǫ) =
3
γ
−
5
2
+
3α+ τ
2
.
Note that the limit limǫ→0 a2(ǫ) attains its maximum value as τ → 0. We thus need to choose τ close to
0.
On B, we take 3γ = 1 + b+ η for some η > 0 to be chosen shortly. We see that
lim
ǫ→0
a2(ǫ) =
3− 2b− τ − α
2
− η, lim
ǫ→0
b2(ǫ) =
3α− 3 + 2b+ τ
2
+ η.
Since 4−2b3 < α, the second limit is positive for any τ ∈ (0, 1). By choosing 0 < τ < 3 − 2b − α and
0 < η < 3−2b−α−τ2 , the first limit is positive provided that α < 3− 2b. This leads to the restriction
4− 2b
3
< α < 3− 2b, 0 < b <
5
4
.
On Bc, we take 3γ = 1 + b − η for some η > 0 to be chosen later. By choosing 0 < τ < 3 − 2b − α and
0 < η < 3α−3+2b+τ2 , the two limits are positive. Taking ǫ > 0 sufficiently small, we prove the result. 
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Proof of Theorem A.1. We first show that the global Morawetz bound (A.2) implies the global
Strichartz bound
‖ 〈∇〉 u‖S(L2,R) ≤ C(E,M) <∞. (A.3)
To see this, we decompose R into a finite number of disjoint intervals Jl = [tl, tl+1], l = 1, · · · , L so that
‖u‖
LN+1(Jl,L
2(N+1)
N−1 )
≤ δ, l = 1, · · · , L
for some small constant δ > 0 to be chosen later. By Strichartz estimates, we have that
‖ 〈∇〉u‖S(L2,Jl) . ‖ 〈∇〉u(tl)‖L2 + ‖ 〈∇〉 (|x|
−b|u|αu)‖
L2(Jl,L
2N
N+2 )
. ‖ 〈∇〉u(tl)‖L2 +
1∑
k=0
‖|x|−b|∇|k(|u|αu)‖
L2(Jl,L
2N
N+2 )
+ ‖|x|−b−1|u|αu‖
L2(Jl,L
2N
N+2 )
.
We learn from Lemma A.2 that for ǫ > 0 small enough, there exist positive numbers a1(ǫ), b1(ǫ), a2(ǫ)
and b2(ǫ) such that
‖ 〈∇〉u‖S(L2,Jl) . ‖ 〈∇〉u(tl)‖L2 + ‖ 〈∇〉 u‖S(L2,Jl)‖u‖
ǫ(N+1)
2(2+ǫ)
LN+1(Jl,L
2N
N+2 )
‖u‖
a1(ǫ)
L∞(Jl,L2)
‖∇u‖
b1(ǫ)
L∞(Jl,L2)
+‖ 〈∇〉 u‖S(L2,Jl)‖u‖
ǫ(N+1)
2(2+ǫ)
LN+1(Jl,L
2N
N+2 )
‖u‖
a2(ǫ)
L∞(Jl,L2)
‖∇u‖
b2(ǫ)
L∞(Jl,L2)
.
This shows that
‖ 〈∇〉 u‖S(L2,Jl) . ‖ 〈∇〉 u(tl)‖L2 + ‖ 〈∇〉u‖S(L2,Jl)δ
ǫ(N+1)
2(2+ǫ) C(E,M).
Taking δ > 0 small enough, we obtain
‖ 〈∇〉 u‖S(L2,Jl) . ‖ 〈∇〉 u(tl)‖L2 ≤ C(E,M).
By summing over a finite number intervals Jl, l = 1, · · · , L, we prove (A.3).
We now show the scattering property of global solutions. By the time reversal symmetry, it suffices to
consider positive times. By Duhamel formula, we have that
e−it∆u(t) = u0 − i
ˆ t
0
e−is∆|x|−b|u|αuds.
Now let t2 > t1 > 0. By Strichartz estimates,
‖e−it2∆u(t2)− e
−it1∆u(t1)‖H1
.
∥∥∥∥−i
ˆ t2
t1
e−is∆|x|−b|u|αuds
∥∥∥∥
H1
. ‖ 〈∇〉 (|x|−b|u|αu)‖
L2([t1,t2],L
2N
N+2 )
.
1∑
k=0
‖|x|−b|∇|k(|u|αu)‖
L2([t1,t2],L
2N
N+2 )
+ ‖|x|−b−1|u|αu‖
L2([t1,t2],L
2N
N+2 )
. ‖ 〈∇〉u‖S(L2,[t1,t2])‖u‖
ǫ(N+1)
2(2+ǫ)
LN+1([t1,t2],L
2N
N+2 )
‖u‖
a1(ǫ)
L∞([t1,t2],L2)
‖∇u‖
b1(ǫ)
L∞([t1,t2],L2)
+‖ 〈∇〉u‖S(L2,[t1,t2])‖u‖
ǫ(N+1)
2(2+ǫ)
LN+1([t1,t2],L
2N
N+2 )
‖u‖
a2(ǫ)
L∞([t1,t2],L2)
‖∇u‖
b2(ǫ)
L∞([t1,t2],L2)
.
Thanks to (A.2), (A.3) and the conservation of mass and energy, we see that
‖e−it2∆u(t2)− e
−it1∆u(t1)‖H1 → 0 as t1, t2 → +∞.
Hence the limit
u+0 := limt→+∞
e−it∆u(t) = u0 − i
ˆ +∞
0
e−is∆|x|−b|u|αuds
exists in H1. Moreover,
u(t)− eit∆u+0 = i
ˆ +∞
t
ei(t−s)∆|x|−b|u|αuds.
Estimating as above, we show as well that
‖u(t)− eit∆u+0 ‖H1 → 0 as t→ +∞.
The proof is complete. 2
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