On completely positive graphs and their complements  by Goldberg, Felix
Linear Algebra and its Applications 371 (2003) 45–51
www.elsevier.com/locate/laa
On completely positive graphs and their
complements
Felix Goldberg
Department of Mathematics, Technion—IIT, Haifa 32000, Israel
Received 14 October 2002; accepted 25 January 2003
Submitted by R.A. Brualdi
Abstract
In this paper we establish two results concerning completely positive graphs and their
complements: (1) the complement of a completely positive graph on n  9 vertices is not
completely positive; (2) the spectral radius of the adjacency matrix of a completely positive
graph on n  6 vertices is at most
√
3
8n. We show that (1) is best possible without additional
assumptions. The proofs of (1) and (2) rely on a known fact of extremal graph theory which
we state in the language of completely positive graphs and furnish with a proof: the size of
a completely positive graph on n  6 vertices is at most n2/4. We also give another short
proof of (1), under the additional assumption that n  17.
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1. Introduction
A real matrix A is said to be completely positive if it can be decomposed as
A = BBT, where B is a (not necessarily square) non-negative matrix. Obviously, a
completely positive matrix is both positive semi-definite and entrywise non-negative
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(matrices that satisfy these two conditions are called doubly non-negative). Gen-
erally, double non-negativity is not a sufficient condition for complete positivity
(refer for examples to [3], which reviews the state of the art in completely positive
matrices). However, there are cases where double non-negativity may suffice. One
of these cases is when the underlying graph of the matrix in question has a special
structure, as described in Theorem 1.1.
A realization of a graphG (all graphs discussed in this paper are finite, simple and
without loops; we refer the reader to [6] for standard graph-theoretic terminology not
defined here) is a matrix with the same zero pattern as A(G)+ I, where A(G) is the
adjacency matrix of G. We can now make the following definition:
Definition 1. A graph is completely positive or CP if every doubly non-negative
matrix realization of it is a completely positive matrix.
Berman and his collaborators have studied [1,2,11] the structure of completely
positive graphs in a series of works that have led to the following structure theorem
(see also [3]):
Theorem 1.1. The following statements about a graph G are equivalent:
(A) G is completely positive.
(B) Each block of G is completely positive.
(C) Each block of G is either bipartite or K4 or of the form Tn.
(D) G has no large odd cycle (i.e. of odd length greater than 4).
(E) The line graph L(G) is perfect.
We denote by Tn the graph on n vertices that consists of n− 2 triangles erected
upon a common base. The equivalence of conditions (D) and (E) was proved by
Trotter [15]. Another proof of the equivalence of (A) and (D) has been given given
in [7].
It is important to remark that from Theorem 1.1(D) it follows that complete posi-
tivity of graphs is a monotone property, i.e. subgraphs of completely positive graphs
are completely positive themselves. As we shall see, the situation with complements
of completely positive graphs is quite different. The main result of this paper is the
following theorem:
Theorem 1.2. The complement of a completely positive graph on n  9 vertices is
not completely positive.
It is pertinent to remark that this is not true for a graph with eight or less ver-
tices. Indeed, if n  8, we can write n = p + r, where p, r  4 and observe that
both Kp,r and its complement Kp ∪Kr are completely positive by Theorem 1.1(D).
Furthermore, the converse of Theorem 1.2 does not hold for any n  5 (examples
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are easy to construct using Theorem 1.1(D)). Thus, Theorem 1.2 is the best possible
without additional assumptions.
Our proofs of Theorem 1.2 and of Theorem 5.2 will rely on the following fact
from extremal graph theory [14, p. 107]:
Theorem 1.3. The size (number of edges) of a graph on n vertices that contains no
large odd cycle can be at most:
n24  if n  6,
7 if n = 5,(
n
2
)
if n  4.
These bounds are sharp.
In view of Theorem 1.1(D) it is clear that Theorem 1.3 provides us with sharp
upper bounds on the size of a CP graph. In [14] Theorem 1.3 is deduced from a much
more general result [14, Lemma 3.3.2, p. 106] on uniform hypergraphs. For the sake
of completeness, we give another proof in Section 2, along graph-theoretic lines, to-
gether with a brief discussion of its relation to the general forbidden subgraph prob-
lem. We prove Theorem 1.2 in Section 3 and in Section 4 we offer a different proof,
under the additional assumption that n  17. In Section 5 we prove an upper bound
(Theorem 5.2) on the index (spectral radius of the adjacency matrix) of a CP graph.
2. The size of a CP graph
The characterization of CP graphs in terms of forbidden subgraphs given in The-
orem 1.1(D) shows that the estimation of the maximum size of a CP graph may be
approached as a problem in extremal graph theory. Theorem 2.1, due to [10], pro-
vides an instructive asymptotic estimate for the general forbidden subgraph problem:
given a set L of graphs, what is the largest possible number of edges ex(n, L) that a
graph on n vertices may have without containing any graph from L as a subgraph?
We refer the reader to [4,14] for excellent accounts of extremal graph theory.
Theorem 2.1
ex(n, L) =
(
1 + 1
1 − min{χ(G) |G ∈ L}
)
n2
2
+ o(n2).
Theorem 1.1(D) makes it clear that the maximum size of a CP graph is in fact
the value ex(n, {C5, C7, C9, . . .}). Now, since the chromatic number of any large odd
cycle is exactly 3, we can immediately deduce from Theorem 2.1 that ex(n, {C5, C7,
C9, . . .}) = n2/4 + o(n2). We are going to show that the asymptotic term in this
expression is actually unnecessary.
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Proof of Theorem 1.3. We begin with a lemma to take care of the case n = 5 (the
case n  4 is trivial):
Lemma 2.2. A graph G on five vertices with eight edges contains a 5-cycle.
Proof. Obviously, δ(G)  2.Now, suppose that δ(G) = 2.We immediately see that
the subgraph induced by the four vertices of degree greater than 2 has six edges and
thus must be K4. Together with the remaining two edges we have a 5-cycle as a
subgraph of G. Otherwise, δ(G)  3. Then the degree sequence of the graph must
be {4, 3, 3, 3, 3}. Observe that the subgraph induced by the four vertices of degree 3
has degree sequence {2, 2, 2, 2} and is a 4-cycle. Adjoining the vertex of degree 4 to
this 4-cycle we obtain a 5-cycle as a subgraph of G. 
The bound is achieved for n = 5 by adding a pendant vertex to K4, obtaining a
graph on five vertices with seven edges without a 5-cycle. (This example is taken
from [14].)
For the case n = 6 one can prove in very much the same way the following
lemma:
Lemma 2.3. A graph G on six vertices with 10 edges contains a 5-cycle.
To handle the case n  7 we will use the following result of Woodall [16, Corol-
lary 9.2] (based on works by Erdös and Gallai [9] and by Bondy [5]):
Lemma 2.4. If G is a graph on n  3 vertices with at least n2/4 + 1 edges, then
G has a cycle of length k for every 3  k  (n+ 3)/2.
For n  7 Lemma 2.4 implies the existence of a 5-cycle in a graph on n  3 verti-
ces with at least n2/4 + 1 edges, validating the claim made in Theorem 1.3. It only
remains to point out (following [14]) that the graph Kn/2,n/2 has n2/4 edges
and clearly has no odd cycles at all. This completes the proof of the theorem. 
3. Complements of CP graphs
In this section we are going to prove Theorem 1.2.
Proof of Theorem 1.2. We begin by reducing the problem to the case of nine
vertices:
Lemma 3.1. If the complement of any CP graph on nine vertices is not CP, then
Theorem 1.2 holds.
Proof. Let G be a CP graph with m  9 vertices. We can choose any nine vertices
of G and look at the subgraph H induced by them. Then H is a CP graph on nine
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vertices and, by the hypothesis, H is not CP. Since H is induced in G, H is induced
in G and thus G could not have been CP in the first place. 
So, let G be a CP graph on nine vertices. We assume, for the sake of argument,
that G is CP as well and proceed to obtain a contradiction. We can now further
assume, without loss of generality, that G is connected, since either a graph or its
complement must be connected.
By Theorem 1.3 G must have at most  924  = 20 edges. Therefore, G must have
at least
(9
2
)− 20 = 16 edges. We note that G is not bipartite, since if it were, one
of its partitions would contain at least five independent vertices, which would imply
the existence of a 5-clique and, a fortiori, a 5-cycle, in G. Therefore, by Theorem
1.1(C), we infer that G must contain a triangle.
Let us denote by B the block of G that contains the triangle. B cannot be Tr, r ∈
{7, 8, 9}, since that would imply the existence of an (r − 2)-clique in G. So, by
Theorem 1.1(C), we conclude that B ∈ {K4, T3, T4, T5, T6}.
Now let F be the graph obtained from G by deleting all the edges that belong
to B. No connected component of F can contain two different vertices of B, since
that would imply their being joined by a path that lies entirely outside of B, which
is impossible because B is a block. On the other hand, every connected component
of F contains at least one vertex from B, since otherwise G would be disconnected.
Therefore, F has exactly |V (B)| components and at least 16 − |E(B)| edges.
All connected components of F are subgraphs of G and therefore CP graphs.
Thus, their sizes accord with Theorem 1.3. It is now easy (though perhaps slightly
laborious) to see that it is impossible to distribute the vertices in V (G)\V (B) among
the components of F so that all components obey Theorem 1.3 and the total size of
F does not exceed 16 − |E(B)|. This claim holds for any possible value of B. We
verify it below for the case B = T3 = K3:
Suppose that B = T3 and so there are six vertices in V (G)\V (B) that are to be
distributed among the three components of F so that every component is a CP graph.
If we wish to maximize the overall size of F in the process, then we should place all
six available vertices in one component, producing a graph F that has two isolated
vertices and a CP component on seven vertices. By Theorem 1.3 the size of F is
at most  724  = 12, while in our previous discussion we have seen that it must be
at least 16 − |E(B)| = 16 − 3 = 13. A similar argument disposes of all the other
possible values of B.
We have reached a contradiction by assuming that both G and G are CP graphs.
This completes the proof of the theorem. 
4. Another proof under a weaker assumption
In this section we offer another proof of Theorem 1.2, under the assumption that
n  17. This proof is based on considerations of chromaticity. First, we note that
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for any n  3 we have χ(Tn) = 3. This, together with the simple observation that
the chromatic number of a graph is the maximum of the chromatic numbers of its
blocks, enables us to write down the following consequence of Theorem 1.1(C):
Corollary 4.1. If G is a CP graph, then χ(G)  4.
Now, by a classic theorem of Nordhaus and Gaddum [13] we have:
Lemma 4.2. If G is a graph on n vertices and G is its complement, then n 
χ(G)χ(G).
Proof of Theorem 1.2, assuming n  17. Corollary 4.1 and Lemma 4.2 imply to-
gether that if G is a CP graph on n vertices, then χ(G)  n/4. But for n  17 this
means that χ(G) > 4. Thus by Corollary 4.1, G cannot be CP. This completes the
proof of Theorem 1.2, under the assumption that n  17. 
The technique employed in the proof above may be seen as an instance of a
more general method: Suppose we are given a class of graphs  that satisfies the
inequality φ(G)  K (K is constant) for some graph-parameter φ and a Nordhaus–
Gaddum type theorem ∀n  n0, φ(G)φ(G)  f (n), where f is some strictly in-
creasing (positive) function of n. Letting N be the first integer greater than n0 such
that f (N) > K2, we deduce, as in the proof above, that for a graph G ∈  on N or
more vertices it is necessarily the case that G /∈ .
An extremely simple application of this method is to deduce from the Four Col-
our Theorem and Lemma 4.2 that complements of planar graphs on 17 or more
vertices are non-planar. It is quite conceivable that other, less trivial, results might be
obtainable by this method.
5. A spectral application
In this section we are going to use Theorem 1.3 to derive an upper bound on
the index (the spectral radius of the adjacency matrix) of a CP graph. We will re-
quire the following result, that has recently been proved by Nikiforov [12], settling a
conjecture of Edwards and Elphick [8]:
Theorem 5.1. If G is a graph with index λ, then λ 
√
2e p−1
p
, where e is the num-
ber of edges and p is the clique number.
We can now state and prove the following theorem:
Theorem 5.2. If G is a CP graph on n  6 vertices with index λ, then λ 
√
3
8n.
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Proof. By Theorem 1.1(C) we have p  4 and by Theorem 1.3 e  n2/4. Sub-
stituting these inequalities into the one provided by Theorem 5.1, we are done. 
We remark that the indices of CP graphs on less than six vertices are easily deter-
mined by direct computation.
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