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Abstract 
In  this  paper  we  provide  some  illustrative  Monte  Carlo  evidence  on  the  usefulness  of  the  well-known  misspecification 
test  in  the  case  of  testing  for  a  unit  root  against  an  exogenously  determined  break  in  the  level  of  a  series.  We  also 
investigate  the  small  sample  behaviour  of  Perron’s  (Journal  of  Business  and  Economic  Statistics,  1990,  8,  153-162)  unit 
root  test  in  the  presence  of  an  erroneous  location  of  the  break  point. 
1.  Introduction 
Since  the  study  by  Perron  (1989)  there  has  been  an  increasing  interest  in  the  problem  of 
structural  changes  in  economic  time  series.  In  particular,  it  was  found  that  the  usual  unit  root  tests 
L_l___._ __rl___ ____I-.  _--l--r  LT...- __..  I__ .  ..t_-.  ..--..  _~. I.  -J  r~~~_r..  __._I_r  1_,__~_ ~__d_  ~~  ~~ 
ucrravt:  ra~r~er  puor~y  agiitxts~  ~trnt:  series  wnose  mean  or  rrenu  runction  mignr  ndve  unuergone  an 
important  structural  change  [see  Perron  (1989,  1990),  Rapporort  and  Reichlin  (1989)].  Recent 
developments  in  this  area  advocate  the  use  of  a  sequential  or  recursive  unit  root  testing  procedure 
to  determine  the  date  of  the  potential  breaking  point  in  order  to  overcome  the  data  mining 
problem  underpinning  cases  where  the  breaking  date  is  assumed  known  a priori.  ’ However,  there 
remain  cases  where  major  institutional  changes  are  affecting  economics  and  thus  constitute  serious 
potential  breaks.  Examples  include  the  creation  of  the  EMS  [see,  for  example,  Delhausse  and 
Urbain  (1991)],  institutional  changes  in  the  interest  rate  setting  process,  etc.  In  these  cases,  if  the 
potential  break  point  is  taken  at  the  date  of  the  institutional  change,  the  data  mining  critique 
[raised  inter  alia  by  Christian0  (1992)]  clearly  is  not  applicable  since  such  an  event  exactly 
corresponds  to  what  Perron  (1989,  1990)  specifies  as  an  ‘exogenous  shock’.  Nevertheless,  there  is 
no  guarantee  that  the  economic  agents  underlying  the  observed  economic  time  series  have  reacted 
without  lags,  or  not  before  the  date  since  expectations  are  likely  to  play  some  role  in  practical 
situations. 
* Corresponding  author. 
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In  this  paper  we  point  out  that,  when  using  a  priori  selected  breaking  dates,  the  use  of  some 
well-known  misspecification  tests  can  be  proven  to  be  useful  to  indicate  whether  or  not  the 
breaking  date  has  been  correctly  chosen.  We  also  investigate  the  small  sample  size  and  power  used 
by  Perron  (1990)  in  the  case  of  errors  in  the  location  of  the  break.  We  restrict  ourselves  to  the 
level  shift  hypothesis  (under  the  innovation  outlier  assumption),  although  similar  results  are 
obtainable  in  the  case  of  breaking  trends. 
2.  Test  statistics  and  simulation  design 
As  is  known,  in  usual  linear  regression  models  structural  changes  induce  several  problems  such 
as  serial  correlation,  outliers,  etc.  On  the  other  hand,  some  well-known  misspecification  tests, 
such  as  Jarque  and  Bera’s  (1980)  normality  test,  or  Engle’s  (1982)  LM  test  for  the  presence  of 
ARCH  effects  are  known  to  be  sensitive  to  the  presence  of  an  outlier.  It  thus  appears  natural  that 
they  should  be  quite  sensitive  to  an  erroneous  imposition  of  the  breaking  date.  Note  that  per  se, 
neither  the  absence  of  serial  correlation  or  of  ARCH  effects,  nor  the  normality  assumption  are 
required  for  the  computation  of  unit  root  tests  against  a  deterministic  changing  function. 
However,  as  the  lag  augmentation  which  enters  the  construction  of  test  statistics  is  usually 
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effect  of  choosing  the  wrong  date  on  the  behaviour  of  these  residuals,  and  also  on  the  small 
sample  size  and  power  of  the  unit  root  tests  proposed  by  Perron  (1990). 
2.1.  Test statistic 
We  consider  the  problem  of  testing  for  a unit  root  against  a process  which  is  stationary  around  a 
shifting  level.  We  restrict  the  analysis  to  the  case  of  innovation  outliers,  which  implies  a  smooth 
change  in  the  level  of  the  series.  Under  the  null  hypothesis  of  a  unit  root  we  have  the  following 
model  representation: 
H, : Y, = Y,-,  + YDP)  + u,  >  (1) 
where  D(TB)  = 1  if  t =  TB  + 1  and  zero  elsewhere.  Under  the  alternative  stationary  hypothesis 
around  a  level  shift  we  get 
H,:y,=p+yDU+w,,  (2) 
where  DU  = 1 if  t >  TB  and  zero  elsewhere.  u,  and  w,  are  covariance-stationary  processes  which, 
for  simplicity,  we  assume  in  our  Monte  Carlo  experiment  to  be  white  noise  processes.  Perron 
(1990)  then  proposes  to  use  the  usual  unit  root  t-test  (tbrl)  based  on  the  regression  model 
k 
Y, =  PY,-1 + p  + yDU  + GD(TB)  + c  c,Ay,-,  + u, 
i=l 
The  asymptotic  null  distribution  is  tabulated  in  Perron  (1990)  and  the  lag  length,  k,  is  selected 
according  to  some  empirical  examination  of  the  regression  results  [for  details,  see  Perron  (1990)]. A.  Hecq  and  J.-P.  Urbain  I  Economics  Letters  43  (1993)  129-135 
2.2.  Simulation  design 
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We  confine  ourselves  to  an  illustrative  Monte  Carlo  experiment  using  artificially  generated 
samples  of  100  observations.  The  true  breaking  point  is  fixed  in  the  middle  of  the  sample  (50)  and 
we  consider  break  points  (7’B)  that  have  been  erroneously  fixed  at  2%,  6%  and  10%  before  and 
after  the  true  breaking  date.  Since  the  ratio  of  the  percentage  error  to  the  true  location  of  the 
break  point  is  in  all  cases  an  integer,  the  results  apply  for  smaller  or  larger  sample  sizes  as  well.  * 
Under  the  null  of  a unit  root,  the  data  were  simulated  according  to  model  (1)  with  u, -  N(0,  1). 
Under  the  alternative  hypothesis,  we  simulated  the  data  according  to  model  (2)  with  w, -  N(0,  1). 
The  effect  of  the  outlier  (break)  is  given  by  y,  which  in  our  simulations  was  set  at  (1,  2,  5,  7,  10) 
times  the  innovation  standard  error  respectively. 
The  following  results  are  reported  in  Tables  l-6  (each  table  corresponds  to  a 2%,  6%  and  10% 
error  in  the  choice  of  the  location  of  the  breaking  point  TB,  both  under  the  null  and  the 
alternative): 
(1)  Column  1:  magnitude  (in  terms  of  innovation  standard  error)  of  the  outlier  (under  the  null) 
or  the  break  (under  the  alternative). 
(2)  Column  2:  location  of  the  breaking  point  in  the  estimated  model  (3). 
(3)  Column  3:  mean  and  standard  deviation  [column  (4)]  of  fioLs  over  the  5,000  replications. 
(4)  Column  5:  the  empirical  (non  size-adjusted)  power  and  size  of  the  unit  root  t-test 
(expressed  in  percentages),  with  a  nominal  size  fixed  at  the  5%  level  using  the  critical  values 
tabulated  in  Perron  (1990). 
(5)  Columns  6-9  are  the  frequencies  of  choosing  an  order  lag  polynomial  in  Eq.  (3)  of  order  1, 
2.  3  or  greater  than  3  using  Schwarz’  BIC  criterion. 
(6)  Columns  lo-14  are  percentages  of  rejection  of  the  null  of  normality  (using  Bera  and 
Jarque’s  test,  denoted  by  BJ),  linearity  (using  a  second-order  RESET  test),  absence  of  first-, 
second-  and  third-order  ARCH  effects  (using  LM  test  for  ARCH  effects). 
Five  thousand  replications  were  performed  on  a  compatible  PC  486  DX  33  using  the  simulation 
routine  RAND  in  GAUSS. 
3.  Simulation  results  and  comments 
Tables  l-3  report  the  outcome  over  the  5,000  replications  under  the  null  hypothesis  of  a  unit 
root.  The  results  under  the  alternative  of  a  level  shift  are  reported  in  Tables  4-6. 
Some  comments  are  in  order: 
l  We  first  note  that  under  the  null  hypothesis,  the  empirical  size  of  the  unit  root  test  proposed  by 
Perron  (1989)  is  unaffected  in  the  case  of  a  10%  error  in  the  location  of  the  breaking  point.  For 
smaller  errors  in  the  location  of  the  breaking  date,  substantial  size  distortions  can  be  observed, 
and  this  especially  for  outliers  greater  than  or  equal  to  five  times  the  innovation  standard.  Note 
that  size  distortions  usually  are  much  more  important  when  the  breaking  point  is  fixed  after  the 
true  change.  Under  the  null,  the  correct  number  of  additional  lags  is  almost  always  found  (zero) 
according  to  the  BIC  criterion. 
l  Under  the  null  hypothesis,  most  misspecification  tests  behave  well,  except  Bera  and  Jarque’s 
normality  test  which,  owing  to  the  presence  of  a  large  outlier,  rejects  the  normality  assumption 
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Table  1 
Simulation  results  under  the  null  hypothesis  with  2%  errors 
Y  TB  P  RMSE  Size  AR0  AR1  AR2  zAR3  BJ  RESET2  ARCH1  ARCHl-2  ARCHl-3 
1  48  0.918  0.039  4.90  95.3  3.6  0.7  0.4  95.8  93.6  96.8  97.0  96.7 
1  52  0.917  0.039  5.58  95.4  3.7  0.6  0.3  96.0  94.1  96.8  96.5  97.1 
2  48  0.918  0.039  5.04  95.1  3.9  0.6  0.4  91.8  93.5  96.8  96.9  96.7 
2  52  0.913  0.039  7.14  95.4  3.7  0.6  0.3  93.1  94.3  96.9  96.6  96.4 
5  48  0.920  0.042  3.74  94.6  4.6  0.5  0.3  14.2  91.2  98.3  98.6  98.7 
5  52  0.890  0.041  20.74  95.1  4.0  0.5  0.4  28.2  83.2  95.5  96.5  96.8 
7  48  0.922  0.046  2.62  94.9  4.5  0.5  0.1  0.1  89.4  99.3  99.6  99.7 
7  52  0.867  0.042  36.96  95.3  4.0  0.6  0.1  2.3  56.8  93.6  95.3  95.9 
10  48  0.926  0.051  1.60  95.6  3.8  0.5  0.1  0.0  87.6  99.9  99.9  99.9 
10  52  0.826  0.045  60.60  96.6  2.9  0.3  0.2  0.0  21.3  89.3  92.5  94.5 
Table  2 
Simulation  results  under  the  null  hypothesis  with  6%  errors 
Y  TB  P  RMSE  Size  AR0  AR1  AR2  ?AR3  BJ  RESET2  ARCH1  ARCHl-2  ARCHl-3 
1  44  0.918  0.038  5.30  95.2  3.8  0.6  0.4  95.9  93.2  96.7  97.1  97.1 
1  56  0.917  0.038  5.12  95.3  3.7  0.6  0.4  96.2  94.0  96.8  96.9  97.1 
2  44  0.919  0.039  5.26  95.1  3.9  0.6  0.4  92.2  93.2  96.9  96.9  97.2 
2  56  0.915  0.039  5.76  95.3  3.6  0.7  0.4  93.3  94.3  97.2  97.0  97.0 
5  44  0.924  0.040  3.34  95.2  3.6  0.9  0.3  14.6  92.1  98.1  98.0  98.1 
5  56  0.905  0.039  10.14  95.6  3.7  0.5  0.2  20.0  94.8  97.5  96.8  97.3 
7  44  0.929  0.041  2.32  95.7  3.4  0.7  0.2  0.3  91.2  99.3  99.5  99.7 
7  56  0.896  0.040  14.54  96.7  2.8  0.4  0.1  0.6  92.7  98.6  98.5  98.8 
LO  44  0.936  0.042  1.08  97.1  2.5  0.3  0.1  0.0  87.0  99.9  99.9  99.9 
10  56  0.882  0.040  24.28  97.7  2.0  0.2  0.1  0.0  87.7  99.7  99.8  99.9 
Table  3 
Simulation  results  under  the  null  hypothesis  with  10%  errors 
Y  TB  P  RMSE  Size  AR0  AR1  AR2  >AR3  BJ  RESET2  ARCH1  ARCHl-2  ARCHl-3 
1  40  0.918  0.038  5.42  95.6  3.2  0.7  0.5  95.8  93.6  96.8  97.0  96.9 
1  60  0.917  0.038  5.12  95.3  3.8  0.5  0.4  95.9  93.9  96.6  96.6  96.8 
2  40  0.919  0.039  5.18  95.7  3.3  0.6  0.4  91.8  93.2  96.7  96.9  96.9 
2  60  0.917  0.039  5.28  95.3  3.8  0.5  0.4  93.3  93.9  96.3  96.4  96.6 
5  40  0.926  0.039  3.20  96.0  3.2  0.6  0.2  14.9  92.1  98.5  98.3  98.3 
5  60  0.913  0.038  5.52  95.9  3.3  0.6  0.2  19.9  94.1  97.6  97.5  97.4 
7  40  0.931  0.039  2.28  96.8  2.6  0.6  0.0  0.4  91.4  99.6  99.6  99.7 
7  60  0.909  0.038  5.24  96.7  2.7  0.5  0.1  0.5  93.6  99.1  99.3  99.4 
10  40  0.940  0.039  1.20  98.3  1.6  0.1  0.0  0.0  86.7  99.9  100  100 
10  60  0.906  0.037  4.86  98.2  1.6  0.2  0.0  0.0  91.6  99.9  99.9  99.9 
in  most  cases  when  the  magnitude  of  the  break  is  greater  than  or  equal  to  five  times  the 
innovation  standard  error. 
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Table  4 
























Y  TB  b 
1  48  -0.009 
1  48  PO.099 
1  52  ~0.010 
1  52  -0.056 
2  48  0.019 
2  48  -0.062 
2  52  0.017 
2  52  0.041 
5  48  0.183 
5  48  0.116 
5  52  0.150 
5  52  0.253 
7  48  0.314 
7  48  0.257 
7  52  0.234 
7  52  0.319 
IO  48  0.486 
LO  48  0.443 
IO  52  0.324 
LO  51  0.377 





















100  95.3  3.9 
99.2  -  _ 
100  95.7  3.5 
99.7  - 
100  95  4.1 
96.9  - 
100  96.1  3.2 
99.77  -  _ 
100  95.1  3.9 
60.8  - 
100  84.3  12.7 
100  -  _ 
98.86  95.4  3.7 
28.06  -  _ 
1%  75.8  20.6 
loo  - 
91.32  95.4  3.7 
6.10  - 
100  73.4  24.1 
100  _ 
0.5  0.3  95.7  94.9 
_  95.8  94.7 
0.5  0.3  95.5  95.4 
_  _  95.9  95.3 
0.6  0.3  89.5  90.3 
_  90.1  91.7 
0.5  0.2  91.7  92.3 
_  _  93.5  92.1 
0.8  0.2  3.7  14.4 
_  5.13  19.5 
2.5  0.5  35.5  40.6 
56.8  61.6 
0.8  0.1  0.0  0.8 
_  0.03  1.8 
3.:  9.5  9.3  22.3 
_  _  21.20  47.4 
0.8  0.1  0.0  0.2 
_  0.01  0.8 
2.2  0.3  0.8  16.4 
_  _  1.7  40.2 
97.1  96.8  97.1 
97.5  97.4  97.2 
97.2  97  97.2 
97.6  97.4  97.2 
95.2  95.4  95.5 
95.7  95.9  95.7 
97.4  97.3  97.2 
97.6  97.4  97.6 
23.7  30.8  39.1 
26.9  33.9  42.2 
98.4  98.2  98.0 
96.1  96.2  96.8 
18.9  25.9  32.9 
20.4  27.3  33.7 
94.8  96.4  97.4 
83.8  87.8  91.7 
46.5  59.5  69.2 
48.4  61.1  70.4 
61.7  74.4  82.9 
32.1  45.9  58.8 
Table  5 
Simulation  results  under  the  alternative  hypothesis  with  6%  errors 
k  y  TB  b  48)  Power  AR0  AR1  AR2  ?AR3  BJ  RESET;!  ARCH1  ARCHl-2  ARCHl-3 
0  1  44  0.023  0.102 
3  1  44  0.024  0.207 
0  1  56  0.023  0.101 
3  1  56  0.059  0.195 
0  2  44  0.134  0.102 
3  2  44  0.290  0.192 
0  2  56  0.129  0.099 
3  2  56  0.315  0.161 
0  5  44  0.514  0.092 
3  5  44  0.795  0.142 
0  5  56  0.468  0.084 
3  5  56  0.642  0.095 
0  7  44  0.672  0.083 
3  7  44  0.898  0.122 
0  7  56  0.598  0.074 
3  7  56  0.707  0.077 
0  10  44  0.800  0.072 
3  10  44  0.9500  0.104 
0  10  56  0.699  0.063 




















95.6  3.6  0.6  0.2  95.6  94.3  96.7  96.8  96.5 
_  _  _  _  95.7  94.2  97.1  97.2  96.8 
95.2  3.7  0.6  0.5  94.8  94.5  96.4  96.5  96.5 
_  _  _  _  95.2  96.4  96.5  96.5  96.9 
88.2  9.9  1.4  0.5  89.7  76.4  91.7  89.7  89.7 
_  91.6  86.4  93.6  93.8  93.9 
81.9  13.0  3.9  1.2  90.4  75.7  91.6  90.5  89.9 
_  94.3  91.7  95.7  95.3  95.4 
28.9  51.9  16.2  4.0  33.5  1.66  73.3  66.5  63.6 
_  28.2  41.2  57.8  61.0  66.5 
18.8  52.1  24.5  4.6  72.6  4.6  44.0  36.3  37.7 
_  _  _  _  17.2  78.9  68.5  64.5  643 
21.6  61.5  15.2  1.7  6.7  0.50  85.7  84.7  83.8 
_  2.03  23.9  57.7  64.2  70.3 
15.5  63.4  19.4  1.7  51.3  2.4  40.7  29.9  30.0 
_  _  _  _  28.8  70.2  49.6  44.00  43.9 
30.8  61.6  7.1  0.5  0.1  0.9  97.3  97.6  97.9 
_  0.00  15.1  80.3  86.6  90.2 
25.5  66.9  7.4  0.2  4.5  2.9  66.2  59.7  58.6 
_  _  0.60  57.6  53.8  55.2  58.2 
(first)  column  which  gives  the  number  of  lags  included  in  the  regression  model  (3).  The  picture  is 
quite  different: 
l As  might  be  expected,  for  errors  in  location  greater  than  6%  there  is  a  substantial  loss  of  power 
for  important  breaks.  The  power  reaches  almost  0 for  a  10%  error  and  a magnitude  of  ten  times 
the  innovation  standard  error.  Note  that  this  power  loss  arises  only  if  the  break  has  been 134  A.  Hecq  and  J.-P.  Urbain  I  Economics  Letters  43  (1993)  129-135 
Table  6 
Simulation  results  under  the  alternative  hypothesis  with  10%  errors 
k  Y  TB  6  da  POWS  AR0  AR1  AR2  =-AR3  BJ  RESET2  ARCH1  ARCHl-2  ARCHl-3 
0  1  40  0.049  0.102  100 
3  1  40  0.119  0.198  92.96 
0  1  60  0.048  0.101  100 
3  1  60  0.137  0.189  97.00 
0  2  40  0.209  0.100  100 
3  2  40  0.466  0.166  36.3 
0  2  60  0.204  0.098  100 
3  2  60  0.452  0.148  69.53 
0  5  40  0.631  0.082  97.82 
3  5  40  0.870  0.102  0.00 
0  5  60  0.597  0.078  100 
3  5  60  0.761  0.083  4.76 
0  7  40  0.765  0.076  43.18 
3  7  40  0.928  0.080  0.00 
0  7  60  0.716  0.066  99.64 
3  7  60  0.812  0.067  1.37 
0  111  40  0.860  0.058  0.08 
3  10  40  0.955  0.068  0.0 
0  10  60  0.799  0.055  82.66 
3  10  60  0.847  0.054  0.00 
93.9  4.9  0.8  0.4  96.1  94.3  96.8  96.8 
_  _  96.0  94.6  97.3  97.3 
93.1  5.6  0.9  0.4  95.3  94.2  96.7  96.5 
95.6  94.9  97.2  97 
70.0  21.9  6.4  1.7  92.1  93.2  90.4  95.6 
_  93.2  90.40  95.6  95.6 
63.7  22.6  10.1  3.6  92.5  72.8  94.3  92.0 
_  _  95.4  93  95.8  95.5 
8.1  54.8  30.9  6.2  52.1  4.7  90.2  X2.5 
_  31.4  52.3  62.3  67.2 
6.3  51.5  34.3  7.9  83.7  6.2  79.6  76.8 
_  _  63.3  84.4  74.4  75.5 
7.7  67.5  22.5  2.3  12.3  3.9  93.0  93.7 
_  _  1.83  26.9  57.6  64.8 
6.6  64.6  25.9  2.9  42.6  4.10  85.7  84.3 
_  _  13.7  69.7  60.9  63.1 
17.7  72.4  9.6  0.3  0.1  10.0  98.4  98.9 
_  _  0.0  15.7  78.8  85.8 
17.3  72.4  10.0  0.0  1.9  4.9  96.9  95.9 





















erroneously  fixed  before  the  true  change  point.  Otherwise,  the  power  is  reasonably  high  and 
reaches  unity  in  many  cases. 
As  expected,  significant  lag  augmentation  would  often  be  performed  using  the  BIC  criterion. 
For  substantial  breaks,  RESET  very  often  rejects  the  linearity  hypothesis.  Similarly,  LM  tests 
for  ARCH  effects  often  reject  the  correct  null  of  no  ARCH  effects,  and  this  irrespective  of 
whether  the  breaking  point  has  been  incorrectly  located  before  or  after  the  true  breaking  point. 
Most  of  these  remarks  are  amplified  when  third-order  lag  augmentation  is  applied.  In 
particular,  when  the  break  used  in  the  regression  model  (3)  is located  before  the  true  break,  we 
observe  very  substantial  loss  of  power. 
The  remaining  results  are  quite  similar  to  those  obtained  when  no  lag  augmentation  is 
performed,  except  for  the  second-order  RESET  test  which  is  somewhat  less  sensitive. 
Some  brief  conclusions  are  in  order.  Our  simulation  exercises  point  out  the  important 
sensitivity  of  several  well-known  regression  misspecification  tests  to  an  erroneous  location  of  the 
breaking  point  in  Perron’s  (1990)  procedure.  They  also  point  out  the  important  loss  of  power  that 
one  is  likely  to  encounter  if  the  breaking  date  has  been  erronously  imposed  before  the  true 
breaking  point.  However,  the  sensitivity  of  these  misspecification  tests  can  also  be  useful  as  they 
provide  some  insight  into  the  correctness  of  the  choice  of  the  breaking  date.  In  particular,  it  is 
found  that  for  substantial  structural  changes,  the  choice  of  a  wrong  breaking  date  can  produce  a 
(spurious)  lag  augmentation  if  the  latter  is  selected  according  to  some  data-based  criterion  such  as 
the  BIC.  In  this  case,  we  also  found  an  important  power  loss.  The  behaviour  of  some 
misspecification  test  statistics  such  as  RESET,  BJ  or  the  LM  test  for  ARCH  effects  can 
nevertheless  point  out  that  one  has  probably  selected  the  wrong  breaking  date. 
Finally,  the  outcome  of  this  small-scale  Monte  Carlo  exercise  also  clearly  favours  the  use  of  a 
sequential  or  recursive  analysis  which  does  not  encounter  the  problem  of  a  priori  selection  of  the 
break  point,  which  [in  addition  to  the  criticism  raised  inter  alia  by  Christian0  (1992)],  can  produce 
serious  size  distortion  and  power  loss. A.  Hecq  and  J.-P.  Urbain  I  Economics  Letters  43  (1993)  129-135  135 
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