Classes with bounded rankwidth are MSO-transductions of trees and classes with bounded linear rankwidth are MSOtransductions of paths. These results show a strong link between the properties of these graph classes considered from the point of view of structural graph theory and from the point of view of finite model theory. We take both views on classes with bounded linear rankwidth and prove structural and model theoretic properties of these classes: 1) Graphs with linear rankwidth at most r are linearly χ-bounded. Actually, they have bounded c-chromatic number, meaning that they can be colored with f (r) colors, each color inducing a cograph. 2) Based on a Ramsey-like argument, we prove for every proper hereditary family F of graphs (like cographs) that there is a class with bounded rankwidth that does not have the property that graphs in it can be colored by a bounded number of colors, each inducing a subgraph in F . 3) For a class C with bounded linear rankwidth the following conditions are equivalent: a) C is stable, b) C excludes some half-graph as a semi-induced subgraph, c) C is a first-order transduction of a class with bounded pathwidth. These results open the perspective to study classes admitting low linear rankwidth covers.
Introduction
Hierarchical decompositions of graphs such as treewidth, pathwidth, and treedepth decompositions, as well as their dense counterparts rank-, linear rank-, and shrubdepth decompositions play an important role in graph theory with many applications in computer science and logic. These decompositions capture global connectivity properties of graphs (over different connectivity functions), and hence classes with bounded width are strongly restricted. Via the concept of low width covers one can apply these decompositions to * Supported by CE-ITI P202/12/G061 of GAČR much larger graph classes. A class of graphs C admits low width covers if for every p ∈ N the vertices of every graph G ∈ C can be covered with a bounded number of sets U 1 , . . . , U N such that every set X ⊆ V (G) with at most p elements is contained in some U i and such that all U i induce a subgraph of bounded width (such a cover is a depth-p width cover ). The following characterization theorem was obtained by Nešetřil and Ossona de Mendez [30] (originally in terms of the equivalent concept of low treedepth colorings).
Theorem. Let C be a class of graphs. The following are equivalent.
1. C admits low treewidth covers. 2. C admits low treedepth covers. 3 . C has bounded expansion.
Classes with bounded expansion are classes of uniformly sparse graphs and the above decomposition by covers allows to solve many algorithmic problems on classes with bounded expansion more efficiently than on general graphs. For example every property of graphs definable in first-order logic (FO) can be tested in linear time on graph classes with bounded expansion as shown by Dvořák et al. [10] . This result generalizes to the more general nowhere dense graph classes, however, it requires completely different methods [19] .
With the aim of extending the covering approach to dense graph classes, Kwon et al. [26] introduced the notion of low rankwidth covers and low shrubdepth covers. They provided several examples of classes that admit low rankwidth covers and showed that r-powers of graph classes with bounded expansion admit low shrubdepth covers. Not much later, Gajarský et al. [13] provided a full characterization of classes that admit low shrubdepth covers.
1. C admits low shrubdepth covers. 2. C is included in a first-order transduction of a bounded expansion class.
A logical transduction transforms one structure into another by logical means. In its simplest form a transduction of a graph consists of a coloring step and then an interpretation step, where we interpret a new edge relation via a logical formula. For example, a transduction can complement the edge set of a graph or connect any two vertices at a fixed distance. FO-transductions of bounded expansion classes are named classes of structurally bounded expansion. Unfortunately, no efficient version of the last theorem is known. However, if a graph is given together with a depth-2 shrubdepth cover one again obtains efficient algorithms for many algorithmic problems, in particular, one can efficiently solve the model-checking problem of first-order logic [13] .
In this work we combine graph-theoretic tools with ideas from model theory, in particular from stability theory, to understand the connection between rankwidth and treewidth and the connection between linear rankwidth and pathwidth from the view of firstorder logic. It is a classical result of Courcelle [5] (stated originally for cliquewidth, see also Courcelle and Engelfriet [6, Theorem 7 .47]) that a class C of graphs has bounded rankwidth if and only if C is an MSO-transduction of the class of all trees and C has bounded linear rankwidth if and only if C is an MSOtransduction of the class of all paths. Hence, the connection between these measures from the view of monadic second-order logic is very well understood. In the result of Courcelle the power of MSO is only needed to define the greatest common ancestor of two elements, and if we represent trees by the induced tree order and paths by the induced linear order instead, we obtain the following two characterizations of Colcombet [4] : a class C of graphs has bounded rankwidth if and only if C is an FO-transduction of the class of all tree orders and C has bounded linear rankwidth if and only if C is an FO-transduction of the class of all linear orders. This leads to the central question about the role of order in graph classes with bounded (linear) rankwidth and in classes that admit low (linear) rankwidth covers. Definability of orders plays also a central role in the area of model theory called stability theory (also known as classification theory, cf [42] ). In a nutshell, a first-order theory is called stable if no formula can define arbitrarily large orders, and this notion can naturally be adapted to infinite graph classes. These considerations lead in particular to the following conjectures. The conjectures imply that if a class C is an FOtransduction of the class of all tree orders or linear orders, then either the use of the order is witnessed by the presence of arbitrarily large interpretable orders in the graphs in C , or the class C does not need the full power of the orders and can be obtained by an FO-transduction of a class with bounded pathwidth or treewidth. If true, these conjectures would imply that for stable graph classes the properties of admitting low rankwidth covers, low linear rankwidth covers and low shrubdepth covers coincide, and are equivalent to the property of having structurally bounded expansion.
Our results As the first main result of the paper we prove that Conjecture 1.2 is true. In fact we prove that the following stronger statement is true. A half-graph (also known as a ladder-or chaingraph) of order k is a bipartite graph with vertex set {a 1 , . . . , a k }∪{b 1 , . . . , b k } and the edges {a i , b j } ⇔ i ≤ j (see Fig. 1 ). We say that a bipartite graph H with parts A and B is semi-induced in a graph G, if H is a subgraph of G and the edges between A and B in G are induced, i.e., for a ∈ A and b ∈ B we have {a, b} ∈ E(H) ⇔ {a, b} ∈ E(G).
The notion of stability can be expressed in terms of half-graphs: a formula ϕ(x,ȳ) (wherex andȳ denote tuples of free variables) is stable over a class C of graphs if there exists an integer k such that in no graph G ∈ C one can find tuplesā 1 , . . . ,ā k (of length |x|) and tuples
In particular, if one considers tuples of size 1 and the formula ϕ(x, y) expressing adjacency of x and y, a necessary (but generally not sufficient) condition for a class C to be stable is that there is an integer k such that no graph in C contains the half-graph of order k as a semi-induced subgraph.
We prove the following theorem. Theorem 1.1. Let C be a class of graphs with bounded linear rankwidth. Then the following are equivalent:
1. C is stable, 2. C excludes some semi-induced half-graph, 3 . C is included in a first-order transduction of a class D with bounded pathwidth.
Theorem 1.1 is stronger than Conjecture 1.2 as it does not require that every formula over C is stable, but it is sufficient that the formula E(x, y) is stable. This statement is particularly interesting in the light of the fact that graphs of bounded linear rankwidth have bounded pathwidth if and only if they exclude some complete bipartite graph as a subgraph as shown by Gurski and Wanke [20] . From the point of view of first-order logic, the obstruction for interpretability in a graph with bounded pathwidth is not a complete bipartite graph but a half-graph. Note that the special role of half-graphs was recently observed also by Malliaris and Shelah [28] , who obtained a stronger version of Szemerédi's regularity lemma for graphs that exclude a semi-induced half-graph.
As a corollary we derive that for stable graph classes C the notions of low shrubdepth covers and low linear rankwidth covers coincide. Both of these statements are equivalent to the property that C has structurally bounded expansion. Corollary 1.1. For a class of graphs C the following conditions are equivalent:
1. C is a stable class of graphs that admits low linear rankwidth covers.
2. C admits low linear rankwidth covers and excludes some semi-induced half-graph.
3. C admits low shrubdepth covers.
C has structurally bounded expansion.
We then turn our attention to unstable classes that admit low linear rankwidth colorings. As an order can be interpreted by first-order formulas in such classes we must somehow handle these orders. For this purpose we introduce a notion of embedded shrubdepth decompositions that implicitly carry an order in the decomposition tree. We prove the following theorem. Theorem 1.2. Every class C with bounded linear rankwidth admits low embedded shrubdepth covers.
As a corollary we obtain a decomposition via covers for classes with low linear rankwidth covers.
Corollary 1.2. A class C admits low linear rankwidth covers if and only if C admits low embedded shrubdepth covers.
We then return to purely graph theoretic concepts. A class of graphs C is called χ-bounded if the chromatic number of graphs from C is bounded by a function of their clique number. The concept of χ-boundedness was introduced by Gyárfás [21] and has received considerable attention in the literature. We refer to the recent survey of Scott and Seymour [41] . As shown by Dvořák and Kráľ [9] classes with bounded rankwidth are χ-bounded.
Recall that a cograph is a graph that can be generated from the single-vertex graph K 1 by joins and disjoint union. A cotree for a cograph G is a tree whose leaves are the vertices of V (G) and where the inner vertices correspond to the join and union operations used to construct G. We prove that graphs of bounded linear rankwidth can be decomposed into parts that each induce cographs with cotrees of bounded height. Theorem 1.3. Let g(r) := (r + 2)! 2 ( r 2 ) 3 r+2 . Every graph of linear rankwidth r can be colored with g(r) colors such that each color class induces a cograph with cotree of height at most r + 2.
Note that we can directly derive a weaker version of this theorem (where we do not specify g(r)) from Theorem 1.2. As cographs are perfect graphs, that is, graphs in which the chromatic number of every induced subgraph equals the clique number of that subgraph, we obtain as an immediate corollary that classes with bounded linear rankwidth are linearly χ-bounded. Corollary 1.3. Let g(r) be as in Theorem 1.3. For every graph G we have
where χ(G) denotes the chromatic number of G, lrw(G) denotes its linear rankwidth and ω(G) its clique number.
More generally, every class with a depth-2 linear rankwidth cover is linearly χ-bounded.
Bonamy and Pilipczuk [3] independently announced that classes with bounded rankwidth are polynomially χ-bounded. In this case, however, we show that the degree of the polynomial has to grow with the rankwidth (Theorem 5.3).
In contrast, by a Ramsey argument, we show that graphs with rankwidth at most 2 cannot be partitioned into a bounded number of cographs (Corollary 5.4) and, more generally, for every proper hereditary class F there exists an integer r such that the class of graphs with rankwidth at most r cannot be partitioned into a bounded number of graphs in F (Corollary 5.3).
Preliminaries
Structures and logic. In this work we consider signatures Σ that are finite sets of unary and binary relation symbols, and unary function symbols. A structure A over Σ consists of a finite universe V (A) and interpretations of symbols from the signature: each unary relation symbol U ∈ Σ is interpreted as a set U A ⊆ V (A) and each binary relation symbol R ∈ Σ is interpreted as a binary relation
We omit the superscript when the structure is clear from the context, thus identifying each symbol with its interpretation. If A is a structure and X ⊆ V (A) then we define the substructure A[X] of A induced by X in the usual way except that for each unary function f and each a ∈ X, we define
otherwise. For a signature Σ, we consider standard firstorder logic over Σ. For a formula ϕ(x 1 , . . . , x k ) with k free variables and a structure A, we define
Graphs, colored graphs and trees. Directed graphs can be viewed as finite structures over the signature consisting of a binary relation symbol E, interpreted as the edge relation, in the usual way. If E is interpreted by a symmetric and irreflexive relation, then the structure represents an undirected and loopless graph. When dealing with directed graphs we denote edges by (u, v), when dealing with undirected graphs we denote them by {u, v}. When we speak of a graph we mean an undirected graph. An orientation of a graph G is a directed graph G that for every {u, v} ∈ E(G) has exactly one of (u, v) or (v, u) in its edge set. For a finite label set Λ, by a Λ-colored graph we mean a graph enriched by a unary predicate U λ for every λ ∈ Λ. An ordered graph is a graph that is additionally endowed with a binary relation < that is a linear order on its vertex set. A rooted forest is a graph F without cycles together with a unary predicate R ⊂ V (F ) selecting one root in each connected component of F . A tree is a connected forest. The depth of a node x in a rooted forest F is the number of vertices in the unique path between x and the root of the connected component of x in F . In particular, x is a root of F if and only if F has depth 1 in F . The depth of a forest is the largest depth of any of its nodes. The greatest common ancestor of nodes x and y in a rooted tree is the common ancestor of x and y that has the largest depth. We write x T y if x is an ancestor of y in a tree T , or simply x y if T is clear from the context. The ancestor relation is also called the tree order.
Treewidth, pathwidth and treedepth. Treewidth is an important width parameter of graphs that was introduced by Robertson and Seymour [40] as part of their graph minors project. Pathwidth is a more restricted width measure that was also introduced by Robertson and Seymour [39] . The notion of treedepth was introduced by Nešetřil and Ossona de Mendez [29] .
For our purposes it will be convenient to define treewidth, pathwidth, and treedepth in terms of intersection graphs. Let S 1 , . . . , S n be a family of sets. The intersection graph defined by this family is the graph with vertex set {v 1 , . . . , v n } and edge set {{v i , v j } :
A chordal graph is the intersection graph of the family of subtrees of a tree. An interval graph is the intersection graph of a family of intervals. A trivially perfect graph is the intersection graph of a family of nested intervals.
The treewidth of a graph G is one less than the minimum clique number of a chordal supergraph of G, the pathwidth of a graph G is one less than the minimum clique number of an interval supergraph of G, and the treedepth of a graph G is the minimum clique number of a trivially perfect supergraph of G: A class C of graphs has bounded treewidth, bounded pathwidth, or bounded treedepth, respectively, if there is a bound k ∈ N such that every graph in C has treewidth, pathwidth, or treedepth, respectively, at most k.
Rankwidth, linear rankwidth and shrubdepth. Graphs of bounded treewidth have bounded average degree and therefore the application of treewidth is (mostly) limited to sparse graph classes. Cliquewidth was introduced by Courcelle et al. [7] with the aim to extend hierarchical decompositions also to dense graphs. The notion of rankwidth was introduced by Oum and Seymour [33] as an efficient approximation to cliquewidth. Oum and Seymour showed that cliquewidth and rankwidth are functionally related, hence, a class C of graphs has bounded cliquewidth if and only if C has bounded rankwidth.
For a graph G and a subset X ⊆ V (G) we define the cut-rank of X in G, denoted ρ G (X), as the rank of the |X| × |V (G) \ X| 0-1 matrix A X over the binary field F 2 , where the entry of A X on the i-th row and j-th column is 1 if and only if the i-th vertex in X is adjacent to the j-th vertex in V (G) \ X. If X = ∅ or X = V (G), then we define ρ G (X) to be zero.
A subcubic tree is a tree where every node has degree 1 or 3. A rank decomposition of a graph G is a pair (T, L), where T is a subcubic tree with at least two nodes and L is a bijection from V (G) to the set of leaves of T . For an edge e ∈ E(T ), the connected components of T − e induce a partition (X, Y ) of the set of leaves of T . The width of an edge e of (T, L) is ρ G (L −1 (X)). The width of (T, L) is the maximum width over all edges of T . The rankwidth rw(G) of G is the minimum width over all rank decompositions of G.
A cograph is a graph that can be generated from the single-vertex graph K 1 by joins, that is, we form the union and add an edge between every two vertices of the joined graphs, and disjoint unions. A cotree for a cograph G is a tree whose leaves are the vertices of V (G) and where the inner vertices correspond to the join and union operations used to construct G.
The linear rankwidth of a graph is a linearized variant of rankwidth, similarly as pathwidth is a linearized variant of treewidth. Let G be an n-vertex graph and let v 1 , . . . , v n be an order of V (G). The width of this order is max 1≤i≤n−1 ρ G ({v 1 , . . . , v i }). The linear rankwidth of G, denoted lrw(G), is the minimum width over all linear orders of G. If G has only one vertex we define the linear rankwidth of G to be zero. An alternative way to define the linear rankwidth is to define a linear rank decomposition (T, L) to be a rank decomposition such that T is a caterpillar and then define linear rankwidth as the minimum width over all linear rank decompositions. Recall that a caterpillar is a tree in which all the vertices are within distance 1 of a central path.
The analogy between treewidth and rankwidth and between pathwidth and linear rankwidth is even more evident in view of the following result of Gurski and Wanke [20] : A class of graphs that excludes some complete bipartite graph K t,t as a subgraph has bounded rankwidth if and only if it has bounded treewidth, and it has bounded linear rankwidth if and only if it has bounded pathwidth.
The following notion of shrubdepth has been proposed by Ganian et al. [14] as a dense analogue of treedepth. Originally, shrubdepth was defined using the notion of tree-models. We present an equivalent definition based on the notion of connection models, which were introduced in [14] to define m-partite cographs. In this respect, classes of bounded shrubdepth are exactly classes of m-partite cographs with bounded depth.
A connection model with labels from Λ is a rooted labeled tree T where each leaf x is labeled by a label λ(x) ∈ Λ, and each non-leaf node v is labeled by a binary relation C(v) ⊂ Λ × Λ. Such a model defines a directed graph G on the leaves of T , in which two distinct leaves x and y are connected by an edge if and
where v is the greatest common ancestor of x and y. We say that T is a connection model of the resulting digraph G. If the function C(v) is symmetric for each non-leaf node v, then T defines an undirected graph.
A class of (di)graphs C has bounded shrubdepth if there is a number h ∈ N and a finite set of labels Λ such that every graph G ∈ C has a connection model of depth at most h using labels from Λ.
As shown by Gajarský et al. [13] a class of graphs that excludes some complete bipartite graph K t,t as a subgraph has bounded shrubdepth if and only if it has bounded treedepth. Interpretations and transductions. In this paper, by an interpretation of Σ -structures in Σ-structures we mean a transformation I defined by means of formulas ϕ R (x) (for R ∈ Σ of arity |x|) and a formula ν(x). For every Σ-structure A, the Σ -structure I(A) has domain ν(A) and the interpretation of each relation R ∈ Σ is given by
is the union of Σ and a set of unary relation symbols. A transduction T is the composition I • Λ of a monadic lift and an interpretation. It is easily checked that the composition of two transductions is again a transduction. If T is a transduction and C is a class of structures we write T(C ) for G∈C T(G). An FO-transduction is a transduction defined from an interpretation defined using first-order formulas. An MSO-transduction is defined analogously and may use MSO formulas in the interpretation part of the transduction. Note that in this work (with exception of the next paragraph) we consider only first-order transductions.
The following characterizations of classes with bounded treewidth, pathwidth, rankwidth, linear rankwidth, and shrubdepth show the deep connections between these width measures and transductions.
A class C of graphs has bounded treewidth
(pathwidth, respectively) if and only if there exists an MSO-transduction T such that the incidence graph of every G ∈ C is the result of applying T to some tree (path, respectively) ( [5] (see also [6] , Theorem 7.47)). 2. A class C of graphs has bounded rankwidth (linear rankwidth, respectively) if and only if there exists an MSO-transduction T such that every G ∈ C is the result of applying T to some tree (path, respectively). ( [5] (see also [6] , Theorem 7.47)). 3. A class C of graphs has bounded rankwidth (linear rankwidth, respectively) if and only if there exists an FO-transduction T such that every G ∈ C is the result of applying T to some tree order (linear order, respectively) ( [4] ).
A class C of graphs has bounded shrubdepth if and only if there exists an FO-transduction T
and a height h such that every G ∈ C is the result of applying T to some tree of depth at most h ( [14, 15] ).
To illustrate the notion of transduction we prove here the next lemma, which will be useful in Section 3.7. Recall that the oriented chromatic number of a graph G is the least number N such that every orientation of G has a homomorphism to a tournament (an oriented complete digraph) of order at most N [38, 43] . A class of graphs has bounded oriented chromatic number if and only if there exists a finite tournament T such that every orientation of every graph in the class has a homomorphism to T . For example, classes of bounded expansion (like classes with bounded treewidth or pathwidth) have bounded oriented chromatic number. Lemma 2.1. Let C be a class with bounded oriented chromatic number. Then there exists an interpretation I and a number N such that for every orientation G of a graph G ∈ C there exists a monadic lift G + with N colors such that G = I(G + ).
To the opposite, let D be a class of graphs with girth growing to infinity with the order. If there exists an interpretation I and a number N such that for every orientation G of a graph G ∈ C there exists a monadic lift G + with N colors such that G = I(G + ), then D has bounded oriented chromatic number.
Proof. Assume C has bounded oriented chromatic number. Then there exists a tournament T on a finite vertex set [N ] , such that every orientation G of every graph G ∈ C has a homomorphism to T . For each G we define a monadic lift G + by colors in [N ] accordingly. Now the interpretation I orients the edges according to the orientation between the corr. vertices of T (see Fig. 2 ).
Conversely, assume D is a class of graphs with girth growing to infinity with the order, with the property that there exists an interpretation I and a number N such that for every orientation G of a graph G ∈ C there exists a monadic lift G + with N colors such that G = I(G + ). Let L (G) be the set of all these lifts of G. An easy consequence of Gaifman's locality theorem and the Feferman-Vaught Theorem (see for instance [22] ) is that for any formula ϕ(u, v) that requires that u and v are adjacent there exists g ∈ N and formulas θ 1 (x), . . . , θ p (x) with a single free variable and a Boolean function F such that for every graph G with girth at least g and all adjacent vertices u, v of G and every lift G + of G we have
It follows that there exists an oriented graph T such that for every graph G + ∈ D we have a vertex coloring γ of G + with colors in V ( T ) with the property that for all adjacent u, v, we have G + |= ϕ(u, v) if and only if (γ(u), γ(v)) ∈ E( T ). In other words, γ is a homomorphism from the orientation of G induced by the lift G + to the oriented graph T . It follows that graphs in D have oriented chromatic at most | T |. Figure 2 : Transductions, derived from oriented colorings, that produce all orientations of a graph G. Vertices of G are colored by vertices of T , and arcs between vertices of T define the orientation of edges of G.
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Low width covers and colorings. The use of the hierarchical width measures can be extended to much more general classes via the following coloring approach. For p ∈ N, a p-treewidth coloring is a vertex coloring c : V (G) → C for some color set C such that the combination of any p color classes has treewidth at most p. A class of graphs C is said to admit low treewidth colorings if it admits p-treewidth coloring with N (p) colors for some function N . This notion was introduced by DeVos et al. [8] who showed that H-minor free graph classes admit low treewidth colorings. Not much later, Nešetřil and Ossona de Mendez [30] introduced classes of bounded expansion, generalizing the notion of H-minor free classes, and proved that these are exactly the classes that admit low treewidth colorings and in fact low treedepth colorings. Nešetřil and Ossona de Mendez [31] introduced also the more general concept of nowhere denseness and proved that for every nowhere dense class C there exists a function f : N × R → N such that for every p ∈ N and every > 0, every n-vertex graph G ∈ C admits a p-treedepth coloring with f (p, ) · n colors.
The notion of low treewidth colorings extends in a natural way to any width measure as follows. Let W be a width measure. A class of graphs admits low W colorings if there are two functions N and w such that for every p ∈ N, every G ∈ C can be colored with N (p) colors such that the combination of at most p color classes has W-width at most w(p). Graphs with low rankwidth colorings were introduced and studied by Kwon et al. [26] and graphs with low shrubdepth colorings were studied by Gajarský et al. [13] . Gajarský et al. [13] also introduced the view on low width colorings as low width covers. A class of graphs C admits low W covers if there are two functions N and w such that for every p ∈ N the vertices of every graph G ∈ C can be covered with N (p) sets U 1 , . . . , U N (p) such that every set X ⊆ V (G) with at most p elements is contained in some U i and such that each induced subgraph G[U i ] has W-width at most w(p). It is obvious that for every hereditary width measure W every class C of graphs admits low W colorings if and only if it admits low W covers. The view via covers is sometimes easier to use and we will also take this view in this work.
As graphs of bounded shrubdepth are first-order transductions of graphs of bounded treedepth and graphs of bounded expansion admit low treedepth colorings, the following result of Gajarský et al. [13] may not come as a surprise (even though it is not as easy to prove as it may appear at first glance). A class of graphs admits low shrubdepth colorings if and only if it is a first-order transduction of a bounded expansion class. Such classes are called classes of structurally bounded expansion.
The next example illustrates again the concept of simple transductions and as a side product will provide us some examples of classes of graphs admitting low linear rankwidth colorings. Example 2.1. We consider the following graph classes, introduced by Lozin [27] . Let n, m be integers. The graph H n,m has vertex set V = {v i,j :
In this graph, two vertices v i,j and v i ,j with i ≤ i are adjacent if i = i + 1 and j ≤ j. The graph H n,m is obtained from H n,m by adding all the edges between vertices having the same first index (that is between v i,j and v i,j for every i ∈ [n] and all distinct j, j ∈ [m]).
First note that for fixed a ∈ N the classes H a = {H a,m : m ∈ N} and H a = { H a,m : m ∈ N} have bounded linear rank-width as they can be obtained as interpretations of a-colored linear orders: we consider the linear order on {v i,j :
We color v i,j by color i. Then the graphs in H a are obtained by the interpretation stating that x < y are adjacent if the color of x is one less than the color of y, and if there is no z between x and y with the same color as x.
The graphs in H a are obtained by further adding all the edges between vertices with same color.
Following the lines of Kwon et al. [26, Theorem 9] we deduce from Example 2.1:
Proposition 2.1. The class of unit interval graphs and the class of bipartite permutation graphs admit low linear rank-width colorings.
As mentioned in the introduction, the notions of low treewidth colorings and low treedepth colorings lead to exactly the same graph classes, namely to bounded expansion classes. As graphs of bounded rankwidth are transductions of trees, and hence of graphs of bounded treewidth, and graphs of bounded shrubdepth are transductions of bounded height trees, and hence of graphs of bounded treedepth, one may be tempted to think that the notions of low rankwidth covers and low shrubdepth covers also lead to the same classes of graphs, namely to classes of structurally bounded expansion. However, this is not true. The reason is that classes of bounded shrubdepth have a model theoretic property called monadic stability that classes of bounded rankwidth do not have. Classes of bounded rankwidth only have the weaker model theoretic property called monadic dependence. We explain these concepts in more detail next. Stability and dependence. Stability theory, also known as classification theory, is a branch of classical model theory. One of the main goals of this theory is to classify the models of a given first-order theory according to some simple system of cardinal invariants. We refer to the textbooks of Tent and Ziegler [44] , Poizat [37] , Pillay [35] , and Shelah [42] for extensive background on stability theory. In our context it is most convenient to define the concepts of monadic stability and monadic dependence in terms of the following combinatorial configurations.
The order index of a graph G (also known as the ladder index of G) is the largest integer k such that G contains a semi-induced half-graph of order k. In other words, the order index of G is the largest number k such that there exist a 1 , . . . ,
A class of graphs C is called monadically stable if for every transduction T there is a number k such that the order index of T(G) for every G ∈ C is bounded by k. A class of graph C is called monadically dependent if for every transduction T there is a number k such that the VCdimension of T(G) for every G ∈ C is bounded by k. If a class is monadically stable, then it is also monadically dependent. We remark that in general stability and dependence are defined in terms of first-order formulas ϕ(x,ȳ) with more than two free variables. However, as shown by Baldwin and Shelah [2] , for monadic stability and monadic dependence we may restrict to formulas with only two free variables, which fits exactly the framework of transductions.
The notion of stability is a robust notion of well behaved first-order theories.
However, it found almost no attention in graph theory until Malliaris and Shelah [28] obtained a stronger version of Szemerédi's regularity lemma for graphs that exclude a semi-induced half-graph and Adler and Adler [1] , building on results of Podewski and Ziegler [36] , proved that for classes C of graphs that are closed under taking subgraphs the notions of dependence, stability, and nowhere denseness coincide. Recently, also algorithmic applications of stability mainly for domination problems in graphs were found by Kreutzer et al. [24] , Eickmeyer et al. [11] , Pilipczuk et al. [34] , and Fabianski et al. [12] . Several important algorithmic problems (in increasing difficulty) are whether the independent set problem, the subgraph isomorphism problem and the first-order model-checking problem are fixed-parameter tractable on (monadically) stable graph classes.
Classes of bounded rankwidth are prominent examples of monadically dependent classes. Interestingly, on classes of bounded rankwidth the notion of stability co-incides with monadic stability: by a result of Baldwin and Shelah [2] we can find arbitrarily large 1-subdivided complete bipartite graphs via FO-transduction in every class that is stable but not monadically stable. However, the class of all 1-subdivided complete bipartite graphs does not have bounded rankwidth and every transduction of a class of bounded rankwidth must have again bounded rankwidth.
The class of all half-graphs has bounded (linear) rankwidth, but is not stable. Now a simple Ramsey argument implies that classes of bounded (linear) rankwidth do in general not admit low shrubdepth covers, in particular, the notion of low (linear) rankwidth covers leads to strictly more general graph classes than the notion of low shrubdepth covers. This leads to the central question of this work: what is the role of order in graph classes of bounded (linear) rankwidth and in classes that admit low (linear) rankwidth covers. In particular, these considerations lead to Conjecture 1.1 and Conjecture 1.2. The current state of various considered classes and their inclusions are depicted schematically in Fig. 3 . This should be compared with similar inclusion diagrams contained e.g. in [32, 13] . This displays the rapid progress of investigations on this boundary of finite model theory and of structural and algorithmic graph theory.
In this section we prove Theorem 1.1, that is, we prove that in the absence of a large semi-induced half-graph every graph of bounded linear rankwidth is a first-order transduction of a graph of bounded pathwidth.
Our strategy is as follows. In the following we fix a graph G = (V, E) of linear rankwidth at most r witnessed by a linear order < on its vertex set that satisfies max v∈V ρ G ({u : u < v}) ≤ r.
Our first aim is to encode G with additional colors only with reference to < and not to the edges of G. For every vertex u we define an interval I u starting at u and ending at some larger τ (u). For vertices v > u we will encode whether {u, v} ∈ E(G) either directly by colors of u and v if u < v < τ (u), or we delegate the question to some vertex set F 0 of vertices smaller than u that represent the neighborhood of u after τ (u). The main technical challenge is to avoid long chains of delegations that cannot be resolved by first-order transductions.
In a second step we will use the additional assumption that we exclude a half-graph to get rid of the reference to the order and encode the required information in the intersection graph of the intervals I v , which has bounded pathwidth.
A similar construction is presented by Kwon and Oum [25] , who show that a class of graphs has linear rankwidth k if and only if it is a pivot-minor of a graph of pathwidth k +1. Our representation could be derived from the work of Kwon and Oum [25] , however, we prefer to give our own presentation that is tailored to decoding by first-order transductions.
Notation. For sets
For t ∈ V the closure of {N >t (v) : v ≤ t} under ⊕ is a vector space over ⊕ and scalar multiplication with 0 and 1, where 0 · M = ∅ and 1 · M = M .
Slightly abusing notation, for t ∈ V , we call an inclusion-wise minimal subset B ⊆ V ≤t a neighbor basis for V >t if for every v ≤ t there exists B ⊆ B such that N >t (v) = N >t ⊕ (B ). We say that N >t (v) is a linear combination of the neighborhoods N >t (w) for
The following is immediate by the definition of linear rankwidth. Remark 3.2. As G has linear rankwidth at most r, for every t ∈ V there exists a neighbor basis for V >t of order at most r. Note that ∅ is a neighbor basis for V >max V .
Activity intervals and active basis. Consider a vertex v and its neighborhoods
then v / ∈ B t for all t > t by Remark 3.1. In other words, from some point t onward, the neighborhood of v does not contribute to lexicographically least bases because N >t (v) is a linear combination of the neighborhoods of vertices smaller than v.
To each v ∈ V we associate its activity interval I v defined as the interval [v, τ (v)] starting at v and ending at the minimum vertex τ
We extend the definition of activity intervals to all sets M ⊆ V (G) by For
Note that if F 0 (v) = ∅, then we have
hence, in this case, the set F 0 (v) is active.
Remark 3.5. Assume that M is an active set and let v ∈ M .
Let us pause for a moment. We have established the key notation and now we can describe the idea of encoding G in a colored linear order more precisely. As explained above, for vertices v > u we will encode whether {u, v} ∈ E(G) either directly by colors of u and v if u < v < τ (u), or we delegate the question to the set F 0 (u) that represents the neighborhood of u after τ (u). This process of delegating is justified by (3.2) . The problem may arise that the vertices of F 0 themselves do again not directly encode whether they are adjacent to v, but delegate this information again. We show that by our choice of representing neighborhoods by minimal bases this referencing process must stop after a bounded number of steps.
3.3
The F-tree. We define a mapping F extending F 0 , that will define a rooted tree on the set Z consisting of all active sets, all singleton sets {v} for v ∈ V (G), and ∅ (which will be the root of the tree and the unique fixed point of F ). Before we define F we make one more observation.
Proof. Let t = τ (u) = τ (v) and let t be the predecessor of t in the linear order. By definition of F 0 we have N >t (u) = N >t (F 0 (u)) and N >t (v) = N >t (F 0 (v)). We have N >t (u) = N >t (F 0 (u)) as otherwise τ (u) ≤ t . As N >t (u) ⊕ N t (u) ⊆ {t} and N >t (F 0 (u)) ⊕ N t (F 0 (u)) ⊆ {t}, we have N >t (F 0 (u)) = N >t (u)⊕{t}. Similarly, we have N >t (F 0 (v)) = N >t (v)⊕{t}. Assume without loss of generality that u < v. 
The following lemma shows for every active set M , either F (M ) = ∅ or F (M ) is active, and thus F (M ) ∈ Z and F is well defined. Furthermore, the lemma shows that I F (M ) ⊃ I M . 
The mapping F guides the process of iterative referencing and ensures that, for an active set M , if t ≥ τ (M ), then the set N >t ⊕ (M ) can be rewritten as N >t ⊕ (F (M )). This property is stated in the next lemma. This lemma can be applied repeatedly to M, F (M ), etc. until F k (M ) = ∅, or until for some given w ∈ V (G) we have τ (F k (M )) ≥ w. This justifies to introduce, for distinct vertices u and v, the value
Until Section 3.7 we will consider only the case where u < v, which will allow us to give an alternative expression for ξ(u, v). As a direct consequence of the previous lemma we have
Proof. As the two cases are symmetric, we can assume u < v. We prove the statement by induction on k = ξ(u, v). If k = 0, then the statement is
The monotonicity property of F (i.e. the property τ (F (M )) > τ (M ) if F (M ) = ∅) implies that F defines a rooted tree, the F -tree, with vertex set Z, root ∅ and edges {M, F (M )}. Here the monotonicity guarantees that the graph is acyclic and it is connected because ∅ is the only fixed point of F . The following lemma shows that the F -tree actually has bounded height. Recall that r denotes the linear rankwidth of G. 
Hence, considering the sequence M, F (M ), . . . , F i (M ), each iteration of F removes the unique element with minimum τ value. It follows that the union of the sets has cardinality at least i + 1. As |B t | ≤ r, we have i < r and hence F r (M ) = ∅.
For distinct vertices u, v, let u∧v denote the greatest common ancestor of u and v in the F -tree, i.e. the first common vertex on the paths to the root. Then there exist u and v such that u∧v = F u (u) = F v (v), hence both u and v belong to I u∧v . Thus we have τ (u ∧ v) > u and τ (u ∧ v) > v. In other words, we have ξ(u, v) ≤ u and ξ(v, u) ≤ v . Proof. Consider any vertex t with t ∈ I u for some u. The case u ∈ B t gives a maximum of r intervals intersecting in t. Otherwise t = τ (u), which gives at most two possibilities for u: either u is inactive (and u = t), or u is active (and u is uniquely determined, according to Lemma 3.1). Thus at most r + 2 intervals intersect at point t.
The activity interval graph Let H be the intersection graph of the intervals I
As mentioned in the proof of the above lemma, every clique of H contains at most one inactive vertex. It follows that there is a coloring γ : V (G) → [r +2] with the following properties:
(1) for every u ∈ V (G) we have γ(u) = r + 2 if and only if u is inactive;
(2) for all distinct u, v ∈ V (G) we have
We extend this coloring to sets as follows: for M ⊆ V (G) we let Proof. By assumption we have u ≤ v. Assume towards a contradiction that there exists x ∈ V (G) with u < x ≤ v and γ(x) = γ(u). As u ∈ B v we have τ (u) > v, hence x ∈ I u . It follows that I x ∩ I u = ∅, in contradiction to γ(x) = γ(u).
Towards the aim of bounding the number of graphs of linear rankwidth at most r, we give a bound on the number of colors that can appear. Proof. In Lemma 3.7 we have shown that the number of distinct Class(v) for v ∈ V (G) is bounded by 3(r + 1)! 2 ( r 2 ) . The number of pairs (NCol(v), ICol(v)) is at most (r + 2)3 r+1 (for each color a in [r
3.5 Encoding G in the linear order. We first make use of Corollary 3.2 to encode G by a firstorder formula using only the newly added colors and the order < on V (G). More precisely, let L be the structure over signature Λ ∪ {<}, where Λ is the set of all colors of the form (Class(v), NCol(v), ICol(v)), with the same elements as G and < interpreted as in G. Every element v of L is equipped with the color (Class(v), NCol(v), ICol(v)). The following lemma gives a new proof of a result of [4] . Proof. By symmetry, we can assume that u < v. According to Corollary 3.2 for distinct u, v ∈ V (G) we have
Note that we can extract any color from Λ, i.e. we can define γ(x) ∈ Γ(F i (y)) and γ(x) ∈ ICol(y). For example, γ(x) ∈ Γ(F i (y)) is a big disjunction over all possible colorings Λ(x) = (Class(x), N C(x), ICol(x)) and Λ(y) = (Class(y), N C(y), ICol(y)) satisfying that Class(x) has in its first component an element from the ith component of Class(y).
We first define formulas ψ i (x, y) such that for all
Let C = Γ(F i (u)). According to Lemma 3.6, for a ∈ C, the element of F i (u) ⊆ B u with color a is the maximal element w < u such that γ(w) = a. The formula can express that y < x is maximal with γ(y) = a by (y < x) ∧ (γ(y) = a) ∧ ∀z ((z > y)∧ (z < x) → γ(z) = a). Here, for convenience, we use γ(z) = a as an atom. Note that ψ i (x, y) is a ∀-formula.
We now define formulas α k (x, y) such that for all u, v ∈ V (G) with u < v we have
Observe that v ∈ I F k (u) if and only if for every x ∈ F k (u) we have x ≤ v, a ∈ ICol(v) (i.e. there exists some y with γ(y) = a and v ∈ I y ) and there exists no z with x < z ≤ v with γ(z) = a (hence min I y ≤ x, which implies that I y and I x intersects thus x = y as γ(x) = γ(y)). We restrict ourselves to the case u < v and obtain
Then ξ(u, v) for u < v is the minimum integer k such that v ∈ I F k (u) or F k (u) = ∅, and this is easy to state as a ∀-formula. Finally, if we have determined ξ(u, v), with the help of the formulas ψ i we can determine whether {u, v} ∈ E(G) as in the proof of Corollary 3.2 by existentially quantifying the elements of F (u), F 2 (u), . . . , F ξ(u,v) (u) and expressing whether v ∈ N ⊕ (F ξ(u,v) (u)). Indeed, for every x ∈ F ξ(u,v) (u) we have v ∈ I F ξ(u,v) (u) ⊆ I x , hence the adjacency of x and y is encoded in NCol(v).
This information can hence be retrieved by an ∃∀formula, as claimed.
As a corollary we conclude an upper bound on the number of graphs of bounded linear rankwidth. The number of distinct values of (Class(v), NCol(v), ICol(v)) is at most f (r). Hence we have the following upper bound. Let X be an equivalence class for ∼, and let u, v be distinct elements in X. Let k = ξ(u, v) and let = ξ(v, u).
As v ∈ I F k (u) and v ∈ I F k (v) we deduce that F k (u) and F k (v) are both included in B v . As the vertices of a given color in B v are uniquely determined we deduce F k (u) = F k (v). Similarly, we argue that F (u) = F (v). It follows that F k (u) = F (u) = u ∧ v.
Hence, if x ∧ y = u ∧ v for x, y ∈ X, then we have x ∧ y = F k (x) = F k (u). As NCol(u) = NCol(v), we deduce that for all x, y ∈ X with x ∧ y = u ∧ v we have y ∈ N ⊕ (F k (x)) or for all x, y ∈ X with x ∧ y = u ∧ v we have y ∈ N ⊕ (F k (x)). Then it follows from Corollary 3.2 that at each inner vertex of F on X we either define a join or a union. Hence, G[X] is a cograph with cotree F restricted to X of height at most r + 2.
The function f (r) is most probably far from being optimal. This naturally leads to the following question.
Open problem 3.1. Estimate the growth rate of function g : N → R defined by
Remark 3.7. One may wonder whether bounding χ(G) by an affine function of ω(G) could decrease the coefficient of ω(G). In other words, is the ratio χ/ω be asymptotically much smaller (as ω → ∞) than its supremum? Note that if lrw(G) = r and n ∈ N, then the graph G n obtained as the join of n copies of G satisfies lrw(G n ) ≤ r + 1, ω(G n ) = nω(G) and χ(G n ) = nχ(G). Thus
3.7 Excluding a half-graph. We now apply the assumption that we exclude a semi-induced half graph. The graph with bounded pathwidth in which we shall encode the graph G is the intersection graph H of the intervals I u . Our remaining task is to determine the adjacency of two vertices u, v without reference to the order relation. As in the previous section we first consider a partition of the vertex set according to Class-and NCol-values. Precisely, for a Class-value Cl and a NCol-value C we define V Cl,C = {v ∈ V (G) : Class(v) = Cl and NCol(v) = C} .
As one can check from the proof of Theorem 3.1, each of these sets excludes a cograph with cotree of height at most r + 2, which is easily obtained as a transduction of the activity interval graph H.
We shall thus focus on the edges linking vertices in two different parts V Cl1,C1 and V Cl2,C2 . As noted above, for each pair u, v of vertices, the numbers ξ(u, v) and ξ(v, u) are easily defined from H, as well as the sets F k (u): By applying Lemma 2.1, we can define (using a first-order transduction) a set F of arcs corresponding to an orientation of a subset of edges of H, in which each vertex u has an incoming arc from each of the vertices x < u with u ∈ I x (as these vertices are adjacent to u in H). The set F k (u) is the subset of these in-neighbors (by arcs in F ) with color in Class(u) k (by Class(u) k we denote the component Γ(F k (u)) of Class(u)), and ξ(u, v) is the minimum k such that either all the vertices in F k (u) are in-neighbors of v (by arcs in F ) or F k (u) = ∅.
It follows that we can reduce the problem of defining the adjacencies between V Cl1,C1 and V Cl2,C2 to the case of a vertex u ∈ V Cl1,C1 and a vertex v ∈ V Cl2,C2 with ξ(u, v) = k and ξ(v, u) = .
In order to refine the problem, we first study further the structure of the set V Cl,C . Assume X, Y ⊆ V (G) are distinct subsets with max X ≤ max Y , and assume for contradiction that there exist u, v ∈ V Cl,C with u > v, F k (u) = X and F k (v) = Y . Then we have (according to Claim 3.2):
Then v ∈ I Y and because max X ≤ max Y ≤ v < u < τ (X), also v ∈ I X . However, as Class(u) = Class(v) we have Γ(F k (u)) = Γ(F k (v)), which contradicts X = Y and I X ∩ I Y = ∅. Thus the set V Cl,C is partitioned into sub-intervals corresponding to all distinct values of F k (v), the intervals being ordered by increasing
It follows that we can further refine our problem by fixing X = F k (u) and Y = F (v). Then, if ξ(u, v) = k and ξ(v, u) = we have
We consider the problem of determining adjacency between two distinct vertices u and v with ξ(u, v) = 1 , Class(u) = Cl 1 , NCol(u) = C 1 ξ(v, u) = 2 , Class(v) = Cl 2 , NCol(v) = C 2 According to (3.10) we have
Of course, if |C 2 ∩(Cl 1 ) 1 | = |C 1 ∩(Cl 2 ) 2 | (mod 2) the adjacency of u and v can be computed without knowing whether u < v or u > v. Hence the only difficult case is the case where |C 2 ∩ (Cl 1 ) 1 | = |C 1 ∩ (Cl 2 ) 2 | (mod 2).
We define the partial map ζ on (a subset of the set of all) pairs of vertices (u, v) with u < v defined as follows: Then there exists no sequence
Proof. Whether u i and v j are connected in G depends only on their relative order with respect to <. Be-
⇐⇒ i > j hence either u 1 , . . . , u p , v 1 , . . . , v p or u 2 , . . . , u p+1 , v 1 , . . . , v p semi-induce a half-graph of order p.
In the following, we assume that G does not contain a semi-induced half-graph of order p. Fix
For C ⊆ ICol(u) there exists a unique subset M of vertices such that u ∈ I M and Γ(M ) = C. We denote this subset by N C (u). Let Note that u ∈ Z(u) ⇔ u ∈ Z(u ) ⇔ Z(u) = Z(u ). The sets Z(u) form a partition of V refining the partition formed by the sets V Cl,C .
Proof. Let (w, u) = ζ(u, v). By definition w is maximal such that w < u, ξ(u, w) = 1 , ξ(w, u) = 2 , NCol(w) = C 2 , Class(w) = Cl 2 , and F 2 (w) = F 2 (v). However, as u ∈ F 2 (v) and u ∈ F 2 (v ) and as these sets have the same γ-colors we have F 2 (v ) = F 2 (v). Hence ζ(u, v ) = (w, u) as well.
This claim actually shows that Z(u) and Z(v) can be partitioned into at most p + 1 subsets (where the partition of Z(u) only depends on 2 , Cl 2 , C 2 and the partition of Z(v) only depends on 1 , Cl 1 , C 1 ). Precisely, Z(u) 0 is the set of all u ∈ Z(u) such that there exists no v ∈ Z(v) with v > u , ξ(u , v ) = 1 and ξ(v , u ) = 2 . Z(u) 1 is the set of all u ∈ Z(u) such that there exists no v ∈ Z(v) and u ∈ Z(u) with u > v > u , ξ(u , v ) = 1 and ξ(v , u ) = 2 , and ζ(v , u ) = (u , v ). We inductively define the partitions of Z(u) (and Z(v)) by following this pattern.
We define a marking on V as follows for each 1 , 2 , Cl 1 , Cl 2 , C 1 , C 2 with |C 2 ∩ (Cl 1 ) 1 | = |C 1 ∩ (Cl 2 ) 2 | (mod 2), and for each equivalence class Z(u) of V Cl1,C1 we consider the equivalence class Z(v) of V Cl2,C2 that contains the elements v such that ξ(u, v) = 1 and ξ ( v, u) = 2 . Taking advantage of the fact that there are at most 2p + 1 alternations we mark the elements of Z(u) by marks M 1,Cl1 ,C1, 2,Cl2 ,C2,i and those in Z(v) by marks M 2,Cl2,C2, 1,Cl1,C2 ,j in such a way that we can determine the order of the vertices. 
with marks M 1,Cl1,C1, 2,Cl2,C2,i (u) and M 2,Cl2 ,C2, 1,Cl1,C1,j (v) such that we have
We are ready to state the main result of this section. Proof. If C is a first-order transduction of a class D of bounded pathwidth then C is stable (by [1] ). If C is stable then, as mentioned in the introduction, the class C excludes some semi-induced half-graph.
If C excludes some semi-induced half-graph then, according to the results obtained in this section, the class C is included in a first-order transduction of a class with bounded pathwidth.
Low Embedded Shrubdepth Covers

Embedded Shrubdepth.
A class C of graphs has bounded shrubdepth if it is a transduction of a class of (rooted) trees with bounded height. Equivalently, a class C has bounded shrubdepth if it is a transduction of a class of trivially perfect graphs with bounded clique number. Indeed, trivially perfect graphs with no clique of order greater than t are exactly the closures of rooted forests with height at most t.
On the other side, trivially perfect graphs are special interval graphs, and there is a natural notion of compatibility of an interval graph with a linear order: an interval graph G is compatible with a linear order < on V (G) if there is an interval representation of G in which no two intervals share an endpoint and < is the linear order of the left endpoints of the intervals. The following alternative point of view may be helpful: As an interpretation of a class of colored rooted trees with bounded height the obtained digraphs form a class with bounded shrub-depth. If L( H) is the pre-order corresponding to the embedding of Y , then it is clearly a compatible linear order, and the quantifier-free interpretation made explicite in the statement of the lemma constructs G from H and L( H).
Low treedepth covers over interval graphs.
Let H be an interval graph and let L be a linear order compatible with an interval representation of H. Recall that we assume without loss of generality that no two intervals share an endpoint. We linearly order V (H) according to the order of the left endpoint of the corresponding intervals, and orient the edges of H accordingly (from the larger to the smaller endpoint).
A key property of interval graphs ordered as above is that the out-neighborhood of every vertex is a transitive tournament. This makes it easy to compute p-centered colorings of H and deduce a low treedepth cover: A p-centered coloring of a graph G is a vertex coloring such that, for any (induced) connected subgraph H, either some color c(H) appears exactly once in H, or H gets at least p colors. A class of graphs admits p-centered colorings for each integer p if and only if the class has low treedepth covers (see [29] ). We consider a modified version of the first-fit coloring algorithm, where each vertex receives the first color not present in its p-th iterated closed out-neighborhood. Proof. Consider a subset A of vertices inducing a connected subgraph of H with at most p colors. Let a, b be respectively the maximum and minimum vertex in A. We claim that b has a unique color among the colors received by A. It is easily checked that there exists a directed path u k = a, u k−1 , . . . , u 1 = b. Then k ≤ p as all the u i 's are colored differently. Let v ∈ A be distinct from u 1 , . . . , u k . Let 1 ≤ i < k be such that u i < v < u i+1 . Then v is adjacent to u i as u i is adjacent to u i+1 . It follows that v has a color different from u 1 .
The advantage of the above coloring is that it is naturally compatible with the linear order <. Proof. This claim follows directly from the following two facts: there is no interlacement in < between different connected components of G I (because the intervals of the connected component are separated), and the minimum vertex of a connected induced subgraph has a unique color (thus allowing recursion on the argument).
4.3
Low embedded shrubdepth covers of graphs with bounded linear rankwidth. Let U be a low embedded shrubdepth cover of a graph G. We say that U is compatible with an order < of V (G) if for each U ∈ U there is an embedded shrubdepth decomposition (of bounded height) of G[U ] such that if u < v, then u is at the left of v at u ∧ v in the decomposition tree.
The proof of the next lemma is an adaptation of [13, Section 5.1], in which it is proved that first-order transductions of bounded expansion classes admit low shrub-depth covers. In order to adapt the proofs to our setting, we need to start with a low tree-depth cover equipped with a compatible linear order. As we consider only interval graphs we will be able to use the special low tree-depth colorings defined in Section 4.2, which have a natural compatible linear order. Proof. We first rewrite T to an almost quantifier-free transduction using the quantifier elimination technique of [10] and [18] . We also refer to [13, Lemma 5.5] for the statement in exactly the present framework. Then for each integer p, a low shrubdepth cover of T(C ) can be deduced from a depth q low treedepth cover of C by essentially keeping the same decompositions forests. It follows that the decomposition forest for the low shrubdepth cover of T(C ) can be chosen such that < corresponds to a pre-order on its vertex set. From this we conclude that T(C ) has a low embedded shrubdepth decomposition. Proof. Let r be an integer and let G be a graph of bounded linear rankwidth at most r. We consider our encoding of G as an interval graph H as presented in Section 3. In fact, we consider the orientation of H which corresponds for all u, v to the creation of an arc from u to v if v ∈ N ⊕ (F ξ(u,v) (u)). This orientation can be obtained by a first-order transduction using Lemma 2.1. For an integer p we consider a low shrubdepth cover at depth p such that the linear order < coincides with the pre-order on the decomposition forests. We then only keep the arcs oriented according to this linear order.
As classes with bounded embedded shrubdepth are obviously transductions of linear orders we have: Proof. One direction is the consequence of Lemma 4.3. The opposite direction follows from the fact that classes with bounded embedded shrubdepth have bounded linear rankwidth.
Rankwidth
In this section we prove that the class of all graphs with rankwidth at most r+1 is "vertex-Ramsey" for the class of all graphs with rankwidth at most r, in the following sense.
Theorem 5.1. For every integers r, m and every graph F with rankwidth at most r there exists a graph G = F •m with rankwidth r + 1 with the property that every m-coloring of G contained an induced monochromatic copy of F .
If G and H are graphs, we denote by G • H the lexicographic product of G and H with vertex set V (G) × V (H) and where two vertices (u, v) and (x, y) are adjacent in G • H if and only if either u is adjacent with x in G or u = x and v is adjacent with y in H. Note that this operation, though non-commutative, is associative. We write G ⊗ K 1 for graph that is obtained from G by adding a new vertex that is adjacent to all vertices of G.
A referee pointed out that the following lemma might follow from some known results. Nevertheless, we include its short proof for completeness.
Lemma 5.1. For all graphs G, H (with at least one edge) we have rw((G • H) ⊗ K 1 ) = max(rw(G ⊗ K 1 ), rw(H ⊗ K 1 )).
Proof. Let Y G and Y H be sub-cubic trees with set of leaves V (G) ∪ {α} and V (H) ∪ {β}, witnessing the rankwidths of G ⊗ K 1 and H ⊗ K 1 . Consider |G| copies of Y H and glue these copies on Y G by identifying each leaf of Y G that is a vertex of G with the vertex β of the associated copy. The obtained tree is a rankdecomposition of (G • H) ⊗ K 1 .
For the other inequality, notice that G ⊗ K 1 and H ⊗ K 1 are both induced subgraphs of (G • H) ⊗ K 1 .
Actually we can improve the previous lemma by considering substitution instead of lexicographic product. Substitution of H in G at a vertex v is obtained by replacing v by a copy of H with adjacencies of vertices in H being those of v. Thus G • H is the substitution of H at every vertex of G.
Corollary 5.1. Closing a class by substitution increases the rankwidth by at most one.
For a class C , let C ⊗ K 1 denote the class {G ⊗ K 1 : G ∈ C }, and let C • denote the closure of C under lexicographic product. As a direct consequence of the previous lemma we have Corollary 5.2. For every class of graphs C with bounded rankwidth we have (5.11) rw(C ) ≤ rw(C • ) = rw(C ⊗ K 1 ) ≤ rw(C ) + 1.
(Indeed, G ⊗ K 1 ⊆ i G • H if H contains at least an edge.) For instance, as rw(P 4 ⊗ K 1 ) = 2 we deduce that rw({P 4 } • ) = 2.
Theorem 5.2. For every graph G with rankwidth r and every integer m there exists a graph G with rankwidth rw(G ⊗ K 1 ) ≤ r + 1, such that for every partition of the vertex set of G into m classes at least one class contains the vertex set of an induced copy of G.
Proof. We inductively define graphs G •i for i ≥ 1: Otherwise, there is a copy of G •(m−1) in G •m whose vertex set is covered by V 1 , . . . , V m−1 . By induction hypothesis G •(m−1) [V i ] contains an induced copy of G. Corollary 5.3. Let F be a proper hereditary class of graphs. Then there exists a class C with bounded rankwidth such that for every integer m there is G ∈ C with the property that for every partition of V (G) into m classes, one class induces a graph not in F Corollary 5.4. The class of graphs with rankwidth at most 2 does not have the property that its graphs can be vertex partitioned into a bounded number of cographs, or circle graphs, etc. [3] announced independently that classes with bounded rankwidth are polynomially χ-bounded. We give here a lower bound on the degrees of the involved polynomials.
Bonamy and Pilipczuk
Theorem 5.3. For r ∈ N, let P r be a polynomial such that for every graph G with rankwidth at most r we have χ(G) ≤ P r (ω(G)). Then deg P r = Ω(log r). For every sufficiently large integer n there exists a triangle-free graph G n with χ f (G n ) ≥ 1 9 n log n (see [23] ). As we can choose n > rw(G ⊗ K 1 ) we deduce that for every sufficiently large integer r we have deg P r ≥ 1 2 log 2 − o(1) log r Apart from solving Conjecture 1.2, unveiling the surprising structural difference between rankwidth and linear rankwidth (as demonstrated by Theorem 3.1 and Corollary 5.4) is one of the highlights of this paper.
Conclusion, Open Problems, and Future Work
In this paper, several aspects of classes with bounded linear-rankwidth have been studied, both from a (structural) graph theoretical and a model theoretical points of view. On the one hand, it appeared that graphs with bounded linear rankwidth do not form a "prime" class, in the sense that they can be further decomposed/covered using pieces in classes with bounded embedded shrubdepth. As an immediate corollary we obtained that classes with bounded linear rankwidth are linearly χ-bounded. Of course, the χ/ω bound obtained in Theorem 3.1 is most probably very far from being optimal.
On the other hand, considering how graphs with linear rank-width at most r are encoded in a linear order or in a graph with bounded pathwidth with marginal "quantifier-free" use of a compatible linear order improved our understanding of this class in the first-order transduction framework. Particularly, this allowed us to confirm Conjecture 1.2, which we can state as follows: If a first-order transduction of linear orders (i.e. a class with bounded linear rank-width) does not allow to define linear orders (i.e. is stable), then there was no need to construct the class from linear orders, and the same class could have been defined as a firstorder transduction of a class with bounded pathwidth.
These two aspects merge in the study of classes with low linear rankwidth covers, which generalize structurally bounded expansion classes. On the first problems to be solved on these class, two arise very naturally:
Open problem 6.1. Is it true that every first-order transduction of a class with low linear-rankwidth covers has low linear-rankwidth covers?
As a stronger form of this problem, one can also wonder whether classes with low linear-rankwidth covers enjoy a form of quantifier elimination, as structurally bounded expansion class do.
Open problem 6.2. Is it true that every class with low linear-rankwidth covers is mondadically NIP?
Note that it is easily checked that a positive answer to Problem 6.1 would imply a positive answer to Problem 6.2.
Classes with bounded rankwidth seem to be much more complex than expected and no simple extension of the results obtained from classes with bounded linear rankwidth seems to hold. In particular, these classes seem to be "prime" in the sense that you cannot even partition the vertex set into a bounded number of parts, each inducing a graph is a simple hereditary class like the class of cographs (see Corollary 5.3). However, Conjecture 1.1 still seems reasonnable to us.
