Abstract--Let f : [0, 1] x R n --. R be a continuous function and e e LI[0, 1]. Let flj (1 _< j < rn -2) E R, 0 < ~/1 < rl2 < "'" < ~/m--2 < 1 be given. This paper is concerned with the existence of solutions for the following nth-order multipoint boundary value problems at resonance case
INTRODUCTION
In this paper, we consider the following nth-order boundary value problem (BVP), and 
x(~)(t)=f(t,x(t),x'(t),...,x(~-i)(t))+e(t),
t
x(~)(t)=f(t,x(t),x'(t),...,x(~-t)(t))+e(t),
t • (0,1), rn--2
x (0) = x' (0) ..... x (n-2) (0) = 0, x' (1)t = E fljx' (Vj) .
(i)
Where f : [0, 1] x R n --~ R is a continuous function, e E L 1[0, 1], ~j (j = 1,...,rn -2) e R and0<~l <U2 <'''<~]m-2<l. We say that BVP (1), (2) or BVP (1) , (3) is a problem at resonance, if the linear equation,
x(") (t) = o, t • (0,1),
with the boundary condition (2) or (3) has nontrivial solutions. Otherwise, we call them a problem at nonresonance.
~--~ --2 ~ ~ --I
In the present work, if 2-.,j=1 PJ~j = 1, then, BVP (1), (2) is at resonance, since equation Feng [1, 2] , Prezeradzki and Stanezy [3] , Liu [4] , and Gupta [5] [6] [7] studied the existence of solutions for some second-order multipoint boundary value problems at resonance. Gupta [8] , Ma [9] , and Nagle and Pothoven [i0] studied the existence for some third-order third-point boundary value problems at resonance. However, rare works are done for higher-order multipoint boundary value problems at resonance.
For the nonresonance case of higher-order boundary value problems, for instance, we refer to [11, 12] and the references therein. The purpose of our paper is to discuss the existence of solutions for higher order multipoint BVP (1),(2) at resonance (i.e., V'm-2/3 @-1 = 1) and BVP (1),(3) at resonance (i.e., A~j=I J j ~-2 ~ n-2 1). Our method is based on the coincidence degree theory of Mawhin [13, 14] . 
MAIN RESULTS
For the convenience of the reader to understand the coincidence degree theory, we briefly recall some definitions [13] [14] [15] 
= s (t, ~ (t), ~' (t),.. ,~(~-1> (t)) + e (t), t • (0, 1).
Nx Then, BVP (1), (2) can be written as Lx = Nx. In order to apply Theorem A, in the following Lemma 1, we shall show that L is a Fredholm operator of index zero and construct a linear continuous projector operator Q satisfying Condition (iii) in Theorem A.
(ii) Imn = {y • Z: Zzj=l 3 f£j r. . j=l J~j = 1, we have that
~. (iii) L : domL c Y ~ Z is a Fredholm operator of index zero, and the linear continuous projector operator Q : Z ~ Z can be defined as
(ii) We show that
j=l J
Since the problem
In fact, if (5) has solution x(t) satisfied x(0) = x'(0) .....
Ej=, ZT(~J), then, from (5), we h~ve 11 ' 11) ,X(n 1)t n-' fot fo r~ fO r2
Thus, we have L -ill..
According to ~j=z J~/j = I, we obtain J=, On the other hand, if (6) holds, setting
where c is an arbitrary constant, then x(t) is a solution of (5), and x (0) --x' (0) .....
x(n-2)(0) = 0, x(1) = Ej%~ ~ Zjx(v~). Hence, (4) is wlid.
(iii) For y E Z, we take the projector Qy as • .,xn)l _<
., an(t), b(t), r(t) E

a~(t) lx~ +b(t) txn[°+r(t), .,x~)l<_ a~(t) lx~ +b(t) lx,~-II°+r(t),
[f(t,m~,x2, .,xn)l <_ PROOF. We need to construct the set ft satisfying all the conditions in Theorem A, which is separated into the following four steps. Again for x E ftl, x E domL KerL, then (I-P)x E dotaL Cl KerP, LPx = 0, thus from Lemma 1, we know
a~(t)txd ÷b(t) lxll° +r(t).
c. (n--1)!)÷e(T1)] dT1 .-dT~ > O. (12) (H2) There exists a constant M > O, such that, for x E
dotaL, if [x(~-l)(t)l > M, for all t ~ [0, 1], then,(9)
Then, for every e(t) e LI[0, 1], the BVP (1),(2) with/--,j=l
l[(I-P)xll = IIKpL(I-P)zll < IlL(I-P)xlll = IILzI]I < ]lNxll I . (14)
From (13) and (14), we have
[fxtl <_ lIPxOl + ll(I-P)xll = x(~-~)(O) + N(I-P)xlt < 211NxllI + M.
If (7) then, If (8) or (9) holds, similar to the above argument, we can prove f~i is bounded too. 
where so the set ~12 is bounded. According to definition of degree on a space which is isomorphic to R l, l < e% and fl N KerL = {ct ~-I : Icl < d}.
We have
If the second part of condition (3) 
