The aim of this paper is to establish the existence of decay integral solutions to a class of retarded fractional differential equations involving impulsive effects. The results are obtained by using the fixed point approach and fractional calculus tools in Banach spaces. Applications to both ordinary and partial differential equations are presented.
Introduction
We are concerned with the following problem C D α 0 u(t) = Au(t) + f (t, u(t), u t ), t = t k , t k ∈ (0, +∞), k ∈ Λ, (1.1) It is easily seen that problem (1.1)-(1.3) contains many important classes of Cauchy problems for differential equations. In the case α = 1, the problem with nonlocal and impulsive conditions has been studied extensively. It is known that the nonlocal conditions give a better description for real models than the classical initial ones, e.g., the condition
allows taking some measurements in addition to solely initial one. The first result and physical meaning for nonlocal problems can be traced back to [8] . Then an increasing interest has arisen in various nonlocal problems for differential equations and inclusions. Without stressing to wide list of references, we quote here some remarkable solvability results in [9, 15, 20, 21, 32] . On the other hand, impulsive conditions has been used to describe the dynamical systems having abrupt changes. A comprehensive investigation for impulsive differential equations can be found in [5, 17] .
As a matter of fact, in view of the applications of fractional derivatives in modeling and the contemporary development of fractional calculus (see, e.g. [4, 16, 23, 25] ), the differential systems with integer orders have been generalized to many models involving fractional differential equations. In this line, we refer to [12, 24, 30, 31] for some typical results. We also mention in this note the works [1, 2] for impulsive fractional differential equations/inclusions in R n .
It is worth noticing that, although there is an increasing concern with solvability for differential systems as (1.1)-(1.3), far too little attention has been paid to their decay integral solutions. This is the main motivation for our work in the present paper. In order to find decay integral solutions, we will use the fixed point approach initiated by Burton and Furumochi for ordinary/functional differential equations [6, 7] . The main idea of this method is to construct a subspace of functions vanishing at infinity, in which the solution operator has a unique fixed point. Using this approach, we will prove that problem (1.1)-(1.3) has a unique integral solution u(t) → 0 as t → +∞ for all bounded input ϕ.
The rest of our work is organized as follows. In next Section 2, we recall some notions and facts related to fractional calculus, fractional resolvent operators, measures of noncompactness and the fixed point theory for condensing maps. For completeness, Section 3 is devoted to the existence result of integral solutions on compact interval under a general setting via measures of noncompactness, which extends/improves some recent results from [10, 12, 24, 29, 30] for the non-impulsive case. Section 4 shows the existence and uniqueness of decay integral solution under Lipschitz conditions imposed on nonlinearities. In the last Section 5 we give two examples, which illustrate the obtained results for fractional ordinary and partial differential equations.
Preliminaries

Fractional calculus
Let L 1 (0, T ; X) be the space of integrable functions on interval [0, T ], in the Bochner sense.
where Γ is the Gamma function, provided the integral converges.
It should be noted that there are several different definitions for derivatives of fractional order, among which the Riemann-Liouville and Caputo definitions are used widely. Many mathematical models of problems related to practical applications, are expressed by differential equations of fractional order that require initial conditions in terms of u(0), u (0), etc. (of integer order), and then the Caputo fractional derivative is the preferred one. For u ∈ C N ([0, T ]; X), we have the following formulas
Consider the problem (1.1)-(1.3). Let η(t) = f (t, u(t), u t ) and α ∈ (0, 1). Then by applying the Laplace transform to (1.1) formally, we have 1 
Let W (·) be the C 0 -semigroup on X generated by A and {S α (t), P α (t), t ∈ R + } be the family of linear bounded operators on X given by
where φ α is a probability density function defined on (0, ∞), that is, φ α (θ) ≥ 0 and
Then by [31, Lemma 3.1], we see that
in L(X). Plugging these operators in (2.1) yields
Applying the Second Translation Theorem and Convolution Theorem of the Laplace transform for inversion, we get
Remark 2.1. By the definition of S α in (2.2), we have
thanks to the properties of φ α .
By the relations (2.2)-(2.3), we have the following result, which will be used in the sequel.
Lemma 2.1. Let {W (t)} t≥0 be the C 0 -semigroup generated by A. Then if W (t) is norm continuous for t > 0, so is S α (t) and P α (t). P r o o f. The proof is similar to that in [27] . 
Now using the last two lemmas, we have the following result.
Proposition 2.1. Let {W (t)} t≥0 be the C 0 -semigroup generated by
Thus we have the conclusion as desired. 2
Fixed point theory for condensing operators
Let (E, · E ) be a Banach space. Denote by B(E) the collection of nonempty bounded subsets of E. We will use the following definition of measure of noncompactness ( [14] ).
where co Ω is the closure of the convex hull of Ω. An MNC β is called
iii) invariant with respect to union with compact set if β(K ∪Ω) = β(Ω) for every relatively compact set K ⊂ E and Ω ∈ B(E);
v) regular if β(Ω) = 0 is equivalent to the relative compactness of Ω.
An important example of MNC is the Hausdorff MNC χ(·), which is defined as follows:
Based on the Hausdorff MNC χ in E, one can define the sequential MNC χ 0 as follows:
where Δ(Ω) is the collection of all at-most-countable subsets of Ω (see [3] ). We know that
for all bounded set Ω ⊂ E. Then the following property is evident. 
We need the following assertion, whose proof can be found in [14] .
for some ν ∈ L 1 (0, T ), then we have Let β be a monotone nonsingular MNC in E. The application of the topological degree theory for condensing maps (see, e.g. [3, 14] ) yields the following fixed point principle, which will be use to prove the existence result to (1.1)-(1.3). 
Existence result
is a Banach space endowed with the norm
here · is the norm in X. Let χ be the Hausdorff MNC in X, χ PC the
Hausdorff MNC in PC([−h, T ]; X).
We recall the following facts (see [13] ), which will be used later:
.
; X) and χ h be the Hausdorff MNC in C h . Then C h is a Banach space with the norm
Concerning the problem (1.1)-(1.3), we give the following assumptions:
real-valued, continuous and nondecreasing function;
(2) there exists a function k :
(
G) The nonlocal function g : PC([−h, T ]; X) → C h obeys the following conditions:
(1) g is continuous and 
for all bounded set D ⊂ PC([−h, T ]; X). (I)
The operator I k : X → X is continuous and satisfies:
(1) there exists a real-valued, continuous, nondecreasing function Ψ I and a nonnegative sequence {l k } k∈Λ such that
(2) there exists a nonnegative sequence {μ k } k∈Λ such that
for all bounded subset B ⊂ X.
Remark 3.1. Let us give some comments on assumptions (F)(2),(G) (2) and (I) (2) . The explanation can be found in [3, 14] .
(1) If f (t, ·, ·) satisfies the Lipschitz condition, i.e.,
On the other hand, if P α (t), t > 0, is compact or f (t, ·, ·) is completely continuous (for each fixed t) then (F)(2) is obviously fulfilled with k = 0.
(2) Regarding (G)(2), if g is Lipschitzian, that is, 
then (I)(2) takes place. Obviously, (I)(2) is also fulfilled with μ k = 0 if I k is completely continuous. 
where
Then u is an integral solution of (1.1)-(1.3), if it is a fixed point of the solution operator F. From the assumptions imposed on f, g and I k , we see that F is a continuous map on
Since f , g and I k may be not Lipschitzian, the existence of integral solutions of (1.1)-(1.3) cannot be obtained by the Banach contraction principle. In this paper, we deploy the fixed point theory for condensing maps by establishing the so-called MNC-estimate (i.e. estimate via MNC) to prove the condensivity of F. 
; X) be a bounded set. Then we have
From the algebraically semi-additive property of χ PC , we have D) ). Employing (G)(2), we have
Hence
This inequality deduces that
thanks to (I)(2).
Regarding
3)
It follows from Proposition 2.1 that F 3 ({u n }) is an equicontinuous set in C([0, T ]; X). This leads to
here we have used Proposition 2.3 and hypothesis (F) (2) . In view of (3.3), one has
since > 0 can be chosen arbitrarily. Combining (3.1), (3.2) and (3.4), we arrive at
The proof is complete. 2 Theorem
Assume that the hypotheses of Lemma 3.1 hold. Then the problem (1.1)-(1.3) has at least one integral solution in PC([−h, T ]; X), provided that
and
where S T α is given in Lemma 3.1.
P r o o f. By (3.5), we obtain the χ PC -condensing property for F thanks to Lemma 3.1. In order to apply Theorem 2.1, it remains to show that F(B R ) ⊂ B R for some R > 0, where B R is the closed ball in PC([−h, T ]; X) centered at 0 with radius R.
Assume to the contrary, that there exists a sequence
Passing the last inequality into limits, one gets a contradiction. The proof is just complete. 2
Decay integral solutions
In order to obtain the existence of decay solutions for problem (1.1)-(1.3), we consider the function space
with the norm
PC([−h, ∞); X) is defined similarly to PC([−h, T ]; X) as T = +∞.
Then PC 0 is a Banach space. In this section, we replace the assumptions (F), (G) and (I) by the following:
is a continuous function such that g(0) = 0 and there is a nonnegative number η such that
In addition, we need the following assumption on the operators S α (t) and P α (t):
(R) The operator families {S α (t); P α (t)} t≥0 are asymptotically stable, that is,
We have the following proposition. 
P r o o f. Let E α,β be the Mittag-Leffler function, that is,
By the fact that (see, e.g. [27] )
we have
On the other hand, we have the following asymptotic expansion for E α,β as z → ∞ (see, e.g., [11] ):
Thus, in our case
These two inequalities ensure that S α (t) L(X) and P α (t) L(X) tend to zero as t → +∞. The proposition is proved. 1)-(1.3) has a unique integral solution u ∈ PC 0 , provided that
P r o o f. In the context of this theorem, we make use of the contraction mapping principle. We will show that the solution operator F maps PC 0 into itself and it is a contraction map, here we recall that
2)
On the other hand, from the assumption that k∈Λ μ k < +∞, there exists
Then for t > 0,
Observing from (R) that there is T 2 > 0 such that
Concerning E 3 (t), for t > T 1 + h one has
Then by the Hölder inequality we get
, and here we use the fact that
due to (4.1). Combining (4.4), (4.5) and (4.6) gives
, we see that 0 < (α − 1)p + 1 < 1. Hence
as t → ∞. Thus C α (t) is bounded, and so is C. This derives the claim that
It remains to show that F is a contraction map. Let u, v ∈ PC 0 , then
thanks to (Fa), (Ga) and (Ia). So,
We get the conclusion as desired. 2
Applications
In this section, we illustrate our abstract results for two classes of differential equations, one is of ODEs and another is of PDEs.
Fractional ordinary differential equations
Consider the following ODE's system in R n :
2) (Fb) The function f ij : R + × R × R → R has the following properties:
is continuous, and f ij (t, 0, 0) = 0;
(Ib) I ik : R → R is continuous, I ik (0) = 0, and
here μ ik > 0.
One can check that f, I k and g are Lipschitzian. Specifically,
and · is the Euclidean norm in X = R n .
Following the arguments given in [16, formula (1.10.9), Page 50], we have
where α, β > 0, λ α ∈ ρ(A). Therefore, we have
By assumption (Ab), we see that W (t) = e tA is exponentially stable. 
we can replace (5.4) by
Fractional partial differential equations
We consider the following fractional partial differential system:
where ∂ γ t stands for the Caputo derivative of order γ ∈ (0, 1) with respect to t,
is a partial differential operator, here α = (α 1 , α 2 ..., α N ) is a multi-index, |α| denotes its length, and
We adopt the following result in [18] for the case B = I, E l = X, C r,l = I: This implies that ω = −a 0 < 0.
