Fashion is the way we present ourselves to the world and has become one of the world's largest industries. Fashion, mainly conveyed by vision, has thus attracted much attention from computer vision researchers in recent years. Given the rapid development, this paper provides a comprehensive survey of more than 200 major fashion-related works covering four main aspects for enabling intelligent fashion: (1) Fashion detection includes landmark detection, fashion parsing, and item retrieval, (2) Fashion analysis contains attribute recognition, style learning, and popularity prediction, (3) Fashion synthesis involves style transfer, pose transformation, and physical simulation, and (4) Fashion recommendation comprises fashion compatibility, outfit matching, and hairstyle suggestion. For each task, the benchmark datasets and the evaluation protocols are summarized. Furthermore, we highlight promising directions for future research.
INTRODUCTION
Fashion is how we present ourselves to the world. The way we dress and makeup defines our unique style and distinguishes us from other people. Fashion in modern society has become an indispensable part of who I am. Unsurprisingly, the global fashion apparel market alone has surpassed 3 trillion US dollars today, and accounts for nearly 2 percent of the world's Gross Domestic Product (GDP) 1 . Specifically, revenue in the Fashion segment amounts to over US $718 billion in 2020 and is expected to present an annual growth of 8.4% 2 .
As the revolution of computer vision with artificial intelligence (AI) is underway, AI is starting to hit the magnanimous field of fashion, whereby reshaping our fashion life with a wide range of application innovations from electronic retailing, personalized stylist, to the fashion design process. In this paper, we term the computer-vision-enabled fashion technology as intelligent fashion. Technically, intelligent fashion is a challenging task because, unlike generic objects, fashion items suffer from significant variations in style and design, and, most importantly, the long-standing semantic gap between computable low-level features and high-level semantic concepts that they encode is huge.
There are few previous works [116, 157] related to short fashion surveys. In 2014, Liu et al. [116] presented an initial literature survey focused on intelligent fashion analysis with facial beauty and clothing analysis, which introduced the representative works published during 2006-2013. However, thanks to the rapid development of computer vision, there are far more than these two domains within intelligent fashion, e.g., style transfer, physical simulation, fashion prediction.
There have been a lot of related works needed to be updated. In 2018, Song and Mei [157] introduced the progress in 1 https://fashionunited.com/global-fashion-industry-statistics/ 2 https://www.statista.com/outlook/244/100/fashion/worldwide fashion research with multimedia, which categorized the fashion tasks into three aspects: low-level pixel computation, mid-level fashion understanding, and high-level fashion analysis. Low-level pixel computation aims to generate pixel-level labels on the image, such as human segmentation, landmark detection, and human pose estimation. Mid-level fashion understanding aims to recognize fashion images, such as fashion items and fashion styles. High-level fashion analysis includes recommendation, fashion synthesis, and fashion trend prediction. However, there is still a lack of a systematic and comprehensive survey to paint the whole picture of intelligent fashion so as to summarize and classify state-of-the-art methods, discuss datasets and evaluation metrics, and provide insights for future research directions.
Current studies on intelligent fashion covers the research topics not only to detect what fashion items are presented in an image but also analyze the items, synthesize creative new ones, and finally provide personalized recommendations.
Thus, in this paper, we organize the research topics accordingly, as categorized in Fig. 1 , which includes fashion image detection, analysis, synthesis, and recommendation. In addition, we also give an overview of main applications in the fashion domain, showing the power of intelligent fashion in the fashion industry. Overall, the contributions of our work can be summarized as follows:
• We provide a comprehensive survey of the current state-of-the-art research progress in the fashion domain and categorize fashion research topics into four main categories: detection, analysis, synthesis, and recommendation.
• For each category in the intelligent fashion research, we provide an in-depth and organized review of the most significant methods and their contributions. Also, we summarize the benchmark datasets as well as the links to the corresponding online portals.
• We gather evaluation metrics for different problems and also give performance comparisons for different methods.
• We list possible future directions that would help upcoming advances and inspire the research community.
This survey is organized in the following sections. Sec. 2 reviews the fashion detection tasks including landmark detection, fashion parsing, and item retrieval. Sec. 3 illustrates the works for fashion analysis containing attribute recognition, style learning, and popularity prediction. Sec. 4 provides an overview of fashion synthesis tasks comprising style transfer, human pose transformation, and physical texture simulation. Sec. 5 talks about works of fashion recommendation involving fashion compatibility, outfit matching, and hairstyle suggestion. Besides, Sec. 6 demonstrates selected applications and future work. Last but not least, concluding remarks are given in Sec. 7.
FASHION DETECTION
Fashion detection is a widely discussed technology since most fashion works need detection first. Take virtual try-on as an example [67] . It needs to early detect the human body part of the input image for knowing where the clothing region is and then synthesize the clothing there. Therefore, detection is the basis for most extended works. In this section, we mainly focus on fashion detection tasks, which are split into three aspects: landmark detection, fashion parsing, and item retrieval.
For each aspect, state-of-the-art methods, the benchmark datasets, and the performance comparison are rearranged.
Landmark Detection
Fashion landmark detection aims to predict the positions of functional keypoints defined on the clothes, such as the corners of the neckline, hemline, and cuff. These landmarks not only indicate the functional regions of clothes, but also implicitly capture their bounding boxes, making the design, pattern, and category of the clothes can be better distinguished. Indeed, features extracted from these landmarks greatly facilitate fashion image analysis.
It is worth mentioning the difference between fashion landmark detection and human pose estimation, which aims at locating human body joints as Fig. 2(a) shows. Fashion landmark detection is a more challenging task than human pose estimation as the clothes are intrinsically more complicated than human body joints. In particular, garments undergo non-rigid deformations or scale variations, while human body joints usually have more restricted deformations. Moreover, the local regions of fashion landmarks exhibit more significant spatial and appearance variances than those of human body joints, as shown in Fig. 2(b) . FashionNet [119] , a deep model. The predicted landmarks were used to pool or gate the learned feature maps, which led to robust and discriminative representations for clothes. In the same year, Liu et al. also proposed a deep fashion alignment (DFA) framework [120] , which consisted of a three-stage deep convolutional network (CNN), where each stage subsequently refined previous predictions. Yan et al. [199] further relaxed the clothing bounding box constraint, which is computationally expensive and inapplicable in practice. The proposed Deep LAndmark Network (DLAN) combined selective dilated convolution and recurrent spatial transformer, where bounding boxes and landmarks were jointly estimated and trained iteratively in an end-to-end manner. Both [120] and [199] are based on the regression model.
A more recent work [176] indicated that the regression model is highly non-linear and difficult to optimize. Instead of regressing landmark positions directly, they proposed to predict a confidence map of positional distributions (i.e., heatmap) for each landmark. Additionally, they took into account the fashion grammar to help reason the positions of landmarks.
For instance, "left collar ↔ left waistline ↔ left hemline" that connecting in a human-parts kinematic chain was used as a constraint on the connected clothing parts to model the grammar topology. The human anatomical constraints were inherited in a recurrent neural network. Further, Lee et al. [92] considered contextual knowledge of clothes and proposed a global-local embedding module for achieving more accurate landmark prediction performance. Ge et al. [38] presented a versatile benchmark Deepfashion2 for four tasks, clothes detection, pose estimation, human segmentation, and clothing The visual difference between the constrained fashion landmark detection and the unconstrained fashion landmark detection [199] . Table 1 . Summary of the benchmark datasets for fashion landmark detection task.
Dataset name
Publish time We list the performance comparisons of leading methods on the benchmark datasets in Table 2 . Moreover, the performances of the same method are different across datasets, but the rank is generally consistent.
# of photos

Fashion Parsing
Fashion parsing, human parsing with clothes classes, is a specific form of semantic segmentation, where the labels are based on the clothing items, such as dress or pants. Example of fashion parsing is shown in Fig. 3 . Fashion parsing task distinguishes itself from general object or scene segmentation problems in that fine-grained clothing categorization requires higher-level judgment based on the semantics of clothing, the deforming structure within an image, and the potentially large number of classes.
2.2.1
State-of-the-art methods. The early work in fashion parsing was conducted by Yamaguchi et al. [196] . They exploited the relationship between clothing parsing and human pose estimation by refining two problems mutually.
Specifically, clothing labels for every image segment were predicted with respect to body parts in a Conditional Random Field model. Then the predictions of clothing were incorporated as additional features for pose estimation. Their work, however, mainly focused on constrained parsing problem, where test images were parsed given user-provided tags indicating depicted clothing items. To overcome this limitation, [195, 197] proposed clothes parsing with a retrieval-based approach. For a given image, similar images from a parsed dataset were first retrieved, and then the nearest-neighbor parsings were transferred to the final result via dense matching. Since pixel-level labels required for model training were time-consuming, Liu et al. [112] introduced the fashion parsing task with weak supervision from the color-category tags instead of pixel-level tags. They combined the human pose estimation module and (super)pixel-level category classifier learning module to generate category classifiers. They then applied the category tags to complete the parsing task.
Different from the abovementioned works that tended to consider the human pose first, which might lead to sub-optimal results due to the inconsistent targets between pose estimation and clothing parsing, recent research studies mainly attempted to relax this constraint. Dong et al. [32] proposed to use Parselets, a group of semantic image segments obtained from a low-level over-segmentation algorithm, as the essential elements. A Deformable Mixture Parsing Model (DMPM) based on the "And-Or" structure of sub-trees was built to jointly learn and infer the best configuration for both appearance and structure. Next, [102, 201] [104] to simultaneously capture the cross-layer context, global image-level context, and local super-pixel contexts to improve the accuracy of parsing results.
To address the issues of parametric and non-parametric human parsing methods that relied on the hand-designed pipelines composed of multiple sequential components, such as in [32, 112, 195, 196] , Liu et al. presented a quasiparametric human parsing framework [115] . The model inherited the merits of both parametric models and non-parametric models by the proposed Matching Convolutional Neural Network (M-CNN), which estimated the matching semantic region between the input image and KNN image. The works [41, 101] proposed self-supervised structure-sensitive learning approaches to explicitly enforce the consistency between the parsing results and the human joint structures. In this way, there is no need for specifically labeling human joints in model training.
Unlike previous approaches that only focused on single-person parsing task , [40, 146, 212] Table 3 summarizes the benchmark datasets for fashion [195, 197] 2013 339,797 56 Annotated with metadata tags denoting characteristics, e.g., color, style, occasion, clothing type, brand Fashionista [196] , Chictopia.com Clothing Co-Parsing (CCP) SYSU-Clothes 13 [102, 201] to the total area, (4) mean accuracy, (5) average precision, (6) average recall, (7) average F-1 score over pixels, and (8) foreground accuracy as the number of true pixels on the body over the number of actual pixels on the body.
In particular, most of the parsing methods are evaluated on Fashionista dataset [196] in terms of accuracy, average precision, average recall, and average F-1 score over pixels. We report the performance comparisons in Table 4 .
Item Retrieval
As fashion e-commerce has grown over the years, there has been a high demand for innovative solutions to help customers find preferred fashion items with ease. Though many fashion online shopping sites support keyword-based searches, there are many visual traits of fashion items that are not easily translated into words. It thus attracts tremendous attention from many research communities to develop cross-scenario image-based fashion retrieval tasks for matching the real-world fashion items to the online shopping image. Given a fashion image query, the goal of image-based fashion item retrieval is to find similar or identical items from the gallery.
2.3.1
State-of-the-art methods. The notable early work on automatic image-based clothing retrieval was presented by Wang and Zhang [181] . To date, extensive research studies have been devoted to addressing the problem of cross-scenario clothing retrieval since there is a large domain discrepancy between daily human photo captured in general environment and clothing images taken in ideal conditions (i.e., embellished photos used in online clothing shops). Liu et al. [118] proposed to utilize an unsupervised transfer learning method based on part-based alignment and features derived from the sparse reconstruction. Kalantidis et al. [82] presented clothing retrieval from the perspective of human parsing. A prior probability map of the human body was obtained through pose estimation to guide clothing segmentation, and then the segments were classified through locality-sensitive hashing. The visually similar items were retrieved by summing up the overlap similarities. Notably, [82, 118, 181] are based on hand-crafted features.
With the advances of deep learning, there has been a trend of building deep neural network architectures to solve the clothing retrieval task. Huang et al. The abovementioned studies are designed for similar fashion item retrieval. But more often, people desire to find the same fashion item, as illustrated in Fig. 4 (a). The first attempt on this task was achieved by Kiapour et al. [45] , who developed three different methods for retrieving the same fashion item in the real-world image from the online shop, the street-to-shop retrieval task. The three methods contained two deep learning baseline methods, and one method aimed to learn the similarity between two different domains, street and shop domains. For the same goal of learning the deep feature representation, Wang et al. [179] adopted a Siamese network that contained two copies of the Inception-6 network with shared weights. Also, they introduced a robust contrastive loss to alleviate over-fitting caused by some positive pairs (containing the same product) that were visually different, and used one multi-task fine-tuning approach to learn a better feature representation by tuning the parameters of the siamese network with product images and general images from ImageNet [27] . Further, Jiang et al. [80] extended the one-way problem, street-to-shop retrieval task, to the bi-directional problem, street-to-shop and shop-to-street clothing retrieval task. They proposed a deep bi-directional cross-triplet embedding algorithm to model the similarity between cross-domain photos, and further expanded the utilization of this approach to retrieve a series of representative and complementary accessories to pair with the shop item [81] . Moreover, Cheng et al. [24] increased the difficulty of image-based to video-based street-to-shop retrieval tasks, which was more challenging because of the diverse viewpoint or motion blur. They introduced three networks: Image Feature Network, Video Feature Network, and Similarity Network. They first did clothing detection and tracking for generating clothing trajectories. Then, Image Feature Network extracted deep visual features which would be fed into the LSTM framework for capturing the temporal dynamics in the Video Feature Network, and finally went to Similarity Network for pair-wise matching. For improving the existing algorithms for retrieval tasks, which only considered global feature vectors, [87] proposed a Graph Reasoning Network to build the similarity pyramid, which represented the similarity between a query and a gallery clothing by considering both global and local representation.
In the clothing retrieval methods described above, the retrieval is only based on query images that reflect users' needs, without considering that users may want to provide extra keywords to describe the desired attributes that are absent in the query image. Towards this goal, Kovashka et al. developed the WhittleSearch [86] that allows the user to upload a query image and provide additional relative attribute description as feedback for iteratively refining the image retrieval results (see Fig. 5 ). Besides, for advancing the retrieval task with attribute manipulation, given a query image with attribute manipulation request, such as "I want to buy a jacket like this query image, but with plush collar instead of round collar,"
the memory-augmented Attribute Manipulation Network (AMNet) [211] updated the query representation encoding the unwanted attributes and replacing them to the desired ones. Later, Ak et al. [1] presented the FashionSearchNet to learn regions and region-specific attribute representations by exploiting the attribute activation maps generated by the global average pooling layer. Different from [1, 211] that constructed visual representation of searched item by manipulating the visual representation of query image with the textual attributes in query text, [88] inferred the semantic relationship between visual and textual attributes in a joint multimodal embedding space. To help facilitate the reasoning of search results and user intent, Liao et al. [105] built EI (Exclusive and Independent) tree, that captured hierarchical structures of the fashion concepts, which was generated by incorporating product hierarchies of online shopping websites and domain Ma et al. 27 [128] 2020 180,000
Since dataset for attribute-specific fashion retrieval is lacking, this dataset rebuild three fashion dataset with attribute annotations DARN [69] , FashionAI [219] , DeepFashion [119] knowledge of fashion experts. It was then applied to guide the end-to-end deep learning procedure, mapping the deep implicit features to explicit fashion concepts.
As the fashion industry attracts much attention recently, there comes a multimedia grand challenge "AI meets beauty" 21 , which aimed for competing for the top fashion item recognition methods, held in ACM Multimedia yearly from 2018.
Perfect Corp., CyberLink Corp., and National Chiao Tung University in Taiwan held this grand challenge and provided a large-scale image dataset of beauty and personal care products, namely the Perfect-500K dataset [23] . Lin et al. [108] received the top performance in the challenge in 2019. They presented an unsupervised embedding learning to train a CNN model and combined the existing retrieval methods trained on different datasets to finetune the retrieval results.
Benchmark datasets.
The existing clothing retrieval studies mainly focused on a cross-domain scenario.
Therefore, most of the benchmark datasets were collected from daily photos and online clothing shopping websites. Table 5 gives a summary and link of the download page (if publicly available) of the benchmark datasets.
Performance evaluations.
There are some evaluation metrics used to assess the performance of clothing retrieval methods. The different evaluation metrics used are as follows: (1) Top-k retrieval accuracy, the ratio of queries with at least one matching item retrieved within the top-k returned results, (2) Precision@k, the ratio of items in the top-k returned results that are matched with the queries, (3) Recall@k, the ratio of matching items that are covered in the top-k returned results, (4) Normalized Discounted Cumulative Gain (NDCG@k), the relative orders among matching and non-matching items within the top-k returned results, and (5) Mean Average Precision (MAP), which measures the precision of returned results at every position in the ranked sequence of returned results across all queries. Table 6 presents the performance comparisons of some retrieval methods reviewed in this survey. We are unable to
give comparisons for all different retrieval methods because the benchmarks they used are not consistent. The best results are highlighted in bold font.
FASHION ANALYSIS
Fashion is not only about what people are wearing but also reveals personality traits and other social cues. With immense potential in the fashion industry, precision marketing, sociological analysis, etc., intelligent fashion analysis on what style people choose to wear has thus gained increasing attention in recent years. In this section, we mainly focus on three fields of fashion analysis: attribute recognition, style learning, and popularity prediction. For each field, state-of-the-art methods, the benchmark datasets, and the performance comparison are summarised.
Attribute Recognition
Clothing attribute recognition is a multi-label classification problem that aims at determining which elements of clothing are associated with attributes among a set of n attributes. As illustrated in Fig. 4(b) , a set of attributes is a mid-level representation generated to describe the visual appearance of a clothing item. Mutual dependencies between the attributes capturing the rules of style (e.g., neckties are rarely worn with T-shirts) were explored by a Conditional Random Field (CRF) to make attribute predictions. A CRF-based model was also presented in [198] . The model considered the location-specific appearance with respect to a human body and the compatibility of clothing items and attributes, which was trained using a max-margin learning framework.
Motivated by the large discrepancy between images captured in constrained and unconstrained environments, Chen et al. [20] studied a cross-domain attribute mining. They mined the data from clean clothing images obtained from online shopping stores and then adapted it to unconstrained environments by using a deep domain adaptation approach. Lu et al. [162] further presented a study on part-based clothing attribute recognition in a search and mining framework. The Besides, there are research works exploring attributes for recognizing the type of clothing items. Hidayati et al. [56] introduced clothing genre classification by exploiting the discriminative attributes of style elements, with an initial focus on the upperwear clothes. The work in [61] later extended [56] to recognize the lowerwear clothes. Yu and Grauman [206] proposed a local learning approach for fine-grained visual comparison to predict which image is more related to the given Table 8 . The evaluation protocol is released in [119] . The best result is marked in bold.
Style Learning
A variety of fashion styles is composed of different fashion designs. Inevitably, these design elements and their interrelationships serve as the powerful source-identifiers for understanding fashion styles. The key issue in this field is thus how to analyze discriminative features for different styles and also learn what style makes a trend.
3.2.1
State-of-the-art methods. An early attempt in fashion style recognition was presented by Kiapour et al. [85] .
They evaluated the concatenation of hand-crafted descriptors as style representation. Five different style categories are explored, including hipster, bohemian, pinup, preppy, and goth.
In the following studies [63, 79, 126, 156, 163] , deep learning models were employed to represent fashion styles. In QuadNet was a classification and feature embedding learning network that consists of four identical CNNs, where the shared CNN was jointly optimized with a multi-task classification loss and a neighbor-constrained quadruplet loss. The multi-task classification loss aimed to learn the discriminative feature representation, while the neighbor-constrained quadruplet loss aimed to enhance the similarity constraint. A study on modeling the temporal dynamics of the popularity of fashion styles was presented in [53] . It captured fashion dynamics by formulating the visual appearance of items extracted from a deep convolutional neural network as a function of time.
Further, for statistics-driven fashion trend analysis, [17] analyzed the best-selling clothing attributes corresponding to specific season via the online shopping websites statistics, e.g., (1) winter: gray, black, and sweater; (2) Temporal estimation is an interesting task for general fashion trend analysis, the goal of which is to estimate when a style was made. Although visual analysis of fashion styles have been much investigated, this topic has not received much attention from the research community. Vittayakorn et al. [167] proposed an approach to the temporal estimation task using CNN features and fine-tuning new networks to predict the time period of styles directly. This study also provided estimation analyses of what the temporal estimation networks have learned. 3.2.2 Benchmark datasets. Table 9 compares the benchmark datasets used in the literature. Hipster Wars [85] is the most popular dataset for style learning. We note that, instead of using the same dataset for training and testing, the study in [156] used Fashion144k dataset [155] to train the model and evaluated it on Hipster Wars [85] . Moreover, the datasets related to fashion trend analysis were mainly collected from online media platforms during a specific time interval. It is an open problem to determine which of the approaches perform better than others.
Popularity Prediction.
Precise fashion trend prediction is not only essential for fashion brands to strive for the global marketing campaign but also crucial for individuals to choose what to wear corresponding to the specific occasion. Based on the fashion style learning via the existing data (e.g., fashion blogs), it can better predict fashion popularity and further forecast future trend, which profoundly affect the fashion industry about multi-trillion US dollars.
3.3.1
State-of-the-art methods. Despite the active research in popularity prediction of online content on general photos with diverse categories [55, 130, 177, 184, 185] , the popularity prediction on online social network specialized in fashion and style is currently understudied. The work in [194] presented a vision-based approach to quantitatively evaluate the influence of visual, textual, and social factors on the popularity of outfit pictures. They found that the combination of social and content information yields a good predictory for popularity. In Other studies built computational attractiveness models to analyze facial beauty. A previous survey on this task was presented in [111] . Since some remarkable progress have been made on this subject, we extend [111] to cover recent advancements. Chen and Zhang [12] introduced a causal effect criterion to evaluate facial attractiveness models. It proposed two-way measurements, i.e., by imposing interventions according to the model and by examining the change of attractiveness. To alleviate the need for rating history for the query, which prior works could not cope when there are none or few, Rothe et al. [144] proposed to regress visual query to a latent space derived through matrix factorization for the known subjects and ratings. Besides, they employed a visual regularized collaborative filtering approach to infer inter-person preferences for attractiveness prediction. A psychologically inspired deep convolutional neural network (PI-CNN), which is a hierarchical model that facilitates both the facial beauty representation learning and predictor training, was later proposed in [191] . To optimize the performance of the PI-CNN facial beauty predictor, [191] introduced a cascaded fine-tuning scheme that exploits appearance features of facial detail, lighting, and color. To further consider the facial shape, Gao et al.
[36] designed a multi-task learning framework that took appearance and facial shape into account simultaneously and jointly learned facial representation, landmark location, and facial attractiveness score. They proved that learning with landmark localization is effective for facial attractiveness prediction. For building flexible filters to learn the mapping adaptive for different attributes within a deep modal, Lin et al. [106] proposed an attribute-aware convolutional neural network (AaNet) whose filter parameters were controlled adaptively by facial attributes. They also considered the cases without attribute labels and presented a pseudo attribute-aware network (P-AaNet), which learned to utilize image context information for generating attribute-like knowledge. Moreover, Shi et al. [150] introduced Table 10 . Summary of the benchmark datasets for popularity prediction task. [183] 2019 486,000 It contains rich contextual information and annotations Flickr.com N/A: there is no reported information to cite. a co-attention learning mechanism that employed facial parsing masks for learning accurate representation of facial composition to improve facial attractiveness prediction.
There was a Social Media Prediction (SMP) challenge held by Wu et al. [183] in ACM Multimedia 2019 38 which aimed at the work focused on predicting future clicks of new social media posts before they were posted in social feeds.
The participated teams need to build a new algorithm based on understanding and learning techniques and automatically predict popularity (formulated by clicks or visits) to achieve better performances. Fashion Forecasting. There are strong practical interests in fashion sales forecasting, either by utilizing traditional statistical models [25, 135] , applying artificial intelligence models [6] , or combining the advantages of statistics-based methods and artificial intelligence-based methods into hybrid models [15, 84, 143] . However, the problem of visual fashion forecasting, where the goal is to predict the future popularity of styles discovered from fashion images, has gained limited attention in the literature. In [2] , Al-Halah et al. proposed to forecast the future visual style trends from fashion data in an unsupervised manner. The proposed approach consists of three main steps: (1) learning a representation of fashion images that captures clothing attributes using a supervised deep convolutional model; (2) discovering the set of fine-grained styles that are distributed across images using a non-negative matrix factorization framework; and (3) constructing styles' temporal trajectories based on statistics of past consumer purchases for predicting the future trends.
Benchmark datasets.
We summarize the benchmark datasets used to evaluate the popularity prediction models reviewed above in Table 10 . There are datasets focused on face attractiveness called SCUT-FBP [189] and SCUT-FBP5500 [100] . Also, SMPD2019 [183] is specific for social media prediction.
Performance evaluations. Mean Absolute Percentage Error (MAPE), Mean Absolute Error (MAE), Mean
Square Error (MSE), and Spearman Ranking Correlation (SRC) are the most used metrics to evaluate the popularity prediction performance. SRC is to measure the ranking correlation between groundtruth popularity set and predicted popularity set, varying from 0 to 1.
FASHION SYNTHESIS
Given an image of a person, we can imagine what that person would like in a different makeup or clothing style. We can do this by synthesizing a realistic-looking image. In this section, we review the progress to address this task, including style transfer, pose transformation, and physical simulation.
Style Transfer
Style transfer is transferring an input image into a corresponding output image such as transferring a real-world image into a cartoon-style image, transferring a non-makeup facial image into a makeup facial image, or transferring the clothing, which is tried on the human image, from one style to another. Style transfer in image processing contains a wide range of applications, e.g., facial makeup and virtual try-on.
4.1.1
State-of-the-art methods. The most popular style transfer work is pix2pix [72] , which is a general solution for style transfer. It learns not only the mapping from the input image to output image but also a loss function to train the mapping. For specific goal, based on a texture patch, [78, 188] 43 transferred the input image or sketch to the corresponding texture. Based on the human body silhouette, [49, 90] inpainted compatible style garments to synthesize realistic images.
An interesting work [151] learned to transferred the facial photo into the game character style. Facial Makeup. Finding the most suitable makeup for a particular human face is challenging, given the fact that a makeup style varies from face-to-face due to the different facial features. Studies on how to automatically synthesize the effects of with or without makeup on one's facial appearance have aroused interest recently. There is a survey on computer analysis of facial beauty provided in [91] . However, it is limited to the context of the perception of attractiveness.
Facial makeup transfer refers to translate the makeup from a given face to another one while preserving the identity as Fig. 6(a) . It provides an efficient way for virtual makeup try-on and helps users select the most suitable makeup style. The early work achieved this task by image processing methods [93] , which decomposed images into multiple layers and transferred information from each layer after warping the reference face image to a corresponding layer of the non-makeup one. One major disadvantage of this method was that it required warping the reference face image to the non-makeup face image, which was very challenging and inclined to generate artifacts in many cases. Liu et al. Different makeup styles result in significant facial appearance changes, which brings challenges to many practical applications, such as face recognition. Therefore, researchers also devoted themselves to makeup removal as Fig. 6(b) , which is an ill-posed problem. Wang and Fu [175] proposed a makeup detector and remover framework based on locality-constrained dictionary learning. Li et al. [98] later introduced a bi-level adversarial network architecture, where the first adversarial scheme was to reconstruct face images, and the second was to maintain face identity.
Unlike the aforementioned facial makeup synthesis methods that treat makeup transfer and removal as separate problems, [9, 14, 42, 95] tried-on result and predicted the mask for the clothing item. Based on the mask and coarse result, a refinement network for the clothing region was employed to synthesize a more detailed result. However, [51] fails to handle large deformation, especially with more texture details, due to the imperfect shape-context matching for aligning clothes and body shape.
Therefore, a new model called Characteristic-Preserving Image-based Virtual Try-On Network (CP-VTON) [170] was proposed. The spatial deformation can be better handled by a Geometric Matching Module, which explicitly aligned the input clothing with the body shape. The comparisons of VITON and CP-VTON are given in Fig. 6(c) . There were three improved works [4, 74, 208] based on CP-VTON. Different from the previous works which needed the in-shop clothing image for virtual try-on, FashionGAN [218] and M2E-TON [186] presented target try-on clothing image based on text description and model image respectively. Given an input image and a sentence describing a different outfit, FashionGAN was able to "redress" the person. A segmentation map was first generated with a GAN according to the description. Then, the output image was rendered with another GAN guided by the segmentation map. M2E-TON was able to try on clothing from human A image to human B image, and two people can perform in different poses.
Viewing the try-on performance from different views is also essential for virtual try-on task, Fit-Me [66] was the first work to do virtual try-on with arbitrary poses in 2019. They designed a coarse-to-fine architecture for both pose transformation and virtual try-on. Further, FashionOn [67] applied the semantic segmentation for detailed part-level learning and focused on refining the facial part and clothing region to present more realistic results. They succeeded in preserving detailed facial and clothing information, perform dramatic posture, and also resolve the human limb occlusion problem in CP-VTON. Similar architecture to CP-VTON for virtual try-on with arbitrary poses was presented by [214] .
They further made body shape mask prediction at the beginning of the first stage for pose transformation, and, in the second stage, they presented an attentive bidirectional GAN to synthesize the final result. For pose-guided virtual try-on, Dong et al. [29] further improved VITON and CP-VTON, which tackled the virtual try-on for different poses. Han et al. [47] proposed ClothFlow to focus on the clothing regions and model the appearance flow between source and target Existing makeup datasets applied for studying facial makeup synthesis typically assemble pairs of images for one subject:
non-makeup image and makeup image pair. As for virtual try-on, since it is a highly diverse topic, there are several datasets for different tasks and settings. We summarize the datasets for style transfer in Table 11 .
Performance evaluations.
The evaluation for style transfer is generally based on subjective assessment or user study. That is, the participants rate the results into some certain degrees, such as "Very bad", "Bad", "Fine", "Good", and "Very good". The percentages of each degree are then calculated to quantify the quality of results. Besides, there are objective comparisons for virtual try-on, in terms of inception score (IS) or structural similarity (SSIM). IS is used to evaluate the synthesis quality of images quantitatively. The score will be higher if the model can produce visually diverse and semantically meaningful images. On the other hand, SSIM is utilized to measure the similarity between the reference image and the generated image ranging from zero (dissimilar) to one (similar). 
Pose Transformation
Given a reference image and a target pose only with keypoints, the goal of pose transformation is to synthesize pose-guided person image in different posture while keeping personal information. A few examples of pose transformation are shown in Fig. 7 . Pose transformation, in particular, is a challenging task since the input and output are not spatially aligned. introduced a multistage pose-guided image synthesis framework, which divided the network into three stages for pose transform in a novel 2D view, foreground synthesis, and background synthesis.
To break the data limitation of previous studies, Pumarola et al. [140] borrowed the idea from [217] by leveraging cycle consistency. In the meantime, the works in [34, 125] formulated the problem from the perspective of variational autoencoder (VAE). They can successfully model the body shape; however, their results were less faithful to the appearance of reference images since they generated results from highly compressed features sampled from the data distribution. To improve the appearance performance , Song et al. [158] 49 designed a novel pathway to decompose the hard mapping into two accessible subtasks, semantic parsing transformation and appearance generation. Firstly, for simplifying the non-rigid deformation learning, it transformed the posture in semantic parsing maps. Then, synthesizing the semantic-aware human information to the previous synthesized semantic maps formed the realistic final results. 
Benchmark datasets.
The benchmark datasets for pose transformation are very limited. The most used two benchmark datasets are Market-1501 [213] and DeepFashion (In-shop clothes retrieval benchmark) [119] . Besides, there is one dataset collected in videos [5] . All of the three datasets are summarized in Table 12 . 
Physical Simulation
For more vivid fashion synthesis performance, physical simulation plays a crucial role. The abovementioned synthesis works are within the 2D domain, limited in the simulation of the physical deformation, e.g., shadow, pleat, or hair details.
For advancing the synthesis performance with dynamic details (drape, or clothing-body interactions), there are physical simulation works based on 3D information. Take Fig. 8 for example. Based on a body animation sequence (a), the shape of the target garment and keyframes (marked by yellow), Wang et al. [182] learned the intrinsic physical properties and simulated to other frames with different postures which are shown in (b).
4.3.1
State-of-the-art methods. The traditional pipeline for designing and simulating realistic clothes is to use computer graphics to build 3D models and render the output images [44, 139, 171, 200] . For example, Wang et al. Fig. 9 . Left comparison is between DRAPE [44] and Santesteban et al. [148] , while the right one compares between ClothCap [139] and [148] . Both are given a source and simulate the physical clothing deformation in different body shapes. 4.3.2 Benchmark datasets. Datasets for physical simulation are different from other fashion tasks since the physical simulation is more related to computer graphics than computer vision. Here, we discuss the types of input data used by most physical simulation works. Physical simulation working within the fashion domain focus on clothing-body interactions, and datasets can be categorized into real data and created data. For an example of real data, for each type of clothing, [89] captured 4D scan sequences at 60 fps in motion and dressed in a full-body suit. As for created data, [148] was based on one garment to create dressed character animations with diverse motions and body shapes, and it can be applied to other garments.
Performance comparison.
There are limited quantitative comparisons between physical simulation works.
Most of them tend to calculate the qualitative results only within their work (e.g., per-vertex mean error) or show the vision comparison with state-of-the-art methods. Take the comparison done by [148] for example in Fig. 9 .
FASHION RECOMMENDATION
"Dressing well is a form of good manners." -Tom Ford (1961-), while not everyone is a natural-born fashion stylist. In support of this need, fashion recommendation has attracted increasing attention, given its ready applications to online shopping for fashion products. Relevant literature on the research progress of fashion recommendation falls into three main tasks: fashion compatibility, outfit matching, and hairstyle suggestion.
Fashion Compatibility
Fashion recommendation works based on fashion compatibility, which performs how well items of different types can collaborate to form fashionable outfits. Also, it is worth mentioning that the main difference between fashion item retrieval (Sec. 2.3) and fashion recommendation (Sec. 5) is that the former learns the visual similarity between the same clothing type. In contrast, the latter learns both visual similarity and visual compatibility between different clothing types. For making the fashion compatibility task more user-friendly, Wang et al. [180] introduced a diagonal process for giving information about which item made the outfit incompatible. They presented an end-to-end multi-layered comparison network to predict the compatibility between different items at different layers and use the backpropagation gradient for diagnosis. Hsiao et al. [65] proposed Fashion++ to make minimal adjustments to a full-body clothing outfit that have a maximal impact on its fashionability. Besides, Song et al. [161] took user preferences into account to present a personalized compatibility modeling scheme GP-BPR. It utilized two components, general compatibility modeling and personal preference modeling, for evaluating the item-item and user-item interactions, respectively.
Benchmark datasets.
The most used source for fashion compatibility datasets is the Polyvore fashion website.
It is an online shopping website, where the fashion items contain rich annotations, e.g., clothing color, text description, and multi-view outfit images. We list the benchmark datasets for fashion compatibility in Table 13 .
Performance evaluations.
For measuring the performance of fashion compatibility works, area under the receiver operating characteristic curve (AUC) is the most used metric. AUC measures the probability that the evaluated work would recommend higher compatibility for positive set than negative set. The AUC scores range between 0 and 1. 
Outfit Matching
Each outfit generally involves multiple complementary items, such as tops, bottoms, shoes, and accessories. A key to a stylish outfit lies in the matching fashion items, as illustrated in Fig. 10 . However, generating harmonious fashion matching is challenging due to three main reasons. First, the fashion concept is subtle and subjective. Second, there are a large number of attributes for describing fashion. Third, the notion of fashion item compatibility generally goes across categories and involves complex relationships. In the past several years, this problem has attracted a great deal of interest, resulting in a long list of algorithms and techniques.
5.2.1
State-of-the-art methods. Fashion recommendation for outfit matching was initially introduced by Iwata et al. [73] . They proposed a probabilistic topic model for learning information about fashion coordinates. Liu et al. [113] explored occasion-oriented clothing recommendation by considering the wearing properly and wearing aesthetically principles. They adopted a unified latent Support Vector Machine (SVM) to learn the recommendation model that incorporates clothing matching rules among visual features, attributes, and occasions. A similar idea of location-oriented recommendation system was proposed by Zhang et al. [210] . They considered the visual match between the foreground clothing and the background scenery and proposed a hybrid multi-label convolutional neural network combined with the SVM (mCNN-SVM), which captured the uneven distribution of clothing attributes and explicitly formulated the correlations between clothing attributes and location attributes. More recently, Kang et al. [83] introduced "Complete the Look" aiming at recommending fashion items that go well with the given scene. They measured both global compatibility (i.e., the compatibility between the scene and product images) and local compatibility (i.e., the compatibility between every scene patch and product image) via Siamese networks and category-guided attention mechanisms. The comparison of the product-based and the scene-based complementary recommendation is shown in Fig. 11 .
A line with metric-based works then proposed to model item-to-item compatibility based on co-purchase behavior.
Veit et al. [166] utilized the co-purchase data from Amazon.com to train a Siamese CNN to learn style compatibility across categories and used a robust nearest neighbor retrieval to generate compatible items. The study in [132] modeled human preference to uncover the relationships between the appearances of pairs of items by Low-rank Mahalanobis Most previous works mainly focused on top-bottom matching. However, an outfit generally includes more items, such as shoes and bags. To address this issue, Chen and He [18] extended the traditional triplet neural network, which usually receives three instances, to accept multiple instances. A mixed-category metric learning method was proposed to adapt the multiple inputs. A similar idea was also employed in [152] , where the proposed generator, referred to as metric-regularized cGAN, was regularized by a projected compatibility distance function. It ensured the compatible items were closer in the learned space compared to the incompatible ones.
As for methods with the end-to-end framework, Li et al. [96] formulated the problem as a classification task, where a given outfit composition was labeled as a popular or unpopular one. They designed a multi-modal multi-instance model, that exploited images and meta-data of fashion items, and information across fashion items, to evaluate instance aesthetics and set compatibility simultaneously. Inspired by image captioning of [28] , Han et al. [50] built a model based on bidirectional LSTM (Bi-LSTM) to treat an outfit as a sequence of fashion items and each item in the outfit as a time step. A Bi-LSTM model was then utilized to predict the next item conditioned on previously seen ones, where the objective was to maximize the total probability of the given positive sequence. The model was able to achieve three tasks, i.e., fill-in-the-blank (fashion item recommendation given an existing set), outfit generation conditioned on users' text/image inputs, and outfit compatibility prediction. Another work [64] also borrowed the idea from natural language processing, which meant that an outfit was regarded as a "document", an inferred clothing attribute was taken to be a "word", and a clothing style was referred to the "topic". The problem of outfit matching was formulated with the topic model. The combinations similar to previously assembled outfits should have a higher probability, which can be employed as the prediction for compatibility, and then solve the outfit matching problem.
For building the bridge between fashion compatibility and personalized preference in outfit matching tasks, there are a few methods for this goal. A personalized clothing recommendation system, namely i-Stylist that retrieved clothing items through the analysis of user's images, was developed in [147] . The i-Stylist organized the deep learning features and clothing properties of user's clothing items as a fully connected graph. The user's personalized graph model later derived the probability distribution of the likability of an item in shopping websites. Dong et al. [33] took user preference and body shape into account for measuring the user-garment compatibility to deal with personalized capsule wardrobe creation task. They introduced an optimization-based framework with dual compatibility modeling, which can both evaluate the garment-garment compatibility and user-garment compatibility. Besides, Yu et al. [207] worked for synthesizing new items automatically for recommendation. Given a query item, the personalized fashion design network they proposed would generate a fashion item for the specific user based on fashion compatibility and user preference. Furthermore, Chen et al. [22] presented an industrial-scale Personalized Outfit Generation (POG) model. They deployed POG on platform
Dida in Alibaba to recommend personalized fashionable outfits for users. For providing more concrete recommendation Fig. 11 . A comparison between product-based and scene-based complementary recommendation [83] .
for users, Hou et al. [62] proposed a semantic attribute explainable recommender system to not only recommend for personalized compatible items but also explain the reason why the system recommends it.
Benchmark datasets.
Since different papers are under various settings and most of the datasets for outfit matching are not publicly available, almost every work collected their own dataset. We list the benchmark datasets for outfit matching in Table 14 . Note that the outfit database in [50, 54, 64, 68, 83, 96, 132] comprises the images of each single item, while in [18, 73, 113] consists of an outfit in a single image. FITB (fill in the blank) accuracy, i.e., [22, 50] . Unfortunately, there is no unified benchmark for outfit matching, both in datasets and evaluation metrics. Therefore, we are unable to give a comparison of different methods.
Hairstyle Suggestion
Hairstyle plays an essential role in physical appearance. People can look completely different with a different hairstyle.
The right hairstyle can enhance the best facial features while concealing the flaws, bringing out natural beauty and style.
However, choosing the right hairstyle needs a careful selection as not all hairstyles suit all facial features.
5.3.1
State-of-the-art methods. In recent years, many papers have been published related to hairstyles focusing on how to model and render hairstyles with computer graphics [8, 35, 137, 149, 192] or on how to segment hair automatically [142, 145, 173, 174, 193] . Only little studies have been devoted to finding the right hairstyle to suit one's face. In the following, we review the literature concerning hairstyle recommendation.
The pioneering work in [202] suggested suitable hairstyles for a given face by learning the relationship between facial shapes and successful hairstyle examples. The proposed example-based framework consisted of two steps: the statistical learning step and the composition step. The purpose of the statistical learning step was to find the most suitable hairstyle through Bayesian inference-based model that estimated the probability distributions of hairstyles to a face image. They proposed to use the ratio of line segments as the feature vector for characterizing the shape of each face, and α-matting-based method to indicate hair area in the image. The most suitable hairstyle obtained from the statistical learning step was further superimposed over a given face image to output the face in a suitable hairstyle.
Liu et al. later developed the Beauty e-Experts system [110] to automatically recommend the most suitable facial hairstyle and makeup, and synthesize the visual effects. They proposed to use the extracted facial and clothing features to simultaneously learn multiple tree-structured super-graphs to collaboratively model the underlying relationships among the high-level beauty attributes (e.g., hair length, and eye shadow color), mid-level beauty-related attributes (e.g., eye shape and mouth width), and low-level image features. Besides, they also proposed a facial image synthesis module to synthesize the beauty attributes recommended by the multiple tree-structured super-graphs model. Table 15 provides benchmark datasets for assessing the performance of hairstyle suggestion methods. It is worth mentioning that Hairstyle30k [204] is by far the largest dataset for hairstyle related problems thought the proposed method is not for hairstyle suggestion.
Benchmark datasets.
Performance evaluations.
Yang et al. [202] conducted a user study to evaluate the effectiveness of their proposed system, while Liu et al. [110] computed the NDCG that measures how close the ranking of the top-k recommended styles is to the optimal ranking. However, we are unable to give comparisons on different hairstyle suggestion methods due to inconsistent benchmarks for different papers.
APPLICATIONS AND FUTURE WORK
The future of the fashion world will be shaped in large part by advancements in the technology, which is currently creeping into the creative domains by starting to mimic human neurons. In the following, we discuss emerging uses of fashion technology in some application areas and future work that is needed to achieve the promised benefits.
Applications
The most popular AI application from the top global apparel industry leaders currently implementing AI appears to be AI chatbots, also called smart assistants, which is used to interact with their customers. The common use-cases that are covered are: (1) Responding to customer service inquiries and providing suggestions related to product searches through a social media messaging platform, e.g., "Dior Insider", (2) Helping customers navigate products online or in-store to find product(s) that align with their interests, e.g., "Levi's Virtual Stylist", "VF Corporation", "Macy's On Call", and "Nordstrom", and (3) Virtual assistant to encourage exercise/behavior adherence, e.g., "Nike on Demand".
Moving forward, AI technology will have explosive growth to power fashion industry. In addition to connecting with the customers with the use of AI chatbots, we identify there are four other ways that AI is transforming the future of fashion and beauty, which include: (1) Improving product discovery. Visual search makes it easier for shoppers to find, compare, and purchase products by taking or uploading a photo. One example is Google Lens 59 that allows mobile users to perform searches for similar styles through Google Shopping from the photos they take. (2) Tailor recommendation.
In order to keep costs low, brands need to better predict customer preferences by gathering and analyzing purchase behavior, customer profile, as well as customer feedback. Using this data alongside AI and machine learning allows fashion retailers to deliver a personalized selection of clothes to customers. Stitch Fix 60 is one of the most popular AI fashion companies in this category. (3) Reducing product return. Customers have more options to choose from than ever when it comes to making purchases. To gain the loyalty of the consumers, one recent focus of the fashion retailer has been to extend an excellent customer service experience not only at the point of purchase but at the point of return as well. AI technology has the power to better engage customers with the personalized shopping experience that leads them to make more informed and confident purchase decisions, which in turn helps retailers lower return rates. Sephora 61
is an example of a retailer that has developed this strategy. (4) Powering productivity and creativity. The promise of AI for fashion brands that can marry design creativity with digital innovation has a powerful competitive advantage in the market. The AI technology enables fashion brands to sift through consumer data to gain insights on which product features their customers are likely to prefer.
Break the Limitations of Annotation
Large-scale data annotation with high quality is indispensable. However, current studies are mainly based on relatively small-scale datasets, which is usually constrained by annotation costs and efforts. Faced with such enormous amounts of fashion and beauty related data, how to generate high coverage and high precision annotations to considerably reduce the cost while preserving quality remains a hot issue. Therefore, more efforts in the development of cost-effective annotations approach on fashion and beauty related data are necessary to address the problem.
Overcome the Industry Challenges
There are still many challenges in adopting fashion and beauty technologies in industry because real-world fashion and beauty are much more complex and strict than in the experiments. The main issue is related to system performance which is still far from human performance in real-world settings. The demand for a more robust system consequently grows with it. Accordingly, it is crucial to continue to pay attention to handling data bias and variations to improve the true-positive rate while maintaining a low false-positive rate. Moreover, with the rising interest in mobile applications, there is a definite need to perform the task in a light but timely fashion. It is thus also beneficial to consider how to optimize the model to achieve higher performance and better computation efficiency.
CONCLUSION
With the significant advancement of information technology, research in computer vision (CV) and its applications in fashion have become a hot topic and received a great deal of attention. Meanwhile, the enormous amount of data generated by social media platforms and e-commerce websites provide an opportunity to explore knowledge relevant to support the development of intelligent fashion techniques. Arising from the above, there has much CV-based fashion technology been proposed to handle the problems of fashion image detection, analysis, synthesis, recommendation, and its applications.
The long-standing semantic gap between computable low-level visual features and high-level intents of customers now seems to be narrowing down. Despite recent progress, investigating and modeling complex real-world problems when developing intelligent fashion solutions remain challenging. Given the enormous profit potential in the ever-growing consumer fashion and beauty industry, the studies on intelligent fashion-related tasks will continue to grow and expand.
