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Обсуждаются свойства функций, охватываемых распространением опера-
тора дифференцирования за границы пространства W 11 .
1. Введение и основные обозначения
Понятие производной является одним из основополагающих понятий в матема-
тике в целом и теории функций в частности. На протяжении своей истории оно не
раз обобщалось и распространялось на новые функциональные классы. В работах
автора [1] — [3] было рассмотрено распространение k-й производной (оператора) с
пространств W k1 на пространства, являющиеся в определённом смысле их преем-
никами и имеющие нижний индекс меньше единицы. Это распространение связано
с изучением кусочно-полиномиальных и локальных приближений в соответствую-
щих метриках и находится в русле тенденций, наблюдаемых в теории приближения
функций в конце ХХ—начале ХХI века.
В 70-80-е годы прошлого века произошёл всплеск интереса к пространствам, по-
строенным на основе Lp, 0 < p < 1, и исследованию в них основных используемых
характеристик функций и известных соотношений. В большой степени интерес был
обусловлен получением фундаментальных результатов о свойствах модулей непре-
рывности в этих пространствах [4], [5]. К концу века по данной тематике накопился
большой фактический материал, стало понятно, что не все надежды оправдались
(см., например, [6]). Следующая волна исследований была посвящена изучению ха-
рактеристик функций и методов, плодотворных во всех пространствах Lp (см., на-
пример, [7], [8]). В упоминавшихся работах [1] — [3] получены новые результаты о
кусочно-полиномиальных и локальных приближениях функций, в том числе асимп-
тотические формулы для величин наилучших приближений, единые для всех p > 0.
Данные асимптотические формулы неразрывно связаны с гладкостью приближае-
мых функций. При p ≥ 1 — с наличием обычных производных соответствующего
порядка, при 0 < p < 1 — с некоторым распространением этих производных.
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В статье [9] введённые производные изучаются при k = 1 и сопоставляются с
понятием первообразной. Данная статья также посвящена случаю k = 1.
Как обычно, Lp[I] обозначает пространство действительных функций, интегри-
руемых в степени p (0 < p < ∞) по Лебегу на отрезке I = [a; b] , с величиной
элементов
‖f‖Lp[I] =
(∫
I
|f(t)|pdt
) 1
p
;
C[I] — пространство непрерывных на I функций,
‖f‖C[I] = max
x∈I
|f(x)|.
Когда неясность исключена, сокращаем обозначения до Lp и ‖f‖p или соответствен-
но до C и ‖f‖∞.
Ещё, чтобы избежать постоянных оговорок, для значений индекса, меньших еди-
ницы, будет использоваться буква r, т.е. всюду ниже 0 < r < 1, а p ≥ 1.
Основой для дальнейших построений являются пространство непрерывно диф-
ференцируемых на отрезке I функций C1[I] и
W 1p [I] =
{
f : f абсолютно непрерывна на отрезке I, f
′ ∈ Lp[I]
}
c нормами ‖f‖p + ‖f ′‖p, 1 ≤ p ≤ ∞.
Главную идею удобно проиллюстрировать следующим рассуждением. Рассмот-
рим оператор дифференцирования Λ : C1 7→ C, (Λf)(x) = f ′(x). Пусть на про-
странстве C введена норма ‖ · ‖1, а на пространстве C1 — норма ‖ · ‖1 + ‖(·) ′‖1.
Очевидно,
‖Λf‖C ≤ ‖f‖C1 .
Из этого неравенства следует, что оператор Λ может быть однозначно распростра-
нён с C1 на его замыкание в метрике, порождаемой нормой ‖·‖1+‖(·) ′‖1, т.е. наW 11 .
При этом областью значений Λ будет пространство, являющееся замыканием C в
определённой на нём метрике, т.е. L1. Относящиеся к этому рассуждению теоремы
см., например, в [10] на с. 240.
Все пространства W 1p можно рассматривать как замыкания пространства C1 в
метриках, порождаемых нормами ‖f‖p + ‖f ′‖p, 1 ≤ p <∞, а построение производ-
ной в этих пространствах — как распространение непрерывного линейного опера-
тора Λ c пространства C1, т.е. построение Λ : W 1p 7→ Lp.
Замечание 1. Описанная схема распространения оператора дифференцирования
справедлива при любом k ∈ N (см. [1]—[2]), т.е. для случая Λk : Ck 7→ C.
Нормы на пространствах W 1p и C1 могут быть преобразованы к виду
‖f‖p + sup
t>0
t−1ω1(f, t)p,
где
ω1(f, t)p = sup
0<δ<t
∥∥∆1δf∥∥Lp[a,b−δ]
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— модуль непрерывности в Lp,
∆1δf(x) = f(x+ δ)− f(x).
Хорошо известно, что при всех 1 ≤ p ≤ ∞ выполняется
sup
t>0
t−1ω1(f, t)p = lim
t→0
t−1ω1(f, t)p =
∥∥f ′∥∥
p
.
На пространстве C1 рассмотрим семейство квазинорм (определение и основные
свойства квазинорм см., например, [11] c. 79):
‖f‖H1r = ‖f‖r + |f |r, где |f |r = sup
t>0
t−1ω1(f, t)r.
Определим [1] для каждого r ( 0 < r < 1 ) пространство Y 1r как пополнение C1
в метрике, порождаемой квазинормой пространства H1r .
О существовании метрики, ассоциированной с квазинормой, см. [11], с. 80. Так,
метрику на H1r определяет функционал
‖ · ‖rr + | · |rr.
Отметим, что
|f |rr = sup
t>0
(
t−r
b−t∫
a
∣∣∆1tf(x)∣∣rdx).
2. Предварительные результаты
Результаты [1]—[2] при k = 1 дают следующие утверждения.
Теорема [1]. На всех пространствах Y 1r определён линейный оператор Λ : Y 1r 7→ Lr
и выполняется
1) lim
t→0
t−1ω1(f, t)r = ‖Λf‖r,
2) если f ∈ W 11 [J ], J ⊂ [a; b], тогда Λf∣∣J = f ′ .
Теорема [2]. Пусть f ∈ Lr[a; b] ∩ C1[a; b− ] для любого  > 0 , f ′ неотрицательна
на [a, b) и не убывает, тогда если конечна величина ‖f ′‖r, то f ∈ Y 1r [a, b]. При
этом
sup
t>0
t−1ω1(f, t)r = lim
t→0
t−1ω1(f, t)r = ‖f ′‖r.
Замечание 2. Ясно, что утверждение остаётся справедливым, если условие на про-
изводную изменить на « f ′ неположительна на [a, b) и не возрастает». В том случае,
когда особенность функции находится на левом краю отрезка, условия на произ-
водную также нужно соответствующим образом изменить. Так, для функции f с
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условиями «f ′ неположительна на (a; b] и не убывает» получаем те же свойства
относительно выражения
t−r
b∫
a+t
∣∣f(x− t)− f(x)∣∣rdx,
что имеет функция из условия теоремы [2] относительно выражения
t−r
b−t∫
a
∣∣f(x+ t)− f(x)∣∣rdx.
С другой стороны, замена x− t = y в первом выражении делает их равносильными.
Замечание 3. Теорема указывает определённые границы для конкретных Y 1r и H1r ,
а также метод к разграничению внутри семейств таких пространств.
В статье [9] рассматривались некоторые аспекты взаимоотношения «локально-
го» и «глобального» в структуре функций из Y 1r .
Теорема [9]. Если функция f кусочно непрерывно дифференцируема, тогда f ∈ Y 1r
для всех 0 < r < 1.
Подразумевается, что существует набор точек a = x0 < x1 < · · · < xm = b такой,
что при каждом фиксированном i, 1 ≤ i ≤ m, функция может быть доопределена
в точке xi или точке xi−1 до условия f ∈ C1[xi−1;xi].
Замечание 4. Утверждение теоремы легко распространяется на случай, когда
функция является кусочно абсолютно непрерывной.
Следствие [9]. Если функция является кусочно постоянной, тогда она принадле-
жит ядру оператора Λ.
Предложение [9]. Пусть неотрицательная функция h ∈ Lr[0; 1]∩C1[; 1] для любо-
го  > 0 , h ′ неположительна на (0, 1] и не убывает, а величина ‖h ′‖r конечна.
Тогда функция
f(x) =
{
h(−x), если x ∈ [−1; 0],
h(x), если x ∈ (0; 1]
принадлежит пространству Y 1r [−1; 1].
Замечание 5. В формулировке предложения можно взять условия: «неположи-
тельная функция h ∈ Lr[0; 1]∩C1[; 1] для любого  > 0, h ′ неотрицательна на (0, 1]
и не возрастает, а величина ‖h ′‖r конечна».
3. Обратимость локальной принадлежности
Приведённые результаты из статьи [9] обобщаются следующим утверждением.
Теорема . Если функция f кусочно принадлежит пространству Y 1r , тогда она при-
надлежит этому пространству.
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Конкретнее, если для некоторого набора точек a = x0 < x1 < · · · < xm = b выпол-
няется f ∈ Y 1r [xi−1;xi], 1 ≤ i ≤ m, то f ∈ Y 1r [a; b].
Доказательство. Достаточно рассмотреть случай m = 2. Пусть fl ∈ Y 1r [−1; 0],
fh ∈ Y 1r [0; 1],
f(x) =
{
fl(x), если − 1 ≤ x ≤ 0,
fh(x), если 0 < x ≤ 1.
Покажем, что f ∈ Y 1r [−1; 1].
Учитывая теорему [9], достаточно показать, что для любого ε > 0 найдётся
состоящая из двух непрерывно дифференцируемых кусков функция g, удовлетво-
ряющая неравенству
‖f − g‖rLr[−1;1] + |f − g|rLr[−1;1] < ε.
По условию для заданного ε найдутся функции gl ∈ C1[−1; 0] и gh ∈ C1[0; 1] такие,
что
‖fl − gl‖rLr[−1;0] + |fl − gl|rLr[−1;0] <
ε
4
и ‖fh − gh‖rLr[0;1] + |fh − gh|rLr[0;1] <
ε
4
На основе gl и gh определим функцию g:
g(x) =
{
gl(x), если − 1 ≤ x ≤ 0,
gh(x), если 0 < x ≤ 1.
В уточнении нуждается только поведение слагаемого |f − g|rLr[−1;1]. Заметим, что
для фиксированного 0 < t < 1 и функции u ∈ Lr[−1; 1] получаем
t−r
1−t∫
−1
∣∣∆1tu(x)∣∣rdx = t−r −t∫
−1
∣∣∆1tu(x)∣∣rdx+ t−r 0∫
−t
∣∣∆1tu(x)∣∣rdx+ t−r 1−t∫
0
∣∣∆1tu(x)∣∣rdx.
Поэтому
‖f−g‖rLr[−1;1]+|f−g|rLr[−1;1] ≤ ‖fl−gl‖rLr[−1;0]+|fl−gl|rLr[−1;0]+‖fh−gh‖rLr[0;1]+|fh−gh|rLr[0;1]+
+ sup
0<t<1
(
t−r
0∫
−t
∣∣∆1t (f − g)(x)∣∣rdx).
Сумма первых четырёх слагаемых в правой части меньше
ε
2
. Рассмотрим последнее.
Поскольку∣∣∣∆1t (f − g)(x)∣∣∣r∣∣[−t;0] = ∣∣∣(fh − gh)(x+ t)− (fl − gl)(x)∣∣∣r∣∣[−t;0] ≤ (∣∣∣(fh − gh)(x+ t)∣∣∣r+
+
∣∣∣(fl − gl)(x)∣∣∣r)∣∣[−t;0] = ∣∣∣(fh − gh)(y)∣∣∣r∣∣[0;t] + ∣∣∣(fl − gl)(x)∣∣∣r∣∣[−t;0], где y = x+ t,
то задача сводится к оценке
sup
0<t<1
(
t−r
t∫
0
∣∣(fh − gh)(x)∣∣rdx) и sup
0<t<1
(
t−r
0∫
−t
∣∣(fl − gl)(x)∣∣rdx).
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Возьмём первое выражение. Обозначим (fh− gh)(x) = ϕ(x); покажем, что величина
t−r
t∫
0
∣∣ϕ(x)∣∣rdx равномерно мала для всех 0 < t < 1.
По построению
1∫
0
∣∣ϕ(x)∣∣rdx < β · ε, (1)
sup
0<t<1
(
t−r
1−t∫
0
∣∣ϕ(x+ t)− ϕ(x)∣∣rdx) < α · ε, (2)
где α+ β =
1
4
. Используя неравенство треугольника и условие (2), для 0 < t < 1 и
каждого [c; d] ⊂ [0; 1− t] получаем
∣∣∣ d∫
c
∣∣ϕ(x+t)∣∣rdx− d∫
c
∣∣ϕ(x)∣∣rdx∣∣∣ ≤ d∫
c
∣∣ϕ(x+t)−ϕ(x)∣∣rdx ≤ 1−t∫
0
∣∣ϕ(x+t)−ϕ(x)∣∣rdx < α·ε·tr.
Откуда
∣∣∣ d+t∫
d
∣∣ϕ(x)∣∣rdx− c+t∫
c
∣∣ϕ(x)∣∣rdx∣∣∣ = ∣∣∣ d+t∫
c+t
∣∣ϕ(x)∣∣rdx− d∫
c
∣∣ϕ(x)∣∣rdx∣∣∣ =
=
∣∣∣ d∫
c
∣∣ϕ(x+ t)∣∣rdx− d∫
c
∣∣ϕ(x)∣∣rdx∣∣∣ < α · ε · tr.
Следовательно,
t∫
0
∣∣ϕ(x)∣∣rdx можно сопоставить с интегралом от той же функции
по любому отрезку длины t из [0; 1].
Пусть t =
1
n
, n ∈ N. Тогда отрезок [0; 1] составлен ровно из n отрезков длины
t. Значит, по условию (1) наименьший интеграл от
∣∣ϕ(x)∣∣r по отрезку длины t не
превосходит величины
1
n
· β · ε. Получается,что
t∫
0
∣∣ϕ(x)∣∣rdx < 1
n
· β · ε+ 1
nr
· α · ε ≤ 1
nr
· ε
4
или
t−r
t∫
0
∣∣ϕ(x)∣∣rdx < ε
4
.
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В общем случае, например, выбрав для заданного 0 < t < 1 число n ∈ N так, чтобы
1
n+ 1
≤ t < 1
n
(откуда, грубо, nr < t−r < 2r · nr), получим для t−r
t∫
0
∣∣ϕ(x)∣∣rdx
аналогичную оценку.
Точно такое же рассуждение справедливо для выражения t−r
0∫
−t
∣∣(fl − gl)(x)∣∣rdx.
Теорема доказана.
Распространение оператора дифференцирования неразрывно связано с соответ-
ствующим распространением оператора интегрирования (первообразной).
Определение [9]. Функция f имеет первообразную в широком смысле, если для
некоторого r найдётся функция F ∈ Y 1r такая, что f = ΛF .
Доказанная теорема позволяет сформулировать своеобразное свойство аддитив-
ности такой первообразной.
Следствие. Если каждая функция fi имеет первообразную в широком смысле Fi
на [xi−1;xi], i = 1, ...,m, где a = x0 < x1 < · · · < xm = b, то функция F,
составленная из Fi : F (x) = Fi(x), xi−1 ≤ x < xi, — первообразная в широком
смысле на [a; b] функции f, составленной из fi.
Доказательство. Если r1 < r2, то из неравенства Гёльдера с показателями p = r2r1 и
q = r2
r2−r1 следует, что Y
1
r2
[I] ⊂ Y 1r1 [I]. Пусть Fi ∈ Y 1ri [xi−1;xi]. Из чисел ri, i = 1, ...,m,
выберем наименьшее. Обозначим это число r, тогда Fi ∈ Y 1r [xi−1;xi] и по теореме
F ∈ Y 1r [a; b].
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On Smoothness in Lp, 0 < p < 1
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We discuss properties of functions which are covered by spreading the differentiation
operator from the space W 11 .
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