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Apresentamos uma caracterização completa da hipoeliticidade global analı́tica
de uma classe de operadores de primeira ordem definidos em alguns produtos
de grupos de Lie compactos, principalmente T1 × S3. No caso de coeficientes
com valores reais, provamos que o operador é conjugado a um operador com
coeficientes constantes e que tal conjugação preserva a hipoeliticidade global
analı́tica. No caso em que a parte imaginária não é identicamente nula, nós
mostramos que o operador é globalmente analı́tico hipoelı́tico se a condição (P)
de Nirenberg-Treves vale em conjunto com uma condição Diofantina. Também
estendemos parte de nossos resultados para uma classe de operadores definidos
em produtos da forma T1 × S3 × · · · × S3.
Palavras-chaves: Hipoeliticidade Global Analı́tica. Séries de Fourier em gru-
pos de Lie compactos. Condições Diofantinas analı́ticas. Condição (P) de
Nirenberg-Treves.
ABSTRACT
We present a complete characterization to the global analytic hypoellipticity of
a class of first-order operators defined on some products of compact Lie groups,
mainly T1 × S3. In the case of real-valued coefficients, we prove that the op-
erator is conjugated to a constant coefficient operator and that such conjugation
preserves the global analytic hypoellipticity. In the case where the imaginary part
of the coefficients is not identically zero, we show that the operator is globally
analytic hypoelliptic if the Nirenberg-Treves condition (P) holds in addition to a
Diophantine condition. We also extend part of our results for a class of operators
defined on products of the type T1 × S3 × · · · × S3.
Keywords: Global analytic hypoellipticity. Fourier Series on compact Lie
groups. analytic Diophantine conditions. Nirenberg-Treves condition (P).
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Introduction
Since the 1970s, the property called Global Hypoellipticity is being studied for diffe-
rent classes of (pseudo-)differential operators defined on different manifolds. The pioneering
work in this area is the paper [17] of S. Greenfield and N. Wallach, which relates the global
hypoellipticity of constant-coefficient vector fields defined on tori with the growth of the opera-
tor’s symbol at infinity. In particular, on the 2-torus, this property translates into a Diophantine
condition, that is, this study of this property becomes a problem on approximation by rational
numbers.
This leads us to one of the major problems in this area, the Greenfield’s and Wallach’s
conjecture [18], which claims the following: if a vector field defined on a closed connected
orientable manifold is globally hypoelliptic, then the manifold is diffeomorphic to a torus and
the vector field is conjugated to a Diophantine constant vector field. There are positive partial
answers for this conjecture, for example, it is true in dimensions 2 and 3 ([21] and [16]).
Then, a lot of different directions are natural to consider. For example, one can con-
sider systems of partial differential equations; classes of pseudo-differential operators; or more
general classes of regularity, like the classes of Gevrey and Komatsu. In this work, we are inter-
ested in investigating the property called Global Analytic Hypoellipticity for a class of operators
defined on compact Lie Groups.
Our choice is natural in the sense that the standard approach used by Greenfield and
Wallach is based in Fourier analysis in tori; and on compact Lie Groups, there is a very well
established Fourier theory.
The sense of an operator being globally hypoelliptic or being globally analytic hypoel-
liptic in this work are the following.
Definition 0.1. Let G be a compact Lie group. A linear operator P : D′(G) → D′(G) is called
globally hypoelliptic (GH) if the following condition is true:
u ∈ D′(G) and P (u) ∈ C∞(G) ⇒ u ∈ C∞(G).
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Similarly, we say that P is globally analytic hypoelliptic (GAH) if the following condi-
tion is true:
u ∈ D′(G) and P (u) ∈ Cω(G) ⇒ u ∈ Cω(G).
In order to give a friendly version of our results at this moment, avoiding concepts that
will be carefully introduced in the first two chapters of this work, we will state our results in
T1 × S3. However, we note that, under certain conditions, it is possible to obtain more general
versions.
We start by considering first-order operators of form
P = ∂t + (a+ ib)(t)∂0 + q, (1)
where q ∈ C, a, b : T1 → R are real-analytic functions and ∂0 is the left-invariant vector field
on S3 known as the neutral operator.
Global analytic (and smooth) hypoellipticity of vector fields and system of vector fields
has been extensively studied in tori, within which we cite as most important and inspiring for
this project [2, 3, 4, 7, 12, 17, 20, 21].
In the specific case of global analytic hypoellipticity on the torus T2, Bergamasco
proved in [2] that ∂t+ (a(t) + ib(t))∂x, is (GAH) if and only if either b(t) does not change sign
or b ≡ 0 and the real number a0 = 12π
∫ 2π
0
a(t)dt is neither rational nor an exponential-Liouville
number.
Recall that an irrational number λ is said to be an exponential Liouville number if there
exists ε > 0 such that the inequality |λ−p/q| ≤ e−εq has infinitely many rational solutions p/q.
Next, in [8], Bergamasco and Zani proved that, if there exists a non-singular, glob-
ally analytic hypoelliptic vector field L on a compact surface M , then M is real analytically
diffeomorphic to T2 and, either, the Nirenberg-Treves condition (P) holds in M , or there are
coordinates on which we can write L = g(x, t)(∂t + λ∂x), where g = 0 everywhere and λ is a
real number which is neither rational nor exponential-Liouville.
Our results in T1 × S3 recover part of the behavior identified by Bergamasco and
Zani in dimension 2, involving the Nirenberg-Treves condition (P) and an analytic Diophantine
condition, suggesting the existence of a real analytic version of the famous Greenfield’s and
Wallach’s conjecture, see [16].
In the case of constant-coefficients operators, our main result is as follows.
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Theorem 0.2. Let c, q ∈ C. The operator L = ∂t + c∂0 + q is globally analytic hypoelliptic
if and only if the following condition holds: for all B > 0, there is KB > 0 such that for all
k,  ∈ Z, ∣∣k + 1
2
c− iq∣∣ ≥ KBe−B(|k|+||). (ADC3)
For example, writing c = a + ib, with a, b ∈ R, if b = 0 and Re(q)/b /∈ 1
2
Z, then L is
(GAH). And when b = 0 and iq ∈ Z, then L is (GAH) if and only if a is neither rational nor
exponential-Liouville.
This theorem follows directly from Propositions 3.1 and 3.5, Remark 3.8 and Lemma
3.9, while the details of the above example are given in Example 3.10.
For the general case (1), we introduce the following notation:
P0
.













Theorem 0.3. The operator P = ∂t + (a + ib)(t)∂0 + q is (GAH) if and only if one of the
following conditions holds:









2. if b ≡ 0, then the condition (ADC3) holds; and either
Re(q) = 0 or Im(q) /∈ Z+ a0
2
Z.
The previous theorem is a consequence of Proposition 4.5 and Theorems 4.3, 4.10 and
4.11. Part of our proofs follows the ideas for the smooth case used in [4, 12, 13] which relies
heavily on the use of cut-off functions. One of the difficulties of adapting such arguments is
that in the analytic case there are no such functions. To overcome this problem we draw on
ideas used by Bergamasco, Nunes and Zani in [6] to construct a singular solution, and results
of Sjostrand, see [26], about the asymptotic behavior at the infinity of sequence of integrals
involving analytic functions. Let us add one more remark about the theorem we just stated. It is
not exactly the same one as the reader will find later in this thesis, but another formulation of it.
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It is easy to see that the algebraic condition N0 = ∅ together with the hypothesis b0 = 0 imply
the so called (ADC) condition (see Example 3.10), so Theorem 0.3 will hold.
Finally, this thesis is organized as follows. Chapters 1 and 2 are dedicated to prelim-
inary definitions and results. In Chapter 1 we discuss how the Fourier theory is defined on
compact groups. This is based essentially on representation theory. We state the main defini-
tions and results that will be used in this thesis. In Chapter 2 we discuss the particular case
of the Lie group SU(2). It has a very nice and well-understood representation theory, which
allows us to explicit every calculation and do Fourier theory by hand. There is no contribution
by the author on these two chapters, everything there can be found in the suggested literature.
Next, in Chapter 3, we characterize completely the global analytic hypoellipticity for
first-order constant-coefficient operators defined on a product of compact Lie groups. We also
obtain equivalent analytic Diophantine conditions that will be important in the next chapters and
to construct examples. In Chapter 4 we study the class of invariant evolution operators defined
by (1). We obtain necessary and sufficient conditions as announced in Theorem 0.3. Finally,
in the last chapter, we extend the results to invariant evolution operators with more variables
defined on T1 × S3 × ...× S3.
5
Chapter 1
Preliminaries: Fourier Analysis on
Compact Lie Groups
In this chapter, we introduce the basic definitions, notations and preliminary results
necessary for the development of this thesis. In the first section, we introduce the basic notions
of Representation Theory and define the most important types of representations we are con-
cerned about in this thesis. We end this section with one of the most important results in that
area, which is known as the Peter-Weyl’s Theorem. The second section is shorter and defines
the Fourier coefficients of functions and distributions and their Fourier series. The third sec-
tion is devoted to state results that show how the rate of decay of Fourier coefficients classify
functions and distributions. A very careful presentation of these concepts and complete proofs
of all the results presented in the first three sections can be found in the references [15] (chap-
ters 1 and 2) and [25] (chapters 7, 8 and 10). The last section of this chapter is dedicated to
results concerning partial Fourier coefficients on products of compact Lie groups and the main
reference for this part is [23].
1.1 Representations of Topological Groups
If G is a group, a representation of G is a pair (V, ϕ) consisting of a (complex) vector
space V together with a group morphism ϕ : G→ GL(V ). Sometimes V is called aG-module.
The dimension of the representation is the dimension of the vector space V . If dimV < ∞, we
will use the notation dϕ := dimV . If V has an inner product, we say that (V, ϕ) is unitary if
Im(ϕ) ⊂ U(V ) = {T : V → V ;T ∗ = T−1}. Some of the notations that are commonly used
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are g · v := ϕ(g)(v) =: ϕg(v). In this way, it is common to say that V itself is a representation,
without mention the specific map ϕ, which is usually implicit. We also say that G acts on V .
If W ⊂ V is such that g · w ∈ W for all w ∈ W , we say that W is a G-invariant subspace (or
a subrepresentation, or a G-submodule of V ). Finally, we say that V is irreducible if its only
G-invariant subspaces are {0} and V itself.
Example 1.1. Let G be a group and V = F(G) the vector space of complex-valued functions
defined on G. Consider πL : G→ GL(F(G)) defined by
((πL)(g))(f)(x) := f(g
−1 · x),
for each g, x ∈ G and f ∈ F(G). Similarly, we can consider πR : G→ GL(F(G)) defined by
(πR(g))(f)(x) = f(x · g)
for g, x ∈ G and f ∈ F(G). It is easy to see that πL and πR are group morphisms, so F(G) is
a representation of G in at least two different ways.
Example 1.2. Let V = C with the standard inner product. In this case, we have GL(C) = C∗
and U(C) = U(1) = S1 = T1. For each ξ ∈ G = Rn, define eξ : Rn → S1 by eξ(x) = eix·ξ.
It is clear that the correspondence ξ → eξ defines a unitary representation of Rn of dimension
1, in particular, irreducible. Similarly, if ξ ∈ Zn, then eξ : Tn → S1 is well defined and of
course is also a morphism of groups. Thus, the correspondence ξ → eξ defines a unitary and
one-dimensional representation of Tn.
Definition 1.3. LetG be a group. If ϕ : G→ GL(V ) and ψ : G→ GL(W ) are representations
of G, we define a morphism between (ϕ, V ) and (ψ,W ) as a linear map A : V → W such that
for all g ∈ G, v ∈ V , we have A(ϕg(v)) = ψg(A(v)). In the short notation of action, this
relation is just A(g · v) = g · A(v), that is, A is a linear map that commutes with the actions
of G on V and on W . We say that (ϕ, V ) and (ψ,W ) are equivalent (or isomorphic), if there
exists such a map A which is also an isomorphism of vector spaces. In this case, we will use the
notation ϕ ∼ ψ.
Proposition 1.4. If the representations (ϕ, V ) and (ψ,W ) are irreducible and A : V → W is
a morphism between these two representations, then A = 0 or A is an isomorphism.
Proof. It is enough to observe that KerA and ImA are subrepresentations of V .
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Corollary 1.5 (Schur Lemma). If ϕ : G → GL(V ) is an irreducible representation of finite
dimension and A : V → V is a morphism of representations, then there exists λ ∈ C such that
A = λ · IdV .
Proof. Since dimV < ∞, A has some eigenvalue λ ∈ C, so A − λIdV is not invertible. But
A − λIdV is also a morphism of representations, so by the above proposition we must have
A− λIdV = 0.
Corollary 1.6. Let G be an abelian group. If ϕ : G→ GL(V ) is an irreducible representation
of finite dimension, then dimV = 1.
Proof. For each fixed g ∈ G, the map ϕG : V → V if a morphism of representations because
ϕg(h · x) = ϕh(ϕg(x)) = ϕgh(x) = ϕhg(x) = h · ϕg(x).
By Schur Lemma, there exists c ∈ C such that ϕg = cIdV , so if v ∈ V , v = 0, then ϕg(v) =
cv. Hence, span{v} is a subrepresentation of V . Since span{v} = {0}, we must have V =
span{v}.
By the above corollary, we have in particular that every irreducible unitary representa-
tion of Tn must be a morphism of groups f : Tn → S1.
Theorem 1.7. If f : Tn → S1 ⊂ C is a group morphism such that f ∈ L1(Tn), then there
exists ξ ∈ Zn with f = eξ.
Proof. Suppose for now that n = 1. We can think the function f as a 2π-periodic function
f : R → S1. Since f ≡ 0, there exists λ > 0 such that Λ := ∫ λ
0












From the above formula, it follows by induction that f ∈ C∞(T1). Taking the derivative of f
we get
f ′(x) = Λ−1f(x+ λ)− Λ−1f(x) = Λ−1f(x).f(λ)− Λ−1f(x) = (Λ−1f(λ)− Λ−1)f(x).
So the function f satisfies the differential equation f ′ = C0f , where C0 = Λ−1(f(λ)− 1) ∈ C.
Hence, we must have f(x) = f(0)eC0x and since |f(0)| = 1, we have |f(x)| = |eC0x| =
eRe(C0x). But |f(x)| = 1 for all x ∈ R, so Re(C0) = 0, which implies C0 = 2πiξ for some
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ξ ∈ R. Finally, since f(x) = ei2πx·ξ is periodic, we conclude that ξ ∈ Z. For the general case
we write
f(x) = f(x1e1 + ...+ xnen) = f(x1e1) · ... · f(xnen).
Each function x → f(x · ej) is a group morphism fj : T1 → S1. If f is integrable, then each
function fj ∈ L1(T1). We apply the already proved result for each j and conclude the proof of
the Theorem.
Definition 1.8. If G is a topological group, a representation ϕ : G → GL(V ) is strongly
continuous if for each v ∈ V the map ϕv : G → V , g → ϕv(g) .= ϕ(g, v), is continuous. We
say that ϕ is topologically irreducible if the only closed subrepresentations of V are {0} and V
itself. We say that ϕ is cyclic if there exists v ∈ V such that V = span(ϕ(G)(v)). Such a vector
will be called a cyclic vector.
The proof of the next Proposition can be done using standard arguments of Zorn’s
Lemma.
Proposition 1.9. If ϕ : G → GL(V ) is strongly continuous, then there exist a family {Vλ}λ∈Λ




It is a well known fact that every compact topological group G has a unique normal-
ized Haar measure, that is, a measure μ that is bi-invariant (with respect to all left and right
translations), invariant by inversion and μ(G) = 1. In the case where G is a compact Lie group,
this existence is much more easier to prove. The idea is as follows. First, take any left-invariant
metric on G (take any inner product on its Lie algebra and spread it on the whole group using
left-translations) and consider the associated (positive) left-invariant volume form. Then we do
the standard average process, that is, we define a new metric now using right-translations and
integrate the resulting function over G. It is easy to see that the resulting metric is bi-invariant.
Finally, one just normalized this metric to get the Haar measure of G. All groups we are going
to deal with in this thesis will be compact Lie groups. We will assume that any integral taken
over any compact group G will be with respect to its Haar measure. Besides that, from now on,
every representation ϕ : G→ U(H) will be unitary with H being a Hilbert space.
Lemma 1.10. Let G be a compact group and ϕ : G→ U(H) be an unitary strongly continuous
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defines another inner product in H. Moreover, ϕ is also unitary with respect to this new inner
product and ‖u‖ϕ ≤ ‖u‖H for all u ∈ H.
Proof. For each fixed u ∈ H, consider the function fu(x) := 〈ϕ(x)u, w〉H. Then,
|fu(x)− fu(y)| = |〈ϕ(x)u, w〉H − 〈ϕ(y)u, w〉H|
= |〈(ϕ(x)− ϕ(y))u, w〉H|
≤ ‖(ϕ(x)− ϕ(y))u‖H‖w‖H
= ‖(ϕ(x)− ϕ(y))u‖H.
But ‖(ϕ(x)− ϕ(y))u‖H → 0 as x → y since ϕ is strongly continuous, so fu ∈ C0(G). In this
way, 〈u, v〉ϕ =
∫
G
fufv is well defined. It is clear that this pairing is bilinear, anti-hermitian and
non-negative. Also, if 〈u, u〉ϕ = 0, then since f0 is continuous we must have 〈ϕ(x)u, w〉H = 0
for all x ∈ G. Since ϕ is unitary, this is equivalent to 〈ϕ(x−1)w, u〉H = 0 for all x ∈ G. Since













so ‖u‖ϕ ≤ ‖u‖H. Finally, let us prove that ϕ is unitary with respect to 〈·, ·〉ϕ:














Lemma 1.11. Let 〈·, ·〉ϕ be the inner product defined in the above lemma. There exists a com-
pact, self-adjoint, positive-definitive operator A ∈ B(H), which is also a morphism of repre-
sentations that satisfies 〈u,Av〉H = 〈u, v〉ϕ.
Proof. For each fixed v ∈ H, the map Fv(u) := 〈u, v〉ϕ is a continuous linear functional:
|Fv(u)| ≤ ‖u‖ϕ‖v‖ϕ ≤ ‖u‖H‖v‖H,
that is, ‖Fv‖ϕ ≤ ‖v‖ϕ. By Riesz’s Lemma, there exists an unique A(v) ∈ H such that
Fv(u) = 〈u,A(v)〉H for all u ∈ H.
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• A is bounded;
‖Av‖2H = 〈Av,Av〉H = 〈Av, v〉ϕ ≤ ‖Av‖ϕ‖v‖ϕ ≤ ‖Av‖H‖v‖H,
So, if Av = 0, then ‖Av‖H ≤ ‖v‖H.
• A is self-adjoint;
〈u,A∗v〉H = 〈Au, v〉H = 〈v, Au〉H = 〈v, u〉ϕ = 〈u, v〉ϕ = 〈u,Av〉H,
so A∗ = A.
• A is positive-definite; Just note that 〈u,Au〉H = 〈u, u〉ϕ.
• A is a morphism of representations;




for all u, v ∈ H, so A ◦ ϕ(y) = ϕ(y) ◦ A. for all y ∈ G.
• A is compact;
Let B = {u ∈ H; ‖u‖H ≤ 1}, our goal is to prove that A(B) ⊂ H is compact. Let (vj)
be a sequence on A(B) and (uj) a sequence on B such that A(uj) = vj for all j. By
Banach-Alaoglu’s Theorem, B is weakly compact, so there exists a sub-sequence (ujk)k
which is weakly-convergent to some u ∈ B, that is, 〈ujk , v〉H → 〈u, v〉H for all v ∈ H.
Let us prove that vjk → Au.
‖vjk − Au‖2H = ‖A(ujk)− Au‖2H = 〈A(ujk − u), A(ujk − u)〉H




where gk(x) = 〈ϕ(x)A(ujk − u), w〉H〈w,ϕ(x)(ujk − u)〉H. Note that
|gk(x)| = |〈ϕ(x)A(ujk − u), w〉H| · |〈w,ϕ(x)(ujk − u)〉H|
= |〈ujk − u,Aϕ(x−1)w〉H| · |〈ϕ(x−1)w, ujk − u〉H|





≤ ‖ujk − u‖2H ≤ 2(‖ujk‖2H︸ ︷︷ ︸
=1
+ ‖u‖2H︸ ︷︷ ︸
=1
) = 4.
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So the sequence of functions {gk}k is dominated by a constant function, which lives in
L1(G) because μ(G) = 1 < ∞. Besides that, 〈ujk − u, v〉H → 0 for all v ∈ H, so




gk → 0, which implies vjk → Au.
Recall that if A ∈ B(H) is compact and self-adjoint, then
• σ(A) is countable;
• dim Ker(A− λId) <∞ if 0 = λ ∈ σ(A);
• σ(A) \ {0} is discrete;
• H =⊕λ∈σ(A) Ker(A− λId).
Corollary 1.12. Let G be a compact group and ϕ : G → U(H) be a strongly continuous
unitary representation on a Hilbert space H. Then there exists a decomposition of H in a direct
sum (as representations) of a family of subrepresentations of H which are irreducible and finite
dimensional.
Proof. We already saw that every strongly continuous representation is a direct sum of cyclic
representations, so we can suppose without loss of generality that ϕ is cyclic. Consider the
operator A from the above lemma. Since A is positive-definite, we have Ker A = 0, so
dim(KerA − λId) < ∞ for all λ ∈ σ(A) and H = ⊕λ∈σ(A) (KerA− λId). Since A is a
morphism of representations, each subspace KerA − λId is a subrepresentation. Besides that,
each subspace Ker − λId can also be decomposed as a sum of irreducible subrepresentations
since they are finite dimensional, so is H.
Corollary 1.13. Irreducible strongly continuous unitary representations of compact groups are
finite dimensional.
Definition 1.14. If G is compact, we denote by Rep(G) the set of all irreducible strongly conti-
nuous unitary representations of G. If G is just locally compact, in the definition of the set
Rep(G) we just change the condition strongly continuous by continuous. The unitary dual of G
is Ĝ = Rep(G)/ ∼, where we identify isomorphic representations.
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It is important to know that the set Ĝ is countable if G is compact. This is a very well
known fact and it has some generalizations, see for example [14].
Example 1.15. We have that R̂n ∼= Rn. In fact, the correspondence Rn → R̂n, ξ → [eξ], is a
bijection. Similarly, we have T̂n ∼= Zn since the correspondence Zn → T̂n, ξ → [eξ], is also a
bijection.
Proposition 1.16. Let G be a compact group. If ξ ∈ Ĝ, with dim ξ = m, then ξ has a matrix
representative, that is, there exists a continuous morphism of groups ϕ : G → U(m) such that
ξ = [ϕ].
Proof. Let ψ ∈ ξ, ψ : G → U(H), dimH < ∞, and fix an orthonormal basis β = {ej}mj=1 of
H. Define, for each x ∈ G, the matrix
ϕij(x) := 〈ψ(x)ej, ei〉, 1 ≤ i, j ≤ m,
which is the matrix that represents ψ(x) ∈ U(H) in the basis β, so ϕ = (ϕij) : G → U(m)
is a unitary representation. Let us see that ξ ∼ ϕ. If {ẽj}mj=1 denoted the canonical basis of
Cm, let A : H → Cm the unique isomorphism of vector spaces such that A(ej) = ẽj for all
j = 1, 2, ...,m. If v =
∑













































Lemma 1.17. Let G be a compact group, ξ, η ∈ Ĝ, ξ  ϕ = (ϕij)mij,=1 and η  ψ = (ψkl)nk,l=1.
Then,
〈ϕij, ψkl〉L2(G) =
⎧⎨⎩ 0 if ξ = η1
m
δikδjl if ξ = η
.
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Proof. Fix 1 ≤ j ≤ m, 1 ≤ l ≤ n, and define Epq = 1 if p = j, q = l and Epq = 0 in any other






















By Schur’s Lemma, since ϕ and ψ are irreducible of finite dimension we must have
A =
⎧⎨⎩ 0 if ϕ ∼ ψλ · Id if ϕ = ψ


















∗dμ = 〈ϕij, ψkl〉L2(G).
If ϕ ∼ ψ, then A = 0, which implies 〈ϕij, ψkl〉 = 0 for all i, j, k, l. If ϕ = ψ, then m = n and







tr(E)dμ = δjl = λ ·m.
hence
Aii = 〈ϕij, ϕil〉 = λ = δjl
m
.
Recall the basic representations πL : G → GL(F(G)), πR : G → GL(F(G)), given








so L2(G) is a G-invariant sub-space of F(G). Similarly, πR also restricts to L2(G). The same
calculation above also showed that these representations are unitary. In this way, we can con-
sider the representations πL : G → U(L2(G)) and πR : G → U(L2(G)). Also, from now on,
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we will follow a certain convention. When one gives an element ξ ∈ Ĝ, we will choose once
and for all a matrix representative ϕ : G → U(dξ) in the class of ξ. The notation ξ = [ϕ] will
be used suggesting the notation of the already chosen matrix representative ϕ in that class.
Theorem 1.18 (Peter-Weyl). Let G be a compact group. Then
B = {√dϕ · ϕij, ϕ : G→ U(dϕ); [ϕ] ∈ Ĝ},
is an orthonormal basis of L2(G). Moreover, for each [ϕ] ∈ Ĝ, we have
• Hϕi := span{ϕij; 1 ≤ j ≤ dϕ} ⊂ L2(G) is πR-invariant,
















Proof. Fix 1 ≤ i ≤ dϕ. The fact that Hϕi is πR-invariant is direct.
• ϕ ∼ πR|Hϕi ;
Let {ei} be the canonical basis of Cdϕ , so ϕ(y)ej =
∑
k ϕkj(y)ek. Consider the linear
isomorphism A : Cdϕ → Hϕi such that A(ej) = ϕij for all j = 1, ..., dϕ. Then A is a
morphism between representations because














so ϕ ∼ πR|Hϕi .
• B is an orthonormal basis of L2(G);
We already know that B is an orthonormal set. Let H :=⊕[ϕ]∈Ĝ⊕dϕi=1 Hϕi and suppose
that H = L2(G), so H⊥ = {0} is πR-invariant. We know that πR|H⊥ is a sum of irre-
ducible finite dimensional unitary representations, so there exists a no trivialE ⊂ H⊥ and
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a matrix unitary representation ϕ = (ϕij) with ϕ ∼ πR|E . Let {fj}dEi=1 be the orthonor-
mal basis of E such that πR(y)fj =
∑
i ϕij(y)fi. This last equality happens in L
2(G), in
particular, for almost all x ∈ G we have fj(xy) =
∑
i ϕij(y)fi(x). Consider now the sets
N(y) = {x ∈ G; fj(xy) =
∑
i ϕij(y)fi(x)}
M(x) = {y ∈ G; fj(xy) =
∑
i ϕij(y)fi(x)}
K = {(x, y) ∈ G×G; fj(xy) =
∑
i ϕij(y)fi(x)},
so we know that μG(N(y)) = 0. Note that N(y) is the y-section of K and M(x) is the













































k λkϕkj(z) holds for almost all z ∈ G. Hence,




so E ⊂ H ∩H⊥ = {0}, which is contradiction.
Using the notation of the above Theorem, we will denote by Hϕ the space⊕dϕi=1 Hϕi .
1.2 Fourier Series and Trigonometric Polynomials
Here we introduce the trigonometric polynomials and finally define the Fourier coeffi-
cients of L2 functions on compact groups.
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Definition 1.19. Let G be a compact group and B = {√dϕ · ϕij;ϕ = (ϕij), [ϕ] ∈ Ĝ} the
basis given by Peter-Weyl’s Theorem. The space of trigonometric polynomials is defined by
Trig Pol(G) = span(B).





where f̂(ξ) = 0 at most on a finite number of ξ ∈ Zn.
Theorem 1.21. The space Trig Pol(G) is a dense sub-algebra in C0(G).
The proof of this Theorem consists in to show that Trig Pol(G) is an involutive subal-
gebra of C0(G) that separate points. Hence the result follows by Stone-Weierstrass Theorem.







〈f, ϕij〉L2(G) · ϕij,








Definition 1.23. Let G be a compact group, f ∈ L1(G) and ϕ = (ϕij)dϕi,j=1 with [ϕ] ∈ Ĝ. We









for 1 ≤ i, j ≤ dϕ.
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which conclude the first part. For the second part, just recall that tr(AA∗) =
∑
i,j |Aij|2.










Now we present results about characterizations of smooth functions and distributions
in terms of their Fourier coefficients. So, from now on, G will denote a compact Lie group.
Recall that we already fixed a bi-invariant volume form onG, so that it defines the Haar measure
on G. One particular operator that helps the characterization of smooth functions on G is the
Laplacian operator. One way to define it is by taking the general Laplacian-Beltrami operator
associated with the fixed bi-invariant Riemannian metric on G. A more constructive way is
the following. If G is semi-simple, then the Laplace operator on G can be identified with its
Casimir element Ω ∈ U(G), where U(G) denotes the universal enveloping algebra of G. If G
is not semisimple, one decomposes its Lie algebra as a direct sum of its semisimple part with





can be proved that L coincides with the Laplacian-Beltrami operator of G (see pg 331 of [19]).
The following Proposition is very important when one considers decay properties of Fourier
coefficients.
Proposition 1.26. For every [ξ] ∈ Ĝ, the space Hξ is an eigenspace of L and −L|Hξ = λξId,
for some λξ ≥ 0.
Proof. Recall that by definition the operator L is bi-invariant, so it commutes with both πR(x)
and πL(x) for all x ∈ G. By Peter-Weyl Theorem, it then commutes with all ξ ∈ Ĝ (every repre-
sentation in Rep(G) is the restriction of πR to some finite-dimensional space). So L preserves
both the spaces generated by lines and by columns of Hξ, and since the set of functions {ξij}
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is linearly independent, this implies that for each 1 ≤ i, j ≤ dξ, we have Lξij = cijξij . Let us
prove that all the constants cij are equal. We have










On the other hand,




From orthogonality relations, we have cikξkj(y) = cijξkj(y), which implies cik = cij for all
i, j, k. Now using the left-translation representation we can conclude similarly that ckj = cij
for all i, j, k, so cij = c for all i, j. It is a general fact that L is negative definite, so −c =: λξ ≥
0.
Suppose that G has dimension n and let {Xi}ni=1 be a basis of its Lie algebra. For a
multi-index α = (α1, · · ·αm) ∈ Nm0 , we define the left-invariant differential operator of order
|α|
∂α := Y1 · · ·Y|α|,
with Yj ∈ {Xi}mi=1, 1 ≤ j ≤ |α| and
∑
j:Yj=Xk
1 = αk for every 1 ≤ k ≤ m. It means that ∂α is a
composition of left-invariant derivatives with respect to the vectors X1, . . . , Xn such that each
Xk enters ∂
α exactly αk times. We do not specify in the notation ∂
α the order of these vectors,
but this will not be relevant in the arguments that we will use in this work.
Proposition 1.27. The following statements are equivalent:
(i) f ∈ C∞(G);
(ii) ∂αf ∈ C(G) for all multi-index α;
(iii) (−L)kf ∈ C(G) for all k ∈ N0;
(iv) Lf ∈ C(G) for all L ∈ U(g).
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We equip C∞(G) with the usual Fréchet space topology defined by the family of semi-
norms pα(f) = max
x∈G
|∂αf(x)|. Thus, the convergence on C∞(G) is just the uniform conver-
gence of functions and all their derivatives: fk → f in C∞(G) if ∂αfk(x) → ∂αf(x), for all
x ∈ G, due to the compactness of G.
Definition 1.28. We define the space of distributions D′(G) as the space of all continuous
linear functionals on C∞(G) with the usual notion of convergence: for (uj) a sequence in
D′(G) and u ∈ D′(G), we write uj → u in D′(G) as j → ∞ if uj(ϕ) → u(ϕ) in C as j → ∞,
for all ϕ ∈ C∞(G).
For u ∈ D′(G) and ϕ ∈ C∞(G), we write
〈u, ϕ〉G := u(ϕ).
If u ∈ Lp(G), 1 ≤ p ≤ ∞, we can identify u with a distribution in D′(G) (which we will still





It can be proved that if uj → u in Lp(G), then uj → u in D′(G). For Y ∈ g, we can differentiate
u ∈ D′(G) with respect to the vector field Y :
〈Y u, ϕ〉G := −〈u, Y ϕ〉G,
for all ϕ ∈ C∞(G). Similarly, for any multi-index α, we define
〈∂αu, ϕ〉G := (−1)|α|〈u, ∂αϕ〉G,
for all ϕ ∈ C∞(G).








satisfying F ([ξ]) ∈ End(Hξ), for every ξ ∈ Ĝ. With respect to the matrix representations, we
have F ([ξ]) ∈ Cdξ×dξ .
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Notice that for any f ∈ L2(G), we can define



















Theorem 1.30. The Fourier transform f → FGf = f̂ defines a surjective isometry from L2(G)













F−1G ◦ FG = IdL2(G) and FG ◦ F−1G = IdL2(Ĝ).
Definition 1.31. Let u ∈ D′(G) and ξ = (ξij)dξi,j=1, [ξ] ∈ Ĝ. The ξ-Fourier coefficient of u is
























where λ[ξ] ≥ 0 is the eigenvalue of −L associated to the eigenspace Hξ (See Theorem 1.26).
These numbers will play a major role when characterizing functions and distributions via Fourier
coefficients.
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Proposition 1.32. There exists C > 0 such that
λ[ξ] ≤ 〈ξ〉2 ≤ Cλ[ξ],
for all non-trivial [ξ] ∈ Ĝ.
Proposition 1.33. There exists a constant C > 0 such that the inequality
dim(ξ) ≤ C〈ξ〉dimG2
holds for all ξ ∈ Rep(G).
Theorem 1.34. The following statements are equivalent:
(i) f ∈ C∞(G);
(ii) for each N > 0, there exists CN > 0 such that
‖f̂(ξ)‖HS ≤ CN〈ξ〉−N ,
for all [ξ] ∈ Ĝ;
(iii) for each N > 0, there exists CN > 0 such that
|f̂(ξ)ij| ≤ CN〈ξ〉−N ,
for all [ξ] ∈ Ĝ, 1 ≤ i, j ≤ dξ.
Theorem 1.35. The following statements are equivalent:
(i) u ∈ D′(G);
(ii) there exist C, N > 0 such that
‖û(ξ)‖HS ≤ C〈ξ〉N ,
for all [ξ] ∈ Ĝ;
(iii) there exist C, N > 0 such that
|û(ξ)ij| ≤ C〈ξ〉N ,
for all [ξ] ∈ Ĝ, 1 ≤ i, j ≤ dξ.
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Definition 1.36. Let G be a compact Lie group and A : C∞(G) → C∞(G) be a continuous




σA(x, ξ) := ξ(x)
∗(Aξ)(x) ∈ Cdξ×dξ ,
where (Aξ)(x)ij := (Aξij)(x), for all 1 ≤ i, j ≤ dξ.
For instance, if we take A = −L, we get
σL(x, ξ) = ξ(x)∗(−Lξ)(x) = ξ(x)∗(λ[ξ]ξ)(x) = λ[ξ]Iddξ .









for every f ∈ C∞(G) and x ∈ G.
Notice that the formula above is independent of the choice of the matrix representative
in each class. Indeed, if ξ ∼ ψ are matrix representations, there exists a unitary matrix U such
that ξ(x) = U∗ψ(x)U for all x ∈ G. So f̂(ξ) = U∗ψ(x)U and by the formula of the symbol of
the operator A,
σA(x, ξ) = ξ(x)









, for all x ∈ G. In the particular case
whereA : C∞(G) → C∞(G) is linear, continuous and left-invariant, that is,AπL(y) = πL(y)A,
for all y ∈ G, we have that σA is independent of x ∈ G and
Âf(ξ) = σA(ξ)f̂(ξ),
for all f ∈ C∞(G) and [ξ] ∈ Ĝ.
Proposition 1.38. Let A,B : C∞(G) → C∞(G) be continuous linear operators and λ ∈ C.
Then for all x ∈ G and [ξ] ∈ Ĝ holds:
1. σA+B(x, ξ) = σA(x, ξ) + σB(x, ξ);
2. σλA(x, ξ) = λσA(x, ξ);
3. If B is a left-invariant operator, then σAB(x, ξ) = σA(x, ξ)σB(ξ).
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Let Y ∈ g. Notice that iY is a left-invariant operator and















































= 〈f, iY g〉L2(G),
that is, the operator iY is symmetric on L2(G). Hence, for all [ξ] ∈ Ĝ we can choose a
representative ξ such that σiY (ξ) is a diagonal matrix, with entries λm ∈ R, 1 ≤ m ≤ dξ, which
follows because symmetric matrices can be diagonalized by unitary matrices. By Proposition
1.38,
σX(ξ)mn = iλmδmn, λj ∈ R. (1.1)
Notice that {λm}dξm=1 are the eigenvalues of σiX(ξ), so they are independent of the choice of
the matrix representative, since the symbol of equivalent representations are similar matrices.
Moreover, since −(LG −X2) is a positive operator and commutes with X2, we have
|λm(ξ)| ≤ 〈ξ〉,
for all [ξ] ∈ Ĝ and 1 ≤ m ≤ dξ.
Proposition 1.39. Let G be a compact group, [ξ] ∈ Ĝ and {Y1, · · · , Yn} be a basis for g. There
exists C0 > 0 such that
‖σ∂α(ξ)‖op ≤ C |α|0 〈ξ〉|α|, ∀α ∈ Nn0 . (1.2)
See [10], Proposition 3.4.
1.4 Partial Fourier Series
If G = G1 × G2 is a product of two compact Lie groups, then we can talk about
partial Fourier transform. In this section we will only state the main results we are going to use
Preliminaries: Fourier Analysis on Compact Lie Groups 24
about partial Fourier transform. Full details and proofs can be found in [23]. The representation
theory of the product of compact groups is well behaved, in the sense that every representation
in Rep(G) can be uniquely written, up to isomorphism, as the exterior tensor product of a
representation in Rep(G1) with a representation in Rep(G2) (see Proposition 4.14 pag 82 in
[9]). Let u ∈ D′(G), ξ ∈ Rep(G1) and 1 ≤ m,n ≤ dξ. The mn-component of the partial
Fourier coefficient of u with respect to ξ is the linear functional defined by
û(ξ, ·)mn : C∞(G2) → C
ψ → 〈û(ξ, ·)mn, ψ〉 :=
〈




In a similar way we can also define the components of the partial Fourier coefficient of u with
respect to the second variable. It can be proved that
̂̂u(ξ, η)mnrs = ̂̂u(ξ, η)rsmn = û(ξ ⊗ η)ij,
for all ([ξ], [η]) ∈ Ĝ, 1 ≤ m,n ≤ dξ, 1 ≤ r, s ≤ dη, with i = dη(m−1)+r and j = dη(n−1)+s.
We can also characterize smooth functions and distributions using only partial Fourier
coefficients.








Then f ∈ C∞(G) if and only if f̂(·, η)rs ∈ C∞(G1) for all [η] ∈ Ĝ2, 1 ≤ r, s ≤ dη, and for
every multi-index β and  > 0 there exists Cβ > 0 such that
|∂β f̂(x1, η)rs| ≤ Cβ〈η〉−, ∀x1 ∈ G1, [η] ∈ Ĝ2, 1 ≤ r, s ≤ dη.







Then u ∈ D′(G) if and only if there exists K ∈ N and C > 0 such that
|〈û(·, η)rs, ϕ〉| ≤ CpK(ϕ)〈η〉K ,
for all ϕ ∈ C∞(G1) and [η] ∈ Ĝ2, where pK(ϕ) =
∑
|β|≤K ‖∂βϕ‖L∞(G1).
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In [22], similar results are proved on the Komatsu classes of both Roumieu and Beur-
ling types. In our work we are only concerned about the particular case of analytic functions,
which is Roumieu type with Mk = k!. In this case the result is the following:
Proposition 1.42. Let f ∈ C∞(G). We have that f ∈ Cω(G) if and only if f̂(·, η)rs ∈ Cω(G1)
for every [η] ∈ Ĝ2, 1 ≤ r, s ≤ dη, and there exists C,B > 0 such that
|f̂(x1, η)rs| ≤ Ce−B〈η〉,
for all x1 ∈ G1, [η] ∈ Ĝ2, 1 ≤ r, s ≤ dη.
Remark 1.43. When the functions t ∈ T1 → f̂(·, )mn are real analytic, it follows from
Cauchy’s integral formula that it is enough to obtain estimates for f itself and then the ones for
its derivatives are consequences of this formula.
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Chapter 2
Preliminaries: Representation Theory and
Fourier Analysis on SU(2)
In the first section we present the group SU(2) and an important coordinated chart on
it, whose coordinates are called Euler angles. In the second section we present two important
basis of the Lie algebra su(2). One of them will define the most important vector field on this
work, which is called the neutral operator (recall that elements of the Lie algebra can be seen
as left-invariant operators acting on functions). On third section we present the classical theory
that completely describes continuous irreducible representations of SU(2). This will give rise
to a basis of L2(SU(2)) and we show how the vectors of the basis obtained on second section
acts in this basis. Finally, on the last section we summarize the important results at the end of
first chapter in the cases G = SU(2) and G = T1 × SU(2), which are the main Lie groups we
are going to deal with. Here we follow very closely to [25].
2.1 The Lie group SU(2) and the Euler angles
We recall that SU(2) = {u ∈ C2×2; u · u∗ = 1 and det(u) = 1}. This is a group with
the usual product of matrices and it is obviously compact. It is a closed subgroup of the general
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with α, β ∈ C such that |α|2 + |β|2 = 1, that is, (α, β) ∈ S3 ⊂ C2 = R4. In other words,
this is an identification of SU(2) with S3. It is clear that this identification is a diffeomorphism.
It is actually more than that, it is an isomorphism of Lie groups where in S3 we consider the
restriction of the quaternionic product of R4. We are not going to distinguish the matrix version
of an element of SU(2) with its vector version on S3.
Given an element u = (α, β) ∈ S3, we can write α = r1eis, β = r2eit for some
r1, r2, t, s ∈ R. Since |α|2 + |β|2 = 1, we have r21 + r22 = 1, so there exists r ∈ R such that
r1 = cos r, r2 = sin r. In this way, u = ((cos r)e
is, (sin r)eit). But do note that the vector
((cos r)eis, i(sin r)eit) also lives in S3, therefore we can write
SU(2) =
⎧⎨⎩
⎡⎣ (cos r)eis i(sin r)eit
i(sin r)e−it (cos r)e−is
⎤⎦ ; r, s, t ∈ R
⎫⎬⎭ .
Putting r = 0, we get a 1-parameter subgroup of matrices with the form⎡⎣ eis 0
0 e−is
⎤⎦ .
By putting s = t = 0, we get another 1-parameter subgroup of matrices with the form⎡⎣ cos r i sin r
i sin r cos r
⎤⎦ .
Note that both of them are isomorphic to the Lie group T1 (they are maximal tori on S3). If
r, s, t ∈ R, then⎡⎣ (cos r)eis i(sin r)eit





⎡⎣ (cos r) i(sin r)





So every element in SU(2) can be decomposed as the product above.
Definition 2.1. The Euler angles (φ, θ, ψ) with 0 ≤ φ < 2π, 0 ≤ θ < π, −2π ≤ ψ < 2π are
the real numbers that corresponds to the matrix
u(φ, θ, ψ) =













These intervals are sufficient to cover all the elements in SU(2) and it is injective
almost everywhere. If u = (α, β) ∈ S3, we can recover the angles using the relations⎧⎪⎪⎪⎨⎪⎪⎪⎩
2αᾱ = 1 + cos θ
2αβ = ieiφ sin θ
−2αβ̄ = ieiψ sin θ
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Now let us explore a little the relation between SU(2) and the quaternions. The set
of quaternions H is just R4 with a product operation analogous to the standard one of C. We
write vectors u = (a, b, c, d) on R4 on the form u = a + bi + cj + dk with the symbols i, j, k
satisfying i2 = j2 = k2 = −1, ij = k, ki = j, jk = i and make products between vectors
by declaring it as a distributive product. This makes (H,+, ·) into an associative and non-
commutative algebra. If we define the conjugated quaternion by ū = a − bi − cj − dk, then
u · ū = ‖u‖2 = (a2 + b2 + c2 + d2)2. In particular, if u = 0, then u is invertible with respect to
the quaternionic product and u−1 = ū‖u‖2 . Also, this product satisfies ‖u · v‖ = ‖u‖ · ‖v‖ for all
u, v ∈ H. This implies that S3 = {u ∈ H; ‖u‖ = 1} is a group with the quaternionic product.
The identification between (S3, ·) and SU(2) is given by
a+ bi+ cj + dk →
⎡⎣ a+ id b+ ic
−b+ ic a− id
⎤⎦




























with the parameters 0 ≤ φ < 2π, 0 ≤ θ < π,−2π ≤ ψ < 2π.
The integral of measurable functions on SU(2) with respect to the Haar measure can












f(u(φ, θ, ψ)) sin(θ)dφdθdψ.
2.2 Invariant differential operators on SU(2)
Now we are going to explicit some interesting basis of the Lie algebra su(2) and state
the main results about the behavior of the corresponding invariant vector fields acting on SU(2).
Their expressions in Euler-angles coordinates are also presented.
Consider the 1-parameter subgroups ω1, ω2, ω3 : R → SU(2) given by
ω1(t) =
⎡⎣ cos(t/2) i sin(t/2)
i sin(t/2) cos(t/2)
⎤⎦ , ω2(t) =
⎡⎣ cos(t/2) − sin(t/2)
sin(t/2) cos(t/2)
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⎤⎦ , w3 = 1√
2
⎡⎣ 1 + i 0
0 1− i
⎤⎦ .
The Lie algebra vectors Yj := ω
′















It is easy to see that the set with these matrices form a basis of su(2). Their brackets are given
by [Y1, Y2] = Y3, [Y2, Y3] = Y1 and [Y3, Y1] = Y2. The three 1-parameter subgroups ωj are all
conjugated to each other since
ω3(t) = w1ω2(t)w
−1
1 , ω1(t) = w2ω3(t)w
−1
2 , ω2(t) = w3ω1(t)w
−1
3 .
In particular, taking the derivative at t = 0 in each of the above relations we get
Y3 = w1Y2w
−1
1 , Y1 = w2Y3w
−1
2 , Y2 = w3Y1w
−1
3 .
Given Y ∈ su(2), we denote by DY : C∞(SU(2)) → C∞(SU(2)) the left-invariant vector
field corresponding to Y . We will write Dj := DYj , j = 1, 2, 3.































with 0 < θ < π.































where ũ(φ(t), θ(t), ψ(t)) = u(φ0, θ0, ψ0) · ωj(t). So one must use a formula for the Euler-
angles coordinates of a product of two elements in SU(2) and then take the derivative of that
expression at t = 0. All the details can be found in [25] pg 601.
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The basis {Y1, Y2, Y3} of su(2) is a good basis for the Laplacian, in the sense that in
this basis L is a sum of squares, as we will see later. But, there is another interesting basis of
su(2) that we are going to use. Consider the operators
∂+ = iD1 −D2, ∂− = iD1 +D2, ∂0 = iD3.
In the literature, they are called creation, annihilation and neutral operators, respectively. When
dealing with root systems of the Lie algebra su(2), each of these three elements are generators
of the center of the Lie algebra, the positive roots and negative roots, respectively. The inverse
relations are
D1 = − i
2
(∂− + ∂+), D2 =
1
2
(∂− − ∂+), D3 = −i∂0.
We also have L = −∂20 − 12(∂+∂− + ∂−∂+). Their brackets are given by
[∂0, ∂+] = ∂+, [∂−, ∂0] = ∂−, [∂+, ∂−] = 2∂0.




































2.3 Irreducible representations of SU(2)
A natural space to look for representations of a matrix group is a space of polynomials,
with the number of variables equal to the order of the matrices. We identify z = (z1, z2) ∈ C2
with the matrix (z1 z2) ∈ C1×2 and consider the map T : SU(2) → GL(C[z1, z2]) defined by
(Tu)(f)(z) = f(z · u).
In this way, C[z1, z2] is a representation of SU(2). Also note that f and (Tu)(f) have the same
degree. In particular, Tu preserves the subspace V of homogeneous polynomials of degree 2,
for each  ∈ 1
2
N0. We denote by T : SU(2) → GL(V) the restriction of T to the T -invariant
subspace V. It is clear that dim V = 2 + 1 and {pk; k = 0, 1, ..., 2}, with pk(z) = zk1z2−k2 ,
is a natural basis for V.
Proposition 2.3. The representation T is irreducible. Besides, each pk is an eigenvector of
T(u(φ, 0, 0)), with corresponding eigenvalue eiφ(k−).
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Proof. The idea is to use the converse of the Schur lemma, which is true in this case because
SU(2) is compact. Let A ∈ End(V) such that T(u) ◦ A = A ◦ T(u) for all u ∈ SU(2). We
want to show that A is a scalar multiple of identity map of V. Let












That is, T(u(2s, 0, 0))(pk) = e
2(k−)is. By the hypothesis, we have
T(u(2s, 0, 0))A(pk) = A(T(u(2s, 0, 0)).pk)
= A(e2(k−)ispk)
= e2(k−)isA(pk),
so A(pk) is an eigenvector of T(u(2s, 0, 0)) with eigenvalue e




e2(k−)isA(pk) = T(u(2s, 0, 0))(A(pk))












2(k−)isaj)pk. Since {pk} is a
basis, we have e2(j−)isaj = e2(k−)isaj for all j = 0, 1, ..., 2. If aj = 0 for some j = k, then
e2(j−)is = e2(k−)is, which implies there exist n ∈ Z such that 2s(j − k) − 2s(k − ) = 2nπ,
that is, s(j − k) = nπ. We can choose s small enough such that this equality implies j = k, so
A(pk) = akpk. Now we are going to prove that all ak are actually equal for all k. If now
u = u(0, 2r, 0) =
⎡⎣ cos r i sin r
i sin r cos r
⎤⎦ ,
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then
T(u(0, 2r, 0)(Ap0(z)) = T(u(0, 2r, 0))(a0p0(z))
= a0p0(z · u(0, 2r, 0))




























On the other hand,

















So, if we choose r such that sin r = 0 = cos r, then we conclude that ak = a0 for all k. In this
way, A(pk) = a0pk for all k, and then A = a0 · IdV .
Lemma 2.4. For each g = (α, β) ∈ SU(2), there exists a decomposition g = uhu−1 such that
u, h ∈ SU(2) and h is diagonal.
Proof. If β = 0, the result is trivial, with h = g and u = Id, so let us suppose that β = 0. The
characteristic polynomial of u is Pg(z) = z
2 − 2Re(α).z + 1, with Δ = 4(Re(α)2 − 1). Since
|β| = 0, from |α|2 + |β|2 = 1 we get |α|2 < 1, which implies |Re(α)|2 < 1. So Pg two distinct





Since 1 = det(g) = z1 ·z2 = det(h), we have h ∈ SU(2). Let v ∈ C2×2 be a matrix such that its
collums are eigenvectors corresponding to z1 and z2 respectively, so g = vhv
−1. Since z1 = z2,
we have v ∈ U(2), so rescaling v we can suppose that det(v) = 1 and the relation g = vhv−1
still holds.
Theorem 2.5. Let T∞ : SU(2) → GL(V ) be a finite dimensional irreducible representation of
SU(2) and let  ∈ 1
2
N0 such that dim(V ) = 2+ 1. Then, T∞ is equivalent to T.
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Proof. Let m ∈ 1
2
N0 ∪ {∞} and χm : SU(2) → C be the character of the representation
Tm. From the orthogonality of the characters of irreducible representations, it is enough to
prove that there exists  ∈ 1
2
N0 such that 〈χ∞, χ〉L2 = 0. Since χm is a trace, we have that
χm(uhu
−1) = χm(h) for all u, h ∈ SU(2). By the previous lemma, every element in SU(2) can
be written as a product of this form with elements still living on SU(2), so we can identify χm
with the function fm : R → C defined by fm(t) = χm(h(t)), where h(t) = (eit, e−it) ∈ SU(2).
Basically the more general fact that is behind this argument is that the restriction of a character
of a finite dimensional irreducible representation to a maximal tori completely characterize the










On the other hand,
T(h(t))(pk)(z) = pk(z · h(t)) = pk(z1eit, z2e−it) = e2it(k−)pk(z),
which implies f(t) = χ(u) = Tr(T(h(t))) =
∑
k=− e




L2[0, 2π]. Since χ∞(Id) = dim(V ) = 0, there exists  ∈ 12N0 such that 〈χ∞, χ〉 = 0.





. It is easy to see that T
becomes an unitary representation of SU(2) with this inner product. However, the basis {pk}
is not orthogonal with respect to this inner product. Instead, we consider the set






(− k)!(+ k)! .
Using Euler-angles coordinates, it can be seem that this set is in fact an orthonormal basis of
V. Now or goal is to present the matrix of the linear operator T(u) in this basis, for each
u ∈ SU(2). We will denote by tmn(u) the entries of this matrix, with − ≤ m,n ≤  being
half integers. If u = u(φ, θ, ψ), we will write tmn(u) = t

mn(φ, θ, ψ). Right after the following
Theorem, we will see how the vector fields Dj act on these functions.











(−m)!(+m)!(− n)!(+ n)! ,
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where the right hand side does not actually depend on (z1, z2). Moreover:
tmn(φ, θ, ψ) = e
−i(mφ+nψ)P mn(cos θ),
where



































and on the another hand,
T(u)(qn)(z) = qn(z · u) = (z1a+ z2c)
−n(z1b+ z2d)+n√
(− n)!(+ n)! .
Now if we choose an index m, after taking sucessive derivatives on both sides with respect to







































(−m)!(+m)!(− n)!(+ n)! .
Since there is a total of 2 derivatives on the right hand side and the polynomial is homoge-
neous of degree 2, the right hand side is a constant (exactly the coefficient of the monomial
z−m1 z
+m

































Take all the derivatives on the variable z2 and then calculate it at z2 = 1. Rename the variable
















(ay + c)−n(by + d)+n
]
.
Since u ∈ SU(2), ad − bc = 1, we have a(by + d) − b(ay + c) = aby + ad − bay − bc = 1.
This inspire the change of variables a(by + d) = (x+ 1)/2. Therefore
b(ay + c) = a(by + d)− 1 = (x+ 1)/2− 1 = (x− 1)/2,
and so x = 1 + 2aby + 2bc, which implies dx
dy



































(x− 1)−n(x+ 1)+n] .
Now using Euler–angles coordinates we have







)− 1 = 2 cos2 ( θ
2
)− 1 = cos θ.
Moreover, cos2(θ/2) = (x+ 1)/2 implies that





























(x− 1)−n (x+ 1)+n
]
e−i(nφ+mψ)
= P mn(cos θ)e
−i(nφ+mψ).
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with respect to the variable u, obtaining:




























































]−n · [−(zu)1 sin( t2) + (zu)2 cos( t2)]+n√
(− n)!(+ n)!
=























(− n)(+ n+ 1)q,n+1(zu)− 1
2
√








(− n)(+ n+ 1)tm,n+1(u)− 12
√












(+ n)(− n+ 1)tm,n−1(u).
The calculations for D1 are totally analogous.
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Now it is easy to see how the operators ∂+, ∂− and ∂0 act on tmn. Using the above
formulas we get
























= −√(− n)(+ n+ 1)tm,n+1.




(+ n)(− n+ 1)tm,n−1.
So ∂− is lower triangular in this bases. Finally, for ∂0 = iD3 we get
∂0(tmn) = n t

mn.
and ∂0 is diagonal in this basis. In another words, {tmn}∈ 1
2
N0
is a basis of eigenvectors for ∂0.
To finish this chapter, let us see how the Laplacian acts on these functions. Recall that
su(2) is a semisimple Lie algebra with Killing form B(X, Y ) = 4tr(XY ). The matrix of B in
the basis {Y1, Y2, Y3} is the 3 × 3 diagonal matrix where the diagonal entries are all equal to
−2, so its inverse is also diagonal with diagonal entries equal to −1/2. By the definition of the
Laplacian in terms of the Casimir element we have





Using the inverse relations D1 = − i2(∂− + ∂+), D2 = 12(∂− − ∂+) and D3 = −i∂0 we get
D21 = −14(∂− + ∂+) ◦ (∂− + ∂+) = −14
[







(∂− − ∂+) ◦ (∂− − ∂+) = +14
[













Calculating how each part of the expression above acts on tmn:
∂−∂+tmn = ∂−
(
−√(− n)(+ n+ 1)tm,n+1)
= −√(− n)(+ n+ 1)(−√(+ n+ 1)(− n− 1 + 1)) tmn
= (− n)(+ n+ 1)tmn,
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∂+∂−tmn = ∂+
(
−√(+ n)(− n+ 1)tm,n−1)
= −√(+ n)(− n+ 1)(−√(− n+ 1)(− n− 1 + 1)) tmn












((− n)(+ n+ 1) + (+ n)(− n+ 1))− n2] tmn
= −1
2





2.4 Fourier Analysis on SU(2)
This section is a summary of the main results about Fourier coefficients and Represen-
tation Theory of SU(2) = S3. Recall that we have an explicit basis of L2(S3) consisting of
functions {t}mn,  ∈ 12N0, − ≤ m,n ≤  with step one.
The Fourier coefficient of a function f ∈ C∞(S3), at  ∈ 1
2


























where ‖f̂()‖2HS = Tr(f̂()f̂()∗) is the Hilbert–Schmidt norm of the matrix f̂().
Smooth functions and distributions on S3 can be characterized in terms of their Fourier
coefficients in the following way:




u ∈ D′(S3) ⇐⇒ ∃M ∈ N ∃C > 0 such that ‖û()‖HS ≤ C(1 + )M , ∀ ∈ 1
2
N0.
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In the next chapter we are going to deal with operators on the product T1×S3 or more generally
on T1 × (S3)N , so it will be important to state the main results about partial Fourier coefficients
in these cases.
For each f ∈ L1(T1 × S3) and  ∈ 1
2
N0, we define the mn–component of the partial




f(t, x)t(x)nm dx ∈ L1(T1),
and, for each k ∈ Z, we denote by ̂̂f (k, )mn the k–th Fourier coefficient of the function
f̂(·, )mn.
We have the following characterizations of the spaces C∞(T1 × S3), D′(T1 × S3), and
Cω(T1 × S3) (see [22] and [23]).











f̂(t, )mnt(x)nm, (t, x) ∈ T1 × S3.
Then f ∈ C∞(T1 × S3) if and only if f̂( · , )mn ∈ C∞(T1), for all  ∈ 12N0, − ≤ m,n ≤ 
and for every multi-index β and N > 0 there exists CβN > 0 such that∣∣∂β f̂(t, )mn∣∣≤ CβN(1 + )−N , ∀t ∈ T1,  ∈ 12N0, − ≤ m,n ≤ .
Proposition 2.9. Let
{
û( · , η)rs
}









û( · , η)mntnm.
Then u ∈ D′(T1 × S3) if and only if there are K ∈ N and C > 0 such that∣∣〈û(·, )mn, ϕ〉∣∣ ≤ C pK(ϕ)(+ 1)K , (2.2)









Proposition 2.10. Let f ∈ C∞(T1 × S3). We have that f ∈ Cω(T1 × S3) if and only if
f̂(·, )mn ∈ Cω(T1) for every  ∈ 12N0, − ≤ m,n ≤ , and there are C,B > 0 such that
|f̂(t, )mn| ≤ Ce−B,
for all t ∈ T1,  ∈ 1
2




In this chapter, we present our contribution to the study of the global analytic hypo-
ellipticity of a class of constant-coefficient operators on a general product of compact Lie groups
G1 ×G2.
In order to characterize the Global Analytic Hypoellipticity of the class we just men-
tioned, in Section 3.1 we define the set of “null frequencies” and an analytic Diophantine con-
dition. In Section 3.2 we introduce equivalent analytic Diophantine conditions for the special
cases T1 ×G2 and T1 × S3.
3.1 Global analytic hypoellipticity for constant-coefficient op-
erators
Let G1 and G2 be compact Lie groups, X1 ∈ g1, X2 ∈ g2 and α, q ∈ C. Define
L = X1 + αX2 + q.
Up to a product by a constant, this is the most general constant-coefficient left-invariant
operator with a perturbation by a constant on the productG1×G2. Remarks about perturbations
of this operator by functions will be done later. We aim to characterize completely the global
analytic hypoellipticity of this class of operators.
Recall that for each ([ξ], [η]) ∈ Ĝ = Ĝ1 × Ĝ2, we can choose a matrix representative
of [ξ] and a matrix representative of [η] such that
σX1(ξ)mn = iλm(ξ) · δmn, for 1 ≤ m,n ≤ dξ
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and
σX2(η)rs = iμr(η) · δrs, for 1 ≤ r, s ≤ dη.
In this way, if u ∈ D′(G) satisfies Lu = f ∈ D′(G), then after taking two consecutive
partial Fourier coefficients in this equation, once in each variable, we obtain the equations
L̂u(ξ, η)mnrs = (iλm(ξ) + iαμr(η) + q)
̂̂u(ξ, η)mnrs = ̂̂f (ξ, η)mnrs ,
for each 1 ≤ m,n ≤ dξ and 1 ≤ r, s ≤ dη. Note that if (iλm(ξ) + iαμr(η) + q) = 0, then̂̂
f (ξ, η)mnrs = 0 and if (iλm(ξ) + iαμr(η) + q) = 0, then
̂̂u(ξ, η)mnrs = (iλm(ξ) + iαμr(η) + q)−1 ̂̂f (ξ, η)mnrs .
So we are lead to consider the following set:
N =
{
([ξ], [η]) ∈ Ĝ; (λm(ξ) + αμr(η)− iq) = 0 for some 1 ≤ m ≤ dξ, 1 ≤ r ≤ dη
}
.
Proposition 3.1. If the set N is infinite, then there is a distribution u ∈ D′(G) \ C∞(G) such
that Lu = 0. In particular, L is not (GH) (neither (GAH)).
Proof. We define the sequence
̂̂u (ξ, η)mnrs =
⎧⎪⎨⎪⎩1 if λm(ξ) + αμr(η)− iq = 0;0 otherwise.
Since | ̂̂u (ξ, η)mnrs | ≤ 1, it is clear that this sequence defines a distribution u ∈ D′(G), which
by construction satisfies Lu = 0. Now, since N is not finite, u /∈ C∞(G) because its Fourier
coefficients do not decay.
Definition 3.2. We say that L satisfies the (ADC) condition if for all B > 0 there is a constant
K > 0 such that
|λm(ξ) + αμr(η)− iq| ≥ Ke−B(〈ξ〉+〈η〉)
for all ([ξ], [η]) ∈ Ĝ, 1 ≤ m ≤ dξ, 1 ≤ r ≤ dη, such that (iλm(ξ) + iαμr(η) + q) = 0.
The above definition is a Diophantine condition-like for the operator L.
Proposition 3.3. If L satisfies the (ADC) condition and N is finite, then L is (GAH).
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Proof. Let u ∈ D′(G) such that Lu = f ∈ Cω(G). Since f ∈ Cω(G) there are constants
K1 > 0 and B1 > 0 such that
| ̂̂f (ξ, η)mnrs | ≤ K1e−B1(〈ξ〉+〈η〉)
for all ([ξ], [η]) ∈ Ĝ and indexes 1 ≤ m,n ≤ dξ and 1 ≤ r, s ≤ dη.
From the definition of (ADC) condition, if we choose B > 0 with B̃ := B1−B > 0, then there
is a positive constant K > 0 such that for the indexes m, r with iλm(ξ) + iαμr(η) + q = 0 we
have
| ̂̂u (ξ, η)mnrs | ≤ KeB(〈ξ〉+〈η〉) ·K1e−B1(〈ξ〉+〈η〉) = K ·K1e−(B1−B)(〈ξ〉+〈η〉) = K̃e−B̃(〈ξ〉+〈η〉).
By hypothesis, the set of the remaining indexes associated to representations ([ξ], [η]) ∈ N is
finite, so there is a constant C > 0 such that
| ̂̂u (ξ, η)mnrs | ≤ C = C · eB̃(〈ξ〉+〈η〉) · e−B̃(〈ξ〉+〈η〉) ≤ C̃e−B̃(〈ξ〉+〈η〉)




So, if K ′ = max{C̃, K̃}, then
| ̂̂u (ξ, η)mnrs | ≤ K ′e−B̃(〈ξ〉+〈η〉)
for all ([ξ], [η]) ∈ Ĝ and corresponding indexes m,n, r, s. Then u ∈ Cω(G) and L is (GAH).
Now we are going to prove a converse of the above proposition. We already know
that if L is (GAH), then N must be finite. So we only need to prove that if L is (GAH), then
L satisfies the (ADC) condition, which will be done in the below proposition. Proposition 3.3
together with Proposition 3.4 complete the characterization of when L is (GAH).
Proposition 3.4. If L is (GAH), then it satisfies the (ADC) condition.
Proof. If L does not satisfy the (ADC) condition, then there are a constant B̃ > 0 and a se-
quence of representations ([ξj], [ηj]) ∈ Ĝ such that
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for some 0 ≤ mj ≤ dξj and 0 ≤ rj ≤ dηj and for all j ∈ N.
Observe that the set A = {([ξj], [ηj]); j ∈ N} is infinite. Indeed, if it was not the case, since the
right hand side of the above inequality goes to 0 when j → ∞, the finite set of numbers in the
middle term of the inequality would not be non zero for all big enough j.
Now, if we define
̂̂u (ξ, η)mnrs =
⎧⎨⎩ 1 for m = mj, r = rj if ([ξ, η]) = ([ξj, ηj]) for some j0 otherwise ,
then this sequence of coefficients clearly defines a distribution u ∈ D′(G) \ C∞(G).
We claim that f := Lu ∈ Cω(G). If ([ξ, η]) /∈ A, then | ̂̂f (ξ, η)mnrs | = 0 for all m,n, r, s. On
the other hand, if ([ξ, η]) = ([ξj, ηj]) ∈ A, then





for all j ∈ N. In any case, we have
| ̂̂f (ξ, η)mnrs | ≤ e−B̃(〈ξ〉+〈η〉)
for all ([ξ], [η]) ∈ Ĝ and corresponding indexes m,n, r, s, therefore f ∈ Cω(G) and L is not
(GAH).
We can summarize the above results in the following.
Theorem 3.5. Let α, q ∈ C. The operator L = X1 + αX2 + q is (GAH) if and only if:
1. It satisfies the (ADC) condition;
2. The set N is finite.
3.2 Special classes of operators and equivalent analytic Dio-
phantine conditions
In the special case where G1 = T
1 and the operator L has the form
L = ∂t + αX + q,
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with α, q ∈ C and X ∈ g2, then the (ADC) condition has an equivalent formulation given by
the following lemma.
Lemma 3.6. The operator L = ∂t+αX + q on G = T1 ×G2 satisfies (ADC) if and only if the
following condition holds
(ADC’): for all B > 0 there is a constant C > 0 such that
|1− e±2π(iμr(η)α+q)| ≥ Ce−B〈η〉,
for all [η] ∈ Ĝ2 and 1 ≤ r ≤ dη such that iμr(η)α + q /∈ iZ.
Proof. If L does not satisfy the (ADC’) condition, then there are a constant B > 0 and a
sequence of representations [ηj] ∈ Ĝ2 and indexes 1 ≤ rj ≤ dηj such that
0 < |1− e±2π(iμrj (ηj)α+q)| < 1
j
e−B〈ηj〉
for all j ∈ N. In particular,
e±2π(iμηjα+q) = e2π(Re(q)−μrj (ηj)Im(α)) · e2πi(μrj (ηj)Re(α)+Im(q)) → 1 when j → ∞,
so |Re(q)− μrj(ηj)Im(α)| → 0 and there is a sequence of integers (τj) such that
|τj + μrj(ηj)Re(α) + Im(q)| → 0,
when j → ∞.
By the Mean Value Theorem (MVT) we can choose j large enough such that
|1− e±2π(iμrj (ηj)α+q)| ≥|1− e2π(Re(q)−μrj (ηj)Im(α))|
≥e−12π|Re(q)− μrj(ηj)Im(α)|
and
| sin (2π(τj + μrj(ηj)Re(α) + Im(q))) | ≥ π|τj + μrj(ηj)Re(α) + Im(q)|,
which implies that
π|τj + μrj(ηj)Re(α) + Im(q)| ≤ | sin
(
2π(τj + μrj(ηj)Re(α) + Im(q))
) |
≤ 2e2π(Re(q)−μrj (ηj)Im(α))
×| sin (2π(τj + μrj(ηj)Re(α) + Im(q))) |
= 2|Im(1− e±2π(iμrj (ηj)α+q))|
≤ 2|1− e±2π(iμrj (ηj)α+q)|.
So there is a positive constant C such that for j large enough we have
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0 <|τj + μrj(ηj)α− iq|




This concludes that L does not satisfy the (ADC) condition.
Now suppose that L does not satisfy the (ADC) condition, so there is a positive constant B > 0,
a sequence of representations (τj, [ηj]) in Z× Ĝ2 and indexes 1 ≤ rj ≤ dηj such that




for all j ∈ N. In particular,
|τj + μrj(ηj)Re(α) + Im(q)| → 0 and |μrj(ηj)Im(α)− Re(q)| → 0
when j → ∞.
Therefore, taking j big enough we can apply MVT again and obtain a constant C > 0 such that
|1− e±2π(iμrj (ηj)α+q)| ≤ |1− e±2π(Re(q)−μrj (ηj)Im(α)) cos(2π(μrj(ηj)Re(α) + Im(q)))|
+|e±2π(Re(q)−μrj (ηj)Im(α))| · | sin(2π(μrj(ηj)Re(α) + Im(q)))|
≤ |1− cos(2π(τj + μrj(ηj)Re(α) + Im(q)))|+
+|1− e±2π(Re(q)−μrj (ηj)Im(α))|+
+e±2π(Re(q)−μrj (ηj)Im(α))| sin(2π(τj + μrj(ηj)Re(α) + Im(q)))|
≤ C(|τj + μrj(ηj)Re(α) + Im(q)|+ |Re(q)− μrj(ηj)Im(α)|)
≤ Ce−B(|τj |+〈ηj〉),
and then L does not satisfy the (ADC’) condition.
This formulation of the (ADC) condition will be used mainly for theoretical purposes,
but let us give at least a first example using this equivalence. Although simple, the next example
shows how the global analytic hypoellipticity behaves with respect to zero order perturbations.
We will present other classes of operators later on.
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Example 3.7. Consider the case of the operator L = ∂t + q defined on T1 × G2, that is,
X = 0 ∈ g2. In this case, we have
N = {(τ, [η]) ∈ Z× Ĝ2; τ − iq = 0}
so it is clear that if iq ∈ Z, then N is infinite and it follows from Proposition 3.1 that L is not
(GAH). On the other hand, if iq /∈ Z, then
0 < C = |1− e2πq| ≥ Ce−B〈η〉
for all [η] ∈ Ĝ2, and so L is (GAH).
3.2.1 Constant coefficient operators on T1 × S3
Now, with respect to the constant-coefficient operator
L = ∂t + c∂0 + q, (3.1)
defined on T1 × S3, we have the associated set of null frequencies
N = {(k, ) ∈ Z× 1
2
N0; k + cm− iq = 0, for some −  ≤ m ≤ , −m ∈ N0
}
.
Remark 3.8. The set of null frequencies N associated with the operator (3.1) is finite if and
only if it is empty.
Notice that if the set N is not empty, then there exist (k, 0) ∈ Z × 12N0 and an index
−0 ≤ m ≤ 0 such that k + cm − iq = 0. But by the disposition of the indexes on the
matrix representations t, the same index m can be used with any other  ≥ 0. In other words,
(k, ) ∈ N for all  ≥ 0, and therefore N is infinite. So when we suppose that N is finite, we
are actually supposing that N is empty.
In the case of operators defined on T1 × S3, there are more ways to formulate the
(ADC) condition, which we are going to state in the next lemma. These are useful when we are
dealing with examples.
Lemma 3.9. Let c, q ∈ C. The following Diophantine conditions are equivalent:
(ADC) ∀B > 0, ∃KB > 0 such that
|k + cm− iq| ≥ KBe−B(|k|+),
for all k ∈ Z,  ∈ 1
2
N0, − ≤ m ≤ , −m ∈ N0, whenever k + cm− iq = 0.
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(ADC2) ∀B > 0, ∃KB > 0 such that
|k + c− iq| ≥ KBe−B(|k|+||),
for all k ∈ Z,  ∈ 1
2
Z, whenever k + c− iq = 0.
(ADC3) ∀B > 0, ∃KB > 0 such that∣∣k + c
2
− iq∣∣ ≥ KBe−B(|k|+||),
for all k,  ∈ Z, whenever k + c
2
− iq = 0.
Proof. First, let us prove the equivalence between (ADC) and (ADC2). Assume that (ADC)
holds and let τ ∈ Z, ρ ∈ 1
2
Z such that τ + cρ − iq = 0. Take k = τ ,  = |ρ|, and m = ρ in
(ADC). Hence,
|τ + cρ− iq| ≥ KBe−B(|τ |+|ρ|).
Assume now that (ADC2) holds and let τ ∈ Z, ρ ∈ 1
2
N0, and −ρ ≤ m ≤ ρ such that ρ−m ∈ N0
and τ + cm− iq = 0. Take k = τ and  = m in (ADC2). So, since |m| ≤ ρ, we have
|τ + cm− iq| ≥ KBe−B(|τ |+|m|) ≥ KBe−B(|τ |+ρ),
which concludes the proof of the equivalence (ADC) ⇐⇒ (ADC2). Now, assume the validity
of (ADC2) and let τ, ρ ∈ Z such that k + c
2
ρ− iq = 0. Take k = τ and  = ρ
2
in (ADC2) . So,
|τ + c
2
ρ− iq| ≥ KBe−B(|τ |+|ρ|/2) ≥ KBe−B(|τ |+|ρ|),
which implies that condition (ADC3) holds. Finally, assume that (ADC3) holds and let τ ∈ Z,
ρ ∈ 1
2
Z such that τ + c− iq = 0. We can write ρ = r
2
, for some r ∈ Z. Take k = τ and  = r
in (ADC3) . Thus,
|τ + cρ− iq| = |τ + c
2
r − iq| ≥ KBe−B(|k|+|r|) ≥ KBe−2B(|k|+|ρ|),
and, by adjusting B, we have the validity of (ADC2) .
Example 3.10. Let c, q ∈ C and consider the operator L = ∂t + c∂0 + q defined on T1 × S3.
Writing c = a+ ib, with a, b ∈ R, we have
k + cm− iq = (k + am+ Im(q)) + i(mb− Re(q)).
Thus, if b = 0 and Re(q)/b /∈ 1
2
Z, then
|k + cm− iq| ≥ |b(m− Re(q)/b)| ≥ K = constant.
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Hence, the set N is empty and the condition (ADC) is satisfied, then by Proposition 3.5 we have
that L is (GAH).
If b = 0 and Re(q)/b ∈ 1
2
Z we have two cases to consider.
When Im(q) + Re(q)a/b ∈ Z the set N has infinitely many elements, hence L is not (GAH) by
Proposition 3.1.
When Im(q) + Re(q)a/b ∈ Z, the set N is empty and δ = inf
k∈Z
{k + Re(q)a/b + Im(q)} > 0.
Hence,
|k + cm− iq| ≥ max{|b|, δ} = constant > 0,
which implies that L is (GAH).
Similarly, if b = 0 and Re(q) = 0 we obtain
|k + cm− iq| ≥ |Re(q)| ≥ K = constant,
and, consequently L is (GAH).
Now, let us deal with the case where Re(q) = b = 0. By the condition (ADC3) the global




∣∣, with k,  ∈ Z.





− iq∣∣ = ∣∣∣k̃ + a2 ̃∣∣∣, with k̃, ̃ ∈ Z.
Therefore, the operator
L = ∂t + a∂0 + q is (GAH) ⇔ a is not exponential Liouville.
Finally, when Re(q) = b = 0 and iq /∈ Z + a
2
Z, then the set N is empty. Moreover, if a ∈ Q,




∣∣ ≥ K = constant,
since in this case the set Z + a
2
Z is discrete. Then the condition (ADC3) is satisfied, which
implies that L is (GAH). On the other hand, for a ∈ R \Q the set Z+ a
2
Z is dense in R, then L
is (GAH) if and only if the condition (ADC3) is satisfied.
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Chapter 4
A class of invariant evolution operators
Inspired by the works of Hounie [20, 21], Bergamasco [2, 3], Petronilho [24] and so
many other researchers that have studied global properties of vector fields on many classes of
manifolds, in particular the works on tori, it is natural to inquire if the operator
∂t + c(t)∂0,
is globally analytic hypoelliptic on T1 × S3, when c ∈ Cω(T1).
Let us prove that the answer to this question is negative. For u ∈ D′(T1 × S3) and
 ∈ 1
2
N0, the matrix entries of the Fourier partial coefficient of [∂t + c(t)∂0](u) are given by
[∂t + imc(t)] û(t, )mn, for −  ≤ m,n ≤ .




⎧⎪⎨⎪⎩1, whenever m = 0;0, otherwise.
Clearly this sequence defines u ∈ D′(T1×S3) such that (∂t+c(t)∂0)u = 0. Moreover,
since the set { ∈ 1
2
N0; û(t, )mn = 1} has infinitely many elements, this sequence does not
correspond to any real analytic function, finishing the proof.
However, recall that in the examples 3.7 and 3.10 we present some interesting cases
of globally analytic hypoelliptic operators by adding a zero-order perturbation to a constant-
coefficient vector field defined on T1 × S3. Therefore it seems reasonable to consider a class of
perturbed operators of the form ∂t + c(t)∂0 + q, with q ∈ C.
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4.1 A necessary condition to the global analytic hypoellipti-
city
Consider the following operator on T1 × S3,
P := ∂t + c(t)∂0 + q, (4.1)
where q ∈ C and c(t) = a(t) + ib(t), with a, b ∈ Cω(T1,R).
In the remainder of this work we will also adopt some notations. Define the function




















As in the case of the torus, we will see that the answer of when P is (GAH) is related
with the same one about a constant coefficient operator associated with P . Then, let us also
define the operator
P0 := ∂t + c0∂0 + q. (4.3)
The next proposition establishes a necessary condition for the global analytic hypoel-




(k, ) ∈ Z× 1
2
N0; k + c0m− iq = 0, for some −  ≤ m ≤ , −m ∈ N0
}
,
which is exactly the same set associated with the operator P0. Note that this set has a clear
correspondence with the set{
 ∈ 1
2
N0; imc0 + q ∈ iZ, for some −  ≤ m ≤ , −m ∈ N0
}
.
Proposition 4.1. If the operator P defined in (4.1) is (GAH), then N0 is finite.
Proof. Suppose by contradiction that N0 has infinitely many elements. In this case, there are
sequences {(kj, j)}j∈N in Z× 12N and {mj}j∈N in 12Z, with −j ≤ mj ≤ j , such that
kj + c0mj − iq = 0, j ∈ N. (4.4)
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, if  = j and m = n = mj
0 otherwise.
Since imjc0 + q ∈ iZ, for all j ∈ N, all the partial Fourier coefficients û(·, ) ∈ C∞(T1) and





]−Mj} ≤ 1, for all t ∈ [0, 2π],
therefore the sequence {û(·, );  ∈ 1
2
N} correspond to a distribution u ∈ D′(T1×S3), moreover
û(tj, j)mjmj = 1, j ∈ N.
Now note that set {j}j∈N cannot be bounded. Indeed, if it were bounded, by (4.4), the set
{kj}j∈N would also be bounded and, consequently, the set N0 would be finite (because N0 is
discrete). Hence, {j}j∈N has infinitely many elements and u ∈ D′(T1 × S3) \ C∞(T1 × S3).
Since
[∂t + imjc(t) + q]û(t, j)mjmj = 0, j ∈ N,
then Pu = 0 and P is not (GAH).
Motivated by Proposition 4.1, our next step will be to find conditions on q and c(t)
such that N0 is finite.
Suppose that u ∈ D′(T1 × S3) is a solution of Pu = f ∈ Cω(T1 × S3), then for each
 ∈ 1
2
N and − ≤ m,n ≤  we have
P̂ u(t, )mn =
[
∂t + imc(t) + q
]
û(t, )mn = f̂(t, )mn,
that is equivalent to
[
∂t + imc0 + q
]
(eimC (t)û(t, )mn) = e
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All solutions of the ordinary differential equations (4.5) are analytical and their expres-
sions depend on the value
γm = imc0 + q = (Re(q)−mb0) + i(ma0 + Im(q)). (4.6)
The next result gives us the form of a solution in terms of a fixed constant.
Lemma 4.2. Let γ ∈ C, g ∈ C∞(T1), and consider the equation
d
dt
v(t) + γv(t) = g(t). (4.7)













eγrg(t+ r) dr. (4.9)
If γ ∈ iZ and ∫ 2π
0





is a solution of the equation (4.7).
In order to prove Lemma 4.2 is sufficient to note that E = (1 − e−2πγ)−1eγt is the
fundamental solution of the operator d/dt + γ, when γ /∈ iZ. The equivalence between (4.8)
and (4.9) follows from the change of variable s → −r + 2π. We point out that the solution
(4.10) is not unique. As a final observation about this lemma, note that if g ∈ Cω(T1), then the
solutions of (4.7) are also real analytic.
Turning back to the problem of determining under what conditions the set N0 is finite,
recall that, by Remark 3.8, if N0 is finite then N0 = ∅ and γm /∈ iZ for all m.
We are going to explore what is the algebraic meaning of that. Notice that there exist
 ∈ 1
2
N0 and − ≤ m ≤  such that γm ∈ iZ if and only if there exist  and m such that
Re(q) −mb0 = 0 and Im(q) +ma0 ∈ Z. If b0 = 0, then this is equivalent to m = Re(q)b0 ∈ 12Z
and Im(q)+Re(q)a0
b0
∈ Z. If b0 = 0, then γm ∈ iZ for some  and m is equivalent to Re(q) = 0
and Im(q) ∈ Z+ a0
2
Z.
So let us define the following algebraic conditions:
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(C1) b0 = 0 and either Re(q)b0 /∈ 12Z or Im(q) + Re(q)a0b0 /∈ Z.
(C2) b0 = 0 and either Re(q) = 0 or Im(q) /∈ Z+ a02 Z.
We conclude that γm /∈ iZ for all m if and only if (C1) or (C2) holds.
4.2 The Nirenberg-Treves condition (P)
In this section we state our first result about global analytic hypoellipticity of operators
with variable coefficients defined on T1 × S3. We will begin by addressing the case where
b(t) = Im c(t) does not change sign, that is, in the case where the Nirenberg-Treves condition
(P) holds.





1. Im c(t) ≡ 0 and does not change sign;
2. P0 = ∂t + c0∂0 + q satisfies the (ADC) condition;
3. q ∈ C satisfies the condition (C1).
Then P = ∂t + c(t)∂0 + q is (GAH).
Proof. Writing c(t) = a(t) + ib(t) and c0 = a0 + ib0, since b does not change sign and is not
identically zero, then b0 > 0 or b0 < 0. Up to a change of variable, we can assume without loss
of generality that b0 < 0.
By condition (C1), for each  ∈ 1
2
N and − ≤ m,n ≤ , the equation (4.5) has only
one periodic real-analytic solution, which can be written in the two following equivalent ways:





t−s c(σ)dσf̂(t− s, )mnds, (4.11)
or






t c(σ)dσf̂(t+ s, )mnds. (4.12)
These expressions can be obtained from Lemma 4.2.
Since the two equivalent expressions above provide unique solutions to the ordinary
differential equations (4.5), from this point the proof consists in to prove that these partial
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Fourier coefficients satisfy the condition of decay at infinity given by Proposition 2.10 and
Remark 1.43.
Let us make estimates for the case where m ≥ 0, and for that we are going to use the
expression (4.11). The other case is completely analogous and follows the same steps.
Since we are assuming b0 < 0 and b does not change sign, then b(σ) ≤ 0, for all
σ ∈ [0, 2π].








≤ 1, for all t, s ∈ [0, 2π].
Recall that f ∈ Cω(T1 × S3), therefore by Proposition 2.10 there are constants B > 0
and M > 0 such that
|f̂(·, )mn| ≤Me−B,
for all  ∈ 1
2
N0 and − ≤ m,n ≤ .
Now, if C > 0 is such that |eqs| < C, for all s ∈ [0, 2π], then we have
|û(t, )mn| ≤






)∣∣∣∣ ∣∣∣f̂(t+ s, )mn∣∣∣ ds
≤ 2πMCe−B ∣∣e2πγm − 1∣∣−1 ,
for all  ∈ 1
2
N0 and − ≤ m,n ≤ .
Finally, since P0 satisfies condition (ADC), choosing B̃ > B, by Lemma 3.6, there is
a constant M̃ > 0 such that
|1− e−2πγm | ≥ M̃e−B̃,
for all  ∈ 1
2
N0, − ≤ m ≤ , −m ∈ N0 such that γm /∈ iZ.
Thus
|û(t, )mn| ≤ Ke−(B̃−B),
for all t ∈ [0, 2π],  ∈ 1
2
N0 and − ≤ m,n ≤  with m ≥ 0.
It follows from Proposition 2.10 and Remark 1.43 that u ∈ Cω(T1 × S3) and therefore
P is (GAH).
Example 4.4. Let n = 0 be an integer number and set b(t) = sin(t) + n. Then b ∈ Cω(T1)
does not change sign and b0 = n. Taking q ∈ C with Re(q) /∈ Q, there is C > 0 such that
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|b0m−Re(q)| ≥ C > 0 for all m ∈ 12Z, thus for any real valued analytic function a(t) we have
|(k + a0m+ Im(q)) + i(b0m− Re(q))| ≥ |b0m− Re(q)| ≥ C.
Therefore P0 satisfies the condition (ADC) and q satisfies (C1). It follows from Theorem 4.3
that P = ∂t +
(
a(t) + i(sin(t) + n)
)
∂0 + q is (GAH).
What happens in the case where b ≡ 0? We will see in the next proposition that in this
case P is analytically conjugated with P0. This result is a particular case of a much more general
proposition, whose reference the reader will find in the idea of the proof below. However, we
are going to state just the case of our interest.
Proposition 4.5. If b ≡ 0, then P is (GAH) if and only if P0 is (GAH).
Proof. If u ∈ D′(T1 × S3) and Pu = f , then
[∂t + ima0 + q](e








The correspondence between sequences of Fourier coefficients
Ψa{û( · , )mn} = {eimA (t)û( · , )mn} (4.14)
defines an automorphism of D′(T1 × S3) (see Proposition 4.6 of [23]). Since A (t) ∈ R, we
have |eimA (t)| = 1, which implies that Ψa is also an automorphism of Cω(T1 × S3). By (4.13)
we have
P0 ◦Ψa = Ψa ◦ P,
so now it is clear that P is (GAH) if and only if P0 is (GAH).
4.3 Singular solutions
Let us consider the missing case: b ≡ 0 and b changes sign. We will prove that P is
not (GAH) following the technique of building singular solutions introduced by A. Bergamasco
and used by several authors, see for example [2, 4, 7, 11, 12, 13].
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In our case, “to build a singular solution” means to present a suitable real analytic func-
tion f and a distributional solution u of Pu = f that it is not a real analytic function. The main
difference between our construction and that used in most of the references previously cited is
that we cannot use cut-off functions, which makes the construction process more delicate.
To start building the singular solution recall that: the set of zeros of a not identically
zero real analytic function are isolated and b is a 2π-periodic function that changes sign. There-
fore we can assume, without loss of generality, that b changes sign from minus to plus at the
point t0 = 0 and that b0 ≤ 0.
Thus b is strictly positive on some open interval ]0, s[ and there is t∗ ∈ ]0, 2π[ such that
M
.
= B(t∗) = max
t∈[0,2π]
B(t) > 0.
Define a 2π-periodic real analytic function by
ψ(t) =M +K(1− cos(t)) + i(a(0) sin(t)− A(t∗)),
where K > 0 is a constant that we will chosen later on.
Proposition 4.6. Let d =
(
1− e−2π(ic0+q)) ,  ∈ 1
2
N, and consider the sequence of functions
f̂(t, )mn =
⎧⎪⎨⎪⎩de
−ψ(t), if m = n = ;
0 otherwise.
(4.15)
Then {f̂(·, )mn} is the sequence of partial Fourier coefficients of a real analytic function on
T1 × S3.
Proof. Notice that
|d| ≤ 1 + e−2π(Re(q)−b0) = 1 + e−2πRe(q)e2πb0 ≤ 1 + e−2πRe(q) = C,
thus
|f̂(t, )| = |d|e−Re(ψ(t)) ≤ Ce−(M+K(1−cos(t))) ≤ Ce−M · ,
and all the functions f̂(·, )mn ∈ Cω(T1). It follows from Proposition 2.10 that the sequence
{f̂(t, )mn} defines f ∈ Cω(T1 × S3).
The next step will be to construct a distribution u ∈ D′(T1 × S3) \ Cω(T1 × S3)
satisfying Pu = f .
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By Remark 3.8 and Proposition 3.1, we can assume that N0 = ∅. Thus, when m =
n = , the equation
[∂t + imc0 + q](e
imC (t)û( · , )mn) = eimC (t)f̂( · , )mn
has exactly only one real-analytic periodic solution, which is given by












Let us denote Φ(t, s)
.
= ψ(t− s) + i(C(t)− C(t− s)) and
ϕ(t, s)
.
= −Re(Φ(t, s)) = B(t)− B(t− s)−M −K(1− cos(t− s)).
Lemma 4.7. There exists a constant K > 0 such that ϕ(t, s) ≤ 0, for all t, s ∈ [0, 2π].
Proof. We will split this proof in three steps.
Step 1: There is δ2 > 0 such that ϕ(t, s) ≤ 0 for all t, s ∈ [0, 2π] with 2π − δ2 < |t− s| ≤ 2π.
We have |t− s| = 2π if and only if (t, s) = (2π, 0) or (t, s) = (0, 2π). Since
ϕ(2π, 0) = B(2π)− B(2π)−M −K(1− cos(2π)) = −M < 0, and
ϕ(0, 2π) = B(0)− B(−2π)−M −K(1− cos(−2π)) = 2πb0 −M < 0,
the desired result follows by continuity.
Step 2: There is δ1 > 0 such that ϕ(t, s) ≤ 0 for all t, s ∈ [0, 2π] with |t− s| < δ1.
For t = s we have
ϕ(t, t) = B(t)− B(0)−M −K(1− cos(0)) = B(t)−M ≤ 0,
and for t = s in [0, 2π] we have
ϕ(t, s) ≤ 0 ⇐⇒ B(t)− B(t− s)−M
1− cos(t− s) ≤ K.






has an upper bound on some neighborhood of u = 0, which does not depend on t.
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Since B(t)−M ≤ 0, for all t, 1− cos(u) > 0, for u = 0, B(0) = 0 and B′(0) = b(0) = 0 then


























1− cos(u) = 2, and limu→0
R2(u)





1− cos(u) = 0,
hence, given K1 > B
′′(0), there is δ1 > 0 such that g(u) ≤ K1 if |u| < δ1. Therefore
ϕ(t, s) = [B(t)−B(t− s)−M −K1(1− cos(t− s))] ≤ 0, if |t− s| < δ1.
Step 3: There isK > K1 such that ϕ(t, s) ≤ 0, for all t, s ∈ [0, 2π] with δ1 ≤ |t−s| ≤ 2π−δ2.




= min{1− cos(u); δ1 ≤ u ≤ 2π − δ2} > 0.
Given any K ≥ K1, we have that, for any (t, s) ∈ R,
ϕ(t, s) ≤ B(t)− B(t− s)− ρK ≤ 0 ⇔ K ≥ B(t)−B(t− s)
ρ
.
Now, if necessary, we take a large K to obtain the last inequality.











= ψ(t− s) + i(C(t)− C(t− s)), for t, s ∈ [0, 2π],
corresponds to a distribution u ∈ D′(T1 × S3) that solves the equation Pu = f, where f ∈
Cω(T1 × S3) is defined in (4.15).
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and the sequence {û( · , )} defines a distribution that, by construction, is a solution of Pu = f,
with f defined in (4.15).
Proposition 4.9. There is no real analytic function defined on T1×S3 whose sequence of partial
Fourier coefficients is given by (4.16).
Proof. We will prove that the distribution u ∈ D′(T1 × S3) defined in Proposition 4.8 cannot
be a real analytic function by proving that the sequence of numbers {û(t∗, )} does not decay
exponentially.
First, observe that for s ∈ [0, 2π], we have
Φ(t∗, s) =
[
B(t∗ − s) +K(1− cos(t∗ − s))]+ i[a(0) sin(t∗ − s)− A(t∗ − s)],
in particular, Φ(t∗, t∗) = 0.
Since we are assuming that b is real analytic and changes sign from − to + at t0 = 0, there
exists δ∗ > 0 such that B(u) > 0 for all u such that 0 < |u| < δ∗. In particular,
B(t∗ − s) > 0, whenever 0 < |t∗ − s| < δ∗,
which implies that
Re(Φ(t∗, s)) > 0, in 0 < |t∗ − s| < δ∗.
Note that, since t∗ ∈ (0, 2π), we can choose δ∗ such that (t∗ − δ∗, t∗ + δ∗) ⊂ [0, 2π].
In the region |t∗ − s| ≥ δ∗, we have 1− cos(t∗ − s) = 0. Setting
ρ∗ = min{B(t∗ − s); |t∗ − s| ≥ δ∗, s ∈ [0, 2π]},
we have
Re(Φ(t∗, s)) = B(t∗ − s) +K(1− cos(t∗ − s)) ≥ ρ∗ +K(1− cos(t∗ − s)).
But
ρ∗ +K(1− cos(t∗ − s)) > 0 ⇐⇒ K > −ρ
∗
1− cos(t∗ − s) .
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Therefore, increasing K > 0 if necessary, we have that
Re(Φ(t∗, s)) > 0 for all s ∈ [0, 2π],with s = t∗. (4.17)




























with Rδ = {s ∈ [0, 2π]; |t∗ − s| < δ} and R̃δ = {σ ∈ [t∗ − 2π, t∗]; |σ| < δ}. Now, if |σ| ≥ δ
and ρ = min|σ|≥δ B(σ), then, again increasing K > 0 if necessary,





e−(ρ+K(1−cos(δ)))dσ ≤ C̃e−CK,δ . (4.19)







φ(σ) = (B(σ) +K(1− cos(σ))) + i(a(0) sin(σ)− A(σ))
= −iC(σ) +K(1− cos(σ)) + ia(0) sin(σ).
Replacing σ by the complex variable z = σ + iτ in the above expression, we obtain a function
φ(z) holomorphic on some square {z = σ + iτ ∈ C; |σ|, |τ | < δ}. Thus
φ′(z) = −i(a(z) + ib(z)) +K sin(z) + ia(0) cos(z), and
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φ′′(z) = −i(a′(z) + ib′(z)) +K cos(z)− ia(0) sin(z),
and
φ(0) = −i(A(0) + iB(0)) = 0,
φ′(0) = −ia(0) + ib(0) + ia(0) = 0, and
φ′′(0) = −i(a′(0) + ib′(0)) +K = K − ic′(0) = 0, if K is large enough.
Since φ(z) is holomorphic in some small neighborhood of the origin, and z = 0 is the only
critical point of φ(z) on the square {z ∈ C; |z| < δ}, for δ sufficiently small, then the function










for all  ∈ 1
2
N.
It follows from (4.18), (4.19) and (4.20) that

















Since û(t∗, ) does not decay exponentially, the sequence of functions {û(t, )mn} does not
correspond to any real analytic function on T1 × S3, what finishes the proof.
Finally, from Propositions 4.6, 4.8 and 4.9 we have the following theorem.
Theorem 4.10. If Im c(t) changes sign, then P = ∂t + c(t)∂0 + q is not (GAH) for all q ∈ C.
4.4 Main Theorem and examples
In this section, we present the remaining result that is missing to turn Theorem 4.3 into
an equivalence and also give some examples of global analytic hypoelliptic operators.
The next result establishes a relation between the global analytic hypoellipticity of P
and P0 defined in (4.1) and (4.3) respectively.
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Theorem 4.11. If P is (GAH), then P0 is also (GAH).
Proof. Suppose that P0 is not (GAH). By Proposition 3.3, the set N0 has infinitely many ele-
ments or P0 does not satisfy the (ADC) condition. If N0 is infinite, then by Proposition 4.1 we
have that P is not (GAH) and we are done in this case. So now suppose that N = ∅ and P0
does not satisfy the (ADC) condition. In this case, there exist a constant B > 0, a sequence of
representations {(kj, j)}j in Z× 12N and indexes −j ≤ mj ≤ j such that
0 < |kj + c0mj − iq| = |(kj + Im(q) +mja0)− i(Re(q)−mjb0)| ≤ 1
j
e−B(|kj |+j)
for all j ∈ N. Notice that the set {mj} cannot be bounded because the right hand-side above
goes to 0 and the middle term assume a discrete set of values, so it must be the constant sequence
equals to 0 for big enough values of j, which contradicts it being positive for all j. So we can
assume without loss of generality that mj → ∞. The convergence implies, in particular, that
Re(q)−mjb0 → 0, but since {mj} is unbounded, this implies that Re(q) = b0 = 0. Therefore
b ≡ 0 or b changes sign. If b ≡ 0, then P is conjugated to P0 by Proposition 4.5 and then P is
not (GAH) since P0 is not by assumption. If b changes sign, then P is not (GAH) by Theorem
4.10. In any case, we concluded that P is not (GAH).
Now we can summarize the Theorem 4.3 with the above results turning that theorem
into an equivalence.
Theorem 4.12. The operator P = ∂t + c(t)∂0 + q defined in (4.1) is (GAH) if and only if the
three conditions bellow are satisfied:
1. Im c(t) does not change sign;
2. q satisfies any of the conditions (C1) or (C2);
3. P0 = ∂t + c0∂0 + q satisfies the (ADC) condition.
Remark 4.13. If b ≡ 0, in view of Proposition 4.5, we have that P is (GAH) if and only if
Conditions 2 and 3 are satisfied. Condition 1 is automatic in this case. Moreover, by Proposi-
tions 3.3 and 3.4, Conditions 2 and 3 together are equivalent to P0 being (GAH), so we could
state Theorem 4.12 saying that P is (GAH) if and only if Im c(t) does not change sign and P0
is (GAH).
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Remark 4.14. We claim that if b ≡ 0, then Conditions 1 and 2 together imply Condition 3.
Observe Condition 2 says that for all m ∈ 1
2
Z and k ∈ Z we have
γk,m = k + c0m+ iq = (k + a0m+ Im(q)) + i(mb0 − Re(q)) = 0.
Besides, since b ≡ 0 and does not change sign, we have b0 = 0. Now let us split the proof in
some cases. First, suppose that Re(q)/b0 ∈ 12Z. In this case, we must have Re(γk,m) = 0 for
m = Re(q)/b0, which implies a0m+ Im(q) /∈ Z and therefore
min
k∈Z
{|k + a0m+ Im(q)|} = C1 > 0,
and so |γk,m| ≥ C1 ≥ C1e−B(|k|+|m|). Now suppose that Re(q)/b0 /∈ 12Z, in particular we have
Re(q) = 0. Given m ∈ 1
2
Z, m = 0, then mb0 − Re(q) = 0, so
min
{|mb0 − Re(q)|;m ∈ 12Z \ {0}} = C̃2 > 0,
If m = 0, then |b0m− Re(q)| = |Re(q)| > 0, so for all k,m we have
|γk,m| ≥ |b0m− Re(q)| ≥ min{C̃2, |Re(q)|} = C2 ≥ C2e−B(|k|+|m|).
In any case, we proved that P0 satisfies the (ADC) condition.
Example 4.15. Consider the continued fraction α =
[
101!, 102!, 103!, . . .
]
and the operator




Notice that P1 satisfies Conditions 2 and 3 of Theorem 4.12 (see Proposition 6.2 of [1]). How-
ever, since b(t) = sin(t) changes sign, we conclude by Theorem 4.12 that P1 is not (GAH).
Consider now the operator








The operator P2 satisfies Condition 1, but does not satisfy Condition 2. Therefore P2 is not
(GAH).
We observe that some operators which are vector fields perturbed by functions can be
conjugated to vector fields perturbed by constants. We are going to estate this result in a more
general setting than the one in this section.
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Proposition 4.16. Let G be a compact Lie group, q ∈ Cω(G), q0 ∈ C the average of q and let
X ∈ g. Consider the operators L = X + q and L0 = X + q0 acting on D′(G). Assume that
there exists a function Q ∈ Cω(G) such that X(Q) = q − q0. Then, Φ : D′(G) → D′(G) given
by Φ(u) = eQ · u is continuous, linear, restricts to Φ : Cω(G) → Cω(G) and satisfy
Φ ◦ L = L0 ◦ Φ.
In particular, L is (GAH) if and only if L0 is (GAH).
Proof. Using the power series of the exponential, we can easily prove that X(Q) = eQX(Q).
Thus, given u ∈ D′(G) we have
L0(Φ(u)) = (X + q0)(e
Qu)
= X(eQu) + q0e
Qu
= X(eQ)u+ eQX(u) + q0e
Qu
= eQX(Q)u+ eQX(u) + q0e
Qu
= eQ · [qu− q0u+X(u) + q0u]
= Φ(L(u)).
In the particular case where
P = ∂t + c(t)∂0 + q(t, x), (4.21)



















In this situation, we have the following result.
Corollary 4.17. Given q ∈ Cω(T1 × S3), assume that there is Q ∈ Cω(T1 × S3) such that
(∂t + c(t)∂0)Q = q − q0.
Then we have
P ◦ e−Q = e−Q ◦ P00.
in both D′(T1 × S3) and in Cω(T1 × S3). Hence, P is (GAH) if and only if P00 is (GAH).
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Example 4.18. Consider the function Q : SU(2) → C given by Q(a, b) = −2ab̄, where
(a, b) ∈ C2 with |a|2 + |b|2 = 1. In Euler-angles coordinates we have Q(φ, θ, ψ) = ieiψ sin(θ),
hence ∂0Q = i ∂∂ψQ = −Q. If we define q : T1×S3 → C by q(t, a, b) = 2(α+ i sin(t))ab̄+ i/2,
then q0 = i/2 and (∂t + (α + i sin(t))∂0)Q = q − q0. In this way, the operator
P = ∂t + (α + i sin(t))∂0 + q
is conjugated with the operator P1 in example 4.15 by Proposition 4.17, in particular, P is not
(GAH).
Example 4.19. Let n ∈ Z\{0}, a ∈ Cω(T1), c(t) = a(t)+ i(sin(t)+n), and q : T1×S3 → C
given by q(t, a, b) = 2c(t)ab̄+
√
2. Hence, q0 =
√
2 and
(∂t + c(t)∂0)Q = q − q0,
with Q as in Example 4.18. Therefore, by Proposition 4.17, the operator P = ∂t+ c(t)∂0 + q is
conjugated with the operator ∂t + c(t)∂0 +
√
2, which is (GAH) as we saw in Example 4.4. In
particular, P is also (GAH).
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Chapter 5
Evolution operators with more variables
In view of the works [4] and [5], a natural extension of the results obtained in the
previous chapter is to consider operators of the form
P = ∂t + c
1(t)∂0,1 + ...+ c
N(t)∂0,N + q.
defined on T1 × S3 × ... × S3, with N copies of the 3-sphere. Here, each operator ∂0,j is the
neutral operator ∂0 on the j-th 3-sphere factor, c
1, ..., cN ∈ Cω(T1) and q ∈ C.











Recall that a partial Fourier coefficient with respect to a S3 factor is a matrix, so if we
take successive partial Fourier Series with respect to each 3-spheres factors, we will have to
take care about a lot of indexes. However, since the order with we take partial Fourier Series
does not matter, we will use the following vector notation.
Consider the vector valued functions given by
a = (a1, ..., aN), b = (b1, ..., bN), c = a+ ib








0 ) and c0 = a0 + ib0.





If u ∈ D′(T1 × (S3)N),  = (1, ..., N) ∈ 1
2
NN0 , and m
j, nj ∈ 1
2
Z are such that
−j ≤ mj, nj ≤ j , then we will write
û(t, )(m1,n1)...(mN ,nN ) =: û(t, )mn,
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where m = (m1, ...,mN) and n = (n1, ..., nN).
When  ∈ 1
2
NN0 and m ∈ 12ZN the notation − ≤ m ≤  means that, for every
j = 1, 2, ..., N we have −j ≤ mj ≤ j . And when we say “let  ∈ 1
2
NN0 and m,n indexes such
that − ≤ m,n ≤ ” it is assumed that m,n ∈ 1
2
ZN .
Given z = (z1, ..., zN), w = (w1, ..., wN) ∈ CN , we will write
z · w = z1w1 + ...+ zNwN
for the standard hermitian product on CN and
|z| = |z1|+ ...+ |zN |.
With this notation, if u ∈ D′(T1 × (S3)N), τ ∈ Z,  ∈ 1
2
NN0 , and m,n are indexes such that
− ≤ m,n ≤ , then
P̂ u(τ, )mn = [τ + im · c0 + q] û(τ, )mn,
so the notation stays similar to the case of only one 3-sphere factor. Therefore it is natural to





NN0 ; there exists an index −  ≤ m ≤  such that m · c0 − iq ∈ Z
}
Proposition 5.1. If P is (GAH), then N0 is finite.
Proof. Suppose by contradiction that N0 has infinitely many elements. In this case, there are
sequences {(kj, j) ∈ Z× 12NN0 }j∈N and {mj}j∈N, with −j ≤ mj ≤ j , such that
τj + c0mj − iq = 0, j ∈ N. (5.1)


























, if  = j and m = n = mj
0 otherwise.
Since imjc0 + q ∈ iZ, for all j ∈ N, all the partial Fourier coefficients û(·, ) ∈ C∞(T1) and





]−Mj} ≤ 1, for all t ∈ [0, 2π],
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therefore the sequence {û(·, );  ∈ 1
2
N} correspond to a distribution u ∈ D′(T1 × (S3)N),
moreover
û(tj, j)mjmj = 1, j ∈ N.
Now note that set {j}j∈N cannot be bounded. Indeed, if it were bounded, by (5.1), the set
{τj}j∈N would also be bounded and, consequently, the set N0 would be finite (because N0 is
discrete). Hence, {j}j∈N has infinitely many elements and u /∈ C∞(T1 × (S3)N). Since
[∂t + imjc(t) + q]û(t, j)mjmj = 0, j ∈ N,
then Pu = 0 and P is not (GAH).
Note that, as in Remark 3.8, if the set N0 is finite then this implies that N0 = ∅, by the
same reason we explored in that remark.
We consider the constant coefficient operator P0 defined by
P0 = ∂t + c
1
0∂0,1 + ...+ c
N
0 ∂0,N + q.
Recall that by Theorem 3.5 and Proposition 3.6 in the case G2 = (S
3)N , the operator P0 is
(GAH) if and only if for all B > 0, there exists K > 0 such that
|1− e±2π(im·c0+q)| ≥ Ke−B||
for all  ∈ 1
2
NN0 and indexes − ≤ m ≤ .
Remark 5.2. If bj changes sign, for some j = 1, . . . , N , then the operator P is not (GAH).
Indeed, if some bj changes sign, then Pj = ∂t + cj∂0j + q is not (GAH) in T1 × S3, therefore
there is a distribution u ∈ D′(T1 × S3) \ C∞(T1 × S3) such that Pju ∈ Cω(T1 × S3).
But then we can think u as a distribution on the whole T1 × (S3)N by taking its tensor product
with constant function equal to 1 in the remaining variables, so that P (u) = Pj(u), from where
can we conclude that P is not (GAH).
In view of the last proposition and remark, from now on we will assume that:
1. the functions bj do not change sign, for all j = 1, ..., N ; and
2. N0 is finite.
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Inspired in [4], we now present a third necessary condition for the global analytic
hypoellipticity of P .
Proposition 5.3. If the set {b1, ..., bN} is linearly independent, then P is not (GAH).
Proof. If {b1, ..., bN} is linearly independent, then, in particular, {b1, b2} is linearly independent.
Let us prove that P = ∂t + c
1∂01 + c
2∂02 + q is not (GAH) in T
1 × S3 × S3, which implies that
the whole operator P is not be (GAH) (again by taking tensor products).
Since {b1, b2} is linearly independent, by Lemma 3.1 in [5], there exist integer numbers r, s ∈ Z
such that the function b̃ := rb1 + sb2 changes sign. We also set c̃ = rc1 + sc2 and Pu = f ,
where u ∈ D′(T1 × S3 × S3).
Suppose for example that r < 0 and s > 0. In this case, consider the frequencies of the form
(1, 2) = (−kr, ks), with k ∈ N and indexes m = (kr, kr), n = (ks, ks). Since we are
supposing that N0 = ∅, the unique solution of each equation
P̂ u(t,−kr, ks)(kr,kr)(ks,ks) = f̂(t,−kr, ks)(kr,kr)(ks,ks)
is given by











where dk = 1− exp(−2π(ikc0 + q)).
Note that now we have exactly the same situation as when we built a singular solution for
the case of only one S3-factor. In fact, the expression of the solution involves a real analytic
function c̃ such that its imaginary part changes sign. So we just mimic the definition of the
analytic function f in (4.15) and follow the same lines of that proof to see that for this f there
is no real analytic function as solution for the equation Pu = f .
Up to this point we have already proved that if P is (GAH), then: all the functions bj ,
j = 1, ..., N , cannot change sign, the set {b1, ..., bN} is linearly dependent, and N0 = ∅.
Let us prove now that these conditions are also sufficient for P to be (GAH), if we
further add the assumption that P0 satisfies the (ADC) condition, which is expected because
this is true when N = 1.
Recall that, by Proposition 3.5, a constant coefficient operator is (GAH) if and only if
it satisfies the (ADC)-condition and N0 = ∅, therefore we have the following result.
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Proposition 5.4. If
• P0 is (GAH);
• bj does not change sign, for all j = 1, ..., N ;
• {b1, ..., bN} is linearly dependent,
then the operator P is (GAH).
Proof. Let f ∈ Cω(T1 × (S3)N) and suppose that there is a distribution u such that Pu = f .
We will prove that u ∈ Cω(T1 × (S3)N).
If  ∈ 1
2
NN0 and − ≤ m,n ≤ , then P̂ u(t, )(m,n) = f̂(t, )(m,n) is equivalent to















It follows from the hypothesis N0 = ∅ that for each j (1 ≤ j ≤ N) the equation above has only
one vectorial periodic solution, which can be written in the two following equivalent ways:











j(σ)dσf̂(t− x, )(m,n)dx, (5.2)
where dm = 1− exp(−2π(m · c0 + q)), or











j(σ)dσf̂(t+ x, )(m,n)dx, (5.3)
where d̃m = exp((2π(im · c0 + q)))− 1.
Since we are supposing that the set {b1, ..., bN} is linearly dependent, then there exist real num-
bers μ1, ..., μN and b ∈ Cω(T1) such that bj = μjb for all j = 1, ..., N . And, moreover, we are
supposing that each bj does not change sign, so b also cannot. Hence, the formulas (5.2) and
(5.3) become, respectively,
















t−x b(σ)dσf̂(t− x, )(m,n)dx, (5.4)
and
















t b(σ)dσf̂(t+ x, )(m,n)dx. (5.5)
Now, if f ∈ Cω(T1 × (S3)N), there exist B > 0 and M > 0 such that
|f̂(t, )(m,n)| ≤Me−B, for all ,m, n.
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Since we are supposing that P0 satisfies the (ADC)-condition, choose any 0 < B̃ < B (so that
B − B̃ > 0), and for this B̃ there exists K > 0 such that
min{|dm|, |d̃m|}| ≥ Ke−B̃, for all ,m.
Note that also |eqx| ≤ e2π|q| = C for x ∈ [0, 2π].







≤ 0 for all real
numbers t, x ∈ [0, 2π].
In the set of indexes m such that
∑
jm
jμj ≥ 0 we estimate |û(t, )(m,n)| using (5.2) to obtain a
constant C̃ > 0 such that
|û(t, )(m,n)| ≤ C̃e−(B−B̃), for all ,m, n.
Similarly, in the set of indexes such that
∑
jm
jμj ≤ 0 we use (5.3) to estimate |û(t, )(m,n)|
and obtain an analogous result, so that u ∈ Cω(T1 × (S3)N) and P is (GAH).
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[9] T. Bröcker and T. tom Dieck. Representations of compact Lie groups, volume 98 of Grad-
uate Texts in Mathematics. Springer-Verlag, New York, 1995. Translated from the German
manuscript, Corrected reprint of the 1985 translation.
[10] Aparajita Dasgupta and Michael Ruzhansky. Eigenfunction expansions of ultradiffer-
entiable functions and ultradistributions. Trans. Amer. Math. Soc., 368(12):8481–8498,
2016.
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[26] Johannes Sjöstrand. Singularités analytiques microlocales. In Astérisque, 95, volume 95
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