Abstract Matching dependencies (MDs) are used to declaratively specify the identification (or matching) of certain attribute values in pairs of database tuples when some similarity conditions on other values are satisfied. Their enforcement can be seen as a natural generalization of entity resolution. In what we call the pure case of MD enforcement, an arbitrary value from the underlying data domain can be used for the value in common that is used for a matching. However, the overall number of changes of attribute values is expected to be kept to a minimum. We investigate this case in terms of semantics and the properties of data cleaning through the enforcement of MDs. We characterize the intended clean instances, and also the clean answers to queries, as those that are invariant under the cleaning process. The complexity of computing clean instances and clean query answering is investigated. Tractable and intractable cases depending on the MDs are identified and characterized.
Introduction
A relational database instance can be seen as a model of an external reality. As such, it may contain tuples and values in them that refer to the same external entity. In consequence, the database may be modeling the same entity in different forms, as different entities. This may be, most likely, not the intended representation. This is a problem that can be due Received January 4, 2012; accepted February 2, 2012 E-mail: bertossi@scs.carleton.ca to many different factors, among them, erroneous data entry, different sources of data, the use of different formats or semantics, etc. In this case, the database is considered to contain dirty data, and it must undergo a cleansing process.
For this particular kind of data dirtiness, namely unintended multiple representations of the same external entity, the cleaning process goes through two interlinked phases: detecting tuples (or values therein) that should be matched or identified; and next, doing the actual matching. This problem and process is usually called entity resolution, data fusion, duplicate record detection, etc., cf. [1, 2] for some recent surveys, and [3] for more recent work in the area. Quite recently, and generalizing entity resolution, [4, 5] introduced matching dependencies (MDs), which are declarative specifications of matchings of attribute values that should be made when certain conditions are satisfied. MDs help identify duplicate data and enforce their merging by exploiting semantic knowledge.
Loosely speaking, an MD is a rule defined on a database which states that, for any pair of tuples from given relations within the database, if the values of certain attributes of the tuples are similar, then the values of another set of attributes should be considered to represent the same object. In consequence, they should take the same values. Here, similarity of values can mean equality or a domain-dependent similarity relationship, e.g., related to some metric, such as the edit distance.
Example 1 Consider the following instance of a database predicate P:
The similarity of the names in the two tuples may be insufficient to establish that the tuples refer to the same person. This is because the last name is rather common, and only the The identification in [4, 5] of this new class of dependencies and their declarative formulation have become important additions to data cleaning research. In this work, we further investigate MDs, starting by introducing our own refinement of the model-theoretic and dynamic semantics of MDs introduced in [5] .
Any method of querying a dirty data source must address the issues of duplicate presence, detection, and resolution. The accuracy of query answering depends on them. Query answering is typically done by first cleaning the data, by discarding or combining duplicate tuples and standardizing formats. The result of this process becomes a new, clean database where the entity conflicts have been resolved. The next step is directly querying the resulting database, and computing answers from it, as usual.
However, the entity resolution problem may have different solution instances (which we will simply call solutions). That is, different clean versions of the original database may arise and could be considered. In consequence, the query answers obtained via a particular solution may differ from those obtained using an alternative solution. We would like and expect that, given the initial, dirty instance, the acceptable query answers are those that are robust or invariant under the choice of individual clean instances. So, it becomes relevant to characterize those query answers that are invariant under the different (sensible) ways of cleaning the data.
If we assume that the relevant aspects of the entity resolution process to be applied to a given, possibly dirty instance, D, are captured by a set M of MDs associated to D's schema, then the issues we just mentioned can be properly taken care of by first providing the right semantics for MDs. As usual in many areas of data management and knowledge representation, this amounts to characterizing a class of intended clean instances, i.e., those that are acceptable results of enforcing M on D. This is a form of model-theoretic semantics, that in this paper we introduce and investigate. After doing this, the intended, semantically clean answers to a query are defined as those that persist across all the intended clean instances.
Characterizing and computing the clean query answers to queries is an interesting problem per se. However, it becomes crucial if we want to avoid computing and materializing all the possible clean instances, individually querying them, and collecting the answers in common. Ideally, one would like to obtain clean answers by querying nothing but the original dirty data source. Actually, this aspiration becomes a must when querying virtual data integration systems, where a central user does not have access or control over the sources, on which a material cleaning would have to be applied. Similar problems have been investigated in the area of consistent query answering (CQA) [6] , where, instead of MDs, classical integrity constraints (ICs) are considered. In that case, inconsistent database instances that violate the ICs are repaired in order to restore consistency. Also query rewriting methodologies for CQA have been proposed. With them CQA can be obtained by (appropriately) querying the initial inconsistent database, cf. [7] [8] [9] for surveys of CQA. CQA in virtual data integration systems has also been investigated [10] .
In this whole work, and in particular in the development of the semantics of MDs, we concentrate on what we call the pure case of MDs, the closest to the way MDs were introduced in [5] . In it, the values that can be chosen to match attribute values are arbitrarily taken from the underlying data domains. In Example 1, any name in common could be chosen for the matching, in principle. However, the total number of changes of attribute values that are due to the matchings should be minimized. As an alternative, entity resolution based on the use of matching functions that provide values for the matchings has also been investigated. In [3] entire tuples (records) are merged as opposed to individual attribute values. In [11] , the combination of MDs and matching functions is formally developed.
In this paper we make, among others, the following contributions:
1. We revisit the semantics of MDs introduced in [5] , pointing out sensible and justified modifications that it requires. This paper is organized as follows. Section 2 presents basic concepts and notations needed in the rest of the paper. Section 3 discusses the original MD semantics and proposes a revised version. In doing so, it introduces the notion of resolved instance for a given initial instance. Section 4 introduces the notion of resolved answer to a query, and investigates the computation and complexity of resolved answers. Section 5 presents some final conclusions, and points to ongoing and future work. This paper is a revised and extended version of [12] . Among other extensions, we include the proofs of the results stated there, and also the so far unpublished complexity upper bound for resolved query answering.
Preliminaries
We consider a relational schema S that includes an enumerable infinite domain U. Database predicates in S have attributes, say A, whose domains, Dom(A), are subsets of U. We sometimes refer to attribute A of a relation R by R [A] . We assume that (some) attributes have binary similarity relations ≈ A on Dom(A). They are reflexive and symmetric, and are treated as built-in predicates.
An instance D of S is a finite set of ground atoms (or tuples) of the form R(t), where R is a database predicate in S, andt is a tuple of constants from U. We assume that each database tuple has an identifier. It can be seen as a unique value in an extra attribute that acts as a key for the relation and is not subject to updates. In the following, it will be usually omitted, unless necessary, as one of the attributes of a database predicate. It plays an auxiliary role only, to keep track of updates on the other attributes.
For a predicate R ∈ S, R(D) denotes instance D restricted to R (commonly referred to as the extension of R in D 
Here, I, I and J, J are fixed subsets of {1, . . . , n} and {1, . . . , p}, respectively. We assume that, when the attributes A i , B j are related via ≈ i j or in Eq. (1), they share the same domain, so their values can be compared by the domaindependent binary similarity predicate, ≈ i j or can be identified, resp. In Eq. (1), R and S could be the same predicate, as in Example 1. In this paper, we will assume that there is at most one similarity relation on an attribute domain. The similarity relations, generically denoted with ≈, are assumed to have the properties of: (a) Symmetry:
The MD in Eq. (1) For abbreviation, we will sometimes write MDs as 
The MD semantics revisited
The requirement of keeping similarities after identification updates (cf. Definition 1) is a strong requirement that may lead to counterintuitive results. 
In this example, we assume that, for two strings s 1 
Example 3 Let D be the instance below and the MD R[A] ≈ R[A] → R[B] R[B]. R(D) A B a c a c
Although D is stable, (D, D ) F m is true for any D where the values for attribute B in the two tuples are the same, e.g., d.
MD satisfaction
We now propose a modified semantics for MD satisfaction, that disallows unjustified attribute modifications. We keep condition (a) of Definition 1, while replacing condition (b) with a restriction on the possible updates that can be made.
Definition 2
Let D be an instance, M be a set of MDs, and P be a set of pairs (t, G), where t is a tuple of D and G is an attribute of t.
(a) For a tuple t R ∈ R(D) and C an attribute of R, the value t
and a corresponding pair (C, E) of (C,Ē) in m, such that (t S , E) ∈ P and one of the following holds:
where V is the set of all pairs (t, G) with t a tuple of D and G an attribute of t.
Definition 2 is recursive. The base case occurs when either case 1 applies (with any P) or when there is no tuple/attribute pair in P that can satisfy part (a). Notice that recursion must terminate eventually, since the latter condition must be satisfied when P is empty, and each recursive call reduces the size of P. The following example illustrates the definition.
Example 4 Consider m : R[A] ≈ R[A] → R[B] R[B] on schema R[A, B]
, and the following instance. Assume that the only non-trivial similarities are a 1 ≈ a 2 ≈ a 3 
, then for the corresponding tuples t R ∈ R(D ) and
Here, condition (b) captures a natural default condition of persistence of values: Only those that have to be changed are changed. Notice that now we are not requiring persistence of similarities. As before, we define stable instance D for M to mean (D, D) M. Except where otherwise noted, these are the notions of satisfaction and stability that will be used in the rest of this paper. Proof Consider an undirected graph G whose vertices are labelled by pairs (t, A), where t is a tuple identifier and A is an attribute of t. There is an edge between two vertices (s, A) and (t, B) iff s and t satisfy the similarity condition of some MD m ∈ M such that A and B are matched by m.
Update D as follows. Choose a vertex (t 1 , A) such that there is another vertex (t 2 , B) connected to (t 1 , A) by an edge and t 1 [A] and t 2 [B] must be made equal to satisfy the equalities in condition (a) of Definition 3. For convenience in this proof, we say that t 2 is unequal to t 1 for such a pair of tuples t 1 and t 2 . Perform a breadth first search (BFS) on G starting with (t 1 , A) as level 0. During the search, if a tuple is discovered at level i + 1 that is unequal to an adjacent tuple at level i, the value of the attribute in the former tuple is modified so that it matches that of the latter tuple. When the BFS has completed, another vertex with an adjacent unequal tuple is chosen and another BFS is performed. This continues until no such vertices remain. It is clear that the resulting updated instance D satisfies condition (a) of Definition 3.
We now show by induction on the levels of the breadth first searches that for all vertices (t, A) visited, t[A] is modifiable. This is true in the base case, by choice of the starting vertex. Suppose it is true for all levels up to and including the ith level. By definition of the graph G and condition (b) of Definition 2, the statement is true for all vertices at the (i + 1)th level. This proves the first statement of the theorem.
To prove the second statement, we show that, to satisfy condition (a) of Definition 3, the attribute values represented by each vertex in each connected component of G must be changed to a common value in the new instance. The statement then follows from the fact that the update algorithm can be modified so that the attribute value for the initial vertex in each BFS is updated to some arbitrary value at the start (since it is modifiable). By condition (a) of Definition 3, the pairs of values that must be equal in the updated instance D correspond to those vertices that are connected by an edge in G. This fact and transitivity of equality imply that all attribute values in a connected component must be updated to a common value.
The new semantics introduced in Definition 3 solves the problems mentioned at the beginning of this section. Notice that it does not require additional changes to preserve similarities (if the original ones were broken). Furthermore, modifications of instances, unless required by the enforcement of matchings as specified by the MDs, are not allowed. Also notice that the instance D in Theorem 1 is not guaranteed to be stable. We address this issue in the next section.
Moreover, as can be seen from the proof of Theorem 1, the new restriction imposed by Definition 3 is as strong as possible in the following sense: Any definition of MD satisfaction that includes condition (a) must allow the modification of the modifiable attributes (according to Definition 2) . Otherwise, it is not possible to ensure, for arbitrary D, the existence of an instance D with (D, D ) M.
Resolved instances
According to the MD semantics in However, we will still be interested in the stable instances D obtained through such an iterative enforcement of MDs. We are willing to relax the condition (D, D ) M, but we will make sure, at each step
Definition 4 Let D be a database instance and M a set of MDs. A resolved instance for D wrt M is an instance D , such that there is a finite (possibly empty) sequence of instances
In this case, the only possible set of intermediate instances is the empty set and D is the only resolved instance. Thus, a resolved instance cannot be obtained by making changes to an instance that is already resolved.
Resolved instances have been defined here by means of a chase-like iterative mechanism [13] . Our next result tells us that we can always obtain a resolved instance. 
than for the previous instance. Since this quantity is bounded above, the algorithm terminates with a resolved instance.
Example 6
Consider the following instance D of a relation R and set M of MDs:
We assume that all pairs of distinct constants in R are dissimilar. The following instances, D 1 and D 2 , are resolved instances of R: 
Here, the similarity relation is the equality. 
Therefore, this choice of update values results in an infinite chase sequence. Notice that the merge function in this example is non-associative, e.g., , b) , c). For idempotent, commutative and associative merge functions, all the chase sequences finitely terminate [11, 14] .
The notion of resolved instance is a first step towards the characterization of the intended clean instances. However, it still leaves room for refinement. Actually, the resolved instances that are of most interest for us are those that are somehow closest to the original instance. This consideration leads to the concept of minimally resolved instance. It uses as a measure of change the number of values that were modified to obtain the final clean instance. In Example 6, instance D 2 is a minimally resolved instance, whereas D 1 is not. 
Intuitively, S D,D is the set of all "positions" within the instance such that the value at that position is changed when going from D to D . 
Assuming that a 1 ≈ c 1 , this instance has two minimally resolved instances, namely
Considering that MDs concentrate on changes of attribute values, we consider that this notion of minimality is appropriate. The comparisons have to be made at the attribute value level. Since minimality is based on comparison of natural numbers (number of changes), from Theorem 2 we immediately obtain Corollary 1 Every instance D has at least one MRI wrt a set of MDs.
In CQA and database repairing, this kind of minimality has also been used [15, 16] . However, several other notions of minimality and comparison of instances have also been applied and investigated, most prominently the one based on tuple insertion/deletion and minimal symmetric set difference [6] , cf. [9, Section 2.5] for a survey of repair semantics.
In this subsection, we defined the MRIs, which we use as our model of a clean database instance. They capture the dynamic interpretation of MDs. This observation leads us to wonder if we could have taken a more traditional, static approach, in which the MDs are interpreted as integrity constraints and the clean instances as database repairs. We now show by means of an example that such an approach is not appropriate in the MD context.
Example 9 Consider the following instance of a relation R and MD: R A B a b a d R[A] = R[A] → R[B] R[B].
Here, the similarity relation is the equality, and we assume, as usual, that for pairs of distinct constants in R the inequality holds.
Suppose we view the MD as a functional dependency to be satisfied by R, replacing by =. The given instance would be inconsistent. Furthermore, consider the repairs (in the sense of CQA) that would be obtained via attribute modification [7, [15] [16] [17] [18] , and minimality as in Definition 6.
It follows immediately from Definition 6 that all MRIs are repairs. However, not every repair would be a MRI, because one way of repairing the instance would be to change one of the values in the A column, e.g., to b. In the context of duplicate resolution this would be undesirable. Actually, the appropriate way to repair R would be to set the values in the B column to a common value.
In failing to restrict the allowed updates, an approach that defines MDs as traditional integrity constraints will lead to undesirable repairs, and will not provide an appropriate semantics for MD-based entity resolution.
The requirement of Definition 6 of minimizing the number of changes leading to an MRI can be relaxed, to allow MRIs whose change is within some percentage of the minimum without affecting any of the results presented here. This might be a more appropriate definition in certain duplicate resolution settings.
In this work we are investigating what we could call "the pure case" of MD-based entity resolution. It adheres to the original semantics outlined in [5] , which does not specify how the matchings are to be done, but only which values must be made equal. That is, the MDs have implicit existential quantifiers (for the values in common). The semantics we just introduced formally captures this pure case. We find situations like this in other areas of data management, e.g., with referential integrity constraints, tuple-generating dependencies in general [13] , schema mappings in data exchange [19] , etc. A non-pure case that uses matching functions to realize the matchings as prescribed by MDs is investigated in [11, 14, 20] .
Resolved query answers
Having defined the MRIs as the intended instances for an MD-based entity resolution, we are in position to define the resolved answers to a query. Intuitively, these are the answers that are true in all MRIs. This is analogous to CQA, where a consistent answer to a query is defined as being true in all minimal repairs of a database that violates a set of integrity constraints [6] .
Let Q(x) be a query expressed in the first-order language L(S) associated to schema S. Here,x represents the sequence of free variables, sayx = x 1 · · · x n , whose combinations of values from the database instance form the answers to the query. More precisely,c = c 1 A query is conjunctive when it is of the form
where the A i (x i ) are atoms of L(S), and each of the variables inx appears in some of thex i , but among those not inȳ. Now we are in position to characterize the admissible answers to Q from D, as those that are invariant under the matching resolution process. The notion of resolved answer is based on the class of minimally resolved instances. It is not difficult to show that this class can be quite large, actually exponentially large in the size of the original instance [21] . As a consequence, computing, materializing and querying all the MRIs to do resolved query answering should be replaced by more efficient alternatives whenever possible. This requires a better understanding of the intrinsic complexity of resolved query answering. Actually, in Section 1 we will investigate the complexity of the problem of computing the resolved answers, which we now formally introduce, as a decision problem [22] . If Q is a boolean query, it is the problem of determining whether Q is true in all minimal resolved instances of D.
Notice that here, the set of MDs and the query are fixed, and the instances for the decision problem are the pairs formed by a database instance and a potential resolved answer from D. As a consequence, the complexity of the RAP problem is data complexity, i.e., measured in terms of the size of instance D [13] .
Computing resolved answers
In this section, we consider the complexity of the problem RA Q,M just introduced. In this direction, it is useful to associate a graph with a set of MDs. For this we need to introduce a few notions first. Notice that any set M of MDs can be put in standard form by replacing a subset of M of the form
where the set of corresponding pairs of attributes of (C,Ē) is the union of those of (C 1 ,Ē 1 ), ..., (C n ,Ē n ). From now on, we will assume that all sets of MDs are in standard form.
For an MD m, LHS (m) and RHS (m) denote the sets of attributes that appear to the left and right of the arrow, respectively. 
Definition 10
Its MD-graph is shown in Fig. 1 . It shows that M is an interacting set of MDs. As a first approach to comparing the tractability of resolved query answering for different sets M of MDs, we consider the tractability of retrieving the resolved answers, i.e., of the decision problem RA Q,M , for a particular class of conjunctive queries, namely single atom queries. They are of the form Q(x) : ∃ȳR(z), where R is a database predicate of schema S, andx =z ȳ. If we have intractability for that class of queries, we will have the same for the broader class of conjunctive queries.
It is not difficult to verify that, for non-interacting sets of MDs, the resolved answers to such queries are retrievable in polynomial time. This follows from the fact that a resolved instance is obtained by applying the MDs once to the instance. The only values that will be left unchanged after this update in all MRIs are those that are not part of a set of duplicates, and, by the minimality condition on MRIs, those that occur more frequently than any other value in the set of duplicates to which they belong. The resolved answers correspond to those tuples such that none of the values returned by the query can change in an MRI.
We now turn to the simplest case of interacting MDs, namely a set M of two MDs such that MDG(M) has a single directed edge from one vertex to the other. Now we will investigate the complexity of RA Q,M when M is a linear pair of MDs. Actually, as we will show below (cf. Theorem 3), this problem may become intractable already for this simple case. In order to obtain this result we make the assumption that, for all similarity operators, there exists an infinite set of pairwise dissimilar values. This is not a strong assumption since attribute domains are usually infinite. However, this assumption can be weakened by requiring that a sufficiently large number of dissimilar elements exist. R(A, B) belonging to a schema also containing S (C, D) , and the linear pair (m 1 , m 2 ) formed by
Consider the following initial extension for R: . These accidental similarities are also "accidentally" enabling MD m 2 for unintended tuples.
In the case of interacting MDs, accidental similarities are a source of intractability for the computation of resolved answers. This is because accidental similarities produced by the application of one MD affect the application of other MDs, leading to a dependence on the choices of common values.
Theorem 3
The RAP problem can be intractable for conjunctive queries and linear pairs of MDs. More precisely, for the the query Q(x, z) : ∃yR(x, y, z) , and the following set M of MDs
R[A] ≈ R[A] → R[B] R[B], R[B] ≈ R[B] → R[C] R[C].
RA Q,M is NP-hard.
In this result, NP-hardness is defined in terms of Turing (or Cook) reductions as opposed to many-one (or Karp) reductions [22, 23] . This former notion of hardness is weaker or more general than the latter, in the sense that NP-hardness under many-one reductions implies NP-hardness under Turing reductions, but the converse, although widely conjectured not to hold, is an open problem. However, for Turing reductions, it is still true that there is no efficient algorithm for an NP-hard problem, unless P = NP.
Our use of Turing reductions also explains the NPhardness result, as opposed to co-NP-hardness (based on many-one reductions) that one usually establishes in cases like this: A certificate showing that a tuple is not a resolved answer would be an MRI that does not return the tuple as a usual answer to the query. Under Turing reductions, the notions of NP-hardness and co-NP-hardness coincide.
The proof given below employs an oracle machine that uses an oracle for RAP to decide the satisfiability of a MONOTONE 3-SAT formula F. This is used instead of a Karp reduction, because there are several different tuples that must be present in a resolved instance for F to be satisfiable. This requires several instances of RAP to be decided to determine satisfiability of F. Each of those tuples is associated with a clause of F, and the presence of all of them signifies that there is a way to satisfy all clauses without assigning both true and false to any variable.
Proof of Theorem 3
The proof is by Turing reduction from MONOTONE 3-SAT. Given an instance F of MONOTONE 3-SAT with clauses c 1 , c 2 , ..., c n , let D be an instance of R with tuples t 1 , t 2 , ..., t 3n . The sets {t 1 , t 2 , t 3 }, {t 4 , t 5 , t 6 }, ... In a resolved instance, the B attribute values of all tuples in a 3-block must be equal (because of the first MD). Minimal change in the B column is achieved by choosing as the common value any of the original B attribute values in the 3-block. We will show that there is a resolved instance with this choice of values for the B column and with no change to the values in the C column iff F is satisfiable. Clearly, this implies that all MRIs have this form when F is satisfiable.
In a satisfying assignment to F, there is a literal for each clause in F that is made true by the assignment. In the first update, for each 3-block in F, choose as the common B attribute value the value corresponding to the true literal for a satisfying assignment. Since the assignment is consistent, the values chosen for the positive 3-blocks are dissimilar to those chosen for the negative 3-blocks.
In the first update, if a value v is chosen as the common B attribute value for a positive 3-block, update the C attribute value for all tuples with v as their B attribute value to a if it is not already a. Similarly, if a value v is chosen as the common B attribute value for a negative 3-block, update the C attribute value for all tuples with v as their B attribute value to b if it is not already b. All other modifiable values in the C column can be updated to some arbitrary value.
After the second (and final) update, the C attribute values of the tuples in each 3-block must be the same. By choice of first update value for the C column, if there is a tuple in a positive (negative) 3-block that does not have a (b) as its C attribute value, then its C attribute value is modifiable after the first update. By choice of first update value for the B column, the update value for any modifiable C attribute value in any tuple in a positive 3-block can be chosen independently of that for any modifiable C attribute value in any tuple in a negative 3-block. Choosing the original values as the update values, there is no change in the C column.
Conversely, suppose there is no satisfying assignment to F. Then, if a variable is chosen from each clause, there must be a negative and positive clause such that the same variable was chosen from them (otherwise F could be made true by setting the variables chosen from positive clauses true and setting those chosen from negative clauses false). Suppose update values are chosen so as to achieve minimal change in the B column in the first update. Then it must be the case that, after the second update, values in the C column that were originally distinct will have been set to a common value. Specifically, pairs of 3-blocks whose C attribute values were originally distinct will have had their C attribute values set to a common value.
To determine whether the instance F is satisfiable, the oracle Turing machine first constructs instance D. It then poses the query (D, (k i , a) ) to the oracle if c i is positive and the query (D, (k i , b) ) if c i is negative, for 0 i < n. If the oracle answers yes in all cases, then the machine accepts. Otherwise, it rejects.
It can be seen from the proof of Theorem 3, that the intractability of RAP for the set of MDs in it has its origin in the possibility of accidental similarities between values for attribute B. It is the intractability of determining whether or not accidental similarities can occur between certain values (which is actually established in the proof of the theorem) that makes the RAP intractable in this case.
Actually, for a set M of MDs like those in Theorem 3, each of the resolved instances for a given instance D can be obtained in at most two chase steps (this follows from Lemma 1 below, and the fact that M has an augmented MD graph of depth 1). However, we can still have exponentially many resolved instances: the total number of different choices of update values for all the sets of duplicate values taken together may be exponential. The sources of complexity are then, the possibly exponential number of (minimally) resolved instances, and the minimality test. Actually, the latter is the main source: If RAP were defined on the basis of the resolved -not necessarily minimal -instances, it would be tractable for the MDs considered. This is because all we need to know are the sets of duplicate values and the possible update values for each set. Actually, the minimality as a source of complexity is also reflected in the fact that deciding the minimality of a resolved instance is NP-hard. This follows from the proof of Theorem 3.
In Theorem 3, the chosen query is also relevant for the intractability, because it returns values for an attribute that is updated more than once (R [C] in that case). Updates on those values are affected by the accidental similarities generated during the previous update.
For some cases of linear pairs, resolved query answering is tractable in spite of the occurrence of accidental similarities. This happens when the interaction between the MDs is more restricted in the sense that accidental similarities generated by one MD cannot affect the application of the other MD.
Example 13 For the set of MDs
the resolved answers to any single-atom query involving predicate R can be retrieved in polynomial time, making RAP tractable for those queries.
Intuitively, the conjunct R[A] ≈ R[A] in the second MD "filters out" the accidental similarities among the values of attributes in the B column, allowing only the intended similarities to be passed on to the C column by the second MD.
More generally, the following can be proved.
Theorem 4
For any pair (m 1 , m 2 ) of linear MDs of the form
the resolved answers to any single-atom query are retrievable in polynomial time.
Proof The given set of MDs has the same MRIs as the MD This result can be extended to a broader class of conjunctive queries by means of a query rewriting methodology [21] .
A general upper bound
In this section, we show that, for certain classes of MDs and arbitrary queries that are evaluable in polynomial time, the time complexity of RAP is bounded above by the second level of the polynomial hierarchy [24] .
The sets of MDs we consider satisfy a restriction that guarantees that the update process will terminate after a number of steps that does not depend on the size of the data. To express this restriction, we require an extension of MD-graphs which we call augmented MD-graphs. Proof Define the depth of an equivalence class E of the attribute closure of M as the maximum length of a path ending in an MD m with an element of E in RHS (m).
Let A be an attribute such that the depth of E A is d. We show by induction on the depth that no value of A for instance D can change after d + 1 updates.
Let M E A denote the set of MDs m such that there is an attribute of E A in RHS (m). In the d = 0 case, all m ∈ M E A satisfy the property that the values of attributes in LHS (m) are always unmodifiable. The only way that a value of A can be modifiable is if there is a pair of tuples t 1 and t 2 that satisfy the condition of an MD m and a pair of (not necessarily distinct) attributes B, C ∈ E A such that B C is a corresponding pair of m and t 1 We now state the main result of this section. For it, we will make the assumption that, during the update process, any string introduced into an instance from outside the active domain is bounded in length by a fixed polynomial in the maximum length of the values in the active domain. It is reasonable to make this bounded length assumption in practice, because duplicates would never be replaced by a value that differed widely from them in length. Notice that this result can be applied to FO queries and Datalog queries, including those with stratified negation [13] .
Conclusions
In this paper we have proposed a revised semantics for matching dependency (MD) satisfaction wrt the one originally proposed in [5] . On this basis we defined the notions of minimally resolved instance (MRI) and resolved answers (RAs) to queries. The former capture the intended, clean instances obtained after enforcing the MDs on a given instance. The latter are query answers that persist across all the MRIs, and can be considered as robust and semantically correct answers. We investigated the new semantics, the MRIs and the RAs. In particular, we established the existence of MRIs.
We undertook the first steps in the investigation of the complexity of computing the RAs, and derived some first results in this direction. We showed that the problem may be intractable for simple cases of queries and MDs. However, we identified some non-trivial cases where tractability is guaran-teed.
In our ongoing work [21] , we are deriving syntactic criteria on MDs for identifying what we called easy and hard sets of MDs. We are also developing, in the easy cases, query rewriting methods for obtaining the RAs to much more general conjunctive queries than those considered in this paper.
We are also investigating the possibility of specifying the minimally resolved instances, and doing resolved query answering, by means of answer set programs (ASPs) [25, 26] with weak constraints [27] . The latter are used to impose the minimality condition on value changes on the stable models of the ASP that represent the minimally resolved instances.
ASPs have already been proposed for ER under MDs and matching functions (MFs) that are applied when merging two values [20] . The MFs are assumed to be idempotent, commutativity and associative, which always guarantees chase termination [11, 14] , and then, finite stable models for the ASPs. In our case, we do not have that guarantee (cf. Example 7). As a consequence, ASP specifications should be possible when all chase sequences terminate, e.g., under the conditions of Lemma 1. Ongoing work addresses the identification of other cases of syntactic conditions on MDs that guarantee termination for every chase sequence.
The semantics of MDs in this paper is dynamic in the sense that it involves an update operation. Edit rules for master data is another area of data cleaning research in which a dynamic semantics has been proposed [28] . In contrast to duplicate resolution, which prescribes matchings of values without specifying the update value, edit rules require that a value be updated to a specific value contained in master data. Another difference is that with edit rules, updates to a tuple t are done on the basis of equality of values in t with values in master data, and these values of t are assumed to be certain and cannot change. With MDs, the values on the basis of which a matching was made are allowed to change as a result of subsequent updates. Indeed, this can happen whenever we have interacting MDs.
In this paper we have not considered cases where the matchings of attribute values, whenever prescribed by the MDs' conditions, are made according to matching functions [11, 14, 20] . This element adds an entirely new dimension to the semantics and the problems investigated here. It certainly deserves investigation. 
