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The first multi-messenger gravitational-wave observation of a binary neutron star merger allowed
for the first distance-ladder independent measure of Hubble’s constant, albeit with an uncertainty of
∼ 15% at the 68% credible level. We show that a single future observation of a binary neutron star
merger with a network of detectors sensitive to the post-merger remnant at a few kHz, and commen-
surate improvement in cosmological redshift measurements, will allow for percent-level uncertainties
in measurement of Hubble’s constant. To achieve such sensitivity, higher-order modes must be taken
into account to break the intrinsic degeneracy between luminosity distance and inclination of the
source. We show how higher-order modes can be exploited in astrophysical parameter estimation
in both the inspiral phase, and also the post-merger remnant. While the former suffices in the
case of unequal-mass binaries to obtain major improvements in the distance estimates, the latter
is crucial for equal-mass cases. We show how the distribution of interferometers across the globe
affects these measurements, and discuss this in terms of science drivers for 2.5- and third-generation
gravitational-wave detectors.
Introduction The joint detection of gravitational-
wave (GW) and electromagnetic (EM) radiation from the
binary neutron star (BNS) merger GW170817 is a mile-
stone for astrophysics [1, 2] and has already driven ma-
jor leaps forward in a number of research areas. Among
the many profound science outcomes, GW170817 pro-
vided the first distance-ladder independent measure of
the expansion of the Universe [3–5], as parameterized
by Hubble’s constant. The increasing number of con-
firmed and putative binary neutron star candidates in the
third LIGO/Virgo [6, 7] observing run [8], coupled with
the planned sensitivity increase of current- and future-
generation gravitational-wave detectors [9–11], will see
significant increases in both the number of detected neu-
tron star mergers, as well as their signal-to-noise ratios.
Improvements in the high-frequency regime (& 1 kHz)
will also see the first detections of the post-merger phase
of BNS mergers [e.g., 12, 13] where matter effects play a
significant role in the gravitational waveform.
Determining Hubble’s constant from coincident obser-
vations of BNS mergers relies on measuring the redshift
from the EM counterpart and the luminosity distance
to the source from the gravitational-wave signal ([14];
although see Refs. [15, 16] for other methods). A key
limitation of the latter is the degeneracy between lumi-
nosity distance and the inclination of the binary. In this
Letter, we study how this degeneracy can be broken in
the context of future GW detectors in two ways: via the
inclusion of higher-order modes (HMs) in the GW pa-
rameter estimation, and by accessing the ratio of the two
GW polarisation using multiple detectors. For face-on
binaries, we show that inclusion of HMs leads to major
improvements of the distance and inclination estimates,
independently of the detector network configuration. For
edge-on binaries, we find that a three-detector network
that can constrain the polarisation ratio and sky-location
of the binary is key to correctly estimate the distance, re-
gardless of whether HMs are used in the analysis or not.
In both cases, we find that measurements of H0 will not
be limited by our ability to infer the luminosity distance
via GWs, but by the accuracy of the redshift measure-
ment. With redshift-measurement improvements, 1.5%
level measurements of H0 could be possible with the ob-
servation of a single BNS located at ∼ 40 Mpc, consistent
with the distance of GW170817. We show that for un-
equal mass systems, these improvements can be achieved
with the inspiral phase only, independent of whether
there is matter in the system or not; i.e., the method
works for binary systems containing neutron stars and/or
black holes. For equal-mass systems, we show that inclu-
sion of matter effects in the post-merger phase is key to
improve distance estimates.
We note that percent-level measurements of H0 could
be performed in a five year time-frame making use of five
second-generation detectors [17], namely the two Ad-
vanced LIGO detectors [6], Advanced Virgo [7], KAGRA
[18], and the forthcoming LIGO India [19]. However,
this relies on the combination of many observations,
therefore assuming that H0 is the same in all directions
and distances; i.e., the Universe is statistically isotropic
and homogeneous on the scales of interest. While our
results will help to improve this strategy, percent-level
measurements with a single observation may enable
the measurement to investigate anisotropies [20] and
time-evolution of H0 [21].
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FIG. 1. Gravitational-wave modes and full spectrum of a binary neutron star merger and its post-merger remnant for the
equal-mass SLy system used in this letter. The left panel shows the individual gravitational-wave modes. The right panel shows
the full spectrum of a signal observed face-on in blue, so that only the (`,m) = (2, 2) mode is present, and the signal observed
edge-on. In addition, we show the contributions from the higher-modes and the (`,m) = (2, 1) mode. The black curve denotes
the expected NEMO amplitude spectral density.
Higher modes of compact binaries The “+” and
“×” polarizations of a GW emitted by a compact binary
merger can be expressed as a superposition of individual
modes, h`,m, weighted by spin −2 spherical harmonics
Y −2`,m as
h+ − ih× = 1
dL
∑
`≥2
m=∑`
m=−`
Y −2`,m(ι, ϕ)h`,m(Ξ). (1)
Here, Ξ denotes the masses mi and dimensionless spins
~χi of the individual components of a binary black
hole (BBH) and dL represents the luminosity distance.
For BNS systems, the individual tidal deformabilities
Λi characterizing the deformation of each star in
the external gravitational field of the companion are
included in Ξ. The parameters (ι, ϕ) represent the
polar and azimuthal angles of a spherical coordinate
frame describing the location of the observer around
the binary (or conversely, the orientation of the binary
with respect to the observer), with ι = 0 denoting
the direction of the orbital angular momentum of the
binary and ι = pi/2 denoting the orbital plane. These
values respectively denote face-on and edge-on oriented
binaries. For non-precessing binaries, the above sum is
dominated by the quadrupole (`,m) = (2,±2) modes
until the two objects merge. The remaining higher-order
modes (HMs) become loud only during the final inspiral
and merger phase, with increasing relative amplitude as
the mass ratio q = m1/m2 ≥ 1 increases [22–25].
Standard parameter estimation of BNS signals makes
use of waveform templates including only the quadrupole
mode. This causes a perfect degeneracy between the
inclination and distance parameters, limiting our ability
to measure each. Several works have shown that
inclusion of HMs in templates can break this degeneracy
for sources with sufficiently-loud HMs in the detector
sensitive band, as the observed combination of modes
will depend on the orientation of the binary via the Y`,m
factors [e.g., 26–30]. For Advanced LIGO and Virgo, this
is only possible for large mass and asymmetric BBHs
[26, 27, 31, 32]. However, future high-frequency [12, 13]
and third-generation [10, 11] detectors will be able to
observe the merger and post-merger stages of low-mass
compact binaries such as BNSs. In addition, signals
from these objects will last for several minutes in the
sensitive detector band, accumulating the effect of weak
HMs during the inspiral.
Waveforms We perform parameter estimation on
two kinds of simulated BNS signals including HMs,
using the software Bilby [33]. First, we use 80 ms-long
numerical-relativity simulations for BNS [34] with mass
ratios q = 1 and q = 1.5 implementing two different
equations of state: a soft one known as SLy and a
stiff one known as MS1b 1. The left panel of Fig. 1
shows the time domain modes for the equal-mass SLy
case located at a distance of 40Mpc. The right panel
shows in blue and green the spectra of full waveforms
observed face-on (blue) and edge-on (green), together
with the contribution of the HMs and the (`,m) = (2, 1)
mode alone for the edge-on case. It can be noted not
1 While a stiff equation of state like MS1b is disfavored by the obser-
vation of GW170817, e.g., [35, 36], it provides a good theoretical
test case for our study to show the effect of two different equa-
tions of state.
3only how the face-on signal is stronger, but how the
presence of HMs in the edge-on signal leads to noticeable
morphological differences. Parameter estimation on
these waveforms provides an idea of how the post-merger
emission breaks the distance-inclination degeneracy but
will greatly underestimate the signal-to-noise ratio of
the full minute-long signal observable by the detector
and omit the accumulation of the weak HMs during the
inspiral.
To address the above issue, we construct hybrid tidal
EOB-numerical-relativity waveforms covering the full
detector band [24] combining waveform models TEO-
BResumS [37] and the numerical-relativity simulations
of Dietrich and Hinderer [34]. However, parameter
estimation with these waveforms is computationally
prohibitive. We therefore use 64 s-long effective-
one-body waveforms [38, 39] for non-spinning BBHs,
computed with the EOBNRv2HM ROM model [40]. As BBH
waveforms, these omit any effects related to the BNS
equation of state such as the tidal deformability and,
more crucially, the post-merger emission. Parameter
estimation performed with these waveforms are therefore
conservative estimates of how well one can recover the
astrophysical parameters, most importantly for this
discussion the luminosity distance and inclination angle.
To obtain more realistic results, we also combine the es-
timates from the analysis using the numerical-relativity
waveforms with those obtained from the analysis of
EOB waveforms covering the remaining frequency range,
following the procedure described in [41].
Parameter estimation We inject signals including
HMs in zero noise and sample over sky-location and ori-
entation parameters using templates that omit and in-
clude HMs. Since numerical-relativity waveforms are
only produced for a discrete set of intrinsic parameters
we assume these to be known; that is, in estimating
the source parameters we only vary the distance to the
source, sky location, inclination and polarization angle,
and time and phase of coalescence 2. We assume standard
priors for all parameters, and impose a uniform prior on
the time-of-arrival with width of 0.2 s, centered on the
true value. We sample the parameter space using the
sampler CPNest [42].
We make use of a standard frequency-domain likeli-
hood for gravitational-wave transients [43, 44]
logL(θ|d) ∝ − (d− h(θ)|d− h(θ))
2
, (2)
where d denotes the detector data and h(θ) denotes
2 For the case of EOB waveforms we can sample over masses and
spins. We have checked that doing this produces identical results.
a template with parameters θ, which encompasses the
intrinsic parameters Ξ, orientation (ι, ϕ), sky-location,
signal polarisation and time of arrival. In our case d de-
notes a simulated signal h(θtrue) with source parameters
θtrue. As usual, (a|b) denotes the inner product [45]
(a|b) = 4<
∫
a˜(f)b˜∗(f)
Sn(f)
df. (3)
Here, a˜(f) denotes the Fourier transform of a(t) and ∗
the complex conjugation. The factor Sn denotes the one-
sided power spectral density of the detector. In this work,
we consider a network of detectors, all with noise sensi-
tivity equivalent to that of the proposed 2.5-generation
Neutron star Extreme Matter Observatory NEMO [13].
The NEMO detector has a proposed sensitivity similar
to Cosmic Explorer and Einstein Telescope in the kHz
regime; we could equally use those third-generation de-
tectors and achieve similar results for the late inspiral
and post-merger, albeit with larger signal-to-noise ratios
for the full signal given the better low-frequency (. 500
Hz) sensitivity.
We consider three network configurations. The first
(denoted HV) assumes two detectors with the location
and orientation of Advanced LIGO Hanford and Virgo.
Such a network has each detector sensitive to one of the
two independent GW polarisations. The second network
(HL) assumes LIGO Hanford and Livingston location
and orientations, so that both detectors are sensitive to
roughly the same GW polarisation. Finally, we consider
an HLV network that can pinpoint the sky-location of
the source.
We choose four target sources at a distance of dL = 40
Mpc, with total mass M = 2.75M, mass ratios q = 1
and q = 1.5, and oriented both face-on (ι = 0) and edge-
on (ι = pi/2). Signals emitted in these two angles differ
in three aspects: morphology, polarisation, and loudness.
Face-on signals contain solely the (`,m) = (2, 2) mode,
are circularly polarised (i.e., both h+,× have the same
amplitude), and are louder than edge-on signals. On the
contrary, edge-on signals have contributions from higher-
order emission modes that confer a richer structure, but
are weaker in amplitude than face-on ones (see Fig. 1).
In addition, edge-on signals contain only one of the two
polarisations. In the past, this has been shown to be a
key ingredient to infer correctly the inclination of the
source, provided that the detector network can observe
both polarisations [46]. For each of these sources, we
consider two equations of state, namely SLy and MS1b.
As we do in the case of intrinsic parameters, we will
assume that the EOS is known. Different equations of
state trigger post-merger HMs in different ways, varying
the accuracy of the distance estimate. All the signals
are injected using the same, arbitrary sky-location.
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FIG. 2. Two-dimensional posterior distributions for the luminosity distance and inclination angle of a face-on (cos(ι) = 1)
binary neutron star merger located at 40 Mpc, with mass ratio q = 1 (Left) and q = 1.5 (right). The contours show the 90%
credible intervals obtained by analysing a 64-s waveform including (red) and omitting (blue) higher-order modes. Also shown
are posterior reconstructions using waveforms that only cover the last 80 ms of the late inspiral, merger and ringdown modelled
with numerical relativity simulations implemeting two different equations of state (orange and green). The labels quote median
values and 90% credible intervals for the luminosity distance.
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FIG. 3. Luminosity distance estimates for a q = 1.5 binary
neutron star located at 40 Mpc using different detector con-
figurations and omitting/including higher-order modes. We
quote median values and symmetric 90% credible intervals.
The injected signals are 64-s long effective-one-body wave-
forms including higher-order modes.
Distance estimates Figure 2 shows two-
dimensional posterior distributions for the luminosity
distance and inclination of face-on oriented binaries with
mass ratios of q = 1 (left) and q = 1.5 (right), using an
HLV detector configuration. The blue and red contours
denote the 90% credible intervals obtained by using
EOB templates. For unequal masses, the omission of
HMs leads to a biased estimate of dEOB,22L = 36.8
+2.9
−4.3
Mpc. Their inclusion corrects this bias and reduces
the uncertainty by ∼ 80%, yielding a distance mea-
surement of dEOB,HML = 39.6
+0.4
−0.8. For equal masses,
the impact of HMs is very mild, as odd-m modes are
suppressed [40, 47, 48]. This leads to a biased estimate
of dEOB,HML = 37.3
+2.4
−4.0 even if HMs are included. This
situation changes when using numerical-relativity wave-
forms. The green and orange contours show estimates
obtained with SLy and MS1b equations of state. For both
mass ratios, SLy results are better than those making use
of 64s-long EOB waveforms omitting HMs. Moreover,
for q = 1, the estimate improves the EOB one including
HMs, yielding a non-biased estimate dSLyL = 38.6
+1.8
−3.7
with smaller uncertainties.
Finally, we combine the estimates obtained using
numerical-relativity waveforms with those obtained
analysing EOB waveforms spanning frequencies not
included in numerical-relativity simulations. We do
this by multiplying the respective distance posteriors,
dividing by one instance of the prior [31]. 3 We obtain
3 This ingores that stronger constrains can be obtained for the
inclination and the sky-location by combining both maeasure-
ments, making our results conservative.
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FIG. 4. Estimates of H0 derived from the distance estimates of face-on binaries with mass ratios q = 1 (left) and q = 1.5 (right)
located at a distance of 40 Mpc, and assuming redshift measurement of z = 0.00897±∆z. We consider a three-detector network
in an HLV configuration with NEMO sensitivity curves. The contours delimit 68% credible intervals. We show results using
effective-one-body waveforms for binary black holes omitting and including higher-order modes in blue and red, respectively. In
green, we show combined results for effective-one-body and post-merger numerical-relativity waveforms including higher-order
modes.
joint estimates of djointL = 39.0
+1.1
−2.5 Mpc for the q = 1
case and djointL = 39.5
+0.5
−0.7 for the q = 1.5 case.
The reason behind the improvement obtained by in-
cluding the post-merger waveform is that matter effects
encoded in the equation of state trigger HMs, helping to
break the degeneracy between distance and inclination
and even measure the azimuthal angle (see Appendix
I). For the unequal mass case, these only add a small
contribution with respect to the integrated effect of the
HMs during the 64s of the signal. For q = 1, how-
ever, odd-m modes are suppressed during the inspiral
and are only triggered during the post-merger of our
numerical-relativity simulations due to an effect known
as one-armed spiral instability or 21-mode instability [49–
51] (see Appendix II). As a consequence, the inclusion
of the post-merger emission has a large impact depend-
ing on the equation of state. Our distance estimates are
much better for the SLy case than for Ms1b due to the
stronger HM emission.
While we have discussed results assuming a HLV
detector network, in Appendix III we show results
for all studied network configurations. In all cases
we obtain very similar results, both qualitatively and
quantitatively.
Edge-on cases Previous work has shown that the
degeneracy between distance and inclination can be
broken by computing the ratio h×/h+, as this evolves
from 1 to 0 as the inclination varies from face-on to
edge-on [46]. We find that for face-on binaries, all HL,
HV, and HLV configurations obtain almost equivalent
distance measurements despite the differences in recov-
ered SNR, so that HMs have a much larger impact than
the polarisation ratio. In contrast, in Fig.3 we show
that for edge-on cases it is key not only to access both
signal polarisations but also having a third detector
that can pin-point the sky-location of the source. For
an HLV configuration, estimates of dL = 40
+2.0
−1.5 Mpc
are obtained regardless of the usage of HMs, while
biased estimates are obtained using both two-detector
configurations. We obtain identical qualitative results
for the q = 1 case, and when analysing 80 ms-long
numerical-relativity simulations.
Hubble constant estimates In this section we
combine our distance estimates with simulated redshift
ones to obtain joint H0 estimates via H0 = cz/dL,
with c denoting the speed of light. We assume redshift
estimates consisting of Gaussian posterior distributions
centered at a true value z0 = 0.00897, corresponding
to dL = 40 Mpc in a ΛCDM cosmology with Hubble
parameter H0 = 67.9 km s
−1 Mpc−1. We consider the
redshift to have an uncertainty with standard deviation
∆z ranging from a realistic value of 10−3 consistent with
that for GW170817 [3] to an improved value of 10−4
that would require higher resolution spectrograms and
also the possibility to measure the internal motion of
sources within individual galaxies, e.g., [52].
Figure 4 shows the H0 estimates derived from the
distance measurements for our face-on BNSs with mass
ratios q = 1 and q = 1.5 as a function of ∆z. To
6match standard literature, in this section we quote
results in terms of symmetric 68% credible intervals. For
∆z = 10−3, the omission of HMs never leads to biased
estimates at the 68% level but their inclusion improves in
an important manner estimates for q = 1.5, as expected
from the previous section. Quantitatively, the measure-
ment improves from H0 = 73.0
+9.4
−8.6 to H0 = 67.7
+7.2
−7.4.
More spectacularly, for the most optimistic ∆z = 10−4
HMs improve the measurement from H0 = 72.7
+5.4
−3.9
to H0 = 67.7
+1.0
−0.9, enabling percent-level measurement.
This shows that with 2.5G detectors, together with
improved detector calibration and waveform models, H0
estimates will be limited by EM redshift measurements
and not by GW distance ones. Conversely, if HMs are
omitted, a significant reduction of ∆z will not translate
into an improved H0 estimate. Consistently with
the previous section, the inclusion of the post-merger
emission in the analysis does not lead to any relevant
improvement.
As somewhat expected, the situation is different for
equal-mass cases. For these, the inclusion of post-merger
effects is crucial to obtain visible improvements in the
H0 measurement. For ∆z = 10
−3 we obtain a mild
improvement from to H0 = 72.9
+8.7
−8.3 to H0 = 68.9
+7.8
−7.7.
When the ∆z is reduced to ∆z = 10−4 the HMs present
in the post-merger emission allow for an estimate
H0 = 68.7
+2.2
−1.5, at the percent level, while their omis-
sion doubles the uncertainty and biases the measurement.
Almost identical results hold for the HL and HV
networks, as shown in Appendix III. For edge-on
binaries, we find percent-level measurements are pos-
sible using the HLV network regardless the usage of HMs.
Conclusions We have shown that use of higher-
order modes in parameter estimation of compact binaries
with masses in the binary neutron star range leads to
great improvements of the distance and inclination
estimates in the context of future detectors sensitive
to signals in the ∼ kHz regime, such as the proposed
2.5-generation instruments presented in Refs. [12, 13]
and full third-generation interferometers [10, 11]. For
face-on binaries with modest mass ratios of q = 1.5,
we find that the accumulated effect of the higher-order
modes during the inspiral reduces the uncertainties
by ≈ 80%. At the current state-of-the-art of redshift
measurements from electromagnetic counterparts, this
yields an ≈ 25% improvement of H0 estimates. With
improved redshift estimates, higher-order modes can
enable measurements of H0 near the sub-percent level
with a single observation. For equal-mass binaries, the
higher-order modes emitted during the post-merger stage
are crucial to improve H0 estimates. A soft equation of
state like SLy, favoured by current binary neutron star
observations, would enable percent-level measurements.
For edge-on cases, we find that it is crucial to have
a three-detector, HLV-like network, able to constrain
the inclination and the sky-location of the binary. In
this letter we have focused on single event analyses,
assuming a constant value for H0. Significantly more
precise measurements of the Hubble constant will be
achievable by combining this method with an ensemble
of binary neutron star detections in the not-to-distant
future. The precision of the estimates we obtain may
open the gate to study possible time variations [21] and
anisotropies [20] of H0.
Finally, we have considered the somewhat conservative
scenario of a network formed by 2.5-generation detectors
like NEMO. The replacement of some of these by other
projected detectors like Cosmic Explorer [53, 54] or Ein-
stein Telescope [55, 56], more sensitive at low frequencies
and as sensitive at high frequencies as NEMO, would
lead to even more precise results.
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FIG. 5. Estimation of the azimuthal angle for two edge-
on compact binaries with mass ratios q = 1 (black) and
q = 1.5 (grey). The solid and dashed lines denote estimates
making use of 64s-long EOB models for BBHs, respectively
including and omitting HMs. The dotted lines denote esti-
mates based on 80ms-long BNS simulations including HMs.
For q = 1, only the usage of numerical-relativity waveforms
allows for an unambiguous estimation of the azimuth.
Appendix I: The azimuthal angle The inclusion
of HMs in the templates accounts for asymmetries in
the GW emission that cannot be reproduced when
HMs are omitted. This asymmetry allows to define
preferred directions in the orbital plane to determine in
an unambiguous way where the observer is sitting on
it, providing a clear physical meaning to the azimuth
angle ϕ [30]. For instance, for the case of binary black
holes, this was used to determine the direction of the
final recoil velocity with respect to the line of sight [28].
Fig.5 shows the posterior distributions for the ϕ for two
edge-on binaries with mass ratios q = 1 and q = 1.5,
using a “HLV” network. Results are shown for 64-long
EOB waveforms including and omitting HMs, and for 80
ms-long numerical-relativity waveforms implementing a
SLy equation of state and including HMs. For unequal
masses, HMs allow for an extremely accurate estimate
without the need of including post-merger effects.
For equal-mass, however, this kind of measurement is
only possible when accounting for the post-merger. In
concordance with the results shown in Figs. 2 and 4, the
measurement is less precise for the MS1b equation of
state, due to its weaker HMs. While this would lead to
accurate measurements of the kick introduced by GW
radiation, it might not account for the final velocity of
the remnant due to the ejection of material during the
merger process, e.g., [57, 58].
Appendix II: Exploiting the one-armed inspiral
instability For the case of binary-black holes, HMs
have a very little contribution to the GW emission when
the mass ratio is close to one. Thus, the large effect of the
HMs for the measurement of the Hubble constant might
seem somewhat unexpected. Moreover, Fig. 1 shows that
the contribution from the HMs in the postmerger phase
is dominated by that of the (2, 1), which is particularly
surprising for the case of the equal-mass binary, for
which odd-m modes are completely suppressed for black
hole binaries by the symmetry of the problem. Past
work has shown that tiny asymmetries in the binary
configuration can develop into a large asymmetry in
the merger stage known as one-armed spiral instability,
triggering a strong (2, 1) mode, e.g., [49–51]. Fig. 1
shows that this leads to “kinks” in the GW spectrum
at a frequency of approximately half of that of the
main emission peak. This feature grows as the binary
is observed edge-on and its exact morphology depends
strongly on the azimuthal angle. The dominancy of
the (2, 1) mode suggests that we are in fact exploiting
the one-armed spiral instability to infer the orientation
of the binary. To check this, we repeated our analyses
using numerical-relativity waveforms including only
the (`,m) = (2, 2) and (2, 1) modes obtaining results
quantitatively identical to those including the rest of
modes.
Appendix III: Tables of estimates for face-
on binaries. We report all the luminosity distance
and H0 estimates obtained for face-on cases using EOB
waveforms including and omitting HMs, and combining
EOB and numerical-relativity estimates assuming an SLy
equation-of-state. As throughout out the main body of
the paper, for the luminosity distance we quote median
values and symmetric 90% credible intervals. For H0 we
quote median values and symmetric 68% credible inter-
vals. For our edge-on binaries, as shown in Fig. 3, two
detector networks produce extremely biased results and
measurements are independent of the usage of HMs.
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Model dL[Mpc] H0[km s
−1/Mpc](∆z = 10−3) H0[km s−1/Mpc](∆z = 10−4)
HLV HV HL HLV HV HL HLV HV HL
EOB (2, 2) 36.9+2.8−4.2 36.3
+3.4
−5.7 35.1
+4.5
−7.2 72.9
+9.3
−8.6 74.3
+10.4
−9.3 77.1
+13.1
−10.6 72.5
+5.3
−3.8 72.8
+7.3
−4.8 76.4
+11.0
−6.7
EOB HM 37.3+2.4−4.0 36.9
+2.9
−5.0 37.0
+2.8
−5.9 72.0
+8.7
−8.3 73.2
+9.5
−9.0 73.3
+10.3
−8.9 71.7
+4.7
−3.3 72.5
+6.1
−4.0 72.4
+6.9
−3.8
EOB HM + NR[SLy] 39.0+1.1−2.5 38.0
+1.7
−3.5 38.3
+1.6
−3.4 68.9
+7.8
−7.7 69.8
+7.1
−7.5 69.4
+8.1
−7.6 68.7
+2.2
−1.5 69.3
+1.9
−2.9 69.0
+1.8
−2.7
TABLE I. Luminosity distance and H0 estimates for a face-on binary with mass ratio q = 1 and total mass M = 2.75M
located at a true distance of 40Mpc using different waveform models and detector network configurations. For the luminosity
distance, we quote median values and symmetric 90% credible intervals. For H0 we quote median values and symmetric 68%
credible intervals.
Model dL[Mpc] H0[km s
−1/Mpc] (∆z = 10−3) H0[km s−1/Mpc] (∆z = 10−4)
HLV HV HL HLV HV HL HLV HV HL
EOB (2, 2) 36.8+2.9−4.3 35.1
+4.5
−7.2 36.3
+3.4
−5.7 73.0
+9.4
−8.6 74.3
+10.2
−9.3 76.8
+13.1
−10.4 72.7
+5.4
−3.9 73.7
+7.2
−4.7 76.2
+10.5
−6.6
EOB HM 39.6+0.4−0.8 39.4
+0.7
−1.3 39.6
+0.5
−0.9 67.7
+7.2
−7.4 68.0
+7.5
−7.4 67.8
+7.4
−7.4 67.7
+1.0
−0.9 67.9
+1.3
−1.0 67.7
+1.0
−1.0
EOB HM + NR[SLy] 39.5+0.5−0.7 39.4
+0.6
−1.2 39.4
+0.6
−0.8 67.2
+7.4
−7.2 67.6
+6.7
−6.6 67.4
+5.8
−5.7 67.5
+0.9
−0.9 67.6
+0.9
−1.1 67.4
+0.9
−0.9
TABLE II. Luminosity distance and H0 estimates for a face-on binary with mass ratio q = 1.5 and total mass M = 2.75M
located at a true distance of 40Mpc using different waveform models and detector network configurations. For the luminosity
distance, we quote median values and symmetric 90% credible intervals. For H0 we quote median values and symmetric 68%
credible intervals.
