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Abstract-This paper deals with the problem of minimizing a nonlinear separable function composed of 
terms of the form c;/x, over a multidimensional Euclidean space, subject to a special class of linear 
constraints. The problem arises in sizing power nets in integrated circuits. The objective function 
corresponds to the area of the power nets and the constraints are due to restrictions on allowable voltage 
drops in the nets. A new optimization method tailored to this problem is presented. The method solves 
the problem more efficiently than the steepest descent method or Newton's method. The time complexity 
of the method is O(n) per iteration. A noniterative O(n) algorithm for a special case of this problem is 
also presented. 
I. INTRODUCTION 
An important optimization problem arises when determining the widths of routes of a power net 
in large scale integrated circuits, such as in VLSI and wafer scale technologies [1, 2]. The power 
nets connect electronic devices with the external power supply. Often the topologies used for these 
nets can be modeled as rooted trees (Fig. 1 ), the root (called pad) being connected to the external 
power supply and the leaf nodes being connected to the electronic devices within the circuit. Let 
the leaf nodes be labelled 1 to m where m is the number of leaf nodes. Other nodes are labelled 
(m + 1) to (n + 1), the root having the label (n + 1). A branch (also called a route) is connected 
to two nodes. The node closer to the root is called the source node of the branch, and the other 
node is called the sink node of the branch. The branches are not labelled explicitly, but a branch 
is assumed to have the same label as its sink node. Each branch i of a tree has a length 1;(>0) 
which is known, and a width w;( > 0) which is unknown. The area of a branch is the product of 
its length and width. For practical considerations, it is important to minimize the area of a power 
tree, which is the sum of the areas of the individual branches. Then the objective function to be 
minimized is 
n 
A= L l;W;. (1) 
i= I 
Constraints arise due to limits on allowable voltage drops between the root and each leaf node 
of a tree. The voltage drop in a path (in terms of the branches) between the root of a tree and 
one of its leaf nodes is the sum of the voltage drops across the branches lying on this path. Since 
there are m leaf nodes, the number of constraints is m. Let X; be the voltage drop across branch 
i. Then the constraints are 
(2) 
for j = I, ... , m, where pj is the set of branches which constitute the path between the root and 
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Fig. I. A power tree topology. 
leaf node j, and vi>O) is the given maximum allowable voltage drop between these two points. 
For the tree of Fig. I these constraints are 
x 1 +xi - vi ~ 0, x 7 + x 6 + x 2 - v2 ~ 0, x 1 + x 6 + x 3 - v3 ~ 0, 
x 8 + x4 - v4 ~ 0 and x 8 + x 5 - v5 ~ 0. 
Let X= (xi, x 2 , ••• , xn?· The constraints (2) will be denoted by hj(X) ~ 0, for j =I, 2, ... , m, 
or equivalently by H(X) ~ 0, where HT (X)= (hi (X), h2 (X), ... , hm(X)) is a row vector. 
The voltage drop across a branch is inversely related to its width. The constant of proportionality 
depends on the current in the branch and its length, and hence it can be different for different 
branches. We can treat the voltage drops across the branches as unknowns, and express the widths 
in terms of these unknowns. The motivation is to keep the constraints (2) linear, although the 
objective function (1) becomes nonlinear. The product l;w; can now be expressed as c;/x;, where 
c;(>O) is the constant of proportionality, I; being absorbed inc;. Then the objective function (1) 
is 
(3) 
The voltage drop across any branch is a positive quantity, i.e. 
(4) 
for i = I, ... , n. Then the problem is to determine X such that A (X) [given by (3)] is minimized 
subject to the constraints (2) and (4). 
In Section 2 an iterative algorithm to solve this problem is presented, and the uniqueness of the 
solution and the convergence of the algorithm are discussed. The algorithm takes O(n) time per 
iteration. In Section 3 a noniterative O(n) algorithm applicable to a special case of this problem 
is presented. 
2. A SOLUTION METHOD 
The problem P as formulated in the preceding section is a constrained optimization problem 
having a nonlinear objective function and linear constraints. The constraints (2) are formulated 
from a tree structure and hence they exhibit a special structure. There is a one to one mapping 
between these constraints and the set of leaf nodes. This fact can be utilized to convert the 
inequality constraints H(X) ~ 0 into equality constraints H(X) = 0 and thus, simplify the solution 
method. Let the variables corresponding to the leaf branches be called leaf variables and the 
variables corresponding to the nonleaf branches be called nonleaf variables. Without loss of 
generality, it is assumed that the leaf variable xj corresponds to the constraints hiX) ~ 0. 
Lemma I 
If X* is an optimal (minimal) solution, then H(X*) = 0. 
Proof (By contradiction.) Suppose X* is optimal and there exists at least one j, (1 ~j ~ m) such 
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that hj(X) < 0. Since the leaf variable xj appears only in the expression of this constraint, xj can 
be increased (without affecting any other variable or constraint) so that hiX*) = 0, and at the same 
time reduce the objective function. This leads to a contradiction. Q.E.D. 
Let FL be the set of leaf-variable indices, FN be the set of nonleaf-variable indices, Z be a vector 
representing the variables xj such that j E FL, and Y be a vector representing the variables x; such 
that i E FN. Then XT = (ZT, YT). The equation h j(X) = 0 can be expressed as 
L bj,;x;+xj-vj=O, 
ieFN 
(5) 
where bj,i = 1 if the path from the root to the leaf node j contains the branch i, otherwise bj,; = 0. 
Let B be the matrix [bj,;]. Then H(X) = 0 can be rewritten as 
BY+Z- V=O, (6) 
where Vis the vector whose components are vj, j E FL. 
The constraints (6) can be eliminated by replacing the variables Z with V- BY in the expression 
for A as given by (3). Then the modified objective function Au is 
(7) 
where 
(8) 
The constraints (4) now can be expressed as Y > 0 and V- BY> 0. No local minima can exist 
at a point in the neighborhood of the boundary defined by Y ~ 0 and V- BY~ 0 (because Au 
becomes very large at such a point). Thus, the open set defined by Y > 0 and V- BY> 0 can be 
made closed without loosing any accuracy. Let f be a sufficiently small positive number (sufficiency 
depends on the given values of the components of V). Then the constraints Y > 0 and V- BY> 0 
can be replaced by Y ~ £ and V- BY~£, where each component of£ is c Let 0 be the space 
defined by these new constraints. 0 is not empty for V > 0 and 0 is bounded for finite values of 
the components of V. Thus, by Weierstrass' theorem [3], a local minima must exist within 0. Since 
no local minima can be on the boundary, a local minima must exist in the interior of 0. Hence, 
in obtaining a local minima of Au, the constraints Y ~£and V- BY~£ need not be considered 
explicitly. 
Our original problem P now becomes equivalent to the problem Pu which is to minimize Au 
unconstrained. Pu can be solved by one of the many known methods of solving unconstrained 
optimization problems. Newton's or the modified Newton's methods [4] are known for their rapid 
convergence rate, and thus can be applied to solve this problem. However, these methods need to 
compute an exact or an approximate Hessian matrix and thus their time complexity per iteration 
is usually O(n 3). 
In this section a solution method will be presented which takes O(n) time per iteration and has 
a good convergence rate. The rate of increase in the number of iterations needed for convergence 
as n increases has been found to be very slow. Comparison of total time complexity shows that 
for large n, this new method is faster than Newton's method. The method presented here utilizes 
a structure of the problem in order to generate a direction of move by simple interpolations. This 
direction of move is similar to the direction of move a steepest descent method would generate for 
this problem. Steepest descent methods are known for their poor convergence rate close to an 
optimal point. Our method circumvents this problem by implicitly utilizing some curvature 
information. 
The problem Pu can be solved by solving a set of simultaneous nonlinear equations which 
correspond to the first order necessary conditions of optimality. Since a local minima lies in the 
interior ofO, the first order necessary conditions VAu(Y? D ~ 0 (Dis a direction of move) becomes 
VAu = 0 [3]. The sufficiency of the optimality-conditions is established later by showing that the 
Hessian matrix is positive definite. The optimality-conditions VAu = 0 are in terms of Y-variables 
only. We find it convenient to express these conditions in terms of both Y and Z-variables. An 
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optimal solution is then obtained by solving these conditions of optimality together with the 
equations H(X) = 0. 
From (7), 
oAu= _2+ L cj Odj 
ox; xi jEh (vj- dj)2 ox; 
for i E FN. Using equations (5) and (8), 
oAu __ 5._ + " bj,icj 
:1-2 L., 2 
uX; X; jEFL Xj 
for i E FN. By setting VAu = 0, the following conditions of optimality are obtained: 
forieFN. 
(9) 
(10) 
Let S;r be the set of indices of leaf successors of branch i. (If branch i itself is a leaf branch then 
S;r is the set {i}.) Then, for i E FN, bj,i = l if j E S;r. otherwise bj,i = 0. Thus the conditions of 
optimality can be expressed as 
(ll) 
for i E FN. Let S; be the set of indices of immediate successor (leaf or nonleaf) branches of nonleaf 
branch i. Then a tree structure implies that 
This relation can be used to rewrite equations (11) as 
(12) 
for i E FN. For our example, these conditions of optimality are 
Presently we shall use equations (ll); an application of equations (12) will be seen later. 
Consider the optimality conditions (11). Only Y-variables occur on the left hand side, and only 
Z -variables occur on the right hand side of these equations. Equating the right hand members of 
(11) to c;/fi(Z), i eFN, one obtains 
(13) 
forieFN. 
Because equations (ll) are satisfied at the optimal point, at this point the variables Z uniquely 
determine the variables Y. This functional dependency can be expressed as Y = f (Z) where f (Z) 
is a vector representing the functions /;(Z), i E FN. A non optimal point satisfying (6) cannot satisfy 
( 11 ), i.e. Y ;f; f (Z) at such a point. 
A solution procedure (denoted by cjJ) will now be presented which starts at a given initial point 
XJ = (ZJ, YJ) satisfying (6) and terminates at a point satisfying both (6) and (11). 
The procedure ljJ 
(1) k = 1. 
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(2) Compute f (Zk) by substituting the values of the Z -variables (as given by Zd into the right 
hand side of (13) and obtain Dk = f(Zd- Yk. 
(3) Let ak be the solution to the following line minimization problem: 
minimize A(Yk + aDk> Zk- aBDd 
subject to 0 ::;; (J. ::;; (J.max 
where amax = sup{ a: each component of Yk + aDk as well as Zk - aBDk is greater than or equal 
to£}. Let yk+I = yk + akDk and zk+I = zk- akBDk. If A(Yb Zk)- A(Yk+ I• zk+ I)::;;~ (a 
given small positive number) then stop; otherwise replace k by k + 1 and go to step 2. 
2.1. Uniqueness of the optimal solution 
All constraints for the problem Pare linear. Thus the global optimal solution will be unique if 
A (X) is strictly convex [5]. To show that A (X) is strictly convex, it is sufficient to show that V2A (X) 
(the Hessian matrix) is positive definite. 
From (3), 
oA c; 
ox;=- x~· 
Therefore 
o2A l2c; 'f . . 
--= - 1 l =; 
ox;oxi xl 
0 otherwise. 
Thus, the eigenvalues of V2 A (X) are o2 A fox~. Since X> 0, each eigenvalue is greater than zero. 
Thus, A (X) is strictly convex, and hence the optimal solution is unique. 
2.2. Convergence of the procedure ljJ 
To show that the procedure ljJ converges to the point of optimality it is sufficient to show that 
(i) the constraint region is compact, (ii) every iteration results in a reduction in A (X), and (iii) the 
algorithmic mapping of ljJ is closed [4]. 
Condition (i). If the variable X;(i = 1, 2, ... , n) appears in the constraint hi(X) = 0, 
(j = 1, 2, ... , m ), then X;::;; vi' Thus, each variable is bounded from above. Also, X;~ c Thus, each 
variable is bounded from below. Since no constraint is a strict inequality, the constrained region 
is closed, and hence compact. 
Condition (ii). Let X be the current point and c:5X be the change in X. A (X) will be reduced if 
VA (X)T c:5X is negative and the step size a is sufficiently small. 
With reference to (3), 
If X is not the optimal point, then from (ll ), 
for i e FN. The procedure ljJ calculates /;(i e FN) from which c:5X is obtained as follows: 
for Y -variables and 
Ox; = a(/; - x;) 
c:5xi=- L bj,;OX; 
ieFN 
(14) 
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for Z-variables (see equations 5). Substituting these values for Jxij E Fd into (14), we obtain 
T ~ " C;JX; " " bj.icjJX; VA uX=- L. - 2-+ L. L. 2 
iEFN X; jEFL iEFN xj 
or 
or from (10), (11) and (13), 
Setting Jx; = 11.(/;- x;), 
VAT JX = - " 1/.cl(/;- xY(/; + xl) 
L. 2/2 
lEFN X, 1 
Each term in the above sum is positive. Thus, VAT JX is a negative quantity. The condition that 
11. has to be sufficiently small is met by the fact that 11. is determined by a line minimization method. 
Thus, at every iteration we have a reduction in A (X). 
Condition (iii). The overall procedure <P: (E"-+ E") can be decomposed in the form <P = ST. Here 
T:E"-+E2" is defined by T(X) = (Y, Z, D(X), -BD(X)) giving the initial point and the direction 
of a line search (step 2 of <P ). This is followed by the line search S: £ 2"-+ E" (step 3 of <P ). It 
is known that S is closed if VA (X) =P 0 (which indeed is the case if <P is not terminated) [3]. Also, 
determining D involves computing the functions f (equations 13) which are continuous in the 
constrained space. Thus, the mapping Tis continuous. Therefore, by virtue of the following lemma 
(see [3] for a proof), the algorithmic mapping <P ( = ST) is closed. 
Lemma 2 
Let T: w -+ n be a point-to-point mapping and S: n -+ () be a point-to-set mapping. If T is 
continuous at X and S is closed on T(X), then the composite mapping <P = ST is closed at X. 
Since all conditions of convergence are satisfied, the procedure <P converges to the optimal point. 
2.3. Comparison with steepest descent direction 
In the unconstrained problem Pu, the Z-variables are replaced with V-BY (equations 6). Thus, 
a direction of move for this problem involves only the Y-variables. Equations (9) represents the 
gradient vector of the unconstrained objective function. The steepest descent direction is the 
negative of the gradient vector. In conjunction with the definition of the function/ (Z) (equations 
13), the ith (i E FN) component of this direction is 
SDD =~-~ 
1 x2 1 2 I I 
or 
SDD = c~(f~- x~) 
I 2!2 XI I 
For the procedure ¢, the corresponding direction is 
Thus, we have the ratio 
OD; = [J;- x;]. 
OD; 
SDD; 
x2j2 
I I 
C;(/; +X;) 
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OD; 
SDD; 
which is [o 2 A jox7]- 1• 
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Because of this inherent utilization of the second derivative information, the procedure 4> has 
a convergence rate which is significantly better than that of the steepest descent method. However, 
this second derivative is with respect to the objective function of the constrained problem and thus, 
the convergence rate of the procedure 4> is not as good as that of Newton's method. 
2.4. Complexity analysis 
The procedure 4> involves computing/ (Z), - BD and ex. We can compute /;(Z) for i E FN from 
{xj: j E S;} (equations 12). By starting at the leaf nodes and approaching toward the root, f(Z) 
can be computed in a single tree traversal, i.e. in O(n) time. - BD gives the direction in which 
Z-variables are changed. Thus, by starting at the root node and accumulating the values(/;- x;) 
for i E FN (which are components of D) in different paths leading to the leaf nodes, - BD can be 
computed in O(n) time (see equations 5). An iterative method having O(n) time complexity per 
iteration can easily be devised for computing ex. Thus, the overall time complexity of 4> is O(n) 
per iteration. 
The space complexity for 4> can be seen to be O(n ). 
2.5. Experimental results 
Actual p jg distribution systems for VLSI chips contain from ten to a few hundred branches. 
Several problems of various sizes (number of branches) were processed on a V AX-750 machine 
using FORTRAN 77 programming language. Each problem is separately solved by using the 
procedure cf>, a steepest descent method and a Newton's method. The three methods differ only 
in computing the direction D (see step 2 of the procedure 4> ). For the steepest descent method, 
Dis taken to be -VAu(X). For Newton's method, Dis taken to be -[V2Au(X)]- 1VAu(X). The 
average CPU times required by each of the three methods are listed as a function of n in Table I. 
Newton's method is inefficient even for small values of n. The procedure 4> is about two times faster 
than the steepest descent direction for all values of n. 
In the next section a linear time non-iterative algorithm is presented for solving a special case 
of problem P. The algorithm is applicable if the condition C as defined below is satisfied. 
Condition C. The voltage drop between the root and each lealf of a tree must be the same, i.e. 
vj= vk for allj, k EFL. 
3. CONCEPT OF EQUIVALENT TREE AND A LINEAR-TIME 
METHOD OF SOLUTION 
Here we develop the concept of an equivalent tree, and show how this concept can be utilized 
to devise a linear-time algorithm for the solution of the problem P under the condition C. 
The procedure for obtaining the solution starts at the leaf nodes of a tree, collapses subtrees into 
equivalent branches, and works its way toward the root of the tree by recursively applying the 
method of subtree collapsing. This phase of the method is called "collapse". In the second phase 
of the procedure, called "distribute", a voltage drop is distributed along an equivalent branch, the 
Table I. Run time in seconds 
n tjJ Steepest descent method Newton's method 
8 0.1 0.1 0.2 
16 0.2 0.7 0.5 
32 0.9 1.5 3.4 
64 1.6 5.6 28.0 
128 4.4 8.9 242.2 
256 16.2 32.8 
512 33.4 54.6 
1024 50.6 135.6 
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equivalent branch is replaced by its equivalent tree, and the process of distribution continues until 
the leaf nodes of the original tree are encountered. This procedure is equivalent to solving a system 
of equations by the method of substitution. It uses the structure of the tree to determine an efficient 
substitution technique. 
3.1. Construction of an equivalent tree 
In the preceding formulation, the voltage drops across the branches of a given tree were treated 
as unknowns. The voltage drop in a branch can be expressed as the difference between the voltage 
levels at the two nodes to which the branch is connected. Thus, specifying the voltage levels at the 
root and the leaf nodes completely specifies the voltage drop constraints (2). 
The unknowns to be determined are the widths of the branches. In the preceding formulation 
of the problem, the widths were expressed in terms of the voltage drops. The width (w;) of branch 
i is related to the voltage drop across it by the relation w; = pi;l;/x;, where p (the sheet resistivity 
of the material) is a positive constant, and I; (current) and I; are two positive constants specified 
for each branch. Thus the area of branch i is I; W; = pi;if /X;. In the previous formulation pi;ff was 
represented by c;. 
Consider the two trees (one tree consisting of a single branch) shown in Figs 2a and 2b. The 
tree of Fig. 2a corresponds to a nonleaf branch and its successors in a given power tree, such that 
the branches labelled 1 to m constitute a subset of the set of leaf branches of the given power tree. 
Let V, be the voltage level at the root nodes of the trees of Figs. 2a and 2b and let VL be the 
corresponding quantity for the leaf nodes. Let I be the current in the nonleaf branch of the tree of 
Fig. 2a and in the branch of the tree of Fig. 2b. Then these two trees are said to be equivalent if 
f2 L~q 
(Vs- V)2 (Vs- Vd2 (15) 
for any V8 , VL and I, where Vs > VL, I> 0, I;> 0 fori= 1, ... , m, and Vis the voltage level at 
the node a as shown in Fig. 2a, which is to be determined via optimality condition (12). 
Given the tree of Fig. 2a, it follows from the definition of tree-equivalence that the only unknown 
parameter of the equivalent tree of Fig. 2b is its length Leq. Leq can be calculated as follows. 
From the conditions of optimality (12), it follows that 
Ilz m IP 
----,=I II (Vs-V)z i=l(V-Vdz 
or 
or 
!al (b) 
I 
I 
m 
Fig. 2. (a) A given tree. (b) Its equivalent tree. 
Optimization algorithms for a class of nonlinear programming problems 
or 
v{ ~~J~J + VdlJn 
V= I 
[ ~ 1;17 T + (l Jn 
Thus, 
where 
k = [ ~/,l; ]! 
[ ~1,1;T +uJn 
From equation (16), 
V5 -V=(l-k)(V5 -Vd and V-VL=k(V5 -Vd. 
From equations (15) and (17), 
l 
Leq= (1-k)" 
A consequence of this definition of equivalent tree is the following result. 
Lemma 3 
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(16) 
(17) 
(18) 
The widths of the non1eaf branch (w.) of Fig. 2a and the equivalent branch (wb) of Fig. 2b as 
determined by the respective solutions for minimal area are the same. 
Proof From equations (17) and (18) and with reference to Figs 2a and 2b, 
p/1 p/1 p/Leq 
w. = Vs- V = (1- k)(V,- VL) = (V5 - Vd = wb. Q.E.D. 
3.2. Obtaining the optimal solution using the concept of equivalent tree 
Collapsing phase. In this phase a given tree is collapsed into an equivalent tree containing only 
one branch. The method of collapsing is illustrated with the help of the example tree of Fig. 3a. 
We start from the leaf level. The subtree containing branches 3, 4, and 6 is collapsed into a single 
equivalent branch 1 e to produce the equivalent tree of Fig. 3b. The equivalent tree of Fig. 3c is 
produced by collapsing the branches 1, 2, and 7. This process is repeated until we get the equivalent 
tree containing only the single branch shown in Fig. 3e. 
Distribution phase. In this phase voltage drops in individual branches are determined. This task 
is equivalent to determining the node voltage levels. Let /i and Li represent, respectively, the current 
in and length of branch i of the tree shown in Fig. 3a. From the definition of equivalent tree we 
know that the current in the equivalent branch of Fig. 3e is /9 • Thus from the preceding theorem, 
the voltage level at node 9 of the tree of Fig. 3a is 
V9= Vs- (Vs- VL)L9 
Leq 
where Leq is the length of the branch shown in Fig. 3e. Using V9 and the equivalent tree of 
Fig. 3d, voltage levels at nodes 7 and 8 of the tree of Fig. 3a can be similarly obtained. Recursive 
application of this technique to the tree of Fig. 3b results in the voltage level at node 6. 
3.3. Complexity analysis 
Collapsing phase. The complexity of collapsing the tree of Fig. 2a (called a basic tree) into the 
equivalent branch of Fig. 2b is O(m ), where m is the number of leaf nodes in the tree. Whenever 
a basic tree is replaced by its equivalent branch, the number of nodes in the resulting tree gets 
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(a) (b) 
s s 
5 
3 4 
(c l (d) (e) 
s s s 
Fig. 3. Collapsing and distributing phase results. 
reduced by m. The procedure terminates whenever the resulting tree no longer contains a basic 
subtree (a subtree can be the tree itself). Thus the complexity of the collapsing phase is O(n ), where 
n is the total number of the nodes in the original tree. 
Distributing phase. This step requires a simple computation at each nonleaf node of the original 
tree. Thus the complexity of this step is less than O(n ). 
The overall complexity is thus O(n ). 
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