Introduction
In engineering design, the knowledge about a system is never complete. For an efficient and reliable design, all uncertainties involving the state of the system as well as the characteristics of future excitations should be explicitly treated. In many cases, a probability logic approach constitutes the most rational and consistent framework for quantifying all such uncertainties ͓1͔. This is established by characterizing the relative plausibility of different properties of the system by probability models. The system performance is then quantified by measures, which reflect these probability models. When such a design process deals with probability models for system parameters ͑in addition, possibly, to input uncertainty͒, the robust design problem is called robust stochastic design ͓2,3͔, where the term robustness pertains to the stochastic, i.e., probabilistic, model description.
Most standard tools for robust control design, such as H ϱ , -synthesis ͓4͔, and the many offshoots of these, consider a compact set of possible models for the system. Furthermore, analytical tractability often requires uncertainty to be modeled with less structure than is actually present, leading to an overconservative characterization of parameter variability ͓5͔. Even when parametric uncertainty can be structured without conservativeness, no regard is given to the physical interpretation of the plant variations. Information implying that some model parameters are more probable than others is not explicitly treated. However, in most real engineering applications, there is considerable knowledge about the relative plausibility of these parameters. Furthermore, in many applications, the domain of possible model parameter values for a system can be extremely large and the selection of boundaries to ensure a compact set is quite arbitrary. However, subdomains of high relative plausibility are often concentrated and of much smaller size. In such circumstances, the notion of robustness can only be justifiably treated in a probabilistic framework rather than through worst-case ͑WC͒ or game-theoretic notions. Application of the aforementioned controller synthesis methodologies, therefore, typically leads to conservative designs, which may be inefficiently robust to real world uncertainties. Sometimes, this may be deemed acceptable from the point of view of stability robustness, especially when the instability of the closed-loop system might lead to catastrophic failures, which must be avoided at all expense no matter how conservative. However, when focus of the design is robust performance rather than simply robust stability, the aforementioned approaches may be lead to suboptimal design decisions, and possibly may lead to paralysis in design.
This observation has motivated a number of studies that investigate the stability and performance of controlled systems under probabilistic parameter uncertainty. The idea is to optimize statistics of the objective function ͑probabilistic performance͒ under plant uncertainty rather than the objective function resulting from the nominal model ͑nominal performance͒. The methods proposed in Refs. ͓3,6-8͔ characterize the probabilistically robust utility of a controller in terms of the probabilities of unacceptable closedloop response either related to its stability or performance. The design objective was expressed as a weighted sum of these probabilities and evolutionary algorithms were proposed for performing the optimization for the controller parameters. Boers and coworkers ͓9,10͔ discussed the expected performance related to the H 2 norm of the closed-loop system. These studies showed that the associated design problem is well-posed but they restricted their attention to a relatively simple subclass of parametric model uncertainty characterizations. Field et al. ͓11͔ focused on the probability of instability for controlled systems and used first-order reliability calculations to approximate it. The concept of firstpassage system reliability under stochastic excitation has also been used as a design objective for control applications, expressed by the probability that the response output will not exit some region that defines acceptable performance. This approach was investigated in Ref. ͓12͔ for systems with probabilistic parameter uncertainty and stochastic excitation and further elaborated in Ref. ͓13͔ . Theoretical issues associated with this problem were recently investigated in Ref. ͓14͔ , including its connections to other optimal control problems.
The present paper focuses on the robust design optimization of linear time invariant dynamical systems with probabilistically described parametric model uncertainties. We focus on control systems that involve a stochastic disturbance input. We consider H 2 and multi-objective H 2 control synthesis for quantification of the system nominal performance. The probabilistic measure of optimality is then defined either as the average ͑i.e., expectation͒ of the performance over the uncertain parameter space, or the probability that the performance will exceed acceptable bounds. We also examine robust stochastic design for minimal first-passage failure probability. In this case the definition of robust performance in the presence of probabilistic model uncertainties follows directly from the axioms of probability logic. Efficient analysis and synthesis methodologies are discussed, which are based on recently developed stochastic simulation techniques. This paper makes several contributions. First, it discusses an efficient stochastic optimization framework for the controller synthesis. Second, it sheds light on differences between the firstpassage reliability-based design and H 2 , or multi-objective H 2 control designs, and on appropriate characterization of the probabilistic performance for the latter two. Third, it draws comparisons between probabilistically robust control design and more common "worst-case" interpretation of robustness. Finally, it examines the influence of different probability models on the optimal controller obtained through this design process, taking into account the physical connection between these models in describing the system uncertainty.
Problem Definition
We assume a linear dynamical state space model with state vector x͑t͒ R n x for which the dynamic system coefficients depend on uncertain parameters R n , i.e.,
where u͑t͒ R n u is the control input and y͑t͒ R n y is the feedback output. The performance of the controlled system is assessed through z͑t͒ R n z , the components of which are referred to as performance variables. Disturbance input w͑t͒ R n a is a zeromean Gaussian white-noise vector process with spectral intensity matrix I. We assume linear static feedback, i.e.,
where K R n u ϫ R n y and ⌽ denotes the free parameters, which constitute the design variables of the problem. The image of ⌽ under K is denoted as K.
In the course of this paper, we will discuss and establish a distinction between the system's nominal and probabilistic performance. The nominal performance is conditioned on a chosen nominal value of the parameter vector and, thus, is always parameterized by a presumed value. On the other hand, probabilistic performance utilizes a probability distribution for and evaluates some statistical representation of the performance measure over this distribution. However, both the nominal and probabilistic performance measures are evaluated for a stochastic characterization of w. The optimization of probabilistic performance with respect to the design variables is defined as robust probabilistic design or robust stochastic design with the term "stochastic" referring here to the probabilistic ͑i.e., stochastic͒ description for , as in Refs. ͓2,3͔. In this context, the optimization of nominal performance is referred to as nominal design.
The nominal performance measure will be denoted J͑K ͉ ͒. For the controlled system under stationary stochastic disturbance in Eq. ͑1͒, two well motivated metrics that arise in many theoretical and practical control problems for characterizing this nominal performance are the H 2 and multi-objective H 2 measures, i.e.,
where E͕ . ͖ denotes expectation, with respect to w, given .
Another appropriate performance measure is the first-passage system reliability, quantified as the probability that the output will not exceed acceptable thresholds. For linear system design these bounds define a hypercubic safe region D s ʚ R n z .
Scaling factor ␥ R + is used to uniformly vary the relationship of z to these thresholds. Figure 1 shows an example of D s for a three-dimensional space. The optimal first-passage reliability controller is the one that minimizes the probability of unacceptable performance over some time duration t ͓0,T͔, chosen to correspond to the duration of the event causing the dynamic excitation of the system. This conditional probability P F ͑K ͉ T , ͒ associated with controller K is commonly referred to as the ͑nominal͒ probability of failure and is defined as
Nominal Design
Assuming is known, stationarity of system ͑1͒ under feedback ͑2͒ produces a zero-mean Gaussian distribution for x with covariance matrix ⌽ = E͓xx T ͔ determined by
The performance output z is then Gaussian-distributed with zero-mean and covariance fied" LMI methods ͓18͔. In general, the least tractable part of the problem is finding an initial stabilizing solution. However, if the nominal system is open-loop stable, as it is in the example considered in this paper, the identification of a stabilizing K is trivial ͑i.e., K = 0͒.
The nominal probability of failure in Eq. ͑6͒ may be expressed as
where the hazard function z + ͑K ͉ ͒ is an approximation to the mean out-crossing rate of the boundary S D of the safe region D S conditioned on no previous out-crossing having occurred ͓19͔:
E͓number of out-crossings in ͓t,t + ⌬t͔ of D S ͉no out-crossings in ͓0,t͔͔ ⌬t ͑12͒
This out-crossing rate z + ͑K ͉ ͒ may be expressed as a sum of the out-crossing rates corresponding to each failure mode i:
where the dependence of the right hand side factors on K and is omitted herein for notational simplicity. In this expression, r z i + is
Rice's unconditional out-crossing rate, which accounts for outcrossing over the entire pair of hyperplanes B i = ͕͉z i ͉ = ␥͖ corresponding to failure mode i. Then, z i is a factor which accounts for spatial correlation between the different failure modes ͑out-crossings at different planar surfaces of S D ͒. Figure 1 illustrates this concept. Both trajectories in the figure correspond to "failure" for z 1 ͑t͒ but for the gray trajectory, the failure of z 2 precedes the failure of z 1 and so its failure is already accounted for as an out-crossing of z 2 = ␥ hyperplane. Rice's out-crossing rate does not distinguish between these two instances of out-crossing of the z 1 = ␥ hyperplane and the correlation weighting factors z i are introduced in Eq. ͑13͒ to account for this. Finally, z i is a correction factor, which accounts for correlation in time between outcrossings. This factor is important only for narrow-band systems or systems with small threshold definitions ␥ ͓19͔. The detailed expressions for these factors are provided in Appendix A. The first-passage reliability optimal controller is finally equivalent to the minimization of the stationary out-crossing rate z + and the dependence on the time horizon T vanishes:
This is a nonlinear-nonconvex optimization problem that can be solved by any appropriate numerical technique. Algorithmic details about this optimization are discussed in Refs. ͓14,20͔.
An important question, so that design ͑14͒ is well motivated, is how it compares with other, more straight-forward optimal control problems discussed in literature. 
‫ء‬
when extremely rare events are considered for the system failure performance. If more than one performance variable is equally important in this setting, then their relative significance will be decided by their "weighting coefficients" with emphasis on the bandwidth factor ͑since the spatial and time correlation corrections are expected to be similar for such variables͒. For values of ␥ that do not focus on such rare events, notable differences may exist between first-passage reliability and mH 2 synthesis, as will be shown later.
Robust Stochastic Design
4.1 Robust Stochastic Model Description. Let ⌰ ʚ R n denote the domain of possible values of the model parameters for the model class chosen to represent the system. Some of these values may be more probable than others. This relative plausibility of different model parameter values constitutes prior knowledge about the system and can be quantified by assigning a probability density function ͑PDF͒ p͑͒ ͓1͔.
Nonparametric modeling uncertainty may also be addressed by introducing a model prediction error, i.e., an error between the response of the actual system and the response of the model adopted for it. This prediction error may be modeled probabilistically ͓21͔ and augmented into the uncertain parameter vector . It addresses the fact that no mathematical model can exactly describe the behavior of a physical system; as such, it quantifies the uncertainty for the model set selected for representing the system. The specific probability model for the model parameters should be based on the available prior knowledge about them and should not spuriously reduce the uncertainty corresponding to these parameters beyond that which is supported by this knowledge. This is established by choosing probability models that maximize the amount of uncertainty about the parameter values, as quantified by Shannon's information entropy ͓22͔ for the parameter probability model p͑͒, subject to chosen constraints for the statistics of based on prior knowledge about the system. For a continuous parameter vector with PDF p͑͒, the information entropy is given by
This selection of probability models as state-of-knowledge models that maximize the amount of uncertainty about the parameters subject to constraints is the principle of maximum ͑Shannon͒ entropy, which was first proposed by Jaynes in 1957 ͓1͔. Selection of any other probability model would reduce the amount of uncertainty without specifying additional information so the choice would be open to justified criticism. For example, for a continuous uncertain variable on a compact domain with specified mean and variance, the most appropriate probability model selection ͑i.e., the one that maximizes the entropy͒ is a Gaussian PDF that is truncated so that its support is the domain. On the other hand, if no specifications are made of any moments of the distribution then the most appropriate probability model is a uniform distribution over the domain.
In this robust probabilistic setting for the system model description, the overall performance is defined by appropriate probabilistic measures that exploit the available system model information. This performance quantification is discussed next. The associated controller optimization problem is then addressed in Sec. 5.
Robust
Performance: General Case. The robustperformance quantification requires the extension of the nominal performance J͑K ͉ ͒ to a probabilistic one H͑K͒. This quantification can be established in various ways but in general will be quantified by a stochastic integral of the form
where E ͓ . ͔ denotes expectation over the uncertain parameter space and the loss function j͑K ͉ ͒ is related to the deterministic performance measure J͑K ͉ ͒. We assume here that the chosen probability model for does not depend on the controller design, otherwise p͑͒ should be replaced by p͑ ͉ K͒ ͑no additional modifications are then needed in the proposed approach͒. By appropriate definition of j͑K ͉ ͒, different probabilistic measures H͑K͒ can be quantified. The probabilistically robust controller is then given by the optimization
where the convention is that lower values of j͑K ͉ ͒ correspond to better performance.
In the present work we will focus on two basic choices for H͑K͒: ͑a͒ the probabilistic average value of J͑K ͉ ͒ or ͑b͒ the probability that J͑K ͉ ͒ will exceed some acceptable threshold. These performance measures ͑and their resultant optimal designs͒ will be called average robustness ͑AR͒ and reliability-robustness ͑RR͒ measures ͑designs͒, respectively. Their objective functions are
where the indicator function I b ͑K ͉ ͒ is
An equivalent characterization of reliability robust performance in Eq. ͑19͒ can be established by explicitly considering the influence of the model prediction error. Let g a ͑K͒ be the response quantity defining the failure of the actual system rather than the corresponding quantity for the system model, so that the conditional probability of failure is P͑J Ͼ b ͉ , K͒ = P͑g a Ͼ 0 ͉ , K͒ and let g͑ , K͒ be the limit state function defining the failure of the model in a similar way. If the model prediction error ͑ , K͒ is defined so that
with a PDF symmetric about zero then the integral in Eq. ͑19͒ can be transformed to ͓23͔
where P ͑. ͉ , K͒ is the cumulative distribution function for conditional on ͕ , K͖ and in this case vector does not include the prediction error , whereas in Eq. ͑19͒ corresponds to the augmented vector that includes . In formulation ͑22͒, I b ͑ . ͒ is replaced by P ͑ . ͒. Expressions Eqs. ͑19͒ and ͑22͒ are thus equivalent and either of them can be used as objective functions for RR design. The latter expression, however, reveals the influence of the model prediction error in this approach; this error may be equivalently regarded as introducing a smooth function P ͑g͑ , K͉͒ , K͒ to reflect a preference for J, as opposed to the binary distinction imposed by the indicator function I b ͑K ͉ ͒. Which of the two probabilistic performance quantifications ͑AR or RR͒ is more appropriate for control design is directly related to the nature of the metric J͑K ͉ ͒ and the criteria adopted in the design, i.e., which objective is more important-regulation of average performance, or avoidance of extreme performance. The most appropriate measure for H 2 performance is AR since the H 2 metric is related to the average response of the system. Such quantification has been discussed also in Refs. ͓9,10͔. The first study presented a theoretical investigation and showed that the associated design problem is well-posed. The second discussed necessary and sufficient conditions for the optimal feedback gain but did not address issues related to the estimation of the associated stochastic integrals; it was rather restricted to simpler applications for the characterization of the parametric model uncertainty for which the calculation of these integrals is straight-forward. For the mH 2 performance, both AR and RR could be appropriate, depending on the application. The probabilistic characterization of the mH 2 performance does not seem to have received any special attention in control literature.
Robust Performance: First-Passage Reliability Design.
For the first-passage reliability, the robust-performance definition follows directly from the basic principles of probability logic; the failure probability defined by the models characterized by ⌰ with PDF p͑͒ is expressed by the total probability theorem as
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This defines the robust first-passage failure probability. Note that this characterization is equivalent to the average robustness definition.
The robust first-passage reliability controller optimization problem may be expressed as
Contrary to the nominal case, the choice of the time horizon T influences the design optimization. This duration can be interpreted as the finite time horizon associated with the optimal reliability control problem. To further characterize its influence on the optimization, consider a Taylor series expansion of Eq. ͑23͒. The robust first-passage failure probability and the associated optimal controller are then expressed by
Thus, robust first-passage reliability design weighs the mean value of z + ͑obtained for j = 1 in the last infinite sum͒ against its higher-order moments over the uncertain parameter space. Time horizon T enters the problem as a sensitivity parameter, which defines the relative importance of the higher-order statistics. For small time horizons, the optimal robust-reliability controller is the one that minimizes the expected value of the out-crossing rate, evaluated over the uncertain parameter space without considering the higher-order statistics. As T increases, the higher-order moments become important.
For large T, Taflanidis et al. ͓14͔ used an asymptotic approximation around the global optimum of the integrand to produce the following approximate result:
Thus, the controller optimization seeks to improve the dynamic performance in regions of ⌰ for which the out-crossing rate is small. This design goal is in contrast to the usual objectives of robust design because it focuses on regions of the uncertain parameter space for which regulation of the response is not so important, i.e., where the out-crossing rate is small without regard to the plausibility of the models that these regions represent. One could, perhaps, view this outcome as being because failure is so likely for all ⌰ that the optimization concentrates on the value of that provides the "last, best hope" of preventing failure, irrespective of the likelihood of this parameter vector.
This discussion shows that choice of T must therefore be made with some care. A logical assumption is to take T as the duration of the dynamic excitation, depending on the purpose of the control system, which suggests that it should be also treated as an uncertain parameter. If only the mean duration T is specified, then the most appropriate probability model for T, based on Jaynes' principle of maximum entropy, is an exponential distribution, i.e.,
The probability of failure may be then calculated as
and the robust first-passage reliability optimal controller is
We will denote this case by FR, whereas the first-passage reliability controller when T is treated as certain is denoted by FR c .
Employing a Taylor series expansion in this case leads to the following results. For small T , we can assume that z + T Ͻ 1 ∀ ⌰, which leads to
On the other hand for large T , we can assume that z + T Ͼ 1 ∀ ⌰, which leads to
The first of these expansions leads to the conclusion that
This optimization is identical to the case for deterministic T with T → 0. This is not surprising because T is being treated as probabilistic with an arbitrarily narrow distribution, thus converging to the deterministic case as T → 0.
For the infinite time horizon we have that
This expression has a very intuitive interpretation ͑contrary to the one in Eq. ͑27͒͒. It is straight-forward to show that, for a given ⌰, the quantity z + ͑K ͉ ͒ −1 is the expected ͑i.e., average͒ time duration between out-crossings in stationary response. Thus, the robust first-passage reliability optimal controller for the infinite time horizon case is the one that maximizes the expected time between out-crossings.
Stochastic Analysis and Optimization
In this section we discuss evaluation and optimization of the stochastic integrals encountered in the robust-performance quantification presented in the previous sections. We refer to these two tasks as stochastic analysis and stochastic optimization, respectively. The general form for all these integrals, expressed in terms of the design variables for the controller is
for some appropriate selection of the performance function h͑ , ͒ : R n xR n → R + . ⌻he associated design optimization problem is then where we are considering without loss of generality, the minimization of the objective function. If the dimension of is large ͑typically larger than 2͒, the integral in Eq. ͑35͒ can only rarely be numerically evaluated. Many analytical approximations have been proposed for estimation of such stochastic integrals but they are not always guaranteed to converge to the actual optimal solution. The alternative approach, taken here, is to estimate the integral in Eq. ͑35͒ by stochastic simulation. Using a finite number N of random samples of drawn from p͑͒, an estimate for Eq. ͑35͒ is given by
where vector i denotes the sample of the uncertain parameters used in the ith simulation. The computational complexity for generating these samples depends on the probability model p͑͒ but novel techniques have been recently developed ͓24,25͔, the bestknown being Markov chain Monte Carlo ͑MCMC͒ ͓26͔, which have significantly improved the computational efficiency of this task. The notation Ĥ ͑ , ⍀ N ͒ is also used to explicitly denote the dependence of the estimate Ĥ on the sample set of the model parameters
As N → ϱ, Ĥ ͑͒ → H͑͒ but even for finite sufficiently large N, Eq. ͑37͒ gives a good approximation for Eq. ͑35͒ with a coefficient of variation ͑cov͒ decreasing proportional to 1 / ͱ N ͓24͔. The value for N can be a priori selected based on appropriate bounds that depend on the required accuracy for the estimate in Eq. ͑37͒ ͑see, for example, the discussion in Ref. ͓27͔͒ or can be adaptively adjusted during the optimization ͓28͔.
For improving the computational efficiency of the estimation for H͑͒, importance sampling ͑IS͒ may be used. This is established by introducing an importance sampling density p IS ͑͒ to focus on regions of the ⌰ space that contribute more to the stochastic integral. An estimate for it is given in this case by
where the samples i are simulated according to p IS ͑͒. If the importance sampling densities are appropriately selected then application of IS may lead to significant reduction of the cov of the estimate in Eq. ͑38͒ ͓24͔; thus, accurate estimates of the objective function may be established using smaller values for N ͑and thus smaller computational effort͒. For example, efficient IS densities may be created if p IS ͑͒ is chosen to have its maxima in proximity to the same points as the maxima of the integrand but this requires an optimization to identify these design points at each iteration of the optimization algorithm that seeks ‫ء‬ . Later in this paper, we describe another adaptive methodology for selecting p IS ͑͒.
The optimal design choice is finally given by the stochastic optimization:
The estimate for the objective function for this optimization involves an unavoidable estimation error and significant computational cost since N evaluations of the model response are needed for each stochastic analysis, which make the optimization problem challenging. References ͓27,29,30͔ discuss appropriate optimization algorithms. Any of these algorithms may be used for solving problem ͑39͒. However, all of these algorithms require a large number of iterations, that is, a large number of stochastic analyses. 〈 two-stage framework for performing the design optimization, which greatly reduces the number of iterations, is discussed next.
In the first stage a novel method called stochastic subset optimization ͑SSO͒ ͓2͔ is applied for efficiently exploring the sensitivity of H͑͒ and identifying subsets of ⌽ that have high likelihood of containing the optimal design variables. In the second stage, the information available from SSO is used with any appropriate stochastic optimization algorithm to pinpoint more precisely the optimal design choice.
Stochastic Subset Optimization.
The basic idea behind SSO is the formulation of an augmented stochastic problem, where the design variables are artificially considered as uncertain with uniform distribution p͑͒ over the design space ⌽. In the context of this augmented stochastic design problem, we define the auxiliary PDF ͑ , ͒ as
is the expected value of utility function h over the augmented uncertain space and is not explicitly needed; it is simply a normalization constant. In the context of the augmented stochastic problem, the objective function E ͓h͑ , ͔͒ may be expressed as
where the marginal PDF ͑͒ is equal to
Since E , ͓h͑ , ͔͒ and p͑͒ are constants, the marginal PDF ͑͒ expresses the sensitivity of the objective function E ͓h͑ , ͔͒ with respect to the design variables. Samples of this PDF can be obtained through stochastic simulation techniques ͓2͔, for example, by direct Monte Carlo or Markov chain Monte Carlo sampling. These algorithms will give sample pairs ͓ , ͔ that are distributed according to the joint distribution ͑ , ͒, i.e., according to h͑ , ͒p͑ , ͒ when normalized. The component is obtained from samples from the marginal distribution ͑͒. A sensitivity analysis can be efficiently performed by exploiting the information in these samples. This is undertaken by identifying the subset I ʚ ⌽ within some class A of admissible subsets, which has the smallest estimated average value of E ͓h͑ , ͔͒. The class of admissible subsets is defined by imposing appropriate geometrical and size constraints ͓2͔. This leads to the stochastic subset optimization:
where N I is the number of samples in set I with volume V I . This is a challenging optimization problem because it is nonsmooth due to the discontinuous relationship between I and the number of sample points it includes. However, the objective function can be calculated with small computational effort. As such, many candidate solutions can be explored at minimal computational cost and the optimization can be efficiently solved if an appropriate algorithm, for example, an algorithm based on direct search methodologies, is chosen ͓31͔. Subset Î in Eq. ͑44͒ has the highest likelihood within A of including ‫ء‬ in terms of the information available through the obtained samples. A measure of the quality of this identification is the estimated ratio of volume density of samples:
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which is equal to the ratio of the estimated average values for the objective function in sets I and ⌽, respectively, ͓2͔. Smaller values for this ratio correspond to larger likelihoods for Î to include ‫ء‬ since they correspond to greater differences for the average value within Î and ⌽. On the other hand, a value for Ĝ ͑I͒ close to unity implies nearly the same average value for the objective function for subsets I and ⌽; this case indicates that the search for the optimal I is challenging because the objective function is insensitive to the selection of I. Instead of trying to identify a small region in one single step as above, the efficiency of the subset optimization can be increased if an iterative approach is adopted ͑see also Fig. 2͒ . At iteration k, MCMC simulation is implemented in order to obtain additional samples in Î k−1 , each distributed according to ͑ , ͒, using the samples available from the previous iteration ͑see the discussion, which follows͒ as seeds for the generated Markov chains. The optimal region Î k ʚ Î k−1 is then identified as described above with the only difference that the search domain is confined to Î k−1 . After identification of Î k only the samples whose components are in Î k−1 are retained for the next iteration. These samples for and are distributed proportional to the target sampling density ͑ , ͒, when Î k , and therefore can be used in the next iteration of the SSO algorithm to improve the efficiency of the stochastic sampling process. This can be established not only by using them as seeds for MCMC sampling, as discussed earlier but also by exploiting them to form better proposal densities in the MCMC approach ͓2,26͔. Note that since the seeds for generating the Markov Chains, in this approach, already follow the target distribution, no burn-in period is required for the chains to reach stationarity.
For each iteration of the SSO algorithm, only a single stochastic analysis is required and, thus, the computational cost is comparable to the cost required for a single evaluation of the objective function in Eq. ͑38͒. But in SSO, information about the global behavior ͑over ⌽͒ of the objective function is obtained. This is what contributes to the high efficiency of SSO compared to other stochastic optimization algorithms. Also, as long as optimization ͑44͒ can be efficiently performed, the computational cost of SSO increases only linearly with the dimension of the design variables when this iterative scheme is used ͓2͔.
More details about SSO, including discussion of the appropriate selection of the shape and size of the admissible subsets and the stopping criteria for the iterative process may be found in Ref. ͓2͔ . Applications that involve reliability integrals of form ͑19͒ are discussed in detail in Ref. ͓23͔. The stopping criteria for SSO are not only related to the value for Eq. ͑45͒ but also to the desired accuracy or resolution of the identified solution. For the definition of admissible subsets the hyperellipses that contain a specific ratio of samples A = ͕I ʚ ⌽ : = N I / N ⌽ ͖ has been shown to be effective ͓2͔. In this scheme, the size of the admissible subsets is adaptively chosen so that it includes a specific number of the simulated samples. Figure 2 illustrates the key points of SSO as an optimization framework. In a small number of iterations, SSO adaptively converges to a subregion I SSO , which contains ‫ء‬ and has small sensitivity with respect to ͑i.e., low Ĝ ͑I͒͒. I SSO can also give information about the local behavior of the objective function near ‫ء‬ , if there are admissible subsets with boundaries similar to the level surfaces of the objective function, i.e., if the chosen geometric shapes for the admissible subsets are similar to the shapes of the level surfaces.
Two-Stage Framework for Stochastic Optimization.
When SSO has converged, all designs in I SSO give nearly the same value of H͑͒ and so can be considered near-optimal. The center of the set I SSO , SSO , can be taken as an approximation for ‫ء‬ . There is, however, no rigorous measure of the quality of the identified solution, i.e., there is no guaranteed bound on ʈ SSO − ‫ء‬ ʈ. If higher accuracy is required for the optimal design variables, a second optimization stage can be performed. Problem ͑39͒ should be solved in this second stage by exploiting all information available from SSO regarding the sensitivity with respect to both and . Either gradient-based or gradient-free algorithms ͑such as evolutionary approaches, direct search methodologies, or response surface approximations͒ can be used for this second stage of the optimization.
The information for the sensitivity of the objective function to the design variables available from the SSO stage can be used to readily tune the characteristics of the algorithms used in the second stage. The search may be restricted to I SSO , which is of considerably smaller size ͑volume͒ than the original design space ⌽. Also, it is established that the sensitivity of the objective function with respect to all components of is small and, depending on the selection of the shape of admissible subsets, the correlation between design variables may be identified by the orientation and relative scales of the principal axes of I SSO in ⌽. This allows for efficient normalization of the design space ͑in selecting step sizes and blocking criteria͒, selection of the starting point for iterative algorithms ͑such as the center SSO ͒, or choice of interpolating functions ͑for example, for response surface methodologies͒. Taflanidis and Beck ͓2͔ provided more details on how information from SSO can be used to select characteristics ͑i.e., fine-tune͒ appropriate stochastic optimization algorithms. The information from the SSO stage can be additionally exploited to form importance sampling densities for . This can be established by using the samples that are available from ͑ , ͒; the component of these samples is distributed proportional to the integrand of the objective function when I SSO . Thus these samples can be used to efficiently create importance sampling densities p IS ͑͒ since the set I SSO is small. This last feature is important; it means that the different system configurations compared are not too different and thus the suggested IS densities will be efficient for all of them, i.e., for all in I SSO . Reference ͓32͔ provides an adaptive method for creating such IS densities using samples of the model parameters.
In particular, a combination of SSO with the efficient gradientbased simultaneous-perturbation stochastic approximation ͑SPSA͒ ͓30,33͔ algorithm has been reported ͓2,23͔ to be highly efficient; usually, the second stage requires only a small number of objective function evaluations to converge to the optimal solution. SPSA is an efficient gradient-based algorithm for stochastic search. It uses numerical differentiation, which not only makes it appropriate for complex design problems for which analytic differentiation might be impractical but it also avoids the high computational cost associated with finite difference methods. It is based on the observation that one properly chosen simultaneous random perturbation in all components of provides as much information for optimization purposes in the long run as a full set of one-at-a-time changes of each component. Thus, it uses only two evaluations of the objective function, in a direction randomly chosen at each iteration, to form an approximation to the gradient vector. It also implements the notion of stochastic approximation, which can significantly improve the computational efficiency of stochastic search methods. This can be established by applying an equivalent averaging across the iterations ͑by appropriate selection of step sizes͒ of the algorithm instead of establishing higher accuracy estimates ͑for the "noisy" objective function͒ at each iteration. More details about the SPSA algorithm and about how the characteristics of the I SSO set can be used to fine-tune its parameters are provided in the Appendix B. The same sample set ⍀ N,k is used in the simulations generating the two different estimates of the objective function at the kth iteration of the optimization algorithm in order to create a consistent estimation error. The principles behind this application are discussed next.
Common Random Numbers for Stochastic Search.
Common random numbers ͑CRN͒ provide an efficient methodology for reducing the relative importance of the estimation error for the objective function ͑38͒ in the stochastic optimization ͑39͒. This is established by minimizing the variance between the estimates Ĥ ͑ 1 , ⍀ N 1 ͒ and Ĥ ͑ 2 , ⍀ N 2 ͒, corresponding to two design vectors 1 and 2 . This variance can be decomposed as
Adopting common random numbers, i.e., ⍀ N 2 = ⍀ N 1 , in the simulations generating the two estimates deliberately introduces dependence. This increases the correlation and thus the covariance, which then decreases the variance given by left hand side of Eq. ͑46͒. This improves the efficiency of the comparison of the two estimates; it may be equivalently viewed as creating a consistent estimation error. Continuity and monotonicity of the output with respect to the random number input are key issues for improving the efficiency of stochastic comparisons when using common random numbers ͓34͔. If h͑ , ͒ is sufficiently smooth then these two aforementioned requirements can typically be guaranteed as long as ʈ 1 − 2 ʈ is sufficiently small. For stochastic integrals with discontinuous integrands, such as the use of the indicator function I b ͑ . ͒ in Eq. ͑19͒, efficiency with CRN cannot be guaranteed. It is thus beneficial to use the formulation ͑22͒ for the probability of failure in CRN-based optimizations. For design problems in which no model prediction error is actually assumed, a small fictitious error should, therefore, be chosen, especially as optimization problems with and without the model prediction error are often equivalent, i.e., correspond to the same optimum ͓23͔.
6 Illustrative Example 6.1 Model and Uncertainty Description. The design concepts discussed in this paper are illustrated through a control example concerning the protection of a three-story building against dynamic earthquake excitation. The building is modeled as an ideal three-story shear structure as shown in Fig. 3 , which has a state space representation:
where x s is the structural system state vector, consisting of the displacement and velocities for each floor relative to the ground, a g is the ground acceleration, the stiffness K, the mass M, and the influence coefficient matrix E are 
and damping matrix Z is chosen so that modal damping of 2% is achieved for all modes of vibration. In Eq. ͑48͒, each k i is the interstory stiffness at floor i and is considered to be uncertain with a nominal value as in Fig. 3 . The eigenfrequencies of the nominal structural model are 2.95 Hz, 7.27 Hz, and 11.28 Hz, respectively. An ideal actuator between the ground and first floor implements a critically damped positive position feedback control law ͓35͔ with transfer function:
where d 1 ͑ . ͒ is the relative displacement of the first floor and K and c are design variables. Performance vector z͑t͒ consists of seven components: the interstory drift vector d͑t͒, the absolute story acceleration vector a͑t͒, and the actuator force u͑t͒. These vectors are nondimensionalized by normalization thresholds of comparable severity, i.e.,
The chosen earthquake ground excitation model is the stationary response of a modified Kanai-Tajimi filter ͓36͔. The transfer function for this filter is 
where g is the characteristic ground motion frequency, g = 0.5 is the damping ratio, and in order to satisfy the condition ͑A3͒ in the Appendix A for the absolute acceleration responses, a highfrequency pole v = 15 Hz has been introduced compared to the traditional form of the Kanai-Tajimi filter. The gain is selected so that the RMS intensity of the earthquake input is a RMS . The structural system ͑47͒ is augmented with the excitation model ͑51͒ and the compensator ͑49͒ to form the closed-loop system. The uncertain model parameters are
Each is parameterized by g = g g Hz, a RMS = R â RMS and k i = s,i k i , i =1,2,3, where g , â RMS , and k i denote the most probable values, chosen as 2 Hz, 0.09g, and the nominal stiffness parameters given in Fig. 3 , respectively. The parameters g and R are modeled to be independent uncertain variables while the ͕ s,i ͖ are modeled as correlated. The correlation matrix is assumed to be
which implies significant correlation between adjacent stories. Introduction of the linear transformation
where S is the lower triangular Cholesky decomposition matrix for R, produces uncorrelated parameters ͕ us,i ͖. The set of model parameters for the problem is thus = ͓ R f us,1 us,2 us,3 ͔ T . Each of these parameters is assumed to take values in the range ͓0.875 1.125͔, which creates a compact feasible set ⌰ c for the model parameters. However, it should be noted that this methodology can be used for noncompact ⌰ c with essentially no added complications. The domain for ⌽ for the design variables is taken to be ͕K , c ͖ = ͓0,4·10 5 ͔ ϫ ͓0,40͔. Three distinct probability models are considered for ͑Table 1͒. The first, denoted by U1, assumes a uniform distribution within ⌰ c . The second, denoted U2, again assumes a uniform distribution but within the set ⌰ eq that is defined by the range ͓0.917 1.083͔ for each design variable. The third, denoted G, assumes a truncated Gaussian distribution for each variable with mean value 1 and standard deviation 0.05 and truncated at the boundary of ⌰ c . All three probability models have the same mean value. Additionally, G and U2 have the same standard deviation. U1 has larger standard deviation and, thus, may be interpreted as having the largest uncertainty associated with it. This is expected to decrease the overall efficiency of the control application for the performance in U1 since it is more difficult to regulate the response of the system over the larger uncertain parameter space.
These three cases correspond to different prior knowledge for the model parameter values in terms of both the quality and the level of uncertainty. An information-based comparison between them can be established by employing the maximum entropy principle discussed earlier; G would be preferable if we have some knowledge about the mean value and spread ͑variance͒ of ͑as-suming we knew that it belonged in ⌰ c ͒. Moreover, U1 ͑or U2͒ would be appropriate if no prior information is assumed about apart from the fact that it belongs to ⌰ c ͑or ⌰ eq , respectively͒.
Nominal Design.
Initially we focus on the nominal model and briefly discuss the comparison between first-passage reliability-based design, H 2 synthesis, and mH 2 synthesis. The controller optimization in this section is performed using the powerful optimization toolbox TOMLAB ͓37͔. For better comparison when presenting the results the controller gain is normalized with respect to the optimal first-passage reliability gain ͑for the nominal system and ␥ =1͒ and the bandwidth parameter with respect to the fundamental natural frequency of the uncontrolled structure.
The results are presented in Fig. 4 for the nominal design. Part ͑a͒ shows the H 2 and mH 2 optimal controllers along with the first-passage reliability optimal controller for different values of the threshold ␥. Part ͑b͒ shows the probability of failure for the three different design approaches for a time window selection of T = 20 s and part ͑c͒ shows the ratio of the failure rate for optimal mH 2 design over the failure rate for optimal first-passage reliability design. The value of the nondimensional threshold ␥ is varied in the last two plots. The results reported for the optimal firstpassage reliability synthesis correspond to the optimal design for the associated value of ␥.
converge, as do the corresponding failure rates-parts͑a͒ and ͑c͒ of Fig. 4 . However, the values of P F at which this convergence becomes apparent represent extremely rare events that are typically of no engineering interest with failure probabilities well below 10 −4 . For ranges of ␥ that correspond to more interesting threshold definitions for engineering purposes, there is a significant difference between K F ‫ء‬ and K mH 2
‫ء‬
, as well as their associated first-passage reliability performance.
Even bigger differences exist between K F ‫ء‬ and K H 2 ‫ء‬ . These differences become larger as the scaling parameter ␥ increases, that is, as the performance evaluation focuses more on rare events. This is anticipated as H 2 controllers determine performance based on the Euclidean distance of the response vector, which becomes less related to optimal first-passage reliability as the tails of the distribution for each performance variable become more important.
Robust Design.
We now move on to the robust design. We consider the following design cases: a͒ Robust first-passage reliability design with either certain or uncertain time duration, denoted by FR c and FR, respectively, ͑b͒ AR for H 2 , and ͑c͒ both AR and RR for mH 2 . For the robust first-passage reliability design ␥ is set to unity and different values are considered for the time horizon T or its mean value T ͑when considered uncertain͒. For the RR mH 2 design the threshold b is considered as a scaling of the optimal nominal performance, b = 0.0622␥ b , where 0.0622 is the optimal mH 2 performance for the nominal system and ␥ b is the scaling factor that defines the acceptable performance bound relative to that optimal performance.
Apart from the probabilistically robust approaches, the worstcase scenario ͑denoted WC͒, a more common notion of feedback robustness, is considered for the H 2 and mH 2 designs. In this case the optimal controller is found by minimizing the maximum of the response measure for model parameters belonging in the compact set ⌰ c ͑or in ⌰ eq for case U2͒, i.e.,
J͑⌲,͒͒ ͑54͒
For the controller parameterization considered here, this optimization is nonconvex, and is performed by means of a nonlinear min-max optimization using the TOMLAB optimization toolbox. Table 2 reviews all the robust design cases considered in this study.
The stochastic optimization framework described in Sec. 5 is implemented for the controller design. SSO is applied initially with N = 3000 samples and selection of admissible subsets as the ellipses that contain 20% of the simulated samples. A direct search algorithm is adopted for optimization ͑44͒, again using TOMLAB. The iterative approach in SSO is stopped when Ĝ ͑Î͒ becomes greater than 0.85. A second stage using SPSA with CRN is then applied to converge to the optimal solution within the identified subset in SSO. The size of the sample set for the objective function estimation is set to N = 1000 and Importance Sampling is implemented, exploiting the information from the last stage of SSO. For the reliability-robustness optimization a small fictitious model prediction error is assumed. This error is taken to be Gaussian-distributed with zero-mean and a standard deviation of 0.02. The limit state function, used in Eq. ͑22͒, is defined as
We will discuss, separately, the results for the three different performance quantifications considered, starting with H 2 design. The results are reported in Table 3 , which shows the optimal controller for the nominal and robust designs along with the performance corresponding to AR, for the three probability models, and WC for ⌰ c and ⌰ eq . The rows of the table correspond to the different design approaches and the columns to the different robust-performance quantifications. For each robust-performance quantification, the associated optimal design is in bold. The efficiency of other control synthesis methods with respect to that measure should be judged by comparison to that optimal performance. Small differences exist between the G1 and U2 cases ͑which correspond to comparable level of uncertainty͒ for both the optimal controllers as well as their probabilistic performance; this shows that the AR H 2 design and performance are relatively insensitive to the specified probability model. Larger differences exist with respect to the nominal design, as well as the AR H 2 -U1, which corresponds to different amount of uncertainty. Also, the optimal attainable performance for U1 is worse, which, as discussed before, is anticipated. The differences in optimal performances and gains between AR and WC designs are much larger.
These differences are amplified when the set ⌰ c is considered for the possible values for the model parameters, indicating that the worst-case design approach is not appropriate when additional information about these values is available ͑quantified here by assigning PDFs to them͒ and when the optimization objective is related to average performance. Figures 5 and 6 show results for the robust first-passage reliability design. Figure 5 shows the FR and FR c optimal controllers for various selections of T and T, respectively, along with the nominal controller and the controllers corresponding to the three limiting cases given by Eqs. ͑27͒, ͑34͒, and ͑33͒. Results are reported for all three probability models considered. Figure 6 shows the robust first-passage failure probability under optimal design for some of the cases discussed. In Fig. 5 , the parameters of the optimal controller, as T and T change, verify the asymptotic behavior predicted in Sec. 4.3. For small time horizons ͑T or T͒, FR and FR c designs are practically identical in terms of both the optimal controller and the associated performance and converge to the controller that minimizes the expected out-crossing rate. Only for time horizons above a certain threshold are differences apparent. Comparing the three probability models, the optimal robustperformance for U2 and G is almost identical. The corresponding optimal controllers are different, however, with these differences becoming more pronounced for larger time horizons. Additionally, for large T the optimal FR c -G controller converges to the FR c -U1, which is anticipated by the asymptotic result ͑27͒ and the fact that the set of possible model parameter values is the same in the two cases. The difference in the plausibility of the different values has no influence in this case. Similar results follow for the FR-G and FR-U1 designs. Considerable differences exist between the designs corresponding to the three probability models, and the optimal controller of the nominal design.
Finally, Figs. 7 and 8 and Table 4 present the results for the mH 2 performance. Figure 7 shows the RR optimal controllers for various thresholds, along with the nominal, AR and WC optimal controllers. Figure 7 shows the RR performance ͑probability of unacceptable performance͒ under optimal design as well as for the nominal mH 2 controller. Results are presented for all probability models. Table 4 presents a comparison between nominal, AR and WC designs. The results are reported in similar fashion as in Table  3 .
With respect to the RR design, it is evident that as the threshold for acceptable performance increases, the optimal design configuration moves further away from the nominal and the AR designs and it gets closer to a worst-case scenario design approach. Also the sensitivity of the performance objective around that optimal configuration becomes larger. This latter characteristic is obvious when comparing the performances in Fig. 8 and leads to an important implication: for designs problems, where the focus is on rare events, i.e., larger thresholds that determine acceptable system performance, the benefits from using an explicit reliabilitybased design approach are greater, compared to the designs that consider the nominal or the average performance. The explanation is simple: as the threshold increases, the regions in ⌰ that simultaneously lead to unacceptable performance and have nonnegligible probability for the model parameters p͑͒ become smaller. Since in reliability context it is only important to regulate the performance in these small regions, the optimal controller can be quite different than the AR one, which focuses on the performance on the average inside ⌰, or the nominal one, which only considers the nominal model parameter values. This will occur if these regions are different from the regions for the model parameter values important for the other designs, and ultimately depends on the characteristics of the uncertainty model used, i.e., on the extent of the designer's information about the actual system. Additionally, as the threshold increases the comparative effectiveness of the optimal controller becomes greater because it is easier to Fig. 8 Probability of unacceptable performance for "a… optimal design "black curves… and "b… nominal design "grey curves… for different probability models regulate the performance in the smaller regions in the model parameter space that are important for the system reliability. This is expected to lead to greater sensitivity around the optimal solution.
Another interesting discussion of these results is associated with the comparison between the different probability models for the uncertainty quantification. Comparing G and U2, it is evident that small differences exist between the AR performances and similarly for the RR performance when small failure thresholds are considered. However, significant differences in optimal gain and associated optimal performance exist when attention is focused on rare events ͑large thresholds͒. Under the probability model G, the probabilities for unacceptable performance are much greater; this indicates that the larger uncertainty, in terms of the information entropy, implied by this probability model is important when considering rare events for the optimal design as well as the associated performance. A similar observation does not hold, especially concerning performance, when the focus is on more frequent failure events. Additionally, the differences reported in Table 4 between the AR mH 2 performances although small, are bigger than the differences for the AR H 2 performance. This indicates that greater sensitivity exists to the specific probability distributions of the parametric model uncertainty for the mH 2 performance for average robustness quantification. The level of uncertainty also has important influence on the design, especially for the RR performance ͑compare the cases U1 and U2, for example͒. It is interesting to note that for ␥ b = 1, i.e., for a threshold for the acceptable performance equal to the optimal nominal performance, there are minimal differences between the three uncertainty cases, in terms of their optimal performance.
One final comparison is warranted between the two different probabilistic performance quantifications, the AR and the RR. The connection between them, in this example, depends strongly on the definition of acceptable performance. If the focus is on rare events then these design objectives have significantly different characteristics and corresponding optimal design configurations. These remarks illustrate that important differences may exist between the two objectives. Thus, the designer needs to exercise some level of caution when defining the performance measure in the stochastic design framework.
Conclusions
The robust stochastic performance optimization of linear time invariant dynamical systems with probabilistically described parametric model uncertainties was discussed in this paper. Both ͑i͒ first-passage reliability-based design and ͑ii͒ extension of preexisting control methodologies, in particular H 2 , and mH 2 synthesis, to account for probabilistic information were considered. The probabilistic design metric was quantified in the latter case either by the average performance over the uncertain parameter space or the probability that the performance will exceed acceptable bounds. Efficient analysis and synthesis methodologies were discussed that are based on stochastic simulation techniques. The control design approach was illustrated in a structural control application. It was demonstrated that even for a design problem with simple dynamics and control law, differences between the optimal first-passage reliability-based design and H 2 or mH 2 synthesis can be important. Additionally, controllers optimized by explicitly considering modeling uncertainties were demonstrated to yield considerable improvement in performance compared to controllers optimized using only a nominal model or by using the more common notion of worst-case robustness. In some applications, this may justify the added computational cost and complexity involved in treating probabilistic performance. Moreover, significant differences were demonstrated to exist for the characteristics of optimal designs, depending on whether the notion of average robustness, as opposed to reliability robustness, was used as an objective function. This is particularly the case when the focus of the latter is on rare events. Reliability robustness was shown to have a strong sensitivity to the level of uncertainty considered, and, when rare events are examined, to the specific probability model adopted to quantify the missing information about the system. Average robustness was found to be insensitive to the probability models considered.
Appendix A: Factors for Stationary Out-Crossing Rate
The factors for the out-crossing rate ͑13͒ are discussed in this appendix. Let B i denote the pair of hyperplanes corresponding to failure mode i , B i = ͕͉z i ͉ = ␥͖. Denoted by ⌬ i , the hyperpolygon corresponding to the ͑n z −1͒-dimensional intersection of S D and B i and let n i be the unit outward normal vector at the boundary, such that z i = n i T z, and let o i be the orthogonal component of z such that o i = z − z i n i .
Rice's out-crossing rate considers out-crossings over the entire pair of hyperplanes ͉z i ͉ = ␥:
E͓number of out-crossings in ͓t,t + ⌬t͔ of ͉z i ͉ = ␥͔ ⌬t
where ż i 2 is the stationary variances for ż i . Since
and w͑t͒ is white noise, it follows that for the problem to be well-posed, i.e., for ż i 2 to be finite, the following relationship needs to hold:
This restriction is equivalent to the requirement that the response vector z͑t͒ be differentiable. Given that Eq. ͑A3͒ holds we have ż i 2 = n i T ͓͑͒C + D͑͒KL͔͓͑͒A͑͒ + B͑͒KL͔͑͒⌽͓A͑͒ + B͑͒KL͔͑͒ T ͓C͑͒ + D͑͒KL͔͑͒ T n i ͑A4͒ 
