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THE DAVIES METHOD REVISITED FOR HEAT KERNEL UPPER BOUNDS OF
REGULAR DIRICHLET FORMS ON METRIC MEASURE SPACES
JIAXIN HU AND XULIANG LI
Abstract. We apply the Davies method to prove that for any regular Dirichlet form on a metric
measure space, an off-diagonal stable-like upper bound of the heat kernel is equivalent to the con-
junction of the on-diagonal upper bound, a cutoff inequality on any two concentric balls, and the
jump kernel upper bound, for any walk dimension. If in addition the jump kernel vanishes, that is,
if the Dirichlet form is strongly local, we obtain sub-Gaussian upper bound. This gives a unified
approach to obtaining heat kernel upper bounds for both the non-local and the local Dirichlet forms.
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1. Introduction
We are concerned with heat kernel upper bounds for both nonlocal and local Dirichlet forms on
metric measure spaces.
Let (M, d) be a locally compact separable metric space and µ be a Radon measure on M with
full support, and the triple (M, d, µ) is called a metric measure space. Let (E,F ) be a regular
Dirichlet form in L2 (M, µ), and L be its generator (non-positive definite self-adjoint). Let{
Pt = e
tL}
t≥0
be the associated heat semigroup. Recall that the form (E,F ) is conservative if Pt1 = 1 holds for
all t > 0.
Let Ω be a non-empty open set on M, let F (Ω) be the closure of F ∩ C0(Ω) in the norm of F ,
where C0(Ω) is the space of all continuous functions with compact supports in Ω. It is known that
if (E,F ) is regular, then (E,F (Ω)) is a regular Dirichlet form in L2(Ω, µ) (cf. [14, Lemma 1.4.2
(ii) p.29]). We denote by LΩ the generator of (E,F (Ω)) and by {PΩt } the associated semigroup.
A family {pt}t>0 of non-negative µ× µ-measurable functions on M ×M is called the heat kernel
of (E,F ) if for any f ∈ L2(M, µ) and t > 0,
Pt f (x) =
∫
M
pt(x, y) f (y)dµ(y)
for µ-almost all x ∈ M.
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Typically, there are two distinct types of heat kernel estimates on unbounded metric spaces,
depending on whether the form (E,F ) is local or not. Indeed, assume that the heat kernel exists
and satisfies the following estimate
pt (x, y) ≍
C
tα/β
Φ
(
d(x, y)
ct1/β
)
(1.1)
with some function Φ and two positive parameters α, β, where the sign ≍means that both ≤ and ≥
are true but with different values of C, c. Then either Φ (s) = exp
(
−s
β
β−1
)
(thus (E,F ) is local), or
Φ (s) = (1 + s)−(α+β) (thus (E,F ) is non-local), see [24]. For the local case, the heat kernel pt(x, y)
admits the following Gaussian (β = 2)- or Sub-Gaussian (β > 2) estimate:
pt(x, y) ≍
C
tα/β
exp
−c
(
d(x, y)
t1/β
)β/(β−1) , (1.2)
where α > 0 is the Hausdorff dimension and β ≥ 2 is termed the walk dimension, see for example
[2, 3, 4, 7, 26, 28]. Some equivalence conditions are stated in [6, 18, 23, 25]. On the other hand,
for the non-local case, the heat kernel pt(x, y) admits the stable-like estimates:
pt(x, y) ≍
1
tα/β
(
1 +
d(x, y)
t1/β
)−(α+β)
(1.3)
where α > 0 and β > 0, see for example, [5, 8, 10, 11] for 0 < β < 2, and [12, 16, 17, 21] for any
β > 0. Note that estimate (1.3) can also be obtained by using the subordination technique, see for
example [15, 27, 29, 33]. It was shown in [24] that estimates (1.2) and (1.3) exhaust all possible
two-sided estimates of heat kernels upon assuming (1.1).
Recently, Murugan and Saloff-Coste extend the Davies method developed in [9, 13] and obtain
heat kernel upper bounds, for local Dirichlet forms on metric spaces in [32] and for non-local
Dirichlet forms on infinite graphs in [31], where a cutoff inequality introduced in [1] plays an
important role.
The purpose of this paper is twofold:
(1) to extend the result in [31] to the metric measure space;
(2) to unify the Davies method for both local and nonlocal Dirichlet forms.
More precisely, we give some equivalence characterizations of heat kernel upper bounds both
in (1.3) for any β > 0 and in (1.2) for any β > 1, see Theorem 1.5 below, by applying the Davies
method in a unified way. These characterization are stable under bounded perturbation of Dirichlet
forms. We mention that one of our starting point here is from the cutoff inequality on balls to be
stated below, labelled by condition (CIB), which is subtly distinct from the similar conditions in
previous papers [1], [23], [32, 31], [12], [16]. Also the metric space considered in this paper is
allowed to be bounded or unbounded, unlike the most previous ones in which the metric space is
always assumed to be unbounded.
Let us return to the general setup of a metric measure space (M, d, µ) equipped with a regular
Dirichlet form (E,F ). Assume that E admits the following decomposition without killing term:
E(u, v) = E(L)(u, v) + E(J)(u, v), (1.4)
where E(L) denotes the local part and
E(J)(u, v) =
∫ ∫
M×M\diag
(u(x) − u(y))(v(x) − v(y))d j(x, y)
DAVIES’ METHOD 3
is a jump part with jump measure j defined on M × M\diag. We assume that j has a density with
respect to µ × µ, denoted by J(x, y), and so the jump part E(J) can be written as
E(J)(u, v) =
∫ ∫
M×M
(u(x) − u(y))(v(x) − v(y))J(x, y)dµ(y)dµ(x). (1.5)
For every w ∈ F ∩ L∞, there exists a unique positive finite Radon measure Γ(w) on M, termed
an energy measure, such that for any φ ∈ F ∩ L∞1,∫
φdΓ(w) = E(wφ,w) − 1
2
E(φ,w2), (1.6)
where and in the sequel the integration
∫
means over M. The energy measure Γ(w) can be uniquely
extended to any w ∈ F . For functions v,w ∈ F , the signed measure Γ(v,w) is defined by
Γ(v,w) =
1
2
(Γ(v + w) − Γ(v) − Γ(w)) (1.7)
(see [30, formula (3.11)]), and Γ(v, v) ≡ Γ(v) and
E(v,w) =
∫
M
dΓ(v,w).
For any u, v,w ∈ F ∩ L∞, we have by (1.6),∫
udΓ(v,w) =
1
2
(E(uv,w) + E(v, uw) − E(vw, u)) , (1.8)
and, from this, ∫
dΓ(uv,w) = E(uv,w) =
∫
udΓ(v,w) +
∫
vdΓ(u,w). (1.9)
(This can be viewed as the weak version of the product rule.)
Denote by ΓL(·) the energy measure associated with local part E(L) and let dk be the killing
measure. Then by Beurling-Deny’s formulae ([14, (3.2.23) p.127]):
dΓ(u)(x) = dΓL(u)(x) +
{∫
M
(u(x) − u(y))2 J(x, y)dµ(y)
}
dµ(x) + u2(x)dk(x)
(for this moment we do not assume that the killing term vanishes), that is, for any u, v ∈ F ∩ L∞
and any non-empty open subset Ω of M,∫
Ω
u2dΓ(v) =
∫
Ω
u2dΓL(v) +
∫
Ω×M
u2(x) (v(x) − v(y))2 J(x, y)dµ(y)dµ(x) +
∫
Ω
u2v2dk. (1.10)
In particular, if there is no killing measure, then
dΓ(u)(x) = dΓL(u)(x) +
∫
M\diag
(u(x) − u(y))2 d j(x, y). (1.11)
Denote by B (x, r) the open metric ball of radius r > 0 centered at x. Sometimes we write Br for
a ball of radius r without mentioning its center. Denote by λB a concentric ball of B with radius
λr where r is the radius of B. Let
V (x, r) := µ (B (x, r))
be the volume function.
For a regular Dirichlet form (E,F ) with a jump kernel J, we define for ρ ≥ 0
Eρ(u, v) = E(L)(u, v) +
∫
M
∫
B(x,ρ)
(u(x) − u(y))(v(x) − v(y))J(x, y)dµ(y)dµ(x). (1.12)
1Any function in F admits a quasi-continuous modification (cf. [14, Theorem 2.1.3,p.71]), and moreover, any
energy measure charges no set of zero capacity (cf. [14, Lemma 3.2.4,p.127]). Without loss of generality, every function
in F will be replaced by its quasi-continuous modification in this paper. Thus, the integral
∫
f dΓ(g) is well-defined for
any f , g ∈ F .
4 HU AND LI
It is known that (Eρ,F ) is a closable bilinear form and can be extended to a regular Dirichlet form
(Eρ,Fρ) with F ⊂ Fρ (see [21, Section 4]). Denote by qt(x, y), {Qt}t≥0, Γρ(·) the heat kernel, heat
semigroup and energy measure of (Eρ,Fρ), respectively (we sometimes drop the superscript “ρ”
from q
(ρ)
t (x, y), {Q(ρ)t }t≥0 for simplicity). Note that if J ≡ 0 or if ρ = 0, then
(
Eρ,Fρ
)
= (E,F ) =
(E(L),F ), which is strongly local. Denote by
dΓρ(u)(x) = dΓL(u)(x) +
{∫
B(x,ρ)
(u(x) − u(y))2J(x, y)dµ(y)
}
dµ(x). (1.13)
Throughout this paper we fix some numbers α > 0, β > 0. Fix also some value R0 ∈ (0,diamM]
that will be used for localization of all the hypotheses. In the sequel, the letters C,C′, c, c′ denote
universal positive constants which may vary at each occurrence.
Introduce the following conditions.
Upper α-regularity. For all x ∈ M and all r > 0,
V(x, r) ≤ Crα. (V≤)
On-diagonal upper estimate. The heat kernel pt exists and satisfies the on-diagonal upper
estimate
pt(x, y) ≤
C
tα/β
exp
(
R
−β
0
t
)
(DUE)
for all t > 0 and µ-almost all x, y ∈ M, where C is independent of R0 (and also of t, x, y).
Upper estimate of non-local type. The heat kernel pt exists and satisfies the off-diagonal upper
estimate
pt(x, y) ≤
C
tα/β
exp
(
R
−β
0
t
) (
1 +
d(x, y)
t1/β
)−(α+β)
(UE)
for all t > 0 and µ-almost all x, y ∈ M, where C is independent of R0 (and also of t, x, y).
Upper bound of jump density. The jump density J(x, y) exists and admits the estimate
J(x, y) ≤ Cd(x, y)−(α+β) (J≤)
for µ-almost all x, y ∈ M.
If (E,F ) is local, we have J ≡ 0 so that (J≤) is trivially satisfied. In general, condition (J≤)
restricts the long jumps and can be viewed as a measure of non-locality.
Upper estimate of local type. The heat kernel pt exists and satisfies the off-diagonal upper
estimate
pt(x, y) ≤
C
tα/β
(
R
−β
0
t
)
exp
−
(
d(x, y)
ct1/β
)β/(β−1) (UEloc)
for all t > 0 and µ-almost all x, y ∈ M, where β > 1 and C, c > 0 are independent of R0, t, x, y.
Let Ω be an open subset of M and A ⋐ Ω be a Borel set (where A ⋐ Ω means that A is
precompact and its closure A ⊂ Ω). Recall that φ is a cutoff function of (A,Ω) if φ ∈ F (Ω),
0 ≤ φ ≤ 1 in M, and φ = 1 in an open neighborhood of A. We denote the set of all cutoff functions
of (A,Ω) by cutoff (A,Ω).
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Cutoff inequality on balls. The cutoff inequality on balls holds on M if there exist constants
C1 ≥ 0,C2 > 0 such that for any two concentric balls BR, BR+r with 0 < R < R + r < R0, there
exists some function φ ∈ cutoff(BR, BR+r) satisfying that∫
M
u2dΓ(φ) ≤ C1
∫
M
dΓ(u) +
C2
rβ
∫
M
u2dµ (CIB)
for all u ∈ F ∩ L∞, where dΓ(u) is defined by (1.11).
Note that constants C1,C2 in condition (CIB) are universal (independent of u, φ, BR, BR+r and
also of R0), and the cutoff function φ is independent of the function u (but of course, depending on
the balls BR, BR+r).
Remark 1.1. This kind of neat condition (CIB) was first introduced by Andres and Barlow in
[1] under the framework of local Dirichlet forms, which is called Condition (CS A) – a cutoff
Sobolev inequality in annulus2. The condition (CIB) here is slightly weaker than Condition (CS A)
wherein the two integrals in the right-hand side of (CIB) are both over the annulus (but here these
two integrals are over the whole space M).
Remark 1.2. A similar condition was introduced in [16] for jump-type Dirichlet forms, which is
termed Condition (AB) named after Andres and Barlow, and in which the cutoff function φ may
depend on u (see also the generalized capacity condition (Gcap) stated in [23]). Note that the
condition (CIB) here is slightly different from Condition (AB) in [16] in that the second integral in
(CIB) here is over M against measure dΓ(u), instead of over the larger ball BR+r against measure
φ2dΓ(u) in [16]. Of course, it would be better to relax condition (CIB) so that the cutoff function
φ may depend on u as in [16], [23]– and the reader may consult the explanation in [32, the remark
after Definition 2.8, p.1803]. More variants than (CIB) were addressed in [12, Definition 2.2] for
the nonlocal case.
Remark 1.3. Condition (CIB) can be easily verified with C1 = 0 for purely jump-type Dirichlet
forms with 0 < β < 2, provided that conditions (J≤), (V≤) are satisfied, using the standard bump
function on balls (see [12, Remark 1.7] or [16, the proof of Corollary 2.12]).
The following is the main contribution of this paper.
Theorem 1.4. Let (M, d, µ) be a metric measure space with precompact balls, and let (E,F ) be a
regular Dirichlet form in L2(M, µ) satisfying (1.4) with jump kernel J. If condition (V≤) is satisfied,
then the following implication holds:
(DUE) + (CIB) + (J≤) ⇒ (UE). (1.14)
If in addition β > 1, then
(DUE) + (CIB) + (J ≡ 0) ⇒ (UEloc). (1.15)
We apply the Davies method to prove both (1.14) and (1.15). Particularly, in order to show the
implication (1.15), we first derive a weaker upper bound of the heat kernel, see (3.76) below, and
then obtain (UEloc) by a self-improvement technique used in [19], see Lemma 3.5 and Remark
3.6 below. Murugan and Saloff-Coste [32] obtained a similar implication under condition (CS A)
introduced by Andres and Barlow, but with a much simpler argument (without recourse to Lemma
3.5).
As a consequence of Theorem 1.4, we have the following.
Theorem 1.5. Let (M, d, µ) be a metric measure space with precompact balls and (E,F ) be a
regular conservative Dirichlet form in L2 with a jump kernel J. If (V≤) holds, then
(UE)⇔ (DUE) + (CIB) + (J≤). (1.16)
2Condition (CS A) is actually unrelated to the classical Sobolev inequality.
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If in addition β > 1, then
(UEloc)⇔ (DUE) + (CIB) + (J ≡ 0). (1.17)
The proof of Theorem 1.4 and Theorem 1.5 will be given in Section 3.
Remark 1.6. For the nonlocal case, a similar equivalence to (1.16) was obtained in [12] with
(CIB) being replaced by condition CSJ(φ) but for more general settings equipped with doubling
measures and for more general jump kernels involving the gauge φ (noting that φ(r) = rβ for
r ≥ 0 in this paper), and also in [16] with condition (CIB) being replaced by condition (Gcap) or
condition (AB). For the local case, a similar equivalence to (1.17) was obtained in [1], [23] under
different variants than condition (CIB).
2. Cutoff inequalities on balls
In this section, we first derive (CIB) from condition (S )-the survival estimate to be stated below.
We then state two inequalities, see (2.13), (2.14) below, which will be used in the Davies method.
Inequality (2.13) can be viewed as a self-improvement of condition (CIB).
We need the following formula.
Proposition 2.1. Let (E,F ) be a regular Dirichlet form in L2(M, µ). Then, for any two functions
u ∈ F ∩ L∞, ϕ ∈ F ∩ L∞ with supp(ϕ) ⊂ Ω for any open subset Ω of M,∫
Ω
u2dΓΩ(ϕ) ≤ 2E(u2ϕ, ϕ) + 4
∫
Ω
ϕ2dΓΩ(u), (2.1)
where dΓΩ(u) is defined by
dΓΩ(u)(x) = dΓL(u)(x) +
∫
M\diag
1Ω(y) (u(x) − u(y))2 d j(x, y). (2.2)
Proof. We will use formula (1.10). Note that
u2 ∈ F ∩ L∞ and uv, u2v ∈ F ∩ L∞
if u ∈ F ∩ L∞, v ∈ F ∩ L∞.
We first show that ∫
Ω
u2dΓL(ϕ) ≤ 2E(L)(u2ϕ, ϕ) + 4
∫
Ω
ϕ2dΓL(u). (2.3)
Indeed, using the Leibniz and chain rules of dΓL(·) (cf. [14, Lemma 3.2.5, Theorem 3.2.2]) and
using Cauchy-Schwarz, we have∫
M
u2dΓL(ϕ) =
∫
M
dΓL(u
2ϕ, ϕ) − 2
∫
M
uϕdΓL(u, ϕ)
≤ E(L)(u2ϕ, ϕ) + 1
2
∫
M
u2dΓL(ϕ) + 2
∫
M
ϕ2dΓL(u),
which gives that ∫
M
u2dΓL(ϕ) ≤ 2E(L)(u2ϕ, ϕ) + 4
∫
M
ϕ2dΓL(u).
Since ϕ is supported in Ω, we see that dΓL(ϕ) = 0 outside Ω (cf. [14, formula (3.2.26) p.128]),
thus proving (2.3).
Next we show that ∫
Ω
u2dΓ
(J)
Ω
(ϕ) ≤ 2E(J)(u2ϕ, ϕ) + 4
∫
Ω
ϕ2dΓ
(J)
Ω
(u), (2.4)
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where the measure dΓ
(J)
Ω
is defined by
dΓ
(J)
Ω
( f , g)(x) =
∫
Ω\diag
( f (x) − f (y)) (g(x) − g(y)) d j(x, y).
Indeed, noting that
u2(x)(ϕ(x) − ϕ(y))2 =
{[
(u2ϕ)(x) − (u2ϕ)(y)
]
−
[
u2(x) − u2(y)
]
ϕ(y)
}
(ϕ(x) − ϕ(y)),
we have∫
Ω×Ω\diag
u2(x)
[
ϕ(x) − ϕ(y)]2 d j(x, y) =∫
Ω×Ω\diag
[
(u2ϕ)(x) − (u2ϕ)(y)
]
(ϕ(x) − ϕ(y))d j(x, y)
−
∫
Ω×Ω\diag
[
u2(x) − u2(y)
]
ϕ(y)(ϕ(x) − ϕ(y))d j(x, y),
which gives that ∫
Ω
u2dΓ
(J)
Ω
(ϕ) =
∫
Ω
dΓ
(J)
Ω
(u2ϕ, ϕ) −
∫
Ω
ϕdΓ
(J)
Ω
(u2, ϕ). (2.5)
To estimate the last term, note that
−
∫
Ω
ϕdΓ
(J)
Ω
(u2, ϕ) = −
∫
Ω×Ω\diag
(u(x) + u(y))ϕ(y)(u(x) − u(y))(ϕ(x) − ϕ(y))d j(x, y)
= −
∫
Ω×Ω\diag
u(x)ϕ(y)(u(x) − u(y))(ϕ(x) − ϕ(y))d j(x, y)
−
∫
Ω×Ω\diag
u(y)ϕ(y)(u(x) − u(y))(ϕ(x) − ϕ(y))d j(x, y).
From this and using the Cauchy-Schwarz inequality, we derive
−
∫
Ω
ϕdΓ
(J)
Ω
(u2, ϕ)
≤1
4
∫
Ω×Ω\diag
u2(x)(ϕ(x) − ϕ(y))2d j(x, y) +
∫
Ω×Ω\diag
ϕ2(y)(u(x) − u(y))2d j(x, y)
+
1
4
∫
Ω×Ω\diag
u2(y)(ϕ(x) − ϕ(y))2d j(x, y) +
∫
Ω×Ω\diag
ϕ2(y)(u(x) − u(y))2d j(x, y)
=
1
2
∫
Ω
u2dΓ
(J)
Ω
(ϕ) + 2
∫
Ω
ϕ2dΓ
(J)
Ω
(u).
Plugging this into (2.5), we have∫
Ω
u2dΓ
(J)
Ω
(ϕ) ≤ 2
∫
Ω
dΓ
(J)
Ω
(u2ϕ, ϕ) + 4
∫
Ω
ϕ2dΓ
(J)
Ω
(u). (2.6)
As ϕ vanishes outside Ω, we see that
E(J)(u2ϕ, ϕ) =
∫
M×M\diag
[
(u2ϕ)(x) − (u2ϕ)(y)
]
(ϕ(x) − ϕ(y))d j(x, y)
=
∫
Ω×Ω\diag
+2
∫
Ω×Ωc
+
∫
Ωc×Ωc\diag
· · ·
=
∫
Ω
dΓ
(J)
Ω
(u2ϕ, ϕ) + 2
∫
Ω×Ωc
(u2ϕ2)(x)d j(x, y)
≥
∫
Ω
dΓ
(J)
Ω
(u2ϕ, ϕ),
which together with (2.6) implies (2.4).
Finally, summing up (2.3), (2.4) we conclude from (2.2) that (2.1) is true. 
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We state condition (S ).
Survival estimate. There exist constants ε, δ ∈ (0, 1) such that, for all balls B of radius r ∈ (0,R0)
and for all t1/β ≤ δr,
1 − PBt 1B(x) ≤ ε (S)
for µ-almost all x ∈ 1
4
B.
Lemma 2.2. Let (E,F ) be a regular Dirichlet form in L2(M, µ). Then
(S ) ⇒ (CIB).
Proof. Fix x0 ∈ M and set B0 = B(x0,R), B′ = B(x0,R + r) for 0 < R < R + r < R0 and let B′ ⊂ Ω
for any open subset Ω of M. It suffices to show that there exists some φ ∈cutoff(B0, B′) such that∫
Ω
u2dΓΩ(φ) ≤ C1
∫
Ω
φ2dΓΩ(u) +
C2
rβ
∫
Ω
φu2dµ (2.7)
for any u ∈ F ∩ L∞, where the measure dΓΩ is defined by (2.2), since this inequality, on taking
Ω = M and using the fact that φ ≤ 1 in M, will imply (CIB).
To do this, let
w :=
∫
+∞
0
e−λtPB
′
t 1B′dt,
where λ = r−β. It is known that
E(w, ϕ) + λ
∫
B′
wϕdµ =
∫
B′
ϕdµ, (2.8)
for any ϕ ∈ F (B′). By [23, (3.6) p.1503], we have that
te−λtPB
′
t 1B′ ≤ w ≤ rβ in M.
Let z ∈ B0 be any point and set Bz = B(z, r) ⊂ B′. An application of (S) with t = (δr)β yields that
for almost all x ∈ 1
4
Bz,
w(x) ≥ te−λtPB′t 1B′(x) ≥ te−λtPBzt 1Bz(x) ≥ (δr)β e−δ
β
(1 − ε) = C−10 rβ,
for C0 =
[
δβe−δ
β
(1 − ε)
]−1
> 1. Hence,
w ≤ rβ in M,
w ≥ C−10 rβ in B0.
Set v := C0
w
rβ
. Then v ≤ C0 in M, and v ≥ 1 in B0. Define
φ = v ∧ 1 in M.
We see that φ ∈ cutoff (B0, B′). It suffices to show such a function φ satisfies (2.7).
Indeed, using (2.1) with ϕ = v,∫
Ω
u2dΓΩ(v) ≤ 2E(u2v, v) + 4
∫
Ω
v2dΓΩ(u). (2.9)
Observe that in M
C0φ = C0 (v ∧ 1) = (C0v) ∧C0 ≥ v ∧ C0 = v, (2.10)
which gives that ∫
Ω
v2dΓΩ(u) ≤ C20
∫
Ω
φ2dΓΩ(u). (2.11)
On the other hand, using (2.8) with ϕ = u2v and using (2.10)
E(u2v, v) = C0
rβ
E(u2v,w)
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=
C0
rβ
{∫
B′
u2vdµ − λ
∫
B′
(
u2v
)
wdµ
}
≤ C0
rβ
∫
u2vdµ ≤ C
2
0
rβ
∫
u2φdµ. (2.12)
Thus, plugging (2.12), (2.11) into (2.9), we conclude that∫
Ω
u2dΓΩ(v) ≤
2C2
0
rβ
∫
Ω
u2φdµ + 4C20
∫
Ω
φ2dΓΩ(u).
Finally, using the facts that |φ(x) − φ(y)| ≤ |v(x) − v(y)| and that φ(x) ≤ v(x) for any x, y ∈ M
and then using [14, formula (3.2.12), p.122] and (2.2),∫
Ω
u2dΓΩ(φ) ≤
∫
Ω
u2dΓΩ(v).
Therefore, we obtain (2.7) with C1 = 4C
2
0
, C2 = 2C
2
0
. 
The same result in Lemma 2.2 was proved in [1, 23] for the local case.
We show the following two inequalities (2.13) and (2.14) by using condition (CIB).
Proposition 2.3. Let (E,F ) be a regular Dirichlet form in L2(M, µ). Let B0 = B(x0,R), B′ =
B(x0,R + r) be two balls with 0 < R < R + r < R0. If conditions (CIB), (V≤), (J≤) hold, then for
every positive integer n, there exists some function φ = φn ∈ cutoff(B0, B′) satisfying that∫
u2dΓ(φ) ≤ C3
n
∫
dΓ(u) +
C4n
β
rβ
∫
u2dµ (2.13)
for all u ∈ F ∩ L∞, and that
‖φ − Φ‖∞ ≤ 1/n (2.14)
with
Φ(y) :=
(
R + r − d(x0, y)
r
)
+
∧ 1, (2.15)
where C3 ≥ 1,C4 ≥ 1 are universal constants (independent of B0, B′, n, u and R0) and φ is inde-
pendent of u.
Proof. Fix positive integer n and for integers 0 ≤ k ≤ n set rk = kr/n, Bk := B(x0,R + rk). Define
Uk := Bk \ Bk−1(1 ≤ k ≤ n).
For a function u ∈ F ∩ L∞, we apply (CIB) to each pair (Bk−1, Bk) (k ≥ 1) and obtain∫
M
u2dΓ(φk) ≤ C1
∫
M
dΓ(u) +
C2
(r/n)β
∫
M
u2dµ (2.16)
for some φk ∈cutoff(Bk−1, Bk).
We define
φ = φn :=
1
n
n∑
k=1
φk.
Clearly, φ ∈cutoff(B0, B′) and for each 1 ≤ k ≤ n,
n − k
n
≤ φ = φk +
(
φk+1 + · · · + φn
)
n
≤ n − k + 1
n
in Uk.
On the other hand, for any y ∈ Uk we have R+ rk−1 ≤ d(x0, y) < R+ rk, and by definition (2.15) of
Φ,
n − k
n
= 1 − rk
r
≤ Φ(y) ≤ 1 − rk−1
r
=
n − k + 1
n
.
Hence, we see that (2.14) holds on each Uk. Both functions φ and Φ take values 1 in B0, and 0
outside B′, and (2.14) is also true in the set B0 ∪ (M \ B′).
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It remains to prove (2.13) with such choice of φ.
To do this, note that, using the fact that 1ΩdΓL(u1, u2) = 0 for u1, u2 ∈ F if u1 is constant on Ω
(cf. [14, formula (3.2.26) p. 128]),∫
u2dΓL(φ) =
1
n2
n∑
k=1
∫
u2dΓL(φk). (2.17)
On the other hand, for any x, y ∈ M,
(φ(x) − φ(y))2 = 1
n2

n∑
k=1
(
φk(x) − φk(y)
)
2
=
1
n2

n∑
k=1
(
φk(x) − φk(y)
)2
+ 2
n−1∑
k=1
n∑
j=k+1
(φk(x) − φk(y))(φ j(x) − φ j(y))
 . (2.18)
The last double summation contains the following terms ( j = k + 1 and 1 ≤ k ≤ n − 1):
2
n−1∑
k=1
(φk(x) − φk(y))(φk+1(x) − φk+1(y)) ≤
n−1∑
k=1
(φk(x) − φk(y))2 +
n−1∑
k=1
(φk+1(x) − φk+1(y))2
≤ 2
n∑
k=1
(φk(x) − φk(y))2,
where we have used the Cauchy-Schwarz. From this, we obtain from (2.18) that
(φ(x) − φ(y))2 ≤ 3
n2
n∑
k=1
(
φk(x) − φk(y)
)2
+
2
n2
n−2∑
k=1
n∑
j=k+2
(φk(x) − φk(y))(φ j(x) − φ j(y)).
Multiplying by u2(x)J(x, y) then integrating over M × M on both sides, we obtain that∫
M×M
u2(x)(φ(x) − φ(y))2J(x, y)dµ(y)dµ(x)
≤ 3
n2
n∑
k=1
∫
M×M
u2(x)
(
φk(x) − φk(y)
)2
J(x, y)dµ(y)dµ(x)
+
2
n2
n−2∑
k=1
n∑
j=k+2
∫
M×M
u2(x)(φk(x) − φk(y))(φ j(x) − φ j(y))J(x, y)dµ(y)dµ(x). (2.19)
Noting that for any 1 ≤ k ≤ n − 2 and any k + 2 ≤ j ≤ n
φ jφk = φk in M,
we have that for any x, y ∈ M
(φk(x) − φk(y))(φ j(x) − φ j(y)) = φk(x) − φk(x)φ j(y) − φk(y)φ j(x) + φk(y)
= φk(x)(1 − φ j(y)) + φk(y)(1 − φ j(x)).
Plugging this into (2.19) and then summing up with (2.17), we obtain that∫
u2dΓ(φ) =
∫
u2dΓL(φ) +
∫
M×M
u2(x)(φ(x) − φ(y))2J(x, y)dµ(y)dµ(x)
≤
n∑
k=1
{
1
n2
∫
u2dΓL(φk) +
3
n2
∫
M×M
u2(x)
(
φk(x) − φk(y)
)2
J(x, y)dµ(y)dµ(x)
}
+
2
n2
n−2∑
k=1
n∑
j=k+2
∫
M×M
u2(x)φk(x)(1 − φ j(y))J(x, y)dµ(y)dµ(x)
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+
2
n2
n−2∑
k=1
n∑
j=k+2
∫
M×M
u2(x)φk(y)(1 − φ j(x))J(x, y)dµ(y)dµ(x)
:=I1 + 2I2 + 2I3. (2.20)
We will estimate I1, I2, I3 separately.
For the term I1, we apply (2.16) to obtain
I1 ≤
3
n2
n∑
k=1
∫
u2dΓ(φk) ≤
3
n2
n∑
k=1
{
C1
∫
dΓ(u) +
C2
(r/n)β
∫
u2dµ
}
≤ 3C1
n
∫
dΓ(u) +
3C2n
β−1
rβ
∫
u2dµ. (2.21)
For the term I2, observe that for any 1 ≤ k ≤ n − 2 and k + 2 ≤ j ≤ n,
dist
(
supp(φk), supp(1 − φ j)
)
≥ dist
(
Bk, B
c
j−1
)
≥ r/n. (2.22)
Recall that by (J≤), (V≤), we have that∫
B(x,ρ)c
J(x, y)dµ(y) ≤ Cρ−β (2.23)
for µ-almost all x ∈ M (cf. [21, Proof of Proposition 4.7]). From this and using (2.22), we have∫
M×M
u2(x)φk(x)(1 − φ j(y))J(x, y)dµ(y)dµ(x)
=
∫
Bk×Bcj−1
u2(x)φk(x)(1 − φ j(y))J(x, y)dµ(y)dµ(x)
≤
∫
Bk×Bcj−1
u2(x)J(x, y)dµ(y)dµ(x)
≤ C
′
(r/n)β
∫
Bk
u2(x)dµ(x).
Hence,
I2 ≤
1
n2
n−2∑
k=1
n∑
j=k+2
C′
(r/n)β
∫
Bk
u2(x)dµ(x) ≤ C
′nβ
rβ
∫
u2dµ. (2.24)
Similarly, we have that, using (2.22), (2.23),∫
M×M
u2(x)φk(y)(1 − φ j(x))J(x, y)dµ(y)dµ(x) ≤
∫
Bc
j−1×Bk
u2(x)J(x, y)dµ(y)dµ(x)
≤ C
′
(r/n)β
∫
Bc
j−1
u2(x)dµ(x),
which gives that
I3 ≤
1
n2
n−2∑
k=1
n∑
j=k+2
C′
(r/n)β
∫
Bc
j−1
u2(x)dµ(x) ≤ C
′nβ
rβ
∫
u2dµ. (2.25)
Therefore, plugging (2.21), (2.24) and (2.25) into (2.20), we conclude that∫
u2dΓ(φ) ≤ 3C1
n
∫
dΓ(u) +
(3C2 + 4C
′) nβ
rβ
∫
u2dµ,
thus proving (2.13). The proof is complete. 
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Remark 2.4. A self-improvement of condition (AB) for the jump type (nonlocal) Dirichlet form is
addressed in [16, Lemma 2.9] by using a much more complicated cutoff function constructed in [1,
Lemma 5.1]. The reason is that in [16, Lemma 2.9] one needs to consider the integral
∫
φ2dΓ(u)-
a smaller integral involving the function φ2, incurring a certain amount of troubles. See also [12,
the proof of Proposition 2.4] for a self-improvement of condition CSJ(φ).
Remark 2.5. If the Dirichlet form is strongly local, the following sharper self-improvement than
(2.13) was proved in [32, Lemma 2.1]: setting U = BR+r \ BR,∫
U
u2dΓ(φ) ≤ C3
n
∫
U
dΓ(u) +
C4n
β/2−1
rβ
∫
U
u2dµ,
which contains the better factor nβ/2−1 (instead of nβ in (2.13) above), but starting from a stronger
assumption (CS A) introduced in [1]. For the non-local Dirichlet form, this factor does not play a
role as we will see in the proof of Theorem 1.4 below.
3. Off-diagonal upper bound
In this section, we prove Theorem 1.4 and Theorem 1.5. To prove Theorem 1.4, we need to
obtain upper estimate of the heat kernel q
(ρ)
t (x, y) associated with the truncated Dirichlet form
(Eρ,Fρ) defined by (1.12) for any 0 < ρ < ∞. This can be done by carrying out Davies’ perturba-
tion method. Note that the form (E,F ) or (Eρ,Fρ) may not be conservative at this stage.
For any regular Dirichlet form (E,F ), recall the following identity (cf. [14, formula (4.5.7),
p.181]): for any u, v ∈ F ,
E(u, v) = lim
t→0+
E(t)(u, v) := lim
t→0+
{
1
2t
∫
M×M
(u(x) − u(y))(v(x) − v(y))Pt(x, dy)dµ(x)
+
1
t
∫
M
uv(1 − Pt1)dµ
}
, (3.1)
where Pt(x, dy) is the transition function. Using this, we have that for any three measurable func-
tions u, v,w such that all functions u, vw, uv,w belong to F ,
E(u, vw) =E(uv,w)
+ lim
t→0+
1
2t
∫
M×M
(u(x)w(y) − u(y)w(x))(v(x) − v(y))Pt(x, dy)dµ(x), (3.2)
and that, using (1.6), ∫
udΓ(v) = lim
t→0+
∫
udΓ(t)(v) (3.3)
for any u, v ∈ F ∩ L∞, where∫
udΓ(t)(v) :=
1
2t
{∫
M×M
u(x)(v(x) − v(y))2Pt(x, dy)dµ(x) +
∫
M
uv2(1 − Pt1)dµ
}
.
For any function f and any number ρ > 0, set
osc( f , ρ) := sup
x,y∈M
d(x,y)≤ρ
| f (y) − f (x)| . (3.4)
The following lemma is motivated by [9, Theorem 3.9], [31, Lemma 3.4].
Lemma 3.1. Let (Eρ,Fρ) be a regular Dirichlet form defined in (1.12) for 0 < ρ < ∞ with energy
measure dΓρ(·). Then
Eρ(e−ψ f , eψ f 2p−1) ≥
1
2p
Eρ( f p) − 9pΛψ
∫
M
f 2pdΓρ(ψ) (3.5)
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for any ψ ∈ F ∩ L∞, any non-negative f ∈ F ∩ L∞ and any p ≥ 1, where
Λψ =
1, J ≡ 0,e2osc(ψ,ρ), J , 0. (3.6)
Proof. We note that eψ − 1 ∈ F ∩ L∞ by using (3.1) and the elementary inequality
(ea − 1)2 ≤ e2|a|a2 (3.7)
for all a ∈ R. It follows that both functions eψg and e−ψg belong to F ∩ L∞ if g ∈ F ∩ L∞. By
symmetry Qt(x, dy)dµ(x) = Qt(y, dx)dµ(y) for the transition function Qt(x, dy) associated with the
form (Eρ,Fρ),
mt(dx, dy) :=
1
2t
Qt(x, dy)dµ(x) =
1
2t
Qt(y, dx)dµ(y).
Applying (3.2) with u = e−ψ f , v = eψ, w = f 2p−1 and E being replaced by Eρ, we have
Eρ(e−ψ f , eψ f 2p−1) = Eρ( f , f 2p−1)
+lim
t↓0+
{∫
M×M
[(
e−ψ f
)
(x) f 2p−1(y) −
(
e−ψ f
)
(y) f 2p−1(x)
]
×
(
eψ(x) − eψ(y)
)
mt(dx, dy)
}
:= I1 + I2. (3.8)
For I1, we have
I1 = Eρ( f , f 2p−1) ≥
2p − 1
p2
Eρ( f p) (3.9)
(cf. [9, formulae (3.17)] that is valid for any regular Dirichlet form by using (3.1)).
To estimate I2, note that
I2 = lim
t↓0+
{∫
M×M
(
f 2p(y) − f 2p(x)
)
e−ψ(x)
(
eψ(x) − eψ(y)
)
mt(dx, dy)
+
∫
M×M
f 2p(x)
(
e−ψ(x) − e−ψ(y)
) (
eψ(x) − eψ(y)
)
mt(dx, dy)
+2
∫
M×M
f 2p−1(y) ( f (x) − f (y)) eψ(y)
(
e−ψ(y) − e−ψ(x)
)
mt(dx, dy)
}
. (3.10)
From this and using the Cauchy-Schwarz and the following elementary inequalities∫
f 2p−2dΓρ( f ) ≤ Eρ( f 2p−1, f ) ≤ Eρ( f p)
(see [9, formulas (3.16), (3.17)]), we have
I2 ≥ −
√
Eρ( f p)

√∫
f 2pe2ψdΓρ(e−ψ − 1) +
√∫
f 2pe−2ψdΓρ(eψ − 1)

−
(∫
f 2pe2ψdΓρ(e
−ψ − 1) ·
∫
f 2pe−2ψdΓρ(eψ − 1)
)1/2
− 2
(
Eρ( f p)
∫
f 2pe2ψdΓρ(e
−ψ − 1)
)1/2
. (3.11)
We further estimate I2 by using the following fact:
max
{∫
f 2pe2ψdΓρ(e
−ψ − 1),
∫
f 2pe−2ψdΓρ(eψ − 1)
}
≤ Λψ
∫
f 2pdΓρ(ψ), (3.12)
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and indeed, this fact can be proved by noting that
e−2ψdΓL(eψ − 1) = dΓL(ψ) = e2ψdΓL(e−ψ − 1)
from the chain rule for the energy measure dΓL(·) (cf. [14, Theorem 3.2.2]), and that
e2ψ(x)(e−ψ(x) − e−ψ(y))2 ≤ e2osc(ψ,ρ) |ψ(x) − ψ(y)|2
for any x, y with d(x, y) ≤ ρ.
Then, plugging (3.12) into (3.11) and then using the elementary inequality 4ab ≤ a2
2p
+ 8pb2 for
a, b > 0, we obtain
I2 ≥ −
1
2p
Eρ( f p) − 9pΛψ
∫
f 2pdΓρ(ψ). (3.13)
Finally, plugging (3.9), (3.13) into (3.8), we conclude that, using
2p−1
p2
≥ 1
p
,
Eρ(e−ψ f , eψ f 2p−1) ≥
1
2p
Eρ( f p) − 9pΛψ
∫
f 2pdΓρ(ψ),
thus proving (3.5), as desired. 
We estimate the last term in (3.5) by using the cutoff inequality developed in Section 2. For
0 < η < 1, set
c1(η) =
0, J ≡ 0,2(β + 1) (η + 2η2) , J , 0. (3.14)
Lemma 3.2. Let BR, BR+r be two concentric balls in M with 0 < R < R+r < R0 and let (Eρ,Fρ) be
the truncated Dirichlet form defined in (1.12) with 0 < ρ < r. Assume all the conditions (J≤), (V≤)
and (CIB) are satisfied by the form (E,F ). Then for any p ≥ 1 and any λ ≥ η−1 with η := ρ/r,
and for any non-negative f ∈ F ∩ L∞, there exists some function φ = φp,λ ∈cutoff(BR, BR+r)
(independent of f ) such that
Eρ(e−λφ f , eλφ f 2p−1) ≥
1
4p
E( f p) − TC0p2β+1λ2β+2
∫
f 2pdµ, (3.15)
and that
‖φ − Φ‖∞ ≤
1
(6λp)2
<
1
λp
, (3.16)
where C0 is some universal constant independent of BR, BR+r, ρ, p, λ,R0 and functions φ, f , and
where Φ is given by (2.15), and
T =
1/r
β, J ≡ 0,
ec1(η)λ/ρβ, J , 0,
(3.17)
with c1(η) given by (3.14).
Remark 3.3. We will see from the proof below that the energy Eρ(eλφf,e−λφf2p−1) has the same
lower bound as in (3.15).
Proof. Applying Lemma 3.1 with ψ = λφ, we have
Eρ(e−λφ f , eλφ f 2p−1) ≥
1
2p
Eρ( f p, f p) − 9pλ2Λλφ
∫
f 2pdΓρ(φ), (3.18)
for any φ ∈ cutoff(BR, BR+r), any 0 ≤ f ∈ F ∩ L∞ and any p ≥ 1, λ > 0, where Λφ is given by
(3.6) with ψ being replaced by φ. Using (2.23) and [21, Proposition 4.1], we have
E( f p) − Eρ( f p) ≤ 4
∫
f 2pdµ · sup
x∈M
{∫
B(x,ρ)c
J(x, y)dµ(y)
}
≤ C5
ρβ
∫
f 2pdµ, (3.19)
where C5 ≥ 0 is some universal constant independent of f , p, ρ (noting that C5 = 0 if J ≡ 0).
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Plugging this into (3.18) we obtain
Eρ(e−λφ f , eλφ f 2p−1) ≥
1
2p
{
E( f p) − C5
ρβ
∫
f 2pdµ
}
− 9pλ2Λλφ
∫
f 2pdΓρ(φ). (3.20)
We further estimate the energy Eρ(e−λφ f , eλφ f 2p−1) starting from (3.20) by using a self-improvement
(2.13) of condition (CIB).
To do this, we claim that
Eρ(e−λφ f , eλφ f 2p−1) ≥
1
4p
E( f p) − C5
2pρβ
∫
f 2pdµ
−9pλ2e2λc2(η)C4n
2β
rβ
∫
f 2pdµ, (3.21)
where c2(η) is defined by
c2(η) =
0, J ≡ 0,η + 2η2, J , 0. (3.22)
We distinguish two cases.
Case J , 0. Applying (2.13) with u = f p and n being replaced by n2, we have that for each
integer n ≥ 1, there exists φ := φn ∈ cutoff(BR, BR+r) satisfying that∫
f 2pdΓρ(φ) ≤
∫
f 2pdΓ(φ) ≤ C3
n2
E( f p) + C4n
2β
rβ
∫
M
f 2pdµ, (3.23)
and that
‖φ − Φ‖∞ ≤
1
n2
. (3.24)
By definition (2.15) of Φ, we see that
osc(Φ, ρ) ≤ sup
d(x,y)≤ρ
d(x, y)
r
≤ ρ
r
= η. (3.25)
Thus, we see from (3.24), (3.25), (3.22) that
osc(φ, ρ) ≤ osc(Φ, ρ) + 2
n2
≤ η + 2η2 = c2(η)
provided that
n ≥ 1
η
. (3.26)
This implies by (3.6) that
Λ
λ
φ = e
2λosc(φ,ρ) ≤ e2λc2(η).
Therefore, using this, we obtain from (3.20), (3.23) that under (3.26),
Eρ(e−λφ f , eλφ f 2p−1) ≥
1
2p
{
E( f p) − C5
ρβ
∫
f 2pdµ
}
−9pλ2e2λc2(η)
{
C3
n2
E( f p) + C4n
2β
rβ
∫
M
f 2pdµ
}
=
{
1
2p
− 9pλ2e2λc2(η)C3
n2
}
E( f p)
−
{
C5
2pρβ
+ 9pλ2e2λc2(η)
C4n
2β
rβ
}∫
f 2pdµ. (3.27)
Choose the least integer n ≥ 1 such that
1
2p
− 9pλ2e2λc2(η)C3
n2
≥ 1
4p
,
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that is,
n =
⌈
6pλ exp(λc2(η))
√
C3
⌉
. (3.28)
With such choice of n, condition (3.26) is satisfied by using the assumption that λ ≥ η−1, since
C3 ≥ 1 and
n =
⌈
6pλ exp(λc2(η))
√
C3
⌉
≥ 6pλ > 1
η
.
From this and using (3.27), we obtain that (3.21) holds for J , 0.
Case J ≡ 0. It is not difficult to see from above that (3.21) also follows from (3.20) with C5 = 0
and c2(η) = 0 if J ≡ 0, since Λφ ≡ 1.
Therefore, inequality (3.21) holds, and our claim is true.
Noting that by (3.28)
n ≤ 6pλ exp(λc2(η))
√
C3 + 1 ≤ 12pλ exp(λc2(η))
√
C3,
we have that, using the fact that c1(η) = 2(β + 1)c2(η) by (3.14), (3.22),
9pλ2e2λc2(η)
C4n
2β
rβ
≤ 9pλ2e2λc2(η)
C4
(
12pλ exp(λc2(η))
√
C3
)2β
rβ
= C6p
2β+1λ2β+2
exp(2(β + 1)c2(η)λ)
rβ
= C6p
2β+1λ2β+2
exp(c1(η)λ)
rβ
, (3.29)
where C6 = 9 × 122βC4Cβ3. Plugging (3.29) into (3.21), we see that
Eρ(e−λφ f , eλφ f 2p−1) ≥
1
4p
E( f p) − C5
2pρβ
∫
f 2pdµ
−C6p2β+1λ2β+2
exp(c1(η)λ)
rβ
∫
f 2pdµ, (3.30)
which gives that
Eρ(e−λφ f , eλφ f 2p−1) ≥
1
4p
E( f p) − p2β+1λ2β+2
[
C5
ρβ
+
C6 exp(c1(η)λ)
rβ
] ∫
f 2pdµ,
thus, proving (3.15) by setting C0 = C5 +C6, with T given by (3.17).
Finally, inequality (3.16) follows directly from (3.24), (3.28) by noting that 1
n2
≤ 1
(6pλ)2
. The
proof is complete. 
To prove the off-diagonal upper bound (UE), we need the following two lemmas. We begin
with the first one, Lemma 3.4 below, which can be proved as in [31, Lemma 3.7], see also [9,
Lemma 3.21].
Lemma 3.4. Let w : (0,∞) → (0,∞) be a non-decreasing function and suppose that u ∈
C1([0,∞); (0,∞)) satisfies that for all t ≥ 0,
u′(t) ≤ −b t
p−2
wθ(t)
u1+θ(t) + Ku(t) (3.31)
for some b > 0, p > 1, θ > 0 and K > 0. Then
u(t) ≤
(
2pv
θb
)1/θ
t−(p−1)/θeKp
−νtw(t) (3.32)
for any ν ≥ 1.
We give the following second lemma that is of independent interest.
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Lemma 3.5. Assume that condition (V≤) holds. If the heat kernel pt(x, y) satisfies
pt(x, y) ≤
C
tα/β
exp(R
−β
0
t ) exp
−c
(
d(x, y)
t1/β
) β
β′−1
 (3.33)
for µ-almost all x, y ∈ M and for all t > 0, where β′ > β > 1 and C, c are independent of R0, then
it also satisfies (UEloc) (that is, estimate (3.33) also holds with β
′ being replaced by β and with
some C, c being independent of R0).
Remark 3.6. Lemma 3.5 is a self-improvement of the heat kernel estimate, raising some power
β
β′−1 to the power
β
β−1 , the best one possible. The smaller β
′ is, the sharper (3.33).
The proof below is inspired by [19, proof of Theorem 5.7, pp. 542-544] wherein β′ = β+ 1 and
R0 = ∞. We will see that β′ = 2β + 2 in our application.
Proof. We claim that if β′ ≥ β + 1, then (3.33) also holds with β′ being replaced by β′ − 1. The
proof is quite long.
Let
θ := β/
(
β′ − 1) . (3.34)
Clearly, 0 < θ ≤ 1. For x ∈ M, t > 0, let
r = 2t1/β/δ (3.35)
with δ > 0 to be chosen later. Set B := B(x, r), Bk = kB (k ≥ 1), B0 = ∅.
Let us show that for any 0 < ε < 1, there exists some δ = δ(ε) > 0 such that
Pt1Bc
k
≤ exp(R−β
0
t )kαεk
θ
in
1
4
B (3.36)
for any integer k ≥ 1 and any t > 0.
Indeed, if Bc
k
is empty, then (3.36) is trivial since Pt1Bc
k
= 0 in M. Assume that Bc
k
, ∅. Using
(V≤) and (3.35), we have from (3.33) that for µ-almost all y ∈ 14B and all t > 0,
Pt1Bc
k
(y) ≤
∫
M\B(x,kr)
C
tα/β
exp(R
−β
0
t ) exp
−c
(
d(y, z)
t1/β
) β
β′−1
 dµ(z)
≤ exp(R−β
0
t )
∫
M\B(x,kr)
C
tα/β
exp
−c′
(
d(x, z)
t1/β
) β
β′−1
 dµ(z)
≤ exp(R−β
0
t )C′
∫ ∞
k/δ
sα−1 exp(−c′sθ)ds
= exp(R
−β
0
t )kαC′
∫ ∞
1/δ
sα−1 exp(−c′ (ks)θ)ds (3.37)
for any k ≥ 1 (see [20, formula (3.7)]), where C′, c′ are independent of R0.
For any 0 < ε < 1, choose δ > 0 to be so small that both of what follows are satisfied:
C′
∫ ∞
1/δ
sα−1 exp
(
−c
′
2
sθ
)
ds ≤ 1,
exp
(
−c
′
2
δ−θ
)
≤ ε.
From this, we have
C′
∫ ∞
1/δ
sα−1 exp(−c′ (ks)θ)ds = C′
∫ ∞
1/δ
exp
(
−c
′
2
kθsθ
)
· sα−1 exp
(
−c
′
2
kθ sθ
)
ds
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≤ exp
(
−c
′
2
kθδ−θ
)
· C′
∫ ∞
1/δ
sα−1 exp
(
−c
′
2
sθ
)
ds
≤
{
exp
(
−c
′
2
δ−θ
)}kθ
≤ εkθ ,
Therefore, by (3.37),
Pt1Bc
k
(y) ≤ exp(R−β
0
t )kαC′
∫ ∞
1/δ
sα−1 exp(−c′ (ks)θ)ds ≤ exp(R−β
0
t )kαεk
θ
,
thus proving (3.36).
Define the function Et,x by
Et,x(·) = exp
a
(
d(x, ·)
t1/β
)θ (3.38)
for some constant a > 0 to be determined later. Let us show that for all t > 0 and all x ∈ M,
PtEt,x ≤ A1 exp(R−β0 t ) a.a. in B(x, r/4), (3.39)
where A1 is some constant depending on ε, δ only.
Indeed, by (3.38) and (3.36), (3.35), we have that in 1
4
B,
PtEt,x =
∞∑
k=0
Pt
(
1Bk+1\BkEt,x
) ≤ ∞∑
k=0
∥∥∥Et,x∥∥∥L∞(Bk+1) Pt1Bk+1\Bk
≤
∞∑
k=0
exp
a
(
(k + 1)r
t1/β
)θ · Pt1Bck
≤
∞∑
k=0
exp
a2θ
(
k + 1
δ
)θ · exp(R−β0 t )kαεkθ .
Choose a < 1
3
(δ/2)θ log(1/ε) such that this series converges, proving (3.39).
Let us show that for all t > 0 and all x ∈ M,
PtEt,x ≤ A2 exp(R−β0 t )Et,x in M, (3.40)
for some constant A2 = A2(ε, δ).
Indeed, using the elementary inequality that (a+b)θ ≤ aθ+bθ for any a, b ≥ 0 and any 0 ≤ θ ≤ 1,
we have that for any x, y, z ∈ M and t > 0,
Et,x(y) = exp
a
(
d(x, y)
t1/β
)θ
≤ exp
a
(
d(x, z)
t1/β
)θ exp
a
(
d(z, y)
t1/β
)θ = Et,x(z)Et,z(y),
that is, Et,x ≤ Et,x(z)Et,z, and thus
PtEt,x ≤ Et,x(z)PtEt,z. (3.41)
Note that by (3.39)
PtEt,z ≤ A1 exp(R−β0 t ) a.a. in B(z, r/4) (3.42)
for all t > 0. For all y ∈ B(z, r/4), by (3.35),
Et,y(z) ≤ exp
(
a
(
r
4t1/β
)θ)
= exp
(
a (2δ)−θ
)
:= A3,
and hence,
Et,x(z) ≤ Et,x(y)Et,y(z) ≤ A3Et,x(y).
DAVIES’ METHOD 19
It follows from (3.41), (3.42) that
PtEt,x ≤ A1A3 exp(R−β0 t )Et,x a.a. in B(z, r/4).
Since the point z is arbitrary, we cover M by a countable sequence of balls like B(z, r), and obtain
that (3.40) is true with A2 = A1A3.
Let us show that for all t > 0, x ∈ M, and for any integer k ≥ 1,
PktEt,x ≤ exp( kR−β0 t )Ak2 a.a. in B(x, r/4) with r = 2t1/β/δ. (3.43)
Indeed, by (3.40)
PktEt,x = P(k−1)tPtEt,x ≤
{
A2 exp(R
−β
0
t )
}
P(k−1)tEt,x ≤ . . . ≤ Ak−12 exp( (k − 1)R−β0 t )PtEt,x,
which together with (3.39) gives (3.43), where we have used A2 ≥ A1.
Fix BR := B(x0,R) for any R > 0 and any x0 ∈ M. We show that
Pt1Bc
R
≤ A0 exp(R−β0 t ) exp
(
a′λt − a
(
Rλ1/β
)θ)
in
1
2
BR (3.44)
for all t > 0 and all λ > 0, where constants A0, a
′ depend on ε, δ only.
Indeed, assume that Bc
R
, ∅; otherwise (3.44) is trivial. Observe that for any x ∈ 1
2
BR,
Pt1Bc
R
≤ Pt1B(x,R/2)c .
It suffices to show that for all x ∈ 1
2
BR and all t > 0,
Pt1B(x,R/2)c ≤ A0 exp(R−β0 t ) exp
(
a′λt − a
(
Rλ1/β
)θ)
(3.45)
in a (small) ball containing x. Then covering 1
2
BR by a countable family of such balls, we obtain
(3.44).
To see this, replacing t by t/k in (3.43), we have that for all t > 0, x ∈ M and any k ≥ 1,
PtEt/k,x ≤ exp(R−β0 t )Ak2 in B(x, rk),
where rk = (t/k)
1/β /(2δ). Since
Et/k,x ≥ exp
a
(
R
(t/k)1/β
)θ in B(x,R)c,
we have that
1B(x,R)c ≤ exp
−a
(
R
(t/k)1/β
)θEt/k,x in M.
It follows that for all t > 0, x ∈ M
Pt1B(x,R)c ≤ exp
−a
(
R
(t/k)1/β
)θPtEt/k,x ≤ exp(R−β0 t ) exp
a′k − a
(
R
(t/k)1/β
)θ
in B(x, rk), where a
′
= log A2. Given any λ > 0 and any t > 0, we can choose an integer k ≥ 1
such that
λt ≤ k < λt + 1.
With such choice of k, we conclude that for all t > 0, x ∈ M and all λ > 0,
Pt1B(x,R)c ≤ exp(R−β0 t ) exp
a′ (λt + 1) − a
(
R
(1/λ)1/β
)θ
in B(x, rk), which finishes the proof of (3.45), and also of (3.44).
Choosing λ in (3.44) such that a′λt = a
(
Rλ1/β
)θ
/2, that is,
λ =
(
aRθ
2a′t
) β
β−θ
,
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we conclude that for all t > 0,
Pt1Bc
R
≤ A0 exp(R−β0 t ) exp
(−a′λt) = A0 exp(R−β0 t ) exp
−c ( R
t1/β
) β
β/θ−1
 (3.46)
in B(x0,R/2), for some universal constant c > 0 (also independent of R0).
For two distinct points x0, y0 ∈ M, let R = d(x0, y0)/2. By the semigroup property,
p2t (x, y) =
∫
M
pt(x, z)pt(z, y)dµ(z)
≤
{∫
B(x0,R)c
+
∫
B(y0,R)c
}
pt(x, z)pt(z, y)dµ(z) =: I1(x, y) + I2(x, y). (3.47)
Using (DUE) and (3.46), we have that for all t > 0 and µ-almost all x ∈ B(x0,R/2), y ∈ M,
I1(x, y) =
∫
B(x0,R)c
pt(x, z)pt(z, y)dµ(z)
≤ sup
z∈B(x0,R)c
pt(z, y) ·
∫
B(x0,R)c
pt(x, z)dµ(z)
≤ C
tα/β
exp( 2R
−β
0
t ) exp
−c ( R
t1/β
) β
β/θ−1

=
C
tα/β
exp( 2R
−β
0
t ) exp
−c
(
d(x0, y0)
2t1/β
) β
β/θ−1
 . (3.48)
Similarly, for all t > 0 and µ-almost all y ∈ B(y0,R/2), x ∈ M,
I2(x, y) ≤
C
tα/β
exp( 2R
−β
0
t ) exp
−c
(
d(x0, y0)
2t1/β
) β
β/θ−1
 . (3.49)
Plugging (3.48), (3.49) into (3.47) and then renaming 2t by t, we obtain that (3.33) holds with β′
being replaced by β′ − 1 = β/θ (cf. [22, pp. 183-184]), thus proving our claim.
Finally, repeat our claim k times until the integer k satisfies
β < β′ − k ≤ β + 1,
that is, 1 ≤ β
β′−k−1 <
β
β−1 . Then (3.33) holds with β
′ being replaced by β′ − k, which also implies
that (3.33) holds with β′ = β + 1 by reducing the value of β
β′−k−1 to 1. From this, we repeat the
claim one more time (where θ = 1), and obtain (UEloc), as desired. 
We are now in a position to prove Theorem 1.4.
Proof of Theorem 1.4. Fix x0 ∈ M. Let f ∈ F ∩ L∞ be nonnegative with ‖ f ‖2 = 1. For 0 < r <
R0/2, set
ρ := ηr, (3.50)
where 0 < η < 1 will be specified later. For any integer k ≥ 0, set pk = 2k and
ψk := λφpk,λ (3.51)
where φpk,λ ∈cutoff(B(x0, r), B(x0, 2r)) is given by (3.15) with p = pk and with λ ≥ η−1 to be
chosen later. Clearly, for µ-almost all x ∈ B(x0, r), y ∈ M \ B(x0, 2r)
ψk(y) − ψk(x) = λ · 0 − λ · 1 = −λ. (3.52)
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Let (Eρ,Fρ) be the truncated Dirichlet form given by (1.12). Denote by q(ρ)t (x, y), {Qt}t≥0 the
heat kernel and heat semigroup associated with (Eρ,Fρ) respectively. We define the “perturbed
semigroup” by
Q
ψk
t f = e
ψk
(
Qt
(
e−ψk f
))
.
For simplicity set for any integer k ≥ 0
ft,k := Q
ψk
t f . (3.53)
Clearly, the function ft,k ∈ F ∩ L∞ ⊂ Fρ.
By applying (3.15) again with p = pk,R = r, φ = φpk,λ and but with f being replaced by ft,k this
time, and by setting
K0 := TC0λ
2β+2 (3.54)
with T given by (3.17), we obtain that for any k ≥ 0,
Eρ(e−ψk ft,k, eψk f 2pk−1t,k ) ≥
1
4pk
E( f pk
t,k
) − K0p2β+1k
∫
f
2pk
t,k
dµ.
From this, we derive that
d
dt
∥∥∥ ft,k∥∥∥2pk2pk = −2pkEρ(e−ψk ft,k, eψk f 2pk−1t,k )
≤ −2pk
{
1
4pk
E( f pk
t,k
) − K0p2β+1k
∥∥∥ ft,k∥∥∥2pk2pk
}
= −1
2
E( f pk
t,k
) + 2K0p
2β+2
k
∥∥∥ ft,k∥∥∥2pk2pk . (3.55)
In particular, for k = 0 (p0 = 1),
d
dt
∥∥∥ ft,0∥∥∥22 ≤ 2K0 ∥∥∥ ft,0∥∥∥22 ,
which gives that, using
∥∥∥ f0,0∥∥∥2 = ‖ f ‖2 = 1,∥∥∥ ft,0∥∥∥2 = ∥∥∥ ft,0∥∥∥p1 ≤ eK0t ‖ f ‖2 = eK0t. (3.56)
Since condition (DUE) implies the Nash inequality (cf. [9, Theorem 2.1]):
‖u‖2(1+
β
α
)
2
≤ CN
(
E(u) + R−β
0
‖u‖22
)
‖u‖2β/α
1
for all u ∈ F ∩ L1, we apply this inequality to function f pk
t,k
∈ F ∩ L1 with k ≥ 1
E( f pk
t,k
) ≥ 1
CN
∥∥∥ ft,k∥∥∥2pk(1+ βα )2pk · ∥∥∥ ft,k∥∥∥−2pkβ/αpk − R−β0 ∥∥∥ ft,k∥∥∥2pk2pk .
Plugging this into (3.55), we have
2pk
∥∥∥ ft,k∥∥∥2pk−12pk ddt
∥∥∥ ft,k∥∥∥2pk = ddt
∥∥∥ ft,k∥∥∥2pk2pk
≤ − 1
2CN
∥∥∥ ft,k∥∥∥2pk(1+ βα )2pk · ∥∥∥ ft,k∥∥∥−2pkβ/αpk +
(
1
2
R
−β
0
+ 2K0p
2β+2
k
) ∥∥∥ ft,k∥∥∥2pk2pk ,
which implies that
d
dt
∥∥∥ ft,k∥∥∥2pk ≤ − 14CN pk
∥∥∥ ft,k∥∥∥1+ 2pkβα2pk ∥∥∥ ft,k∥∥∥−
2pkβ
α
pk
+ bkp
2β+1
k
∥∥∥ ft,k∥∥∥2pk (3.57)
for all k ≥ 1, where
bk := K0 +
(
4R
β
0
p
2β+2
k
)−1 ≤ K0 + 1
4
R
−β
0
for any k ≥ 0. (3.58)
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On the other hand, we claim that for any k ≥ 0,
exp(−3/pk) ft,k+1 ≤ ft,k ≤ exp(3/pk) ft,k+1. (3.59)
Indeed, observe from (3.51), (3.16) and pk+1 = 2pk,∥∥∥ψk+1 − ψk∥∥∥∞ = λ ∥∥∥φpk+1,λ − φpk ,λ∥∥∥∞
≤ λ
∥∥∥φpk+1,λ − Φ∥∥∥∞ + λ ∥∥∥φpk ,λ − Φ∥∥∥∞
≤ λ
(
1
2λpk
+
1
λpk
)
=
3
2pk
. (3.60)
From this and using the Markovian property of {Qt}t≥0, we have
ft,k = e
ψk
(
Qt
(
e−ψk f
))
≤ eψk+1+
3
2pk
(
Qt
(
e
−ψk+1+ 32pk f
))
= e3/pk ft,k+1.
Similarly,
ft,k+1 ≤ e3/pk ft,k.
Thus, we obtain (3.59), proving our claim.
Therefore, we conclude from (3.57) that, using the fact that ft,k ≤ e6/pk ft,k−1 by (3.59),
d
dt
∥∥∥ ft,k∥∥∥2pk ≤ − 1C′
N
pk
∥∥∥ ft,k∥∥∥1+ 2pkβα2pk ∥∥∥ ft,k−1∥∥∥−
2pkβ
α
pk
+ bkp
2β+1
k
∥∥∥ ft,k∥∥∥2pk (3.61)
for all k ≥ 1, where C′
N
= 4CN exp(12β/α).
Define uk(t) :=
∥∥∥ ft,k−1∥∥∥pk and
wk(t) := sup
s∈(0,t]
{
sα(pk−2)/(2βpk)uk(s)
}
. (3.62)
Then by (3.56)
w1(t) = sup
s∈(0,t]
{u1(s)} = sup
s∈(0,t]
{∥∥∥ ft,0∥∥∥2} ≤ eK0t. (3.63)
On the other hand, we have from (3.61) that, using u
−2βpk/α
k
(t) ≥ tpk−2w−2βpk/α
k
(t),
u′k+1(t) =
d
dt
∥∥∥ ft,k∥∥∥2pk ≤ − 1C′
N
pk
u
1+2βpk/α
k+1
(t)u
−2βpk/α
k
(t) + bkp
2β+1
k
uk+1(t)
≤ − 1
C′
N
pk
· t
pk−2
w
2βpk/α
k
(t)
u
1+2βpk/α
k+1
+ bkp
2β+1
k
uk+1(t)
for k ≥ 1. Then the condition (3.31) is satisfied with u(t) = uk+1(t), b = 1/
(
C′
N
pk
)
, p = pk ≥ 2,
θ = 2βpk/α, w = wk and K = bkp
2β+1
k
. Thus, applying Lemma 3.4 with ν = 2β + 2, we obtain
uk+1(t) ≤
(
C′Nαp
2β+2
k
/β
)α/(2βpk)
t−α(pk−1)/(2βpk)ebk p
−1
k
twk(t),
that is,
tα(pk+1−2)/(2βpk+1)uk+1(t) ≤
(
C′Nαp
2β+2
k
/β
)α/(2βpk)
ebkp
−1
k
twk(t), (3.64)
for all t > 0. From this, we derive that
wk+1(t) = sup
s∈(0,t]
{
sα(pk+1−2)/(2βpk+1)uk+1(s)
}
≤
(
C′Nαp
2β+2
k
/β
)α/(2βpk)
ebk p
−1
k
twk(t),
which gives that, using (3.58),
wk+1(t)/wk(t) ≤
(
C′Nαp
2β+2
k
/β
)α/(2βpk)
ebk tp
−1
k
=
(
2k(2β+2) · C′Nα/β
)α/(β2k+1)
ebk t2
−k
DAVIES’ METHOD 23
=
{(
C′Nα/β
)α/(2β)
ebkt ·
(
2α(β+1)/β
)k}2−k ≤ (Dak)2−k ,
where D :=
(
C′
N
α/β
)α/(2β)
e(K0+
1
4
R
−β
0
)t and a := 2α(β+1)/β. This implies by iteration and using (3.63)
that for any k ≥ 1,
wk+1(t) ≤ (Dak)1/2
k
wk(t)
≤ (Dak)1/2k
{
(Dak−1)1/2
k−1
wk−1(t)
}
≤ . . .
≤ D 12k + 12k−1 +···+ 12 a k2k + k−12k−1 +···+ 12w1(t)
≤ Da2w1(t) ≤ Da2eK0t = C7 exp( 2K0t +
1
4
R
−β
0
t ), (3.65)
where C7 =
(
C′
N
α/β
)α/(2β)
22α(β+1)/β. Thus, we have from (3.62), (3.65) that for any k ≥ 1, t > 0
tα(pk+1−2)/(2βpk+1)
∥∥∥∥Qψkt f ∥∥∥∥
2pk
≤ wk+1(t) ≤ C7 exp( 2K0t +
1
4
R
−β
0
t ) (3.66)
for any 0 ≤ f ∈ F ∩ L∞ with ‖ f ‖2 = 1.
Since ψk is a Cauchy sequence in L
∞ by (3.60), the sequence
{
ψk
}
converges uniformly to ψ∞
as k → ∞ with
ψ∞ := λψ ∈ L∞
by using (3.16), where ψ(y) =
(
2r−d(x0 ,y)
r
)
+
∧ 1 for y ∈ M. Clearly,
ψ∞(y) − ψ∞(x) = −λ (3.67)
for any x ∈ B(x0, r) and any y ∈ M \ B(x0, 2r). Set
ft,∞ := eψ∞
(
Qt
(
e−ψ∞ f
))
.
The sequence
{
ft,k
}
k≥1 converges uniformly to ft,∞ as k →∞, and thus∥∥∥∥Qψkt f ∥∥∥∥
pk
=
∥∥∥ ft,k∥∥∥pk →
∥∥∥∥Qψ∞t f ∥∥∥∥∞ .
Therefore, letting k → ∞ in (3.66), we obtain that∥∥∥∥Qψ∞t f ∥∥∥∥∞ ≤ C7tα/(2β) exp( 2K0t + 14R−β0 t ).
for any 0 ≤ f ∈ F ∩ L∞ with ‖ f ‖2 = 1, that is,∥∥∥∥Qψ∞t ∥∥∥∥
2→∞
:= sup
‖ f ‖2=1
∥∥∥∥Qψ∞t f ∥∥∥∥∞ ≤ C7tα/(2β) exp( 2K0t + 14R−β0 t ).
This inequality is also true for −ψ∞ by Remark 3.3 and repeating the above procedure. Since Q−ψ∞t
is the adjoint of operator Q
ψ∞
t , we see that∥∥∥∥Qψ∞t ∥∥∥∥
1→2
:= sup
‖ f ‖1=1
∥∥∥∥Qψ∞t f ∥∥∥∥
2
=
∥∥∥∥Q−ψ∞t ∥∥∥∥
2→∞
≤ C7
tα/(2β)
exp( 2K0t +
1
4
R
−β
0
t ),
and thus, ∥∥∥∥Qψ∞t ∥∥∥∥
1→∞
≤
∥∥∥∥Qψ∞t/2∥∥∥∥1→2
∥∥∥∥Qψ∞t/2∥∥∥∥2→∞ ≤ C8tα/β exp( 2K0t + 14R−β0 t )
where C8 = 2
α/β (C7)
2. From this and using (3.67), (3.54),
q
(ρ)
t (x, y) ≤
C8
tα/β
exp
(
2K0t +
1
4
R
−β
0
t + ψ∞(y) − ψ∞(x)
)
=
C8
tα/β
exp(
1
4
R
−β
0
t ) exp
(
2C0λ
2β+2Tt − λ
)
(3.68)
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for all t > 0, r ∈ (0,R0/2), µ-almost all x ∈ B(x0, r), y ∈ M \ B(x0, 2r) and for all λ ≥ η−1 and
0 < η < 1, where ρ = ηr.
We distinguish two cases depending on J , 0 or J ≡ 0.
Case J , 0. By (3.17), (3.68) and using ρ = ηr, we have
q
(ρ)
t (x, y) ≤
C8
tα/β
exp(
1
4
R
−β
0
t ) exp
(
2C0λ
2β+2Tt − λ
)
=
C8
tα/β
exp(
1
4
R
−β
0
t ) exp
(
2C0λ
2β+2ec1(η)λ
t
ρβ
− λ
)
≤ C8
tα/β
exp(
1
4
R
−β
0
t ) exp
(
C9(η)e
2c1(η)λ
t
rβ
− λ
)
(3.69)
where c1(η) = 2(β + 1)
(
η + 2η2
)
by (3.14), and C9(η) is given by
C9(η) = 2C0η
−β {2 (β + 1) /c1(η)}2β+2 = 2C0η−β
(
η + 2η2
)−2(β+1)
,
where in the last inequality we have used the following:
λ2β+2 ≤ {2 (β + 1) /c1(η)}2β+2 ec1(η)λ
by the elementary inequality a ≤ ea for any a ≥ 0, with a = c1(η)
2(β+1)
λ =
(
η + 2η2
)
λ.
We first choose λ and then choose η. Choose λ such that e−λ =
(
r
t1/β
)−(α+β)
, that is,
λ =
α + β
β
log
(
rβ/t
)
, (3.70)
but we need to ensure the condition λ ≥ η−1 is satisfied, namely
log
(
rβ/t
)
≥ β
α + β
η−1. (3.71)
With such choice of λ, we then choose η ∈ (0, 1) such that
e2c1(η)λ
t
rβ
= 1, (3.72)
that is,
4(β + 1)
(
η + 2η2
)
= 2c1(η) =
β
α + β
.
(Clearly this can be achieved. Actually we have η + 2η2 ≤ 1
4
, implying 0 < η <
√
3−1
2
). Once η is
chosen by (3.72), then the condition (3.71) is satisfied if
rβ/t ≥ c2 (3.73)
for some universal constant c2 > 0.
Therefore, we conclude from (3.69), (3.72), (3.70) that
q
(ρ)
t (x, y) ≤
C8
tα/β
exp(
1
4
R
−β
0
t ) exp (C9(η)) · e−λ = C10 exp(
1
4
R
−β
0
t )
t
rα+β
(3.74)
for all t > 0, r ∈ (0,R0/2) with rβ ≥ c2t and all ρ = ηr, for µ-almost all x ∈ B(x0, r), y ∈ B(x0, 2r)c,
where C10 is a universal constant independent of x0, t, r, x, y and R0.
Note that
pt(x, y) ≤ q(ρ)t (x, y) + 2t sup
x∈M, y∈B(x,ρ)c
J(x, y),
see [5, Lemma 3.1 (c)], or [21, (4.13) p.6412]. It follows that, using ρ = ηr,
pt(x, y) ≤ C10 exp(
1
4
R
−β
0
t )
t
rα+β
+C
2t
ρα+β
≤ C11 exp(
1
4
R
−β
0
t )
t
rα+β
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for all t > 0, r ∈ (0,R0/2) with rβ ≥ c2t, for µ-almost all x ∈ B(x0, r), y ∈ B(x0, 2r)c, where C11 is
a universal constant independent of x0, t, r, x, y and R0.
With a certain amount of effort, we can say that
pt(x, y) ≤ C12 exp(
1
4
R
−β
0
t )
t
d(x, y)α+β
(3.75)
for all t > 0 and µ-almost all x, y ∈ M, if d(x, y) ≥ c3t1/β, for some universal constants C12 > 0
and c3 > 0, both of which are independent of R0, thus showing that (UE) is true.
Finally, if d(x, y) < c3t
1/β then (UE) follows directly from (DUE).
Case J ≡ 0. By (3.17), (3.68) and setting ρ = 1
2
r with η = 1
2
, we have
pt(x, y) = q
(ρ)
t (x, y) ≤
C8
tα/β
exp(
1
4
R
−β
0
t ) exp
(
2C0λ
2β+2Tt − λ
)
=
C8
tα/β
exp(
1
4
R
−β
0
t ) exp
(
2C0λ
2β+2 t
rβ
− λ
)
for all t > 0, r ∈ (0,R0/2) and µ-almost all x ∈ B(x0, r), y ∈ B(x0, 2r)c, for all λ ≥ η−1 = 2.
Choosing λ such that
2C0λ
2β+2 t
rβ
=
λ
2
,
that is, λ =
(
1
4C0
rβ
t
)1/(2β+1)
. But we need ensure that λ ≥ η−1 = 2; this can be achieved if rβ ≥ c4t
for some universal constant c4 > 0. Therefore, we obtain
pt(x, y) ≤
C8
tα/β
exp(
1
4
R
−β
0
t ) exp
−c
(
rβ
t
)1/(2β+1)
for all t > 0, r ∈ (0,R0/2) with rβ ≥ c4t and µ-almost all x ∈ B(x0, r), y ∈ B(x0, 2r)c, where C8, c
are independent of R0.
Therefore, we conclude that
pt(x, y) ≤
C
tα/β
exp(
1
4
R
−β
0
t ) exp
−c
(
d(x, y)
t1/β
) β
β′−1
 (3.76)
for all t > 0 and µ-almost all x, y ∈ M, where
β′ := 2β + 2.
Finally, we obtain (UEloc) by applying Lemma 3.5. The proof is complete. 
We finish this section by proving Theorem 1.5.
Proof of Theorem 1.5. Indeed, by Theorem 1.4, it suffices to show the following opposite impli-
cations
(UE) ⇒ (DUE) + (CIB) + (J≤), (3.77)
(UEloc) ⇒ (DUE) + (CIB) + (J ≡ 0). (3.78)
Indeed, it is trivial to see that (DUE) follows either from (UE) or from (UEloc), whilst the impli-
cation
(UE)⇒ (J≤)
was proved in [5, p.150]. On the other hand, the implication
(UEloc)⇒ (J ≡ 0)
follows by using the fact that
J(x, y) = lim
t→0
1
2t
pt(x, y) for µ-a.a. (x, y) ∈ M × M \ diag.
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(alternatively J ≡ 0 follows from [24, Theorem 3.4] no matter R0 < ∞ or R0 = ∞).
Therefore, the implications (3.77), (3.78) will follow if we can show
(UE) ⇒ (S ), (3.79)
(UEloc) ⇒ (S ), (3.80)
since we have already proved
(S )⇒ (CIB)
in Lemma 2.2 in Section 2.
To prove (3.79), (3.80), let B := B(x0, r) for x0 ∈ M and r ∈ (0,R0). Note that if the heat kernel
pt(x, y) satisfies
pt(x, y) ≤
C
tα/β
exp
(
R
−β
0
t
)
Φ2
(
d(x, y)
t1/β
)
(3.81)
for all t > 0 and µ-almost all x, y ∈ M, where Φ2 is some non-increasing function on [0,∞), then
using condition (V≤),
Pt1Bc(x) ≤ C
∫ ∞
1
8
rt−1/β
sα−1Φ2(s)ds (3.82)
for all x ∈ 1
2
B, for some constant C independent of x0, r,R0 (see [20, formula (3.7)]). Assume
further that ∫ ∞
0
sα−1Φ2(s)ds < ∞. (3.83)
Then by (3.82), (3.83),
Pt1Bc ≤
1
2
in
1
2
B
if rt−1/β ≫ 1. From this and using the conservativeness of (E,F ), we obtain condition (S ) (see
[19, Theorem 5.8 p.544, and Remark 5.9 p.547]). Since the assumptions (3.81) and (3.83) are
satisfied either by condition (UE) where
Φ2(s) = (1 + s)
−(α+β)
or by (UEloc) where
Φ2(s) = exp
(
−csβ/(β−1)
)
for all s ≥ 0, we conclude that (3.79), (3.80) hold. The proof is complete. 
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