We consider a class of optimal control problems on networks that generically permits a reduction to a universal set of reference problems without differential constraints that may be solved analytically. The derivation shows that input homogeneity across the network results in universally constant optimal control inputs. These predictions are validated using numerical analysis of problems of synchronization of coupled phase oscillators and spreading dynamics on time-varying networks.
I. INTRODUCTION
In network science, one is often interested not only in the (possibly time-dependent) topological properties of the network, but also in the dynamics of processes occurring on the network. In particular, one may seek to design optimal control inputs to manipulate these dynamical processes to achieve a desired outcome within certain constraints. The purpose of this paper is to investigate such optimal control designs in two commonly studied processes, viz., synchronization (or consensus) and spreading under assumptions of input homogeneity across the network.
Synchronization phenomena are observed widely in nature and science [1] , [2] . The Kuramoto model, first proposed in 1975 [3] , [4] , offers a theoretical template for analyzing topology-dependent synchronization in complex networks. In this model, a network of coupled oscillators exhibits relative phase dynamics governed by a distribution of natural frequencies and perturbed by sinusoidal functions of phase differences between neighboring nodes. Notable studies of synchronization in versions of this model with constant coupling strengths include refs. [5] , [6] , [7] . In [8] , time-dependent, heterogeneous coupling strengths derived using optimal control theory are shown to produce desired synchrony more efficiently than is possible in the time-independent case. To avoid the curse of dimensionality that plagues [8] (the number of control inputs is a quadratic function of Manuscript received · · · . Corresponding author: Mingwu Li The authors are with the Department of Mechanical Science and Engineering, University of Illinois at Urbana-Champaign, Urbana, IL, 61801, USA (e-mail: mingwul2@illinois.edu, danko@illinois.edu). the size of the network), we focus on the case of homogeneous coupling and explore whether the advantage of dynamical coupling still holds.
Spreading is a process that occurs in various guises in real-world networks, from disease propagation in animal social networks to information dissemination in political and marketing campaigns. Over the past decade, many efforts have sought to understand the influence of temporal patterns on spreading; in empirical settings [9] , [10] , in synthetic networks [10] , [11] and in theoretical models [12] . The optimization and control of epidemics on static networks has been well explored [13] , [14] , [15] , while optimization studies in the setting of timevarying networks are limited.
In this paper, we consider a special case of optimal control design on networks governed by dynamical systems of the formẏ = u(t)f (y) in terms of the scalarvalued, time-dependent control input u(t). We obtain examples from the optimal control of synchronization of identical, coupled phase oscillators on static networks with time-varying coupling strength and spreading dynamics on time-varying activity-driven networks. The latter have recently emerged as a powerful paradigm to study epidemic spreading over realistic networks [16] , [17] . Although the contexts of these optimization problems are very different, the universal form of the governing equations allows their analysis using a common analytical framework developed in this study.
We are generally not able to solve optimal control problems explicitly since analytical solutions are rarely available for constraints given by differential equations. Interestingly, by assuming the homogeneous application of the control input across all system states, we show that the search for optimal control inputs may be equivalently (under suitable non-degeneracy conditions) considered in the context of reference optimization problems with only integral constraints on the control input. The relationships between the original problem formulations and the reference optimization problems is here expressed in terms of a time-rescaled dynamical system y ′ = f (y) with control-independent solutions.
Mirroring the formulation of three distinct optimal control problems, viz., "maximum synchronization/spreading", "minimum effort", and "minimum time", we arrive at three equivalent reference problems, each of which may be solved directly by analysis of the integrand of the cost functional. In particular, this analysis shows that when equivalence applies between the original problems and the reference optimization problems, candidate optimal solutions must be constant functions of time. Thus, under the homogeneity assumption, the flexibility of time dependence does not yield improved performance.
The remainder of this paper is organized as follows. In Section II, we consider the optimal control of finite networks of coupled phase oscillators in the context of the three optimization problems mentioned above. We apply a continuation-based optimization technique to obtain candidate optimal control inputs that are found in all cases to be constant functions of time. Motivated by this observation, an analytical framework for a broader class of network optimal control problems is developed in Section III, verifying the observations from Section II. We first describe the equivalent reference optimization problems and proceed to establish the equivalence between the corresponding necessary conditions for stationary points under a non-degeneracy condition on a suitably formulated Lie derivative at the terminal time of integration. For a particular choice of cost functional, we use the reference problems to find explicit solutions to the original optimization problems and apply numerical continuation techniques to validate these predictions on the dependence of problem parameters. Section IV presents the application of the framework to two other dynamical processes, namely, synchronization of phase oscillators in the continuum limit, and spreading dynamics on activity driven networks. Section V concludes this paper with a brief summary and several directions for future study.
II. OPTIMIZATION OF SYNCHRONIZATION OF COUPLED PHASE OSCILLATORS

A. System dynamics
Consider a Kuramoto model of N coupled phase oscillators with identical natural frequencies ω [18] on an undirected and unweighted network with adjacency matrix A, such thaṫ
where x i + ωt is the phase of the i-th oscillator, a ij ∈ {0, 1} denotes the (i, j)-th entry of A, and µ(t) ∈ R + is a time-varying coupling strength.
B. Characterization of synchronization
A natural candidate for characterizing the level of synchronization is the amplitude |r| of the centroid
in the complex plane of the group of phase oscillators. We speak of incoherent collective motion when |r| = 0, partial synchronization when |r| ∈ (0, 1), and complete synchronization when |r| = 1.
C. Problem formulation
With µ(t) as the control input and for given initial conditions, we consider three distinct optimal control problems in terms of the cost functional
for some scalar-valued, positive function g.
Problem 2 (Minimum effort). Given T, r ∈ R + , find 
D. Preliminary numerical results
1) Optimization algorithm:
We use a continuationbased framework developed in [19] , [20] and implemented in the software package COCO [21] , [22] to find candidate solutions to these optimal control problems. A brief introduction to this framework is given as follows.
• Step 1: Control parameterization. We restrict attention to truncated polynomial expansions, µ(σ) := q i=1 p iTi (σ), in terms of a set of normalized Chebyshev polynomials of the first kind witĥ T 1 (σ) = 1/ √ π and σ := 2t/T − 1 for t ∈ [0, T ]. The coefficients {p i } q i=1 become design variables. • Step 2: Necessary conditions. The necessary conditions for constrained optimization couple the original integral and differential constraints to a set of adjoint equations in terms of unknown Lagrange multipliers. COCO provides a predefined library of adjoint constructors for common types of integral, differential, and algebraic constraint operators. This library provides building blocks for staged construction of the complete set of adjoint equations for constrained optimization of integro-differential boundary-value problems [20] . • Step 3: Successive continuation. Without restriction to positive-valued µ, we use parameter continuation to satisfy the necessary conditions through a succession of separate stages [19] , [20] , [23] , where each successive run is initialized by the solution from the previous run. Importantly, due to the linearity and homogeneity of the adjoint equations, the first run can be initialized with a solution guess with zero Lagrange multipliers. 2) Example: Let N = 10 and consider the example graph in Fig. 1 . Suppose that x i (0) = 2π(i − 1)/10 for 1 ≤ i ≤ 10 such thatr(0) = 0. Let g(µ) = µ 2 and consider polynomial expansions with q = 10 and initial solution guess p 1 = 1, p 2...10 = 0. Let T = 3 and C 1 = 1 in Problem 1. Using the optimization algorithm, we locate the five stationary points (SPs) listed in Table I in the computational domain defined by 0.01 ≤ |r(T )| ≤ 1. The first and fourth of these points share the same value for the objective function |r(T )| but correspond to different µ. This holds also for the second and the fifth SPs. In all four instances, µ is time-dependent and negative on a subset of [0, T ]. In contrast, µ is positive and constant for the third SP, which also corresponds to the maximum value of |r(T )|. Let T = 3 and r = 0.9 in Problem 2. In this case, we locate a single stationary point with p 1 ≈ 1.0356 and p 2,...,10 ≈ 0. The corresponding µ is again constant.
Finally, let C 1 = 1 and r = 0.9 in Problem 3. We again locate only one stationary point. The minimum value T = 3.0721 is obtained when p 1 ≈ 1.0112 and p 2,...,10 ≈ 0. The corresponding µ is again constant.
The search for optimal solutions does not appear to benefit from the flexibility of time-dependence of the control input. The rigorous analysis in the next section explains this observation and shows how the results may be generalized to other network optimization problems.
III. ANALYTICAL FRAMEWORK
A. Three reference optimization problems
The three optimal control problems in Section II-C are closely related to the following three reference problems in terms of the functional
Problem 4. Given T,
Solution: In terms of the Lagrangian
and the Lagrange multiplier
Lemma VI.1 implies that a locally unique solution µ is a positive constant µ * under some non-degeneracy conditions on g at µ * . The integral constraint reduces to T g(µ * ) = C 1 , which may be inverted to find µ * . With g(µ) = µ 2 we obtain
Lemma VI.2 implies that a globally unique solution µ is a positive constant µ * under some non-degeneracy conditions on g at µ * . The integral constraint reduces to T µ * = C 2 , which may be inverted to find µ * , independently of g.
With g(µ) = µ 2 we obtain
and the Lagrange multipliers
Lemma VI.3 implies that a locally unique solution µ is a positive constant µ * under some non-degeneracy conditions on g at µ * . The two integral equations then reduce to two algebraic conditions, namely, T g(µ * ) = C 1 and T µ * = C 2 , which may be inverted to find µ * and T . With g(µ) = µ 2 we obtain
B. Three essential theorems The three theorems in this section establish the relationship between the three optimal control problems in Section II-C and the three reference problems.
Definition III.1. Consider a non-autonomous system on R n of the formż = µ(t)h(z, p), where µ : [0, ∞) → R + , h : R n ×R s → R n , and p are the system parameters.
We say that such a dynamical system is separable.
For a separable dynamical system, the following result follows from the fact that µ(t) is positive. 
whereẑ(τ ) = z(t(τ )). (1) is separable with z = (x 1 , · · · , x N ) and p = ∅. We may represent its dynamics in the rescaled time domain, as exemplified in Fig. 2 .
The Kuramoto model in
Suppose thaṫ and consider a function Φ : R n → R.
it follows that µ * satisfies the first-order necessary conditions of Problem 4 and vice versa.
Proof. By definition, (26) and, consequently,
In terms of the Lagrangian
and the Lagrange multiplier λ ∈ R, δL(µ(t), λ) = 0 implies that
If Φ h = 0, these necessary conditions transform to (10) and vice versa with λ ref = λ/Φ h and identical µ.
The scalar Φ h equals the Lie derivative of Φ in the time-rescaled system at the terminal time. For the five candidate µ listed in Table I and with Φ(z(t)) = |r(t)|, Fig. 2 shows that Φ h = 0 only for the constant µ. The remaining choices correspond to stationary values of Φ(z(T )) given that I(µ) = τ * and G(µ) = C 1 for τ * corresponding to the local maximum and minimum, respectively, in the graph in Fig. 2 . For such τ * , more than one µ thus gives rise to the same stationary value of the objective function, consistent with the observation made in conjunction with Table I. Theorem III.3. Given T ∈ R + and Φ ∈ R, let µ * ∈ C([0, T ], R + ) satisfy the first-order necessary conditions for a stationary point of the functional µ → G(µ) subject to Φ(z(T )) = Φ. Then, if Φ h = 0, it follows that µ * satisfies the first-order necessary conditions for Problem 5 and vice versa with Φ (ẑ (C 2 )) − Φ = 0.
Proof. In terms of the Lagrangian
and the Lagrange multiplier λ, δL(µ(t), λ) = 0 implies that
Provided that Φ h = 0, these necessary conditions transform to (14) and vice versa with C 2 coupled to Φ through
Theorem III.4. Given C 1 ∈ R + and Φ ∈ R, let µ * and T * satisfy the first-order necessary conditions for a stationary point of the functional (µ, T ) → T subject to the constraints G(µ) = C 1 and Φ(z(T )) = Φ. Then, if Φ h = 0, it follows that µ * and T * satisfy the first-order necessary conditions for Problem 6 and vice versa with Φ (ẑ (C 2 )) − Φ = 0.
Provided that Φ h = 0, these necessary conditions transform to (18)- (20) and vice versa with
, and C 2 coupled to Φ through (32).
C. Application to the Kuramoto model 1) Reduction of optimal control problems: With Φ(z(T )) := |r(T )| and Φ = r, Theorems III.2, III.3 and III.4 transform the search for candidate solutions to Problems 1, 2 and 3 to that of solutions to Problems 4, 5 and 6, provided that Φ h = 0. Therefore, we have transferred the three optimization problems with differential constraints into reference problems without differential constraints, which are much easier to solve. Indeed, since the optimal µ for the reference optimization problems are constant (under certain non-degeneracy conditions on g), this must hold also for the three optimal control problems in Section II-C, consistent with the preliminary observations in Section II-D.
We can apply the solution to Problem 4 directly to find the optimal µ for Problem 1. In contrast, for Problems 2 and 3, we must first find C 2 from the coupling condition (32) for a given r, for example using continuation in C 2 .
2) Validation of analytical solutions: Suppose again that g(µ) = µ 2 . The optimal µ(t) ≡ µ * are given explicitly in (11) , (15) , and (21) . Figures 3, 4 , and 5 show the predicted dependencies of µ * on T and C 1 for Problem 1, T and r for Problem 2, and C 1 and r for Problem 3, as well as results obtained using the successive continuation technique from Section II-D. Note that the predicted results require the determination of C 2 for a given r from the implicit relationship (32). The agreement is excellent in all three cases. Here, and throughout the paper, crosses represent numerical data obtained using the successive continuation algorithm applied to the original optimization problem, while circles identify theoretical data predicted using the solution for the corresponding reference problem.
3) Dependence on initial conditions and problem parameters:
It follows from Theorem III.2 that the optimal µ depends only on T and C 1 and is thus independent of the initial conditions z 0 and problem parameters p. By extension, the optimal solution of Problem 1 is also independent of the initial conditions x i (0).
In contrast, it follows from Theorems III.3 and III.4 that the optimal µ depend on T , Φ, z 0 , and p due to the coupling condition (32). By extension, the optimal solutions to Problems 2 and 3 depend on the initial conditions x i (0).
D. Optimality of stationary solutions
We consider the possible optimality of Φ(z(T )) for the candidate µ obtained from the solutions to Problems 4, 5, and 6 with g(µ) = µ 2 .
For Problem 4, consider a series expansion of µ in terms of a complete orthonormal basis with coefficients c i and the first basis function equal to the constant 1/ √ T . It follows that I(µ) = c 1 √ T and G(µ) = i c 2 i . On the sphere G(µ) = C 1 , τ (T ) = I(µ) ≤ √ C 1 T and I(µ) is stationary for µ(t) ≡ ± C 1 /T , consistent with the solution of Problem 4. By Theorem III.2, it follows that the positive solution corresponds to a local maximum of Φ(z(T )) if Φ h > 0 and a local minimum if Φ h < 0. From Fig. 2 , we conclude that the constant µ listed in Table I corresponds to a local maximum of |r(T )|.
For Problem 5, note that the constraint Φ(z(T )) = Φ is equivalent to I(µ) = C 2 in the time-rescaled system. It follows that the constraint manifold is an affine space in the coefficients c i . By the convexity of G(µ), the stationary solution µ(t) ≡ C 2 /T corresponds to a global minimum of G(µ) [24] . By Theorem III.3, this µ is a global minimum also under the original constraint. It follows that the solution to Problem 2 found in Section II-D is a global minimum, since here C 2 ≈ 1.7527.
For Problem 6, we lack a general theory and leave this for future study. The successive continuation approach shows that the stationary solution found for Problem 3 is a local minimum under variations only in p 1 . It follows that the corresponding µ does not correspond to a maximum of T , but we cannot a priori exclude the possibility of a saddle.
IV. ADDITIONAL APPLICATIONS
A. Synchronization in the continuum limit 1) System dynamics: We set the natural frequency in the derivation in [2] , [25] to zero and generalize µ to µ(t) in order to obtain a description of the Kuramoto model (1) of an uncorrelated network of phase oscillators with degree distribution p(k) in the continuum limit. This can be described in terms of the population density ρ(x, t|k) of oscillators that have phase x+ ωt at time t for a given degree k and the continuity equation
where the order parameter
the mean k := k ′ p(k ′ ) dk ′ , and ρ(x, t|k) dx = 1 for all t and k. Following Ott-Antonsen reduction [7] , we restrict to
where α is a complex-valued function. This ansatz satisfies (37) provided thaṫ
where, now,
and * denotes complex conjugation. The system dynamics in the reduced manifold are thus governed by a partial integro-differential equation.
To apply the established analytical framework, we focus on the case of M distinct degree classes. To this end, let {k i } M i=1 represent the set of corresponding degrees, and letp i denote the fraction of nodes with degree k i in the whole population, such that M i=1p i = 1. With α i (t) := α(t, k i ), the partial integro-differential equation then reduces to a set of ordinary differential equationṡ
in terms of the order parameter
2) Characterization of synchronization: In the continuum limit, the centroid in the complex plane of the phase oscillators is given bŷ
which reduces tor = M j=1p j α * j in the case of finitely many subpopulations. We use its amplitude |r| to characterize the synchronization level.
3) Optimization of dynamics: We again consider the three optimal control problems defined in Section II-C, albeit with the new definition ofr and the corresponding system dynamics (42) instead of (1). Here, we takê p i ∼ k −γ i motivated by the common use of power-law distributions to characterize empirical networks [26] . The exponent γ acts as a problem parameter for the system dynamics.
As evident by inspection of the real and imaginary parts of (42), this non-autonomous dynamical system is separable. We conclude that the implications of Theorems III.2-III.4 still hold. In particular, with Φ(z(T )) := |r(T )| and Φ = r, the search for solutions to Problems 1, 2 and 3 is again replaced with the search for solutions to Problems 4, 5 and 6, provided that Φ h = 0. We again expect that the optimal µ are constant functions that are independent of the initial conditions α i (0) and the problem parameter γ in the case of Problem 1, and dependent on both α i (0) and γ in the case of Problems 2 and 3.
These predictions are verified by applying the computational optimization technique used in Section II-D to the corresponding optimal control problems. Consider, for illustration, the case of M = 10, k i = i, and initial conditions α j (0) = α 0 e i2π(j−1)/M for some positive α 0 . It follows from numerical simulation of the time-rescaled dynamics that Φ(ẑ(τ )) is monotonically increasing with τ , i.e., that Φ h > 0.
For Problem 1, the predicted optimal µ(t) ≡ C 1 /T is independent of the system dynamics (and, consequently, of the initial conditions and problem parameter).
The results of the computational analysis are not graphed here, since they are consistent with Fig. 3 . The independence with respect to α 0 and γ is shown in Fig. 6 . For Problem 2, the predicted optimal µ(t) ≡ C 2 /T requires the determination of C 2 in terms of r from the rescaled system dynamics and the coupling condition (32). We obtain similar agreement to that in Fig. 4 , albeit for a different functional dependence on T and r. The predicted dependence on α 0 and γ is validated by the results in Fig. 7 . For Problem 3, the predicted optimal µ(t) ≡ C 1 /C 2 again requires the determination of C 2 in terms of r from the rescaled system dynamics and the coupling condition (32). We obtain similar agreement to that in Fig. 5 , albeit for a different functional dependence on C 1 and r. Fig. 8 validates the predicted dependence of the optimal time T = C 2 2 /C 1 on C 1 and r. B. Spreading dynamics on activity-driven networks 1) Activity driven networks (ADNs) [16] : Consider a network in the continuum limit, in which each node interacts with randomly selected other nodes at a constant rate a per unit time, sampled from a probability distribution p(a).
2) Spreading dynamics: Consider a susceptibleinfected (SI) model of information spreading with I(a, t) and S(a, t) equal to the fractions of infected and susceptible agents with activity rate a at time t. The dynamics is governed by the partial integro-differential equation (generalizing β in [16] to β(t))
where · denotes the expected value w.r.t. p(a) and β is the transmission probability of information. Here, a I and aI correspond to active and passive mechanisms of infection, respectively. To apply the established analytical framework, we focus on the case of M distinct rate classes. To this end, let {a i } M i=1 represent the set of corresponding interaction rates, and letp i denote the fraction of nodes with rate a i in the whole population, such that
With I i (t) := I(a i , t), the partial integro-differential equation then reduces to a set of ordinary differential equations [17] I i = β(t)(1 − I i ) (a i I + aI ) , i = 1, · · · , M. (46)
3) Optimization of dynamics:
With β(t) as the control input and for given initial conditions, we consider the following three optimal control problems (cf. Section II-C). With Φ(z(T )) := I (T ) and Φ := I, the analytical framework developed in Section III again applies, since the governing dynamic system is separable. The observations from Section III-C1 and III-C3 apply by replacing Problem 1 with Problem 7, Problem 2 with Problem 8, and Problem 3 with Problem 9.
We perform validation for the analytical solution of optimal β in a way similar to Section III-C2. The details of such validation are not presented here given their similarity to the ones in Section III-C2. Instead, we validate the analytical solutions for the Lagrange multipliers, which provide the sensitivity of the objective functional with respect to constraints. In the following analysis, we takep i ∼ a −γ i [16] , γ = 2.2, M = 5, a i = 0.2 + 0.4(i − 1) and initial condition I i (0) = 0.02. It follows from numerical simulation of the time-rescaled dynamics that Φ(ẑ(τ )) is monotonically increasing with τ , i.e., that Φ h > 0.
For Problem 7, it follows from the proof of Theorem III.2 that the Lagrange multiplier λ associated with the budget constraint G(β) = C 1 is given by
This analytical solution is validated in Fig. 9 , where the dependence of λ on T and C 1 are presented.
For Problem 8, it follows from the proof of Theorem III.3 that the Lagrange multiplier λ associated with the constraint I (T ) = I is given by λ = λ ref /Φ h , where λ ref = −2C 2 /T and C 2 is related to I through the coupling condition (32). This analytical solution is validated in Fig. 10 , where the dependence of λ on T and I are presented.
We denote the Lagrange multipliers to constraints G(β) = C 1 and I (T ) = I in Problem 9 to be λ 1 and λ 2 respectively. It follows that λ 1 = λ 1,ref and (22) . These analytical solutions are validated in Fig. 11 and Fig. 12 , where the dependence of λ 1 and λ 2 on some parameters are presented, respectively. 
V. CONCLUDING DISCUSSION
We have established a unified analytical framework for a class of optimization problems whose dynamics are governed by separable non-autonomous systems. There are several opportunities for future study. Since we have assumed continuous control input in our framework, it is worth investigating the case of allowing discontinuities in the control input. One might further wish to consider optimization constrained also by inequality constraints, e.g., the boundedness of control input.
In Section IV, we restricted attention to discrete distributions in order to apply the analytical framework established in Section III. Nevertheless, this analytical framework can be extended also to the case of continuous distributions, where the dynamical system is governed by partial integro-differential equations, e.g., (40) and (45). Specifically, consider a separable dynamical system 
VI. APPENDIX
Let g denote a positive, differentiable function such that g ′ is not constant on any nonempty open interval.
Lemma VI.1. Consider the equations T 0 g(µ(t)) dt = C 1 , 1 + λg ′ (µ(t)) = 0 (50)
for µ ∈ C([0, T ], R + ). Then, if C 1 /T ∈ range(g), µ equals some constant µ * . If g ′ (µ * ) = 0, then (µ(t), λ) = (µ * , −1/g ′ (µ * )) is a locally unique solution to (50).
Proof. Since λ cannot equal 0, it follows that g ′ (µ(t)) must be constant. By the assumption on g ′ and continuity of µ it follows that µ must equal some constant µ * . Substitution into the integral constraint yields g(µ * ) = C 1 /T , which can be locally uniquely inverted provided that C 1 /T ∈ range(g) and g ′ (µ * ) = 0. In this case, λ = −1/g ′ (µ * ).
Lemma VI.2. Consider the equations T 0 µ(t) dt = C 2 , λ + g ′ (µ(t)) = 0 (51)
for µ ∈ C([0, T ], R + ). Then, µ equals some constant µ * and (µ(t), λ) = (µ * , −g ′ (µ * )) is a globally unique solution to (51).
Proof. By the assumption on g ′ and continuity of µ, the fact that g ′ (µ(t)) = −λ is constant implies that µ must equal some constant µ * . Substitution into the integral constraint yields the unique solution µ * = C 2 /T , from which it follows that λ = −g ′ (µ * ).
Lemma VI.3. Consider the equations T 0 g(µ(t)) dt = C 1 , T 0 µ(t) dt = C 2 , (52) λ 1 g ′ (µ(t)) + λ 2 = 0, (53) 1 + λ 1 g(µ(T )) + λ 2 µ(T ) = 0 (54)
for µ ∈ C([0, T ], R + ). Then, if C 1 /C 2 ∈ range(ĝ) for g(µ) := g(µ)/µ, µ equals some constant µ * . If γ * := µ * g ′ (µ * ) − g(µ * ) = 0, then (µ(t), T, λ 1 , λ 2 ) = µ * , C 2 µ * ,
is a locally unique solution to (52)-(54).
Proof. Since λ 1 cannot equal 0, it follows that g ′ (µ(t)) must be constant. By the assumption on g ′ and continuity of µ it follows that µ must equal some constant µ * . Substitution into the integral constraints yields T * = C 2 /µ * andĝ(µ * ) = C 1 /C 2 , which can be locally uniquely inverted provided that C 1 /C 2 ∈ range(ĝ) and g ′ (µ * ) = γ * /µ * 2 = 0. In this case, λ 1 = 1/γ * and λ 2 = −g ′ (µ * )/γ * .
