We consider nonholonomic Chaplygin systems and associate to them a (1,2) tensor field on the shape space, that we term the gyroscopic tensor, and that measures the interplay between the constraint distribution and the kinetic energy metric. We show how this tensor may be naturally used to derive an almost symplectic description of the reduced dynamics. Moreover, we express sufficient conditions for measure preservation and Hamiltonisation via Chaplygin's reducing multiplier method in terms of the properties of this tensor. The theory is used to give a new proof of the remarkable Hamiltonisation of the multi-dimensional Veselova system obtained by Fedorov and Jovanović in [17, 18] .
Introduction
In recent years, a great deal of research in nonholonomic mechanics has been concerned with identifying a geometric structure of the equations of motion that can guide the dynamical investigation of these systems. In particular, it is of great interest to determine geometric conditions, usually related with symmetry, that lead to the existence of geometric invariants, such as first integrals, volume forms and Poisson or symplectic structures (see e.g. [32, 5, 9, 44, 17, 11, 13, 2, 7] and the references therein).
This article is concerned with the geometric structure, and certain dynamical consequences that may be derived from it, of a particular kind of nonholonomic systems with symmetry: the so-called Chaplygin, G-Chaplygin, or generalised Chaplygin systems 1,2 , (defined in Definition 3.1). These systems were first considered by Chaplygin and Hamel around the year 1900, and their geometric features have since been investigated by a number of authors e.g. [1, 27, 40, 32, 5, 9, 17, 11, 8, 25, 3, 19] and references therein. Our contribution to this long series of works is to highlight the relevance of a (1,2) skew-symmetric tensor field T , that we term the gyroscopic tensor, in the structure of the reduced equations of motion and their properties. Moreover, using this tensor, we are able to single out a very special class of systems, that we term φ -simple, which possess remarkable properties (described below), and for which there exist non-trivial examples.
The gyroscopic tensor T of a G-Chaplygin system is defined on the shape space S = Q G, where Q is the configuration manifold and G is the symmetry group. We assume that S is a smooth manifold whose dimension r ≥ 2 coincides with the rank of the constraint distribution and is often referred to as the number of degrees of freedom. As a (1,2) tensor field, the gyroscopic tensor assigns to a pair of vector fields Y,Z on S, a third vector field T (Y,Z) on S. This is done in a manner that takes into account the interplay between the nonintegrability of the noholonomic constraint distribution and the kinetic energy of the system. In particular, in the case of holonomic constraints, where the constraint distribution is integrable, we have T (Y,Z) = 0. We remark that there is a close relation between T and the geometric formulation of nonholonomic systems in terms of linear almost Poisson brackets on vector bundles [24, 35] (see also [19] ).
Although the tensor T appears in the previous works of Koiller [32] and Cantrijn et al. [9] (with an alternative definition than the one that we present here), its dynamical relevance had not been fully appreciated until the recent work García-Naranjo [23] where sufficient conditions for Hamiltonisation were given in terms of the coordinate representation of T . This work continues the research started in [23] by providing a coordinate-free definition of the gyroscopic tensor (Definition 3.2), and studying in depth its role in the almost symplectic structure of the equations of motion, the conditions for the existence of an invariant measure, and the Hamiltonisation of Chaplygin systems. In particular, the gyroscopic tensor allows us to define in a straightforward manner the φ -simple Chaplygin systems (see below) which always possess an invariant measure and allow a Hamiltonisation via a time reparametrisation. Our results in all of these aspects are summarised below. Our point of view is that the gyroscopic tensor is the fundamental geometric object that should be considered in the study of nonholonomic Chaplygin systems.
Almost symplectic structure of of the reduced equations
The reduced phase space of a G-Chaplygin system is isomorphic to the cotangent bundle T * S
where the reduced equations may be formulated as:
Existence of a smooth invariant measure It was shown in Cantrijn et al. [9] that there is a strong relationship between the existence of a smooth measure for the reduced equations of motion and the exactness of a certain 1-form Θ on S (see also [19] ). In Section 3.3 we show that Θ is given by the following natural contraction of the gyroscopic tensor T :
where {X 1 ,...X r } is a basis of vector fields of S, {X 1 ,...X r } is the dual basis, and ⟨⋅, ⋅⟩ denotes the pairing of covectors and vectors on S. The precise relationship between Θ and the existence of an invariant measure for the reduced equations is given in Theorem 3.10.
φ -simple Chaplygin systems
In section 3.4 we introduce the notion of φ -simple Chaplygin systems. This is a rather special class of Chaplygin systems for which there exists a smooth function φ ∶ S → R such that the gyroscopic tensor satisfies
T (Y,Z) = Z[φ ]Y −Y [φ ]Z,
we show that φ -simple Chaplygin systems always allow a Chaplygin Hamiltonisation. The celebrated Chaplygin Reducing Multiplier Theorem [10] is obtained as a corollary of our results (Corollary 3.24). In section 3.5 we also prove that the property of being φ -simple is equivalent to other sufficient conditions for Chaplygin Hamiltonisation that were previously given by Stanchenko [40] and Cantrijn et al. [9] . The advantage of our approach is that the condition of φ -simplicity is much easier to verify in concrete examples. We also show that φ -simplicity is the coordinate-free interpretation of the sufficient conditions for Hamiltonisation given recently in García-Naranjo [23] .
Weakly Noetherian property of our results
An interesting observation is that the definition of the gyroscopic tensor T only depends on the kinetic energy and on the constraints. Therefore, any dynamical feature of the system that is derived as a consequence of the properties of T , continues to hold in the presence of an arbitrary potential ( that is G-invariant). Following the terminology of Fassò et al [12, 14] , we shall say that such dynamical features are weakly Noetherian. In particular, our treatment shows that the Chaplygin Hamiltonisation of a φ -simple Chaplygin system, and the preservation of a basic measure by a Chaplygin system, are weakly Noetherian (Corollaries 3.13 and 3.25).
Chaplygin Hamiltonisation of the multi-dimensional Veselova problem
Fedorov and Jovanović [17, 18] provided the first example of a nonholonomic Chaplygin system with arbitrary number of degrees of freedom that allows a Chaplygin Hamiltonisation. Their example is a generalisation of the Veselova problem [43, 42] with a special type of inertia tensor.
In Section 4.2 we prove that the problem considered by Fedorov and Jovanović [17, 18] is φ -simple (Theorem 4.2) so the Chaplygin Hamiltonisation of the problem may be understood within our geometric framework.
Another example of a φ -simple Chaplygin system with an arbitrary number of degrees of freedom is the multi-dimensional generalisation of the problem of a symmetric rigid body with a flat face that rolls without slipping or spinning over a sphere, recently considered in García-Naranjo [23] . We conjecture that other multi-dimensional Hamiltonisable Chaplygin nonholonomic systems considered by Jovanović [28, 30] are also φ -simple. If our conjecture holds, then the notion of φ -simplicity places all of these examples within a comprehensive geometric framework.
Structure of the paper
We begin by presenting a brief introduction to nonholonomic systems, that recalls known results, in Section 2. This serves to introduce the notation and makes the paper self-contained. The core of the paper is Section 3 that focuses on the geometric study of G-Chaplygin systems. In this section we give a coordinate-free definition of the gyroscopic tensor T and prove the results described above. The relationship of T with previous constructions in the literature is described in Section 3.6. In section 4 we treat the examples. Apart from the treatment of the multi-dimensional Veselova problem described above, we illustrate our geometric constructions for the nonholonomic particle. We finish the paper by indicating some open problems in Section 5, and with a couple of appendices that include the proofs of some technical lemmas that are used in Sections 3.3 and 4.2.
Preliminaries
We present a rather synthetic review of known results in the theory of nonholonomic systems that sets the notation and basic notions that will be used in Section 3 ahead.
Nonholonomic systems
A nonholonomic system consists of a triple (Q,D,L) where Q is the configuration space, D ⊂ T Q is a vector sub-bundle whose fibres define a non-integrable constraint distribution on Q and L is the Lagrangian. The configuration space Q is an n-dimensional smooth manifold, D has rank r < n and models n − r independent linear constraints on the velocities of the system, and the Lagrangian L ∶ T Q → R is of mechanical type, namely
where the kinetic energy K defines a Riemannian metric ⟪⋅,⋅⟫ on Q and U ∶ Q → R is the potential energy.
The vector sub-bundle D ⊂ T Q is the velocity phase space of the system and the dynamics are described by a second order vector field on D which is determined by the Lagrange-D'Alembert principle of ideal constraints. For an intrinsic definition of this vector field see, for instance, [36] .
An equivalent formulation of the dynamics may be given in the momentum phase space D * (the dual bundle of D) that is a rank r vector bundle over Q which isomorphic to D. The space D * is equipped with an almost Poisson structure which codifies the reaction forces in a geometric manner. The dynamics on D * is described by a vector field which is obtained as the contraction of the almost
Poisson structure on D * and the Hamiltonian function, which is the energy of the system. This formulation has its origins in [41, 37, 26] . In the following section we review this construction, which is useful for our purposes. Our description follows closely the exposition in [24, 35] (see also [19] ).
Almost Poisson formulation of nonholonomic systems
Let i D ∶ D ↪ T Q be the canonical bundle inclusion and P ∶ T Q → D the bundle projection associated to the orthogonal decomposition T Q = D ⊕ D ⊥ defined by the kinetic energy metric. Passing to the dual spaces we respectively get the bundle projection and the bundle inclusion
The nonholonomic bracket of the functions ϕ,
where {⋅,⋅} T * Q denotes the canonical Poisson bracket on the cotangent bundle T * Q [35] . The nonholonomic bracket is skew-symmetric and satisfies Leibniz rule. On the other hand, the Jacobi identity is satisfied if and only if D is integrable and the constraints are holonomic (see Theorem 2.2 below). For nonholonomic constraints, the failure of the Jacobi identity leads to the notion of an almost Poisson bracket.
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The Lagrangian L passes via the usual Legendre transform to the Hamiltonian function h ∈C
which is the sum of the kinetic and potential energy of the system. Explicitly, for α ∈ T * q Q we have
where ⋅ denotes the norm on the fibres of T * Q induced by the kinetic energy Riemannian metric K on Q. The constrained Hamiltonian is defined by h c ∶= h ○ P * ∈ C ∞ (D * ).
The dynamics of the system is defined by the flow of the vector field X nh on D * defined as the derivation
Local expressions for the nonholonomic bracket, for X nh , and the corresponding equations of motion are given below.
Linear structure of the nonholonomic bracket
The momentum phase space D * is a vector bundle τ ∶ D * → Q and, according to this structure, it is convenient to give special attention to two kinds of functions. Linear functions on D * are characterised by being linear when restricted to the fibres. On the other hand basic functions on D * only depend on the base point. We now review how the nonholonomic bracket is determined by its value on functions that are either basic or linear. We begin by noting that there is a one-to-one correspondence between the space of linear functions on D * and the space of sections Γ(D). Such correspondence is the following: to a section Y ∈ Γ(D)
we associate the function
On the other hand, smooth functions on Q are in one-to-one correspondence with basic functions on D * . If f is a basic function on D * we denote byf ∈ C ∞ (Q) the unique function satisfying f =f ○ τ. In the following proposition, and for the rest of the paper, [⋅,⋅] denotes the Jacobi-Lie bracket of vector fields. 
where f =f ○ τ.
In particular, the proposition shows that the nonholonomic bracket satisfies the following properties:
• The bracket of linear functions is linear.
• The bracket of a linear and a basic function is basic.
• The bracket of basic functions vanishes. Brackets with these properties often appear in mechanics and were termed linear brackets in [35] (see also [24] ). In view of (2.2), the equations of motion in these variables take the forṁ
Local expressions
The specific form of the constrained Hamiltonian in these variables is
where K i j are the entries of the inverse matrix of the positive definite matrix with entries K i j = ⟪e i ,e j ⟫. It is shown in [41] that the bracket {⋅,⋅} D * satisfies the Jacobi identity if and only if the distribution D is integrable and hence the constraints are holonomic. Although we have no need in this paper for this fact, we take the opportunity to present a coordinate-free proof. Proof. Throughout the proof, for ϕ ∈ C ∞ (D * ) we denote by X ϕ the vector field on D * defined as the
Suppose that {⋅,⋅} D * satisfies the Jacobi identity so it is a Poisson bracket. Because of Frobenius theorem, in order to show that D is integrable, it is enough to prove that
On the other hand, using our assumption that {⋅,⋅} D * is a Poisson bracket we obtain 
Nonholonomic systems with symmetries and reduction
For the purposes of this paper a nonholonomic system with symmetry is a nonholonomic system (Q,D,L) together with a Lie group G, that acts freely and properly on Q, and satisfies the following properties:
(i) G acts by isometries on Q and the potential energy U is G-invariant,
We shall now give a description of the reduction of the system in terms of almost Poisson structures. We begin with the following. Proof. Recall that the tangent lift of the action of G on Q is a free and proper action of G on T Q defined by
where g ∈ G, v ∈ T q Q and q ∈ Q. The G-invariance of D implies that this action restricts to a free and proper action of G on D ⊂ T Q.
Recall also that the cotangent lift defines a free and proper action of G on T * Q, sending α ∈ T * q Q into the covector g ⋅ α ∈ T * g⋅q Q that is defined by
where u ∈ T g⋅q Q. As before, the G-invariance of D implies that this action restricts to a free and proper action of G on D * . Indeed, such action is defined by the above formula but with the restrictions that α ∈ D * q and the tangent vector u ∈ D g⋅q . This proves the first statement of the proposition. Next, as a consequence of the invariance of D and of the kinetic energy metric, it follows that both the projector P ∶ T Q → D, and the dual morphism P * ∶ D * → T * Q, are G-equivariant. Namely,
On the other hand, our assumptions clearly imply that the Hamiltonian h is also invariant and therefore the same is true about the constrained Hamiltonian h c = h ○ P * as claimed.
Now recall that the cotangent lifted action of G on T * Q preserves the canonical Poisson bracket {⋅,⋅} T * Q (see e.g. [38] ). Moreover, in virtue of the invariance of D, both the canonical inclusion
These observations, together with (2.3) show that the nonholonomic bracket defined by (2.1) is also G-invariant. Finally, the equivariance of X nh follows from its definition (2.2) and the above observations.
Denote by D * ∶= D * G the orbit space which, as a consequence of the above proposition, is a smooth manifold, and let Π ∶ D * → D * be the orbit projection which is a surjective submersion.
The invariance of the nonholonomic bracket proved above implies the existence of a well-defined almost Poisson bracket {⋅,⋅} D * on the reduced space D * defined by the restriction of the nonholonomic bracket to invariant functions on D * . In other words
Note that the orbit space D * is a vector bundle over the shape space S ∶= Q G, so the reduced bracket {⋅,⋅} D * may also be described by its value on linear and basic functions. In order to give such description, first notice that the space of linear functions on D * may be identified with the space Γ(D)
G of G-equivariant sections of D:
Moreover, if X ∈ Γ(D) G then X is π-projectable to a vector fieldX on S = Q G, where π ∶ Q → S denotes the principal bundle projection. The following proposition is a direct consequence of Proposition 2.1 and Equation (2.4). 
where f =f ○ τ, τ ∶ D * → S is the vector bundle projection, andỸ denotes the unique vector field on S that is π-related to Y .
On the other hand, the invariance of the constrained Hamiltonian h c , guaranteed by Proposition 2.3, implies the existence of a reduced Hamiltonian
the equivariance of X nh implies the existence of a reduced vector field X nh on D * , that is Π-related to X nh and describes the reduced dynamics of the system. As one may expect, we have:
Proposition 2.5. The reduced vector field X nh may be described in almost Poisson manner with respect to the reduced almost Poisson bracket {⋅,⋅} D * and the reduced Hamiltonian H ∈ C ∞ (D * ). In other words
2) and the fact that X nh is Π-projectable to X nh , we have
where we have used (2.4) in the last equality. Equation (2.5) follows from the above relation since Π is surjective.
Geometry of nonholonomic Chaplygin systems revisited
We now come to our main subject of study which are nonholonomic G-Chaplygin systems. Roughly speaking a nonholonomic G-Chaplygin system is a nonholonomic system with symmetry group G for which the symmetry directions are incompatible with the constraints. An example is a ball that rolls without slipping on a horizontal plane with symmetry group G = R 2 acting by horizontal translations. The system is obviously invariant under a horizontal translation of the origin of the inertial frame. However, a pure horizontal translation of the ball that does not involve rolling violates the nonholonomic constraint. The precise definition is the following. Definition 3.1. A nonholonomic G-Chaplygin system is a nonholonmic system with symmetry as defined in section 2.3 for which the following splitting is valid for all q ∈ Q:
where g denotes the Lie algebra of G and g ⋅ q the tangent space to the G-orbit through q.
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Remark 3.2. Suppose that the curve (q(t),q(t)) is a solution of the nonholonomic system G-Chaplygin system with the property that q(t) is contained in a G-orbit on Q for all t ∈ R. The transversality condition (3.1), and the nonholonomic constraintsq(t) ∈ D q(t) , imply thatq(t) = 0 and hence q(t) = q 0 , and the solution is an equilibrium of the system. This shows that the only relative equilibria of a nonholonomic G-Chaplygin system are actual equilibria.
The study of Chaplygin systems goes back to Chaplygin for Abelian G and to Koiller [32] in the general case. There are many references in the literature that focus on the geometry of these systems [40, 1, 32, 5, 11, 9] . As mentioned in the introduction, the purpose of this paper is to show that the main features of G-Chaplygin systems are conveniently encoded in the gyroscopic tensor which is a (1,2)-tensor field on S that measures the interplay between the kinetic energy metric and the non-integrability of the constraint distribution. We also identify some conditions on the gyroscopic tensor that imply measure preservation and Hamiltonisation. The relationship between our definition of the gyroscopic tensor and other tensors that have appeared before in the literature is discussed in subsection 3.6.
Throughout this section, we continue to denote by π ∶ Q → Q G ∶= S the principal bundle projection and to refer to the base manifold S as the shape space. Note that condition (3.1) forces the dimension of S to coincide with the rank r of D, and the dimension of G to be n−r. We will say that the Chaplygin nonholonomic system has r degrees of freedom.
The gyroscopic tensor
In order to give the definition of the gyroscopic tensor, we recall from Koiller [32] that the condition (3.1) implies that the fibres of D may be interpreted as the horizontal spaces of a principal connection on the principal G-bundle π ∶ Q → S. Such a principal connection defines a horizontal lift that to a vector field Y on S assigns the equivariant vector field hor Y on Q taking values on the fibres of D and which is π-related to Y . Definition 3.3. Let Y,Z be vector fields on the shape space S. The gyroscopic tensor T is defined by assigning to Y,Z the following vector field on S:
for s ∈ S, with q ∈ Q and π(q) = s, and where P ∶ T Q → D denotes the orthogonal projector.
We begin by proving that T is well defined and is indeed a tensor.
Proposition 3.4. The gyroscopic tensor T is well defined and is a skew-symmetric tensor field of type (1,2) on S.
Proof. First we prove that T is well defined. Let q,q ′ ∈ Q such that π(q) = π(q ′ ). Then there exists
Since hor Y and hor Z are equivariant, the same is true about their Lie bracket, and hence
This equation, together with the equivariance of the projector P shown in Equation (2.3) above, implies
and T is well defined. Now, it is clear that T is R-bilinear, so, in order to prove that T is a tensor field, we only need to show that
To prove this first notice that hor fY = ( f ○ π)hor Y , so, using that hor Z is invariant and π-projectable onto Z together with the standard properties of the Lie bracket, we have
where π(q) = s. Since hor Y is a section of D, then P( hor Y ) = hor Y , and therefore,
Finally, given that hor Y is π-projectable onto Y we obtain
On the other hand, we have
The proof of (3.3) follows immediately by substituting equations (3.4) and (3.5) into the definition (3.2) of the gyroscopic tensor T . The skew-symmetry of T is obvious.
We proceed to show that T = 0 if the constraints are holonomic.
Proposition 3.5. The gyroscopic tensor T vanishes if the constraints are holonomic.
Proof. Let Y , Z be vector fields on S = Q G. If D is integrable, then it is involutive, and hence
Moreover, given that the vector fields hor Y and hor Z are τ-projectable on Y and Z, their Lie bracket
. Therefore, for any q ∈ Q, we have
which implies that T = 0.
On the other hand, the vanishing of the gyroscopic tensor T does not imply that the constraints are holonomic. A simple example to illustrate this is the motion of a vertical rolling disk that rolls without sliding on the plane that we present at the end of this section. Before doing that, we give local expressions for the gyroscopic tensor.
Let (s 1 ,...,s r ) be local coordinates on S. Then T is determined by its action on the coordinate vector fields as
where the coefficients C k i j (s) are defined by the relations
The above relation follows immediately from Definition 3.3 since the commutator of the coordinate vector fields vanishes. Following [23] , we refer to C k i j (s) as the gyroscopic coefficients. Note that the skew-symmetry of T implies that
We close this section by presenting some of the details of the calculation that shows that T = 0 for the vertical rolling disk. In our treatment we follow the notation of [6] .
Example: The vertical rolling disk. The configuration space for the system is Q = R 2 × S 1 × S 1 ∋ (x,y,ϕ,θ ). The coordinates (x,y) and the angle ϕ specify, respectively, the contact point and the orientation of the disk with respect to an inertial frame {e 1 ,e 2 }. On the other hand, θ denotes an internal angle of the disk (see The constraints of rolling without slipping arė
where R is the radius of the disk, and hence
We assume that the disk is homogeneous so the pure kinetic energy Lagrangian is given by
where m is the mass of the disk and I and J are the moments of inertia of the disk with respect to the axes that pass through the disk's center and are, respectively, normal to the plane and normal to the surface of the disk. The system may be considered as a G-Chaplygin system with G = R 2 acting by translations. The shape space is the 2-torus T 2 with coordinates (ϕ,θ ) and bundle projection π ∶ Q → T 2 given by π(x,y,ϕ,θ ) = (ϕ,θ ). The horizontal lifts of the coordinate vector fields are
It is immediate to check that the above vector field on Q is perpendicular to D given by (3.7) with respect to the Riemannian metric defined by the Lagrangian (3.8). It follows that P[ hor ∂ ϕ , hor ∂ θ ] = 0 and hence also T (∂ ϕ ,∂ θ ) = 0. Therefore T vanishes identically as claimed.
Almost symplectic structure of the reduced dynamics
The reduced equations for nonholonomic Chaplygin systems can be formulated in almost symplectic form. Namely, the reduced vector field X nh describing the reduced dynamics is determined by an equation of the form i X nh Ω nh = dH, where H is the reduced Hamiltonian and Ω nh is a non-degenerate 2-form which is not necessarily closed. This structure of the equations seems to have been first noticed by Stanchenko [40, Theorem 1] in the case of an abelian symmetry group G, and by Cantrijn et al [9, Equation (17) ] in the general case. This formulation of the equations is useful because the gyroscopic reaction forces that make the system non-Hamiltonian are encoded in the 'non-closed' part of Ω nh , and this interpretation allows one to give a geometric interpretation of Chaplygin's multiplier method for Hamiltonisation (see Section 3.5 below). As explained by Ehlers et al in [11] , (see also [25] ), a construction of the almost symplectic 2-form Ω nh may be given utilising the momentum map of the G-action and the curvature of the principal connection defined by the constraints. In this section we give an alternative construction of Ω nh in terms of the gyroscopic 2-form Ω T , that is defined by (3.13) below using the gyroscopic tensor T in a way that resembles the definition of the Liouville 1-form on a cotangent bundle. The main result of this section is Theorem 3.8. We begin with the following: Proposition 3.6. The reduced space D * = D * G is naturally identified with the cotangent bundle T * S (recall that S = Q G is the shape space).
Proof. There is a vector bundle isomorphism
The inverse morphism is given by I −1 (u) = [hor q u], where u ∈ T π(q) S, and hor q ∶ T π(q) S → D q ⊆ T q Q is the horizontal lift to D q induced by the principal connection. The dual isomorphisms, I * ∶ T * S → D * and (I −1 ) * ∶ D * → T * S, define our desired identification and are given by
The proposition above allows us to transfer the reduced almost Poisson structure described by Proposition 2.4 on D * onto T * S. The resulting bracket on T * S, that will be denoted by {⋅,⋅} T * S , is again linear and the following proposition, whose proof is postponed until the end of this subsection, gives its description in terms of the gyroscopic tensor T . Note that we continue using the construction outlined in section 2.2 for general vector bundles and identify the linear functions on T * S with vector fields on S.
Proposition 3.7. Let Y ,Z be the linear functions on T * S corresponding to the vector fields Y, Z ∈ X(S), and let f ,k be basic functions on T * S. Then,
where f =f ○ τ S and τ S ∶ T * S → S is the canonical projection.
Let (s 1 ,...,s r ) be local coordinates on S and let (s 1 ,...,s r , p 1 ,... p r ) be the induced bundle coordinates on T * S (i.e. an element α ∈ T * S is written as α = ∑ p i ds i ). We have ∂ ∂ s j = p j and therefore the above proposition implies that the almost Poisson bracket {⋅,⋅} T * S is given locally by 
and so
Therefore, Ω nh is locally given by
In order to give an intrinsic definition of Ω nh , we start by defining the gyroscopic 2-form Ω T on T * S as follows:
for α ∈ T * S and U,V ∈ T α (T * S), with τ S ∶ T * S → S the canonical projection. It is straightforward to check that Ω T is semi-basic and that it has the following local expression in bundle coordinates
Let Ω can be the canonical symplectic form 4 on T * S. We define Ω nh intrinsically by: 15) so that the local expression (3.12) holds. We will now formulate the main result of this section. In order to keep the notation simple, we also denote by H and X nh the respective pull-backs to T * S of the reduced Hamiltonian H ∈ C ∞ (D * ) and the reduced vector field X nh ∈ X(D * ) by the isomorphism I * ∶ T * S → D * . 4 our sign convention is such that locally Ωcan = ∑ 
where the dots indicate other terms that do not involve d p k ∧ ds i ∧ ds j . Therefore dΩ nh ≠ 0.
Taking into account (3.16), and the local expression (3.12) of Ω nh , leads to the following local expressions that determine the reduced vector field X nh :
The above equations differ from the standard Hamilton equations by the presence of the terms proportional to the gyroscopic coefficients C k i j . These terms correspond to gyroscopic forces that take the system outside of the Hamiltonian realm since, in accordance to the above theorem, Ω nh is in general not symplectic.
We note that the reduced Hamiltonian H ∈ C ∞ (T * S) is given in bundle coordinates by
where U ∈ C ∞ (S) is the reduced potential energy induced by the G-invariant potential U ∈ C ∞ (Q) and K i j (s) are the entries of the inverse matrix of the positive definite matrix with entries
where we recall that ⟪⋅, ⋅⟫ is the kinetic energy metric on Q. One can easily verify that K i j are well defined functions on the coordinate chart of S by using the G-invariance of the kinetic energy and of the horizontal lift. In fact, (K i j ) is the matrix of the coefficients of the Riemannian metric ⟪⋅, ⋅⟫
We now use this metric to construct the tensor field B of type (2,1) on S by raising an index of T . Namely, we define
where β ♯ ∈ X(S) denotes the metric dual of the 1-form β ∈ Ω 1 (S), that is,
Next, we define the semi-basic 1-form η T on T * S by η T (α)(X) = ⟨B(α,α),(T α τ S )(X)⟩, for α ∈ T * S and X ∈ T α (T * S).
(3.23)
The 1-form η T encodes the gyroscopic forces that deviate the vector field X nh from being Hamiltonian in the manner that is made precise in the following proposition.
Proposition 3.9. We have
where η T is the 1-form on T * S defined by (3.23).
Proof. In view of the almost symplectic formulation i X nh Ω nh = dH, and the definition Ω nh = Ω can +Ω T , it suffices to show that η T = −i X nh Ω T . Locally we have
This implies that η T admits the local expression
A direct calculation that uses (3.14) and (3.17), shows that the right hand side of this equation coincides with the local expression for −i X nh Ω T .
We finish this section by presenting the following:
Proof of Proposition 3.7. The almost-Poisson bracket {⋅,⋅} T * S on T * S induced by the almost-Poisson
for ϕ, µ ∈ C ∞ (T * S). On the other hand, if Y ∈ X(S) andf ∈ C ∞ (S), then (3.9) implies that
where hor X is interpreted as a section of D G in virtue of its equivariance and τ ∶ D * → S denotes the vector bundle projection. Therefore, in view of (3.25), (3.26) and Proposition 2.4, for α ∈ T * π(q) S we have
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where we have used (3.9) to give an expression for I * (α) in the third equality. In a similar manner, but even simpler, we have
Existence of a smooth invariant measure
One of the most important invariants that a nonholonomic system may have is a smooth volume form. For Chaplygin systems without potential forces, a necessary and sufficient condition for its existence is that a certain 1-form on S, that we will denote by Θ, is exact (see Cantrijn et al [9, Theorem 7.5], and also [19, Corollary 4.5]). The 1-form Θ is naturally constructed as a contraction of the gyroscopic tensor T : The relationship between Θ and the existence of an invariant measure is given in the following theorem. In its statement recall that the Liouville volume form is the volume form the cotangent bundle T * S defined as ν ∶= Ω r can . We say that a a volume form µ on T * S is basic if its density with respect to ν is a basic function. (i) For a Hamiltonian H = K +U, the reduced equations of motion of a nonholonomic Chaplygin system preserve the basic measure
if and only if Θ is exact with Θ = dσ .
(ii) In the absence of potential energy, the reduced equations posses a smooth invariant measure if and only if it is basic (which is then characterised by item (i)).
Remark 3.11. We mention that we are not aware of any example of a nonholonomic Chaplygin system that possesses an invariant measure that is not basic and fails to have a basic invariant measure. So, to the best of our knowledge, the condition that Θ is exact characterises all known examples of Chaplygin systems that possess an invariant measure.
A proof of item (i) of this theorem is given below. For the proof of item (ii) we refer the reader to [9] and [19] .
Our proof of item (i) is based on the following lemma. In its statement, recall that Θ ♯ denotes the metric dual of the 1-form Θ, which is a vector field on S defined as in (3.22) . As any other vector field on S, Θ ♯ induces the linear function (Θ ♯ ) ∶ T * S → R. The lemma gives a convenient characterisation of this function.
Lemma 3.12. We have
can , where ν = Ω r can denotes the Liouville volume form on T * S and η T is the 1-form on T * S defined by (3.23)
The proof of this lemma follows using suitable local bases of the space of vector fields on T * S and it is postponed to Appendix A. We now present the following:
Proof of item (i) of Theorem 3.10. Let div µ X nh denote the divergence of X nh with respect to the volume form µ = exp(σ )ν. We will prove that
which implies that div µ X nh = 0 if and only if (dσ ) ♯ − Θ ♯ = 0 or, equivalently, dσ = Θ. Let L X nh denote the Lie derivative operator with respect to X nh . Using the basic properties of the Lie derivative we have
Using Cartan's magic formula and the fact that Ω can is closed,
which, in view of Proposition 3.9 and Lemma 3.12, allows us to simplify (3.30) to
The proof is finalised by noting that X nh (σ ) = ((dσ ) ♯ ) . Indeed, this follows from the local expression for X nh obtained from (3.17) and (3.18), and the fact that σ is a basic function on T * S.
Corollary 3.13 (Stanchenko [40] ). The existence of a basic invariant measure for a G-Chaplygin nonholonomic system is weakly Noetherian. Namely, if a G-Chaplygin nonholonomic system preserves a basic measure, then it continues to preserve the same basic measure under the addition of a G-invariant potential.
Proof. The gyroscopic tensor T only depends on the kinetic energy and not on the potential. Thus, the same is true for the 1-form Θ. In virtue of item (i) of Theorem 3.10, the preservation of a basic measure is equivalent to the exactness of Θ, which holds independently of the potential.
φ -simple Chaplygin systems
We now introduce the notion of a φ -simple Chaplygin system that is central to the results of our paper.
Definition 3.14. A non-holonomic Chaplygin system is said to be φ -simple, if there exists a function φ ∈ C ∞ (S) such that the gyroscopic tensor T satisfies
for all Y,Z ∈ X(S).
Remark 3.15. Considering that the definition of the gyroscopic tensor T is independent of the potential energy, we conclude that the notion of φ -simplicity is weakly Noetherian. Namely, if a GChaplygin nonholonomic system is φ -simple, then it continues to be φ -simple under the addition of a G-invariant potential.
The following theorem indicates how the concept of φ -simplicity is related with measure preservation.
Theorem 3.16.
(i) The reduced equations of motion of a φ -simple Chaplygin system possess the invariant measure µ = exp(σ )ν, where ν is the Liouville measure on T * S and σ = (r − 1)φ .
(ii) For Chaplygin systems with 2 degrees of freedom, the converse implication holds. Namely, if the reduced equations of motion preserve the basic measure µ = exp(σ )ν, then the system is φ -simple with φ = σ .
Proof. Suppose that the system is φ -simple so (3.31) holds. Let Y ∈ X(S), then the 1-form Θ defined by (3.27) satisfies
Therefore Θ = dσ and Theorem 3.10 implies the preservation of the measure µ = exp(σ )ν. Now suppose that r = 2 and that the reduced equations of motion preserve the basic measure µ = exp(σ )ν. Then item (i) of Theorem 3.10 implies that Θ = dσ . In view of the local expression (3.28) for Θ we obtain the following relations between the partial derivatives of σ and the gyroscopic coefficients:
Therefore,
The above expression shows that (3.31) holds with φ = σ for the basis { The following is a direct consequence of the above theorem and item (ii) of Theorem 3.10.
Corollary 3.17. A purely kinetic, nonholonomic Chaplygin system with 2 degrees of freedom possesses an invariant measure if and only if it is φ -simple.
Chaplygin Hamiltonisation
In this section, we will prove that φ -simple Chaplygin systems are Hamiltonian after a time reparametrisation. We also show that this condition is equivalent to sufficient conditions for Hamiltonisation given before in the literature [40, 9, 23] .
We begin with the following definition, given first in Stanchenko [40] , that provides a geometric interpretation of the process of Hamiltonisation, proposed by Chaplygin, where one performs a time reparametrisation dt = g(s)dτ, where g ∈ C ∞ (S) is a positive function, in order to get rid of the gyroscopic forces. Such reparametrisation corresponds to the vector field rescaling X nh ↦ gX nh , so we define:
Definition 3.18. A nonholonomic Chaplygin system is said to be Hamiltonisable if there exists a positive function g ∈ C ∞ (S) and a symplectic form Ω on T * S such that the rescaled vector field gX nh
In this case we say that the system is Hamiltonisable with the time reparametrisation dt = g(s)dτ.
Remark 3.19.
A natural candidate for Ω is g −1 Ω nh , but, as noticed in [40, 11] , one could more generally have Ω = g −1 (Ω nh + Ω 0 ) where the degenerate 2-form Ω 0 satisfies i X nh Ω 0 = 0. In this article we only consider Hamiltonisations for which Ω 0 = 0 so the task is to find conditions that guarantee that Ω nh is conformally closed.
Remark 3.20. In many references Chaplygin's Hamiltonisation procedure is presented as a time reparametrisation together with a rescaling of the momenta. From the geometric perspective, the rescaling of the momenta serves to obtain Darboux coordinates for the symplectic form Ω. This is illustrated in our treatment of the nonholonomic particle in Section 4.1.
The main result of this section is the following:
Theorem 3.21. Consider a φ -simple nonholonomic Chaplygin system (see Definition 3.14). Then, the 2-form Ω = exp(φ ○ τ S )Ω nh is symplectic and therefore the system is Hamiltonisable with the time reparametrisation dt = exp(−φ (s))dτ.
In order to prove this theorem we recall that the Liouville 1-form λ S on T * S is given by 32) for α ∈ T * S, U ∈ T α (T * S). According to our conventions we have dλ S = −Ω can . We now quote the following proposition from Stanchenko [40] (see also Cantrijn et al [9, Equation (18)]). 
where τ S ∶ T * S → S is the canonical projection. Then, the 2-form Ω ∶= exp(φ ○ τ S )Ω nh is symplectic and therefore, the system is Hamiltonisable with the time reparametrisation dt = exp(−φ (s))dτ.
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Proof. Using Ω nh = Ω can + Ω T and dΩ can = 0, we have
where the cancelation of the term d(φ ○ π s ) ∧ Ω T in the second equality follows from (3.33). On the other hand, taking the exterior differential of (3.33) and using the well-known relation dλ S = −Ω can yields
The proof of Theorem 3.21 follows from the above proposition and the characterisation of φ -simple Chaplygin systems given by the following lemma.
Lemma 3.23. A nonholonomic Chaplygin system is φ -simple if and only if the gyroscopic 2-form Ω T is such that Equation (3.33) holds. Namely,
where τ S ∶ T * S → S is the canonical projection.
Proof. Suppose that the system is φ -simple so (3.31) holds. Using this equation in the the definition (3.13) of Ω T we have, for α ∈ T * S and U,V ∈ T α (T * S)
Conversely, if (3.33) holds then, again from the definition (3.13) of Ω T we obtain
Therefore, since τ S is a submersion, we conclude that
The lemma above shows that the sufficient condition for Hamiltonisation given by Stanchenko [40] may be reformulated as Theorem 3.21. Also, combining this theorem with item (ii) of Theorem 3.16 we have: Corollary 3.24 (Chaplygin's Reducing Multiplier Theorem [10] ). If a Chaplygin system with 2 degrees of freedom preserves the basic measure µ = exp(σ )ν, then the system is Hamiltonisable after the time reparametrisation dt = exp(−σ (s))dτ.
Another immediate consequence is the following corollary that follows from Remark 3.15.
Corollary 3.25. The Hamiltonisation of a φ -simple Chaplygin system by the time reparametrisation dt = exp(−σ (s))dτ is weakly Noetherian. Namely, the same time reparametrisation Hamiltonises the system under the addition of an arbitrary G-invariant potential.
We finish this section by showing that Theorem 3.21 is also a reformulation of the sufficient conditions for Hamiltonisation that were recently obtained in García-Naranjo [23] . For this matter we recall the so-called hypothesis (H) from this reference:
(H). The gyroscopic coefficients C k i j written in the coordinates (s 1 ,...,s r ) satisfy:
It is shown in [23] that (H) is an intrinsic condition (independent of the choice of coordinates). Moreover, in this reference it is also shown that if (H) holds, and the basic measure µ = exp(σ )ν is preserved by the reduced flow, then the system is Hamiltonisable with the time reparametrisation dt = exp(σ (1 − r) )dτ. Proposition 3.26 below shows that these two hypothesis taken together are equivalent to the condition that the system is φ -simple with φ = σ (r − 1), so the Hamiltonisation result of [23] is equivalent to Theorem 3.21.
Before presenting Proposition 3.26 and its proof, we note that (H) is equivalent to the existence of a 1-form β on S such that the gyroscopic tensor satisfies T (Y,Z) = β (Z)Y − β (Y )Z, for vector fields Y,Z ∈ X(S). In this case, using its definition (3.27) , it is easy to show that the 1-form Θ = (r − 1)β . Therefore, the condition (H) may be reformulated as:
(H'). The gyroscopic tensor satisfies
for vector fields Y,Z ∈ X(S). Proof. Suppose that the Chaplygin system under consideration is φ -simple. Then, item (i) of Theorem 3.16 implies that the measure µ = exp(σ )ν in the statement of the proposition is preserved by the flow of the reduced system. Moreover, because of item (i) of Theorem 3.10, the invariance of µ implies that Θ = dσ = (r − 1)dφ . Substituting dφ = 1 r−1 Θ in (3.31) shows that (H') and hence also (H) holds.
Conversely, using again item (i) of Theorem 3.10, the invariance of µ implies Θ = dσ . So (H') implies that the system is φ -simple with φ = σ (r − 1).
As a consequence of the above proposition we obtain the following corollary that provides an example of a φ -simple Chaplygin system with an arbitrary number of degrees of freedom.
Corollary 3.27. The multi-dimensional generalisation of the problem of a symmetric rigid body with a flat face that rolls without slipping or spinning over a sphere considered in García-Naranjo [23] is φ -simple.
Relation of the gyroscopic tensor with previous constructions in the literature
In this section we show that the gyroscopic tensor T appears in the previous works of Koiller [32] and Cantrijn et al [9] . The occurrence of T in these works is in the geometric study of Chaplygin systems using an affine connection approach.
Let g be the Lie algebra of G and denote by ξ Q ∈ X(Q) the infinitesimal generator of the G-action associated with ξ ∈ g. As is well known, the curvature form of the principal connection is the map Ψ ∶ T Q × Q T Q → g, characterised by the condition
for Y,Z vector fields on S. The following proposition gives an expression for the gyroscopic tensor T in terms of Ψ. 
Proof. Using (3.2), we have
is a section of D, so using the characterisation (3.34) of Ψ, the result follows.
Consider now the (0,3) tensor field K on S defined by
for vector fields X,Y,Z ∈ X(S). Then Proposition 3.28 shows that
This implies that −K coincides with the tensorK in [9, Page 337]. As explained in this reference, this tensor is induced by the so-called metric connection tensor K, of type (0,3) and defined on Q, that was first introduced by Koiller [32, Equation (3.14a)]. The above observation implies that, up to a sign, the gyroscopic tensor T coincides with the tensor field denoted by C in [32, Proposition 8.5 ] and [9, Page 337].
Remark 3.29. Another relation between our constructions and [32, 9] involves the tensor field B of type (2,1) on S defined by (3.21) . To see this, note that (3.20) and (3.21)) imply
So, using (3.35), Proposition 3.28, and the fact that the tensor K = −K is skew-symmetric in the last two arguments, we deduce that
This relation implies that
where B is the tensor of type (1,2) on S considered in [9, Page 337] and that was first introduced by Koiller in [32, Equation (8.9)]. So, in the terminology of the Riemannian geometry (see, for instance, [39] ), B and B are metrically equivalent.
Examples
We present two examples. The first one is the nonholonomic particle considered by Bates and Sniatycki [4] , that we include to illustrate the geometric constructions of Section 3 in a toy system. The second example is more interesting and treats the multi-dimensional version of the Veselova problem considered by Fedorov and Jovanović [17, 18] . We show that the system is φ -simple and hence, the remarkable Hamiltonisation of the problem obtained in [17, 18] may be understood as a consequence of Theorem 3.21 (or its equivalent formulations in Stanchenko [40] , Cantrijn et al [9] and García-Naranjo [23] ).
The nonholonomic particle
The configuration space of the system is Q = R 3 with coordinates (x,y,z). The Lagrangian L and the nonholonomic constraint are given by
The symmetry group is G = R acting by translations of z. It is easy to check that both L and D are invariant under the lifted action to T Q. Notice that span{∂ z } ⊕ D is the total tangent space to Q = R 3 at every point, so the condition (3.1) is satisfied and the system is G-Chaplygin (with r = 2 degrees of freedom).
The shape space is S = R 3 R = R 2 with coordinates (x,y) and the orbit projection π ∶ Q → S is π(x,y,z) = (x,y). We now proceed to compute the gyroscopic tensor. The horizontal lift of the coordinate vector fields on S is hor∂ x = ∂ x + y∂ z , hor∂ y = ∂ y .
And so, [hor∂ x ,hor∂ y ] = −∂ z . On the other hand, it is easy to check that the orthogonal complement of D with respect to the (euclidean) kinetic energy metric is D ⊥ = span{−y∂ x + ∂ z }, and therefore we have the orthogonal decomposition
which implies P[hor∂ x ,hor∂ y ] = −y 1+y 2 (∂ x + y∂ z ). Hence, the gyroscopic tensor defined by (3.2) is determined by its action on the basis vectors by:
The above expression may be rewritten as T (∂ x ,∂ y ) = 2 ), so the system is φ -simple (Definition 3.14). We conclude from Theorems 3.16 and 3.21 that the reduced equations of motion on T * R 2 preserve the measure µ = (1 + y 2 ) −1 2 dx ∧ dy ∧ d p x ∧ d p y , and become
Hamiltonian after the time reparametrisation dt = (1 + y 2 ) 1 2 dτ. The above conclusions were obtained without writing the reduced equations of motion. For completeness, we now derive them in their almost Hamiltonian form. Using (3.18) the reduced Hamiltonian H ∈ C ∞ (T * R 2 ) is computed to be
On the other hand, using the definition (3.13) we compute the value of the semi-basic gyrosocopic 2-form Ω T on the vectors ∂ x ,∂ y to be given by
It follows that Ω T = −ypx 1+y 2 dx ∧ dy and hence
Using the above expressions, one may verify that the vector field X nh , determined by i X nh Ω nh = dH, defines the following reduced equations on T * R 2 :
One can check directly that the above equations preserve the measure µ given before and that the 2-form Ω = (1 + y 2 ) −1 2 Ω nh is closed. Moreover, the coordinates (x,y,p x ,p y ) with
satisfy Ω = dx ∧ dp x + dy ∧ dp y , i.e. they are Darboux coordinates for Ω. This rescaling of the momenta is natural since these variables are proportional to the velocities and we have introduced the time reparametrisation dt = (1 + y 2 ) 1 2 dτ. This rescaling is often encountered in the literature as an ingredient of Chaplygin's Hamiltonisation method (see Remark 3.20).
The multi-dimensional Veselova system
The Veselova system, introduced by Veselova [43] , concerns the motion of a rigid body that rotates under its own inertia and is subject to a nonholonomic constraint that enforces the projection of the angular velocity to a an axis that is fixed in space to vanish (see also [42] ). A multi-dimensional version of the system was considered by Fedorov and Kozlov [16] , and later by Fedorov and Jovanović [17, 18] . In these two papers the authors show that, for a special family of inertia tensors, the system allows a Hamiltonisation via Chaplygin's multiplier method. Apparently, this was the first time that Chaplygin's method was successfully applied to obtain the Hamiltonisation of a nonholonomic Chaplygin system with an arbitrary number r of degrees of freedom. Other examples having this property have since been reported in the literature [28, 30, 23] .
In this section we show that the gyroscopic tensor of the multi-dimensional Veselova problem considered by Fedorov and Jovanović [17, 18] is φ -simple. In this manner, we show that the remarkable result of [17, 18] falls under the umbrella of Theorem 3.21 and its equivalent formulations [40, 23] . Our description of the problem is kept brief. Readers who are not familiar with the system may wish to consult [16, 17, 18, 15] for more details.
The configuration space of the system is Q = SO(n). An element g ∈ SO(n) specifies the attitude of the multi-dimensional rigid body by relating a frame that is fixed in the body with an inertial frame that is fixed in space. The angular velocity in the body frame is the skew-symmetric matrix
The Lagrangian L ∶ T SO(n) → R is the kinetic minus the potential energy. In the left trivialisation of T SO(n) it is given by
In the above expression I ∶ so(n) → so(n) is the inertia tensor and (⋅,⋅) κ is the Killing metric in so(n):
We will assume that the potential energy U ∶ SO(n) → R is invariant under the SO(n − 1) action indicated below. Following [17, 18] , we assume that there exists a diagonal matrix A = diag(a 1 ,...,a n ), with positive entries, such that the inertia tensor satisfies:
Remark 4.1. The Hamiltonisation of several other multi-dimensional nonholonomic systems relies on the assumption that the inertia tensor satisfies (4.3) [28, 29, 30, 20] . Interestingly, this condition always holds if n = 3, but, for n ≥ 4, it is generally inconsistent with the standard 'physical' considerations of multi-dimensional rigid body dynamics (see the discussion in [15] ).
The nonholonomic constraints are simpler to write in terms of the angular velocity as seen in the space frame:
The constraints require that the following entries of ω vanish during the motion:
As was first explained in [17] , the problem is an SO(n−1)-Chaplygin system with r = n−1 degrees of freedom. Here SO(n − 1) = {h ∈ SO(n) ∶ h −1 e n = e n } acts on Q = SO(n) by left multiplication 5 . The shape space S = SO(n) SO(n − 1) = S n−1 and the corresponding bundle map is
where S n−1 is realised as
The rest of this section is dedicated to the proof of the following theorem. In its statement, and throughout, (⋅,⋅) denotes the Euclidean scalar product in R n .
Theorem 4.2. The multidimensional Veselova system with special inertia tensor (4.3) is φ -simple with φ ∶ S n−1 → R given by φ (γ) = − 1 2 ln(Aγ,γ). 5 we need to assume that the potential U is invariant under this action.
It follows from Theorems 3.16 and 3.21 that the reduced equations of motion on T * S n−1 preserve the measure µ = (Aγ,γ) (2−n) 2 ν, and become Hamiltonian after the time reparametrisation dt = (Aγ,γ) 1 2 dτ. This recovers the results of Fedorov and Jovanović [17, 18] on the Hamiltonisation of the problem.
We will prove Theorem 4.2 by computing the gyroscopic tensor in local coordinates in S n−1 . Namely, let (s 1 ,...,s n−1 ) be the coordinates on the northern hemisphere S n−1 + ∶= {(γ 1 ,...,γ n ) ∈ S n ∶ γ n > 0} given by:
In terms of the canonical vectors e 1 ,...,e n in the ambient space R n , we have
For the rest of the section, we identify T g SO(n) = so(n) via the left trivialisation. The following proposition gives the form of the horizontal lift of the coordinate vector fields. To simplify notation, for the rest of the section we denote
Proof. The nonholonomic constraints (4.5) imply ω = e n ∧ a for a vector a ∈ R n that may be assumed to be perpendicular to a. Hence,
where v = g −1 a is perpendicular to γ. On the other hand, differentiating γ = g −1 e n givesγ = −Ωγ.
Whence,γ = −(γ ∧ v)γ = v and we conclude that Ω = γ ∧γ. This implies that the horizontal lift of the tangent vectorγ ∈ T γ S n−1 to T g SO(n), with γ = g −1 e n , is the vector Ω = γ ∧γ (in the left trivialisation).
The result then follows from (4.8).
The Lie brackets of the vector fields X i defined by (4.9) may be computed directly. To simplify the reading of this section, the details of the calculation are outlined in the proof of the following lemma given in Appendix B.1.
Lemma 4.4. We have
According to Definition 3.2 of the gyroscopic tensor, in order to compute T on the coordinate vector fields, we should compute the orthogonal projection P[X i ,X j ] onto the constraint distribution with respect to the kinetic energy metric ⟪⋅,⋅⟫. Note that, in view of the kinetic energy of the Lagrangian (4.2), for Y 1 (g),Y 2 (g) ∈ so(n), vector fields on SO(n), we have
The proof of the following lemma is also a calculation that is postponed to Appendix B.2. Note that the formulae given below involve the entries of the matrix A, so we are relying on the crucial assumption (4.3) on the inertia tensor.
Lemma 4.5. For i, j,k,l ∈ {1,...,n − 1} we have 10) and
where δ i j is the Kronecker delta.
The following lemma gives an explicit expression for the gyroscopic coefficients C k i j written in our coordinates. Its proof relies on the previous lemma. Lemma 4.6. For i, j,k ∈ {1,...,n − 1} we have
, and the invertibility of the matrix with coefficients K kl ∶= ⟪X k ,X l ⟫, it follows that the gyroscopic coefficients C k i j are characterised by the relations
We shall prove that the coefficients given by (4.12) satisfy these equations. Starting with (4.12) we compute:
−γ j (a j − a n )δ ik + γ i (a i − a n )δ jk γ k (a n − a k ) = γ l (a n − a l ) (Aγ,γ) −γ i γ j (a j − a n )(a n − a i ) + γ i γ j (a i − a n )(a n − a j ) = 0.
(4.14)
Similarly,
And also, We are now ready to present:
Proof of Theorem 4.2. Lemma 4.6 implies
Considering that (Aγ,γ) = a 1 s 2 1 + ⋅⋅⋅ + a n−1 s 2 n−1 + a n (1 − s 2 1 − ⋅⋅⋅ − s 2 n−1 ) = a n + (a 1 − a n )s 2 1 + ⋅⋅⋅ + (a n−1 − a n )s 2 n−1 , we have
Therefore, Equation (4.17) may be rewritten as
with φ (γ) = − 1 2 ln(Aγ,γ). The proof of Theorem 4.2 follows easily from the above expression and the tensorial properties of T , and the fact that S n−1 may be covered with coordinate charts on its different hemispheres, similar to the one that we have considered for S n−1 + , and formulae analogous to (4.17) hold on each of them.
Future work
We have shown that φ -simplicity of a nonholonomic Chaplygin system is a sufficient condition for its Chaplygin Hamiltonisation. However, this condition is not necessary, and the following questions remain open:
• Obtain a geometric characterisation of the necessary and sufficient conditions for Chaplygin
Hamiltonisation of nonholonomic Chaplygin systems. It is desirable that such characterisation can be systematically checked in concrete examples.
We note that such characterisation must allow the existence of non-zero 2-forms Ω 0 such that Ω = g −1 (Ω nh +Ω 0 ) is symplectic and i X nh Ω 0 = 0 (see Remark 3.19) . The almost Poisson formulation considered in [21, 2, 22] is built in this spirit and explains the Hamiltonisation of examples of nonholonomic systems with symmetry beyond the framework of Chaplygin systems, and should be relevant in this task.
• Find examples of nonholonomic Chaplygin systems that allow a Chaplygin Hamiltonisation and fail to be φ -simple.
it follows that the quadratic function (B,Y ) q on T * S is just −η T (Y * c ). Thus, using (A.2) and (A.4), we deduce that
This implies that
where (B,Y )(α,⋅) is the vector field on S which is characterized by
((B,X i )(X i ,⋅)) .
Now, since the gyroscopic tensor T is skew-symmetric, T ((X i ) ♯ ,X i ) = 0, for all i. In fact, if our local basis {X i } is orthonormal then (X i ) ♯ = X i , for all i. Consequently,
On the other hand, in view of the local expression (3.28) of Θ and using (A.5), we have
(B,X i )(X i ,⋅)⟩, for α ∈ Ω 1 (S).
This implies that
and, by (A.6), it follows that The proof is a long calculation. We present some preliminary lemmas that contain intermediate steps of it. Recall that we work with the left trivialisation of T SO(n) so vector fields Y ∈ X(SO(n)) are interpreted as functions Y ∶ SO(n) → so(n).
Lemma B.1. Consider the left invariant vector field e i ∧ e j on SO(n) and denote by g jk ∶ SO(n) → R the function that returns the j-k entry of g ∈ SO(n). We have e i ∧ e j [g kl ] = g ki δ jl − g k j δ il .
Proof. Proof. If j ≠ k ≠ n ≠ j then γ ∧ e j γ k γ n = 1
where we have used Lemma B.2. Similarly, using again Lemma B.2 and assuming k ≠ n,
Finally, assuming again k ≠ n, and using once more Lemma B.2,
Lemma B.4. Consider the SO(n − 1)-equivariant vector fields γ ∧ e i and γ ∧ e j on SO(n). We have γ ∧ e i , γ ∧ e j = e i ∧ e j .
Proof. This is obvious if i = j, so assume i ≠ j. We have On the other hand, using that the Lie bracket of left invariant vector fields is determined by the Lie bracket of their generators in the Lie algebra, and computing the matrix commutator gives: e k ∧ e i , e l ∧ e j = δ kl e j ∧ e i + δ k j e i ∧ e l + δ li e k ∧ e j , where we have used our assumption that i ≠ j. So we can simplify 
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We are finally ready to present a proof of Lemma 4.4.
Proof of Lemma 4.4. The result is obvious if i = j so we assume i ≠ j. Using the standard properties of Lie brackets of vector fields we have:
[X i ,X j ] = [γ ∧ e i ,γ ∧ e j ] − γ j γ n [γ ∧ e i ,γ ∧ e n ] − γ i γ n [γ ∧ e n ,γ ∧ e j ] + −γ ∧ e i γ j γ n + γ ∧ e j γ i γ n + γ i γ n γ ∧ e n γ j γ n − γ j γ n γ ∧ e n γ i γ n γ ∧ e n .
In view of Lemmas B.3 and B.4, this simplifies to
[X i ,X j ] = e i ∧ e j − γ j γ n e i ∧ e n − γ i γ n e n ∧ e j = e i − γ i γ n e n ∧ e j − γ j γ n e n .
B.2 Proof of Lemma 4.5.
For the calculations in this section, we use the following:
Proof. It is an elementary calculation that uses the properties of the trace.
We begin by proving (4.10). Using the crucial hypothesis (4.3) on the inertia tensor we have:
⟪X k ,X l ⟫ = I γ ∧ e k − γ k γ n e n , γ ∧ e l − γ l γ n e n κ = Aγ ∧ a k e k − a n γ k γ n e n , γ ∧ e l − γ l γ n e n κ .
Using Lemma B.5 this simplifies to ⟪X k ,X l ⟫ = (Aγ,γ) a k δ kl + a n γ k γ l γ 2 n − (a l γ l − a n γ l )(a k γ k − a n γ k ), which is equivalent to (4.10). Next, using Lemma 4.4 and the hypothesis (4.3) on the inertia tensor, we have:
⟪[X i ,X j ],X l ⟫ = I e i − γ i γ n e n ∧ e j − γ j γ n e n , γ ∧ e l − γ l γ n e n κ = a i e i − a n γ i γ n e n ∧ a j e j − a n γ j γ n e n , γ ∧ e l − γ l γ n e n κ .
Using Lemma B.5 this simplifies to
⟪[X i ,X j ],X l ⟫ = (a i γ i − a n γ i ) a j δ jl + a n γ j γ l γ 2 n − (a j γ j − a n γ j ) a i δ il + a n γ i γ l γ 2 n , December 5, 2018 which upon rearrangement is equivalent to (4.11).
