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Resumen
En este art´ıculo se presenta un modelo neuro-
borroso de la temperatura de un autoclave indus-
trial, usado para estrategias basadas en Control
Predictivo No-Lineal, permitiendo un bajo coste
computacional, las cuales son aptas para imple-
mentarse en un auto´mata programable (PLC) de
gama media, muy comu´n en la industria. El
modelo se ha validado con datos experimentales
obtenidos en una planta real.
Palabras clave: Modelado Neuroborroso,
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1 Introduccio´n
En este trabajo se ha hecho un estudio y com-
paracio´n de estrategias de control Predictivo
basado en modelos neuroborrosos. Se intenta
hacer una aportacio´n al control predictivo basado
en modelos no-lineales, pero enfocando el estudio
en conseguir el menor coste computacional.
El control Predictivo se considera hoy en d´ıa una
tecnolog´ıa bien implantada en numerosos cam-
pos, sobre todo en procesos industriales. Ha de-
mostrado su eficacia frente a otras estrategias du-
rante las u´ltimas de´cadas. En general, la mayor´ıa
de aplicaciones de control predictivo esta´n basadas
en modelos lineales de la planta, los cuales suelen
presentar buenos resultados, sobre todo si se tra-
baja en el entorno de un punto de trabajo. No
obstante, existen aplicaciones donde la regio´n de
trabajo es grande o se presenta un alto grado de
“no-linealidad”. En esos casos el control predic-
tivo no-lineal es una alternativa adecuada, aunque
el problema de la aplicacio´n del mismo reside en
el alto coste computacional asociado.
Se presentan en este trabajo unas estrategias de
control predictivo usando modelos no-lineales, las
cuales, debido a su bajo coste computacional, son
aptas para implementarse en un auto´mata pro-
gramable (Programmable Logic Controller, PLC)
de gama media, muy comu´n en la industria.
Adema´s, teniendo e cuenta que las tecnolog´ıas
borrosas esta´n cada vez ma´s incorporadas en este
tipo de dispositivos -incluye´ndose bibliotecas de
funciones espec´ıficas en ellos-, la programacio´n y
el ajuste de los controladores son fa´ciles de llevar
a cabo.
La organizacio´n del resto del art´ıculo es la si-
guiente. En la seccio´n 2 se hace una introduccio´n
a los modelos neuroborrosos dina´micos, usados en
este trabajo. En la seccio´n 3 se describe el mo-
delo neuroborroso obtenido para la temperatura
del Autoclave. En la seccio´n 4 se muestra el resul-
tado de la actuacio´n de un controlador basado en
modelo lineal para la temperatura del autoclave.
En las seccio´n 5 se estudian dos estrategias de
control predictivo basadas en modelos neurobor-
rosos y se comparan resultados con el controlador
lineal. En la seccio´n 6 se trata brevemente so-
bre la implementacio´n pra´ctica de las estrategias
en auto´matas programables industriales. Final-
mente, las principales conclusiones de este trabajo
se resumen en la seccio´n 7.
2 Modelos Neuroborrosos
Dina´micos
Las Redes de Neuronas Borrosas (Fuzzy Neural
Networks, FNN) combinan la capacidad de manejo
de incertidumbre en la informacio´n con la ca-
pacidad de aprendizaje. Cuando se usan neu-
ronas recurrentes en una FNN tenemos los lla-
mados RFNN (Recurrent Fuzzy Neural Network),
los cuales han demostrado ser ma´s adecuados
para captar toda la dina´mica de un sistema no-
lineal. Son sistemas que poseen las mismas ven-
tajas que las redes de neuronas recurrentes [8].
A las RFNN se les denominan tambie´n Sistemas
borrosos dina´micos o´ recurrentes (ver figura 1) y
extiende el dominio de aplicacio´n de las FNN a los
problemas temporales. La recurrencia es debida a
la realimentacio´n de la salida para poder as´ı cap-
tar la dina´mica y el cambio. Estos sistemas pre-
sentan una dificultad: la propia estabilidad de los
mismos una vez que esta´n on-line. Los sistemas
no-dina´micos no tienen este problema, debido a la
respuesta instanta´nea y la unidireccionalidad de
la informacio´n,[7],[9]. En el modelo borroso pro-
puesto por Takagi-Sugeno (TS), la estructura del
antecedente describe regiones borrosas en el es-
Figura 1: Sistema neuroborroso dina´mico
pacio de entrada, y la del consecuente presenta
funciones no borrosas de las entradas del mo-
delo. Si usamos funciones recurrentes con una es-
tructura NARMAX (Non-linear Auto Regressive
Moving Average with eXogenous input), del tipo:
yˆ(k+1) = f(y(k), ..., y(k−m), u(k), ..., u(k−n)),
donde u, y son las entradas y salidas del sistema,
podemos describir el sistema de la siguiente ma-
nera, para cada regla:
Rj :
IF x1(k) is F1j , ..., and xn(k) is Fnj , THEN
yj(k) = aj(z−1)y(k − 1)
+ bj(z−1)u(k − d) + ξ(k) (1)
Donde aj(z−1) = a1j+a2jz−1+ ...+anyjz
−(ny−1)
y bj(z−1) = b0j + b1jz−1+ b2jz−2+ ...+ bnujz
−nu
X(k) = [x1(k)x2(k)...xn(k)]
T es el vector de las
entradas del sistema neuroborroso en el tiempo
k, Fij es el conjunto borroso correspondiente a
xi(k) en la regla j, yj(k) es la salida del modelo
correspondiente a la regio´n de operacio´n asociada
a la regla. Si µij(k) es el grado de pertenencia de
xj(k) en el conjunto borroso Fij y el nu´mero de
implicaciones o reglas es L, el modelo completo
RFNN se puede describir por
y(k) =
L∑
j=1
wj(k)
[
aj(z−1)y(k − 1)
+bj(z−1)u(k − d)
]
+ ξ(k) (2)
Donde
wj(k) =
µ¯j(k)∑L
j=1 µ¯j(k)
, µ¯j(k) =
n∏
i=1
µij(k)
3 Modelo Neuroborroso del
autoclave
En la figura 2 se representa la unidad Autoclave
perteneciente al IIM-CSIC (Vigo), la cual utiliza
una corriente de entrada de vapor saturado para
calentar un producto determinado, una entrada
de agua a temperatura ambiente para enfriar y
otra entrada de aire, empleada para evitar ca´ıdas
bruscas de presio´n que puedan dan˜ar el envase du-
rante la etapa de enfriamiento. Tiene, por tanto
tres entradas (vapor saturado, agua y aire) y dos
salidas (purga y drenaje). La retorta (retort) con-
tiene el producto a esterilizar, normalmente consi-
stira´ en un nu´mero de latas con las mismas carac-
ter´ısticas (geometr´ıa, taman˜o y tipo de alimento).
Una vez dentro, la carga sera´ sometida a un perfil
de temperatura previamente disen˜ado para asegu-
rar una “letalidad” determinada (para´metro re-
lativo al grado de reduccio´n de microorganismos
pato´genos) mientras se preserva, tanto como sea
posible, la calidad del producto. El perfil de tem-
peratura se consigue manipulando el caudal de va-
por que entra, producido por una caldera.
Figura 2: Esquema de prototipo de autoclave in-
dustrial [1]
El proceso de esterilizacio´n opera de manera semi-
continua y su dina´mica es extremadamente no li-
neal como se ve en [1]. Se ha realizado un modelo
Neuroborroso que describe el comportamiento de
la temperatura en la fase del calentamiento. Se
han tomado datos reales de operacio´n junto con
datos provenientes de un modelo realizado en
EcosimPror. Como entradas se han elegido la
apertura de la va´lvula del vapor (us), la tempera-
tura del vapor (Ts), las aperturas de las va´lvulas
de purga y drenaje (ub, ud) y las temperaturas
del autoclave almacenadas de anteriores muestreos
(T−2, T−1).Las funciones de pertenencia se mues-
tran en la figura 3 y la base de reglas es:
• IF in1 IS mf1 AND in2 IS mf1 AND in3 IS
mf1 AND in3 IS mf1 AND in4 IS mf1 AND
in5 IS mf1 AND in6 IS mf1 THEN:
T = 0.385us−0.141Ts+0.0584ub+0.0875ud+
0.125T−2 + 0.732T−1 + 0.116
Figura 3: Funciones de Pertenencia para el modelo
neuroborroso de Autoclave
• IF in1 IS mf2 AND in2 IS mf2 AND in3 IS
mf2 AND in3 IS mf2 AND in4 IS mf1 AND
in5 IS mf2 AND in6 IS mf2 THEN:
T = 0.0354us+0.002Ts+0.007ub+0.011ud−
0.308T−2 + 1.272T−1 + 0.015
En la figura 4 puede observarse la comparacio´n
entre el modelo y los datos de temperatura reales
en el autoclave.
Figura 4: Validacio´n del modelo neuroborroso del
autoclave industrial
4 Control Predictivo Generalizado
para el Autoclave
A partir de un modelo lineal de la planta y usando
un horizonte de prediccio´n y de control iguales:
Np = Nu = 4 y el para´metro de ponderacio´n de
la accio´n de control λ = 0.6, se obtuvo un con-
trolador GPC (Generalized Predictive Controller)
con la siguiente ley:
u(k) = u(k− 1)− 12.01y(k− 1)+ 21.68y(k− 2)
− 12.85y(k − 3) + 2.30y(k − 4) + 0.44w(k + 1)
+ 0.27w(k + 2) + 0.14w(k + 3) + 0.04w(k + 4)
(3)
Donde se ha usado una aproximacio´n suave de la
trayectoria de referencia futura con α = 0.7:
w(t+k) = αw(t+k−1)+(1−α)r(t+k), k = 1, ..., Np
(4)
Se ha usado el modelo matema´tico realizado en
EcosimPror para simular resultados. El compor-
tamiento de e´ste controlador se puede ver en la
figura 5 Se puede apreciar que el controlador tiene
un buen comportamiento en la zona donde el mo-
delo lineal funciona bien, pero no es admisible,
provocando una sobre-temperatura en otra zona.
Adema´s, puede observarse un comportamiento de
Figura 5: Resultado de la estrategia GPC
la accio´n de control indeseable en la zona del
primer escalo´n. La valvula estar´ıa oscilando para
mantener el sistema en esa temperatura. Una
solucio´n para este problema ser´ıa el uso de mod-
elos no lineales en el control predictivo. Exis-
ten diversas propuestas en este campo [2]. Una
opcio´n interesante, dentro de los modelos de caja
gris, es el uso de modelos Neuroborrosos. En
la literatura se puede encontrar diversos ejemplos
usando los mismos, [5],[14],[10],[12],[17],[3],[4]. El
asunto quiza´ ma´s importante en el Control Predic-
tivo basado en modelos No-Lineales, es la solucio´n
del optimizador, lo cual consiste en un problema
no convexo, cuya resolucio´n lleva consigo un gran
coste computacional para resolverlo en tiempo
real. En los u´ltimos an˜os han aparecido diversas
te´cnicas para evitar los problemas asociados a la
solucio´n exacta del problema de optimizacio´n no
convexa [2]. Adema´s, se debe de garantizar la es-
tabilidad del proceso en lazo cerrado. Nos hemos
centrado en la obtencio´n de un controlador pre-
dictivo que sea de fa´cil implantacio´n en entornos
industriales, usando controladores bien conocidos
como los PLC. En la seccio´n siguiente se presen-
tan dos estrategias de control predictivo basado
en modelos neuroborrosos (Neuro-Fuzzy Model-
based Predictive Control, NF-MPC). Las dos se
basan en el control predictivo GPC, donde se usa
un modelo de funcio´n de transferencia discreta del
tipo CARIMA (Controlled Auto-Regressive Inte-
grated Moving Average):
A(z−1)y(t) = z−dB(z−1)u(t− 1) + C(z−1)e(t)
∆
(5)
5 Estrategias NF-MPC aplicadas
en el Autoclave
Usaremos dos estrategias basada en el modelo
Neuroborroso obtenido para el autoclave. Obser-
vando que el modelo de TS tiene dos modelos lin-
eales locales. Tomando los modelos lineales,
y1(t) = 0.385u(t−1)−0.385u(t−2)+0.125y(t−3)
+ 0.606y(t− 2) + 1.732y(t− 1) (6)
y2(t) = 0.035u(t−1)−0.035u(t−2)−0.308y(t−3)
+ 1.580y(t− 2) + 2.273y(t− 1) (7)
Una estrategia propuesta en [17] y [4] consiste
en calcular tantos controladores GPC (uj) como
implicaciones se obtengan en el modelo Neuro-
borroso, de tal forma que la salida del controlador
venga dada, segu´n la ecuacio´n (2) por
u(k) =
L∑
j=1
wj(k)uj(k) (8)
La ventaja de esta te´cnica es la fa´cil y ra´pida im-
plementacio´n, pudie´ndose usar un simple PLC. La
principal desventaja de esta estrategia es que no
siempre se obtiene un mı´nimo global, aunque s´ı se
garantiza un mı´nimo local para cada regla o impli-
cacio´n. Puede verse en la figura 6, co´mo mejora os-
tensiblemente el comportamiento, respecto al con-
trolador GPC lineal.
Otra estrategia no-lineal basada en modelos neu-
roborrosos, viene propuesta en [5], podr´ıamos
reescribir un modelo neuroborroso recurrente
Figura 6: Comparacio´n de las estrategias de con-
trol Predictivo Lineal y no-lineal
como un sistema lineal variante en el tiempo (Lin-
ear Time Variant, LTV):
a¯(z−1)y(k) = b¯(z−1)u(k − d) + ξ(k) (9)
Donde d es el retardo puro, ξ(k) es una secuencia
de ruido blanco con media cero y
a¯(z−1) = 1− a¯1z−1 − a¯2z−2 − ...− a¯nyz−ny
b¯(z−1) = b¯1z−1 + b¯2z−2 + ...+ b¯nuz
−nu
a¯i =
L∑
j=1
wj(k)aijz−i
b¯i =
L∑
j=1
wj(k)bijz−i
Si tomamos como funcio´n objetivo la siguiente
J(k) =
Np∑
p=d
(yˆ(k + p|k)− ϕir(k + p))2
+
d+Nu−1∑
p=d
q(z−1)∆u(k + p− d|k))2 (10)
Donde r(k) es la referencia, ϕi una ganan-
cia, ∆ = 1 − z−1, q(z−1) = q0 + q1z−1 +
... + qNp+nu−1z
Np+nu−1 un polinomio de pesos.
Np, Nu son los horizontes de prediccio´n y control.
Para obtener la secuencia de control que minimiza
esta funcio´n objetivo, podemos usar el modelo des-
crito en (9). Dado un polinomio ep(z−1), los poli-
nomios fp(z−1) y gp(z−1) se pueden definir por
1 = ∆ep(z−1)a¯(z−1) + z−pfp(z−1), (11)
gp(z−1) = ∆ep(z−1)b¯(z−1) (12)
Multiplicando (9) por ∆zpep(z−1), se tiene que
∆zpep(z−1)a¯(z−1)y(k) =
∆zpep(z−1)b¯(z−1)u(k − d) + ξ¯(k) (13)
Donde ξ¯(k) = ∆zpep(z−1)ξ(k)
Usando, junto a e´sta, las ecuaciones (11) y (12),
la salida predicha se obtiene por
yˆ(k + p|k) = fp(z−1)y(k) + gp(z−1)∆u(k + p− d)
(14)
Para reducir el costo computacional, vamos a re-
ducir el horizonte de control a Nu = 1, as´ı pues, la
funcio´n de coste definida en (10) se puede expresar
como:
J(k) = (Fy(k) +G∆u(k) + Λ− ΦR)T (Fy(k)
+G∆u(k) + Λ− ΦR) + (q(z−1)∆u(k))2 (15)
Donde
F =
[
fd(z−1) fd+1(z−1) ... fNp(z
−1)
]T
,
G =
[
gd,0 gd+1,0 ... gNp,0
]T
,
Λ =
[
d+nu−1∑
ρ=1
gd,ρ∆u(k − ρ)
d+nu∑
ρ=1
gd+1,ρ∆u(k − ρ) ...
...
Np+nu−1∑
ρ=1
gNp,ρ∆u(k − ρ)
T
Φ = diag{ϕd ϕd+1 ... ϕNp}
R = [r(k + d) r(k + d+ 1) ... r(k +Np)]
T
Como la funcio´n de coste es cuadra´tica, el o´ptimo
se puede obtener fa´cilmente derivando:
∂J(k)
∂(∆u(k))
∣∣∣∣
∆u(k)=∆u∗(k)
= 0 (16)
Con lo cual, se llega a
GT (Fy(k)+Λ−ΦR)+(GTG+q(z−1)q0)∆u∗(k) = 0
(17)
Desarrollando la ecuacio´n anterior,
GT (Fy(k) − ΦR) + GTΛ + (GTG + q20)∆u∗(k) +
q0(q1z−1 + ...+ qNpz
Np)∆u∗(k) = 0,
GT (Fy(k) − ΦR) + (GTG + q20)∆u∗(k) + GTΛ +
q0
∑Np
i=1 qi∆u
∗(k − i) = 0,
GT (Fy(k)−ΦR)+(GTG+ q20)∆u∗(k)+Θ(k) = 0
Para poder simplificar la ley de control, elegimos
q20 = λ > 0 y ajustamos los valores q1, q2, ..., qNp
tal que satisfagan que Θ(k) = 0. As´ı obtenemos,
de manera simplificada:
∆u∗(k) =
GT (ΦR− Fy(k))
GTG+ λ
(18)
Se han simulado bajo las mismas condiciones
las tres estrategias de control, comproba´ndose el
mejor comportamiento de e´sta u´ltima, tal y como
se observa en la figura 7.
Figura 7: Comparacio´n general de las estrategias
de control Predictivo
6 Implementacio´n en PLC
Es comu´n encontrar en los PLC industriales con-
juntos de objetos de programacio´n para imple-
mentar control borroso. Tal es la frecuencia y el
e´xito de esta forma de control que ha requerido
de un apartado especial dentro de la norma in-
ternacional IEC 1131 (International Electrotech-
nical Commission), la cual se ocupa de la es-
tandarizacio´n de los auto´matas programables in-
dustriales. Muchos grupos han estado envueltos
en esta normalizacio´n, dando como fruto en 1997
la IEC 1131-7 [6] cuyo draft puede descargarse
de http://www.fuzzytech.com/binaries/ieccd1.pdf.
La norma IEC 1131-7 establece un conjunto de
funciones para programar aplicaciones de control
borroso. Este conjunto de funciones forma el de-
nominado “Lenguaje de Control Borroso” o´ FCL
(Fuzzy Control Language). Los bloques de fun-
ciones definidos en el FCL se pueden usar en los
lenguajes que establece la IEC 1131-3.
Las funciones del lenguaje FCL se definen con los
siguientes nombres: Fuzzification, Defuzzification
y Ruleblock. establecie´ndose adema´s un conjunto
de para´metros opcionales para ellas. En algunos
PLC, la funcio´n Ruleblock se sustituye por la in-
terconexio´n de los bloques de Fuzzification y De-
fuzzification.
7 Conclusiones
se ha realizado dos estrategias de control pre-
dictivo generalizado no lineal basado en mode-
los neuroborrosos de Takagi-Sugeno, sobre una
planta industrial para ensayos. Por un lado se
ha probado una estrategia basada en la combi-
nacio´n de dos controladores GPC mediante un sis-
tema neuroborroso. Tambie´n se ha propuesto una
metodolog´ıa de disen˜o de Control Predictivo Ge-
neralizado basado en un modelo RFNN LTV, que
ha mostrado el mejor comportamiento frente a dos
estrategias ma´s. Adema´s, la principal ventaja de
los mismos es la posibilidad de implantacio´n en un
auto´mata programable de gama media, ahorrando
un coste muy considerable. Esto u´ltimo, junto
a La simplicidad del modelado y el buen com-
portamiento del sistema, los hacen atractivo para
su implementacio´n en el mundo industrial. Otra
ventaja an˜adida es la posibilidad de continuar el
aprendizaje en tiempo real, para la mejora del mo-
delo. Para ello se debe de garantizar la convergen-
cia del aprendizaje [5].
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