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We leverage the Keldysh formalism to extend our implementation of finite temperature coupled cluster theory
[J. Chem. Theory Comput. 2018, 14, 5690-5700] to thermal systems that have been driven out of equilibrium.
The resulting Keldysh coupled cluster theory is discussed in detail. We describe the implementation of the
equations necessary to perform Keldysh coupled cluster singles and doubles calculations of finite temperature
dynamics, and we apply the method to some simple systems including a Hubbard model with a Peierls phase
and an ab initio model of warm-dense silicon subject to an ultrafact XUV pulse.
I. INTRODUCTION
Understanding the behavior of condensed phase sys-
tems driven out of equilibrium is key to the develop-
ment of technologies that can make use of exotic non-
equilibrium electronic properties in real devices. Ultra-
fast spectroscopy provides the experimental means to
probe non-equilibrium dynamics, and has been used to
study transient electronic phases of materials.1–5 How-
ever, the direct simulation of the dynamics is complicated
by several factors including:
1. The quantum many-body problem for a realistic
material
2. The statistical mixture of many-body states im-
plied by a finite temperature
3. The generically non-thermal, time-dependent dis-
tribution of states generated by the perturbation
4. The coupling between electronic and nuclear de-
grees of freedom.
For simplicity in this study we will neglect the descrip-
tion of electron-nuclear coupling. However, points 1.-
3. already pose major challenges for an electronic treat-
ment. In ab initio real time dynamics, there have been
applications of real-time density functional theory (DFT)
to both materials as well as molecules6–15, while time-
dependent ab initio wavefunction methods such as time-
dependent configuration interaction16–18 and coupled
cluster methods have been introduced in molecules19–24.
These works however, have typically neglected tempera-
ture either due to the complications introduced, or be-
cause it is not of interest to the phenomenon studied.
Finite-temperature electron dynamics has been stud-
ied using model Hamiltonians with a variety of meth-
ods, such as time-dependent exact diagonalization25,
time-dependent density matrix renormalization group
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methods26–30, diagrammatic Monte Carlo31–35, and hier-
archical equations-of-motion36–38. However, the ab initio
extensions of such studies remain to be developed.
Here, we present a method to model finite-temperature
electronic dynamics that is suited to ab initio simulations
of condensed phase systems as well as molecules. We
work within the coupled cluster framework, which has
enjoyed great popularity for solving the zero-temperature
electronic structure problem,39–42 and where extensions
to periodic solids43–46, finite temperatures47–50, and
open systems51 have become areas of recent research.
From a theoretical perspective, one can either start
from the equation-of-motion for the density matrix or
from a thermofield formalism which propagates a pure
state in an extended Hilbert space52–54. We work
within the density matrix language, and use the Keldysh
formalism55–57 to provide a straightforward generaliza-
tion of the imaginary-time finite-temperature CC equa-
tions in Ref. 49 to describe the dynamics of finite tem-
perature systems. We show some initial applications to
model systems and a simple ab initio representation of
high-temperature silicon under the influence of an ultra-
fast extreme ultraviolet (XUV) pulse.
II. THEORY
We will describe the theory in 4 steps:
1. In Section II A we describe the working equations
of the FT-CC method presented in Ref. 49
2. In Section II B we describe some important aspects
of the Keldysh formalism
3. In Section II C we generalize the imaginary time
FT-CC to out of equilibrium systems using the
Keldysh formalism
4. In the final Sections (II D-II F) we discuss several
important properties and extensions of the theory.
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2A. Finite temperature coupled cluster
In Ref. 49 we presented a finite temperature coupled
cluster theory which provides an ansatz for the correla-
tion contribution to the grand potential Ω such that
Ω = Ω(0) + Ω(1) + ΩCC (1)
where Ω(0) + Ω(1) is the grand potential of the thermal
Hartree-Fock theory and ΩCC is the approximation com-
puted by coupled cluster. Our strategy was to generalize
the diagrammatic rules of finite temperature perturba-
tion theory to the diagrammatic representation of the
coupled cluster iteration. Interestingly, this statregy ul-
timately led to equations identical to those of Mukher-
jee’s thermal cluster cumulant theory (TCC)47,48,58,59
(the relationship between the thermal Wick expansion
used in TCC and thermofield dynamics is also discussed
in Mukherjee’s work58). The coupled cluster correction
to the grand potential is computed from time-dependent
amplitudes, sµ(τ), evaluated in imaginary time:
ΩCC =
1
4β
∑
ijab
〈ij||ab〉
∫ β
0
dτ [sabij (τ) + 2s
a
i (τ)s
b
j(τ)]
+
1
β
∑
ia
fia
∫ β
0
dτsai (τ). (2)
Here, β is the inverse temperature, we use f and 〈pq||rs〉
as the 1-particle and antisymmetrized 2-particle integrals
of the interaction, and the sums run over all orbitals. The
set of generalized excitation operators enumerated by µ
defines the truncation of the theory, and the amplitudes
are determined from a set of non-linear Volterra integral
equations of the form
sµ(τ) = −
∫ τ
0
dτ ′e∆µ(τ
′−τ)Sµ[s(τ ′)]. (3)
∆µ denotes a difference of orbital energies, and the ker-
nel, Sµ, is a nonlinear function of the amplitudes that is
local in imaginary time. It contains contractions that are
identical in graphical representation to those of ground
state coupled cluster theory, the only difference alge-
braically being the inclusion of Fermi-Dirac occupation
numbers and sums that run over all orbitals. Explicit ex-
pressions for the FT-CCSD S1 and S2 kernels are given
in the appendix of Ref. 49.
Properties of the thermal system can then be computed
by differentiation of Ω. In practice, this is accomplished
by defining a Lagrangian,
L ≡ 1
β
∫ β
0
E(τ)− 1
β
∑
µ
∫ β
0
dτλµ(τ)
[
sµ(τ) +
∫ τ
0
dτ ′e∆µ(τ
′−τ)Sµ(τ ′)
]
. (4)
(Equation 37 of Ref. 49) with Lagrange multipliers λµ(τ)
such that L coincides with the free energy at its station-
ary point but is a variational function of λµ(τ) and sµ(τ).
Variational optimization of L with respect to λµ yields
the amplitude equations (Equation 3) and variational op-
timization with respect to sµ yields linear equations for
λµ of the form
λµ(τ) = −Lµ[s(τ), λ˜(τ)]. (5)
The Lµ kernel is also local in imaginary time and contains
the same contractions as the ground state λ equations.
We use the notation given by
λ˜µ(τ) =
∫ β
τ
dτ ′e∆µ(τ−τ
′)λµ(τ
′). (6)
The discretized versions of these equations are given in
Appendices A and C of Ref. 49.
B. The Keldysh formalism for non-equilibrium systems
Our approach to the non-equilibrium problem is based
on the Keldysh formalism.55–57,60 This approach is con-
ceptually appealing because the 3 generic difficulties
mentioned in Section I are treated on the same foot-
ing. Many-body correlation, initial finite-temperature,
and the dynamics of a driven system are all treated nat-
urally in a single time-dependent framework. We intro-
duce the basic ideas and notations in Appendix A.
The key to the Keldysh formalism is the com-
pact representation of the out-of-equilibrium average
of some property as a trace of a contour-ordered ex-
ponential (see Equation A9). In recent years, many-
body methods using this formalism have gone by the
name “Kadanoff-Baym dynamics”61–63. Such meth-
ods commonly compute the Green’s functions along the
Keldysh contour,61,64–67 but we will instead use the non-
equilibrium analog of the free energy to compute proper-
3Re (t)
Im (t)
t = tf
t = −iβ
(f)
(b)
(i)
FIG. 1. A cartoon depiction of the Keldysh contour in the
complex time plane with forward (f), backward (b), and imag-
inary (i) branches labelled. Note that we draw the forward
(backward) branches some small amount above (below) the
real axis for clarity. In actual calculations, the forward and
backward branches lie on the real axis.
ties. We will refer to this quantity as the Keldysh cumu-
lant generating function.
Consider the grand potential represented as the loga-
rithm of the trace of a time-ordered exponential:
Ω = − 1
β
ln Tr
[
e−βK0T exp
(
−i
∫ −iβ
0
dtVI(t)
)]
. (7)
K0 is the zeroth order Hamiltonian including the chemi-
cal potential (Equation A6), and VI(t) is the interaction
in the interaction picture. We can rewrite this expression
as an integral along the Keldysh contour C because the
contribution from the forward (0 → tf ) and backward
(tf → 0) branches will exactly cancel (see Fig. 1):
Ω = − 1
β
ln Tr
[
e−βK0TC exp
(
−i
∫
C
dtVI(t)
)]
. (8)
We may now introduce a functional dependence on a
parameter α such that
Ω[α] = − 1
β
ln Tr
[
e−βK0TC exp
(
αO(tf )− i
∫
C
dtVI(t)
)]
.
(9)
Notice that for α = 0 this is just the equilibrium grand
potential,
Ω[0] = Ω, (10)
but the derivative of Ω[α] evaluated α = 0 will reproduce
Equation A9 with an extra factor of β:
∂Ω
∂α
∣∣∣∣
α=0
= − 1
βZ
Tr
{
e−βK0
× TC
[
exp
(
−i
∫
C
dtVI(t)
)
O(tf )
]}
. (11)
This means that the derivatives of Ω[α], the Keldysh cu-
mulant generating function, are the observables of the
non-equilibrium system
〈O(tf )〉 = −β ∂Ω[α]
∂α
∣∣∣∣
α=0
(12)
C. Non-equilibrium properties from Keldysh coupled
cluster
In order to compute this quantity as a straightfor-
ward extension of finite temperature coupled cluster, we
slightly rewrite Ω[α] as
Ω[α] = − 1
β
ln Tr
[
e−βK0TC exp
(
−i
∫
C
dt[VI(t) + iαO(t)δC(t− tf )]
)]
. (13)
The expression is now analogous to what we compute
in the equilibrium version of finite temperature coupled
cluster. The only difference is that we have a modified
potential,
VI(t) + iαO(t)δC(t− tf ), (14)
where δC indicates that the delta function acts only once
along the contour. In practice there is great flexibility in
how the contour is chosen as long as it passes through tf
at least once.
FT-CC provides an approximation to Ω by imaginary
time-integration of non-linear amplitude equations. We
now extend this same approximation to systems out of
equilibrium by solving the same non-linear amplitude
equations along the Keldysh contour. This leads to com-
plex amplitudes sµ(t) where the time argument, t, runs
along the Keldysh contour. The coupled cluster contri-
bution to the grand potential is given by
ΩCC =
i
4β
∑
ijab
〈ij||ab〉
∫
C
dt[sabij (t) + 2s
a
i (t)s
b
j(t)]
+
i
β
∑
ia
fia
∫
C
dtsai (t). (15)
For computational reasons, the integrals in the amplitude
4equations are broken up so that
sfµ(t) = −i
∫ t
0
dt′ei∆µ(t
′−t)Sµ[sf (t′)] (16)
sbµ(t) = e
i∆µ(tf−t)sfµ(tf )− i
∫ t
tf
dt′ei∆µ(t
′−t)Sµ[sb(t′)] (17)
siµ(τ) = s
b
µ(0)e
−∆µτ −
∫ τ
0
dτ ′e∆µ(τ
′−τ)Sµ[si(τ ′)] (18)
where we have used the superscripts f, b, i to refer to the
forward, backward, and imaginary parts of the Keldysh
contour (see Figure 1). Explicit expressions for the ker-
nel, Sµ, of Keldysh-CCSD are given in Appendix B.
We now define a Lagrangian in analogy with Equa-
tion 4:
L ≡ i
β
∫
C
dtE(t)− i
β
∫
C
dtλµ(t)
[
sµ(t) +
∫ C(t)
C(0)
dt′ei∆µ(t
′−t)Sµ(t′)
]
. (19)
We have used C(t) to indicate the limits of the integral
along the Keldysh contour. In Appendix C, we discuss
the equations determining the multipliers, λµ(t), along
the Keldysh contour. From the amplitudes and Lagrange
multipliers, we can construct (unrelaxed) coupled cluster
density matrices at each time along the contour as de-
scribed in Appendix D. This means that once we solve the
CC equations on the Keldysh contour, we can compute
any 1-particle property for any real time t ≤ tf . Two
particle properties can also be computed, though the ad-
ditional computational cost is significant. Some details
of the implementation are discussed in Section III.
D. Correlation functions from higher-order response
The theory can also be extended to the computation
of correlation functions,
〈O1(t1)O2(t2), . . .〉 (20)
in or out of time order. We must consider a more general
Keldysh cumulant generating function
Ω[α1, α2, . . .] = − 1
β
ln Tr
[
e−βK0TC exp
(
−i
∫
C
dt[VI(t) + iα1O1(t)δC(t− t1) + iα2O2(t)δC(t− t2) + . . .]
)]
(21)
and use the flexibility of the Keldysh formalism to choose
the contour and the locations of the contour delta func-
tions (δC) such that contour ordering reproduces the or-
dering of the operators in the desired correlation func-
tion. One can then compute the desired n-point correla-
tion function by the nth order derivative:
〈O1(t1)O2(t2), . . . , On(tn)〉 = βn ∂
nΩ
∂α1∂α2 . . .
∣∣∣∣
αi=0
.
(22)
Therefore higher order responses of a coupled cluster ap-
proximation to Ω[α1, α2, . . .], constructed along the ap-
propriate contour, can be used to obtain the coupled
cluster approximation to arbitrarily general correlation
functions.
E. Differential form of the Keldysh CC equations
Thus far we have expressed everything as non-linear
Volterra type integral equations, but there is an equally
valid differential form (see for example the TCC repre-
sentation of finite temperature coupled cluster given in
references 47, 48, 58, and 59). We start with the integral
5equations for s and λ˜ along the Keldysh contour:
sµ(t) = −i
∫ C(t)
C(0)
dt′ei∆µ(t
′−t)Sµ[s(t′)] (23)
λ˜µ(t) = −i
∫ C(−iβ)
C(t′)
dt′ei∆µ(t−t
′)Lµ[s(t
′), λ˜(t′)]. (24)
Note that since the density (Equations D1-D4) depends
only on λ˜, we never need to work with λ directly using
this formulation.
Taking the time derivative of Equations 23 and 24
yields equations of motion for s and λ˜:
dsµ
dt
= (−i) {∆µsµ(t) + Sµ[s(t)]} (25)
dλ˜µ
dt
= i
{
∆µλ˜µ(t) + Lµ[s(t), λ˜(t)]
}
. (26)
In both these equations, the term proportional to ∆µ
comes from the fact that we have formulated our equa-
tions in the Schrodinger picture.
These equations can be used to directly propagate the
s-amplitudes and λ˜-amplitudes along the Keldysh con-
tour. In this way it is possible to avoid storing the am-
plitudes as is necessary when working with the integral
formulation of the equations. However, working with this
differential form presents other difficulties. While the
value of sµ is initially known to be zero at t = 0, the value
of λ˜µ is known at t = −iβ. Considering the dependence
of Lµ on s, this requires the calculation to be carried
out in two steps. First sµ is propagated from t = 0 to
t = −iβ. This propagation can be carried out along the
Keldysh contour or just along the imaginary axis. Sec-
ond, both s and λ˜ are propagated back from t = −iβ to
t = 0 along the Keldysh contour and the density matrix
is computed along the way as per Appendix D. Though
this differential formulation is ultimately a more natural
form for the dynamical problem, we have not yet fully
investigated the numerical properties of such a method
and instead use the integral formulation to investigate
the basic properties and some initial applications.
F. Violation of conservation laws in Keldysh-CC
When considering dynamics, and finite-temperature
dynamics in particular, it is more difficult to construct
approximations that yield dynamics that match even
qualitatively those of the exact system. Kadanoff and
Baym68,69 stated conditions that approximate Green’s
functions must satisfy in order to yield dynamics consis-
tent with all local conservation laws (such as the continu-
ity equation relating density and current), and approxi-
mations that meet these criteria are called “conserving”.
Coupled cluster theory is not constructed as a conserving
approximation. However, coupled cluster methods have
been used to obtain accurate zero-temperature dynamics
in small finite systems nonetheless19–24. Furthermore,
even conserving approximations can yield qualitatively
incorrect results63. We do not consider this property to
be an absolute requirement for useful approximations to
dynamics.
Unfortunately, the Keldysh CC presented in this work,
truncated at some finite excitation level, can also violate
global conservation laws. Perturbation theory approxi-
mations to the cumulant generating functional do con-
serve global symmetries in general as we will now show.
Consider a cumulant generating functional, Ω, that ad-
mits a perturbation theory expansion in some interaction
controlled by a coupling, λ, such that
Ω[λ] = Ω[0] + λΩ′[0] +
λ2
2
Ω′′[0] + . . . (27)
Note that nth order correction can be computed by finite
difference in that
Ω[n] =
1
n!
∂nΩ[λ]
∂λn
∣∣∣∣
λ=0
=
∑
x
cxΩ[λx] (28)
where the λx are points slightly displaced from λ = 0, and
the {cx}, {λx} are defined by a particular finite difference
approximation. If we now compute some time-dependent
observable, O, by differentiating with respect to a time-
dependent coupling, α(t), the nth order contribution to
the observable is
〈O〉[n] (t) = ∂
∂α(t)
Ω[n][α(t)]
∣∣∣
α(t)=0
=
∂
∂α(t)
∑
x
cxΩ[λx, α(t)]
∣∣∣∣∣
α(t)=0
. (29)
This implies that if O is globally conserved by the exact
dynamics, it should also be conserved in perturbation
theory. In Appendix E, we present a detailed analysis of
particle number conservation in an exactly solvable prob-
lem which suggests that in general, truncated Keldysh-
CC does not have this property. This can limit the ap-
plicability of the method as we will discuss in Section IV.
III. IMPLEMENTATION
To enable a concrete implementation, we truncate the
coupled cluster equations to the singles and doubles level
(CCSD), where µ labels at most four fermionic lines. The
implementation of Keldysh-CCSD closely mirrors the im-
plementation of FT-CCSD, so we refer to Ref. 49 for most
of the details. There are two primary differences. First,
everything must use complex arithmetic as a result of
the real-time propagation. Second, the numerical time
integration must be appropriately modified.
A. Numerical integration
Conceptually, we integrate the amplitude equations
(Eq. 18) just as for FT-CCSD, except that we now con-
6sider each branch of the contour separately:
sfµ(ty) = −i
∑
x
Gyxe
i∆µ(tx−ty)Sµ[sf (tx)] (30)
sbµ(ty) = s
f
µ(tf )e
i∆µ(tf−ty)
+ i
∑
x
Gyxe
i∆µ(tx−ty)Sµ[sb(tx)] (31)
siµ(τy) = s
b
µ(0)e
−∆µτy
−
∑
x
Gyxe
∆µ(tx−ty)Sµ[si(τx)]. (32)
Again, we have used labels f , b, and i to refer to the
different branches of the Keldysh contour (forward in real
time, backward in real time, and imaginary time), and
as in our FT-CCSD description, we have used G as a
generic tensor of quadrature weights such that∫ ty
tx
f(t)dt ≈
∑
x
Gyxf(tx). (33)
In the non-equilibrium case we compute by differenti-
ation the response density matrix at a particular time.
This means that, unlike in the equilibrium case, we must
use a quadrature rule where the weights have a smooth
continuum limit,
Gyx → G(tx), gy → g(ty) as ng →∞, (34)
where G(t) and g(t) are smooth functions. If this con-
dition is not satisfied, the response density matrix as
a function of time will not have a well-defined limit as
the grid becomes finer. This means that we cannot use
quadratures like Simpson’s rule or Boole’s rule. In this
work we use constant quadrature weights, i.e.
gy = 1/δ, G
y
x =
{
1/δ, x ≤ y
0, otherwise
(35)
where δ is the grid spacing. This has the advantage of
simplicity, but it requires a large number of grid points
to obtain high accuracy and this limits the current study
to relatively short times.
B. Computational considerations
We will use nr, ni, and ng = 2nr + ni to indicate the
number of grid points in real time, imaginary time, and
in total respectively. If n is the number of orbitals, the
most expensive computational steps scale like O(ngn
6)
and O(n2gn
4). The O(ngn
6) step arises from the most
expensive CCSD contractions which must be performed
for the amplitudes at each point in time. The (n2gn
4) step
comes from the numerical integration in that the ampli-
tudes at each point must be computed from summing
quantities at all previous time points. For quadrature
rules that strictly obey the integral property∫ ty
0
dt′[. . .] =
∫ ty−1
0
dt′[. . .] +
∫ ty
ty−1
dt′[. . .] (36)
in discretized form,
GyxIx = G
y−1
x Ix +G
y
yIy, (37)
the integrals to ty can reuse the information from the
previous point and the O(n2gn
4) step can be reduced to
O(ngn
4).
The storage requirement scales like O(ngn
4) if we store
all the amplitudes as in FT-CCSD. Most of the ampli-
tudes can be stored on disk at any given time, but the
storage requirement becomes quickly prohibitive if ng is
large and this limits the lengths of real time that we can
consider. Using the differential form of the equations de-
scribed in Section II E can reduce the storage requirement
to O(n4) and eliminate the O(n2g) computational steps.
All computations must use complex arithmetic and,
as a result, the grand potential and response properties
may acquire an imaginary part. The grand potential and
equilibrium properties should be real for real-valued ref-
erence orbitals and exact integration because no oper-
ator appears on the forward and backward parts of the
Keldysh contour, and any complex exponentials will can-
cel. However, this is not the case for dynamic properties,
and they can acquire an imaginary part due to errors in
the coupled cluster approximation on the real axis. This
is similar to the small imaginary parts of properties ob-
tained from ground state CCSD with complex orbitals.
Thus, if we use reference orbitals that are real, then we
may attribute any imaginary part in the grand poten-
tial (Keldysh cumulant generating function) to numerical
integration, while for dynamic properties the imaginary
part can be due to the numerical integration and to the
coupled cluster approximation itself.
IV. APPLICATIONS
A. A simple benchmark
To demonstrate that the Keldysh CCSD method yields
exact dynamics for a 2 orbital system, we present some
benchmark calculations on a Hamiltonian of the form
H(t) =
∑
ij
hija
†
iaj +
1
2
∑
ijkl
Vijklc
†
ia
†
jalak
+
∑
ij
dija
†
iaj sin(ωt) (38)
where i, j run over 2 spatial orbitals having the same spin
degree of freedom. We take h and V to be the 1-electron
and 2-electron spatial-orbital integrals of a STO-3G hy-
drogen molecule at R = 0.6A˚, and d to be the integrals
of the dipole operator. We choose a laser frequency in
the UV (ω = 0.2095588) and a temperature of kBT = 1.
In Figure 2, we show the error in the dipole moment as a
function of time relative to the full CI value obtained by
explicitly propagating the full CI, grand canonical den-
sity matrix. As expected, the theory is exact in that the
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FIG. 2. Relative error in the dipole moment as a function of
a time for a simple 2 orbital model (Equation 38) for different
grid spacings.
only error is due to the numerical integration. An anal-
ysis of the error on a log-log plot indicates that the error
is approximately quadratic with time for a constant grid
spacing.
B. Hubbard model with Peierls substitution
The Hubbard model is one of the simplest models of
correlated electrons. Despite its simplicity, the Hubbard
model is valuable as a testing ground for theory and as a
minimal model of correlation-induced phenomena. The
interaction of the underlying lattice with a field can be in-
corporated into such a model by adding a “Peierls phase”
so that the Hamiltonian becomes time-dependent:
H(t) = −tH
∑
iσ
[
eiA(t)a†iσa(i+1)σ + h.c.
]
+ U
∑
i
ni↑ni↓.
(39)
The parameters tH and U are the hopping and on-site
repulsion respectively. We study the 1-dimensional Hub-
bard model with a Peierls phase of the form:
A(t) = A0e
−(t−t0)2/2σ2 cos[ω(t− t0)]. (40)
This functional form is taken almost exactly from Ref. 70,
where the dynamics of this model are studied at zero
temperature. We use U = 0.5, σ = 0.8, t0 = 2,
ω = 6.8, and we show full CI and Keldysh-CCSD re-
sults for A0 = 0.5, 1.0, 2.0. The simulation starts from
a temperature of T = 1.0 at half-filling. We use zero-
temperature unrestricted Hartree-Fock (UHF) orbitals
and orbital energies for the coupled cluster calculation.
These calculations were done with 800 grid points which
is enough such that the error due to numerical integra-
tion is less than 1%. The results for the difference in
population between the two sites are shown in Figure 3.
Even for this simple problem, Keldysh-CCSD is no longer
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FIG. 3. Population difference as a function of time for the
2-site model described in Section IV B. The solid line is the ex-
act result and the dotted lines are the Keldysh-CCSD results.
Only the real part of the approximate property is plotted.
In the lower panel, we show the form of the time-dependent
vector potential.
exact, but it still performs quite well relative to the ex-
act the result. As expected, the error is larger for larger
values of A0, when the system is driven further out of
equilibrium. For A0 = 0.5 and A0 = 1.0, the deviations
from the exact dynamics are barely visible in Figure 3.
Despite the fact that global symmetries are not gener-
ally conserved by Keldysh-CCSD, the particle number is
conserved for this particular Hamiltonian by virtue of the
particle-hole symmetry at half-filling.
C. Ultrafast electron dynamics in Si at high temperature
We now apply the method to driven electron dynam-
ics in high-temperature silicon in order to demonstrate
clearly the advantages and drawbacks of the method
when applied to a more realistic Hamiltonian. We use
a single primitive cell of Si in a minimal basis (SZV71
with GTH pseudopotentials72,73) with the ions frozen at
the experimental lattice constant (3.567A˚). The matrix
80 5 10 15 20 25 30
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10.0
N
2e15 W/cm2
1e15 W/cm2
None
FIG. 4. The number of electrons per unit cell for the Si system
with different laser intensities. The anomalous drift in the
electron number as a function of time is qualitatively the same
for these laser intensities.
elements were obtained from the PySCF software pack-
age using plane-wave density fitting74. We use the dipole
approximation in the velocity gauge so that the coupling
has the form:
1
mc
p ·A(t). (41)
A(t) is the time-dependent vector potential and it is re-
lated to the electric field by
E(t) = −1
c
A˙(t). (42)
To mimic the application of an ultrafast XUV pulse,
we use a pulse of the form
1
c
A(t) = A0zˆe
−(t−t0)2/2σ2 cos[ω(t− t0)] (43)
with the following pulse width and center: σ = 48.378
as (2 atomic units), t0 = 362.83 as (15 atomic units).
ω is chosen to correspond to a 46.9 nm XUV laser.
The system is taken to initially have a temperature of
T = 63155.01 K (kBT = 0.2Eh). These parameters are
unrealistic in two ways. We have chosen an unrealisti-
cally short laser pulse so that we can avoid doing dynam-
ics for very long times, and we have chosen an unrealisti-
cally high temperature so that finite-temperature effects
are accentuated. Despite the unphysical conditions, the
Hamiltonian itself should capture the qualitative features
of ab initio Hamiltonians of crystalline solids.
We must first ask whether or not the particle number
is conserved by Keldysh-CCSD dynamics, since we have
already stated that this can be a problem. In Figure 4,
we have plotted the number of electrons per unit cell as a
function of real-time. Clearly the number of electrons is
not conserved by Keldysh-CCSD, and the drift in the par-
ticle number is qualitatively the same for different laser
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FIG. 5. Difference in the population of the valence band (solid
line) and conduction band (dotted line) for different maximum
laser intensities as a function of time. The shape of the electric
field as a function of time is also shown.
intensities. We expect this to lead to unphysical results
at longer times.
If we are only interested in relatively short times, the
laser-driven dynamics can be corrected by examining the
difference induced by the laser field. The differences in
the populations of the valence and conduction bands in-
duced by the laser as a function of t are shown in Fig-
ure 5. Here we see dynamics that is physically reason-
able. At high intensity, the laser increases the popula-
tion of the conduction band and depopulates the valence
band. Thus despite the violation of particle number con-
servation, Keldysh-CCSD can provide an approximation
to the dynamics which yields qualitatively correct cor-
related many-body dynamics at finite temperature for
short times.
V. CONCLUSIONS AND FUTURE WORK
In this work, we have shown how the Keldysh for-
malism may be used to extend imaginary time finite
temperature coupled cluster to treat the finite tempera-
9ture dynamics of correlated fermionic systems. We have
discussed the theory in detail and presented results for
the singles and doubles variant of this method, Keldysh-
CCSD. In addition to the integral equations that form
the basis of our current implementation, we have shown
how the theory may be extended to the computation of
correlation functions with arbitrary time-orderings, and
we have shown how a differential form, more natural for
dynamics, may be used to avoid storing the amplitudes at
all times. One difficulty in applying the method to realis-
tic systems is that there is the potential for the violation
of global symmetries. In Section II F we have discussed
this issue, and in Appendix E, we have presented a more
detailed analysis for an exactly solvable system.
In order to demonstrate some of the potential appli-
cations and issues with the method, we have performed
calculations on a 2-site Hubbard model with a Peierls
phase and simple ab initio model of bulk silicon in the
presence of an intense XUV laser pulse. For the small
Hubbard model, Keldysh-CCSD performs well relative to
the exact dynamics, while for the silicon model, we are
limited to studying relatively short-time dynamics due to
unphysical results at longer times.
The generalization of coupled cluster theory to finite-
temperature dynamics presented here displays a number
of practical and theoretical challenges which present op-
portunities for future work. Chief among them are
1. Practical improvements necessary to decrease the
computational cost and memory requirements
2. Modifications of the theory to lessen the impact
of particle-number symmetry breaking and other
unphysical effects at longer times
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Appendix A: Introduction to the Keldysh formalism
We imagine a system in thermal equilibrium at time
t = 0. At t = 0 some perturbation, v(t), is turned on.
The average value of O at some time tf is given by
〈O(tf )〉 = Tr
[
e−iHv(tf )ρeiHv(tf )O
]
(A1)
where ρ is the equilibrium density operator,
ρ = e−β(H−µN), (A2)
for inverse temperature β and chemical potential µ, and
Hv(t) is the full Hamiltonian including the perturbation,
Hv(t) ≡ H + v(t). (A3)
The cyclic property of the trace allows us to write this
expression as
〈O(tf )〉 = Tr [ρOH(tf )] , (A4)
where the subscript H indicates the Heisenberg represen-
tation.
We can now rewrite this expression in the interaction
picture by splitting the Hamiltonian as
Hv(t) = K0 + V (t) (A5)
where K0 is the one-electron part,
K0 = H0 − µN, (A6)
and V (t) is the interaction and includes v(t) for t > 0.
Note that if the Hamiltonian commutes with the number
operator the chemical potential term can be included in
the propagator from the beginning or trivially added at
any stage. The expression for O becomes
〈O(tf )〉 = 1
Z
Tr
[
e−βK0UI(β)U
†
I (tf )OI(tf )UI(tf )
]
(A7)
where UI is the propagator in the interaction picture (as
indicated by the “I” subscript), and Z is the grand canon-
ical partition function. Inserting the time-ordered repre-
sentations of the propagators, we obtain
〈O(tf )〉 = 1
Z
Tr
[
e−βK0T exp
(
−
∫ β
0
dτVI(τ)
)
T ∗ exp
(
−i
∫ 0
tf
dtVI(t)
)
O(tf )T exp
(
−i
∫ tf
0
dtVI(t)
)]
(A8)
=
1
Z
Tr
{
e−βK0TC
[
exp
(
−i
∫
C
dtVI(t)
)
O(tf )
]}
. (A9)
In the first line we have used the T as the time-ordering operator in real or imaginary time and T ∗ as the anti-
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time-ordering operator. In the second line we have intro-
duced the contour-ordering operator TC which orders its
arguments along the Keldysh (or Kadanoff-Baym) con-
tour (see Figure 1) and allows us to write the out-of-
equilibrium thermal average in a compact way. The con-
tour C usually has three branches that go from 0 → tf ,
tf → 0, and 0→ −iβ respectively, though many different
choicwes are possible.
Appendix B: Keldysh CCSD amplitude equations
The amplitude equations are determined by the kernels
S1 and S2, which contain contractions identical to those
in the CCSD T1 and T2 equations:
Sai (t) = fai(1− na)ni +
∑
b
fab(1− na)sbi (t)−
∑
j
fjinis
a
j (t) +
∑
jb
〈ja| |bi〉 (1− na)nisbj(t) +
∑
jb
fjbs
ab
ij (t)
+
1
2
∑
jbc
〈aj| |bc〉 (1− na)sbcij (t)−
1
2
∑
jkb
〈jk| |ib〉nisabjk(t)−
∑
jb
fjbs
b
i (t)s
a
j (t)
+
∑
jbc
〈ja| |bc〉 (1− na)sbj(t)sci (t)−
∑
jkb
〈jk| |bi〉nisbj(t)sak(t)−
1
2
∑
jkbc
〈jk| |bc〉 sbi (t)sacjk(t)
− 1
2
∑
jkbc
〈jk| |bc〉 saj (t)sbcik(t) +
∑
jkbc
〈jk| |bc〉 sbj(t)scaki(t) +
∑
jkcd
〈jk| |bc〉 sbi (t)scj(t)sak(t) (B1)
Sabij (t) = 〈ab| |ij〉 (1− na)(1− nb)njnj + Pij
∑
c
〈ab| |cj〉 sci (t)(1− na)(1− nb)nj
− Pab
∑
k
〈kb| |ij〉 (1− nb)ninjsak(t) + Pab
∑
c
fbc(1− nb)sacij (t)
− Pij
∑
k
fkjnjs
ab
ik (t) +
1
2
∑
cd
〈ab| |cd〉 (1− na)(1− nb)scdij (t)
+
1
2
∑
kl
〈kl| |ij〉ninjsabkl (t) + PijPab
∑
kc
〈kb| |cj〉 (1− nb)njsacik (t)
+
1
2
Pij
∑
cd
〈ab| |cd〉 (1− na)(1− nb)sci (t)sdj (t) +
1
2
Pab
∑
kl
〈kl| |ij〉ninjsak(t)sbl (t)
− PijPab
∑
kc
〈ak| |cj〉 (1− na)njsci (t)sbk(t)− Pij
∑
kc
fkcs
c
i (t)s
ab
kj(t)− Pab
∑
kc
fkcs
a
ks
cb
ij (t)
+ Pab
∑
kcd
〈ka| |cd〉 (1− na)sck(t)sdbij (t)− Pij
∑
klc
〈kl| |ci〉nisck(t)sablj (t) + PijPab
∑
kcd
〈ak| |cd〉 (1− na)sci (t)sdbkj(t)
− PijPab
∑
klc
〈kl| |ic〉nisak(t)scblj (t) +
1
2
Pij
∑
klc
〈kl| |cj〉njsci (t)sabkl (t)−
1
2
Pab
∑
kcd
〈kb| |cd〉 (1− nb)sak(t)scdij (t)
+
1
4
∑
klcd
〈kl| |cd〉 scdij (t)sabkl (t) +
1
2
PijPab
∑
klcd
〈kl| |cd〉 sacik (t)sdblj (t)−
1
2
Pab
∑
klcd
〈kl| |cd〉 scakl (t)sdbij (t)
− 1
2
Pij
∑
klcd
〈kl| |cd〉 scdki(t)sablj (t)−
1
2
PijPab
∑
kcd
〈kb| |cd〉 (1− nb)sci (t)sak(t)sdj (t) +
1
2
PijPab
∑
klc
〈kl| |cj〉njsci (t)sak(t)sbl (t)
+
1
4
Pij
∑
klcd
〈kl| |cd〉 sci (t)sdj (t)sabkl (t) +
1
4
Pab
∑
klcd
〈kl| |cd〉 sak(t)sbl (t)scdij (t)− PijPab
∑
klcd
〈kl| |cd〉 sci (t)sak(t)sdblj (t)
− Pij
∑
klcd
〈kl| |cd〉 sck(t)sdi (t)sablj (t)− Pab
∑
klcd
〈kl| |cd〉 sck(t)sal (t)sdbij (t) +
1
4
PijPab
∑
klcd
〈kl| |cd〉 sci (t)sak(t)sbl (t)sdj (t).
(B2)
We have used np to indicate the Fermi-Dirac occupation
number of the pth orbital:
np ≡ 1
eβ(εp−µ) + 1
. (B3)
Here and elsewhere, we use the notation:
PabF [ab] = F [ab]− F [ba]. (B4)
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Appendix C: Keldysh CCSD lambda equations
In practice, we solve for the discretized Lagrange mul-
tipliers, λ(ty), by taking derivatives of the discretized
Lagrangian with respect to the amplitudes at each grid
point. This leads to equations of the form
λfµ(tx) = −Lµ[sf (tx), λ˜f (tx)] (C1)
λbµ(tx) = −Lµ[sb(tx), λ˜b(tx)] (C2)
λiµ(τx) = −Lµ[si(τx), λ˜i(τx)] (C3)
where we have again used f, b, i to indicate forward, back-
ward, and imaginary time branches. The Lµ kernel is lo-
cal in time and contains precisely those contractions that
appear in the ground state CC λ equations with the slight
modification that those terms arising from the derivative
of the energy are multiplied by a negative sign:
Lia(t) = −fia +
∑
b
λ˜ib(t)(1− nb)fba −
∑
j
λ˜ja(t)njfij +
∑
jb
λ˜jb(t)(1− nb)nj 〈bi| |ja〉 −
∑
jb
〈ij| |ab〉 sbj(t)
−
∑
jb
λ˜ja(t)fibs
b
j(t)−
∑
jkb
λ˜ib(t)fjas
b
j(t) +
∑
jbc
λ˜ic(t)(1− nc) 〈cj| |ab〉 sbj(t)−
∑
jkb
λ˜ka(t)nk 〈ij| |kb〉 sbj(t)
+
∑
jbc
λ˜jc(t)(1− nc) 〈ci| |ba〉 sbj(t)−
∑
jkb
λ˜kb (t)nk 〈ji| |ka〉 sbj(t)−
1
2
∑
jkbc
λ˜ja(t)nk 〈ik| |bc〉 sbcjk(t)
− 1
2
∑
jkbc
λ˜ib(t) 〈jk| |ac〉 sbcjk(t) +
∑
jkbc
λ˜jb(t) 〈ki| |ca〉 sbcjk(t)−
∑
jkbc
λ˜ja(t) 〈ik| |bc〉 sbj(t)sck(t)
−
∑
jkbc
λ˜ib(t) 〈jk| |ac〉 sbj(t)sck(t)−
∑
jkbc
λ˜kb (t) 〈ji| |ca〉 sbj(t)sck(t) +
1
2
∑
jbc
λ˜ijcb(t)(1− nb)(1− nc)nj 〈cb| |aj〉
− 1
2
∑
jkb
λ˜kjab(t)(1− nb)njnk 〈ib| |kj〉 −
∑
jkbc
λ˜jkac(t)(1− nc)nk 〈ic| |bk〉 sbj(t)−
∑
jkbc
λ˜ikbc(t)(1− nc)nk 〈jc| |ak〉 sbj(t)
+
1
2
∑
jbcd
λ˜ijcd(t)(1− nb)(1− nc) 〈cd| |ab〉 sbj(t) +
1
2
∑
jklb
λ˜klab(t)nknl 〈ij| |kl〉 sbj(t)−
1
2
∑
jkbc
λ˜jkba(t)fics
bc
jk(t)
− 1
2
∑
jkbc
λ˜jibc(t)fkas
bc
jk(t) +
1
2
∑
jkbcd
λ˜jkbd(t)(1− nd) 〈di| |ca〉 sbcjk(t)−
1
2
∑
jklbc
λ˜jlbc(t)nl 〈ki| |la〉 sbcjk(t)
+
∑
jkbcd
λ˜jibd(t)(1− nd) 〈kd| |ca〉 sbcjk(t)−
∑
jklbc
λ˜jlba(t)nl 〈ki| |cl〉 sbcjk(t)−
1
4
∑
jkbcd
λ˜jkad(t)(1− nd) 〈id| |bc〉 tbcjk(t)
+
1
4
∑
jklbc
λ˜ilbc(t)nl 〈jk| |al〉 sbcjk(t)−
∑
jkbcd
λ˜ikdb(t)(1− nd) 〈dj| |ac〉 sbj(t)sck(t) +
∑
jklbc
λ˜lkab(t)nl 〈ij| |lc〉 sbj(t)sck(t)
− 1
2
∑
jkbcd
λ˜jkad(t)(1− nd) 〈id| |bc〉 sbjsck(t) +
1
2
∑
jklbc
λ˜ilbc(t) 〈jk| |ad〉 sbj(t)sck(t)−
1
2
∑
jklbcd
λ˜klca(t) 〈ij| |db〉 sbj(t)scdkl (t)
− 1
2
∑
jklbcd
λ˜kicd(t) 〈lj| |ab〉 sbj(t)scdkl (t)−
∑
jklbcd
λ˜jlad(t) 〈ik| |bc〉 sbj(t)scdkl (t)−
∑
jklbcd
λ˜ilbd(t) 〈jk| |ac〉 sbj(t)scdkl (t)
+
1
4
∑
jklbcd
λ˜klab(t)nk 〈ij| |cd〉 sbj(t)scdkl (t) +
1
4
∑
jklbcd
λ˜ijcd(t) 〈kl| |ab〉 sbj(t)sbckl(t)−
1
2
∑
jklbcd
λ˜klcb(t) 〈ji| |da〉 sbj(t)scdkl (t)
− 1
2
∑
jklbcd
λ˜kjcd(t) 〈li| |ba〉 sbj(t)scdkl (t) +
1
2
∑
jklbcd
λ˜jlac(t) 〈ik| |bd〉 sbj(t)sck(t)sdl (t) +
1
2
∑
jklbcd
λ˜ilbc(t) 〈jk| |ad〉 sbj(t)sck(t)sdl (t)
(C4)
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Lijab(t) = −〈ij| |ab〉+ PijPabfiaλ˜jb(t) + Pij
∑
c
λ˜ic(t)(1− nc) 〈cj| |ab〉 − Pab
∑
k
λ˜ka(t)nk 〈ij| |kb〉
+ PijPab
∑
kc
λ˜jb(t) 〈ik| |ac〉 sck(t)− Pij
∑
kc
λ˜ic(t) 〈kl| |ab〉 sck(t)− Pab
∑
kc
λ˜ka 〈ij| |cb〉 sck(t)
+ Pab
∑
c
λ˜ijac(t)(1− nc)fcb − Pij
∑
k
λ˜ikab(t)nkfjk +
1
2
∑
cd
λ˜ijcd(t)(1− nc)(1− nd) 〈cd| |ab〉+
1
2
∑
kl
λ˜klab(t)nknl 〈ij| |kl〉
+ PijPab
∑
kc
λ˜ikac(t)(1− nc)nk 〈cj| |kb〉 − Pij
∑
kc
λ˜ikab(t)fjcs
c
k(t)− Pab
∑
kc
λ˜ijac(t)fkbs
c
k(t)
+ Pab
∑
kcd
λ˜ijad(t)(1− nd) 〈dk| |bc〉 sck(t)− Pij
∑
klc
λ˜ilab(t)nl 〈jk| |lc〉 sck(t) + PijPab
∑
kcd
λ˜ikad(t)(1− nd) 〈dj| |cb〉 sck(t)
− PijPab
∑
klc
λ˜ilac(t)nl 〈kj| |lb〉 sck(t)−
∑
kcd
λ˜ijcd(t)(1− nd) 〈kd| |ab〉 sck(t) +
∑
klc
λ˜klab(t) 〈ij| |cd〉 sck(t)
− Pij 1
2
∑
klcd
λ˜ikab(t) 〈jl| |cd〉 scdkl (t)− Pab
1
2
∑
klcd
λ˜ijac(t) 〈kl| |bd〉 scdkl (t) + PijPab
∑
klcd
λ˜ikac(t) 〈lj| |db〉 scdkl (t)
− Pab 1
2
∑
klcd
λ˜klca(t) 〈ij| |db〉 scdkl (t)− Pij
1
2
∑
klcd
λ˜kicd(t) 〈lj| |ab〉 scdkl (t) +
1
4
∑
klcd
λ˜klab(t) 〈ij| |cd〉 scdkl (t)
+
1
4
∑
klcd
λ˜ijcd(t) 〈kl| |ab〉 scdkl (t)− Pij
∑
klcd
λ˜ikab(t) 〈jl| |cd〉 sck(t)sdl (t)− Pab
∑
klcd
λ˜ijac(t) 〈kl| |bd〉 sck(t)sdl (t)
−
∑
klcd
λ˜ikad(t) 〈lj| |cb〉 sck(t)sdl (t) +
1
2
∑
klcd
λ˜klab(t) 〈ij| |cd〉 sck(t)sdl (t) +
1
2
∑
klcd
λ˜ijcd(t) 〈kl| |ab〉 sck(t)sdl (t) (C5)
The λ˜ are integrals of the λ amplitudes with an expo-
nential factor. We compute them separately along each
branch of the contour:
λ˜fµ(tx) =
∑
y
gyλ
i
µ(τy)
G
tf
x
gx
e∆µ(itx−τy)
− i
∑
y
gyλ
b
µ(ty)
Gt0x
gx
ei∆µ(tx−ty)
+ i
∑
y
gyλ
f
µ(ty)
Gyx
gx
ei∆µ(tx−ty) (C6)
λ˜bµ(tx) =
∑
y
gyλ
i
µ(τy)
G
tf
x
gx
e∆µ(itx−τy)
− i
∑
y
gyλ
b
µ(ty)
Gyx
gx
ei∆µ(tx−ty) (C7)
λ˜iµ(τx) =
∑
y
gyλ
i
µ(τy)
Gyx
gx
e∆µ(τx−τy) (C8)
The tf and t0 appearing as indices of grid point tensors
are those grid points occuring at t = tf and t = 0 respec-
tively.
Appendix D: Keldysh CCSD 1-RDM
Given the sµ and λµ amplitudes on the Keldysh con-
tour, we can efficiently form the one-electron density ma-
trix as a function of real time so that any one-electron ob-
servable can be computed at any real time. For Keldysh-
CCSD, the coupled cluster contribution to the density
has 4 parts:
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γia(ty) = −λ˜ia(ty) (D1)
γba(ty) = −λ˜ia(ty)sbi (ty)−
1
2
λ˜kicb(ty)s
ca
ki(ty) (D2)
γji(ty) = λ˜
j
a(ty)s
a
i (ty) +
1
2
λ˜kjca(ty)s
ca
ki(ty) (D3)
γai(ty) = s
a
i (ty)− λ˜jb(ty)sbaji (ty) + λ˜jb(ty)sbi (ty)saj (ty)
+
1
2
λ˜jkbc (ty)s
b
i (ty)s
ac
jk(ty) +
1
2
λ˜jkbc (ty)s
a
j (ty)s
bc
ik(ty) (D4)
The value of some one-electron observable at time ty can be computed as
〈O(ty)〉 = 〈O〉0 +
∑
ia
γia(ty)Oaini(1− na) +
∑
ba
γba(ty)Oab(1− na) +
∑
ij
γji(ty)Oijnj +
∑
ai
γai(ty)Oia (D5)
We have used 〈. . .〉0 as the average in the thermal ref-
erence. Note that the density matrix as a function of
real time can be computed from either the forward or
backward parts of the contour. In the limit of exact inte-
gration the result will be the same, but in practice there
could be differences. Averaging the values obtained from
the forward and backward parts of the contour may pro-
vide slightly higher accuracy at the cost of computing
additional density matrices. We have not explored this
possibility and compute the densities from the forward
branch of the contour.
Appendix E: An analysis of particle number conservation in
a 1-particle problem
In this appendix we will show some illuminating ana-
lytic results for a 1-particle Hamiltonian. In particular,
we will show explicitly that perturbation theories trun-
cated at 2nd order and at 3rd order preserve the parti-
cle number, and, though Keldysh coupled cluster singles
(CCS) is exact, linearized Keldysh coupled cluster singles
(LCCS) is not exact and does not preserve particle num-
ber at finite temperature. These results are supported
by numerical calculations, and we use the features of this
simple problem to infer some properties of more general
Keldysh CC models.
1. Preliminaries
We will consider a 1-particle Hamiltonian of the form
H = h0 + f(t). (E1)
The corresponding grand potential is denoted by Ω, and
and we will can do perturbation theory in powers of f :
Ω = Ω[0] + Ω[1] + Ω[2] + . . . (E2)
The value of some observable at time t is given by
〈O〉 (t1) = ∂
∂α
Ω[α]
∣∣∣∣
α=0
(E3)
where
H[α] = h0 + f(t) + αδC(t− t1)O (E4)
as discussed in Section II C. For the purpose of this dis-
cussion, we will assume the perturbation, f , is indepen-
dent of time. This will simplify the algebra and make
violations of particle-number conservation more obvious.
We will consider several theories based on perturbation
theory and coupled cluster expansions. We will not derive
these theories in detail, as they can be found elsewhere
(see for example Ref. 49), but they are most easily consid-
ered from a diagrammatic perspective. The 0th and 1st
order perturbation theory contributions are trivial, and
are not considered here. The diagrams representing 2nd,
3rd, and 4th order perturbation theory contributions are
shown in Figure 6.
The CCS and LCCS equations are shown diagrammat-
ically in Figure 7. A cursory analysis of these diagrams
indicates that
1. CCS is complete to all orders in perturbation the-
ory and is therefore exact
2. LCCS is complete only to 3rd order in perturbation
theory
3. The 4th order terms missing in LCCS are those
arising from the 3rd skeleton in Figure 6(c).
2. Second order perturbation theory
The free energy at second order can be expressed as a
contour integral
Ω[2] =
i
β
∫
C
dt
∑
ia
fias
a
i (t)
[1] (E5)
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a)
b)
c)
FIG. 6. Hugenholtz skeletons contributing to (a) second or-
der, (b) 3rd order, and (c) 4th order in perturbation theory.
= +
= + +
a)
b)
FIG. 7. Hugenholtz skeletons representing the iteration in (a)
LCCS and (b) CCS.
where sai (t)
[1] are the first order amplitudes, and C is a
contour integral along the Keldysh contour. If we allow
the perturbation to become a function of a coupling to
the number operator acting at a particular point on the
Keldysh contour, we get that
fpq(α) = fpq + iαδC(t− t1)δpq
⇒ Ω[2][α] = i
β
∫
C
dt
∑
ia
fia(α)s
a
i (t)
[1] (E6)
where the amplitudes are now implicitly a function of α
as well. The amplitudes are equal to
sai (t)
[1] = −i
∫ C(t)
C(0)
dt′ei∆
a
i (t
′−t)fai(α)ni(1− na) (E7)
which implies that the free energy as a function of α is
Ω[2](α) =
1
β
∫
C
dt
∑
ia
fia(α)
×
∫ C(t)
C(0)
dt′ei∆
a
i (t
′−t)fai(α)ni(1− na). (E8)
Expanding Ω in α results in
Ω[2](α) = Ω
[2]
0 + Ω
[2]
1 α+
1
2
Ω
[2]
2 α
2 + . . . (E9)
where Ω
[2]
n is the nth derivative wrt α. We find two con-
tributions to the first derivative:
Ω
[2]
1 =
1
β
∑
ia
ni(1− na)
[∫
C
dtfia
∫ C(t)
C(0)
dt′ei∆
a
i (t
′−t)iδC(t′ − t1)δpq +
∫
C
dtiδC(t− t1)δpq
∫ C(t)
C(0)
dt′ei∆
a
i (t
′−t)fai
]
.
(E10)
The sum over i, a reduces to a single sum because of the delta functions and we obtain
Ω
[2]
1 =
i
β
∑
p
np(1− np)
[∫
C
dtfpp
∫ C(t)
C(0)
dt′δC(t′ − t1) +
∫
C
dtδC(t− t1)
∫ C(t)
C(0)
dt′fpp
]
(E11)
=
i
β
∑
p
np(1− np)fpp
[∫ C(−iβ)
C(t1)
dt+
∫ C(t1)
C(0)
dt′
]
(E12)
=
i
β
∑
p
np(1− np)fpp
[∫
C
dt
]
=
∑
p
np(1− np)fpp. (E13)
This derivative is the 2nd order correction to the par-
ticle number in that
〈N〉0 − βΩ[2]1 = 〈N〉0 − β
∑
p
np(1− np)fpp (E14)
Notice that this correction is non-zero at finite temper-
ature, equal to the FT-MP2 correction to the particle
number (cf. Equation 49 of Ref. 75), but independent of
time (t1).
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3. Third order perturbation theory
We can perform the same analysis for the 3rd order
terms. We must use the second order amplitudes
sai (t)
[2] = −i
∫ C(t)
C(0)
dt′ei∆
a
i (t
′−t)
∑
b
fab(α)s
b
i (t
′)[1] −
∑
j
fji(α)s
a
j (t
′)[1]
 (E15)
= −
∫ C(t)
C(0)
dt′ei∆
a
i (t
′−t)
[∑
b
(1− na)fab(α)
∫ C(t′)
C(0)
dt′′ei∆
b
i (t
′′−t′)fbi(α)ni(1− nb)
−
∑
j
nifji(α)
∫ C(t′)
C(0)
dt′′ei∆
a
j (t
′′−t′)faj(α)nj(1− na)
]
. (E16)
The corresponding contribution to the grand potential is
Ω[3] = − i
β
∫
C
dt
∑
ia
fia(α)
∫ C(t)
C(0)
dt′ei∆
a
i (t
′−t)∑
b
(1− na)fab(α)
∫ C(t′)
C(0)
dt′′ei∆
b
i (t
′′−t′)fbi(α)ni(1− nb)
+
i
β
∫
C
dt
∑
ia
fia(α)
∫ C(t)
C(0)
dt′ei∆
a
i (t
′−t)∑
j
nifji(α)
∫ C(t′)
C(0)
dt′′ei∆
a
j (t
′′−t′)faj(α)nj(1− na). (E17)
The two terms in the expression for the grand potential are the two 3rd order diagrams (particle and hole-type
diagrams) arising from the 3rd order skeleton depicted in Figure 6(b). Each term has 3 factors of f which means that
there will be 6 total terms that are 1st order in α:
(1) = − i
β
∫
C
dt
∑
ia
iαδC(t− t1)δia
∫ C(t)
C(0)
dt′ei∆
a
i (t
′−t)∑
b
(1− na)fab
∫ C(t′)
C(0)
dt′′ei∆
b
i (t
′′−t′)fbini(1− nb) (E18)
(2) = − i
β
∫
C
dt
∑
ia
fia
∫ C(t)
C(0)
dt′ei∆
a
i (t
′−t)∑
b
(1− na)iαδC(t′ − t1)δab
∫ C(t′)
C(0)
dt′′ei∆
b
i (t
′′−t′)fbini(1− nb) (E19)
(3) = − i
β
∫
C
dt
∑
ia
fia
∫ C(t)
C(0)
dt′ei∆
a
i (t
′−t)∑
b
(1− na)fab
∫ C(t′)
C(0)
dt′′ei∆
b
i (t
′′−t′)iαδC(t′′ − t1)δbini(1− nb) (E20)
(4) =
i
β
∫
C
dt
∑
ia
iαδC(t− t1)δia
∫ C(t)
C(0)
dt′ei∆
a
i (t
′−t)∑
j
nifji
∫ C(t′)
C(0)
dt′′ei∆
a
j (t
′′−t′)fajnj(1− na) (E21)
(5) =
i
β
∫
C
dt
∑
ia
fia
∫ C(t)
C(0)
dt′ei∆
a
i (t
′−t)∑
j
niiαδC(t
′ − t1)δji
∫ C(t′)
C(0)
dt′′ei∆
a
j (t
′′−t′)fajnj(1− na) (E22)
(6) =
i
β
∫
C
dt
∑
ia
fia
∫ C(t)
C(0)
dt′ei∆
a
i (t
′−t)∑
j
nifji
∫ C(t′)
C(0)
dt′′ei∆
a
j (t
′′−t′)iαδC(t′′ − t1)δajnj(1− na) (E23)
We will now perform algebra similar to that of previous section to simplify terms (1)-(3):
(1) =
α
iβ∆bp
∑
pb
fpbfbp(1− np)np(1− nb)
[
t1 +
1
i∆bp
(
e−i∆
b
pt1 − 1
)]
(E24)
(2) =
α
β
∑
ia
fiafai(1− na)ni(1− na) 1
(i∆ai )
2
[
−ei∆ai t1e−β∆ai + e−β∆ai + 1− e−i∆ai t1
]
(E25)
(3) =
α
β
∑
pa
fpa(1− na)fapnp(1− np) 1
i∆ap
[
−t1 − 1
i∆ap
− iβ + e
i∆ai t1
i∆ai
e−β∆
a
p
]
(E26)
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Terms (4)-(6) are analogous.
Examining these expressions, we see that each contains terms dependent on t1 and that the prefactors of (1) and
(3) are the same, but the prefactor of (2) is different. We will now use the notation (1)[t1] to indicate those terms in
(1) that are dependent on t1, and we will show that
(1)[t1] + (2)[t1] + (3)[t1] = 0. (E27)
There is a slight subtlety here in that while we know that (1), (2), and (3) all have well-defined, finite, limits as
∆ → 0, the same is not true of (1)[t1] for example. So, for the remainder of this section we will assume that ∆ is
finite and show that all the t1 dependence cancels in this case. Since we know that (1) + (2) + (3) has a finite limit,
this should also be sufficient to show that the t1-dependence vanishes in the limit as ∆→ 0, but the expressions that
we will be be working with will themselves not be valid in this limit. If we wanted to be perfectly rigorous, we would
consider this limit separately.
The t1-dependent parts are
(1)[t1] =
α
β
∑
pa
fpafap(1− np)np(1− na) 1
i∆ap
[
t1 +
1
i∆ap
e−i∆
a
pt1
]
(E28)
(2)[t1] =
α
β
∑
ia
fiafai(1− na)ni(1− na) 1
(i∆ai )
2
[
−ei∆ai t1e−β∆ai − e−i∆ai t1
]
(E29)
(3)[t1] =
α
β
∑
pa
fpa(1− na)fapnp(1− np) 1
i∆ap
[
−t1 + e
i∆apt1
i∆ap
e−β∆
a
p
]
. (E30)
Each expression has two terms and the 1st term of (1)[t1] cancels the first term of (3)[t1] so that the sum of all of
them is given by
(1)[t1] + (2)[t1] + (3)[t1] =
α
β
∑
pa
fpafap(1− np)np(1− na) 1
(i∆ap)
2
e−i∆
a
pt1 (E31)
− α
β
∑
ia
fiafai(1− na)ni(1− na) 1
(i∆ai )
2
ei∆
a
i t1e−β∆
a
i (E32)
− α
β
∑
ia
fiafai(1− na)ni(1− na) 1
(i∆ai )
2
e−i∆
a
i t1 (E33)
+
α
β
∑
pa
fpa(1− na)fapnp(1− np) 1
(i∆ap)
2
ei∆
a
pt1e−β∆
a
p (E34)
A critical simplification is acheived by multiplying the real exponential factors into the occupation numbers so that,
for example,
(1− na)ni(1− na)e−β∆ai = (1− na)(1− ni)na. (E35)
The results are that
(1)[t1] + (2)[t1] + (3)[t1] =
α
β
∑
pa
fpafap(1− np)np(1− na) 1
(i∆ap)
2
e−i∆
a
pt1 (E36)
− α
β
∑
ia
fiafai(1− na)(1− ni)na 1
(i∆ai )
2
ei∆
a
i t1 (E37)
− α
β
∑
ia
fiafai(1− na)ni(1− na) 1
(i∆ai )
2
e−i∆
a
i t1 (E38)
+
α
β
∑
pa
fpafapna(1− np)(1− np) 1
(i∆ap)
2
ei∆
a
pt1 (E39)
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We can now relabel indices so that in the second line a, i→ p, a and in the 4th line a, p→ i, a:
(1)[t1] + (2)[t1] + (3)[t1] =
α
β
∑
pa
fpafap(1− np)np(1− na) 1
(i∆ap)
2
e−i∆
a
pt1 (E40)
− α
β
∑
ap
fapfpa(1− np)(1− na)np 1
(i∆pa)2
ei∆
p
at1 (E41)
− α
β
∑
ia
fiafai(1− na)ni(1− na) 1
(i∆ai )
2
e−i∆
a
i t1 (E42)
+
α
β
∑
ai
faifiani(1− na)(1− na) 1
(i∆ia)
2
ei∆
i
at1 (E43)
Everything is now close to canceling completely. We note that
∆qp = −∆pq (E44)
which allows us to write
(1)[t1] + (2)[t1] + (3)[t1] =
α
β
∑
pa
fpafap(1− np)np(1− na) 1
(i∆ap)
2
e−i∆
a
pt1 (E45)
− α
β
∑
ap
fapfpa(1− np)np(1− na) 1
(i∆ap)
2
e−i∆
a
pt1 (E46)
− α
β
∑
ia
fiafai(1− na)ni(1− na) 1
(i∆ai )
2
e−i∆
a
i t1 (E47)
+
α
β
∑
ai
faifia(1− na)ni(1− na) 1
(i∆ai )
2
e−i∆
a
i t1 . (E48)
Finally, it is clear that the first line cancels the second and the 3rd line cancels the 4th. Thus, we can say that (1)
+ (2) + (3) makes a contribution to the particle number that is independent of t1. An exactly analogous argument
can presumably be made for (4) + (5) + (6). This means that for 3rd order perturbation theory each of the two 3rd
order diagrams individually conserves particle number.
4. Some features of 4th order perturbation theory
4th order perturbation theory becomes quite tedious,
but it is sufficient for our purposes to consider the pair
of 4th order diagrams that arise from the quadratic term
in the CCS equations. These diagrams correspond to the
skeleton listed 3rd in Figure 6(c):
Ω[4]∗(α) =
i
β
∫
C
dt
∑
ia
fia(α)s
a
i (t)
[3∗]
=
i
β
∫
C
dt
∑
ia
fia(α)(−i)
∫ C(t)
C(0)
dt′ei∆
a
i (t
′−t)∑
jb
fjb(α)s
a
j (t
′)[1]sbi (t
′)[1] (E49)
We have indicated this particular pair of 4th order contributions by an asterisk. Plugging in the definition of the 1st
order s amplitudes given in Equation E7 yields:
Ω[4]∗(α) =
1
β
∫
C
dt
∑
ia
fia(α)
∫ C(t)
C(0)
dt′ei∆
a
i (t
′−t)∑
jb
fjb(α)
× (−i)
∫ C(t′)
C(0)
dt′′ei∆
a
j (t
′′−t′)faj(α)nj(1− na)(−i)
∫ C(t′)
C(0)
dt′′ei∆
b
i (t
′′−t′)fbi(α)ni(1− nb) (E50)
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Just as before, we expand this expression as a function of α to obtain
Ω[4]∗(α) = Ω[4]∗0 + Ω
[4]∗
1 α+
1
2
Ω
[4]∗
2 α
2 + . . . (E51)
We are interested in the coefficient of α in this expansion since it gives the 4th order (∗) correction to the particle
number. Clearly there are 4 terms:
(1) =
1
β
∫
C
dt
∑
ia
δiaδC(t− t1)
∫ C(t)
C(0)
dt′ei∆
a
i (t
′−t)∑
jb
fjb
× (−i)
∫ C(t′)
C(0)
dt′′ei∆
a
j (t
′′−t′)fajnj(1− na)(−i)
∫ C(t′)
C(0)
dt′′ei∆
b
i (t
′′−t′)fbini(1− nb) (E52)
(2) =
1
β
∫
C
dt
∑
ia
fia
∫ C(t)
C(0)
dt′ei∆
a
i (t
′−t)∑
jb
δjbδC(t
′ − t1)
× (−i)
∫ C(t′)
C(0)
dt′′ei∆
a
j (t
′′−t′)fajnj(1− na)(−i)
∫ C(t′)
C(0)
dt′′ei∆
b
i (t
′′−t′)fbini(1− nb) (E53)
(3) =
1
β
∫
C
dt
∑
ia
fia
∫ C(t)
C(0)
dt′ei∆
a
i (t
′−t)∑
jb
fjb
× (−i)
∫ C(t′)
C(0)
dt′′ei∆
a
j (t
′′−t′)δajδC(t′′ − t1)nj(1− na)(−i)
∫ C(t′)
C(0)
dt′′ei∆
b
i (t
′′−t′)fbini(1− nb) (E54)
(4) =
1
β
∫
C
dt
∑
ia
fia
∫ C(t)
C(0)
dt′ei∆
a
i (t
′−t)∑
jb
fjb
× (−i)
∫ C(t′)
C(0)
dt′′ei∆
a
j (t
′′−t′)fajnj(1− na)(−i)
∫ C(t′)
C(0)
dt′′ei∆
b
i (t
′′−t′)δbiδC(t′′ − t1)ni(1− nb) (E55)
After a great deal of algebra, we obtain
(1) = − 1
β
∑
pjb
npnj(1− np)(1− nb)fjbfbpfpj 1
i∆bji∆
b
p
×
[
t1 +
1
i∆pj
(
e−i∆
p
j t1 − 1
)
+
1
i∆bp
(
e−i∆
b
pt1 − 1
)
− 1
i∆bj
(
e−i∆
b
jt1 − 1
)]
(E56)
(2) = − 1
β
∑
iap
(1− ni)npna(1− np)fiafapfpi 1
i∆ap
1
i∆pi
1
i∆ai
[
1− e−i∆ipt1 − e−i∆pat1 + ei∆ai t1
]
− 1
β
∑
iap
ninp(1− na)(1− np)fiafapfpi 1
i∆ap
1
i∆pi
1
i∆ai
[
e−∆
a
i t1 − e−i∆apt1 − e−i∆pi t1 + 1
]
(E57)
(3) = − 1
β
∑
ipb
ninp(1− np)(1− nb)fbifipfpb 1
i∆bi
×
{
1
i∆pi
[
−iβ − t1 − 1
i∆pi
(
ei∆
p
i t1e−∆
p
i β) − 1
)]
− 1
i∆pb
[
1
i∆ib
(
eβ∆
i
b − ei∆ibt1
)
− 1
i∆pi
(
ei∆
p
b t1e−β∆
p
i − 1
)]}
(E58)
(4) = − 1
β
∑
jap
npnj(1− na)(1− np)fajfjpfpa 1
i∆aj
×
{
1
i∆ap
[
−iβ − t1 + 1
i∆ap
(
e−β∆
a
pei∆
a
pt1 − 1
)]
− 1
i∆pj
[
1
i∆aj
(
e−β∆
a
j − e−i∆aj t1
)
− 1
i∆pj
(
e−β∆
a
pe−i∆
p
j t1 − 1
)]}
(E59)
These expressions are complicated and difficult to verify, but it is sufficient to examine the coefficients of the terms
linear in t1 to see that for (1) + (2) + (3) + (4), the t1-dependence does not cancel. Since the sum of all 4th order
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terms should have no dependence on t1 as per the argument in Section II F, this also implies that Ω
[4] − Ω[4]∗ does
not generate dynamics that conserve particle number. Since LCCS includes the Ω[4]−Ω[4]∗ contribution at 4th order,
this suggests that Keldysh-LCCS will not conserve particle number.
5. Numerical results
From this discussion and the discussion given in Sec-
tion II F, we conclude several things about particle num-
ber conservation in the 1-particle problem:
1. nth order perturbation theory should conserve par-
ticle number
2. For 2nd and 3rd order perturbation theory, each
diagram individually conserves the particle number
3. But this is not true of 4th order perturbation theory
where the (∗) terms (and therefore the remaining
terms also) do not conserve particle number
4. LCCS does not conserve particle number
5. CCS does conserve particle number by virtue of
being exact: it is complete to all orders in pertur-
bation theory.
We will now verify numerically these statements. Be-
cause there is error in the particle number due to the nu-
merical integration, we will say that a given theory does
not conserve particle number if the quantity changes in
time and this change does not decrease as the grid is made
finer. Our example Hamiltonian is a two-level system,
H =
(
E1 0
0 E2
)
+
(
V11 V12
V21 V22
)
. (E60)
For this example, we use
E1 = 0.1 E2 = 0.4 (E61)
V11 = V22 = 0.1 V12 = V
∗
21 = 1 + i/2. (E62)
The relatively large perturbation is used to accentuate
the defects in the theory. We use µ = 0.0 and T = 0.5
in these calculations, and compute N at points between
t = 0 and t = 1. For the exact dynamics of the system,
〈N〉 is conserved.
In Table I, we show the number of particles for differ-
ent approximate methods for the equilibrium grand po-
tential. As expected, different many-body methods will
lead to different numbers of electrons at finite tempera-
ture, and CCS is exact for this 1-particle problem.
In the following time-dependent calculations, separate
calculations are performed at each time point and the
property of interest, N , is computed by finite difference
differentiation. Since separate calculations have to be
performed for each time point anyway, we use the same
number of grid points at each time point. This leads
to an integration error which is easy to recognize and
method N error % relative error
PT2 0.6679063 -0.20734 23.69
PT3 0.9500828 0.07484 8.55
PT4 1.0446668 0.16942 19.36
PT4∗ 1.0580504 0.18281 20.89
LCCS 0.9436346 0.06839 7.81
CCS 0.8752419 -3.6189E-07 4.13E-05
exact 0.8752423 - -
TABLE I. The average number of particles, 〈N〉, for each
method in equilibrium. Note that the small error in CCS is
due to the numerical integration and to error in the finite
difference determination of 〈N〉.
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FIG. 8. Absolute difference in particle number relative to
the particle number at t = 0 as a function of time for Keldysh
PT at 2nd order. Note the y-axis is scaled by 1e-5.
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FIG. 9. Absolute difference in particle number relative to
the particle number at t = 0 as a function of time for Keldysh
PT at 3rd order. Note the y-axis is scaled by 1e-4.
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FIG. 10. Absolute difference in particle number relative to
the particle number at t = 0 as a function of time for Keldysh
PT at 4th order. Note the y-axis is scaled by 1e-4.
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FIG. 11. Absolute difference in particle number relative to
the particle number at t = 0 as a function of time for each
contribution to Keldysh PT at 3rd order. The solid lines show
the contribution from the “particle” diagram and the dotted
lines show the contribution from the “hole” diagram. Both
appear to individually conserve particle number.
separate from errors in the many-body approximations
themselves. In Figures 8-10 we confirm numerically point
(1). These figures indicate that for perturbation theory
at any order, 〈N〉 will be conserved as a function of time
in the limit of exact numerical integration.
Point (2) is trivially true at 2nd order where there is
only a single diagrammatic contribution. At third or-
der however, there are two diagrams which we refer to
as the “particle” and “hole” diagrams for the diagrams
containing more particle or hole propagators respectively.
In Figure 11 we show that each of these contributions in-
dividually conserves N . This confirms numerically the
result of Section E 3.
Point (3) is confirmed numerically in Figure 12 where
the ∗ contributions at 4th order are included and the
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FIG. 12. Absolute difference in particle number relative to
〈N〉 at t = 0 as a function of time for Keldysh PT at 3rd
order including the 4th order ∗ terms. Note that increasing
the number of grid points does not decrease the difference in
N(t); it even increases slightly. Also the differences are about
an order of magnitude larger than those seen in the previous
examples.
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FIG. 13. Absolute difference in particle number relative
to 〈N〉 at t = 0 as a function of time for LCCS. Note that
increasing the number of grid points does not decrease the
difference in N(t).
particle number is no longer conserved.
Point(4) is confirmed in Figure 13 which qualitatively
resembles Figure 12.
Finally, point (5) is corroborated in Figure 14.
In this particular example, the fact that particle num-
ber is not conserved does not create a significant problem
because the differences on this time-scale are small com-
pared to the error in the various methods at equilibrium
(see Table I), but this will not be true in general.
In this Appendix, we have examined particle-number
conservation of different perturbation theory and coupled
cluster models for finite-temperature dynamics without
two-particle interactions. The problem is trivially solv-
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FIG. 14. Absolute difference in particle number relative to
the value at t = 0 as a function of time for CCS. N appears to
be conserved as we would expect from a theory that is exact.
able, but it nonetheless allows us to show explicitly con-
clusions (1) - (5). In Section E 5 we verified these re-
sults numerically. This discussion suggests that in more
general Keldysh-CC models, such as the Keldysh-CCSD
presented in this article, global symmetries will not be
preserved by the dynamics. The seriousness of this flaw
will, in general, depend on the system.
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