To process large-scale single-cell RNA-sequencing (scRNA-seq) data effectively without excessive distortion during dimension reduction, we present SHARP, an ensemble random projection-based algorithm which is scalable to clustering 1.3 million cells. Comprehensive benchmarking tests demonstrate that SHARP outperforms existing methods in terms of speed and accuracy, especially for the large-size datasets (>40,000 cells) where SHARP is at least 20 times faster. By enabling transcriptomic profiling at the individual-cell level, scRNA-seq has been widely applied in various domains of biology and medicine to characterize novel (or rare) cell types and detect intra-population heterogeneity [1]. The amount of scRNA-seq data in public domain has increased explosively due to technological development and the efforts to obtain large-scale transcriptomic profiling of cells [2]. Computational algorithms to process and analyze large-scale high-dimensional single-cell data are essential. Dimension reduction using principal component Corresponding author.
analysis (PCA) [3] or independent component analysis (ICA) [4] has been successfully applied to process and to visualize high dimensional scRNA-seq data. However, it requires considerable time to obtain principal or independent components as the number of cells increases. It is also notable that dimension reduction decreases processing time at the cost of losing original cell-to-cell distances. For instance, t-distributed stochastic neighbor embedding (tSNE) [5] effectively visualizes multi-dimensional data into a reduced-dimensional space. However, tSNE distorts the distance between cells for its visualization.
!
To effectively handle very large-scale scRNA-seq data without excessive distortion of cell-to-cell distances, we developed SHARP (https://github.com/shibiaowan/SHARP), a hyper-fast clustering algorithm based on ensemble random projection (RP) ( Fig. 1a and Online Methods). RP [6] projects the original D-dimensional data into a d-dimensional (d << D) subspace, using a ! dimensional random matrix R whose elements conform to a distribution with zero mean and unit variance. Notably, RP preserves cell-to-cell distances even in a much lower-dimensional space and is robust to missing values, which provides a well-suited condition for clustering high-dimensional scRNA-seq data (Online Methods). SHARP dramatically reduced the running cost for clustering while showing far enhanced clustering performance especially for large-size scRNA-seq datasets.
Of note, SHARP is capable of clustering 1.3 million cells, which was not possible to other clustering approaches we tested.
SHARP employed a divide-and-conquer strategy followed by RP to accommodate effective processing of large-scale scRNA-seq data ( Fig. 1a and Online Methods). In short, the scRNA-seq
data is divided into small blocks. RP followed by a hierarchical clustering algorithm is applied to each block. To merge individual RP-based clustering results, a weighted-ensemble clustering approach is used. Finally, a similarity-based ensemble clustering approach is to integrate clustering results of each block ( Fig. 1a and Online Method).
Clustering involves extensive use of computational resources in calculating distances and/or dimension reduction. For scRNA-seq data with N cells and D genes, a simple hierarchical clustering requires time complexity of ! [7] to calculate distance between cells. The benchmarking tests demonstrate dramatic cost reduction of SHARP ( Fig. 1b ). Reflecting the
! 3 theoretical running costs, the two classical algorithms (tSNE + kMeans, hierarchical clustering) manifested exponential increase in their processing time as the number of cells increased ( Fig. 1b ).
SC3
[8] and SIMLR [9] showed better performance than the classical clustering approaches, but they still required a considerable amount of time for clustering. The computing cost of SHARP was substantially lower than other clustering algorithms. Remarkably, the required computing cost of SHARP rose roughly linearly even with the very large size of the datasets. For the cells with larger than 40,000, SHARP ran at least 20 times faster than SC3 [8] and SIMLR [9] .
Notably, SHARP clustered the scRNA-seq with 1.3 million cells in 42 minutes when using a multicore system (Fig. 1b ). Due to the data loading problem (and potential exhaustive memory use), we could not show the running time of other approaches for 1.3 million cells. When using a multi-core system on the Montoro dataset [17] with 66,265 cells, SHARP ran remarkably faster than SC3 and SIMLR ( Supplementary Figure 1 and Supplementary Note 2). We expect far superior performance of SHARP against its competitors.
In parallel, we compared the clustering performance using the pre-defined cell types for each datasets ( Supplementary Table 1 ). For almost all datasets we tested, SHARP showed better performances ( Fig. 1c ). It is notable that the performance became generally quite worse for large datasets (>40,000 single cells). In contrast, SHARP showed an ARI larger than 0.7 regardless of the size of the datasets, demonstrating its robustness.
To explain the robust clustering performance of SHARP, we investigate the degree of distortion ! 4 caused by dimension reduction by comparing the correlation of cell-to-cell distances after reducing dimension using SHARP, PCA and tSNE. Reflecting the property of RP, SHARP showed almost perfect similarities in cell-to-cell distance with correlation coefficient > 0.94 even in a dimensional space which is 74 times lower (from 20862 to 279) than the original one ( Fig. 2a , Supplementary   Figure 2 and Supplementary Note 3). Cell-to-cell distances were deteriorated when dimension reduction was performed to the same number of dimension using PCA ( Fig. 2a ). tSNE, an algorithm to visualize high-dimensional data into 2 or 3 dimensional space, showed a poor correlation ( Fig. 2a ).
scRNA-seq suffers a high frequency of dropouts where many of the true expressions are not captured. To evaluate the robustness of SHARP against dropouts, we tested SHARP while increasing dropout rates in a scRNA-seq dataset ( Fig. 2b ). We found that both SHARP and SC3 are robust to the added dropouts. The performance of SIMLR, even though it was better than SC3 when there were no added dropouts, became worse when the dropout rates were increased over 5%.
To visualize how well SHARP separate scRNA-seq data, we showed the results of SHARP in the two-dimensional space (Online Methods). Compared to original tSNE, SHARP showed a better separation of the cells ( Fig. 2c and Supplementary Figures 3a-d ). For instance, the neuron cells cannot identify the optimal number of clusters and it depends on the initial seeds for clustering.
Using SHARP, we identified a total of 244 clusters from this datasets (17 clusters with more than 1,000 cells) ( Supplementary Table S2 ). Fig. 2d showed the top 4 clusters among them. Gene ontology (GO) analysis ( Supplementary Table S2 ) show that Cluster 2 is associated with dendrites and Cluster 3 is with axon. We also identified a cluster (Cluster 8) enriched for the genes associated with "non-motile cilium assembly", which is important for brain development and function [22] and an immune cells with high IL4 expression (Cluster 14).
SHARP employed ensemble average to combine the results of several runs of RP. We found that the ensemble strategy provides the robustness in clustering (Supplementary Figure 5 and Supplementary Note 4). SHARP was robust to the ensemble size when the size is larger than 5
( Supplementary Figures 6-7 and Supplementary Note 5). Moreover, SHARP's performance was not highly affected by the size of the block when the size is larger than 1,000 cells ( Supplementary   Figure 8 and Supplementary Note 5). SHARP is also roughly insensitive to the degree of dimension reduction ( Supplementary Figure 9 and Supplementary Note 5). Besides clustering, the data partition, we randomly permuted the original single-cell data before partitioning. In practice, SHARP roughly equally divides ! and allows users to assign the base number of single cells in each block (e.g., ! ). In this case, ! , where ! is the minimum integer no less than x. The numbers of single cells ! in each block are as follows:
This enables SHARP to maximize the usage of local computational resources and avoid memory overflow while minimizing the negative impact from imbalanced numbers of data for each block.
It should be noted that R lacks 64-bit integers support and a scRNA-seq data matrix with >1 million cells whose number of elements is usually significantly larger than ! can not be directly loaded. The divide-and-conquer strategy enables SHARP to upload more than 1 million cells.
Random Projection (RP). RP is a group of simple yet powerful dimension-reduction technique. It is based on the Johnson-Lindenstrauss lemma [23] given below: Lemma 1. Given ! , a set ! of N points in ! , and a positive integer ! ,
The lemma suggests that if points in a high-dimensional space are projected onto a randomly selected subspace of suitable dimension, the distances between the points are approximately preserved [24] .
Specifically, the original D-dimensional data is projected onto a d-dimensional subspace, using a
random matrix whose column are unit length, i.e., ! , ! , !
As long as the elements of R conforms to any distributions with zero mean and unit variance, R
gives a mapping that satisfies the Johnson-Lindenstrauss lemma.
Choice of random matrix R. To reduce the computational complexity, we adopted a very sparse RP proposed in [25] where the elements of R (i.e., ! ) is defined as:
! As suggested in [25] , we selected ! .
Choice of the subspace dimension d. To balance between maintaining robust performance and yielding a solution as parsimonious as possible, we selected ! , where ! as suggested by Johnson-Lindenstrauss lemma.
Ensemble RP. After RP, pairwise correlation coefficients between each pair of single cells were calculated using the dimension-reduced feature matrix. An agglomerative hierarchical clustering (hclust) with the "ward.D" [26] method was used to cluster the correlation-based distance matrix.
The performance of an individual RP-based clustering is volatile. To obtain a robust performance, ensemble of several runs of RPs has been used. Specifically, we first applied RP K times to obtain K RP-based dimension-reduced feature matrices and then further K distance matrices. Each of the K matrices was clustered by a "ward.D"-based hclust. As a result, K different clustering results were obtained, each from a RP-based distance matrix, which would be combined by a weightedbased meta-clustering (wMetaC) algorithm [27] detailed in the next step.
Weighted-based meta-clustering (wMetaC). Compared to the traditional cluster-based similarity partitioning algorithm (CSPA) [28] Specifically, for calculating cell weights, similar to the first several steps in CSPA, we first converted the individual RP-based clustering results into a co-location similarity matrix S, whose element ! represents the similarity between the i-th and j-th single cells. Then, based on the idea that the weight for each pair of single cells is determined by the degree of consistency of the colocation clustering results of these two single cells, we converted the similarity matrix S to the weight matrix W according to the following equation:
! ,
where ! is the element in the i-th row and the j-th column of W. It is easy to see that when ! (i.e., the i-th cell and the j-th cell are with 100% probability in the same cluster) or ! (i.e., the i-th cell and the j-th cell are with 0% probability in the same cluster), ! reaches the minimum at 0; when ! (i.e., the co-location probability of the i-th cell and the j-th cell in the same cluster is 0.5 whereas the probability of them in different clusters is also 0.5, which means this is the most difficult-to-cluster case), ! reaches the maximum at 0.25. In other words, zero weight is assigned to those most "easy-to-cluster" pairs of single cells and the highest cell-tocell weight is assigned for the most "difficult-to-cluster" pairs. Then, a weight associated with each cell was calculated as the accumulation of all the cell-to-cell weights related with the corresponding cell. To calculate the weighted cluster-to-cluster similarity, we first noted that the size of the similarity matrix is ! , where C is the union set of all the clusters obtained in each individual RP-based clustering results in the previous step, and ! is the cardinality of a set.
Then, for any two clusters, their similarity is determined by the sum of weights of their overlapped elements (i.e., cells) divided by that of their combined ones. Then, in the third step (i.e., metaclustering), we used a hierarchical clustering with "ward.D" to cluster the obtained similarity matrix. After clustering, we understood which cluster in the 1-st RP-based clustering corresponds to which cluster(s) in the 2-nd, 3-rd,…, K-th RP-based clustering. Then, in the final step, we reorganized the K RP-based clustering results according to the result in the third step, and then we used a voting scheme to determine the final clustering results. These procedures were repeated for each of the B blocks.
Similarity-based meta-clustering (sMetaC). To integrate the clustering results of the B blocks obtained by wMetaC, we proposed a similarity-based meta-clustering (sMetaC) approach which is similar to wMetaC. The major differences between wMetaC and sMetaC: (1) integrated the results of all blocks by proposing a method called sMetaC, whose time complexity is similar to wMetaC except the number of instances is different (similarly, we can suppose the number of clusters in each block is equally ! , where ! ). In this case, the total time complexity is ! . Practically, K, B, ! and ! are very small, thus the time complexity of SHARP can be written as ! . Because n is fixed across different datasets, ! and D is usually larger than 10,000, thus ! and therefore the time complexity of SHARP is essentially ! .
On the other hand, among the compared state-of-the-art methods, tSNE plus k-means is arguably the fastest. Theoretically, tSNE requires ! for dimension reduction to 2D or 3D space [5] . For tSNE plus k-means for clustering, the time complexity is ! , where k is the number of clusters and i is the number of iterations. Thus, the total time complexity for tSNE + kMeans is ! .
O(Kn d D)
O(K(n d D + n 2 )) O(n 2 )
All the tests except for the 1.3-million-cell dataset were performed using a single core on an Intel Xeon CPU E5-2699 v4 @ 2.20GHz system with 500GB memory. To run 1.3 million cells, we used 16 cores on the same system.
Visualization. For visualization, SHARP uses a weighted combination of the dimension-reduced feature matrix and the cell-to-cluster matrix derived from the clustering results. The former matrix is obtained by three steps: 1) applying K runs of RPs for each block of the large-scale scRNA-seq data; 2) combining these block-wise matrices to obtain K RP-based dimension-reduced matrices and 3) averaging these K matrices into one ensemble matrix. For the latter matrix, we constructed a ! matrix, where N is the number of single cells and pC is the predicted number of clusters.
If the i-the single cell is predicted to be in the j-th cluster, then the element of the i-th row and j-th column is 1, otherwise 0. Subsequently, these two matrices were combined with different weights to formulate the visualization matrix, which is the input matrix of tSNE for visualization.
Based on the clustering results, SHARP can further detect genes for each cluster. We adopted a method similar to SC3 except three points: (1) 100<n(cells)<1,000 1,000<n(cells)<10,000 n(cells)>40,000 n(cells)>1 million 3 million single cells, only the running time was provided due to lack of ground-truth clustering labels. All of the results for SHARP were based on 100 realizations of SHARP on each dataset. All the tests except for the 1.3-million-cell dataset were performed using a single core on an Intel Xeon CPU E5-2699 v4 @ 2.20GHz system with 500GB memory. To run 1.3 million cells, we used 16 cores on the same system. 
