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A class of global solutions to the Euler-Poisson system
Mahir Hadzˇic´∗ and Juhi Jang†
Abstract
Using recent developments in the theory of globally defined expanding compressible gases, we
construct a class of global-in-time solutions to the compressible 3-D Euler-Poisson system without any
symmetry assumptions in both the gravitational and the plasma case. Our allowed range of adiabatic
indices includes, but is not limited to all γ of the form γ = 1 + 1
n
, n ∈ N \ {1}. The constructed
solutions have initially small densities and a compact support. As t → ∞ the density scatters to zero
and the support grows at a linear rate in t.
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1 Introduction
The three dimensional compressible Euler-Poisson system couples the equation for a compressible gas
to a self-consistent force field created by the gas particles: if the interaction is gravitational, we refer to
the model as the gravitational Euler-Poisson system and if the interaction is electrostatic we talk about
the electrostatic Euler-Poisson system. In the gravitational case we obtain a model of a Newtonian
star [45, 1, 2], while in the case of repelling forces between the particles, we arrive at a model for
plasmas [12, 14]. We shall work with the free-boundary formulation of the problem, wherein a moving
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boundary separates the support of the gasB(t) ⊂ R3 from the vacuum regionR3 \B(t). In both cases,
equations take the following form:
∂tρ+ div (ρu) = 0 in B(t) ; (1.1a)
ρ (∂tu+ (u · ∇)u) +∇p = −ρ∇Φ in B(t) ; (1.1b)
∆Φ = 4πc ρ, lim
|x|→∞
Φ(t, x) = 0 in R3 ; (1.1c)
p = 0 on ∂B(t) ; (1.1d)
V∂B(t) = u · n(t) on ∂B(t) ; (1.1e)
(ρ(0, ·),u(0, ·)) = (ρ0,u0) , B(0) = B0 . (1.1f)
Here ρ,u, p,Φ denote the gas density, velocity, pressure, and the gravitational/electrostatic potential
respectively. A further unknown is the moving domain B(t) with a boundary ∂B(t). The normal
velocity of ∂B(t) is denoted by V∂B(t) and the outward pointing unit normal vector to ∂B(t) by n(t).
The constant c in the Poisson equation (1.1c) is either 1 or −1, corresponding to the gravitational or
the plasma case respectively. To complete the formulation of the problem, we prescribe a polytropic
equation of state:
p = ργ , 1 < γ <∞, (1.2)
and assume that the physical vacuum condition is satisfied,
∂n(ρ
γ−1
0 )
∣∣∣
∂B0
< 0. (1.3)
System (1.1) with the polytropic equation of state (1.2) and the physical vacuum condition (1.3) will
be referred to as the EPγ-system.
Condition (1.3) is not merely a technical, but rather a crucial requirement in the problem. It is
realised for a famous class of steady states of the gravitational EPγ system, known as the Lane-Emden
stars. For the history of the physical vacuum condition, its physical significance, and its remarkable
role played in a rigorous development of the well-posedness theory for vacuum free boundary fluids,
we refer the reader to [31, 30, 32, 33, 5, 3, 4, 25, 26, 27, 28, 35, 11, 41, 43, 16, 17, 18].
There are very few global existence and uniqueness results for the EPγ-system outside of special
symmetry classes; in fact, solutions could blow up in a finite time [9, 36, 37, 7] (see [15] for the
plasma case in absence of free boundaries). In this work we construct open sets of initial data that
lead to global-in-time solutions in both the gravitational and the plasma case, without any symmetry
assumptions.
Theorem 1.1 (Main result - informal statement). Let γ = 1 + 1
n
, n ∈ N \ {1} or γ ∈ (1, 1413 ), and let
c ∈ {1,−1}. Then there exists an open set of compactly supported initial data in a suitable high-order
weighted Sobolev space which lead to global-in-time solutions to the EPγ-system. The support of these
solutions expands linearly-in-time and upon a suitable rescaling it is of a nearly ellipsoidal shape.
A formal statement of this theorem is provided in Section 2.4. A few remarks are in order
Remark 1.2. Although our analysis is carried out in Lagrangian coordinates we may infer an
important consequence on the scattering behaviour of the (Eulerian) density function t 7→ ρ(t, ·);
informally speaking ρ(t, x) ∼t→∞ t−3ρ∞(xt ) for some function ρ∞ in an appropriate function class.
In particular, Theorem 1.1 gives a robust class of initial data that lead to solutions that scatter to zero
at future infinity irrespectively of the sign of c.
2
Remark 1.3. Our restrictions on γ are largely technical except for the requirement γ < 53 . See
Remark 2.5.
Remark 1.4. It is very likely that the methods of this article are applicable to other Euler-matter
models that satisfy two fundamental requirements: 1) they allow for a good well-posedness theory in
the presence of vacuum free boundaries and 2) behave “well” with respect to the scaling symmetries
of the Euler flow, which is discussed at length below.
Our basic new insight is that scaling symmetries and a suitable notion of criticality developed in our
recent works [16, 17, 18] allow one to identify an open set of initial data in the phase space which lead to
global-in-time solutions. If interpreted correctly, for such a choice of data the gravitational/electrostatic
interaction can be viewed as subcritical with respect to the gas pressure. We thus enter a regime domi-
nated by the compressible Euler flow:
∂tρ+ div (ρu) = 0 in B(t) ; (1.4a)
ρ (∂tu+ (u · ∇)u) +∇p = 0 in B(t) ; (1.4b)
p = 0 on ∂B(t) ; (1.4c)
V(∂B(t)) = u · n(t) on ∂B(t) ; (1.4d)
(ρ(0, ·),u(0, ·)) = (ρ0,u0) , B(0) = B0 . (1.4e)
If we add to it the equation of state (1.2) we refer to this system as the Eγ-system. Recently
Sideris [44] discovered a family of special global-in-time solutions of the Eγ-system. This is a finite
parameter family of so-called affine fluid motions whose support expands linearly-in-time and has the
geometry of an ellipsoid. We have shown in [17] that the Sideris motions are nonlinearly stable in
the range 1 < γ ≤ 53 , while this statement was extended to the range γ > 53 in a recent work [42].
In the absence of free boundaries global solutions were constructed in [40, 10, 39], however with
unbounded velocities at spatial infinity. The affine motions from [44] owe their existence to a certain
quasi-conformal symmetry acting on (1.4) and this symmetry is at the heart of this paper. We construct
global solutions of the EPγ-system as perturbations of the Sideris expanding solutions of the Eγ system.
This is a priori unlikely to succeed as the Sideris motions do not solve the EPγ-system. However, when
γ ∈ (1, 53 ) the gravitational/electrostatic field is effectively subcriticalwith respect to the pressure term
and therefore the dynamics of Euler equation is expected to dominate over the force field term.
When γ = 53 the compressible Euler system enjoys a pseudo-conformal symmetry first observed
by Serre [40], analogous to the pseudo-conformal symmetry for the nonlinear Schro¨dinger equation. It
is a natural threshold in our analysis which is best understood through the invariant scaling analysis - a
detailed motivation is presented in Section 2.
In order to prove Theorem 1.1, we shall need a corresponding local well-posedness result. Such
a theorem for compressible fluids satisfying the physical vacuum condition (and without any cou-
pling to the gravitational/electrostatic field) was first proven by Coutand & Shkoller [4] and Jang &
Masmoudi [28]. It is not surprising that both strategies in [4, 28] can be adapted to prove a local
well-posedness theorem for the Euler-Poisson system. This follows from the fact that the field term
ρ∇Φ is of lower order with respect to the top order nonlinearity contained in the pressure term ∇p,
gratuity of the Poisson equation (1.1c). Nevertheless, some technical care is needed to produce the cor-
responding estimates for this nonlocal term. Since all the new estimates needed for the proof of local
well-posedness will be shown in the proof of Theorem 1.1, we state the local well-posedness theorem
separately in the Appendix.
For the spherically symmetric EPγ-system local well-posedness is implicit in the work of Jang [24]
and it was also shown by Luo, Xin, & Zeng [35]. Finally, when the underlying domain inherits the
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topology of the manifold T2 ×R with a coupling to the force field given via the convolution kernel 1|·| ,
Gu & Lei [11] showed local well-posedness relying on the framework developed in [4]. We remark
that the 1|·| -kernel does not correspond to the Green function of the laplacian on T
2 × R. Nevertheless,
ideas used in [11] to control the nonlocal force term can be used to control the force field for the true
Green’s kernel, and we also use some of these ideas in our work. We additionally develop a new idea
to obtain the high-order regularity in the radial (i.e. normal) direction near the boundary. To that end
we use a Hodge-like decomposition argument and the intrinsic geometry generated by the background
affine motion to relate the normal derivatives to the intrinsic divergence and the curl of force field, see
Lemma 3.2.
Our local well-posedness theorem is stated on simply connected domains given as (sufficiently)
smooth images of the unit ball in R3. This induces certain technical difficulties with respect to the
existing literature - in particular we must use tangential derivatives close to the boundary and the Carte-
sian derivatives away from the boundary. To accomplish this, we use cut-off functions and carefully
compute nontrivial commutators that appear naturally.
In the absence of free boundaries and without any symmetry assumptions, various (typically small
data) global results for the plasma case Euler-Poisson system can be found in [15, 12, 14, 22, 8, 20,
23, 29, 13]. For the 3D gravitational EPγ-system, the only global existence result available, to the best
of our knowledge, is [16] that studied radially symmetric flows for γ = 43 in a vacuum free boundary
framework.
Plan of the paper. In Section 2 we provide a detailed scaling analysis of the problem, explain the
underlying affine motions, and state the main result in the Lagrangian coordinates. Section 3 is devoted
to the nonlinear energy estimates and the proof of the main theorem. Finally, in Appendix A we explain
how to prove a local well-posedness theorem for the free boundary Euler-Poisson system.
2 Motivation and a precise statement of the main theorem
A central problem in the theory of the free boundary Euler-Poisson system is the qualitative description
of its solution space. With a recent establishment of the well-posedness theory for data satisfying the
physical vacuum condition, it is natural to ask whether there exist portions of the initial data space that
lead to globally-in-time defined solutions. This paper is a contribution in this direction.
Informally speaking, the richness of possible dynamic scenarios associated with the EPγ-system is
due to a nonlinear feedback between the pressure term ∇p and the field term ρ∇Φ in the momentum
equation (1.1b). This is particularly well exemplified in the gravitational EPγ system, where the attrac-
tive gravitational force counteracts the tendency of the gas pressure to spread out the star. As a result,
one can identify a well-known family of special steady state solutions known as the Lane-Emden stars
wherein the two effects are exactly balanced out so that we obtain time-independent star solutions.
A central question in this respect is the understanding of the phase space in the vicinity of Lane-
Emden stars. A wealth of literature from both mathematics and physics community has been devoted to
the linearised stability questions for such steady states and as a result the following dichotomy emerges:
• When 1 < γ < 43 , Lane-Emden stars are linearly unstable,
• When 43 ≤ γ < 2, Lane-Emden stars are linearly stable.
In [21, 24] the second author rigorously showed that in the range γ ∈ [ 65 , 43 ) the Lane-Emden
stars are nonlinearly unstable, while the question of nonlinear stability in the range 43 < γ < 2 is
open, despite the conditional stability results [38, 34]. In the critical case γ = 43 the associated ra-
dial Lane-Emden star is nonlinearly unstable despite the conditional linear stability. This has been
essentially known since the work of Goldreich and Weber [9] wherein a special class (parametrised
by finitely many degrees of freedom) of both collapsing and expanding solutions in the vicinity of the
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Lane-Emden stars was discovered. Nonlinear stability of the expanding stars against radially symmet-
ric perturbations was shown by the authors [16]. In an upcoming work [19] stability against general
perturbations will be shown.
By contrast to the Lane-Emden stars, one may wonder whether there exist dynamic regimes,
wherein the dynamics is effectively driven by the pressure term. In the absence of gravity, Sideris [44]
constructed a family of special globally defined affine motions, which can be realised as steady states
of quasiconformally rescaled Euler system [17]. It is thus natural to investigate the behaviour of the
EPγ-system under this rescaling. For any invertibleA ∈M3×3 let the transformation
(ρ,u, φ) 7→ (ρ˜, u˜, φ˜) (2.5)
be defined by
ρ(t, x) = detA−1ρ˜
(
detA
1−3γ
6 t, A−1x
)
(2.6)
u(t, x) = detA
1−3γ
6 Au˜
(
detA
1−3γ
6 t, A−1x
)
(2.7)
Φ(t, x) = detA−
1
3 Φ˜
(
detA
1−3γ
6 t, A−1x
)
. (2.8)
The resulting system for the new unknowns reads
∂sρ˜+ div (ρ˜u˜) = 0 in B˜(s) ; (2.9a)
ρ˜ (∂su˜+ (u˜ · ∇)u˜) + Λ∇(ρ˜γ) + (detA)
3γ−4
3 ρ˜Λ∇Φ˜ = 0 in B˜(s) ; (2.9b)
Λij∂ijΦ˜ = 4πcρ˜ in B˜(s) ; (2.9c)
where
Λ := detA
2
3A−1A−⊤, B˜(s) = A−1B(s), s = detA
1−3γ
6 t. (2.10)
We see that the term (detA)
3γ−4
3 ρ˜Λ∇φ˜ is small if detA ≫ 1 and γ < 43 , which suggests that the
gravitational/electrostatic field is negligible in this regime. To make this intuition explicit we seek for
a time-dependent path R+ ∋ t 7→ A(t) ∈ GL+(3) such that the unknowns (ρ˜, u˜, φ˜) defined by
ρ(t, x) = detA(s)−1ρ˜(s, y), (2.11)
u(t, x) = detA(s)
1−3γ
6 A(s)u˜(s, y), (2.12)
Φ(t, x) = detA(s)−
1
3 Φ˜(s, y) (2.13)
solve the Euler-Poisson system EPγ . Here the new time and space coordinates s and y are given by
ds
dt
=
1
detA(t)
3γ−1
6
, y = A(t)−1x, (2.14)
motivated by the transformation (2.6)–(2.7). Introducing the notation
µ(s) := detA(s)
1
3 , (2.15)
5
a simple application of the chain rule transforms the equations (1.4a)–(1.4b) into
ρ˜s − 3µs
µ
ρ˜−A−1Asy · ∇ρ˜+ div (ρ˜u˜) = 0, (2.16)
∂su˜− 3γ − 1
2
µs
µ
u˜+A−1Asu˜+ (u˜ · ∇)u˜−A−1Asy · ∇u˜
+
γ
γ − 1Λ∇(ρ˜
γ−1) + (detA)
3γ−4
3 Λ∇Φ˜ = 0, (2.17)
Λij∂ijΦ˜ = 4πcρ˜. (2.18)
where we recall that Λ(s) = detA(s)
2
3A(s)−1A(s)−⊤. This system of equations simplifies signifi-
cantly after the introduction of the “conformal” change of variables
U(s, y) := u˜(s, y) + β(s)y, (2.19)
where
β(s) := −A−1As. (2.20)
We refer to U as the modified velocity. Then the system (2.16)–(2.17) can be rewritten as
∂sρ˜+ div (ρ˜U) = 0 (2.21)
∂sU+ (U · ∇)U+
(
−3γ − 1
2
µs
µ
Id− 2β(s)
)
U+
γ
γ − 1Λ∇(ρ˜
γ−1) + µ3γ−4Λ∇Φ˜
=
[
βs −
(
3γ − 1
2
µs
µ
Id+ β
)
β
]
y, (2.22)
Λij∂ijΦ˜ = 4πcρ˜. (2.23)
where we have used div
(
A−1Asy
)
= 3µs
µ
in verifying (2.21). Equation (2.23) can be solved for Φ˜:
Φ˜ = 4πcGΛ ∗ ρ˜ = 4πc
ˆ
R3
GΛ(· − y)ρ˜(y) dy, (2.24)
whereGΛ denotes the Green function associated with the operator Λ
ij∂i∂j .
Sideris affine motions. If one neglects the field term µ3γ−4Λ∇Φ˜ in (2.22), it has been shown
in [17] that the Sideris affine motions [44] can be realised as steady state solutions of the resulting
system (2.21)–(2.22). Any such solution corresponds to the triple (U, ρ˜, β) solving
U = 0 in B, (2.25)
βs −
(
3γ − 1
2
µs
µ
Id+ β
)
β = −δΛ, s ≥ 0, (2.26)
γ
γ − 1∇(ρ
γ−1) = −δy in B, (2.27)
where we set B = B1(0) to be the unit ball in R
3. Equation (2.27) gives us an explicit enthalpy profile
wδ := ρ˜
γ−1 given by
wδ(y) = δw(y), w(y) :=
(γ − 1)
2γ
(
1− |y|2)
+
, (2.28)
where f+ denotes the positive part of f . Here the parameter δ is assumed strictly positive to ensure
that the physical vacuum condition (1.3) holds true. In this work δ > 0 will be assumed small. As our
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initial density profiles will be small perturbations of w
1
γ−1
δ = O(δ
1
γ−1 ), this will in particular imply
that our density is small at time t = 0.
Converting back to the (t, x)-coordinates, we obtain the solutions found in [44]:
ρA(t, x) = detA(t)
−1
[
δ(γ − 1)
2γ
(1− |A−1(t)x|2)
] 1
γ−1
, (2.29)
uA(t, x) = A˙(t)A
−1(t)x, , (2.30)
where the matrix A solves the Cauchy problem for the following second order ordinary differential
equation
A¨(t) = δ detA(t)1−γA(t)−⊤, (2.31)
(A(0), A˙(0)) = (A0, A1) ∈ GL+(3)×M3×3. (2.32)
2.1 Uniform-in-δ bounds for the affine motions
In this section we describe some of the fundamental properties of the affine motions solving (2.31)–
(2.32). Our aim is to prove various statements about the asymptotic behaviour of the solution with
constants that can be chosen uniformly-in-δ. We use the notation
‖M‖2 :=
3∑
i,j=1
M2ij =
3∑
i=1
λ2i
for the Hilbert-Schmidt norm of and matrixM ∈ M3×3, where {λi}i=1,2,3 represent the eigenvalues
of M . It is well-known (see [44, 17, 42]) that initial value problem (2.31)–(2.32) possesses a global
solution t 7→ Aδ(t) satisfying detAδ(t) ∼t→∞ (1 + t)3. One may further decompose the solution in
the form Aδ(t) = tbδ + aδ(t), where aδ, bδ are 3 × 3 matrices such that bδ ∈ GL+(3) and moreover
limt→∞
aδ(t)
1+t = limt→∞ a˙
δ(t) = 0. For a concise proof of these statements see [44] or Lemma A.1
of [17]. However, the solution and therefore all the constants in the aforementioned bounds depend on
the small parameter δ. Our goal is to provide uniform-in-δ bounds for the t→∞-asymptotic behaviour
of Aδ(t).
Lemma 2.1. Assume that (A0, A1) ∈ GL+(3) × GL+(3) are given. There exist constants δ∗, C > 0
such that for any δ ∈ (0, δ∗) the unique solution t 7→ Aδ(t) to the Cauchy problem
Aδtt = δ
(
detAδ
)1−γ
(Aδ)−⊤ (2.33)
Aδ(0) = A0, A
δ
t (0) = A1 (2.34)
can be written in the form
Aδ(t) = aδ(t) + tbδ, t ≥ 0, (2.35)
where bδ is a time-independent matrix and moreover
‖bδ −A1‖ ≤ Cδ, (2.36)
‖a¨δ(t)‖ ≤ Cδ(1 + t)2−3γ . (2.37)
Furthermore, the following statements hold:
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(a) Let µδ(τ) := (detA
δ(τ))
1
3 and µδ1 := (det b
δ)
1
3 > 0. Then
|µδ1 − (det(A1))
1
3 | ≤ Cδ (2.38)
1
C
eµ
δ
1
τ ≤ µδ(τ) ≤ Ceµδ1τ , τ ≥ 0. (2.39)
(b) Furthermore,
‖Λδτ‖+
3∑
i=1
|∂τdδi | ≤ Ce−µ
δ
1
τ , ‖Λδττ‖ ≤ Ce−2µ
δ
0
τ , ‖Λδ‖+ ‖(Λδ)−1‖ ≤ C, (2.40)
3∑
i=1
(
dδi +
1
dδi
)
≤ C (2.41)
1
C
|w|2 ≤ 〈(Λδ)−1w,w〉 ≤ C|w|2, w ∈ R3. (2.42)
where dδi , i = 1, 2, 3, are the eigenvalues of the matrix Λ
δ and µδ0 :=
3γ−3
2 µ
δ
1.
Proof. Let L := A0 + tA1 be the solution of the initial value problem (2.33)–(2.34) when δ = 0.
Consider the Banach space of at most linearly growing continuous functions
X :=
{
Γ ∈ C ([0,∞),M3×3) , sup
0≤s<∞
‖ Γ(s)
1 + s
‖ <∞
}
equipped with the norm ‖Γ‖X := ‖Γ(t)1+t ‖∞. For a constant K > 0 to be specified below, consider a
closed ball inX of radiusKδ i.e. let
BKδ =
{
Γ ∈ X ∣∣ sup
0≤s
‖ Γ(s)
1 + s
‖ ≤ Kδ
}
By (2.33), Γδ := Aδ − L solves the ODE
Γ¨δ(t) = δ(1 + t)2−3γN(L˜(t) +
Γδ(t)
1 + t
), (2.43)
whereN(A) = detA1−γA−⊤ is the nonlinearity and L˜(t) := L(t)1+t . Equivalently, one may write
Γδ(t) = δ
ˆ t
0
ˆ s
0
(1 + σ)2−3γN(L˜(σ) +
Γδ(σ)
1 + σ
) dσ ds, (2.44)
where we observe that Γδ satisfies the homogeneous boundary conditions Γδ(0) = 0 and Γ˙δ(0) = 0.
Define the operator
F (Γ)(t) := δ
ˆ t
0
ˆ s
0
(1 + σ)2−3γN(L˜(σ) +
Γ(σ)
1 + σ
) dσ ds.
Note that the matrix L˜(σ) = L(σ)1+σ is uniformly bounded from below and above. For any Γ ∈ BKδ with
δ sufficiently small we infer that there exist C1, C2 > 0 such that C1 ≤ ‖L˜(σ) + Γ(σ)1+σ ‖ ≤ C2. By the
continuity of N there exists a constant C3 := maxC1≤‖B‖≤C2 ‖N(B)‖ <∞ so that
|F (Γ)(t)| ≤ C3δ
ˆ t
0
ˆ s
0
(1 + σ)2−3γ ≤ C4δ(1 + t)4−3γ .
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Dividing by (1 + t) it follows that sup0≤s≤t ‖F (Γ)(s)1+s ‖ ≤ C4δ for some universal constant C4. We
may therefore chooseK = 2C4 and δ < δ
∗ sufficiently small to conclude that F mapsBKδ into itself.
We next claim that F is a strict contraction. To see this we note that for any Γ1,Γ2 ∈ BKδ we have
from (2.44)
|F (Γ1)(t)− F (Γ2)(t)| ≤ δ
ˆ t
0
ˆ s
0
(1 + σ)2−3γ
∣∣∣∣N
(
L˜(σ) +
Γ1(σ)
1 + σ
)
−N
(
L˜(σ) +
Γ2(σ)
1 + σ
)∣∣∣∣ dσ ds
≤ δ max
C1≤‖B‖≤C2
‖DN(B)‖ sup
0≤s≤t
∣∣∣∣Γ1(σ)− Γ2(σ)1 + σ
∣∣∣∣
ˆ t
0
ˆ s
0
(1 + σ)2−3γ
≤ Cδ(1 + t)4−3γ sup
0≤s≤t
∣∣∣∣Γ1(σ) − Γ2(σ)1 + σ
∣∣∣∣ . (2.45)
Dividing by (1 + t) and choosing δ∗ sufficiently small, we conclude that the map F is indeed a strict
contraction. Therefore there exists a unique Γ ∈ BKδ solving (2.44) for any δ ≤ δ∗ (andK depending
only on δ∗). By [44] we know that there exists a decomposition of the form (2.35) such that bδ is
time-independent and limt→∞
a˙δ(t)
1+t = 0. It follows that ‖bδ−A1‖ = O(δ), which proves (2.36). This
in particular also implies (2.38). Estimate (2.37) follows easily from a¨δ = δ(1+ t)2−3γN(L˜(t)+ Γ(t)1+t )
and Γ ∈ BKδ. Bounds (2.39) follow from the decomposition (2.36), the identity
(
det(Aδ)
) 1
3 =
(1+ t)
(
det( b
δt
1+t ) +
aδ(t)
1+t
) 1
3
, the bounds on aδ afforded by (2.37), and the uniform bounds on Γδ. Part
(b) of the lemma now follows the proof of the analogous statements in Lemma A.1 of [17]. Note that
in the case when the matrix Aδ is diagonal, i.e. Aδ(t) = λδ(t)Id3×3, then Λ
δ = Id3×3 and part (b) is
trivial.
Remark 2.2. Note that the constant C in the statement of Lemma 2.1 is independent of δ.
We note here that
µδ1 = (det b
δ)
1
3 ∼ (detA1) 13 > 0 (2.46)
describes the leading order rate of expansion of the affine motion. For future reference we remind the
reader that
µδ0 =
3γ − 3
2
µδ1, (2.47)
and introduce
µδ2 :=
5− 3γ
2
µδ1. (2.48)
We remark that µδ0 and µ
δ
2 are both strictly positive when 1 < γ <
5
3 .
2.2 Lagrangian coordinates and formulation of the stability problem
We now fix a Sideris’ affine motion parametrised by the choice (A0, A1, δ) ∈ GL+(3)×M3×3 × R+.
Going back to (2.21)–(2.23), our strategy is to construct a solution to the Euler-Poisson system (1.1)
as a perturbation of the prescribed Sideris motion. To capitalise on the background expansion of the
matrix A, we shall now rephrase the problem in Lagrangian variables, following a strategy introduced
in [17]. We define the map η : B → B˜(s) as a flow map associated with the modified velocity fieldU :
ηs(s, y) = U(s, η(s, y)), (2.49)
η(0, y) = η0(y), (2.50)
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where η0 : B → B˜(0) is a sufficiently smooth diffeomorphism to be specified later and
B = B1(0)
is the unit ball in R3. To pull-back (2.21)-(2.22) to the fixed domain B, we introduce the notation
A := [Dη]−1 (Inverse of the Jacobian matrix),
J := det[Dη] (Jacobian determinant),
f := ρ˜ ◦ η (Lagrangian density),
V := U ◦ η (Lagrangian modified velocity),
Ψ∗ := Φ˜ ◦ η (Lagrangian potential).
From A [Dη] = Id, one can obtain the differentiation formula for A and J :
∂A ki = −A kℓ ∂ηℓ,s A si ; ∂J = J A sℓ ∂ηℓ,s
for ∂ = ∂s or ∂ = ∂i, i = 1, 2, 3. Here we have used the Einstein summation convention and the
notation F,k to denote the k
th partial derivative of F . Both expressions will be used throughout the
paper.
It is well-known [4, 28] that the continuity equation (2.21) reduces to the relationship
fJ = f0J0.
We choose η0 such that δw = (f0J0)γ−1 wherew is given in (2.28). For given initial density function
ρ0 so that ρ0/ρA is smooth, where ρA is defined in (2.29). The existence of such η0 follows from a
result by Dacorogna & Moser [6]. As a consequence the Lagrangian density can be expressed as
f = δαwαJ −1, α :=
1
γ − 1 . (2.51)
This specific choice of η0 (gauge fixing) is important for our analysis; η0(y) − y measures the initial
particle displacement with respect to the background profile.
If we setA = (detA)
1
3O,O ∈ SL+(3), then a simple calculation shows that β = −µs
µ
Id−O−1Os,
where we recall the definition (2.15) of µ. Using (2.26) equation (2.22) takes the following form in
Lagrangian coordinates:
ηss +
5− 3γ
2
µs
µ
ηs + 2O
−1Osηs + δΛη +
γ
γ − 1δΛA
⊤∇(fγ−1) + µ3γ−4ΛA ⊤∇Ψ∗ = 0 (2.52)
ΛijA ki (A
ℓ
j Ψ
∗,ℓ ),k = 4πcδ
αwαJ −1, c = ±1. (2.53)
We normalise the Lagrangian Poisson equation (2.53) by introducing
Ψ := δ−αΨ∗. (2.54)
Multiplying (2.52) by δ−1wα and using (2.54) we obtain,
δ−1wα
(
∂ssηi − 5− 3γ
2
µs
µ
∂sηi + 2(O
−1Os)ij∂sηj + Λijηj
)
+ Λij(w
1+αA kj J
− 1
α ),k +µ
3γ−4δα−1wαΛijA
k
j Ψ,k= 0, i = 1, 2, 3. (2.55)
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Since in the s-time variable the matrix β(s) blows up in finite time, we introduce a new time variable
τ via
dτ
ds
= detA
3γ−3
6 = µ
3γ−3
2 or equivalently
dτ
dt
=
1
µ
. (2.56)
Since µ grows linearly in t by results from [44] the new time τ grows like log t as t→∞ and therefore
corresponds to a logarithmic time-scale with respect to the original time variable t. Equation (2.52)
takes the form
µ3γ−4 (µηττ + µτητ + 2µΓ
∗ητ ) + δΛη +
γ
γ − 1δΛA
⊤∇(fγ−1) + µ3γ−4ΛA ⊤∇Ψ∗ = 0, (2.57)
where Γ∗ = O−1Oτ . In coordinates,
δ−1wαµ3γ−4
(
µ∂ττηi + µτ∂τηi + 2µΓ
∗
ij∂τηj
)
+ wαΛiℓηℓ
+ (w1+αΛijA
k
j J
− 1α ),k +δ
α−1µ3γ−4wαΛijA
k
j Ψ,k= 0, i = 1, 2, 3. (2.58)
Defining the perturbation
θ(τ, y) := η(τ, y)− y (2.59)
equations (2.53) and (2.58) take the form:
δ−1wαµ3γ−3
(
∂ττθi +
µτ
µ
∂τθi + 2Γ
∗
ij∂τθj
)
+ wαΛiℓθℓ
+
(
w1+αΛij
(
A kj J
− 1α − δkj
))
,k +δ
α−1µ3γ−4wαΛijA
k
j Ψ,k= 0, i = 1, 2, 3, (2.60)
ΛijA ki (A
ℓ
j Ψ,ℓ ),k = 4πcw
αJ −1, c = ±1, (2.61)
equipped with the initial conditions
θ(0, y) = θ0(y), θτ (0, y) = V(0, y) = V0(y), y ∈ B = B1(0). (2.62)
Problem (2.60)–(2.62) is the Lagrangian formulation of the stability problem around a given expanding
motion (ρA,uA, A)A0,A1,δ.
2.3 Notation
Lie derivative of the flow map. For vector-fields F : Ω → R3, we introduce the Lie derivatives: full
gradient along the flow map η
[∇ηF]ij := A sj Fi,s , i, j = 1, 2, 3, (2.63)
the divergence
divηF := A
s
ℓ F
ℓ,s (2.64)
the anti-symmetric curl matrix
[CurlηF]
i
j
:= A sj F
i,s−A si Fj ,s , i, j = 1, 2, 3, (2.65)
and the anti-symmetric Λ-curl matrix
[CurlΛA F]
i
j := ΛjmA
s
mF
i,s−ΛimA smFj ,s , i, j = 1, 2, 3. (2.66)
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We will also use DF, divF, curlF to denote its full gradient, its divergence, and its curl:
[DF]ij = F
i,j ; divF = F
ℓ,ℓ ; [CurlF]
i
j = F
i,j −F j ,i , i, j = 1, 2, 3.
Function spaces. For any measurable function f , any k ∈ N, and any non-negative function g : Ω →
R+, such that
´
B
w(y)k f(y)2 g(y) dy <∞ we introduce the notation
‖f‖2k,g :=
ˆ
B
w(y)k f(y)2 g(y) dy. (2.67)
Vector fields near the boundary. Since our analysis in the vicinity of the boundary ∂B will require a
careful use of tangential and normal vector fields, we shall introduce additional notation. A tangential
vector field is given by
/∂ji := yj∂i − yi∂j , i, j = 1, 2, 3. (2.68)
We denote the normal vector byXr:
Xr := r∂r. (2.69)
Finally, it is simple to check the decomposition
∂i =
yj
r2
/∂ji +
yi
r2
Xr, i = 1, 2, 3. (2.70)
and the commutator identities
[/∂ji, Xr] = 0, [/∂ji, /∂ik] = /∂jk, [∂m, Xr] = ∂m, [∂m, /∂ji] = δmj∂i − δmi∂j . (2.71)
2.4 Main result
Our norms will require the usage of different vector fields in the vicinity of the boundary and away from
it. To that end we introduce a cut-off function ψ ∈ C∞(B¯, [0, 1]), such that ψ = 1 on { 34 ≤ |y| ≤ 1}
and ψ = 0 on {0 ≤ |y| ≤ 14}. We may now define the high-order weighted Sobolev norm that measures
the size of the deviation θ. For anyN ∈ N, let
SN (θ,V)(τ) = SN (τ)
:=
∑
a+|β|≤N
sup
0≤τ ′≤τ
{
δ−1µ3γ−3
∥∥∥Xar /∂βV∥∥∥2
a+α,ψ
+
∥∥∥Xar /∂βθ∥∥∥2
a+α,ψ
+
∥∥∥∇ηXar /∂βθ∥∥∥2
a+α+1,ψ
+
∥∥∥divηXar /∂βθ∥∥∥2
a+α+1,ψ
}
+
∑
|ν|≤N
sup
0≤τ ′≤τ
{
δ−1µ3γ−3 ‖∂νV‖2α,1−ψ + ‖∂νθ‖2α,1−ψ
+ ‖∇η∂νθ‖2α+1,1−ψ + ‖divη∂νθ‖2α+1,1−ψ
}
(2.72)
Remark 2.3. Derivatives ofV are additionally weighted with a negative power of the small parameter
δ - this reflects the natural balance between the velocity terms and the pressure terms in the momentum
equation (2.60).
Additionally we introduce another high-order quantity measuring the modified vorticity ofV which
is a priori not controlled by the norm SN (τ):
BN [V](τ) :=
∑
a+|β|≤N
sup
0≤τ ′≤τ
∥∥∥CurlΛAXar /∂βV∥∥∥2
a+α+1,ψ
+
∑
|ν|≤N
sup
0≤τ ′≤τ
‖CurlΛA ∂νV‖2α+1,1−ψ .
(2.73)
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We also define the quantity BN [θ] analogously, with θ instead of V in the definition (2.73). We are
now ready to state the main result.
Theorem 2.4. Let (A0, A1) ∈ GL+(3)×GL+(3) be given, letN ∈ N be the smallest integer satisfying
N ≥ 2
γ−1 + 12, and let c ∈ {−1, 1}. If γ ∈ (1, 53 ) is such that∑
a+|β|≤N
‖Xar /∂βwα‖α+a,1 ≤ C1 <∞, (2.74)
for some constantC1 > 0 (w is given by (2.28)), then there exist ε, δ
∗ > 0 such that for any initial data
(θ0,V0) satisfying the assumption
SN (θ0,V0) + BN(V0) ≤ ε, (2.75)
and any affine motion (ρA,uA, A)A0,A1,δ with δ ∈ (0, δ∗), the associated solution
τ → (θ(τ, ·),V(τ, ·))
of (2.60)–(2.62) exist for all τ > 0 and is unique. Moreover, there exists a constant C > 0 such that
SN (τ) + e2µδ0τBN(τ) ≤ Cε, τ ≥ 0, (2.76)
where µδ0 is defined in (2.47) and therefore |µδ0 − 3γ−32 (detA1)
1
3 | = O(δ) ≪ 1.
Remark 2.5 (Allowed polytropic indices). For any polytropic index of the form
γ = 1 +
1
n
, n ∈ N \ {1} (2.77)
one can check that conditions (2.74) and γ ∈ (1, 53 ) are satisfied and our theorem applies. Similarly, if
γ is chosen such that α ≥ 13, i.e. γ ∈ (1, 1413 ) it is easy to check that the condition (2.74) is satisfied
and our theorem therefore applies. All the restrictions on on the range of allowed polytropic indices
apart from γ < 53 are merely technical and it is likely that a more refined analysis would cover the full
range γ ∈ (1, 53 ).
Remark 2.6. Even though our norms contain δ as a parameter, we are able to prove nonlinear energy
estimates with constants that do not depend on δ. To do this we rely essentially on the proof scheme
inspired by our earlier work on the Euler flow [17] and the uniformity-in-δ provided by Lemma 2.1.
Remark 2.7. The smallness of δ is necessary for our continuity argument to work in the proof of the
theorem. We observe that this smallness condition implies the smallness of the initial enthalpy and
initial density; see (2.28). The parameter δ is also related to the total mass of the gas. Our theorem
demonstrates the expansion of the gas with sufficiently small total mass in the presence of self-consistent
gravitational and electrostatic forces.
Remark 2.8. We remark that it is not essential to use the cutoff function ψ near the boundary in
designing SN and BN . In fact, vector fields /∂ and Xr and commutators are well-defined throughout
the domain including the origin; in particular, no coordinate singularities appear. However, they give
less control than the rectangular derivatives ∂i near the origin and hence we provide the interior
estimates with the cutoff function 1− ψ as done in [17].
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A priori assumptions. In the proof of Theorem 2.4 we shall assume that there exists a time interval
[0, T ], T > 0, such that
SN (τ) < 1
3
, τ ∈ [0, T ] (2.78)
‖θ‖W 2,∞(B) <
1
3
, ‖J − 1‖W 1,∞(B) <
1
3
. (2.79)
We will show that both assumptions (2.78) and (2.79) can be improved on the time of existence [0, T ],
which in conjunction with a simple continuity argument, will retroactively justify the a priori assump-
tions.
δ-dependence. For any given δ, both the solution θ of (2.60)–(2.62), as well as various quantities
discussed in Lemma 2.1 depend on δ. We shall from now on drop the index δ from the notation, as
there will be no confusion. At times we shall refer to Lemma 2.1 to clarify why the constants in our
estimates are δ-independent.
3 Energy estimates and proof of the main theorem
The Fourier transform of the Green’s function GΛ associated with the elliptic operator
1
4πΛ
ij∂ij is
found by solving −πΛijξiξjGˆ = 1 or, in other words
GˆΛ(τ, ξ) = − 1
πΛijξiξj
(3.1)
Since Λij is a nondegenerate positive definite symmetric matrix satisfying 1
C
Id ≤ Λ ≤ CId, for some
constant C > 0, it can be checked by means of a simple change of variables, that for any k ∈ N ∪ {0}
there exists a constant Ck such that
|∇kGΛ(y)| . Ck|y|−k−1. (3.2)
We note that the powers of |y| appearing above scale like the derivatives of 1|·| , which is the fundamental
solution of the Laplacian on R3.
3.1 Force field estimates
To address the estimates of nonlocal field terms, we fix some notation first. Let
Gi := A
k
i Ψ,k , i = 1, 2, 3 (3.3)
be the nonlocal force term, which we will carefully estimate in the next section. Using (3.1) we can
write Gi in the form
Gi =
ˆ
B
(
A ki w
α
)
,k (z)GΛ(η(y)− η(z)) dz, (3.4)
=
ˆ
B
(
(A ki − δki )wα
)
,k (z)GΛ(η(y)− η(z)) dz
+
ˆ
B
(wα) ,i [GΛ(η(y)− η(z))−GΛ(y − z)] dz + Ψ¯,i , i = 1, 2, 3, (3.5)
14
where Ψ¯ denotes the gravitational potential generated by the background affine motion:
Ψ¯ := wα ∗GΛ. (3.6)
Note that there exists a constant C independent of δ such that for any δ ∈ [0, 1] we have the bound
CGId ≥ GΛ ≥ 1
C
GId. (3.7)
We have used part (b) of Lemma 2.1 here.
Before we continue we refer the reader to Appendix C of [17], where the main technical tool
in our estimates - the Hardy-Sobolev embeddings - are stated in detail. We shall use them below
most typically to estimate the L∞-norm of some unknown by a weighted higher-order Sobolev norm,
wherein the weight is a suitable power of w.
Lemma 3.1 (Tangential estimates). Let θ be a solution of (2.60)–(2.61) defined on a time interval
[0, T ]. Then the following bound holds
∑
|β|≤N
ˆ
ψwα|/∂βG (τ, ·)|2dy . SN (τ) + 1, τ ∈ [0, T ]. (3.8)
Proof. It is easy to see by a repeated use of the chain rule that for any multi-index β we have
(
/∂y + /∂z
)β
GΛ(η(y)− η(z)) =
|β|∑
k=1
∇kGΛ(η(y) − η(z))
∏
γ1+···+γk=β
(
/∂
γi
y η(y)− /∂
γi
z η(z)
)
. (3.9)
Since |β| ≤ N all but at most one index γi are of size smaller than ⌊N2 ⌋. For any such index,
‖/∂γiy η(y)− /∂γiz η(z)‖L∞(B) . ‖Dη‖WN/2,∞(B)|y − z| . (1 +
√
SN )|y − z| . |y − z| (3.10)
where we have used the mean value theorem, the Hardy-Sobolev embedding, and the a priori assump-
tion SN ≤ 13 . By our a priori assumptions
|η(y)− η(z)| . |y − z| . |η(y)− η(z)|. (3.11)
Using (3.9)–(3.11) and the homogeneity property (3.2) it follows that
∣∣ (/∂y + /∂z)β [GΛ(η(y) − η(z))] ∣∣ . 1|y − z|2
∑
|γ|≤β
|/∂γyη(y)− /∂γzη(z)|. (3.12)
Similarly, with the help of (3.2) we can show in the same way that for any β, |β| ≤ N
∣∣ (/∂y + /∂z)β [∇GΛ(η(y)− η(z))] ∣∣ . 1|y − z|3
∑
|γ|≤β
|/∂γyη(y)− /∂
γ
zη(z)|. (3.13)
We now state a general identity that will be useful in our evaluation of /∂
β
G . For any sufficiently
smooth functions q1, q2 : R
3 → R the following identity holds
/∂
β
y
ˆ
B
q1(z)q2(y, z) dz =
∑
ν≤β
cν
ˆ
B
/∂
β−ν
z q1(z)(/∂y + /∂z)
νq2(y, z) dz (3.14)
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for some positive universal constants cν . To see this, note that for any i = 1, 2, 3 when /∂
i
y acts on
q2(y, z)we rewrite it in the form /∂ij,y = (/∂ij,y + /∂ij,z)− /∂ij,z and then integrate by parts with respect
to /∂ij,z:
−
ˆ
B
q1(/∂ijq2)dz =
ˆ
B
(/∂ijq1)q2dz
Iterating this procedure we arrive at (3.14). We stress here that related ideas in the context of a domain
T
2 × [0, 1] was first used by Gu and Lei [11] to handle singularities formally occurring when differen-
tiating the Green kernel. We use it here in the context of the unit ball and we therefore have to use the
corresponding tangential operator /∂ instead.
Let /∂jl be a given tangential vector field for some indices l, j ∈ {1, 2, 3}, l 6= j. Applying /∂jl,y to
Gi, using the decomposition η(y)− η(z) = y− z+θ(y)−θ(z), and the formula (3.14) systematically,
we arrive at
/∂jl,yGi =
ˆ
B
(A ki w
α),k∇GΛ(η(y)− η(z))(/∂jl,yθ(y)− /∂jl,zθ(z)) dz (=: E1)
+
ˆ
B
(/∂jl,yy − /∂jl,zz) ·
[
(A ki − δki )wα
]
,k∇GΛ(η(y)− η(z)) dz (=: E2)
+
ˆ
B
/∂jl,z
(
(A ki − δki )wα
)
,k GΛ(η(y)− η(z)) dz (=: E3)
+
ˆ
B
(/∂jl,yy − /∂jl,zz) [(wα),i (∇GΛ(η(y)− η(z))−∇GΛ(y − z))] dz (=: E4)
+
ˆ
B
/∂jl,z(w
α),i [GΛ(η(y)− η(z))−GΛ(y − z)] dz. (=: E5)
+ /∂jl,yΨ¯,i (3.15)
Given any multi-index γ, |γ| = |β| − 1, our goal is to estimate each error term /∂γyEi individually.
The term E1 is representative of the types of estimates we will be using to handle the remaining error
terms.
Estimates for /∂
γ
E1. Applying /∂
γ
y to E1 and using the formula (3.14) we arrive at the following
identity
/∂
γ
E1 =
∑
ν≤γ
cν
ˆ
B
/∂
γ−ν
z ∂k(A
k
i w
α)
(
/∂y + /∂z
)ν [∇GΛ(η(y)− η(z))(/∂jl,yθ(y)− /∂jl,zθ(z))] dz
=
∑
ν≤γ
∑
µ≤ν
cν,µ
ˆ
B
/∂
γ−ν
z ∂k(A
k
i w
α)
(
/∂y + /∂z
)ν−µ∇GΛ(η(y)− η(z))
(
(/∂
µ
y
/∂jl,yθ(y)− /∂µz /∂jl,zθ(z)
)
dz
We distinguish three cases. First let |µ| = max{|γ − ν|, |ν − µ|, |µ|}. Then since N − 1 ≥ |µ| ≥
⌊N2 ⌋, we may estimate∣∣∣ˆ
B
/∂
γ−ν
z ∂k(A
k
i w
α)
(
/∂y + /∂z
)ν−µ∇GΛ(η(y)− η(z)) (/∂µy /∂jl,yθ(y)− /∂µz /∂jl,zθ(z)) dz∣∣∣
.
ˆ
B
∣∣/∂γ−νz ∂k(A ki wα)∣∣ 1|y − z|2
∣∣ ((/∂µy /∂jl,yθ(y)− /∂µz /∂jl,zθ(z)) ∣∣ dz
. |/∂µy /∂jl,yθ(y)|
∣∣∣/∂γ−νz ∂k(A ki wα) ∗ 1| · |2
∣∣∣+ ‖/∂γ−νz ∂k(A ki wα)‖L∞(B) ∣∣/∂µz /∂jl,zθ∣∣ ∗ 1| · |2 . (3.16)
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In the second estimate we have used (3.12) and (3.10). Moreover, recall the Young convolution in-
equality: for any f1 ∈ Lq, f2 ∈ Lp we have the bound
‖f1 ∗ f2‖Lr(R3) . ‖f1‖Lq(R3)‖f2‖Lp(R3),
1
p
+
1
q
= 1 +
1
r
. (3.17)
Using (3.17) with indices r =∞, p =∞, q = 1 we obtain,∣∣∣/∂γ−νz ∂k(A ki wα)∣∣∣ ∗ 1| · |2 . ‖/∂γ−νz ∂k(A ki wα)‖L∞(B)‖ 1| · |2 ‖L1(B)
. ‖wα−1‖L∞(B)
(
1 +
√
SN
)
. 1, (3.18)
where we have used the bound ‖|/∂γ−νz A ki ‖L∞(B)+‖|/∂
γ−ν
z ∂kA
k
i ‖L∞(B) . 1 (for any |γ−ν| ≤ ⌊N2 ⌋),
which can be inferred from the a priori assumptions (2.78)–(2.79) and the Hardy-Sobolev embeddings.
Plugging (3.18) into (3.16), we arrive at∣∣∣ˆ
B
/∂
γ−ν
z ∂k(A
k
i w
α)
(
/∂y + /∂z
)ν−µ∇GΛ(η(y)− η(z)) (/∂µy /∂jl,yθ(y)− /∂µz /∂jl,zθ(z)) dz∣∣∣
.
(
|/∂µy /∂jl,yθ(y)|+
∣∣/∂µz /∂jl,zθ∣∣ ∗ 1| · |2
)
. (3.19)
We now assume that |ν−µ| = max{|γ−ν|, |ν−µ|, |µ|}. By (3.13) and the a priori bounds (2.78)–
(2.79) we have the bound
∣∣∣(/∂y + /∂z)ν−µ∇GΛ(η(y)− η(z))∣∣∣ . 1|y−z|2 .We therefore have the follow-
ing string of estimates,∣∣∣ˆ
B
/∂
γ−ν
z ∂k(A
k
i w
α)
(
/∂y + /∂z
)ν−µ∇GΛ(η(y)− η(z)) (/∂µy /∂jl,yθ(y)− /∂µz /∂jl,zθ(z)) dz∣∣∣
.
∣∣∣ ˆ
B
∣∣∣/∂γ−νz ∂k(A ki wα)∣∣∣ 1|y − z|2
∣∣/∂µy /∂jl,yθ(y)− /∂µz /∂jl,zθ(z)∣∣ dz∣∣∣
.
(∣∣/∂µy /∂jl,yθ(y)∣∣+ ‖/∂µz /∂jl,zθ(z)‖L∞(B)) ∣∣∣/∂γ−νz ∂k(A ki wα)∣∣∣ ∗ 1| · |2 . (3.20)
We observe that for any λ ≤ ν − µ the bound ‖/∂µz /∂jl,zθ(z)‖L∞(B) .
√
SN holds which follows from
the corresponding L∞ Hardy-Sobolev embedding theorem and our definition of the norm SN with a
sufficiently highN . Using (3.18) in (3.20) we finally arrive at∣∣∣ˆ
B
/∂
γ−ν
z ∂k(A
k
i w
α)
(
/∂y + /∂z
)ν−µ∇GΛ(η(y)− η(z)) (/∂µy /∂jl,yθ(y)− /∂µz /∂jl,zθ(z)) dz∣∣∣
. |/∂µy /∂jl,yθ(y)|+
√
SN . (3.21)
Finally if |γ − ν| = max{|γ − ν|, |ν − µ|, |µ|} we proceed similarly to obtain∣∣∣ˆ
B
/∂
γ−ν
z ∂k(A
k
i w
α)
(
/∂y + /∂z
)ν−µ∇GΛ(η(y)− η(z)) (/∂µy /∂jl,yθ(y)− /∂µz /∂jl,zθ(z)) dz∣∣∣
. ‖D/∂µ /∂jlθ‖L∞(B)
∣∣∣ˆ
B
/∂
γ−ν
z ∂k(A
k
i w
α)
1
|y − z| dz
∣∣∣
.
√
SN
∣∣∣/∂γ−νz ∂k(A ki wα)∣∣∣ ∗ 1| · |
.
√
SN . (3.22)
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In the second line we have used (3.12) and the mean value theorem, in the third line the bound
‖D/∂µ /∂jlθ‖L∞(B) .
√
SN (which follows from the Hardy-SobolevL∞ embedding theorem and from
|µ| ≤ ⌊N2 ⌋), and in the last line the Young’s convolution inequality analogously to (3.18).
Summing (3.19)–(3.22) we can finally estimate
ˆ
B
ψwα|/∂γE1|2 dy .

SN + ∑
|β|≤N
‖/∂βθ‖20,ψ +
∑
|β|≤N
‖/∂βθ ∗ 1| · |2 ‖
2
α,ψ


. SN , (3.23)
where we have used the Young inequality (3.17) again, with indices r = ∞, p = ∞, q = 1 and the
notation introduced in (2.67).
Estimates for /∂
γ
E2 and /∂
γ
E3. The bound
‖
√
ψw
α
2 /∂
γ
Ei‖2L2(B) . SN , i = 2, 3, (3.24)
follows by an analogous analysis that lead to the bound (3.23). Note that A ki − δki = −A kℓ θℓ,i which
therefore ensures the presence of at least one copy of SN on the right-hand side of (3.24).
Estimates for /∂
γ
E4 and /∂
γ
E5. We claim that it is sufficient to prove the estimates under the simplified
assumption that Λ = Id, i.e.
GΛ(y) = G(y) =
1
|y| . (3.25)
To see this, we note that
GΛ = G ◦ (
√
DO⊤),
whereΛ = ODO⊤ is the orthogonal decomposition of the matrixΛ. Then a simple change of variables
justifies our claim. We thereby use (3.7) and Lemma 2.1 to show that any new constants arising from
such a change of variables can be chosen to be independent of δ. To bound /∂
γ
E4 we first observe that
∇GΛ(η(y)− η(z))−∇GΛ(y − z) = (y − z) |η(y)− η(z)|
3 − |y − z|3
|y − z|3|η(y)− η(z)|3 +
θ(y)− θ(z)
|η(y)− η(z)|3 .
Since η(y)− η(z) = y − z + θ(y)− θ(z), by the mean value theorem we have
|η(y)− η(z)|3 − |y − z|3 =3|θ(y)− θ(z)|2
ˆ 1
0
s|(y − z) + s(θ(y)− θ(z))| ds
+ 3 (θ(y)− θ(z)) · (y − z)
ˆ 1
0
|(y − z) + s(θ(y)− θ(z))| ds.
Therefore
E4 = 3
ˆ
B
(wα),i (/∂jl,yy − /∂jl,zz)(y − z)
|θ(y)− θ(z)|2 ´ 10 s|(1− s)(y − z) + s(θ(y)− θ(z)| ds
|y − z|3|η(y)− η(z)|3 dz
+ 3
ˆ
B
(wα),i (/∂jl,yy − /∂jl,zz)(y − z)
(θ(y)− θ(z)) · (y − z) ´ 1
0
|(1 − s)(y − z) + s(θ(y)− θ(z))| ds
|y − z|3|η(y)− η(z)|3 dz
+
ˆ
B
(wα),i (/∂jl,yy − /∂jl,zz)
θ(y)− θ(z)
|η(y)− η(z)|3 dz
=: E4,1 +E4,2 +E4,3.
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Applying the formula (3.14) we obtain
/∂
γ
E4,1 =
∑
ν≤γ
∑
µ≤ν
cν,µ
ˆ
B
/∂
γ−ν
z ∂i(w
α)
(
/∂y + /∂z
)µ (
(/∂jl,yy − /∂jl,zz)(y − z)
)
(
/∂y + /∂z
)ν−µ [ |θ(y)− θ(z)|2 ´ 10 s|(1− s)(y − z) + s(θ(y)− θ(z)| ds
|y − z|3|η(y)− η(z)|3
]
dz (3.26)
The term in rectangular brackets has a singularity of order |y − z|−3 and due to the presence of(
/∂y + /∂z
)µ (
(/∂jl,yy − /∂jl,zz)(y − z)
)
the total singularity of the argument under the integral sign
is |y − z|−1. Hereby we use the property (3.11) and the mean value theorem to justify this claim. This
does not change with repeated application of the operator
(
/∂y + /∂z
)ν−µ
. Systematically applying the
product rule, using the Hardy-Sobolev embeddings, estimates of the type (3.12), and proceeding like
in the proofs of (3.19)–(3.22) we arrive at the bound
|/∂γE4,i| .
∑
ν≤γ
|/∂νθ(y)|+
∑
ν≤γ
∣∣∣/∂νθ ∗ 1| · |2
∣∣∣, i = 1, 2, 3. (3.27)
Analogous estimate holds for /∂
γ
E5 and it is shown in a similar way. Therefore, like in the proof
of (3.23) we arrive at
ˆ
B
ψwα|/∂γEi|2 dy . SN , i = 4, 5. (3.28)
Estimate for last term in (3.15). Recall (2.28) and (3.6). Therefore,
ˆ
B
ψwα|/∂γ /∂jlΨ¯,i |2 dy . 1. (3.29)
Conclusion. Summing (3.23), (3.24), (3.28), and (3.29), we conclude the proof of the lemma.
The following lemma uses mathematical induction and div-curl decomposition of the flow map to
upgrade the tangential estimates from the previous lemma to the control of normal derivatives as well.
Lemma 3.2. Let θ be a solution of (2.60)–(2.61) defined on a time interval [0, T ]. Then for any
τ ∈ [0, T ] the following bounds hold:
∑
a+|β|≤N
ˆ
B
ψwα+a|Xar /∂βG (τ, ·)|2dy . SN (τ) +
∑
a+|β|≤N
‖Xar /∂βwα‖2α+a,1, (3.30)
∑
|ν|≤N
ˆ
B
(1 − ψ)wα|∂νG (τ, ·)|2dy . SN (τ) + 1. (3.31)
Proof. We focus first on (3.30). The proof proceeds by induction on the number of normal derivatives.
The basis of induction corresponds to case a = 0 holds by Lemma 3.1. We now assume that for some
0 < a < N the following bound holds.
a∑
A=0
∑
|β|≤N−a
ˆ
B
ψw3+A|∂Ar /∂
β
G (τ, ·)|2dy . SN (τ) +
∑
a+|β|≤N
‖Xar /∂
β
wα‖2α+a,1, τ ∈ [0, T ].
(3.32)
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To complete the proof we need to show that the bound (3.32) holds with a replaced by a+1. It is clear
from the definition of G = A∇ψ and the elliptic equation (2.61) that
divΛA G := ΛijA
k
i ∂kG
j = 4πcwα + 4πcwα(J −1 − 1), (3.33)
[CurlηG ]
i
j = 0. (3.34)
On the other hand, using the identity A sk = δ
s
k −A sℓ θℓ,k,
divΛA G = divΛG − ΛijA kℓ θℓ,i G j ,k (3.35)
[CurlηG ]
i
j = [CurlG ]
i
j −A sk θk,j G i,s+A sk θk,i G j ,s , (3.36)
where divΛG = Λij∂iG j . From (3.33)–(3.36) we obtain the identities
divΛG = 4πcw
α + 4πcwα(J −1 − 1) + ΛijA kℓ θℓ,i G j ,k , (3.37)
[CurlG ]ij = A
s
k θ
k,j G
i,s−A sk θk,i G j ,. s (3.38)
Observe that for any i, k,m ∈ {1, 2, 3} we have,
yidivΛG = Λkm/∂ikG
m + Λkmy
k∂iG
m
= Λkm/∂ikG
m + Λkm[CurlG ]
m
i + Λkmy
k∂mG
i.
Using (2.70) we may write
Λkmy
k∂mG
i = Λkm
ykym
r2
XrG
i + Λkm
ykyℓ
r2
/∂ℓmG
i.
Letting L := Λkm
ykym
r2
> 0, k,m = 1, 2, 3 and combining the previous two identities, we obtain
XrG
i =
1
L
(
yidivΛG + Λkm[CurlG ]
i
m − Λkm
(
/∂ikG
m +
ykyℓ
r2
/∂ℓmG
i
))
. (3.39)
We now apply the operatorXar /∂
β
, |β| ≤ N − a− 1 to XrG i and observe that by (2.71)
ˆ
B
ψw1+α+a
∣∣Xa+1r /∂βG ∣∣2 dy =
ˆ
B
ψw1+α+a
∣∣Xar /∂βXrG ∣∣2. (3.40)
Identity (3.39) now gives
ˆ
B
ψw1+α+a
∣∣Xar /∂βXrG ∣∣2 dy . a∑
A=0
∑
|β′|≤N−a−1
ˆ
B
ψw1+α+a
(∣∣XAr /∂β′divΛG ∣∣2 + ∣∣XAr /∂β′CurlG ∣∣2) dy
+
a∑
A=0
∑
|β′|≤N−a
ˆ
B
ψw1+α+a
(∣∣XAr /∂β′G ∣∣2) dy. (3.41)
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We now make a crucial use of (3.37)–(3.38).
ˆ
B
ψw1+α+a
(∣∣XAr /∂β′divΛG ∣∣2 + ∣∣XAr /∂β′CurlG ∣∣2) dy
.
a∑
A=0
∑
|β′|≤N−a
ˆ
B
ψw1+α+a
∣∣XAr /∂β′Dθ∣∣2 dy + ∑
a+|β|≤N
‖Xar /∂
β
wα‖2α+a,1
+ SN
a∑
A=0
∑
|β′|≤N−a
( ˆ
B
ψw1+α+a
∣∣XAr /∂β′Dθ∣∣2 +
ˆ
B
ψw1+α+a
∣∣XAr /∂β′DG ∣∣2 dy)
. (1 + SN )

SN + ∑
a+|β|≤N
‖Xar /∂βwα‖2α+a,1


+ SN
a∑
A=0
∑
|β′|≤N−a
ˆ
B
ψw1+α+a
∣∣XAr /∂β′DG ∣∣2 dy, (3.42)
where we recall (2.28). The term in the last line above appears due to the quadratic terms that scale
likeDθDG on the right-hand sides of (3.37) and (3.38). The presence of
∑
a+|β|≤N ‖Xar /∂
β
wα‖2α+a,1
is caused by the term wα on the right-hand side of (3.37). The estimates follow from the standard
Hardy-Sobolev embeddings and the definition of the norm SN . Plugging (3.42) into (3.41), using the
a priori bounds (2.78)–(2.79) (to infer that SN is sufficiently small), from (3.40) and the inductive
assumption (3.32) we conclude that
ˆ
B
ψw1+α+a
∣∣Xa+1r /∂βG ∣∣2 dy . SN + ∑
a+|β|≤N
‖Xar /∂βwα‖2α+a,1. (3.43)
Estimate (3.31) follows by a similar argument, wherein the norms of the derivatives of w over the
support of (1 − ψ) are all uniformly controlled by some constant.
Finally, a simple corollary of the previous lemma is the following estimate, stated in the form that
will be used in the proof of the main theorem in Section 3.3.
Proposition 3.3 (Field error terms). Let θ be a solution of (2.60)–(2.61) defined on a time interval
[0, T ]. Then for any 1 < γ < 53 there exists a constant µ2 > 0 such that for any τ ∈ [0, T ] we have the
bound
δα−1
∑
a+|β|≤N
ˆ τ
0
µ(σ)3γ−4
ˆ
B
ψwα+aXar /∂
β (
A ki Ψ,k
)
Xar /∂
β
V
i dy dσ
+ δα−1
∑
|ν|≤N
ˆ τ
0
µ(σ)3γ−4
ˆ
B
(1− ψ)wα∂ν (A ki Ψ,k ) ∂νVi dy dσ
.
ˆ τ
0
e−µ2σSN (σ) dτ + δα− 12
∑
a+|β|≤N
‖Xar /∂βwα‖α+a,1
ˆ τ
0
e−µ2σ
√
SN (σ) dσ, (3.44)
where we recall that τ 7→ µ(τ) and µ2 > 0 are defined in part (a) of Lemma 2.1 and (2.48) respectively.
Proof. By the definition (2.72) of the norm SN we have the bound ‖Xar /∂βVi‖2a+α,ψ +
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‖∂νVi‖2α,1−ψ ≤ δµ3−3γSN . We can therefore estimate the left-hand side of (3.44) by
δα−1
∑
a+|β|≤N
ˆ τ
0
µ(σ)
3γ−5
2 ‖Xar /∂
β
G ‖α+a,ψµ(σ)
3γ−3
2 ‖Xar /∂
β
V‖α+a,ψ dσ
+ δα−1
∑
|ν|≤N
ˆ τ
0
µ(σ)
3γ−5
2 ‖∂νG ‖α,1−ψµ(σ)
3γ−3
2 ‖∂νV‖α,1−ψ dσ
. δα−
1
2
ˆ τ
0
µ
3γ−5
2 (
√
SN (σ) +
∑
a+|β|≤N
‖Xar /∂βwα‖α+a,1)
√
SN (σ) dσ
where we have used Lemma 3.2 in the last line. Choosing µ2 as in (2.48), µ
3γ−5
2 . e−µ2σ and thus the
claim follows.
Remark 3.4. We note that the constant µ2 depends on γ and limγ→ 5
3
µ2(γ) = 0.
3.2 Vorticity estimates
One of the key difficulties in controlling the dynamics of the EP flow are the vorticity bounds. It was
recognised in [5, 4, 28] that the fact that the vorticity tensor satisfies a transport equation, which is
partially decoupled from the divergence-part of the velocity, is sufficient to obtain “good” estimates on
the vorticity. In our case the quantity which satisfies a favourable transport equation is given by the
modified vorticity CurlΛA V, where we recall thatV = ∂τθ. We first observe that equation (2.60) can
be written in the form
δ−1µ3γ−3
(
Vτ +
µτ
µ
V + 2Γ∗V
)
+ Λ∇η
(
γ
γ − 1(f
γ−1) + δα−1µ3γ−4Ψ
)
+ Λη = 0. (3.45)
From the fact that Λ∇η and Λη are both annihilated by CurlΛA we conclude that
CurlΛA Vτ +
µτ
µ
CurlΛA V + 2CurlΛA (Γ
∗
V) = 0. (3.46)
Equation (3.46) is identical to equation (3.90) in [17] and therefore by an argument identical to the one
presented in Section 3 of [17] we obtain the following proposition:
Proposition 3.5 ([17], Prop. 3.3). Let γ ∈ (1, 53 ) and (θ,V) : B → R3 × R3 be a unique solution
to (2.60)–(2.62) defined on some time interval [0, T ] and satisfying the a priori assumptions (2.78)–
(2.79). Then for any τ ∈ [0, T ]
BN [V](τ) . e−2µ0τ
(√
δSN (0) + BN(0)
)
+
√
δe−2µ0τSN (τ) (3.47)
BN [θ](τ) . SN (0) + BN(0) + κSN (τ) +
ˆ τ
0
e−µ0τ
′SN (τ ′) dτ ′ (3.48)
where 0 < κ≪ 1 is a small constant, µ0 is defined in (2.47), and BN(V), BN [θ] are defined in (2.73).
We note in passing that the only difference to the estimates stated in Prop. 3.3 in [17] is the explicit
occurrence of the factor
√
δ in (3.47). This factor is obtained by an explicit inspection of the proof
from [17] and the fact that for any τ ∈ [0, T ]we have the boundµ3γ−3∑a+|β|≤N {∥∥∥Xar /∂βV∥∥∥2
a+α,ψ
+∑
|ν|≤N ‖∂νV‖2α,1−ψ
}
≤ δSN .
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3.3 Proof of the main theorem
Theorem A.1 guarantees the existence of a time Tǫ > 0 such that there exists a unique solution
(θ(τ, ·),V(τ, ·)) on the time interval [0, T ] such that the map [0, T ] ∋ τ 7→ SN (τ) is continuous
and
SN (τ) ≤ 2ε, τ ∈ [0, T ].
A priori, the time of existence Tǫ may converge to 0 as ǫ goes to zero. Let T be the maximal time of
existence on which the map τ → SN (τ) + BN(τ) is continuous and
SN (τ) + BN(τ) < 2C∗ (ǫ+ δ2α−1) (3.49)
for a constant C∗ to be specified below. Clearly T ≥ Tǫ. Our first step is to show that on the time
interval [0, T ] the following energy bound holds
SN (τ) .SN (0) + BN(0) +
ˆ τ
0
e−µ∗σSN (σ) dσ
+ δα−
1
2
∑
a+|β|≤N
‖Xar /∂βwα‖α+a,ψ
ˆ τ
0
e−µ2σ
√
SN (σ) dσ (3.50)
where µ∗ = min{µ0, µ2}.
To show (3.50) we shall adopt a strategy developed in [17] which relies on the use of specially
weighted multipliers, adapted to the the presence of the degenerate weights w and the twisted gradient
Λ∇ in (2.60). Just like in [17] for any pair (a, β) satisfying a+|β| ≤ N we commute (2.60) withXar /∂β
and evaluate the L2-inner product of the resulting equation with ψΛ−1imX
a
r
/∂
β
V
m (the role of multipli-
cation by ψ is to localise the estimates to the neighbourhood of the boundary ∂B1(0).) Similarly, for
any multi-index ν satisfying |ν| ≤ N we commute (2.60) with ∂νV and evaluate the L2-inner product
of the resulting equation with (1 − ψ)Λ−1im∂νVm. This procedure leads to the following high-order
estimate
SN (τ) +
ˆ τ
0
DN (τ ′) dτ ′ . SN (0) + BN [θ](τ) +
√
δ
ˆ τ
0
(SN (τ ′)) 12 (BN [V](τ ′)) 12 dτ ′
+ κSN (τ) +
ˆ τ
0
e−µ0τ
′SN (τ ′)dτ ′
+ δα−1
∑
a+|β|≤N
ˆ τ
0
µ(σ)3γ−4
ˆ
B
ψwα+aXar /∂
β (
A ki Ψ,k
)
Xar /∂
β
V
i dy dσ
+ δα−1
∑
|ν|≤N
ˆ τ
0
µ(σ)3γ−4
ˆ
B
(1− ψ)wα∂ν (A ki Ψ,k ) ∂νVi dy dσ (3.51)
where 0 < κ ≪ 1 is a small constant, the constant µ0 is defined in (2.47), and the dissipation DN is
defined as follows:
DN (V) = DN (τ) := 5− 3γ
δ
µ3γ−3
ˆ
B
[
ψ
∑
a+|β|≤N
wa+α|Xar /∂βV|2 + (1 − ψ)
∑
|ν|≤N
wα|∂νV|2
]
dy
A detailed proof of how the terms in the first two lines on the right-hand side of (3.51) is involved, but
a precise derivation can be found in Section 4 of [17]. We note here the only noteworthy difference:
in our case the weighted L2-norms of the derivatives of the Lagrangian velocity V are additionally
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weighted by a factor of δ−1. This has to be taken into account when estimating the, generally speaking,
cubic error terms. However, in each such cubic error integrand, the lowest order terms are always given
in terms of purely spatial derivatives and require no δ weights in the estimates. This is allows us to
prove the energy bound (3.51).
Observe that the assumption γ < 53 guarantees thatDN is positive. We may now use Proposition 3.5
to bound the vorticity norm BN in terms of the norm SN and Proposition 3.3 to control the last two
lines on the right-hand side of (3.51). Using the smallness of κ and a priori assumptions (2.78)–(2.79)
this leads to the estimate
SN (τ) +
ˆ τ
0
DN (τ ′) dτ ′ .SN (0) + BN(0) +
ˆ τ
0
e−µ∗τ
′SN (τ ′) dτ ′
+ δα−
1
2
∑
a+|β|≤N
‖Xar /∂
β
wα‖α+a,1
ˆ τ
0
e−µ∗τ
′
√
SN (τ ′) dτ ′, (3.52)
where µ∗ = min{µ0, µ2}. Using the Young inequality we can estimate
δα−
1
2
∑
a+|β|≤N ‖Xar /∂
β
Wα‖α,a
´ τ
0
e−µ∗σ
√
SN (σ) dσ ≤ ´ τ
0
e−µ∗τSN (τ ′) dτ ′ + Cδ2α−1 where we
have used the positivity of µ∗, the bound (2.74), and the uniformity of µ0 =
3γ−3
2 µ1, µ2 =
5−3γ
2 µ1
with respect to δ as expressed in Lemma 2.1 and (2.46)–(2.48). Combining this with (3.52) we obtain
SN (τ) +
ˆ τ
0
DN (τ ′) dτ ′ ≤ C¯
(
SN (0) + BN(0) +
ˆ τ
0
e−µ∗τ
′SN (τ ′) dτ ′ + δ2α−1
)
, (3.53)
for some constant C¯ > 0. Given a small number 0 < ε′ ≪ 1, by a classical well-posedness estimate
we may conclude that there exists an ε > 0 and C > 0 such that if SN (0) +BN(0) + δ2α−1 < ε, then
the solution exists on a sufficiently long time interval [0, T ∗] satisfying T ∗ ≥ 1
µ∗
| log(ε′µ∗)| and
SN (τ) +
ˆ τ
0
DN (τ ′) dτ ′ + BN(τ) ≤ C (SN (0) + BN(0) + δ2α−1) (3.54)
For any τ ∈ (T ∗, T ) we have from (3.53) the bound,
SN (τ) +
ˆ τ
T∗
DN (τ ′) dτ ′ ≤ C¯
(
SN (T ∗) + BN(T ∗) +
ˆ τ
T∗
e−µ∗τ
′SN (τ ′) dτ ′ + δ2α−1
)
≤ C¯ (SN (T ∗) + BN(T ∗) + δ2α−1)+ C¯ 1
µ∗
e−µ∗T
∗SN (τ)
≤ CC¯ (SN (0) + BN(0) + δ2α−1)+ ǫ′SN (τ),
where we have used the bound on T ∗ in the last line above. With ǫ′ sufficiently small we conclude that
SN (τ) +
ˆ τ
T∗
DN (τ ′) dτ ′ < 2C∗ (SN (0) + BN(0) + δ2α−1) ,
where C∗ = CC¯. Therefore T = +∞ by definition of T . In addition, it is easy to see that the a priori
bounds in (2.78) and (2.79) are improved. This can be checked by the use of the fundamental theorem
of calculus in τ -variable and the above energy bound.
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A Local-in-time well-posedness
Assume that B0 is a simply connected domain diffeomoprhic to the unit ball B in R
3. In other words,
there exists a diffeomoprhismχ : B → B0 which takes the unit sphere ∂B to the boundary ∂B0 ofB0.
In particular we allow our initial geometryB0 to be non-convex and not a perturbation of the unit ball.
Let t → ζ(t, ·) be the Lagrangian flow map associated with the Euler-Poisson system (1.1). In other
words, ζ solves
ζt(t, x) = u(t, ζ(t, x)), x ∈ B, (1.1)
ζ(0, x) = χ(x), x ∈ B. (1.2)
To formulate the EPγ system on a fixed domain we need to introduce some additional notation. In
analogy to Section 2.2 we introduce
A := [Dζ]−1 (Inverse of the Jacobian matrix), (1.3)
J := det[Dζ] (Jacobian determinant), (1.4)
v := u ◦ ζ (Lagrangian modified velocity), (1.5)
Ψ := Φ ◦ ζ (Lagrangian potential). (1.6)
It is then straightforward to check that the EPγ system takes the form
ζitt +
(
w1+αAki J
− 1α
)
,k+A
k
iΨ,k = 0 (1.7)
Aki (A
j
iΨ,j ),k = 4πw
αJ−1, (1.8)
where w := ργ−10 ◦ χJγ−10 , J0 := det[Dχ], and α = 1γ−1 . We treat the problem (1.8) as an initial
value problem, thus assuming further that
ζ(0, ·) = χ, v(0, ·) = v0. (1.9)
Let
√
g denote the volume element associated with the surface geometry of ∂B0. Then the following
formula holds
ni = (A0)
k
iNk
J0√
g
, i = 1, 2, 3. (1.10)
Using this formula it is easy to see that
∂n(ρ
γ−1
0 ) ◦ χ = (A0)ki ∂kwJ1−γ0 ni = (A0)kiNk∂NwJ1−γ0 ni =
√
gJ−γ0 ∂Nw.
In particular, the physical vacuum condition (1.3) implies that
∂Nw < 0. (1.11)
Here ∂N denotes the (outward) normal derivative with respect to the unit ball B.
To prove well-posedness we shall use the following norm:
SN (ζ, v)(t) = SN (t)
:=
∑
a+|β|≤N
sup
0≤τ≤t
{∥∥∥Xar /∂βv∥∥∥2
a+α,ψ
+
∥∥∥∇ζXar /∂βζ∥∥∥2
a+α+1,ψ
+
∥∥∥divζXar /∂βζ∥∥∥2
a+α+1,ψ
}
+
∑
|ν|≤N
sup
0≤τ ′≤τ
{
‖∂νv‖2α,1−ψ + ‖∇ζ∂νζ‖2α+1,1−ψ + ‖divζ∂νζ‖2α+1,1−ψ
}
(1.12)
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Additionally we introduce another high-order quantity measuring the modified vorticity of v which is
a priori not controlled by the norm SN (τ):
BN (v)(t) = BN (t) :=
∑
a+|β|≤N
sup
0≤τ≤t
∥∥∥CurlζXar /∂βv∥∥∥2
a+α+1,ψ
+
∑
|ν|≤N
sup
0≤τ≤t
‖Curlζ∂νv‖2α+1,1−ψ .
(1.13)
The weighted spaces ‖ · ‖a+α,ψ etc., have been introduced in (2.67) and similarly. The tangential
operators /∂
β
have been introduced in Section 2.3
Theorem A.1. Let γ > 1 and assume that the physical vacuum condition (1.3) is satsfied. If N ∈ N
satisfies N ≥ 2
γ−1 + 12 then for any initial data (ζ0, v0) satisfying S
N(ζ0, v0) +B
N (v0) <∞, there
exists a time T > 0 and a unique solution t → (ζ(t, ·)) of the initial value problem (1.8)–(1.9) such
that the map [0, T ] ∋ t 7→ SN(t) +BN (t) ∈ R is continuous and the solution satisfies the bound
SN (t) +BN (t) ≤ C0,
where the constant C0 depends only on the initial conditions.
Sketch of the proof of Theorem A.1. The proof of Theorem A.1 follows by incorporating two ingredi-
ents: the well-posedness proof for the compressible Euler system of Jang & Masmoudi [28] and the
estimates on the gravitational potential in Section 3.1. The basic idea is to show an energy estimate of
the form
SN (t) +BN (t) ≤ C + tp(SN (t)) + tp(BN (t)),
where p(s) = P (
√
s) and P is a polynomial of degree at least 1. The novelty with respect to [28] are
the estimates of the potential term that in the analysis present themselves as error terms of the form
∑
a+|β|≤N
ˆ t
0
ˆ
B
ψwaXar /∂
β (
wa
(
A ki Ψ,k
))
Xar /∂
β
vi dy dτ
+
∑
|ν|≤N
ˆ t
0
ˆ
B
(1− ψ)∂ν (wa (A ki Ψ,k )) ∂νvi dy dτ. (1.14)
By a similar argument as in the proof of Proposition 3.3, this time estimating the integrands inside the´ t
0 . . . dτ integrals in L
∞([0, t])-norm, we show that the expression (1.14) is bounded by a constant
multiple of
tSN(t) + Ct,
where the constant C depends only on the initial conditions. A classical continuity argument yields the
desired a priori bounds. With the a priori bounds, the same approximate scheme at (n+ 1)th step used
in [28] with the potential term labeled by n (lower order term) together with the duality argument leads
to the local well-posedness.
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