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Summary
This thesis is concerned with the application of geometric singular perturbation
theory to mechanical systems with friction. The mathematical background on
geometric singular perturbation theory, on the blow-up method, on non-smooth
dynamical systems and on regularization is presented. Thereafter, two mechan-
ical problems with two different formulations of the friction force are introduced
and analysed.
The first mechanical problem is a one-dimensional spring-block model describ-
ing earthquake faulting. The dynamics of earthquakes is naturally a multiple
timescale problem: the timescale of earthquake ruptures is very short, when
compared to the time interval between two consecutive ruptures. We identify
a small parameter ε that describes the separation between the timescales, so
that ε = 0 idealises the complete timescale separation. Earthquake faulting
problems also have multiple spatial scales. The action of friction is generally
explained as the loss and restoration of linkages between the surface asperities
at the molecular scale. However, the consequences of friction are noticeable at
much larger scales, like hundreds of kilometers.
By using geometric singular perturbation theory and the blow-up method, we
provide a detailed description of the periodicity of the earthquake episodes. In
particular, we show that attracting limit cycles arise from a degenerate Hopf
bifurcation, whose degeneracy is due to an underlying Hamiltonian structure
that leads to large amplitude oscillations. We use a Poincaré compactification
to study the system near infinity. At infinity, the critical manifold loses hyper-
bolicity with an exponential rate. We use an adaptation of the blow-up method
to recover the hyperbolicity. This enables the identification of a new attracting
manifold, that organises the dynamics at infinity for ε = 0. This in turn leads
to the formulation of a conjecture on the behaviour of the limit cycles as the
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timescale separation increases for 0 < ε  1. We illustrate our findings with
numerics, and outline the proof of the conjecture. We also discuss how our
results can be used to study a similar class of problems.
The second mechanical problem is a friction oscillator subject to stiction. The
vector field of this discontinuous model does not follow the Filippov conven-
tion, and the concept of Filippov solutions cannot be used. Furthermore, some
Carathéodory solutions are unphysical. Therefore, we introduce the concept of
stiction solutions: these are the Carathéodory solutions that are physically rel-
evant, i.e. the ones that follow the stiction law. However, we find that some of
the stiction solutions are forward nonunique in subregions of the slip onset. We
call these solutions singular, in contrast to the regular stiction solutions that
are forward unique. In order to further the understanding of the nonunique
dynamics, we introduce a regularization of the model. This gives a singularly
perturbed problem that captures the main features of the original discontinu-
ous problem. We identify a repelling slow manifold that separates the forward
slipping to forward sticking solutions, leading to a high sensitivity to the initial
conditions. On this slow manifold we find canard trajectories, that have the
physical interpretation of delaying the slip onset. We show numerically that the
regularized problem has a family of periodic orbits interacting with the canards.
We observe that this family is unstable of saddle type and that it connects, in
the rigid body limit, the two regular, slip-stick branches of the discontinuous
problem, that were otherwise disconnected.
Resumé
I denne afhandling anvendes geometrisk singulær perturbationsteori til at stu-
dere mekaniske systemer med friktion. Den nødvendige matematiske baggrund
inden for geometrisk singulær perturbationsteori, blow-up metoden, ikke-glatte
dynamiske systemer samt regularisering bliver gennemgået. Herefter bliver to
mekaniske problemer med forskellige modeller for friktionskraften introduceret
og analyseret.
Det første mekaniske system er en en-dimensional fjeder-masse model, der be-
skriver dynamikken af forkastninger under et jordskælv. Dynamikken af jords-
kælv har naturligt to tidsskalaer: tidsskalaen for bevægelsen under jordskælvet
er meget kort sammenlignet med tidsskalaen mellem jordskælv. Desuden har
jordskælv multiple rumlige skalaer: mens forkastingen kan være hundrede af ki-
lometer lang, skyldes jordskælvet brud på bindinger mellem de ru overflader på
en molekulær skala. Vi identificerer en lille parameter ε som beskriver separa-
tionen mellem tidsskalaerne, så ε = 0 idealiserer deres fuldstændige separation.
Ved hjælp af geometrisk singulær perturbationsteori og blow-up metoden giver
vi en detaljeret beskrivelse af den periodiske dynamik af jordskælvsepisoder.
Vi viser, at tiltrækkende grænsecykler opstår i en degenereret Hopf bifurka-
tion, hvor degenerationen skyldes en underliggende Hamiltonstruktur, der giver
anledning til svingninger med stor amplitude. Vi benytter en Poincaré kompak-
tifikation til at studere systemet i nærheden af uendelig. I det uendelige mister
den kritiske mangfoldighed hyperbolicitet med en eksponentiel rate. Vi benytter
en tilpasning af blow-up metoden til at genvinde hyperbolicitet. Dette muliggør
bestemmelsen af en ny tiltrækkende mangfoldighed som organiserer dynamikken
i uendelig for ε = 0. Dette leder til formuleringen af en formodning om opførslen
af grænsecyklerne når tidsskala-separation forøges for 0 < ε  1. Vi illustrerer
resultaterne numerisk, og opridser et bevis for formodningen. Endvidere disku-
iv
terer vi hvordan vore resultater kan bruges til at studere en lignende klasse af
modeller.
Det andet mekaniske problem er en friktionsoscillator modelleret med ‘stiction’
friktion. Vektorfeltet for denne diskontinuerte model følger ikke Fillipovkonven-
tionen, og begrebet Fillipovløsning kan ikke anvendes. Desuden er visse Carat-
héodoryløsninger ufysiske. Derfor indfører vi begrebet stiction-løsning: dette er
de Carathéodoryløsninger, der er fysisk relevante, dvs. dem der følger stiction-
forskriften. Vi finder, at nogle af stiction-løsningerne ikke er entydige i forlæns
tid i visse områder hvor slippet begynder. Vi kalder disse løsninger singulære,
i modsætning til de regulære løsninger, der er entydige i forlæns tid. For bedre
at forstå den flertydige dynamik indfører vi en regularisering af modellen. Dette
giver et singulært perturbationsproblem, der fanger de væsentligste egenskaber
af den oprindelige diskontinuerte model. Vi identificerer en frastødende langsom
mangfoldighed som separerer de løsninger der i forlæns tid hæfter, fra dem der
slipper, og denne giver anledning til stor følsomhed på begyndelsesbetingelserne.
På den langsomme mangfoldighed finder vi canard-løsninger, hvis fysiske fortolk-
ning er en forsinkelse af slip. Vi viser numerisk at det regulariserede problem
har en familie af periodiske løsninger som vekselvirker med canard-løsningerne.
Vi observerer at denne familie er ustabil af sadeltype, og at den forbinder de
to regulære grene af løsninger med både hæftning og slip i den diskontinuerte
model, der elles var uforbundne.
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Chapter 1
Introduction
La meccanica è il paradiso Mechanics is the paradise
della matematica, of mathematical science,
perché qui because here we come
se ne possono cogliere i frutti. to the fruits of mathematics.
– Leonardo da Vinci
Often we come to notice friction in the drastic instances when friction is lacking,
such as when we slip on a polished floor or on an icy road. At a closer look, we
can realise that friction plays an important role in our everyday life, and that it is
a key way of loosing energy in mechanics. Sometimes, the desire is to maximise
the energy dissipated by friction, as in the case of car brakes [CCM+09], while
other times the wish is to minimise the dissipation, as when we use bearings or
lubricants. Often, we can hear the action of friction. Friction induced vibra-
tions cause the sound of string instruments [Sch73], some sounds from nature,
like the stridulation of crickets and cicadas [Aka02], and they are even linked to
the booming of sand dunes [FGHP98, And12]. There are other types of noise
that are induced by friction, and that are less desirable. Among these, the
squeaking of the chalk on a blackboard, the creaking of doors, the squealing of
train wheels and the chattering of machine tools [Ibr94, FGHP98, HA00, Aka02].
Friction is also considered to play an important role in earthquake faulting and
in the periodicity of the earthquake episodes [Sho02, EBL08, ZN12, BBK17b].
2 Introduction
Understanding the mechanisms of friction is key to the understanding of many
mechanical processes. However, in spite of all the experimental and theoreti-
cal efforts, there is still no comprehensive understanding of the physical pro-
cesses and no universal friction model exists [OACdW+98, FGHP98, Mar98b,
WPM15]. It is recognised that friction is a force resulting from multiple pro-
cesses and that it acts on different scales: the timescale can vary from seconds
to millennia while the spatial scale can range from microns to hundreds of kilo-
meters [Har04, ABS08].
There have been several attempts in modelling friction. The simplest models
follow directly from the early experiments of Leondardo da Vinci, Amontons
and Coulomb [OACdW+98, FGHP98]. These basic models are all based on
the evidence that friction acts opposite to the direction of motion and changes
abruptly when the motion changes in direction. The basic Coulomb model
states that friction is independent of the magnitude of velocity. Improvements
to this model may consist in the addition of the Stribeck effect, or of the max-
imum static friction force, as in the stiction model [OACdW+98]. During the
second half of the last century, new models have appeared with the aim to im-
prove the original ideas of Coulomb. These have been initiated by the work of
Burridge and Knopoff [BK67] where the interaction between surfaces has been
modelled by multiple spring-blocks. The subsequent experiments on rocks by
Dieterich [Die72, Die78, Die79] and Rice and Ruina [RR83, GRRT84, RT86],
initiated the so-called rate-and-state friction models. These models assume the
friction force not only to be velocity dependent, but also to be state dependent,
so that there is some memory in the system. The more recent spinodal law
[PWD08, PD15, CPW16] is a further generalization of the rate-and-state mod-
els. To date, there is no general agreement on the physical meaning of the state,
and on how many states friction has.
The classical way of modelling mechanical processes, is by using ordinary dif-
ferential equations (ODEs). These ODEs have the general form
dz
dt
= Z(z), (1.1)
where z ∈ Rk is a vector of variables and Z(z) is a nonlinear vector field de-
scribing the underlying mechanical processes. The properties of the solution z(t)
of (1.1), strongly depend on Z. For instance, classical results of existence and
uniqueness of solutions, are obtainable when Z is locally Lipschitz continuous
in z, that means
||Z(x)− Z(y)|| ≤ K||x− y||, x, y ∈ U, (1.2)
for some constant K > 0 and U ⊂ Rk open. Rate-and-state friction models can
be modelled by ODEs like (1.1), where in particular multiple timescales appear.
This means that some of the variables x in z evolve on a timescale τ that is
3faster than the timescale t along which the remaining variables y in z evolve.
For this reason we call τ the fast timescale and t the slow timescale and we
define by ε = t/τ the small parameter that expresses the ratio between the two.
Therefore, for multiple timescales problems (1.1) can be rewritten as
x′ = f(x, y, ε),
y′ = εg(x, y, ε),
(1.3)
where (x, y) ∈ Rm × Rn so that m + n = k and the prime has the meaning of
differentiation with respect to the fast time τ . The fast system (1.3) is equivalent
to the slow system
εx˙ = f(x, y, ε),
y˙ = g(x, y, ε),
(1.4)
for ε > 0, where the dot now has the meaning of differentiation with respect to
the slow time t. In the phase plane, solutions of (1.3) coincide with the ones of
(1.4), and the only difference lies in the speed with which the trajectories are
swept.
It is rather difficult to do numerical simulations of (1.4) for ε small, because
numerics are often not sufficiently accurate for singularly perturbed problems.
Traditionally, analytical results have been obtained with the method of matched
asymptotic expansion [vGKS05, Hol13]. Methods from non-standard analysis
have also been used to study such type of systems [DD95]. More recently,
a geometric approach has proven to be rather successful in treating slow-fast
problems of the type (1.3). This theory, that is based on Fenichel’s seminal
work [Fen74, Fen79] is called geometric singular perturbation theory (GSPT).
The idea is to consider the singular limit ε = 0 of the fast and slow systems
(1.3) – (1.4) so that we obtain the layer problem
x′ = f(x, y, 0),
y′ = 0,
(1.5)
and the reduced problem
0 = f(x, y, 0),
y˙ = g(x, y, 0),
(1.6)
respectively. We call the set (x, y) : f(x, y, 0) = 0 the critical manifold C0. This
is the set of equilibrium points of the layer problem (1.5) and it is also the set
along which the solutions of the reduced problem (1.6) are constrained to. The
layer and the reduced problems are simpler to study than (1.3). Firstly, both
systems have a smaller dimension than (1.3): system (1.5) has in fact m < k
equations while (1.6) has n < k equations. Secondly, each system has only one
leading timescale, that is either the fast or the slow one. C0 is said to be nor-
mally hyperbolic if the Jacobian fx(x, y, 0)|C0 has all the eigenvalues bounded
away from the imaginary axis.
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Fenichel’s results guarantee that for ε > 0 sufficiently small, a compact nor-
mally hyperbolic subset S0 ⊂ C0, perturbs smoothly into a local invariant slow
manifold Sε. The solutions of the singularly perturbed problem (1.3) can be
obtained, under certain assumptions, as O(ε) perturbation of the singular trajec-
tories constructed by piecing together segments of the layer and of the reduced
problem, respectively.
Geometric singular perturbation theory has found application in several fields,
among those chemistry [GS09, MSLG98, Shc05], neurology [Moe06, RW07] and
electrical circuits [DR96, DMD06]. For problems with more than two timescales
we refer to [KPK08, KPKR08] and [Kue15, §13.8].
As mentioned above, the results of Fenichel are valid for C0 normally hyperbolic.
In points where this assumption is lost, interesting new behaviour can occur.
A classical example of the loss of normal hyperbolicity is when the vector field
of the reduced problem is tangent to the vector field of the layer problem, so
that it is not possible to separate the two timescales. The blow-up method is
a geometrical method that has been first used to deal with the loss of normal
hyperbolicity by Dumortier and Roussaire [DR96]. We consider the modern for-
mulation of the method in the context of geometric singular perturbation theory,
introduced by Szmolyan and collaborators [KS01a, KS01b, KS01c, SW01]. This
method has proven to be successful in explaining canard solutions and canard
explosions [DMD06, DKO08, Wec12], describing the mechanisms of relaxation
oscillations [SW04, KPK08, GS09, KS11], and bursting [VKK16].
While rate-and-state friction models can be written in a slow-fast formulation
like (1.3), this is not possible for the Coulomb-type models. These indeed are
systems with a discontinuous right-hand side, so that (1.1) can be written as
dz
dt
=
{
Z+(z), h(z) > 0,
Z−(z), h(z) < 0,
(1.7)
for some h(z) : Rk → R. The set Σ : h(z) = 0 is called the switching manifold,
and it is the set along which the vector field Z changes discontinuously. We sup-
pose that Z± are sufficiently smooth in their respective region of definition, so
that solutions are well defined in their respective interiors. On Σ, the Lipschitz
condition (1.2) is not satisfied and we need to discuss how to define a solution
through a discontinuous set and also when this solution exists and when it is
unique. Once a notion of solution is introduced, this may be forward nonunique,
and furthermore, it can be difficult to define what we mean by perturbation of
a non-smooth system and study its bifurcations.
The work of Filippov [Fil88] has been fundamental to solve a class of problems
that we call of Filippov-type. For this class of problems, the vector field within
Σ and the computation of the forward solutions depend by the vector fields
5Z± only. This has proven effective in many cases [Fil88, DBBCK08, GHS10],
but may bring inconsistencies as in the case of the two-fold singularity, where
nonunique forward solutions may appear [CJ11, KH15a, KH15b]. For systems
not of Filippov-type more care is needed, as standard results are not always
applicable.
Given all the problems related to non-smooth systems, it makes sense to consider
a smoothed version of (1.7). In this way we obtain a smooth system that can be
studied with the standard theory of smooth dynamical systems, and that looses
its smooth properties at the non-smooth limit. Regularization turns out to be
an effective smoothing method [ST96]. This means to consider the 1-parameter
family of vector fields
Zε(z) :=
1
2
Z+(z)
(
1 + φ
(
ε−1h(z)
))
+
1
2
Z−(z)
(
1− φ (ε−1h(z))) , (1.8)
for ε > 0 sufficiently small and φ a smooth function with some special prop-
erties. In particular it is desired that for ε → 0 then Zε → Z± for h(z) 6= 0.
Interestingly, the vector field (1.8) is singular for ε→ 0 on h(z) = 0 and it can
be rewritten as a multiple timescale problem of the form (1.3) using a blow-up
of h(z) = 0. If φ is chosen properly, then the layer and reduced problem of
(1.3) are equivalent to the vector field Z± and the one within Σ respectively.
Thus, this is a new way of using Fenichel’s results: instead of studying the ε = 0
case, to obtain information about the behaviour of solutions for ε > 0, in this
circumstance we study the singularly perturbed problem to construct solutions of
the original discontinuous system.
This thesis is about the application of geometric singular perturbation theory
to two different friction models: one of the rate-and-state class, and one of
the Coulomb-type class. The application of GSPT in rate-and-state models
is a novelty, as the existing results were obtained by using the method of the
matched asymptotic expansions [PWD08, PB11] or with theory for standard
dynamical systems [GRRT84]. Regularization of friction models has already
been introduced, as in [Ste00, Jef15, BRMS16], either by considering a vector
field like (1.8) or by introducing hidden terms [Jef14]. However regularization
of non-Filippov type systems, is still quite new. We now briefly describe the
specific problems considered and we summarise our main results.
The first problem that we study is the one-dimensional spring-block model with
Ruina rate-and-state friction law, that is often used for describing earthquake
faulting. We want to show that this model has periodic solutions of relaxation
oscillation type, where each period is composed of an earthquake rupture phase
and a subsequent healing phase. To begin with, we identify a small parameter
ε that gives the separation between the slow and the fast timescales. Hence, we
aim to use standard techniques from GSPT to show the existence and stability
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of the periodic solutions. However, the critical manifold C0 is unbounded, and
even though it is attracting everywhere, it loses normal hyperbolicity with an
exponential rate at infinity. Furthermore, orbits lying on C0 reach infinity in
finite time. It turns out that the understanding of the behaviour of solutions at
infinity is crucial, but in this regime the dynamics is very non-hyperbolic. By
repeatedly using the blow-up method around infinity, we find a centre manifold
that guides the dynamics in this region. We then construct a singular orbit for
ε = 0 and we conjecture that the relaxation oscillation cycles are perturbations
of this orbit for ε > 0.
Furthermore, we show that the periodic solutions of our system also describe
travelling wave solutions of a more complicated model for earthquake faulting.
The second problem that we consider is the one of a mass-spring oscillator that
is subject to stiction friction. This friction law is discontinuous, so that the
problem is of the form (1.7). Furthermore, the stiction law defines naturally a
vector field along the switching manifold, so that the system turns out not to be
of Filippov-type. We introduce the notion of stiction solutions: those are the
solutions of the system that are physically meaningful. However, some of these
solutions are forward nonunique, and in order to solve the nonuniqueness, we
introduce a regularization of the type (1.8). In this way, we obtain a slow-fast
system like (1.3). The corresponding critical manifold is a surface with two fold
lines. Along the fold lines there are some special points where canard solutions
of saddle type appear. These canards evolve along the attracting side of the
critical manifold, pass through the canard point and stay close to the repelling
side of the critical manifold for some time, before leaving it by following a fast
fibre. We show that the canard solutions are related to some of the nonunique
stiction solutions of the original non-smooth system.
There are further mathematical motivations, apart from the physical interest,
for the study of the two models. The first problem is an example of the use of
the blow-up method in the context of non-trivial problems. In order to obtain a
geometric desingularization of the vector field, the blow-up needs to be applied
several times, and we show how to follow a solution through the many blow-
ups. Furthermore, we will introduce an example of a non-standard blow-up
transformation.
The first problem also shows an interesting example of a flat slow manifold in
the context of non-trivial applications. This is a case where the critical manifold
is everywhere attracting, but it loses hyperbolicity with an exponential rate at
infinity. To solve this problem, we apply a technique that has recently been
developed by Kristiansen [Kri17].
The second problem can be seen as an introduction to regularization in non-
trivial applications. Finally, this second problem highlights a modelling issue
that sometimes may not be noticed. We show that the choice of using a smooth
or a non-smooth vector field to model the same phenomenon can lead to very
7different results, even though the difference between the two models is minimal.
We leave open the question on how friction should be modelled, and whether
there exists a global model that can describe all the observable behaviours that
are induced by friction.
The thesis consists of four chapters. Chapter 2 presents the mathematical pre-
liminaries, of both singularly perturbed and discontinuous dynamical systems.
The blow-up and the regularization methods are introduced, and we give a short
introduction to canard solutions. In chapter 3 we present the problem of the
one-dimensional spring-block model subject to the Ruina rate-and-state friction
law, while chapter 4 presents the problem of the mass-spring oscillator subject
to stiction friction. The results of chapter 3, regarding the analysis at the singu-
lar limit, are published in [BBK17b], while the ones of chapter 4 are published
in [BBK17a].
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Chapter 2
Mathematical preliminaries
This chapter introduces some recent mathematical results that will be used later
in chapter 3 and 4. The chapter is subdivided as follows. Section 2.1 presents
geometric singular perturbation theory and the fundamental results of Fenichel.
The blow-up method of section 2.2 can be used to extend geometric singular
perturbation theory to non-hyperbolic points, that are points where Fenichel’s
results are not valid. Canard solutions are a special type of solutions appearing
in slow-fast systems, and these are presented in 2.3. Then, 2.4 introduces non-
smooth dynamical systems, and discusses existence and uniqueness of forward
solutions for this type of systems. Finally, 2.5 introduces the regularization
method of Sotomayor and Teixeira.
2.1 Geometric singular perturbation theory
Geometric singular perturbation theory has been developed to study ordinary
differential equations (ODEs) with multiple timescales. These are problems
where the derivative of a subset of variables, has a larger magnitude than that of
the remaining variables. The simplest case is when there are only two timescales,
so that we can call some variables fast, while the other are slow. We refer
to [KPK08, KPKR08, DGK+12] for examples of problems with three or more
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timescales. The definitions and theorems of this section are based on [Fen74,
Fen79, Jon95, Kap99, Kos12] and [Kue15, §3].
We call a fast-slow dynamical system a system of differential equations of the
type
x′ = f(x, y, ε),
y′ = εg(x, y, ε),
(2.1)
where f : Rm+n+1 → Rm and g : Rm+n+1 → Rn are smooth functions, 0 < ε
1 and the prime has the meaning of differentiation with respect to the fast time
τ . The time evolution of the variables x ∈ Rm in (2.1) is fast when compared to
the one of the slow variables y ∈ Rn, since the latter in general have a derivative
of order of ε  1. By introducing the time rescale t = τε we rewrite (2.2) as
the slow system
εx˙ = f(x, y, ε),
y˙ = g(x, y, ε),
(2.2)
where the dot has the meaning of differentiation with respect to the slow time
t. The orbits of the fast system (2.1) have a one-to-one correspondence with
the orbits of the slow system (2.2) for ε > 0. The two systems differ in the
time it takes to move along a same trajectory. The parameter ε describes the
separation between the two scales and it is often referred to as the timescale
parameter.
The idea is to study the fast and the slow processes separately, and for this
reason we consider the singular limit ε = 0, where (2.1) limits to the layer
problem
x′ = f(x, y, 0),
y′ = 0,
(2.3)
and (2.2) limits to the reduced problem
0 = f(x, y, 0),
y˙ = g(x, y, 0).
(2.4)
The layer problem (2.3) describes the evolution of the fast variables x, while
the remaining y variables are constants of motion. For this reason, the analysis
of (2.3) is similar to a bifurcation analysis, where we study the solutions of
(2.3) while varying the y-variables as bifurcation parameters. We define the
critical manifold C0 as the set of equilibrium points of (2.3), this is the set of
points that satisfy f(x, y, 0) = 0. Furthermore, we say that the critical manifold
is normally hyperbolic in S0 ⊂ C0, if the m × m matrix fx(x, y, 0) of partial
derivatives with respect to the fast variables x has no eigenvalues with zero real
part for all (x, y) ∈ S0. A compact, normally hyperbolic subset S0 ⊂ C0 is
called attracting, if the eigenvalues of fx(x, y, 0) have all negative real part, it is
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called repelling if the eigenvalues of fx(x, y, 0) have all positive real part and it
is called of saddle type otherwise.
The critical manifold also plays an important role in the analysis of the re-
duced problem: this is the set to which the solutions of (2.4) are constrained.
Around points p ∈ C0 where fx(x, y, 0) is non-singular, by using the Implicit
Function Theorem we can explicit the condition f(x, y, 0) as x = h(y). Thus,
the differential algebraic equation (2.4) becomes
y˙ = g(h(y), y, 0), (2.5)
and solutions of (2.5) describe the phase space within C0.
At the singular limit ε = 0, we have obtained a way to describe the phase space
of the problem (2.1) in separate regions, that means within and outside of the
critical manifold C0. We expect that when ε > 0 is sufficiently small, solutions
of (2.1) will be a perturbation of the singular solutions that we have found.
Fenichel’s theorems [Fen74, Fen79] describe when this is possible.
Theorem 2.1 ([Fen79]) Suppose that S0 is a compact normally hyperbolic
subset of the critical manifold C0 and that f, g ∈ Cr(1 ≤ r < ∞). Then for
ε > 0 sufficiently small, there exists a locally invariant Cr-smooth manifold Sε
that is diffeomorphic to S0 and that has Hausdorff distance O(ε) (as ε → 0)
from S0. Furthermore the flow on Sε converges to the slow flow as ε→ 0.
The local invariance of Sε means that trajectories can enter or leave Sε only
through its boundaries. The fact that Sε is diffeomorphic to S0 means that,
if we can write S0 as x = h(y) ∈ Cr for ε = 0, then for ε > 0 there exists a
function hε such that Sε can be written as the graph x = hε(y) and hε → h as
ε→ 0. The dynamics on Sε is then described by
y˙ = g(hε(y), y, ε),
and for this reason Sε is also called the slow manifold.
Suppose that a point p = (x, y) ∈ S0 ⊂ C0 is a hyperbolic equilibrium point
of the layer problem (2.3) and that has ms eigenvalues with negative real part
and mu eigenvalues with positive real part. This produces the ms-dimensional
local stable manifold W sloc(p) and the m
u-dimensional local unstable manifold
Wuloc(p) at the point p, respectively. By considering all p ∈ S0, we can construct
two manifolds W sloc(S0) and W
u
loc(S0) of the layer problem (2.3) that intersect
in S0, that is
W sloc(S0) =
⋃
p∈S0
W sloc(p), W
u
loc(S0) =
⋃
p∈S0
Wuloc(p).
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These manifolds also persist for ε > 0 sufficiently small and their characteriza-
tion is given in the following theorem.
Theorem 2.2 ([Fen79]) Consider the same assumptions as in Theorem
2.1. Then for ε > 0 sufficiently small, there exists families of (n+ms)- and (n+
mu)-dimensional local stable and unstable Cr-manifolds W sloc(Sε) and W
u
loc(Sε),
which are both locally invariant and Cr-close toW sloc(S0) andW
u
loc(S0). Further-
more the dynamics within W sloc(Sε) and W
u
loc(Sε) is described by C
r-invariant
foliations Fsε and Fuε such that the distance between orbits starting within the
same leaf decays or grows exponentially fast.
It follows that the slow manifold Sε has the same stability properties of S0,
with respect to the fast variables. Thus an attracting subset Sa ⊂ C0 perturbs
smoothly into a locally invariant attracting manifold Sa,ε for ε > 0 sufficiently
small. Similarly for a repelling subset Sr ⊂ C0. For a proof of Theorems 2.1
and 2.2, we refer to the seminal papers of Fenichel [Fen74, Fen79] or to [Jon95].
Fenichel’s results require normal hyperbolicity in the subset S0 ⊂ C0, and they
are not valid in points (x, y) ∈ C0 where the kernel of fx(x, y, 0) = 0 is non-
empty. It is important to find a way to study the behaviour of the solutions
of the slow-fast problem (2.1) around non-hyperbolic points, and the blow-up
method of section 2.2 aims to do this.
2.2 The blow-up method
This section presents the blow-up method, that has proven to be successful in
extending the results of geometric singular perturbation theory to points where
the critical manifold looses normal hyperbolicity. The technique is based on the
pioneering work of Dumortier and Roussarie, who have shown it usefulness in
the study of the relaxation oscillation cycles of the Van der Pol oscillator [DR96].
The blow-up method has found several applications in the last two decades, and
in this section, we describe the blow-up of a non-hyperbolic point in the planar
case, following the description of [SW01, Kos12] and [Kue15, §7]. In subsection
2.2.1 we show an adaptation of the method by Kristiansen [Kri17] that is useful
to desingularize flat slow manifolds.
Suppose that the origin of system (2.1) is such that
f(0, 0, 0) = 0, fx(0, 0, 0) = 0, (2.6)
that means, in the origin the critical manifold C0 is not normally hyperbolic.
The blow-up method desingularizes the dynamics around the degenerate equi-
librium point by using a geometric transformation. Firstly, we rewrite (2.1) as
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Figure 2.1: Blow-up of a point to a sphere.
the extended system
x′ = f(x, y, ε),
y′ = εg(x, y, ε),
ε′ = 0,
(2.7)
where we treat ε as a dynamic variable. We call Z the extended vector field
defined by (2.7). By virtue of (2.6), system (2.7) has an equilibrium in the
origin with triple zero eigenvalue. Then, we define B = S2 × [0, r0] with r0 > 0
and introduce the blow-up transformation Φ : B → R3
x = r¯ax¯, y = r¯by¯, ε = r¯c¯, (2.8)
with (a, b, c) ∈ Z3 and S2 := {(x¯, y¯, ¯) | x¯2 + y¯2 + ¯2 = 1}.
In the subset r > 0, the map Φ is a diffeomorphism, and in this set we can define
a vector field Z¯ that is conjugated to Z for 0 < r < r0, so that no information on
Z is lost by considering Z¯. On the other hand, Φ is singular for r = 0, as it maps
a sphere to the origin. Since the origin was an equilibrium point of the original
vector field (2.7), on the surface of the sphere r = 0 the blown-up vector field
Z¯ vanishes. A non-degenerate vector field on the sphere is obtained by dividing
Z¯ by a suitable power of the radius r¯. Formally this is done by introducing a
time transformation, and we will show this in more detail in chapter 3.
The basic idea of the blow-up method is to find a singular segment contracting to
the sphere for ε = 0, connect it to a singular orbit moving along the sphere, and
then follow the motion away from the sphere, where each singular segment has
hyperbolic or algebraic behaviour. When ε > 0, we can use standard methods
for regularly perturbed systems, to detect the distance of the perturbed solution
from the singular trajectory. Figure 2.2 illustrates the results obtained by the
blow-up method in the case of the singularly perturbed planar fold.
To study the blown-up vector field Z¯, one could use spherical coordinates, but
this may lead to lengthy computations. Instead, the natural way of studying
Z¯ is to introduce charts that give a local description on the dynamics along
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Figure 2.2: The singularly perturbed planar fold [KS01a]. The vector field
of the figure satisfies conditions (2.6) together with fxx(0, 0, 0) 6=
0, fy(0, 0, 0) 6= 0 and g(0, 0, 0) 6= 0. C0 is locally quadratic around
the origin, and it is not normally hyperbolic at this point. We
assume the left branch of C0 to be attracting, and the right branch
to be repelling. ∆in,∆out are two sections. By using the blow-
up method, Krupa and Szmolyan [KS01a] could continue the slow
attracting manifold Sa,ε from ∆in – where it is O(ε)-close to Ca
for 0 < ε 1 – to ∆out, showing furthermore that at ∆out Sa,ε is
O(ε2/3)-close to the x-axis.
the sphere. This is done by setting one of the variables of S2 equal to ±1,
so that each chart is perpendicular to one of the axes. It turns out that a
very important chart is the one for ¯ = 1, that is usually referred to as chart
K2. This chart is sometimes called the family rescaling chart or classical chart
[DR96, KH15b]. The importance of chart K2 lies in the fact that when ¯ = 1,
then r¯c = ε from (2.8), and therefore, the space is foliated by invariant planes
r¯ = const, since ε′ = 0. However in the other charts, r¯ is not a constant, but one
needs to remember that for ε > 0 solutions are foliated on invariant manifolds
r¯c¯ = const. These other charts are needed to connect the dynamics outside of
the sphere to the one on the sphere.
One of the difficult parts of the blow-up method is in finding the correct weights
(a, b, c) for the map (2.8). There is no general method to find them, but some-
times the theory of Newton polyhedra for polynomial vector fields can turn out
to be useful. We say that a blow-up is homogeneous if a = b = c, while we say
that it is quasi-homogeneous if the weights differ in value.
If in one of the blown-up charts there is a degenerate equilibrium point with all
zero eigenvalues, it is necessary to introduce a new blow-up map at this point
and repeat the procedure. This is the case of multiple blow-ups.
Sometimes, a system may have a higher dimensional geometrical structure that
is not hyperbolic, like a line or a plane. For example, if the line x = 0 of (2.7)
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is non-hyperbolic, in order to blow-it up we need to set a = 0 in (2.8), so that
x = 0 is blown-up to a cylinder. For examples of higher dimensional blow-ups,
we refer to [KS11, KS16] as well as the problem presented in chapter 3.
In some cases, a blow-up transformation of a polynomial type like (2.8) is not
sufficient and adaptations of the method are needed. For instance, in chapter 3
we present a blow-up transformation of the type
x = r¯x¯, y =
e−1/r¯
r¯
y¯,
for (x¯, y¯) ∈ S1 and r¯ ≥ 0, so that one of the terms in the blow-up has an
expression with an exponential function of the radius. The following subsection
2.2.1 presents a method to resolve the case of exponential terms appearing in
the vector field.
2.2.1 Background on flat slow manifolds
In this subsection we present some results from [Kri17] on flat slow manifolds.
This means that we wish to consider a problem of the type (2.1) where the
critical manifold has one eigenvalue λ that decays exponentially as x → 0. A
simple planar example of such a system is given in [Kri17] and has the form
x′ = x2(y − e−1/x),
y′ = εµ e−1/x,
(2.9)
with 0 < ε  1, µ 6= 0, (x, y) ∈ R2 and x ≥ 0. The critical manifold of (2.9) is
C0 = Sa ∪Sc, where Sa is attracting Sa := {(x, y) ∈ R2 | y = e−1/x} while Sc is
not normally hyperbolic Sc := {(x, y) ∈ R2 | x = 0}. However, the computation
of the linear stability along Sa gives
fx(x, y, ε)
∣∣∣
Sa
= − e−1/x,
so that Sa looses hyperbolicity exponentially fast as x→ 0. The blow-up in the
formulation (2.8) requires homogeneity in the leading order terms, and this is not
the case when there are exponential terms as in (2.9). The idea of Kristiansen
[Kri17] is to apply the blow-up transformation to an extended vector field, where
we not only consider ε as a dynamical variable, but we introduce an auxiliary
variable
q = e−1/x, (2.10)
whose differentiation with respect to the fast time τ gives, by the chain rule,
q′ = e−1/x
x′
x2
= q
x′
x2
.
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Thus the extended vector field (2.9), augmented by q and ε, becomes
x′ = x2(y − q),
y′ = εµq,
q′ = q(y − q),
ε′ = 0,
(2.11)
where the right-hand side of (2.11) has now only polynomial terms. By con-
struction, q is slaved by x by virtue of (2.10), but this is not explicit in (2.11).
The set of equilibria of (2.11) is now
{(x, y, q, ε) | y = q, ε = 0} ∪ {(x, y, q, ε) | x = q = 0},
and the set y = q, ε = 0 corresponds to Sa. The linearization of (2.11) on Sa
has −q as eigenvalue, so that Sa is normally hyperbolic and attracting for q > 0,
and it looses normal hyperbolicity for q = 0 with an algebraic rate instead than
exponential as before. Thus, the blow-up method can be invoked for the analysis
of (2.11). The proper blow-up transformation in this case is
x = x, y = ry¯, q = rq¯, ε = r¯. (2.12)
Thanks to this transformation, we gain hyperbolicity of Sa on the blown-up
cylinder. We refer to [Kri17] for the details of the analysis. Notice that ¯ = 1 in
(2.12) gives q = εq¯, and by (2.10) we have x = ln−1(ε−1) in the regime q¯ = O(1).
A non-trivial example of a flat slow manifold is presented in chapter 3. We will
show that the regime where q is sufficiently small and comparable with ε, is the
right regime to find an attracting centre manifold that guides the dynamics at
infinity.
2.3 Canard solutions
Canards solutions are a generic feature of slow-fast systems with one fast and
m ≥ 2 slow variables, whose discovery dates back to the pioneering work of
Benoit et al. [BCDD81, Ben83]. They appear for example in the Van der Pol
oscillator [DR96], in a model for aircraft ground dynamics [RDKL11], in a model
for stellar wind [CKW17] and in the regularization of some non-smooth systems
[KH15a]. The results in this section are based on [SW01] and [Kue15, §8.5].
We consider a system with one fast and two slow variables of the type
εx˙ = f(x, y1, y2, ε),
y˙1 = g1(x, y1, y2, ε),
y˙2 = g2(x, y1, y2, ε).
(2.13)
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The critical manifold C0 = {(x, y1, y2) : f(x, y1, y2, 0) = 0} is generically a sur-
face, and the condition fx(x, y1, y2, 0) = 0 is generically a one-dimensional curve
L within C0. Hence, along L the manifold C0 is non-hyperbolic. Without loss
of generality, we assume that the origin (0, 0, 0, 0) := 0 lies in L and furthermore
f(0) = 0, fx(0) = 0, (2.14)
together with
fy2(0) 6= 0, fxx(0) 6= 0. (2.15)
In an interval I containing the origin, and under assumptions (2.14) and (2.15),
L can be parametrized by y2 as
L = {(θ(y2), ψ(y2), y2) ∈ R3 : y2 ∈ I}.
We define the transversality condition
l(y2) := (fy1g1 + fy2g2)|(θ(y2),ψ(y2),y2,0).
It turns out that the existence of canard solutions depends crucially on the value
of l(y2). Specifically, canards appear when l(0) = 0 that is, when the reduced
flow projected onto the (y1, y2)-plane is tangent to the fold line L at the origin.
It is possible to show that under assumptions (2.14) and (2.15), there exists a
coordinate change that allows to rewrite system (2.13) near the origin as
εx˙ = y1 + x
2 + O(εx, εy1, εy2, ε
2, y21x, x
3, εy1y2),
y˙1 = by2 + cx+ O(y1, ε, y
2
2 , xy2x
2),
y˙2 = a+ O(x, y1, y2, ε),
(2.16)
with computable constants (a, b, c) ∈ R3. The critical manifold around the origin
is C0 = {y1(x, y2) = −x2(1 + O(x, y2))}. In this way, the critical manifold has
an attracting region Ca for x < 0 and a repelling region Cr for x > 0, that are
separated by the fold line L : {x = 0, y1 = 0}, that corresponds to the y2-axis.
The reduced problem is obtained by differentiating the function y1(x, y2) with
respect to time, and by substituting it for y˙1 in (2.16), so to obtain
−2x(1 + O(x, y2))x˙ = by2 + cx+ O(y22 , xy2, x2),
y˙2 = a+ O(x, y2).
(2.17)
Along the fold curve L, (2.17) is singular and solutions may approach this sin-
gular curve in finite forward or backward time. We introduce the time rescale
dt = −2x(1 + O(x, y2))dt˜, (2.18)
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where t is the original slow time of system (2.17). After the time rescale, the
flow of (2.17) is given by
x′ = by2 + cx+ O(y22 , xy2, x
2),
y′2 = −2ax+ O(x2, xy2),
(2.19)
where the prime denotes the differentiation with respect to the new time t˜.
System (2.19) is no more singular along the fold line L, and therefore we say it
is desingularized. However, the removal of the singularity of (2.17) comes at the
expense of changing the time direction of the solutions of (2.19) in the repelling
region x > 0 by virtue of (2.18).
In (2.19), the origin is an equilibrium point, and its linear stability is identified by
the real part of the eigenvalues of the Jacobian matrix: λ1,2 = (c±
√
c2 − 8ab)/2.
The following lemma presents the possible stability properties that the origin of
(2.19) may have.
Lemma 2.3 ([SW01]) For ab > 0, the origin of (2.19) has the following
non-degenerate types
c > 0, 8ab < c2 unstable node, c > 0, c2 < 8ab unstable focus,
c < 0, 8ab < c2 stable node, c < 0, c2 < 8ab stable focus,
while for ab < 0, the equilibrium is a saddle point. Furthermore, the origin has
the following co-dimension one degenerate types for c 6= 0
ab = 0, a 6= 0 saddle-node type I,
ab = 0, b 6= 0 saddle-node type I,
8ab = c2 degenerate node.
For c = 0 the only degenerate type occurs for ab > 0, and this is a centre.
Because of the time rescale (2.18), the non-desingularized system (2.17) has a
folded singularity at the origin, that is either a folded node, folded focus, folded
saddle, folded saddle-node or folded centre depending on the case considered in
Lemma 2.3.
Definition 2.4 We say that a trajectory of the slow-flow is a singular vrai
canard, if under the flow of (2.17) it moves from the attracting to the repelling
side of the critical manifold. If instead it moves from the repelling to the at-
tracting side, we say that it is a singular faux canard.
According to Definition 2.4, singular canard solutions exists for some of the
folded singularities. A non-trivial example that shows singular canard solutions
is given in chapter 4.
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For ε > 0 sufficiently small, singular canard solutions of (2.17) persist in the
original problem (2.16) [Ben83, Ben90]. An effective way to show their persis-
tence is to consider the blow-up of (2.19), so that we can extend the flow of the
attracting region Ca and of the repelling region Cr up to the fold line. In the
blown-up space, we then consider an invariant subset identified by ε = const.
so that Ca and Cr perturb to the slow attracting Sa,ε and slow repelling Sr,ε
manifolds, respectively [SW01]. The intersection of the two slow manifolds Sa,ε
and Sr,ε, extended to the fold line, determines an invariant line which corre-
sponds to the perturbation of the singular canard solution for 0 < ε  1, and
in some cases it is referred to as maximal canard. It follows that such solution
flows along a repelling set for a time of O(1) in the slow timescale t = τε, before
leaving through an escaping fast fibre. Since the slow manifolds Sa,ε and Sr,ε are
nonunique, but there are infinitely many of them in an interval O(exp(−c/ε))
with c some positive constant, then there are infinitely many canard solutions
that stay close to the maximal canard on the repelling set for a finite time before
escaping.
2.4 Non-smooth dynamical systems
Non-smooth systems are systems of the form
z˙ = Z(z), z(0) = z0, (2.20)
where Z : Rn → Rn is discontinuous on a set1 Σ := {z ∈ Rn | h(z) = 0} for
some h : Rn → R such that ∇h(z)|z∈Σ 6= 0, and the dot has the meaning of
differentiation with respect to the time t. The discontinuity set Σ subdivides
the space Rn into the domains G+ : {z ∈ Rn | h(z) > 0} and G− : {z ∈ Rn |
h(z) < 0}, so that Z(z) can be written as
Z(z) =
{
Z+(z), z ∈ G+,
Z−(z), z ∈ G−, (2.21)
and we assume Z±(z) to be sufficiently smooth in the respective domains of
definition. Furthermore, a third smooth vector field may be specified on Σ.
Non-smooth dynamical systems are important in describing some engineering
problems, such as power electronics voltage converters [dBBC01, FHS09], me-
chanical systems with impact [Nor91] or friction [HOP98, GB99], or hybrid
systems in control dynamics [HB03].
1For the case of multiple surfaces of discontinuity, we refer to [Fil88, §23]. In this thesis
we do not consider discontinuity in the solutions, also called solutions with jumps.
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2.4.1 Forward solutions of a non-smooth system
Consider a trajectory with initial condition in z0 ∈ G+ (or G−) that under
the evolution (2.21) intersects the discontinuity set Σ in a point z. Classical
results on the existence and uniqueness of solutions require Lipschitz continuity
of the vector field, but this is lost at Σ, where Z(z) is discontinuous. Hence, the
question is how to continue the solution from z. It makes sense that the forward
solution, if it exists, may depend on the local values of the vector fields Z±(z)
around z ∈ Σ, as well as, on the vector field that may be defined on Σ.
In the following we introduce two different concepts of forward solution for a non-
smooth system, and we show the difference between the two with an illustrative
example. We do not consider solutions in backwards time since, as we shall
see, the information of where the trajectory comes from, is easily lost at the
discontinuity.
Carathéodory solutions A Carathéodory solution is the natural generaliza-
tion of the concept of solution of a smooth system, to the case of a system with
discontinuous right-hand side.
If the vector field Z(z) was continuous everywhere, then its solution z(t) would
satisfy
z(t) = z0 +
∫ t
0
Z(z(s)) ds, t ∈ [0, T ]. (2.22)
An absolutely continuous function z(t) : [0, T ]→ Rn is a Carathéodory solution
of (2.20), if it satisfies (2.22) for almost all t ∈ [0, T ]. Thus the integral in (2.22)
is interpreted as a Lebesgue integral. In other words, the tangent vector of z(t)
can differ from the vector field Z(z) only in a time set of measure zero.
We show with an example how to compute Carathéodory solutions in practice.
Consider the system z˙ = Z(z) of Figure 2.3(a), with Z : R2 → R2 given by
Z(x, y) =
{
(1, x)T , y > 0,
(0, 1)T , y < 0,
(2.23)
and z = (x, y)T . This system is discontinuous in Σ = {y = 0}, so that R2 is
separated into the two domains G+ = {y > 0} and G− = {y < 0}. Let Z±(x, y)
be the vector field Z(x, y) restricted to G± and extended continuously to its
closure at y = 0.
The point F = (0, 0) ∈ Σ is called a fold point, since the orbit y = x2/2 of Z+(z)
has a quadratic tangency with Σ at F , while Z−(F ) 6= 0 [GST11, Kri17]. The
point F separates Σ into the half line
Σcr := Σ ∩ {x > 0},
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Figure 2.3: Solutions of (2.23) by using the Carathéodory definition of solu-
tion (a), and Filippov’s convex method (b). In blue: a crossing
trajectory. This is constructed in the same way for both defini-
tions. In red: two trajectories that reach Σ in finite time. At
(x2, 0) there is no forward Carathéodory solution but, according
to Filippov’s method, there is a sliding solution that escapes Σ at
the point of singularity in the origin [Fil88, 2a. §19].
where both Z±(z) point into G+ and the half line
Σsl := Σ ∩ {x < 0},
where Z+(z) points towards G− while Z−(z) points towards G+, see Figure
2.3(a). In Σsl, neither Z+ nor Z− point towards their own region of definition,
and we cannot make sense of (2.22) in this set. Hence, every orbit, that under
the flow of (2.23) intersects Σ in Σsl, has no forward Carathéodory solution from
Σsl, see the red orbits of Figure 2.3(a). On the other hand, Z+ points towards
its own region of definition in Σcr. Therefore the forward Carathéodory solution
departing from a point z0 ∈ G−, that under the flow of (2.23) intersects Σ in
Σcr, must follow the vector field Z+ from there on, see the blue orbit in Figure
2.3(a).
This example shows that Carathéodory solutions are obtained by extending
Z±(z) up to the closure of the respective region of definition, and then by
gluing them together. If a further vector field was defined within Σ, there may
have been subsets of Σ where forward solutions were nonunique. Systems with
stiction friction show nonuniqueness at Σ, and this is discussed in chapter 4.
We have seen that sometimes forward Carathéodory solutions may not exist.
To overcome this problem, one may decide to define a vector field within the
region of discontinuity, in a way that depends on the local behaviour of Z±(z)
around the discontinuity. This is the underlining idea of Filippov’s method.
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Filippov solutions Filippov’s idea is to replace (2.21) by a differential inclu-
sion of the form
z˙ ∈ Z(z), z(t0) = z0, (2.24)
where Z(z) is constructed as follows. In points z where the function Z(z) is
continuous, the set Z(z) coincides with the function Z(z) at this point. If some
point z belongs to the set of discontinuity Σ, then Z(z) is constructed in some
other way, and the simplest method is to use a linear convex combination of
Z+(z) and Z−(z). We refer to [Fil88, §4] for a discussion of other methods for
constructing Z(z) in Σ.
Filippov’s convex method, defines the set Z(z) at the point z ∈ Σ as the set of
vectors belonging to the convex combination of Zˆ+(z) and Zˆ−(z), where
Zˆ+(z) = lim
z∗∈G+
z∗→z
Z+(z∗), Zˆ−(z) = lim
z∗∈G−
z∗→z
Z−(z∗).
Which vector field should we choose among the ones that belong to the set
Z(z)? We discuss two cases.
If Z(z) lies entirely on one side of Σ, say G+, then any Z(z) ∈ Z(z) can be
chosen. A solution departing from G−, that under the forward flow of Z−(z)
intersects Σ in such point z, crosses Σ in a time of measure zero, and then
follows Z+(z), where the solution is interpreted in a Carathéodory sense.
If Z(z) intersects Σ, Filippov’s method selects the vector Zsl(z) ∈ Z(z), that is
tangent to the discontinuity set Σ in z, that is
Zsl(z) = λZ+(z) + (1− λ)Z−(z), (2.25)
where
λ =
∇h(z) · Z−(z)
∇h(z) · (Z−(z)− Z+(z)) .
The solution z(t) that satisfies z˙ = Zsl(z) is the solution of z˙ = Z(z) by virtue
of (2.24), and it is referred to as sliding motion. The sliding motion is stable
(unstable) if both Z± point towards (away from) Σsl. If the motion is unstable,
solutions may leave Σsl at any forward time, hence nonuniqueness appears.
Because of (2.25), we refer to Filippov’s method as Filippov’s linear convex
combination, and the vector field is of Filippov-type. If a system does not follow
Filippov’s method at the discontinuity, we say that it is non-Filippov, and an
example of such system is considered in chapter 4. The case where nonlinear
terms in λ are added in (2.25) is mentioned in [Fil88, §4] and has been the
subject of recent studies by Jeffrey [Jef14].
We recall example (2.23) and look to how the solutions of the system change
by using Filippov’s convention. In z ∈ Σcr the set Z(z) lies entirely on G+.
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Therefore, the Filippov solution departing from G− and intersecting Σcr at z,
crosses Σ and continues on G+ by following Z+(z).
At a point z ∈ Σsl the set Z(z) intersects Σ. According to Filippov’s method
the solution z(t) slides and satisfies z˙ = Zsl(z) where
Zsl = λ(1, x)T + (1− λ)(0, 1)T =
(
1
1− x, 0
)T
,
and λ = 1/(1 − x). The sliding region Σsl is backwards nonunique: once the
orbits land on Σsl, the information of when the orbit has landed is lost. Once
z(t) reaches the fold point F = (0, 0), it lifts off and follows Z+(z). According to
Filippov’s notation, F = (0, 0) is a point of singularity and not an equilibrium
point [Fil88, 2a.§19].
Remark 2.5 Solutions of a non-smooth system can be backwards nonunique,
as in example (2.23), or forward nonunique, as in the case of the two-fold singu-
larity [CJ11, KH15b], once they land on the discontinuity set. Slow-fast systems
(2.1) also loose the information of where the solution comes from, at the sin-
gular limit ε = 0. In this case, the layer and the reduced problem are in fact
disconnected and one constructs candidate solutions in forward time by piec-
ing together segments of the layer problem with segments of the reduced problem
[Ben90]. However for 0 < ε 1, solutions of (2.1) recover the uniqueness and
they are everywhere well defined, but at the price of possibly being exponentially
sensitive to the initial conditions.
By comparing the Carathéodory and Filippov solutions of (2.23), we conclude
that the two solutions coincide in regions of crossing. In contrast, Carathéodory
solutions do not exist in sets where Z± point outside of their own regions of
definition, while Filippov’s method resolves the problem by introducing a sliding
vector field. However Filippov’s method does not take into account that a vector
field may be pre-defined along Σ, and in such cases Carathéodory’s notion may
give a meaningful way of continuing solutions while Filippov’s method may fail.
A non trivial example of such case is considered in chapter 4.
2.5 Regularization of non-smooth vector fields
The previous section indicates that the analysis of non-smooth systems can
be quite difficult, since even the notion of solution is not straightforward, and
the existence and uniqueness of solutions is not guaranteed. Furthermore, it is
challenging to understand perturbations of non-smooth systems, and to define
what do we mean by a generic bifurcation in a non-smooth context [Kue15,
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§19.3]. Therefore, it makes sense to consider a smoothed version of the problem,
that means, we want to smoothen out the discontinuous vector field (2.20) in a
small region of size O(ε), 0 < ε 1, around the discontinuity Σ. Regularization
has been useful in the study of the fold singularity [BRMS16] and of the two-fold
singularity [KH15a, KH15b] to name a few.
We consider the definition of regularization of the vector field Z(z) (2.21) intro-
duced by Sotomayor and Texeira [ST96]. This is a 1-parameter family Zε(z) of
smooth vector fields
Zε(z) :=
1
2
Z+(z)
(
1 + φ
(
ε−1h(z)
))
+
1
2
Z−(z)
(
1− φ (ε−1h(z))) , (2.26)
for 0 < ε  1. The function φ is called the regularization function and it can
be constructed in different ways. In particular, φ is intrinsically related to the
modelling, and thus the physics, of the original problem. A way to check whether
φ is a good regularization function for the model considered, is to check if, given
z(t) a solution of the discontinuous problem (2.21), there exists a sequence of
smooth solutions zε(t) of z˙ε = Zε(z) that is uniformly converging to z(t) as
ε→ 0 [LT97, Col17].
For systems of Filippov-type, the set CkST of Sotomayor-Teixeira (ST) regu-
larization functions φ ∈ Ck, k ≥ 1 is successful. These functions satisfy two
conditions [Kri17], namely finite deformation
φ(s) =

1, s ≥ 1,
∈ (−1, 1), s ∈ (−1, 1),
−1, s ≤ −1,
(2.27)
and monotonicity
φs(s) > 0 within s ∈ (−1, 1).
Other classes of regularization functions can be considered instead of (2.27). In
[GST11] the authors have used a piecewise linear function for φ. Otherwise, one
may relax the condition φ(s) ∈ (−1, 1) for s ∈ (−1, 1) of (2.27), as we do in
chapter 4. Finally, analytic functions such that φ(s)→ ±1 for y → ±1 may also
be used. In [Kri17], the author shows that regularizing the vector field either
with an analytic or a CkST function for φ, gives the same results. However, in the
case of an analytic function the analysis is more complicated, as it is necessary
to consider (2.26) as the vector field in chart K2 of a blown-up space and the
analysis of other two charts is needed to connect the dynamics to that of the
discontinuous system outside of the region of regularization.
The regularized problem z˙ε = Zε(z) is singular for ε→ 0 on h(z) = 0, because of
(2.26). In certain cases, it is possible to rewrite the problem as a slow-fast sys-
tem of the type (2.1) with small parameter ε, by using a blow-up of h(z) = 0 and
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eventually some coordinate transformation. This has been shown in [BdST06]
for the class of CkST regularizations. Clearly, if we can rewrite the regularized
problem as a slow-fast system, then the machinery of geometric singular per-
turbation theory turns useful into the study of the regularized problem. Most
importantly, if φ is well chosen, then the layer problem describes the same dy-
namics of the vector fields Z±, and the reduced problem describes the vector
field within Σ. This observation motivates the study of the smooth, regularized
problem, in order to understand the original non-smooth system. The idea is
indeed to study the regularized problem by using Fenichel’s theory and the blow-
up method in a setting where we have a well defined notion of solution, and in
this way to construct solutions of the original discontinuous system for ε = 0.
In chapter 4, we will show that the regularization of a non-Filippov problem
of a mass-spring oscillator with stiction friction turns into a slow-fast problem
of the type (2.1), for an appropriate choice of the regularization function φ.
The original non-smooth system has forward nonunique Carathéodory solutions
along two lines on Σ, and these lines correspond to two fold lines of the critical
manifold for the regularized problem. We will show that along the fold lines
there are some special points where canard solutions of saddle type appear, and
that these canards are related to some of the nonunique solutions of the original
non-smooth system.
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Chapter 3
Slow-fast analysis of a
model for earthquake
faulting
In this chapter we consider a one-dimensional spring-block model with Ruina’s state law de-
scribing earthquake faulting. By using geometric singular perturbation theory and the blow-up
method, we provide a detailed description of the periodicity of the earthquake episodes. In
particular, we show that the limit cycles arise from a degenerate Hopf bifurcation, whose
degeneracy is due to an underlying Hamiltonian structure that leads to large amplitude oscil-
lations. We use a Poincaré compactification to study the system near infinity. At infinity, the
critical manifold loses hyperbolicity with an exponential rate. We use an adaptation of the
blow-up method to recover the hyperbolicity. This enables the identification of a new attract-
ing manifold, that organises the dynamics at infinity. This in turn leads to the formulation
of a conjecture on the behaviour of the limit cycles as the timescale separation increases. We
illustrate our findings with numerics, and suggest an outline of the proof of the conjecture.
3.1 Introduction
Earthquake events are a non-linear multi-scale phenomenon. Some of the non-
linear occurrences are fracture healing, repeating behaviour and memory effects
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[Rui83, Hea90, VECM94, Mar98b]. In this chapter we focus on the repeating
behaviour of the earthquake cycles, where a cycle is defined as the combination of
a rupture event with a following healing phase. An earthquake rupture consists
of the instantaneous slipping of a fault side relative to the other side. The
healing phase allows the fault to strengthen again, and this process evolves on
a longer timescale than the rupture event [CL89, Mar98a].
The repetition of the earthquake events is significant for the predictability of
earthquake hazards. The data collected in the Parkfield experiment in California
show evidence of recurring micro-earthquakes [NM99, MVE95, Biz10, ZN12].
For large earthquakes it is harder to detect a repeating pattern from the data,
even though recent works indicate the presence of recurring cycles [BZ08].
The one-dimensional spring-block model, together with the empirical Ruina
friction law, is a fundamental model to describe earthquake dynamics [BK67,
Rui83, RR83, GRRT84, RT86, CLST91, BB96, FXN+14]. Although the model
does not represent all the non-linear phenomena of an earthquake rupture, it
still reproduces the essential properties of the fault behaviour, as extrapolated
from experiments on rocks. The dimensionless form of the model is
x˙ = − ez (x+ (1 + α)z) ,
y˙ = ez −1,
εz˙ = − e−z
(
y +
x+ z
ξ
)
,
(3.1)
where x is related to the friction force, y is related to the displacement of the
block, and z to its velocity. Numerically, it has been observed that (3.1) has
periodic solutions corresponding to the recurrence of the earthquake episodes,
as shown in Figure 3.1 for two different values of the parameter ε and α > ξ
fixed. The steep growth of the y-coordinate corresponds to the earthquake
rupture, while the slow decay corresponds to the healing phase. Hence, the
periodic solutions of (3.1) have a multiple timescale dynamics. Furthermore,
in Figure 3.1 we observe that the amplitude of the oscillations increases for
decreasing values of the timescale separation ε. For these reasons extensive
numerical simulations are difficult to perform in the relevant parameter range,
that is ε ∈ [10−24, 10−8] [RT86, CL89, MC96, LRBZZ00, EBL08, EBL11]. The
numerical simulations of Erickson et al [EBL08] suggest that, for fixed ε > 0,
the periodic solutions of (3.1) occur in a finite interval of values α > ξ. If α is
much larger than ξ, then chaotic dynamics may appear.
It is the purpose of the present chapter to initiate a rigorous mathematical study
of (3.1) as a singular perturbation problem [Jon95, Kap99]. At the singular limit
ε = 0, we find an unbounded singular cycle when α > ξ. For ε > 0, we conjecture
this cycle to perturb into a stable, finite amplitude limit cycle that explains the
behaviour of Figure 3.1. In this way we can predict the periodic solutions of
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Figure 3.1: Numerical simulations of (3.1) for α = 0.9 and ξ = 0.5. In (a): ε =
10−2. In (b): ε = 10−5. In (c): phase space of both simulations.
The grey plane C0 and the coordinate z + ξy + x are clarified in
section 3.3.
(3.1) even in parameter regions that are not possible to explore numerically. We
expect that the deeper understanding of (3.1) that we provide, together with the
techniques that we introduce, can be of help to study the continuum formulation
of the Burridge and Knopoff model, in particular regarding the analysis of the
Heaton pulses [Hea90].
As we will see in section 3.3, in our analysis the critical manifold loses normal
hyperbolicity at infinity with an exponential rate. This is a non-standard loss
of hyperbolicity that also appears in other problems [RDKL11]. To deal with
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this issue we will first introduce a compactification of the phase space with
the Poincaré sphere [Chi06, §1.8] and repeatedly use the blow-up method of
Dumortier and Roussarie [DR96] in the version of Krupa and Szmolyan [KS01a].
In particular we will use a technique that has recently been developed in [Kri17].
For an introduction to the blow-up method we refer to [Kue15, §7].
Another way to study system (3.1) when ε  1 is by using the method of
matched asymptotic expansions, see [Eck73] for an introduction. Putelat et
al [PWD08] have matched the different timescales of (3.1) by using an energy
conservation argument, while Pomeau and Berre [PB11] have found a condition
that describes the intermediate phases between the two scales.
This chapter is structured as follows. In section 3.2 we briefly discuss the physics
of system (3.1). In section 3.3 we set (3.1) in the formalism of geometric singular
perturbation theory, and in section 3.4 we consider the analysis of the reduced
problem for fixed ξ and ε = 0. Here, a degenerate Hopf bifurcation appears for
α = ξ, whose degeneracy is due to an underlying Hamiltonian structure that we
identify. We derive a bifurcation diagram in section 3.5, after having introduced
a compactification of the reduced problem. From this and from the analysis of
section 3.6, we conclude that the limit cycles of Figure 3.1 cannot be described
by the sole analysis of the reduced problem. In section 3.7 we define a candidate
singular cycle Γ0 for α > ξ, that is used in our main result: Conjecture 3.16.
This conjecture is on the existence of limit cycles Γε → Γ0 for ε→ 0 and fixed
α, where α > ξ. The conjecture is supported by numerical simulations, but in
section 3.8 we also lay out the foundation of a proof by using the blow-up method
to gain hyperbolicity of Γ0 at the singular limit. This analysis constitutes the
foundation for the construction of the Poincaré map of section 3.9, that is needed
to prove Conjecture 3.16. Finally, in section 3.10 we conclude and summarise
the results of this chapter and in section 3.11 we outline possible future work
directions by setting our problem in the larger context of rate-and-state friction
laws.
Sections 3.2–3.7 and 3.10 are based on the results published in [BBK17b]. This
is a manuscript focusing only on the singular limit analysis of the problem of
earthquake faulting. Section 3.8 adds more detail to the analysis of [BBK17b]
and sections 3.9 and 3.11 are new.
3.2 Model
The one-dimensional spring-block model is presented in Figure 3.2. We suppose
that one fault side slides at a constant velocity v0 and drags the other fault
side of mass M through a spring of stiffness κ. The friction force Fµ = σµ acts
3.2 Model 31
∙
F¹
sliding   fault
v0
vM
u
Figure 3.2: Spring-block model describing earthquake faulting.
against the motion. A common assumption is to suppose that the normal stress
σ, i.e. the stress normal to the friction interface [Nak01], is constant: σ = 1.
The friction coefficient µ is modelled with the Ruina rate-and-state friction law
µ = µ(v, θ), with v the sliding velocity and θ the state variable. The state θ
accounts for how long the two surfaces have been in contact [Rui83, Mar98b].
The equations of our model are
θ′ = − v
L
(
θ + b ln
(
v
v0
))
,
u′ = v − v0,
Mv′ = −κu−
(
θ + a ln
(
v
v0
))
,
(3.2)
where the variable u is the relative displacement between the two fault sides and
the prime denotes the time derivative. The parameter L is the characteristic
displacement that is needed to recover the contact between the two surfaces
when the slip occurs, while a and b are empirical coefficients that depend on
the material properties [Mar98b]. We introduce the dimensionless coordinates
(x, y, w, t) into system (3.2), where θ = ax, u = Ly, v = v0w, t˜ = (L/v0)t
x˙ = −w (x+ (1 + α) ln(w)) ,
y˙ = w − 1,
εw˙ = −y − x+ ln(w)
ξ
.
(3.3)
We notice that equation (3.3) has a singularity in w = 0, and to avoid it, we
henceforth introduce the variable z = ln(w), so that we obtain the formulation
presented in (3.1). In system (3.3) we have introduced the parameters: ε =
Mv20/(κL
2) such that 1/
√
ε is a non-dimensional frequency, ξ = (κL)/a: the
non-dimensional spring constant and α = (b−a)/a: the sensitivity to the velocity
relaxation [EBL08]. We consider the parameter values presented by Madariaga
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[Mad98]: ε ∈ [10−24, 10−8], ξ = 0.5, α > ξ. An extensive reference to the
parameter sets is in the work of Dieterich [Die72, Die78, Die79]. We choose to
keep the parameter ξ > 0 fixed (selecting ξ = 0.5 in our computations) and we
use α as the bifurcation parameter. With this choice, the study of (3.1) as a
singular perturbation problem is simplified. Indeed, as we will see in section
3.3, the critical manifold of (3.1) is a surface that depends on ξ. The results of
our analysis can be easily interpreted for the case of α fixed and ξ varying, that
is the standard approach in the literature.
Extensions of the one-dimensional spring-block model The Burridge
and Knopoff (B-K) model [BK67] idealises the fault as a chain of spring-blocks
of the type of Figure 3.2. In particular, each block is connected to the sliding
fault by a spring of stiffness κλ, while a spring of stiffness κµ connects two
neighbouring blocks, that are ∆s distant [EBL11], see Figure 3.3. It follows
that (3.2) is the simplest version of the B-K model, when only one block is
considered. By letting the number of blocks in the chain to infinity, and by
letting ∆s ,M → 0, we obtain the continuum formulation of the B-K model
∂Θ
∂t
= −
(
∂U
∂t
+ 1
)(
Θ + (1 + α) ln
(
∂U
∂t
+ 1
))
,
∂2U
∂t2
= c2
∂2U
∂s2
− γ2λU −
γ2µ
ξ
(
Θ + µ0 + ln
(
∂U
∂t
+ 1
))
,
(3.4)
where Θ accounts for the state of the friction, and U is associated to the fault
displacement [EBL11]. The parameter c is the speed of sound in the material,
µ0 is the steady state friction coefficient for a fault sliding at the velocity of the
driving plate, and γλ,µ are the non-dimensional frequencies of κλ,µ respectively.
A travelling wave solution of (3.4)
Θ(s, t) = X(η(s, t)),
U(s, t) = Y (η(s, t))− γ
2
µ
γ2λξ
µ0,
with η(s, t) = s+ kt, solves the ODE
kX ′ = −(kY ′ + 1) (X + (1 + α) ln(kY ′ + 1)) ,
k2Y ′′ = c2Y ′′ − γ2λY −
γ2µ
ξ
(X + ln(kY ′ + 1)) ,
where the prime denotes the differentiation with respect to η. By introducing
the rescaling W = kY ′ + 1, tˆ = η/k, and εˆ = (k2 − c2)/k2γ2λ, ξˆ = γ2λξ/γ2µ, we
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Figure 3.3: The Burridge and Knopoff model.
obtain a system of three first-order differential equations
X˙ = −W (X + (1 + α) ln(W )) ,
Y˙ = W − 1,
εˆW˙ = −Y − X + ln(W )
ξˆ
,
that has the same structure of (3.3), and where the dot has the meaning of
differentiation with respect to the time tˆ. This result further motivates the
study of the one-dimensional spring-block model: periodic solutions of (3.3)
correspond to travelling wave train solutions of (3.4). These travelling wave
train solutions may explain the traveling slip pulses of earthquake ruptures
[Hea90].
3.3 Singular perturbation approach to the model
The positive constant ε  1 in system (3.1) measures the separation of two
timescales. In particular the variables (x, y) are slow, while z is fast. We call
equation (3.1) the slow problem, and the dot refers to the differentiation with
respect to the slow time t. We introduce the fast time τ = t/ε to obtain the fast
problem
x′ = −ε ez(x+ (1 + α)z),
y′ = ε (ez −1) ,
z′ = − e−z
(
y +
x+ z
ξ
)
,
(3.5)
where the prime stands for differentiation with respect to τ . The two systems
(3.1) and (3.5) are equivalent whenever ε > 0. In the singular analysis we
consider two different limit systems. By setting ε = 0 in (3.1) we obtain the
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reduced problem
x˙ = − ez(x+ (1 + α)z),
y˙ = ez −1,
0 = − e−z
(
y +
x+ z
ξ
)
,
(3.6)
that is also referred in the literature as the quasi-static slip motion (specifically
M → 0 in (3.2), [Rui83]). Setting ε = 0 in (3.5) gives the layer problem
z′ = − e−z
(
y +
x+ z
ξ
)
, (x, y)(τ) = (x0, y0). (3.7)
System (3.7) has a plane of equilibrium points that we denote the critical man-
ifold
C0 :=
{
(x, y, z) ∈ R3
∣∣∣ z = −x− ξy}.
This manifold, depicted in grey in Figure 3.1(c), is attracting
∂z′
∂z
∣∣∣∣
C0
= −ξ−1 e−z < 0. (3.8)
The results by Fenichel [Fen74, Fen79] guarantee that compact subsets of C0
perturb into attracting (due to (3.8)) slow-manifolds Sε, for ε sufficiently small.
However we notice in (3.8) that C0 loses its normal hyperbolicity at an expo-
nential rate when z → +∞. This is a key complication: orbits leave a neigh-
bourhood of the critical manifold even if it is formally attracting. This is a
non-standard loss of hyperbolicity that appears also in other physical problems
[RDKL11]. To our knowledge, [Kri17] is the first attempt on a theory of expo-
nential loss of hyperbolicity. In section 3.8 we will apply the method described
in [Kri17] to resolve the loss of hyperbolicity at infinity. In the case of loss
of hyperbolicity at an algebraic rate, like in the autocatalator problem origi-
nally studied by Gucwa and Szmolyan [GS09], we refer to the work of Kuehn
[Kue14].
The following analysis will show that the study of the singular perturbation
problem (3.1) is further complicated by the presence of both the exponential
and the linear term in z. In particular, the linear term corresponds in the phys-
ical variables to z = ln(w), where the logarithmic function is derived from the
interpolation of data of real earthquakes [Mar98b].
Naïvely we notice that when z  1, the dynamics of system (3.1) is driven
by a new timescale, that is not related to its slow-fast structure. Assuming
z  ln ε−1, we can rewrite (3.1) as
x˙ = −x− (1 + α)z,
y˙ = 1,
z˙ = 0,
(3.9)
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where we have further rescaled the time by dividing the right-hand side by ez
and ignored the higher order terms. Hence in this regime there is a family of
x-nullclines
x+ (1 + α)z = 0, (3.10)
that are attracting since ∂x˙/∂x = −1. This naïve approach is similar to the one
used by Rice and Tse [RT86] to describe the different timescales that appear in
system (3.1).
3.4 Reduced problem
We write the reduced problem (3.6) as a vector field f0(y, z;α), by eliminating
x in (3.6)
f0(y, z;α) :=
{
y˙ = ez −1,
z˙ = ξ + ez (αz − ξy − ξ) . (3.11)
From now on we identify the (y, z)-plane of the reduced problem with C0. The
following proposition describes the degenerate Hopf bifurcation at the origin of
(3.11) for α = ξ.
Proposition 3.1 The vector field (3.11) has an equilibrium point in (y, z) =
(0, 0), that undergoes a degenerate Hopf bifurcation for α = ξ. In particular
f0(y, z; ξ) is Hamiltonian, and it can be rewritten as
f0(y, z; ξ) = g(y, z)J∇H(y, z), (3.12)
with
g(y, z) =
eξy+z
ξ
, (3.13a)
H(y, z) = − e−ξy (ξy − ξz + ξ + 1− ξ e−z)+ 1, (3.13b)
where J is the standard symplectic structure matrix: J =
[
0 1−1 0
]
. The equilib-
rium point (y, z) = (0, 0) corresponds to H(y, z) = 0, and is surrounded by a
family of periodic orbits, parametrised by H(y, z) ∈]0, 1[.
Proof. The linear stability analysis of (3.11) in the equilibrium point (y, z) =
(0, 0) gives the following Jacobian matrix
Df0(0, 0;α) =
[
0 1
−ξ α− ξ
]
.
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Figure 3.4: Behaviour of the reduced problem (3.12) for α = ξ. In (a): phase
space. The axis orientation is chosen in order to be consistent with
the remaining figures of the chapter. In (b): simulation of (3.12)
for H = 0.4, ξ = 0.5.
This matrix has determinant ξ > 0, and the trace is zero for α = ξ. Hence a
Hopf bifurcation occurs for α = ξ. The direct substitution of (3.13) into (3.12)
shows that (3.11) is Hamiltonian for α = ξ. Therefore the Hopf bifurcation is de-
generate. The intersection of the y-axis with the orbits H(y, z) = h corresponds
to the real roots of the Lambert equation
− e−ξy(ξy + 1) + 1 = h, h ≥ 0. (3.14)
Equation (3.14) has a real root for any h > 0 in the region y < 0, while a
second real root in the region y > 0 exists only for h ∈ (0, 1) [CGH+96]. Thus,
(y, z) = (0, 0) is surrounded by periodic orbits for H(y, z) ∈]0, 1[. 
The Hopf bifurcation of (3.11) for α = ξ is a known result [Rui83, PWD08,
EBL08]. The functionH(y, z) has been used as a Lyapunov function in [GRRT84]
without realising the Hamiltonian structure of (3.11).
From Proposition 3.1 we obtain a family of periodic orbits, all contained within
α = ξ. The phase space of (3.12) is illustrated in Figure 3.4(a) for positive val-
ues of H(y, z). The intersection of the Hamiltonian trajectories with the y-axis
is transversal for all h > 0, since the following condition holds:
∂H
∂y
(y, 0) = ξ2y e−ξy 6= 0, ∀y 6= 0. (3.15)
The trajectory identified with H(y, z) = 1 (that is in bold in Figure 3.4(a))
plays a special role since it separates the bounded orbits for H ∈ (0, 1) from
the unbounded ones for H ≥ 1. Our analysis supports the results of Gu et
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al [GRRT84] and contrasts [RR99] where it is claimed that (3.12) has no un-
bounded solutions.
Remark 3.2 From (3.15) it follows that the function H(y, 0) defines a diffeo-
morphism between the points on the positive y-axis and the corresponding values
h ∈ (0, 1).
Figure 3.4(b) highlights that the reduced problem (3.12) has an intrinsic slow-
fastness. Indeed the phase space of (3.12) is swept with different speeds de-
pending on the region considered. This feature is represented in Figure 3.4(a),
with the double arrow representing fast motion. In particular when z > 0 the
trajectories are swept faster than for z < 0. This is due to the exponential term
in (3.11). The fast sweep for z > 0 corresponds to the steep increase in the y
coordinate of Figure 3.4(b). This fast dynamics for z > 0 resembles the slip that
happens during an earthquake rupture, while the slow motion for z < 0 matches
the healing phase, recall Figure 3.1. From this observation we tend to disagree
with the terminology used in the literature, that calls the reduced problem the
quasi-static slip phase [Rui83].
In order to describe the unbounded trajectories with H(y, z) ≥ 1 for y, z → ∞
and to extend the analysis to the case α 6= ξ, we introduce a compactification of
the reduced problem (3.11) and then we rewrite (3.11) on the Poincaré sphere.
3.5 Compactification of the reduced problem
We introduce the Poincaré northern hemisphere
S2,+ := {(Y,Z,W ) ∈ R3∣∣ Y 2 + Z2 +W 2 = 1, W ≥ 0}.
The vector field on S2,+ is obtained as follows. First we write (3.11) as a vector
field on the planeW = 1, using Y for y and Z for z. Then we project this vector
field onto S2,+ by using central projection from the origin. We refer to [Chi06,
§1.8] for further details. The plane W = 1 is now interpreted as the directional
chart k2
k2 := S2,+ ∩ {W > 0}, y2 = Y
W
, z2 =
Z
W
,
and the dynamics on chart k2 follows directly from (3.11) by variable substitu-
tion
y˙2 = e
z2 −1,
z˙2 = ξ + e
z2 (αz2 − ξy2 − ξ) .
(3.16)
By this construction, the (y2, z2)-plane is identified with the critical manifold
C0. The points at infinity in k2 correspond to the condition W = 0, that is the
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Figure 3.5: Poincaré sphere S2,+ and the directional charts k1,2,3.
equator of S2,+. In reference to C0, we shall therefore denote W = 0 by C0,∞ in
the following. To study the dynamics on C0,∞ we introduce the two additional
directional charts
k3 := S2,+ ∩ {Z > 0}, y3 = Y
Z
,w3 =
W
Z
,
k1 := S2,+ ∩ {Y > 0}, z1 = Z
Y
,w1 =
W
Y
.
We follow the standard convention of Krupa and Szmolyan [KS01a] and use the
subscript i = 1, 2, 3 to denote a quantity in chart ki. We denote with kij the
transformation from chart ki to chart kj for i, j = 1, 2, 3. We have the following
change of coordinates
k23 : w3 = z
−1
2 , y3 = y2z
−1
2 , (3.17a)
k21 : w1 = y
−1
2 , z1 = z2y
−1
2 , (3.17b)
k31 : w1 = w3y
−1
3 , z1 = y
−1
3 , (3.17c)
that are defined for z2 > 0, y2 > 0 and y3 > 0 respectively. The inverse
transformations kji = k−1ij are defined similarly. Figure 3.5 shows a graphical
representation of the sphere and of the directional charts.
Proposition 3.3 There exists a time transformation that is smooth for W >
0 and that desingularizes the dynamics within W = 0, so that the reduced prob-
lem (3.11) has four equilibrium points Q1,3,6,7 on C0,∞ where:
• Q1 is an improper stable node with a single eigenvector tangent to C0,∞.
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Figure 3.6: Equilibrium points on the compactified critical manifold C0.
• Q3 has one unstable direction that is tangent to C0,∞ and a unique centre-
stable manifold W c,s.
• Q6 has one stable direction that is tangent to C0,∞ and a unique centre-
unstable manifold W c,u.
• Q7 is a proper unstable node.
The stability properties of the equilibrium points are independent of α, in par-
ticular both W c,s and W c,u are smooth in α.
Figure 3.6 gives a topological representation of the statements of Proposition
3.3. The point Q6 is actually a “0/0” singularity of the equations. We there-
fore obtain the picture in Figure 3.6 by blowing down two repeated blow-ups,
and the details are available in subsection 3.5.2. We remark that we use su-
perscripts as enumeration of the points Qm,m = 1, 3, 6, 7 to avoid confusion
with the subscripts that we have used to define the charts ki, i = 1, 2, 3. The
enumeration choice of the superscripts will become clear in section 3.7, where
we will introduce the remaining points Q2,4,5 in (3.45). In Proposition 3.4 we
relate the structure at infinity of (3.11) to the dynamics on C0 with respect to
the parameter α.
Proposition 3.4 Fix c > 0 sufficiently small and consider the parameter
interval
α ∈ [ξ − c, ξ + c]. (3.18)
Then Figure 3.7 describes the phase space of (3.11) with respect to α. In par-
ticular:
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Figure 3.7: Bifurcation diagram of (3.11) with respect to the parameter α.
Orbits spiral inwards for α < ξ (a) or outwards for α > ξ (c). In
(b): α = ξ.
• When α < ξ the set W c,s separates the basin of attraction of (y, z) = (0, 0)
from the solutions that are forward asymptotic to Q1.
• When α = ξ Proposition 3.1 holds. The set H = 1 corresponds to W c,s ∩
W c,u.
• When α > ξ the setW c,u separates the solutions that are backwards asymp-
totic to the origin to the ones that are backwards asymptotic to Q7.
Therefore no limit cycles appear in the reduced problem for ε = 0 and α 6= ξ.
Remark 3.5 The local stability analysis of (y, z) = (0, 0) can be directly ob-
tained using H(y, z) as a Lyapunov function. This is done by [GRRT84].
In the rest of the section we prove the previous two propositions. In subsections
3.5.1 and 3.5.2 we perform an analysis of (3.11) in the two charts k3 and k1
respectively, to show Proposition 3.3. We prove Proposition 3.4 in subsection
3.5.3.
3.5.1 Chart k3
We insert (3.17a) into the reduced problem (3.16) and obtain
w˙3 = −w3(α− ξy3) + ξw23(1− e−
1
w3 ),
y˙3 = −y3(α− ξy3) + w3(1 + ξy3)(1− e−
1
w3 ),
(3.19)
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where we have divided the right-hand side by exp(1/w3) to desingularize w3 = 0.
Remark 3.6 The division by exp(1/w3) in (3.19) is formally performed by
introducing the new time t3 such that
dt3 = exp(1/w3)dt. (3.20)
A similar desingularisation procedure is also used in the blow-up method.
System (3.19) has two equilibrium points
Q1 := (w3, y3) = (0, 0), (3.21a)
Q3 := (w3, y3) =
(
0,
α
ξ
)
. (3.21b)
The point Q1 is a stable improper node with the double eigenvalue −α and a
single eigenvector (0, 1)T . The point Q3 has one unstable direction (0, 1)T due
to the positive eigenvalue α and a centre direction (−α/(1 + α), 1)T due to a
zero eigenvalue. Notice that for α = ξ then Q3 = (0, 1).
Lemma 3.7 There exists a unique centre-stable manifold W c,s of the point Q3
for w3 ≥ 0. This manifold is smooth in α. For α = ξ the set H = 1 coincides
with W c,s.
Proof. A simple calculation shows that the centre manifold is given by
W c,s : y3 =
α
ξ
− 1 + α
α
w3 + O(e
−1/w3).
Inserting this into (3.19) gives the following reduced problem
w˙3 = − ξ
α
w23(1 + O(e
−1/w3)).
As a consequence, Q3 has a saddle-like behaviour for w3 ≥ 0. The centre-stable
manifold W c,s is unique and stable on this half plane for all α, and it is also
smooth in α. For α = ξ we rewrite the Hamiltonian (3.13b) in chart k3, and
insert the condition H = 1 to obtain the implicit equation
ξ(y3 − 1) + w3(ξ + 1)− ξw3 e−
1
w3 = 0. (3.22)
In this equation w3 → 0+ gives y3 → 1. Therefore H = 1 belongs to W c,s and
the dynamics within it is w˙3 = −w23(1 + O(e−1/w3)). 
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Remark 3.8 With respect to t3 the points within W c,s decay algebraically to
Q3, while the decay towards the stable node Q1 is exponential. Using (3.20)
it follows that all these points reach w3 = 0 in finite time with respect to the
original slow time t. This is a formal proof of the finite time blow-up of solutions
of (3.11) for α > ξ, that was also observed by Gu et al [GRRT84] and by
Pomeau and Berre [PB11].
3.5.2 Chart k1
We insert (3.17b) into the reduced problem (3.16) to obtain the dynamics in
chart k1
w˙ = w2(1− e zw ),
z˙ = w(ξ + z)(1− e zw ) + e zw (αz − ξ), (3.23)
where we have dropped the subscript for the sake of readability. We observe
that the exponential term in (3.23) is not well defined in the origin. For this
reason we introduce the blow-up transformation
w = r¯ω¯, z = r¯ζ¯, (3.24)
where (ω¯, ζ¯) ∈ S1 = {(ω¯, ζ¯) : ω¯2 + ζ¯2 = 1} and r¯ ≥ 0. We consider the charts
κ1 : ζ¯ = 1, w = r1ω1, z = r1, (3.25a)
κ2 : ω¯ = 1, w = r2, z = r2ζ2, (3.25b)
κ3 : ζ¯ = −1, w = r3ω3, z = −r3. (3.25c)
Next we perform an analysis of the blown-up vector field and the main results
are summarised in Figure 3.8.
Chart κ1 We insert (3.25a) into (3.23) and divide the right-hand side by
exp(1/ω1)/r1 to get the desingularized dynamics in chart κ1
ω˙1 = ω1(ξ − αr1) + r1ω21ξ
(
1− e− 1ω1
)
,
r˙1 = −r1(ξ − αr1)− r21ω1(ξ + r1)
(
1− e− 1ω1
)
.
(3.26)
System (3.26) has one equilibrium point in (ω1, r1) = (0, ξ/α) that corresponds
to the point Q3 (3.21b). Furthermore (3.26) has a second equilibrium point in
O1 := (ω1, r1) = (0, 0) with eigenvalues ξ, −ξ and corresponding eigenvectors
(1, 0)T and (0, 1)T . Both the eigendirections of O1 are invariant and we denote
by γ1 the heteroclinic connection between Q3 and O1 along the r1-axis.
The initial condition p1,in on W c,s with ω1 = δ > 0 is connected through the
stable and the unstable manifolds of O1 to the point p1,out := (ω1, r1) = (δ−1, 0)
as shown in Figure 3.8(a).
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Figure 3.8: Blow-up of (3.23) in chart k1. (a), (b) and (c) represent the charts
κ1, κ2 and κ3 respectively. In (d): behaviour at infinity after the
blow-down.
Chart κ2 We insert (3.25b) into (3.23) and divide the right-hand side by
exp(ζ2)/r2 to obtain the desingularized vector field. In this chart there are
no equilibrium points, yet the line r2 = 0 is invariant and ζ2 decreases mono-
tonically along it. The orbit entering from chart κ1 has the initial condition
p2,in := κ12(p1,out) = (ζ2, r2) = (δ, 0) that lies on the invariant line r2 = 0.
Thus, from p2,in we continue to the point p2,out := (ζ2, r2) = (−δ−1, 0), as
shown in Figure 3.8(b).
Chart κ3 We introduce (3.25c) into (3.23) and divide by w3 to obtain the
desingularized dynamics in chart κ3
ω˙3 = ω3ξ − e
−1/ω3
r3
(αr3 + ξ + ξr3ω3),
r˙3 = −r3(ξ − r3) + e
−1/ω3
ω3
(ξ − r23ω3 + r3(α+ ξω3)).
This system has a proper unstable node
Q7 := (ω3, r3) = (0, ξ),
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with double eigenvalue ξ and eigenvectors (1, 0)T and (0, 1)T . For w3 = r3 = 0
the quantity e−1/ω3 /r3 is not well defined. We deal with this singularity by first
multiplying the right-hand side of the vector field by r3ω3
ω˙3 = r3ω
2
3ξ − ω3 e−1/ω3(αr3 + ξ + ξr3ω3),
r˙3 = −r23ω3(ξ − r3) + r3 e−1/ω3(ξ − r23ω3 + r3(α+ ξω3)).
(3.27)
Next, we introduce the blow-up transformation
ω3 = ρ, r3 =
e−1/ρ
ρ
η. (3.28)
We substitute (3.28) into (3.27) and we divide by exp(−1/ρ)/ρ to obtain the
desingularized vector field
ρ˙ = ξρ2(η − 1)− ρη e−1/ρ(ρξ + α),
η˙ = −ηξ(η − 1) + η2 e
−1/ρ
ρ
(ηρ+ ρξ + α)− η3 e−2/ρ .
(3.29)
Remark 3.9 The blow-up map (3.28) is non-standard, since it is not written
as an algebraic expression in ρ. To the authors’ knowledge there is no former
literature treating blow-ups of the form (3.28) and in particular the approach of
[Kri17] does not treat this type of blow-ups.
System (3.29) has two equilibrium points. The point O3 := (ρ, η) = (0, 0) has
one unstable direction (0, 1)T associated with the eigenvalue ξ and one centre
direction (1, 0)T associated with the zero eigenvalue. The second equilibrium
point
Q6 := (ρ, η) = (0, 1),
has one stable direction (0, 1)T associated with the eigenvalue −ξ and one centre
direction (1, 0)T associated with the zero eigenvalue. The axis ρ = 0 is invariant,
thus there exists an heteroclinic connection along the η-axis between the points
O3 and Q6, that we denote by γ3. See Figure 3.8(c).
Lemma 3.10 There exists a unique centre-unstable manifoldW c,u of the point
Q6 for ρ ≥ 0, that is smooth in α and that contains solutions that decay alge-
braically to Q6 backwards in time. For α = ξ the set H = 1 coincides with
W c,u.
Proof. The centre direction of Q6 is η = 1. This means that the centre
manifold of Q6 is of the form η = 1 + O(ρ2). However, since η = 1 is invariant
for (3.29) when ignoring the exponentially small terms, there are no algebraic
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ρn-terms in the expansion of the centre manifold. Therefore the centre manifold
turns out to be
W c,u : η = 1 +
e−1/ρ
ρ
(
α
ξ
+
1 + ξ
ξ
ρ+ O(ρ2)
)
,
which inserted in the ρ-equation (3.29) gives
ρ˙ = ρ2 e−1/ρ(1 + O(ρ)).
Hence the equilibrium is a saddle-like for ρ ≥ 0 and the centre manifold is unique
and unstable on this half plane for all α. It is also smooth in α.
For α = ξ we rewrite the Hamiltonian (3.13b) in the (ρ, η) coordinates and then
insert the condition H = 1 to obtain the implicit equation
1
η
− 1 + e− 1ρ
(
1
ρ
+ 1 +
1
ξ
)
= 0, (3.30)
where we have multiplied the left-hand side by e−1/ρ and divided it by ξ. Here
ρ→ 0+ gives η → 1 so that H = 1 belongs to the centre manifold of Q6. 
The orbit entering from chart κ2 in the point p3,in := κ23(p2,out) = (ρ, η) = (δ, 0)
is connected through the stable and the unstable manifolds of O3 to the point
p3,out on W c,u with ω3 = δ as shown in Figure 3.8(c).
Remark 3.11 We observe that the singularity at the origin of chart k1 (3.23),
upon blow-ups (3.24) and (3.28), has turned into three hyperbolic equilibrium
points O1, O3 and Q6. After the blow-down we obtain the singular structure
depicted in Figure 3.8(d).
3.5.3 The reduced problem on S2,+
The previous analysis has described the phase space of (3.11) near infinity.
In the following, we analyse the interaction of the unbounded solutions of the
reduced problem (3.11) with the equilibrium points Q1,3,6,7 for variations of the
parameter α. We follow the Melnikov-type approach of Chow et al [CLW94], to
describe how the closed orbits of the Hamiltonian system (3.12) break up near
α = ξ.
When α = ξ, any bounded trajectory of (3.12) withH = h, h ∈ (0, 1), intersects
the y-axis in two pointsD, d that correspond to the two real roots of the Lambert
equation (3.14). We denote by D the root with y > 0 while we denote by d the
one with y < 0, see Figure 3.9(a).
For α− ξ small, we compute the forward and backward orbits γ+(t) and γ−(t)
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Figure 3.9: Perturbation of the Hamiltonian solutions for α− ξ small. In (a):
closed orbit with 0 < H < 1. In (b): heteroclinic connection for
H = 1.
respectively emanating from D. The transversality condition (3.15) assures
that γ+(t) and γ−(t) cross the y-axis for the first time in the points d+ and d−
respectively. Hence we define the distance function
∆(α) = H(d+)−H(d−),
=
∫ T+
0
H˙(γ+(t)) dt+
∫ 0
T−
H˙(γ−(t)) dt,
=
∫ T+
0
∇H(h) · f0(y, z;α) dt+
∫ 0
T−
∇H(h) · f0(y, z;α) dt,
(3.31)
where T± = T±(α) ≷ 0 is the flow-time between D and d+ and between D and
d− respectively. We Taylor expand (3.31) around α = ξ
∆(α) = (α− ξ)∆α(h) + O((α− ξ)2), (3.32)
with the quantity ∆α(h) defined as
∆α(h) =
∫ T+h
T−h
∇H(h) · ∂f0
∂α
(y, z; ξ) dt
=
∫ T+h
T−h ,
ξ e−ξy z(ez −1) dt.
(3.33)
In (3.33) we have denoted with (y, z)(t) the solution of (3.12) for H = h and
α = ξ. The times T±h = T
±
h (ξ) are the forward and backward times from D to
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d. The integrand of (3.33) is always positive for z 6= 0 and therefore ∆α(h) is
positive for any h ∈ (0, 1). We conclude from (3.32) that the forward flow γ+(t)
spirals outwards for α > ξ while it spirals inwards for α < ξ, in agreement with
Figure 3.7.
We now extend the analysis above to the case of H = 1. In this case the points
d+ and d− are the intersections of W c,u and W c,s with the y-axis respectively,
see Figure 3.9(b). From the previous analysis, we know that W c,s and W c,u
depend smoothly on α.
Lemma 3.12 For α = ξ there is a unique heteroclinic connection between
Q3 and Q6 on C0. This connection is through the manifolds W c,s and W c,u
and it corresponds to the set H = 1 in (3.13b). This set can be written as
the union of two graphs z = z±(y) (see Figure 3.9(b)) with y ≥ −1/ξ so that
z−(y) (z+(y) resp.) approaches Q3
(
Q6
)
as z− = O(y) (z+ = O (ln(y)) ) for
y →∞.
Proof. We rewrite the trajectory H = 1 as the graphs z = z±(y) for y ≥ −1/ξ.
The behaviour in forward time follows by considering the point p1,in in condition
(3.22) and blowing it down to the original variables (y, z). Similarly for the
behaviour in backwards time by considering p3,out in condition (3.30), see Figure
3.8. 
Figure 3.7(b) follows from Lemma 3.12. When α = ξ the manifolds W c,s and
W c,u cross the y-axis in the point d := (y, z) = (−1/ξ, 0). We define the distance
function ∆(α) as in (3.31), we Taylor expand it around α = ξ as in (3.32) and
we define ∆α(1) as in (3.33). Since the integrand of (3.33) is positive for H = 1
we just need to show that the improper integral (3.33) exists. From the reduced
problem (3.11) we observe that y˙ = ez −1, thus we rewrite (3.33) with respect
to y as
∆α(1) =
∫ +∞
−1/ξ
ξ e−ξy z−(y) dy −
∫ +∞
−1/ξ
ξ e−ξy z+(y) dy. (3.34)
Recall from Lemma 3.12 that z−(y) is asymptotically linear in y for y → ∞,
while z+(y) decreases logarithmically with respect to y. The expression (3.34)
therefore exists because of the exponential decay of the term exp(−ξy) and fur-
thermore it is positive. We remark that ∆α(h) in (3.33) converges to ∆α(1) for
h→ 1, since the orbit segment on C0,∞ does not give any contribution to (3.34).
Now we finish the proof of Proposition 3.4 by considering α as in (3.18). When
α < ξ the set W c,u contracts to the origin, because ∆(α) < 0 in (3.32). Fur-
thermore the set W c,s is backwards asymptotic to Q7 and acts as a separator
between the basin of attraction of the origin and the basin of attraction of Q1. A
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similar argument covers the case α > ξ. This concludes the proof of Proposition
3.4 and justifies Figures 3.7(a) and 3.7(c). Therefore no periodic orbit exists on
C0 for α > ξ and ε = 0.
3.6 Analysis of the perturbed problem for ε > 0
Consider the original problem (3.1) and 0 < µ < 1 small but fixed. Then the
compact manifold
S0 = {(x, y, z) ∈ C0| 0 ≤ H(y, z) ≤ 1− µ}, (3.35)
is normally hyperbolic for ε = 0. Therefore Fenichel’s theory guarantees that for
ε sufficiently small there exists a locally invariant manifold Sε that is O(ε)-close
to S0 and is diffeomorphic to it. Moreover the flow on Sε converges to the flow
of the reduced problem (3.11) for ε→ 0. A computation shows that Sε at first
order is
z = −(x+ ξy) + εξ e−2(x+ξy) (α(x+ ξy) + ξ(y + 1)− ξ ex+ξy)+ O(ε2),
hence we have the following vector field fε(y, z;α, ε) on Sε
fε(y, z;α, ε) :=
{
y˙ = ez −1− εξχ e2z + O(ε2),
z˙ = χ− εξχ e2z(αz − ξy + α− ξ + 1) + O(ε2), (3.36)
with χ(y, z) = αz ez −ξy ez −ξ ez +ξ.
Proposition 3.13 Consider the compact manifold S0 defined in (3.35). Then
S0 perturbs to a locally invariant slow manifold Sε for 0 < ε  1. On Sε the
origin of (3.36) undergoes a supercritical Hopf bifurcation for
α = αH := ξ − εξ2 + O(ε2),
with a negative first Lyapunov coefficient
a = −1
8
εξ3(1 + ξ) + O(ε2) < 0. (3.37)
Therefore for α ∈ (αH , αH + cε) with c sufficiently small, there exists a family of
locally unique attracting limit cycles with amplitude of order O
(√−(α− αH)/a).
The proof of Proposition 3.13 follows from straightforward computations. We
remark that since (3.37) is proportional to ε, it follows that the results of Propo-
sition 3.13 are valid only for a very small interval of α around αH . We use the
analysis of subsection 3.5.3 to extend the small limit cycles of Proposition 3.13
into larger ones.
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Proposition 3.14 Consider the slow manifold Sε of Proposition 3.13. On
Sε there exists a family of closed periodic orbits for
α = αM (h) := ξ − ε∆ε(h)
∆α(h)
+ O(ε2), (3.38)
where h ∈ [c1(µ), 1−c2(µ)] with (c1, c2)(µ) small. The quantity ∆ε(h) is defined
as
∆ε(h) =
∫ T+h
T−h
∇H(h) · ∂fε
∂ε
(y, z; ξ, 0) dt, (3.39)
while ∆α(h) > 0 was defined in (3.33).
Proof. By Fenichel’s theorem we know that the flow on Sε converges to the
flow of the reduced problem (3.11) for ε → 0. Therefore we can define the
distance function ∆(α, ε) similarly to (3.31) whose Taylor expansion around
α = ξ and ε = 0 is
∆(α, ε) = (α− ξ)∆α(h) + ε∆ε(h) + O((α− ξ + ε)2), (3.40)
with ∆α(h) and ∆ε(h) defined in (3.33) and (3.39) respectively. The integrand
of ∆α(h) is strictly positive for all h ∈ (0, 1), therefore we can apply the Implicit
Function Theorem to (3.40) for ∆(α, ε) = 0 and obtain the result (3.38). 
In Figure 3.10 we show a numerical computation of the leading order coefficient
in (3.38) for an interval of energiesH = h ∈ (0, 0.6]. No saddle-node bifurcations
occur in this interval and hence the periodic orbits are all asymptotically stable.
We expect a similar behaviour for larger values of h but we did not manage to
compute this due to the intrinsic slow-fastness of the reduced problem. It might
be possible to study the term −∆ε(h)/∆α(h) analytically by using the results of
Lemma 3.12, but the expressions are lengthy and we did not find an easy way.
The analysis above can only explain the limit cycles that appear for α−ξ = O(ε),
and it does not justify the limit cycles of Figure 3.1 that appear for larger values
of α− ξ. For this reason, we proceed to study the full problem (3.1) at infinity,
introducing its compactification through the Poincaré sphere.
3.7 Statement of the main result
In this section we find a connection at infinity between the points Q1 and Q6
(recall Proposition 3.3) that will establish a return mechanism to C0 of the
unbounded solutions of (3.5) when ε = 0 and α > ξ. This mechanism will be
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Figure 3.10: Plot of the leading order coefficient in (3.38) for ξ = 0.5 and
h ∈ (0, 0.6].
the foundation for the existence of limit cycles when 0 < ε 1 and α−ξ ≥ c > 0.
Similar to section 3.5, we introduce a four-dimensional Poincaré sphere S3,+
S3,+ := {(X,Y, Z,W ) ∈ R4∣∣ X2 + Y 2 + Z2 +W 2 = 1, W ≥ 0} .
The fast problem (3.5) is interpreted as a directional chart K2 on S3,+ defined
for W = 1
K2 := S3,+ ∩ {W > 0}, x2 = X
W
, y2 =
Y
W
, z2 =
Z
W
, (3.41)
therefore the vector field in chart K2 is obtained by introducing the subscript
in (3.5)
x′2 = −ε ez2(x2 + (1 + α)z2),
y′2 = ε (e
z2 −1) ,
z′2 = − e−z2
(
y2 +
x2 + z2
ξ
)
.
(3.42)
The points at infinity in K2 correspond to W = 0 which is a sphere S2. We
introduce the two directional charts
K3 := S3,+ ∩ {Z > 0}, x3 = X
Z
, y3 =
Y
Z
,w3 =
W
Z
, (3.43a)
K1 := S3,+ ∩ {Y > 0}, x1 = X
Y
, z1 =
Z
Y
,w1 =
W
Y
. (3.43b)
We have the following transformations between the charts
K23 : w3 = z
−1
2 , x3 = x2z
−1
2 , y3 = y2z
−1
2 , (3.44a)
K21 : w1 = y
−1
2 , x1 = x2y
−1
2 , z1 = z2y
−1
2 , (3.44b)
K31 : w1 = w3y
−1
3 , x1 = x3y
−1
3 , z1 = y
−1
3 , (3.44c)
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that are defined for z2 > 0, y2 > 0 and y3 > 0 respectively. The inverse
transformations are defined similarly. The three points Q1, Q3 ∈ K3 and Q6 ∈
K1
Q1 := (x3, y3, w3) = (−1, 0, 0),
Q3 := (x3, y3, w3) =
(
−1− α, α
ξ
, 0
)
,
Q6 := (x1, z1, w1) = (−ξ, 0, 0) ,
introduced in Proposition 3.3, and the three points Q2, Q4 ∈ K3 and Q5 ∈ K1
Q2 := (x3, y3, w3) = (−1− α, 0, 0), (3.45a)
Q4 := (x3, y3, w3) =
(
−1− α, 2α
ξ
, 0
)
, (3.45b)
Q5 := (x1, z1, w1) =
(
− ξ
2α
(1 + α),
ξ
2α
(1− α), 0
)
, (3.45c)
are going to play a role in the following, together with the lines
L0 := {(x3, y3, w3)| x3 + 1 + α = 0, w3 = 0} , (3.46a)
C0,∞ := {(x3, y3, w3)| x3 + ξy3 + 1 = 0, w3 = 0} . (3.46b)
Notice that the line L0 corresponds to the intersection of the family of nullclines
(3.10) with infinity through K23, and that Q2,4 ∈ L0, while Q5 ∈ C0,∞. We
construct the following singular cycle.
Definition 3.15 Let Γ0 be the singular cycle consisting of the pointsQ1,2,4,5,6
and of the union of the following sets
• γ1,2 connecting Q1 with Q2. In chart K3 the segment γ1,2 is:
γ1,2 := {(x3, y3, w3) ∈ K3| x3 ∈ (−1− α,−1), y3 = 0, w3 = 0}. (3.47)
• γ2,4 connecting Q2 with Q4 along L0. In chart K3 the segment γ2,4 is:
γ2,4 :=
{
(x3, y3, w3) ∈ K3| x3 = −1− α, y3 ∈
(
0,
2α
ξ
)
, w3 = 0
}
.
(3.48)
• γ4,5 connecting Q4 with Q5. This segment is a fast fibre of (3.7) and in
chart K1 the segment γ4,5 is:
γ4,5 :=
{
(x1, z1, w1) ∈ K1| x1 = −ξ(1 + α)
2α
, z1 ∈
(
ξ(1− α)
2α
,
ξ
2α
)
, w1 = 0
}
.
(3.49)
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• γ5,6 connecting Q5 with Q6 on C0,∞. In chart K1 the segment γ5,6 is:
γ5,6 :=
{
(x1, z1, w1) ∈ K1| x1 = −ξ − z1, z1 ∈
(
0,
ξ(1− α)
2α
)
, w1 = 0
}
.
(3.50)
• W c,u connecting Q6 with Q1 on the critical manifold C0.
In section 3.8 we identify Γ0 using the blow-up method repeatedly on system
(3.42). Figure 3.11 shows Γ0 and its different segments: 3.11(a) displays the
complete cycle while 3.11(b) and 3.11(c) illustrate the portions of Γ0 that are
visible in the charts K3 and K1 respectively. Γ0 plays an important role in our
main result, since we conjecture it to be the candidate singular cycle.
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Figure 3.11: In (a): illustration of Γ0. In (b): chart K3, where we see the
segments γ1,2, γ2,4 and partially γ4,5. In (c): chart K1, where we
see γ4,5, γ5,6 and partially γ2,4. In this cartoon we have assumed
ξ < α < 1 so that γ4,5 lands on C0 to the left of Q6.
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Figure 3.12: Conjectured bifurcation diagram of the limit cycles for ε 1.
Conjecture 3.16 Fix α > ξ. Then for 0 < ε 1 there exists an attracting
limit cycle Γε that converges to the singular cycle Γ0 for ε→ 0.
Remark 3.17 Here we collect the results of sections 3.6 and 3.7. When ε = 0
and α = ξ then there exists a family of periodic solutions on S3,+, corresponding
to the Hamiltonian orbits with H ∈ (0, 1). For α > ξ only the cycle Γ0 persists.
When 0 < ε  1 and α − ξ = O(ε), there exists a limit cycle resembling
the bounded Hamiltonian orbits. For larger values of α − ξ, we conjecture that
the limit cycle tends to Γ0. Notice that Γ0 is different from the limit of the
Hamiltonian cycles H = 1 as α→ ξ. Therefore further work is needed to prove
the existence of the family of limit cycles in the intermediate regime O(ε) <
α − ξ < O(1). The introduction in (3.42) of the trivial equation β′ = 0, where
β = α− ξ, and a subsequent blow-up in β may be helpful. Figure 3.12 shows the
conjectured bifurcation diagram of the periodic orbits.
Figure 3.13 shows some numerical simulations supporting Conjecture 3.16: fig-
ure 3.13(a) illustrates the limit cycles Γε for three different values of ε ∈
{10−8, 10−4, 10−2} with α = 0.9 and ξ = 0.5, while figures 3.13(b) and 3.13(c)
show the portions of Γε that appear in the charts K3 and K1 respectively. The
amplitudes of the orbits increase for decreasing values of the parameter ε, and
both the plane C0 and the line L0 play an important role. Close to the origin
the dynamics evolves on C0, while sufficiently far from the origin L0 becomes
relevant. Indeed, in figure 3.13(b) we see that the solutions contract to L0 fol-
lowing γ1,2 and then they evolve by following γ2,4. When the trajectories are
close to Q4, they follow γ4,5 and contract again towards C0 along a direction
that tends to the fast fibre for ε→ 0, as we can see in figure 3.13(c).
A rigorous proof of Conjecture 3.16 requires an analysis both for ε = 0 and
0 < ε  1. In sections 3.8 and 3.9, we outline a procedure to prove the
conjecture and we leave the full details of the proof to a future manuscript.
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Figure 3.13: In (a): numerical simulation of (3.1) for ε ∈ {10−8, 10−4, 10−2},
α = 0.9 and ξ = 0.5. In (b): portion of Γε visible in chart K3,
i.e. between the green lower triangle and the red square. In (c):
portion of Γε visible in K1, i.e. between the blue diamond and
the yellow upper triangle. We remark that the portion between
the blue triangle and the red square is visible both in K3 and K1
since the two charts overlap for y3 > 0 or z1 > 0.
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3.8 Identification of the segments of Γ0 at infinity
This section lays out the foundations of a rigorous proof of Conjecture 3.16, by
identifying the segments of Γ0 (3.47)–(3.50) through a series of blow-ups. The
analysis will mostly focus on the dynamics of chart K3, where we identify the
segments γ1,2, γ2,4 and γ4,5 respectively. In chart K1 we identify the segment
γ5,6. The results of this section are an expansion of the ones in section 8 of
[BBK17b].
3.8.1 Identification of γ1,2
Chart K3 The point Q1 is visible in chart K3, where it has coordinates
(x3, y3, w3) = (−1, 0, 0). We obtain the vector field in chart K3 by inserting
condition (3.44a) into the fast problem (3.42). This vector field is desingular-
ized at w3 = 0 by division of e1/w3
w′3 = w3 e
− 2w3 x˜
ξ
,
x˜′ = −ε(x˜− ξy3 + α) + x˜
ξ
e−
2
w3 (x˜− 1) + εξw3(1− e−
1
w3 ),
y′3 = εw3(1− e−
1
w3 ) + y3
x˜
ξ
e−
2
w3 ,
ε′ = 0.
(3.51)
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System (3.51) is a four-dimensional vector field defined on R4 where we treat the
parameter ε as a variable. Furthermore, we have introduced the new coordinate
x˜ = x3 + ξy3 + 1, (3.52)
so that Q1 is centred in the origin of chart K3 and x˜ = 0 implies that the
solution lies on C0.
Remark 3.18 In this section we will identify the segments of Γ0 in terms
of x˜ instead of x1,3 in order to simplify the exposition. To compare the results
with the ones of Definition 3.15, one needs to use the coordinate transformation
(3.52).
The set w3 = ε = 0 consists of non-hyperbolic equilibrium points of (3.51)
and the two lines C0,∞ and L0 (3.46) are contained within this set. Since we
consider a regime of w3 sufficiently small, we approximate 1− e−1/w3 ' 1 in the
y3-equation of (3.51) to simplify the computations. Qualitatively, this has no
effects on the results.
We blow-up (3.51) around Q1, in order to extend the hyperbolicity of C0 up to
infinity. To do so, we need to get rid of the exponential terms. We deal with it
by introducing a new variable q
q = e−
2
w3 , (3.53)
so that the extended system contains only algebraic terms in its variables [Kri17].
Indeed by differentiating (3.53) with respect to time we obtain
q′ = 2w−23 w3
′ e−
2
w3 ,
= 2w−13 q
2 x˜
ξ
,
(3.54)
where we have used (3.51) and (3.53). By inserting (3.54) into (3.51), we obtain
the five-dimensional vector field
w′3 = w
2
3q
x˜
ξ
,
x˜′ = −εw3(x˜− ξy3 + α) + w3q x˜
ξ
(x˜− 1) + εξw23,
y′3 = εw
2
3 + y3w3q
x˜
ξ
,
q′ = 2q2
x˜
ξ
,
ε′ = 0,
(3.55)
3.8 Identification of the segments of Γ0 at infinity 57
where we have multiplied the right-hand side by w3. The evolution of q in (3.55)
is slaved by w3 through (3.53). However, this dependence is not explicit and we
will refer to it only when needed. We refer to [Kri17] for further details on this
approach.
System (3.55) has a 3-dimensional space of non-hyperbolic equilibrium points
for ε = q = 0, since each point has a quintuple zero eigenvalue. To overcome
the degeneracy we introduce the blow-up map
q = r¯q¯, ε = r¯¯, (3.56)
with (q¯, ¯) ∈ S1 and r¯ ≥ 0 while the variables (w3, x˜, y3) ∈ R3 in (3.55) are kept
unchanged. We remark that the quantity ε in (3.56) is a constant, hence the
blown-up space is foliated by invariant submanifolds. We study the two local
charts
K1 : q¯ = 1, q = r1, ε = r11, (3.57a)
K2 : ¯ = 1, q = r2q2, ε = r2. (3.57b)
Notice that q2 = O(1) in chart K2 corresponds to w = O(ln−1 ε−1) or z2 =
O(ln ε−1) through (3.53). This is the relevant regime for the naïve identifica-
tion of L0 as in (3.9).
We enter chart K3 in a point sufficiently close to Q1, that is identified by
PK3,in : (w3, x˜, y3, q, ε) = (δ, 0, δ, exp(−2δ−1), 0), with δ > 0 and small.
Chart K1 System (3.55) rewritten in chart K1 is
w′ = w2
x˜
ξ
,
x˜′ = −w(x˜− ξy + α) + wx˜
ξ
(x˜− 1) + ξw2,
y′ = w2 + yw
x˜
ξ
,
′ = −2 x˜
ξ
,
r′ = 2r
x˜
ξ
,
(3.58)
where we have dropped the subscript and divided out the common factor r.
PK3,in is transformed to PK1,in : (w, x˜, y, , r) = (δ, 0, δ, 0, exp(−2δ−1)) by (3.57a).
This origin of (3.58) is still degenerate with all zero eigenvalues. To overcome
the degeneracy, we introduce the following blow-up of C0,∞
w = r¯w¯, x˜ = r¯ ¯˜x,  = r¯¯, (3.59)
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with (w¯, ¯˜x, ¯) ∈ S2 and r¯ ≥ 0 small, while the variables (y, r) ∈ R×R+ are kept
unchanged. We focus on the three local charts
K1 : w¯ = 1, w = r1, x˜ = r1x˜1,  = r11, (3.60a)
K2 : ¯ = 1, w = r2w2, x˜ = r2x˜2,  = r2, (3.60b)
K3 : ¯˜x = 1, w = r3w3, x˜ = r3,  = r33, (3.60c)
where the change of coordinates K12 from chart K1 to chart K2, and K31 from
chart K3 to chart K1 are defined by
r2 = r11, w2 = 
−1
1 , x˜2 = x˜1
−1
1 , (3.61a)
r1 = r3w3, x˜1 = w
−1
3 , 1 = 3w
−1
3 , (3.61b)
for 1 > 0 and w3 > 0 respectively. Charts K1 and K2 are useful for the identifi-
cation of γ1,2, while we will use chart K3 in subsection 3.8.3 for the identification
of γ4,5.
Chart K1 We insert (3.60a) into (3.58) and divide the vector field by the
common divisor r1 to obtain the desingularized dynamics:
r′1 = r
2
1
x˜1
ξ
,
x˜′1 = −
x˜1
ξ
− 1(α+ r1x˜1 − ξ(r1 + y)),
y′ = yr1
x˜1
ξ
+ 1r
2
1,
′1 = −1
x˜1
ξ
(2 + r1),
r′ = 2r
x˜1
ξ
.
(3.62)
The x˜1-direction has gained hyperbolicity. We therefore obtain the following:
Lemma 3.19 Let 1 < δ with δ > 0 fixed. Then in (3.62) there exists an
attracting 4-dimensional centre manifold:
x˜1 = 1
(−αξ + ξ2(r1 + y) + O(1)) . (3.63)
For the level sets ε = const. and q = e−2/w3 , the centre manifold (3.63) is the
extension of the slow-manifold Sε introduced in Proposition 3.13 into chart K1.
As a consequence of Lemma 3.19 we have extended the hyperbolicity of C0 up
to C0,∞ for 1 = 0. The dynamics within (3.63) is obtained by substituting
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Figure 3.14: Dynamics within (3.63) projected along (r1, y, 1).
(3.63) into (3.62) and by dividing the resulting vector field by 1:
r′1 = r
2
1 (−α+ ξ(r1 + y) + O(1)) ,
y′ = r21 + yr1 (−α+ ξ(r1 + y) + O(1)) ,
′1 = −1(2 + r1) (−α+ ξ(r1 + y) + O(1)) ,
r′ = 2r (−α+ ξ(r1 + y) + O(1)) .
(3.64)
System (3.64) has three invariant sets for r1 = 0, 1 = 0 and r = 0. In chart K1,
the point PK1,in has coordinates PK1,in : (r1, x˜1, y, 1, r) = (δ, 0, δ, 0, exp(−2δ−1)),
and it lies on the invariant set 1 = 0. The forward dynamics of PK1,in contracts
towards the invariant set r = 0, and since the other coordinates do not depend
on r, we neglect this direction from now on. The remaining non-trivial dynamics
is
r′1 = r1 (−α+ ξ(r1 + y) + O(1)) ,
y′ = r1 + y (−α+ ξ(r1 + y) + O(1)) ,
(3.65)
where we have rescaled the right-hand side by dividing out the common factor r1.
System (3.65) has two equilibrium points (r1, y) = (0, 0) and (r1, y) = (0, α/ξ).
Remark 3.20 The two equilibrium points (r1, y) = (0, 0) and (r1, y) = (0, α/ξ)
of system (3.65) are the blown-up transformation of Q1 and Q3 respectively and
their linear stability properties coincide with the ones stated in Proposition 3.3,
see Figure 3.14.
By construction, the point PK1,in lies in the basin of attraction of Q1, and there-
fore it contracts towards it. The plane r1 = 0 is foliated with vertical invariant
lines that expand exponentially along the 1-direction, as shown in Figure 3.14.
We set PK1,out := (r1, x˜1, y, 1) = (0,−δ(αξ + O(δ)), 0, δ), with δ sufficiently
small so that the point belongs to (3.63). We continue PK1,out by using chart K2.
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Chart K2 The dynamics on K2 is obtained by substituting (3.60b) into (3.58)
and by dividing the right-hand side by the common divisor r2
r′2 = −2r2
x˜2
ξ
,
w′2 = w2
x˜2
ξ
(2 + r2w2),
x˜′2 = 2
x˜22
ξ
− w2(α+ r2x˜2) + w2 x˜2
ξ
(r2x˜2 − 1) + w2ξ(r2w2 + y),
y′ = r22w
2
2 + yr2w2
x˜2
ξ
.
(3.66)
This systems has an equilibrium point in the origin with four zero eigenvalues.
We introduce in (3.66) the blow-up transformation
w2 = ρ
2, x˜2 = −ρx, (3.67)
and divide by the common divisor ρ, so that we obtain the desingularized vector
field
r′2 = 2r2
x
ξ
,
ρ′ = −ρx
2ξ
(2 + r2ρ
2),
x′ = α− x
2
ξ
− r2ρx− ρx
ξ
(r2ρx+ 1)− ξ(r2ρ2 + y) + r2x
2ρ2
2ξ
,
y′ = r22ρ
3 − yr2ρ2x
ξ
.
(3.68)
Lemma 3.21 The point PK1,out is transformed in chart K2 into the point
PK2,in = K12(PK1,out) := (r2, ρ, x, y) = (0, δ
−1/2, αξδ1/2 + O(δ1/2), 0).
The solution with initial condition in PK2,in converges towards the stable node
P2 := (r2, ρ, x, y) = (0, 0,
√
αξ, 0), (3.69)
along the invariant plane r2 = 0, see Figure 3.15.
Proof. We obtain PK2,in by applying the transformation (3.61a) on point PK1,out
and then the blow-up (3.67). System (3.68) is invariant on the set r2 = 0, and we
rewrite the dynamics within this set as parameter independent. We do this, by
introducing the new variables (ρ1, x1, t1) such that ρ =
√
αξρ1, x =
√
αξx1, t2 =√
α/ξt1, where t2 is the time in equation (3.68). Hence for r2 = 0, we get the
non-trivial dynamics
ρ˙1 = −ρ1x1,
x˙1 = 1− x21 − ρ1x1,
(3.70)
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with the dot meaning the derivative with respect to t1. System (3.70) has
one equilibrium point in (ρ, x) = (0, 1), that is a stable node. The region
ρ1 ≥ 0, x1 ≥ 0 is invariant for system (3.70) and we construct the trapping
region
Tr := {x1 ≥ 0} ∩ {ρ1 ≥ 0} ∩ {x1 ≤ 2} ∩ {ρ1 ≤ δ−1},
such that the stable node is the only equilibrium point within it. At the bound-
aries of Tr the vector field points everywhere inside the region itself, see Figure
3.15. Moreover, a direct analysis of the nullclines excludes the presence of limit
cycles in Tr. We conclude that the solution departing from PK2,in must be for-
ward asymptotic to (ρ, x) = (0, 1), that in the original coordinates corresponds
to P2 (3.69). 
We continue the analysis of (3.66) by following the unstable manifold of the
equilibrium point P2 on the invariant plane w2 = 0. After a rescaling by the
common factor x˜2, we find that r2 expands exponentially so that we fix the exit
point PK2,out : (r2, w2, x˜2, y, r) = (δ, 0, 0, 0, 0). We blow-down PK2,out to chart K1
and map it to chart K2 so that we get PK2,in : (w, x˜, y, r, q) = (0, 0, 0, 0, δ−1).
Chart K2 The dynamics in chart K2 is given by
r′ = 0,
q′ = 2q2
x˜
ξ
,
w′ = w2q
x˜
ξ
,
x˜′ = −w(x˜− ξy + α) + wq x˜
ξ
(x˜− 1) + ξw2,
y′ = w2 + ywq
x˜
ξ
,
(3.71)
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where we have dropped the subscript and rescaled the right-hand side by r. We
notice that chart K2 is foliated by sets r = ε = const. and the point PK2,in lies
on the invariant set r = 0. We reduce the following analysis to the four variables
(w, x, y, q) since they are independent of r. For w = q = 0 we have that system
(3.71) is a plane of non-hyperbolic equilibrium points. To overcome the loss of
hyperbolicity we introduce the following blow-up map after having dropped the
subscript:
w = r¯w¯, q = r¯q¯,
where (w¯, q¯) ∈ S1 and r¯ ≥ 0. We restrict our analysis to the two charts:
Kˆ1 : w = r1, q = r1q1, (3.72a)
Kˆ2 : w = r2w2, q = r2, (3.72b)
starting from Kˆ2, since q > 0 in PK2,in.
Chart Kˆ2 We insert (3.72b) into (3.71) and divide by the common factor r2
to obtain the vector field in chart Kˆ2
r′2 = 2r2
x˜
ξ
,
w′2 = w2
x˜
ξ
(r2w2 − 2),
x˜′ = −w2(x˜− ξy + α) + r2w2 x˜
ξ
(x˜− 1) + ξr2w22,
y′ = r2w22 + yr2w2
x˜
ξ
.
(3.73)
In this chart, PK2,in is transformed into PKˆ2,in : (r2, w2, x˜, y) = (δ
−1, 0, 0, 0) and
it lies on a set of non-hyperbolic equilibria. We drop the subscript and introduce
the further blow-up map
r = r¯s¯, w = r¯2w¯, x˜ = −r¯ ¯˜x,
with (s¯, w¯, ¯˜x) ∈ S2 and r¯ ≥ 0, so that all the coordinates but y are blown-up at
this stage. We focus on the two directional charts
K˜1 : r = r1, w = r
2
1w1, x˜ = −r1x˜1, (3.74a)
K˜2 : r = r2s2, w = r
2
2w2, x˜ = −r2. (3.74b)
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Chart K˜1 We insert (3.74a) into (3.73) and divide by the common factor r1
to obtain the dynamics in chart K˜1
r′1 = −2r1
x˜1
ξ
,
w′1 = w1
x˜1
ξ
(−r31w1 + 6),
x˜′1 = w1(−r1x˜1 − ξy + α) + r21w1
x˜1
ξ
(−r1x˜1 − 1) + 2 x˜
2
1
ξ
− ξr31w21,
y′ = r41w
2
1 − yr31w1
x˜1
ξ
.
(3.75)
The point PKˆ2,in is mapped to PK˜1,in : (r1, w1, x˜1, y) = (δ
−1, 0, 0, 0) and it lies on
the invariant set w1 = 0. On such set the dynamics reduces to
r′1 = −2r1
x˜1
ξ
,
x˜′1 = 2
x˜21
ξ
,
y′ = 0.
(3.76)
In (3.76) there is a plane of equilibria for x˜1 = 0, that is attracting for x˜1 <
0 and repelling for x˜1 > 0. We divide the right-hand side of (3.76) by x˜1
to study the evolution of r1 within this plane and we find that r1 decreases
exponentially. Therefore, the solution departing from PK˜1,in contracts towards
r1 = 0 and expands along x˜1, as shown in Figure 3.16(a). We set PK˜1,out :
(r1, w1, x˜1, y) = (0, 0, δ, 0) and move to chart K˜2, where PK˜1,out is mapped to the
point PK˜2,in : (s2, w2, r2, y) = (δ
−1, 0, 0, 0).
Chart K˜2 We substitute (3.74b) in (3.73) and divide the right-hand side by
the common factor r2 to obtain the vector field in chart K˜2
r′2 = r2w2
(
α− r2 − ξy − r22
s2
ξ
(r2 + 1)− ξr32s2w2
)
,
w′2 = w2
(
2
ξ
− r32s2w2
1
ξ
+ 2w2(r2 + ξy − α) + 2r22w2
s2
ξ
(r2 + 1) + 2ξr
3
2s2w
2
2
)
,
s′2 = s2
(
−2
ξ
+ w2(r2 + ξy − α) + r22w2
s2
ξ
(r2 + 1) + ξr
3
2s2w
2
2
)
,
y′ = r32w2s2
(
r2w2 − y
ξ
)
.
(3.77)
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Figure 3.16: (a): singular dynamics in chart K˜1 projected in the (r1, x˜1, w1)-
coordinates. (b): singular dynamics in chart K˜2 projected in the
(s2, w2, r2)-coordinates.
Lemma 3.22 There exists a singular trajectory γK˜2 , connecting PK˜2,in to the
point
OK˜2 := (r2, w2, s2, y) = (0, (αξ)
−1, 0, 0), (3.78)
as shown in Figure 3.16(b).
Proof. The set r2 = 0 corresponds to the blow-up of the point Q1, and PK˜2,in
lies on this set. When r2 = 0, (3.77) reduces to
w′2 = 2w2
(
1
ξ
− w2α
)
,
s′2 = −s2
(
2
ξ
+ w2α
)
,
y′ = 0.
This system has two equilibria: (w2, s2) = (0, 0) is a saddle with eigenvalues
2/ξ,−2/ξ and eigenvectors (1, 0)T , (0, 1)T respectively, and OK˜2 : (w2, s2) =
((αξ)−1, 0) is a proper stable node with eigenvalues −2/ξ,−3/ξ and eigenvec-
tors (1, 0)T , (0, 1)T respectively. Hence there exists a singular trajectory γK˜2
departing from PK˜2,in, that contracts to the saddle, and then to the stable node,
by following the unstable manifold of the saddle. 
Along the invariant plane s2 = 0, (3.77) reduces to
r′2 = r2w2(α− r2),
w′2 =
2w2
ξ
(1− w2ξ(α− r2)) ,
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and OK˜2 : (r2, w2) = (0, (αξ)
−1) is a saddle with eigenvalues 1/ξ,−2/ξ and cor-
responding eigenvectors (3α2ξ/2, 1)T , (0, 1)T respectively. We define PK˜2,out :=
(r2, w2, s2, y) = (δ, 2δ(3α
2ξ)−1, 0, 0) a point along the unstable manifold of OK˜2 .
We blow-down PK˜2,out to chart Kˆ2 we map it to chart Kˆ1 so that we get PKˆ1,in :=
(r1, q1, x˜, y) = (0, 3α
2ξ/(2δ3),−δ, 0).
Chart Kˆ1 We substitute (3.74a) in (3.73) and divide the right-hand side by
the common factor r1 to obtain the vector field in chart K˜1
r′1 = r
2
1q1
x˜
ξ
,
q′1 = q
2
1
x˜
ξ
(2− r1),
x˜′ = −x˜+ ξy − α+ r1q1 x˜
ξ
(x˜− 1)− ξr1,
y′ = r1 + yr1q1
x˜
ξ
.
(3.79)
In the following important lemma we identify the line L0 and the segment γ1,2.
Lemma 3.23 In chart Kˆ1 there exists an attracting 3-dimensional centre man-
ifold
x˜ = −α+ ξy − ξr1 + O(y + r1 + q1)2, (3.80)
whose intersection with the plane r1 = q1 = 0 corresponds to the line L0. The
trajectory γ1,2 defined in (3.47) connects the point OK˜2 (3.78) to
PKˆ1,cm := (r1, q1, x˜, y) = (0, 3α
2ξ/(2δ3),−α, 0), (3.81)
along a stable fibre, where OK˜2 lies on the blow-up of Q
1 and PKˆ1,cm lies on the
blow-up of Q2.
Proof. System (3.79) has a line of equilibria for r1 = q1 = 0, x˜ = ξy−α, y ∈ R.
This line corresponds to L0 through the coordinate changes (3.57b) and (3.74a).
The linearized dynamics around L0 is hyperbolic only in the x-direction and
furthermore is stable. Therefore the centre manifold (3.80) appears for r1, q1
sufficiently small. The point PKˆ1,in has a solution backwards asymptotic to OK˜2
and forward asymptotic to PKˆ1,cm ∈ L0 through a stable fibre, where PKˆ1,cm lies
on the blow-up of Q2. We denote this connection by γ1,2. 
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3.8.2 Identification of γ2,4
We insert (3.80) into (3.79) to obtain the dynamics within the centre manifold
r′1 = r
2
1
q1
ξ
(−α+ ξy − ξr1 + O(y + r1 + q1)2) ,
q′1 = q
2
1
2− r1
ξ
(−α+ ξy − ξr1 + O(y + r1 + q1)2) ,
y′ = r1 + yr1
q1
ξ
(−α+ ξy − ξr1 + O(y + r1 + q1)2) ,
and q1 = r1 = 0, y ∈ R identifies a line of non-hyperbolic equilibrium points,
that corresponds to L0. We gain hyperbolicity of L0 by introducing the blow-up
transformation
r1 = ρσ, q1 = ρ, (3.82)
where ρ ≥ 0, σ ≥ 0. In chart (3.82) the point Q2 (3.45a) is blown-up to the
σ-axis {y = ρ = 0, σ ≥ 0}. Similarly, Q4 (3.45b) corresponds to the line
{y = 2α/ξ, ρ = 0, σ ≥ 0}. We divide the vector field of chart (3.82) by the
common divisor ρ and obtain
σ′ = 2σ (ρσ − 1)
(
−α
ξ
+ y − ρσ + O(y + σ + ρ)2
)
,
y′ = σ + yρσ
(
−α
ξ
+ y − ρσ + O(y + σ + ρ)2
)
,
ρ′ = ρ(2− ρσ)
(
−α
ξ
+ y − ρσ + O(y + σ + ρ)2
)
.
(3.83)
The point PKˆ1,cm (3.81) is mapped into the point Pin : (σ, y, ρ) = (0, 0, 3α
2ξ/(2δ3)),
and this lies in the invariant plane σ = 0.
Lemma 3.24 (3.83) has two invariant planes for ρ = 0 and σ = 0. Their
intersection ρ = σ = 0 is a line of equilibrium points. We have:
• On the plane σ = 0 the solution contracts towards the equilibrium at the
origin along the strong stable manifold:
W s(0, 0, 0) :=
{
(σ, y, ρ) ∈ R2 × R+| σ = 0, y = 0, ρ ≥ 0} . (3.84)
• There exists an heteroclinic connection
γ2,4 =
{
(σ, y, ρ) ∈ R2 × R+|σ = 2α
ξ
y − y2, y ∈
(
0, 2
α
ξ
)
, ρ = 0
}
,
(3.85)
joining (σ, y, ρ) = (0, 0, 0) backwards in time with (σ, y, ρ) = (0, 2α/ξ, 0)
forward in time.
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Figure 3.17: Dynamics in chart Kˆ1. The plane ρ = 0 corresponds to the blown-
up line L0.
• The point (σ, y, ρ) = (0, 2α/ξ, 0) has a strong unstable manifold
Wu(0, 2α/ξ, 0) =
{
(σ, y, ρ) ∈ R2 × R+| σ = 0, y = 2α/ξ, ρ ≥ 0} . (3.86)
The results of Lemma 3.24 are summarised in Figure 3.17.
Remark 3.25 Upon blowing down, the expression in (3.85) gives γ2,4 in
(3.48). We use the same symbol in (3.85) and (3.48) for simplicity.
Proof. On the invariant plane σ = 0 we have
y˙ = 0,
ρ˙ = 2ρ
(
y − α
ξ
)
(1 + O (ρ)) .
(3.87)
This plane is foliated with invariant lines in the y-direction. The solution of
(3.87) with y = 0 is (3.84) and contracts towards the invariant plane ρ = 0.
Hence this trajectory acts as a strong stable manifold. We substitute ρ = 0 in
(3.83) and, after dividing by σ, we obtain the explicit solution (3.85) given the
initial condition in the origin. This solution is forward asymptotic to (σ, y, ρ) =
(0, 2α/ξ, 0). The strong unstable manifold (3.86), is the solution of (3.87) with
y = 2α/ξ. 
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3.8.3 Identification of γ4,5
The invariance of the unstable manifold Wu(0, 2α/ξ, 0) persists in the blown-
down chart Kˆ1. We continue the analysis on chart Kˆ2 (3.72b), so that we can
describe the behaviour of the dynamics for large values of q1. We desingularize
the vector field by dividing by the common divisor r2, and we find that there are
two invariant planes for r2 = 0 and w2 = 0. Wu(0, 2α/ξ, 0) enters chart Kˆ2 on
the plane r2 = 0 and contracts towards the origin. We continue this trajectory
by following the unstable manifold of the origin on the plane w2 = 0. Here we
exit the chart Kˆ2 with r2 large. Consequently we blow-down the orbit to chart
K2, where we enter with w = 0 and q large, and we find that the orbit evolves on
an invariant line with q increasing. Eventually the chart K2 is no longer suited
to describe the trajectory. We use (3.57) to move back to chart K1 and, in this
chart, the trajectory γ21 becomes
K21(γ21) :=
{
(r, w, x˜, y, ) ∈ R2,+ × R3|w = r = 0, x˜ = α, y = 2α
ξ
,  ≥ 0
}
.
(3.88)
Recall from (3.53) and (3.57a) that r is slaved by w, since r = e−2/w, therefore
(3.58) has a redundant equation in r that we can drop since the dynamics of
(w, x˜, y, ) is independent of r.
In chart K1 (3.58), the set w = x˜ = 0 is filled of non-hyperbolic equilibrium
points. We blow-up this set by using the map (3.59), and subsequently we enter
chart K3.
Chart K3 We substitute (3.60c) into (3.58) and divide by the common factor
r3 to obtain the dynamics in chart K3
r′3 = r3w3
(
−3(r3 − ξy + α) + r3 − 1
ξ
+ ξr33w3
)
,
w′3 =
w23
ξ
(
1 + ξ3(r3 − ξy + α)− ξ2r33w3
)
,
y′ = r3w3
(
r33w3 +
y
ξ
)
,
′3 = −
23
ξ
+ 3w3
(
3(r3 − ξy + α) + 1− r3
ξ
− ξr33w3
)
,
r′ =
2r
ξ
.
(3.89)
The 3-direction has gained hyperbolicity. The variable r in (3.89) is slaved by
r3w3 because r = e−2/r3w3 by (3.53), (3.57a) and (3.60c). We drop r from now
on, since the remaining dynamics on (r3, w3, y, 3) is independent of it.
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Lemma 3.26 The set
CK3 :=
{
(r3, w3, y, 3) ∈ R4 | r3 ∈ [0, 2α], w3 ∈ [0, δ], y ∈ [0, 4α/ξ], 3 = 0
}
,
with δ > 0 sufficiently small, is an attracting centre manifold having a foliation
of smooth stable fibres along which 3 contracts like e−2t/ξ in forward time.
Proof. w3 = 3 = 0 is a line of equilibria for (3.89). The linearization about
any point along this line gives −2/ξ as the only non-zero eigenvalue, with the
3-direction the corresponding eigenvector. We therefore obtain the centre man-
ifold by standard theory. 
It follows that the singular trajectory (3.88) contracts to the point PK3 :=
(r3, w3, y, 3) = (α, 0, 2α/ξ, 0) under the attraction of the centre manifold CK3 .
The dynamics within the centre manifold is obtained by setting 3 = 0 in (3.89).
This gives a new layer problem
r′3 = r3w3
r3 − 1
ξ
,
w′3 =
w23
ξ
,
y′ = r3w3
y
ξ
,
(3.90)
that is reminiscent of the original layer problem of (3.55) for ε = 0 through the
blow-ups (3.57a) and (3.60c). The set w3 = 0 is a set of equilibria for (3.90).
We obtain a slow flow within w3 = 0 by dividing the right-hand side of (3.90)
by the common factor w3 so that we obtain
r′3 =
r3
ξ
(r3 − 1),
w′3 =
w3
ξ
,
y′ = y
r3
ξ
.
(3.91)
In (3.91), the evolution of the variables (r3, y) does not depend upon w3. Fur-
thermore, both r3 and w3 are now hyperbolic directions.
Lemma 3.27 Assume ξ < α < 1. On the invariant set w3 = 0, the solution
of (3.91) departing from PK3 contracts towards the point Q5 (3.45c) by following
the “fast fibre”
γ4,5 : y(t) =
2α
ξ(1− α) (1− r3(t)), (3.92)
for r3(t)→ 0, where (3.92) is the explicit expression of γ4,5.
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Proof. In (3.91) the solution departing from PK3 contracts towards r3 = 0
when ξ < α < 1. Furthermore, we observe that
dr3
r3 − 1 =
dy
y
.
By integrating this equation with initial condition in PK3 and ξ < α < 1, we
obtain the solution (3.92). Thus, when r3 → 0, by (3.92) we have y3 → 2α/(ξ(1−
α)), that is the point Q5 ∈ C0,∞. 
Remark 3.28 The results in chart K3 are obtained within the assumption
ξ < α < 1. The reason for this is that the point Q5 (3.45c) has coordinates
(x˜3, y3, w3) = (0, 2α/(ξ(1− α)), 0) in chart K3, so that it is visible in chart K3
(and in its blow-ups) only when ξ < α < 1.
However, Conjecture 3.16 only requires ξ < α. To identify γ4,5 for α ≥ 1, one
needs to consider the dynamics in chart K1, so that Q5 is again visible.
However, in chart K1 the analysis is complicated by the presence of terms of the
type ez1/w1 in the vector field. Such terms require complicated blow-ups in order
to desingularize the point z1 = w1 = 0, similar to what done in subsection 3.5.2
and for this reason, in this exposition we only focus on the case ξ < α < 1, even
though we believe the result also to be valid for α ≥ 1.
Remark 3.29 Consider 0 < ε  1. Recall from (3.53), (3.57a) and (3.60c)
that ε = e−2/r3w3 r33. Since we enter chart K3 with r3 = α and 3 = δ small, we
have consequently that w3 = O(ln−1(ε−1)) 1 and w = r3w3 = O(ln−1(ε−1)).
In (3.91) we notice that the rate of contraction of r3 coincides with the rate of
expansion of w3. Since chart K3 is defined by w = r3w3 (3.60c), it follows that
while r3 decreases from α to O(ln−1(ε−1)), w3 increases with the same rate up to
O(1), so that the product w = r3w3 = O(ln−1(ε−1)) remains of the same order.
Furthermore, since r = e−2/r3w3 , we realise that r = O(εk) with 0 < k < 1,
when we exit a neighbourhood of the saddle in (3.91), see the following section.
3.8.4 Identification of γ5,6
On the invariant set r3 = 0, the w3-direction is unstable. We follow the solu-
tion from the point PK3,out := (r3, w3, y, 3) = (0, δ, 2α/(ξ(1− α)), 0) into chart
K1 by using the transformation (3.61b). Here, we enter in a point PK1,in :=
(r1, x˜1, y, 1) = (0, δ
−1, 2α/(ξ(1 − α)), 0) where we have again dropped the r-
coordinate since this is slaved by r1. Because of Lemma 3.19, the solution
departing from PK1,in contracts towards the centre manifold (3.63), where we
have re-gained hyperbolicity of C0 at C0,∞ for 1 = 0. We continue the analysis
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Figure 3.18: Sections Σi, i = 1, . . . , 5.
by considering the reduced problem in chart k1 (3.23), that is
w′1 = −w21(ez1/w1 − 1),
z′1 = e
z1/w1(αz1 − ξ)− w1(ξ + z1)(ez1/w1 − 1).
By repeating the analysis of section 3.5, we can identify the singular trajectory
γ5,6 that connects Q5 to the point Q6. From the point Q6 the solution is
connected to the point Q1 through the manifold W c,u. This closes the singular
cycle Γ0.
3.9 Construction of the Poincaré map and out-
line of the proof
In order to prove Conjecture 3.16, we wish to construct a Poincaré map that
has an attracting fixed point. To construct such map, we introduce five local
sections Σi, i = 1 . . . 5, as illustrated in Figure 3.18, such that
Σ1 is transversal to the unstable manifold W c,u and close to Q1;
Σ2 is transversal to the segment γ1,2 and close to Q2;
Σ3 is transversal to the segment γ2,4 and close to Q4;
Σ4 is transversal to the segment γ4,5 and close to Q5;
Σ5 is transversal to the segment γ5,6 and close to Q6.
We compose the Poincaré map of five local transitions maps Πi, i = 1 . . . 5
Π := Π5 ◦Π4 ◦Π3 ◦Π2 ◦Π1,
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where each local map is defined in a suitable neighbourhood of the singular cycle
Γ0, and describes respectively
Π1 : Σ1 → Σ2, passage by the improper stable node Q1;
Π2 : Σ2 → Σ3, contraction to the line L0 and evolution along it;
Π3 : Σ3 → Σ4, identification of the fast fibre near Q4 ;
Π4 : Σ4 → Σ5, contraction towards the attracting slow manifold;
Π5 : Σ5 → Σ1, passage by the point Q6 and evolution on the slow manifold.
Proposition 3.4 and the use of the blow-up method in section 3.8 have allowed
us to identify the singular orbit Γ0 and its dynamical properties using local
hyperbolic methods. Thanks to this analysis, in the blown-up charts K3 and
K1 we can track a full neighbourhood N ⊂ Σ1 of Σ1 ∩W c,u along the local
transition maps Πi, i = 1, . . . , 5. In this way, we can obtain the desired return
map Π : N → N for ε sufficiently small. Furthermore, for ε = 0 the forward
flow of N contracts to the point Q1, providing the desired contraction of Π and
establishing, by the Contraction Mapping Theorem, the existence of the limit
cycle Γε satisfying Γε → Γ0 for ε→ 0.
Remark 3.30 We decide not to call Conjecture 3.16 a theorem because there
are some difficulties that we have not fully entangled in the previous section.
Our blow-up approach has allowed us to gain hyperbolicity of C0 near Q5, but
we have not extended this result up to Q6. Here terms like ez1/w1 appear, and
we would have to combine the approach of section 3.5 with the introduction of
a suitable variable q so that we can obtain an extended vector field containing
only algebraic terms [Kri17].
We establish the contraction to the point Q1 for ε = 0 by studying the local
transition map Π1. We outline the construction of such map in subsection 3.9.1,
and we leave the analysis of the remaining four local maps Πi, i = 2, . . . , 5 to
another manuscript.
3.9.1 Analysis of Π1, passage by the improper node Q1
We construct the map Π1 as the combination of the local transition maps
Π1 := pi5 ◦ pi4 ◦ pi3 ◦ pi2 ◦ pi1,
where pii, i = 1, . . . , 5 are defined in Table 3.1.
The contraction to the point Q1 for ε = 0 is described by the local map pi1, that
we explicitly describe in the following. We leave the detailed description of the
remaining four local maps pii, i = 2, . . . , 5 to another manuscript.
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Table 3.1: Local maps pii, i = 1, . . . , 5
map chart from . . . to equation
pi1 K1 Σ1 → ΣK1,out (3.62)
pi2 K2 ΣK2,in → ΣK2,out (3.66)
pi3 K˜1 ΣK˜1,in → ΣK˜1,out (3.75)
pi4 K˜2 ΣK˜2,in → ΣK˜2,out (3.77)
pi5 Kˆ1 ΣKˆ1,in → Σ2 (3.79)
Map pi1 We analyse the map pi1 in chart K1. Here we define Σ1 and ΣK1,out as
Σ1 :=
{
r1 = δ, |y| ≤ β1, 1 ∈
[
0, ε0
e2/δ
δ
]
, r = e−2/r1 , |x˜1| ≤ β2
}
,
ΣK1,out := {r1 ∈ [0, β3], |y| ≤ β4, 1 = δ, r = e−2/r1 , |x˜1| ≤ β5},
with βi > 0, i = 1, . . . , 5 and ε0 positive and sufficiently small such that 0 <
ε ≤ ε0. In the assumption that β1, δ are sufficiently small, system (3.64) is
equivalent to
r′1 = −r21,
y′ = −yr1 + r
2
1
G(r1, y, 1)
,
′1 = 1(2 + r1),
r′ = −2r,
(3.93)
where we have divided the right-hand side by the factor G(r1, y, 1) := α−ξ(r1+
y) + O(1), that does not vanish in a small neighbourhood of the origin.
Lemma 3.31 For system (3.93), the transition map
pi1 : Σ1 → ΣK1,out, (δ, yin, 1,in, e−2/δ, x˜1,in) 7→ (r1,out, yout, δ, e−2/r1,out , x˜1,out),
is well defined for δ, βi sufficiently small, and satisfies
x˜1,out = δ
(−αξ + ξ2(r1,out + yout) + O(δ))+ O(e−c/1,in),
using (3.63), and
yin
1 + δT
+
δ
2α
ln(1 + δT )
1 + δT
≤ yout ≤ yin
1 + δT
+
2δ
α
ln(1 + δT )
1 + δT
, (3.94)
where T is the solution of the Lambert equation
δ = 1,in e
2T (1 + δT ). (3.95)
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The phase space of (3.93) is foliated by the invariant manifolds
r1(t)1(t)r(t) = δ1,in e
−2/δ = const.,
r(t) = e−2/r1(t) .
(3.96)
On such manifolds, r1(t) decays algebraically, 1(t) expands exponentially and
y(t) decays at most algebraically.
Proof. Using the stable foliation of (3.63), we reduce to the centre manifold
(3.63). The explicit solution of (3.93) with initial condition in Σ1 : (r1, y, 1, r)(0) =
(δ, yin, 1,in, e
−2/δ) is
r1(t) =
δ
1 + δt
,
1(t) = in e
2t(1 + δt),
r(t) = e−2(1+δt)/δ .
(3.97)
In (3.97) we have not computed the solution for y(t), since this is more compli-
cated and we give bounds for it below. The expression (3.95), for the transition
time from Σ1 to ΣK1,out, is computed from the solution for 1(t) in (3.97).
Suppose that the solution of (3.93) for y is of the form
y(t) =
z(t)
1 + δt
, (3.98)
where z(0) = yin. Then we get the following equation for z
z′ =
δ2
1 + δt
1
G(r1, y, 1)
. (3.99)
For δ, βi sufficiently small, we can bound G(r1, y, 1) as α/2 ≤ G ≤ 2α so that
(3.99) is bounded by
1
2α
δ2
1 + δt
≤ z′ ≤ 2
α
δ2
1 + δt
.
By integrating this equation for t ∈ [0, T ] we obtain
δ
2α
ln(1 + δT ) ≤ z(T )− yin ≤ 2δ
α
ln(1 + δT ).
(3.94) follows by inserting this solution in (3.98) where y(T ) = yout.
We now show (3.96). Recall from (3.53), (3.57a) and (3.60a) that q = r (=
e−2/w3) and that ε = r11r (= const.). In (3.97) we recover that r(t) is slaved
by r1(t), as we can rewrite r(t) = e−2/r1(t). From (3.97), it follows that for
0 < ε  1, the phase plane of (3.93) is foliated by invariant manifolds with
r1(t)1(t) e
−2/r1(t) = δ1,in e−2/δ = const. 
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We now explicit condition (3.94) in terms of ε. The transition time T can be
written in terms of ε as
e2T (1 + δT ) = e−2/δ δ2ε−1,
where we have used (3.95) and (3.96). The time T that satisfies this equation is
T =
1
2
W (2δε−1)− 1
δ
,
where W is the so-called LambertW function [CGH+96]. For ε → 0, the tran-
sition time T is asymptotic to
T → 1
2
(
(ln(2δε−1)− ln(ln(2δε−1)) + o(1))− 1
δ
. (3.100)
By substituting (3.100) in (3.94), we get the following first order estimate
δ
2α
ln(ln(ε−1))
ln(ε−1)
(1 + o(1)) ≤ yout ≤ 2δ
α
ln(ln(ε−1))
ln(ε−1)
(1 + o(1)),
that can be furthermore bounded as
δ
4α
ln(ln(ε−1))
ln(ε−1)
≤ yout ≤ 4δ
α
ln(ln(ε−1))
ln(ε−1)
.
This provides the desired contraction to the point Q1 for 0 < ε 1.
3.10 Summary of results
We have considered the one-dimensional spring-block model that describes the
earthquake faulting phenomenon. We have used geometric singular perturbation
theory and the blow-up method to provide a detailed description of the period-
icity of the earthquake episodes, in particular we have untangled the increase in
amplitude of the cycles for ε→ 0 and their relaxation oscillation structure. We
have shown that the limit cycles arise from a degenerate Hopf bifurcation. The
degeneracy is due to an underlying Hamiltonian structure that leads to large
amplitude oscillations. Using the Poincaré compactification together with the
blow-up method, we have described how these limit cycles behave near infinity
in the limit of ε→ 0. A full detailed proof of Conjecture 3.16 will be the subject
of a separate manuscript.
We have observed that the terminology of quasi-static slip motion to define the
reduced problem (3.11) is misleading. Indeed, the solutions of (3.11) have an
intrinsic slow-fast structure resembling the stick-slip oscillations. Our analysis
76 Slow-fast analysis of a model for earthquake faulting
also shows that the periodic solutions of (3.1) cannot be investigated by study-
ing the so-called quasi-static slip phase and the stick-slip phase separately, as
it is done in [Rui83, GRRT84], since the two phases are connected by the non-
linear terms of (3.1). We also suggest suitable coordinate sets and time rescales
to deal with the stiffness of (3.1) during numerical simulations. We hope that a
deeper understanding of the structure of the earthquake cycles may be of help
to the temporal predictability of the earthquake episodes.
We have shown that some of the ideas of this chapter can be used to study the
continuum formulation of the Burridge and Knopoff model with Ruina state law,
in particular to analyse the travelling wave solutions. Moreover, we conjecture
that these ideas can also be used to study of the one-dimensional spring-block
model with Dieterich state law. We elaborate on this latter point in the following
section.
3.11 Outline of future work
The results of this chapter have been obtained by using Ruina’s state law. It
is natural to ask whether we would get similar results by choosing other rate-
and-state friction laws. Is the spring-block model of Figure 3.2 going to have
periodic solutions with other state laws? Are these periodic solutions of relax-
ation oscillation type? Do the equations have the same structure at the singular
limit? If so, can we separate the dynamics into the slow dynamics on the critical
manifold and a dynamics at infinity where an object equivalent to the line L0
appears?
So far, there is no general agreement about which mathematical law best de-
scribes the experimental observations of friction on rocks [Mar98b, RM13, WPM15].
It is generally agreed that friction should be state dependent, where the state
is accountable for the memory effects that have been observed in laboratory
data. However, there is no general agreement on how many state variables
friction should have and on what is the physical meaning of each state vari-
able [Rui83, Gu86]. The simplest rate-and-state formulations consider only
one state variable ψ, and in this case the friction coefficient µ has the form
[GRRT84, Nak01]
µ(v, ψ) = µ0 + a ln
(
v
v0
)
+ b ln
(
v0ψ
L
)
, (3.101)
where a and b are positive empirical constants depending on the material proper-
ties, L is the characteristic displacement needed to recover the contact between
the two surfaces when slip occurs, and µ0 is the steady state friction coefficient
for a fault sliding at the velocity v0. Recall that we have already introduced
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these parameters for equations (3.2) and (3.4). The friction force is given by
Fµ = σµ, where σ is the stress normal to the friction interface and we assume
it to be constant and unitary, i.e. σ = 1 [Nak01].
The friction coefficient µ depends logarithmically with respect to the velocity v
and to the state ψ in (3.101). This dependence has been interpolated from data
obtained by laboratory experiments on rocks. The physical interpretation of
these dependences is that the static friction coefficient increases logarithmically
with respect to the hold time, and that the sliding friction coefficient decreases
with respect to the velocity [Mar98b], where this latter phenomenon is also
known as velocity weakening.
The formulation (3.101) has some limitations. In order for (3.101) to be well-
defined, the argument of the logarithm needs to be strictly positive, and this
means that (3.101) can describe only unilateral sliding that is, the mass can
only slide in the same direction of the the driving plate v0. Furthermore, for
(3.101) the stick condition v = 0 is not well defined. In chapter 4, we present the
problem of a friction oscillator where v changes sign repeatedly, so that (3.101)
cannot be used to study the problem.
Equation (3.101) needs to be coupled with a description of the state evolution for
ψ. The most common ODEs for the state are the Dieterich law [Die72, Die79],
ψ˙ = 1− vψ
L
, (3.102)
the Ruina law [Rui83]
ψ˙ = −vψ
L
ln
(
vψ
L
)
, (3.103)
and the Perrin law [Mar98b]
ψ˙ = 1−
(
vψ
2L
)2
.
We call a rate-and-state friction law the coupling of the equation for µ(v, ψ)
together with the dynamics for the state ψ.
The Dieterich law is also known as the ageing law or the slowness law because
the state ψ evolves even for truly stationary contact v = 0, that is ψ˙ = 1. The
Ruina law, that we have used in equation (3.2) to study the one-dimensional
spring-block model, is also known as the slip law, because the state ψ can only
evolve for v > 0. However, we remind the reader that the friction coefficient µ
is not defined for v = 0, therefore such difference cannot be used to tell which
law best describes the real friction force.
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Remark 3.32 We show how to derive the state variable θ, that we have used
previously in this chapter, from ψ and how we have obtained model (3.2).
The ODEs describing the one-dimensional spring-block model of Figure 3.2 can
be written generically as
u˙ = v − v0,
Mv˙ = −κu− Fµ,
(3.104)
where we need to explicit Fµ depending on the friction law that we wish to use.
We define [Nak01]
θ := vψ/L. (3.105)
The differentiation of (3.105) with respect to time gives θ˙ = bψ˙/ψ and by using
Ruina’s law (3.103) for ψ˙ we obtain, after some manipulation,
θ˙ = − v
L
(
b ln
(
v
v0
)
+ θ
)
,
that is the differential equation for θ that appears in (3.2).
Notice that in order to get rid of the parameter µ0 of (3.101) in (3.2), we have
introduced the rescaling u˜ = u+ µ0/κ and then we have dropped the tilde.
More recently, Putelat et al. have presented a new formulation of the rate-and-
state friction law, the so-called spinodal law [PDW07, PWD08]
µ(v, ψ) = a sinh−1
(
v
2v0
e
E(ψ)
kBT
)
,
ψ˙ =
1− ψ
t0
− |v|ψ
L
,
(3.106)
where the function E(ψ) of (3.106) is given by
E(ψ) =
kBT
a
(
µ0 + b ln
(
c+
ψ(L+ v0t0)
L
))
.
In (3.106), kB and T denote the Boltzmann constant and the absolute temper-
ature respectively, t0 is the characteristic timescale of static ageing and c is a
constant that usually has the value c = 10−3 [PDW10, WPM15]. This law is
called spinodal because at the steady state ψ˙ = 0 the function µ(v, ψ(v)) has a
“N” shape, where ψ(v) is the graph of ψ˙ = 0.
The spinodal law (3.106) resolves the limitations of (3.101) for v ≤ 0 since the
sinh−1 function is well defined in R. Furthermore, this law interpolates well the
experimental results of Heslot et al. [HBP+94, PD15].
In the following subsection 3.11.1, we outline the analysis of the one-dimensional
spring-block model when using the Dieterich state law. We are interested to see
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how general the results that we have obtained in this chapter are, and whether,
by doing a rigorous mathematical analysis of the problem, it would be possible
to identify which law, between the Dieterich and the Ruina one, best describes
the problem. In addition, it would be interesting to study the one-dimensional
spring-block model subject to the spinodal law. We leave such analysis to a
future manuscript.
3.11.1 The one-dimensional spring-block model with Di-
eterich state law
We consider the one-dimensional spring-block model (3.104) with Dieterich’s
state law (3.102), that is
ψ˙ = 1− vψ
L
,
u˙ = v − v0,
Mv˙ = −κu− µ(v, ψ),
where µ is given by (3.101). We introduce θ = vψ/L as in (3.105) and drop µ0
as motivated in Remark 3.32, so that after some manipulation we get
θ˙ =
b
L
(
v0 e
−θ/b−v
)
,
u˙ = v − v0,
Mv˙ = −κu−
(
θ + a ln
(
v
v0
))
.
We introduce the rescaling θ = ax, v = Ly, v = v0w, t˜ = (L/v0)t as we did in
section 3.2, so that we obtain the non-dimensional system
x˙ = (α+ 1)
(
e−
x
α+1 −w) ,
y˙ = w − 1,
εw˙ = −y − x+ lnw
ξ
,
where ξ = (κL)/a, α = (b− a)/a and ε = Mv20/(κL2) are the same parameters
as introduced in section 3.2, and in particular 0 < ε 1. We introduce z = lnw
so that we get
x˙ = (α+ 1)
(
e−
x
α+1 − ez) ,
y˙ = ez −1,
εz˙ = − e−z
(
y +
x+ z
ξ
)
.
(3.107)
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Figure 3.19: Numerical simulations of (3.107) for α = 0.9 and ξ = 0.5. In (a):
ε = 10−2. In (b): ε = 10−4.
Remark 3.33 Recall that the ODEs describing the one-dimensional spring-
block model with Ruina’s state law are
x˙ = − ez (x+ (1 + α)z) ,
y˙ = ez −1,
εz˙ = − e−z
(
y +
x+ z
ξ
)
.
(3.108)
By comparing (3.107) with (3.108) we see that the two systems differ only for
the state equation x˙, that is given by either Dieterich’s or Ruina’s formulation.
For 0 < ε  1 both system are slow-fast, and at the singular limit ε = 0 they
share the same critical manifold C0 given by
C0 :=
{
(x, y, z) ∈ R3
∣∣∣ z = −x− ξy}. (3.109)
This manifold, is normally hyperbolic and attracting for (3.107) with the same
linear stability properties (3.8). This means that C0 loses normal hyperbolicity
exponentially fast for z → +∞ also for system (3.107).
In Figure 3.19 we can see that system (3.107) has periodic solutions that resem-
ble relaxation oscillations, and that are very similar to the ones of Figure 3.1.
We can also notice that for decreasing values of ε, both the amplitude and the
period of the limit cycles increase.
The increase in amplitude of the periodic orbits for ε→ 0, and the fact that C0
loses hyperbolicity exponentially fast at infinity, suggest that we could expect
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some special dynamics at infinity for ε = 0, as in the previous case with Ruina’s
state law. Recall from section 3.3, that the line L0 can be found naïvely as the
x-nullcline of (3.108), that is x + z(1 + α) = 0, see (3.10). Given that the two
problems (3.108) and (3.107) share the same structure, we would expect that
the x-nullcline of (3.107) should also play a role for (3.107) when z  ln ε−1.
The x-nullcline of (3.107) is given by e−
x
α+1 − ez = 0. This latter condition
implies x+ z(1 + α) = 0, which is exactly the same expression as (3.10).
By introducing a four-dimensional Poincaré sphere for system (3.107), similarly
to what we have done in section 3.7,
S3,+ := {(X,Y, Z,W ) ∈ R4∣∣ X2 + Y 2 + Z2 +W 2 = 1, W ≥ 0} ,
we can rewrite the dynamics of (3.107) along the three charts K1,K2 and K3
defined as in (3.43b), (3.41) and (3.43a) respectively. Figure 3.20 shows a nu-
merical simulation of the limit cycles of (3.107) for ε = {10−2, 10−4, 10−6}.
These limit cycles sit on C0 in a neighbourhood of the origin, as shown in Fig-
ure 3.20(a), and they contract towards the line L0 when sufficiently far from the
origin, see Figure 3.20(b). Surprisingly, Figures 3.20(b) and 3.20(c) indicate
that the more ε decreases, the more the limit cycles contract towards the seg-
ments γ1,2, γ2,4, γ4,5 and γ5,6 that have been introduced in Definition 3.15. This
suggests that the singular cycle Γ0 of Definition 3.15 could play a role at the
singular limit ε = 0 and α > ξ for system (3.107). At this stage though, we do
not have arguments to conclude that this should be the case. However it looks
reasonable that we could possibly formulate a conjecture similar to Conjecture
3.16 for 0 < ε 1 for system (3.107). In order to see whether this is the case,
we first consider the reduced problem associated to (3.107) for ε = 0.
Remark 3.34 We believe that the observations of Remark (3.33), together
with the fact that L0 and the singular cycle Γ0 look to play a special role for
solutions of (3.107), contribute to explain why it is difficult to tell which be-
tween the Dieterich and the Ruina law best represents the experimental results
on friction. As we will see in the remaining part of the section, there are a few
differences between the two formulations, but these are noticeable at unphysical
regimes, i.e. for very large values of (x, y, z).
Analysis of the reduced problem The reduced problem of (3.107) is ob-
tained by setting ε = 0 in (3.107). This gives
fD0 (x, y;α) :=
{
y˙ = ez −1,
z˙ = ξ + ez(α+ 1− ξ)− (1 + α) e ξy+zα+1 (3.110)
where we have differentiated z = −ξy − x (3.109) with respect to time in order
to rewrite (3.110) in terms of (y, z) so that it is consistent with (3.11). In this
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section we use the superscript D to distinguish objects defined for the Dieterich
problem (3.107) from the equivalent ones that we have defined for the Ruina
problem (3.108).
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Figure 3.20: In (a): numerical simulation of the limit cycles of (3.1) for ε ∈
{10−6, 10−4, 10−2}, α = 0.9 and ξ = 0.5. In (b): portion of the
periodic orbits visible in chart K3, i.e. between the green lower
triangle and the red square. In (c): portion of the periodic orbits
visible in K1, i.e. between the blue diamond and the yellow
upper triangle. The portions between the blue triangle and the
red square are visible both in K3 and K1 since the two charts
overlap for y3 > 0 or z1 > 0.
Proposition 3.35 The vector field (3.110) has an equilibrium point in (y, z) =
(0, 0), that undergoes a degenerate Hopf bifurcation for α = ξ. In particular
fD0 (y, z; ξ) is Hamiltonian, and it can be rewritten as
fD0 (y, z; ξ) = g
D(y, z)J∇HD(y, z), (3.111)
with
gD(y, z) = e
ξy+z
1+ξ , (3.112a)
HD(y, z) =
1 + ξ
ξ
(
e
ξ(z−y)
1+ξ +ξy + ξ e−
ξy+z
1+ξ −1− ξ
)
, (3.112b)
where J is the standard symplectic structure matrix: J =
[
0 1−1 0
]
. The equilib-
rium point (y, z) = (0, 0) corresponds to HD(y, z) = 0, and is surrounded by a
family of periodic orbits, parametrised by HD(y, z) = h, h ≥ 0.
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Figure 3.21: Numerical simulation of (3.111) for α = ξ = 0.5. In (a): phase
space for the level sets HD = [0.01; 1; 5; 10; 20; 30; 40] (3.112b).
The axis orientation is chosen in order to facilitate the compar-
ison with Figure 3.4(a). In (b): solution in forward time for
HD = 1.
Proof. The linear stability analysis of (3.110) in the equilibrium point (y, z) =
(0, 0) gives the following Jacobian matrix
DfD0 (0, 0;α) =
[
0 1
−ξ α− ξ
]
.
This matrix has determinant ξ > 0, and the trace is zero for α = ξ. Hence a
Hopf bifurcation occurs for α = ξ. The direct substitution of (3.112) into (3.111)
shows that (3.110) is Hamiltonian for α = ξ. Therefore the Hopf bifurcation is
degenerate. 
From Proposition 3.35 we obtain a family of periodic orbits for α = ξ. A
numerical simulation of (3.111) is illustrated in Figure 3.21(a) for positive values
of H(y, z). These orbits have an intrinsic slow-fast structure, as shown in Figure
3.21(b), that is similar to the one that the orbits of the reduced problem (3.12)
have, compare with Figure 3.4(b).
The intersection of the Hamiltonian trajectories with the y-axis is transversal
for all h > 0, since the following condition holds:
∂HD
∂y
(y, 0) = (1 + ξ)
(
1− e− ξy1+ξ
)
6= 0, ∀y 6= 0.
It follows that the function HD(y, 0) defines a diffeomorphism between the
points on the positive y-axis and the corresponding values h > 0. The in-
tersection of the y-axis with the orbits HD(y, z) = h corresponds to the real
3.11 Outline of future work 85
(a)
H=1
H<1
C
0
Q
3
Q
1
Q
6
Q
7
W
c,s
W
c,u
(b)
HD>0
C
0
HD= 8
Figure 3.22: Comparison of the phase space of the reduced problem for α = ξ
for the system with Ruina state law (a) and with the Dieterich
state law (b). In bold the upper bound for the periodic orbits
roots of
e−η +η − 1 = hξ
(1 + ξ)2
, η :=
ξy
1 + ξ
. (3.113)
Equation (3.113) has one root h = 0 and no roots exist for h < 0. For any h > 0,
(3.113) has two roots, where one is for y > 0 and the other one is for y < 0.
For h → +∞ the positive root behaves like y = O(h), while the negative one
behaves like y = O(ln(h−1)). It follows that the equilibrium point (y, z) = (0, 0)
is surrounded by periodic orbits for any h > 0. This makes a difference with the
analogous expression for the Ruina case (3.14), where for h→ 1 the solution for
y < 0 was bounded by y → −1/ξ from below, while in this case y is unbounded.
Here we have a first remarkable difference with the one-dimensional spring-block
model with Ruina’s state law. While in the case of (3.11) we had bounded orbits
for H ∈]0, 1[ and unbounded orbits for H ≥ 1, the reduced problem (3.110) has
bounded orbits for any HD = h, where h > 0. Figure 3.22 compares the two
phase spaces of (3.12) and (3.111), respectively.
It follows that there cannot by any saddle points on C0,∞ when α = ξ and
hence, in this case the points Q1, Q3, Q6 and Q7 of Proposition 3.3 cannot play
a special role for the reduced problem (3.110) for α = ξ.
We use the Melnikov method of subsection 3.5.3 to study how the Hamiltonian
system (3.111) breaks up near α = ξ. In order to do so, we introduce a distance
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function ∆D(α), equivalent to (3.31), so that
∆D(α) = HD(d+)−HD(d−),
=
∫ T+
0
H˙D(γ+(t)) dt+
∫ 0
T−
H˙D(γ−(t)) dt,
=
∫ T+
0
∇HD(h) · fD0 (y, z;α) dt+
∫ 0
T−
∇HD(h) · fD0 (y, z;α) dt,
(3.114)
where D, d± and γ± are defined in a similar fashion as in Figure 3.9(a). By
Taylor expanding (3.114) around α = ξ we obtain
∆D(α) = (α− ξ)∆Dα (h) + O((α− ξ)2), (3.115)
with the quantity ∆Dα (h) defined as
∆Dα (h) =
∫ T+h
T−h
∇HD(h) · ∂f
D
0
∂α
(y, z; ξ) dt
=
∫ T+h
T−h ,
(ez −1)
(
e
ξ(z−y)
1+ξ +
ξy + z
1 + ξ
− 1
)
dt.
(3.116)
We cannot easily say whether (3.116) is always positive, but in Figure 3.23(a)
we have computed (3.116) numerically for the case of ξ = 0.5 and h ∈]0, 1].
We can see that ∆Dα is strictly positive for all h ∈]0, 1]. Furthermore, we have
observed that by increasing the interval of h values, ∆Dα continues increasing
monotonically. Therefore, we conclude that for α − ξ ∈ [−c, c], c > 0 small, no
periodic orbit exists on the critical manifold C0 for the reduced problem (3.110).
Instead, for α > ξ orbits will spiral outwards, while they will spiral inwards for
α < ξ, so that the local phase space around the origin of (3.110) should look
like the one of Figure 3.7.
Analysis of the perturbed problem for ε > 0 The compact manifold
SD0 = {(x, y, z) ∈ C0| 0 ≤ HD(y, z) ≤ µ−1}, (3.117)
is normally hyperbolic for ε = 0 and 0 < µ < 1 small but fixed. Fenichel’s
theorems guarantee that for ε sufficiently small there exists a locally invariant
manifold SDε that is O(ε)-close to SD0 and is diffeomorphic to it. Moreover the
flow on SDε converges to the flow of the reduced problem (3.110) for ε → 0. A
computation shows that SDε at first order is given by the graph
zD = −(x+ ξy) + εξ e−ξy−x ((1 + α) e− x1+α +(ξ − α− 1) e−ξy−x−ξ)+ O(ε2),
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Figure 3.23: (a): Numerical computation of ∆Dα (h) for ξ = 0.5 and h ∈]0, 1].
(b): Plot of the leading order coefficient in (3.120) for ξ = 0.5
and h ∈]0, 1].
so that we have the following vector field fDε (y, z;α, ε) on SDε
fDε (y, z;α, ε) := f
D
0 (y, z;α)− εξ e2z φ(y, z)
[
1
α+ 1− ξ
]
+ O(ε2), (3.118)
with φ(y, z) := ξ + ez(α+ 1− ξ)− (α+ 1) e z+ξyα+1 .
Proposition 3.36 Consider the compact manifold SD0 defined in (3.117).
Then SD0 perturbs to a locally invariant slow manifold SDε for 0 < ε  1. On
SDε the origin of (3.118) undergoes a subcritical Hopf bifurcation for
α = αH := ξ − εξ2 + O(ε2),
with a positive first Lyapunov coefficient
aD =
1
8
εξ3 + O(ε2) > 0. (3.119)
Therefore for α ∈ (αH , αH + cε) with c sufficiently small, there exists a family of
locally unique repelling limit cycles with amplitude of order O
(√−(α− αH)/aD).
The proof of Proposition 3.36 follows from straightforward computations. Since
(3.119) is proportional to ε, the results of Proposition 3.36 are valid only for a
very small interval of α around αH . We use the Melnikov analysis to extend the
small limit cycles of Proposition 3.36 into larger ones.
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Proposition 3.37 Consider the slow manifold SDε of Proposition 3.36. On
SDε there exists a family of closed periodic orbits for
α = αM (h) := ξ − ε∆
D
ε (h)
∆Dα (h)
+ O(ε2), (3.120)
where h ∈ [c1(µ), c2(µ)] with (c1, c2)(µ) sufficiently small. The quantity ∆Dε (h)
is defined as
∆Dε (h) =
∫ T+h
T−h
∇HD(h) · ∂f
D
ε
∂ε
(y, z; ξ, 0) dt, (3.121)
while ∆Dα (h) > 0 was defined in (3.116).
Proof. By Fenichel’s theorem we know that the flow on SDε converges to the
flow of the reduced problem (3.110) for ε → 0. Therefore, we can define the
distance function ∆D(α, ε) similarly to (3.114), and whose Taylor expansion
around α = ξ and ε = 0 is
∆D(α, ε) = (α− ξ)∆Dα (h) + ε∆Dε (h) + O((α− ξ + ε)2), (3.122)
with ∆Dα (h) and ∆Dε (h) defined in (3.116) and (3.121) respectively. The inte-
grand of ∆Dα (h) is strictly positive for all h ∈ [c1(µ), c2(µ)], therefore we can
apply the Implicit Function Theorem to (3.122) for ∆D(α, ε) = 0 and obtain
the result (3.120). 
In Figure 3.23(b) we show a numerical computation of the leading order co-
efficient in (3.120) for an interval of energies H = h ∈ (0, 1]. A saddle-node
bifurcation occours for h ' 0.4. This implies that the family of unstable pe-
riodic orbits originating from the Hopf bifurcation is connected to a family of
stable periodic orbits through the saddle-node bifurcation.
However, these stable periodic orbits appear on SDε for α − ξ = O(ε), so they
do not correspond to the limit cycles of Figure 3.20(a) that appear for larger
values of α− ξ.
In order to explain the periodic orbits that we have seen in Figure 3.20 we would
need to make a singular limit analysis in charts K3 and K1, similarly to what
we have done in section 3.8. However, we expect this to be more difficult, due to
the differences illustrated in Figure 3.22. We make the following considerations.
Firstly, we conjecture that the singular trajectory Γ0 of Definition 3.15 should
play a role for α > ξ, similarly to what expressed in Conjecture 3.16. This is sup-
ported from the numerical simulations of Figure 3.20 for α > ξ and 0 < ε 1.
Thus for α > ξ, we would expect the points Q1, Q5 and Q6 to appear at C0,∞
and to be non-degenerate, even though our analysis on the reduced problem
(3.110) has shown that there are no saddle points on C0,∞ for α = ξ.
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Figure 3.24: Conjectured bifurcation diagram of the limit cycles for ε  1.
The dashed line represents the model with Ruina law, while the
dash-dotted line the one with Dieterich law.
Secondly, we suppose the periodic orbits of Figure 3.20 to belong to the family
of periodic orbits that originates from the Hopf bifurcation for α = ξ. Figure
3.24 gives a representation of our considerations.
So far, the analysis of the problem (3.107) is promising, in the sense that many
results that we have obtained in this chapter are also shared by the model with
the Dieterich state law. In the case that our conjectures are correct, the analysis
of the spring-block model with Ruina’s state law that we have done would be-
come even more relevant. Indeed, in such case we would not only have unfolded
the structure behind the periodic solutions in our model, but we would also have
identified the mechanism for earthquake ruptures of two of the most well known
state laws. In such case, it would be interesting to study the continuum formu-
lation of the Burridge and Knopoff model with Dieterich state law, in order to
see whether there are travelling wave solutions that are described by (3.107).
Of course, when we modify the function µ(v, ψ) and consider the spinodal law
(3.106), more complications may occur, as we expect the critical manifold to
change from (3.109), and the reduced problem will probably not be Hamilto-
nian. Furthermore, we expect the phase space of the one-dimensional spring-
block model to change substantially when using the spinodal law, since this law
introduces three equilibrium points [PDC17], while both the Dieterich and the
Ruina law have only one equilibrium in (x, y, z) = (0, 0, 0).
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Chapter 4
Canards in stiction
We study the solutions of a friction oscillator subject to stiction. The vector field of this
discontinuous model does not follow the Filippov convention, and the concept of Filippov so-
lutions cannot be used. Furthermore, some Carathéodory solutions are unphysical. Therefore,
we introduce the concept of stiction solutions: these are the Carathéodory solutions that are
physically relevant, i.e., the ones that follow the stiction law. However, we find that some
of the stiction solutions are forward nonunique in subregions of the slip onset. We call these
solutions singular, in contrast to the regular stiction solutions that are forward unique. In
order to further the understanding of the nonunique dynamics, we introduce a regularization
of the model. This gives a singularly perturbed problem that captures the main features
of the original discontinuous problem. We identify a repelling slow manifold that separates
the forward slipping from the forward sticking solutions, leading to a high sensitivity to the
initial conditions. On this slow manifold we find canard trajectories that have the physical
interpretation of delaying the slip onset. We show that the regularized problem has a family
of periodic orbits interacting with the canards. We observe that this family has a saddle
stability and that it connects, in the rigid body limit, the two regular, slip-stick branches of
the discontinuous problem, which were otherwise disconnected.
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4.1 Introduction
Friction is a tangential reaction force that appears whenever two rough sur-
faces are in contact. This energy-dissipating force is desirable in car brakes
[CCM+09], it occurs at the boundaries of the Earth’s crustal plates during fault
slip [Nak01, WPM15], and it causes the sound of string instruments [Aka02,
FGHP98]. Friction may initiate undesirable noise, like the squeaking of the
chalk on a blackboard or the squealing of train wheels in tight curves [HA00]. It
may also induce chattering vibrations, as in machine tools [PW81] and in relay
feedback systems [OA01].
The variety of the above-mentioned examples underlines the importance of un-
derstanding the friction force, although this is far from being accomplished.
For instance, little is known on the shape of the friction law for small ve-
locities, as it is difficult to verify it experimentally [PDW10, HOP96]. Yet,
it is recognized that the maximal value of the friction force at stick, that is,
at zero relative velocity, is higher than at slip, when the two surfaces are
in relative motion [Rab51]. Several models of friction exist in the literature
[OACdW+98, PRSV16, WSWK08, WPM15], and most of them are discontinu-
ous at stick, like the stiction model. Stiction defines a maximum static friction
force during stick and a lower dynamic friction force at slip. In subsets of the
discontinuity, the stiction model has solutions that are forward nonunique. In
these subsets, a numerical simulation requires a choice of forward integration,
possibly discarding solutions.
In this chapter we aim to unveil, through a mathematical analysis, new features
of the stiction law around the slip onset, i.e., when the surfaces start to slip.
We show that, in certain circumstances, the slip onset is delayed with respect to
the instant where the external forces have equalled the maximum static friction.
This result, which in principle could be tested experimentally, has physical im-
plications that may further the understanding of phenomena related to friction.
In this chapter we study the new features of the stiction law in a model of a
friction oscillator subject to stiction [Sha86]. This is a discontinuous system,
and one may attempt to study it by using the well-developed theory of Filippov
(see [Fil88, DBBCK08]). However, it turns out that the model’s vector field is
not obtained from a linear convex combination of two adjacent equations, and
for this reason we say that our model is non-Filippov. New concepts of solution
of a discontinuous system are introduced, but they lack forward uniqueness in
certain subregions of the slip onset. Here it is not possible to predict whether
the oscillator will slip or stick in forward time. To deal with the nonuniqueness,
a regularization is introduced [ST96, KH15a]: this gives a smooth, singularly
perturbed problem that captures the main features of the original problem.
Singular perturbation methods [Jon95] can be used to study the regularized
system. The lack of uniqueness turns into a high sensitivity to the initial condi-
tions, where a repelling slow manifold separates sticking from slipping solutions.
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Figure 4.1: Model of a friction oscillator.
Along this manifold canard-like trajectories appear. These canard trajectories
are the ones that delay the slip onset.
It is already known that the friction oscillator may exhibit chaotic [LC14,
HOP98] and periodic behaviour [CS06, OA01, PS90]. This chapter shows, with
a numerical computation, that there exists a family of slip-stick periodic orbits
interacting with the canard solutions. This family connects, at the rigid body
limit, the two branches of slip-stick orbits of the discontinuous problem. Fur-
thermore, the orbits of this family are highly unstable, due to an “explosion” of
the Floquet multipliers.
The chapter is structured as follows. Section 4.2 presents the model, and section
4.3 studies its geometrical structure. Section 4.4 introduces a concept of solu-
tion that makes sense for the discontinuous model, and section 4.5 introduces
the regularization. Section 4.6 shows slip-stick periodic orbits interacting with
the canard solutions. Finally, section 4.7 concludes the chapter and discusses
the results. The results of this chapter are published in [BBK17a].
4.2 Model
A friction oscillator consists of a mass M that sits on a rough table, as shown in
Figure 4.1, and that is subject to a periodic forcing Fω(t¯) := −A sin(ωt¯), with
A and ω parameters and t¯ time. The mass is connected to a spring of stiffness κ
that at rest has zero length. Hence, the spring elongation u corresponds to the
position of M . Besides, the motion of the mass on the rough table generates a
frictional force F that aims to oppose this movement. The system of equations
describing the friction oscillator is
u˙ = v,
Mv˙ = −κu+ Fω(t¯) + F.
(4.1)
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The friction force F is modelled as stiction. According to this law, F has
different values depending on whether the slip velocity v is zero or not. During
slip (v 6= 0), stiction is identical to the classical Coulomb law: the friction force
is constant and acts in the opposite direction of the relative motion,
F = −Nfd sign v when v 6= 0. (4.2)
In equation (4.2) the parameter N is the normal force, fd is the dimensionless
dynamic friction coefficient, and the sign function is defined as
signα :=
{
1 if α > 0,
−1 if α < 0.
Figure 4.2(a) illustrates the slipping law (4.2). For zero slip velocity (v = 0), it
is necessary to consider whether this happens on a whole time interval or only
instantaneously, i.e. whether v˙ is also zero or not. The former case (v = v˙ = 0)
defines the stick phase, and from (4.1) it follows that
F = w(t¯, u) when v = 0 and |w| < Nfs, (4.3)
where w(t¯, u) := κu − Fω(t¯) is the sum of forces that induce the motion of M .
The parameter fs in (4.3) is the dimensionless static friction coefficient, and
fs > fd > 0 [Rab51]. The idea is that the value of the static friction is exactly
the one that counteracts the other forces acting on M , so that the mass will
keep on sticking. However, the static friction (4.3) can only oppose the motion
of M up to the maximum static friction ±Nfs, and thus
F = Nfs signw when v = 0 and |w| > Nfs.
In this latter case the friction force is not sufficient to maintain v˙ = 0, and
therefore the mass will slip in forward time. Figure 4.2(b) illustrates the friction
law for v = 0. In compact form, stiction is written as
F (v, w) =

−Nfd sign v v 6= 0,
w v = 0 and |w| < Nfs,
Nfs signw v = 0 and |w| > Nfs.
The friction law is not defined for v = 0 and |w| = Nfs, where the external
forces equal the maximum static friction during stick. Other modelling choices
may fix a value of F in these points. These choices do not affect the results of
the following analysis; see section 4.4. By rescaling
u =
V
ω
x, v = V y, t¯ =
t
ω
,
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Figure 4.2: Stiction friction F (v, w). (a): v 6= 0. (b): v = 0.
system (4.1) is rewritten in its dimensionless form
x˙ = y,
y˙ = −ξ(x, θ) + µ(y, ξ(x, θ)),
θ˙ = 1,
(4.4)
where θ ∈ T1 is a new variable describing the phase of the periodic forcing,
and that makes system (4.4) autonomous. In this new system the dot has
the meaning of differentiation with respect to the time t, and γ := Ω/ω is
the ratio between the natural frequency of the spring Ω :=
√
κ/M and the
forcing frequency ω. Therefore, γ → ∞ corresponds to the rigid body limit.
Furthermore, in (4.4) we have introduced the function
ξ(x, θ) :=
w
A
= γ2x+ sin θ.
Remark 4.1 The function ξ(x, θ) is the sum of the rescaled external forces.
In the following, we drop the function’s arguments when they are unnecessary
and simply refer to it as ξ. In some plots (like in Figure 4.3) we will replace x
by ξ(x, θ) to get better pictures.
In (4.4), the function µ describes the dimensionless stiction law:
µ(y, ξ(x, θ)) =

−µd sign y y 6= 0,
ξ y = 0 and |ξ| < µs,
µs sign ξ y = 0 and |ξ| > µs,
(4.5)
where µd,s := Nfd,s/A. System (4.4) together with the friction function (4.5)
is the model used in the rest of the analysis. In compact form it is written
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as z˙ = Z(z), where z := (x, y, θ) ∈ R2 × T1, and T1 := R/2piZ. The vector
field Z(z) is not defined on the two lines {y = 0, ξ = ±µs}. Section 4.3 studies
the phase space of (4.4) using geometrical tools from piecewise-smooth theory
[DBBCK08, Fil88].
4.3 Geometric analysis of the discontinuous sys-
tem
This section analyses the friction oscillator (4.4) with stiction friction (4.5) in
the context of piecewise-smooth dynamical systems. The notation is consistent
with the one in [GHS10]. System (4.4) is smooth in the two regions
G+ := {(x, y, θ) ∈ R2 × T1 | y > 0},
G− := {(x, y, θ) ∈ R2 × T1 | y < 0}.
Let Z+(z) (Z−(z)) be the vector field Z(z) restricted to G+ (G−) and extended
to the closure of G+ (G−). These two smooth vector fields have the explicit
form
Z± =

x˙ = y,
y˙ = −ξ(x, θ)∓ µd,
θ˙ = 1.
The set Σ := {(x, y, θ) ∈ R2 × T1 | y = 0} is a surface of discontinuity of Z(z),
and it is called the switching manifold. The vector field Z(z) is well defined in
Σ \ {ξ = ±µs}, and its dynamics on the y-coordinate is
y˙ = −ξ(x, θ) + µ (0, ξ(x, θ))

> 0 for ξ < −µs,
= 0 for |ξ| < µs,
< 0 for ξ > µs.
Therefore, it is natural to subdivide Σ into the three sets
Σ+c := {(x, y, θ) ∈ R2 × T1 | y = 0 and ξ < −µs},
Σs := {(x, y, θ) ∈ R2 × T1 | y = 0 and − µs < ξ < µs},
Σ−c := {(x, y, θ) ∈ R2 × T1 | y = 0 and ξ > µs}
that are shown in Figure 4.3(a). The set Σ+c (Σ−c ) is called the crossing region
pointing upwards (downwards) because orbits here switch from G− to G+ (from
G+ to G−). The strip Σs is called the sticking region because trajectories within
it are not allowed to switch to G±, and they correspond to solutions where the
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Figure 4.3: (a) Vector fields Z± and their tangencies at ξ = ∓µd in the
(ξ(x, θ), y, θ)-space. Z− is dashed because it is below Σs. The grey
bands indicate where Z± suggest crossing, but instead the solution
for y = 0 is sticking. (b) Phase space of Zs in the (x, y, θ)-space
with the tangencies at θ = {pi/2, 3pi/2}. The leaf Fx1 is a full cir-
cle, while Fx2 is an arc of a circle. The intervals of nonuniqueness
I± are introduced in Proposition 4.9.
mass sticks to the table. Let Zs(z) be the smooth vector field Z(z) restricted to
Σs and extended to the closure of Σs. This two-dimensional vector field has the
explicit form (x˙, θ˙) = (0, 1), and thus Σs is foliated by invariant arcs of circles
Fx0 := {(x, y, θ) ∈ Σs | x = x0} (4.6)
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since θ ∈ T1. Figure 4.3(b) shows the foliation Fx0 . The boundaries of Σs with
Σ±c define the two sets
∂Σ+c := {(x, y, θ) ∈ R2 × T1 | y = 0 and ξ = −µs},
∂Σ−c := {(x, y, θ) ∈ R2 × T1 | y = 0 and ξ = µs}.
The vector field Z(z) is not defined on ∂Σ±c , but the three vector fields Zs(z)
and Z±(z) are. Indeed, ∂Σ±c belong to the closure of both Σs and G±. Hence,
on ∂Σ±c , solutions may be forward nonunique. This will be discussed in section
4.4.
Propositions 4.3 and 4.5 below say where the vector fields Zs(z), Z±(z) are
tangent to ∂Σ±c and Σ, respectively. The results are shown in Figure 4.3. First,
a definition introduces the concepts of visible and invisible tangency.
Definition 4.2 Let Σˆ := {z ∈ Rn | χ(z) > 0}, where χ : Rn → R is a smooth
and regular function such that ∇χ(z) 6= 0 for every z ∈ Rn. Furthermore, let
Zˆ : Σˆ→ Rn be a smooth vector field having a smooth extension to the boundary
of Σˆ, that is, for χ(z) = 0. In addition, let LZˆχ(z) := ∇χ · Zˆ(z) denote the Lie
derivative of χ with respect to Zˆ(z).
The vector field Zˆ(z) is tangent to the set χ(z) = 0 at p ∈ Σˆ if LZˆχ(p) = 0. The
tangency is called visible (invisible) if L2
Zˆ
χ(p) > 0 (L2
Zˆ
χ(p) < 0), where L2
Zˆ
χ(p)
is the second-order Lie derivative. The tangency is a cusp if L2
Zˆ
χ(p) = 0 but
L3
Zˆ
χ(p) 6= 0.
In other words, the tangency is visible if the orbit z˙ = Zˆ(z) starting at p stays
in Σˆ for all sufficiently small |t| > 0, and it is invisible if it never does so
[DBBCK08, pp. 93 and 237]. A quadratic tangency is also called a fold [Tei93].
Proposition 4.3 Zs(z) is tangent to ∂Σ−c (∂Σ+c ) in the isolated points θ ∈
{pi/2, 3pi/2}. The tangency is visible (invisible) for θ = pi/2 and invisible (visi-
ble) for θ = 3pi/2.
Proof. Define the function χ(x, θ) = µs− ξ(x, θ) so that it is defined within Σ
and its zeroes belong to ∂Σ−c . Then LZsχ(p) = 0 in θ = {pi/2, 3pi/2}. Moreover,
L2Zsχ(p) = sin θ. Hence, θ = pi/2 (θ = 3pi/2) is a visible (invisible) fold. Similar
computations prove the result for ∂Σ+c . 
Corollary 4.4 If µs > 1, then the invariant leaves Fx of (4.6) with |γ2x| <
µs−1 are periodic with period 2pi. The remaining leaves of (4.6), having |γ2x| ≥
µs − 1, escape Σs in finite time. If µs < 1, no periodic solutions exist on Σs.
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Proof. The sticking trajectory γ2x(t) = µs−1 (γ2x(t) = −µs+1) is tangent to
∂Σ−c (∂Σ+c ) because ξ(x, pi/2) = µs (ξ(x, 3pi/2) = −µs). These two lines coincide
for µs = 1. When µs > 1 the orbits |γ2x(t)| < µs−1 are included within the two
tangent orbits. Hence, they never intersect the boundaries ∂Σ±c and therefore
are periodic with period 2pi. Instead, the trajectories µs > |γ2x(t)| ≥ µs − 1
exit Σs in finite time. 
The orbit Fx1 ⊂ Σs of Figure 4.3(b) is periodic, while Fx2 leaves Σs in finite
time. The period T = 2pi corresponds to a period T¯ = 2pi/ω in the original time
t¯, as is often mentioned in the literature [CS06, Sha86]. The condition µs > 1
corresponds to Nfs > A; that is, the maximum static friction force is larger
than the amplitude of the forcing Fω. This interpretation makes it an obvious
condition for having sticking solutions.
Proposition 4.5 The vector field Z− (Z+) is tangent to Σ on the line ξ = µd
(ξ = −µd). The tangency is invisible (visible) for θ ∈]pi/2, 3pi/2[, and it is visible
(invisible) for θ ∈ [0, pi/2[ and θ ∈]3pi/2, 2pi[, while it is a cusp on the isolated
points θ = {pi/2, 3pi/2}.
Proof. Define the function χ(x, y, θ) = −y so that it is defined in G− and it
is zero in Σ. Then LZ−χ(p) = ξ(x, θ) − µd = 0 on the line ξ = µd, θ ∈ T1.
Moreover, L2Z−χ(p) = cos θ. This is negative for θ ∈]pi/2, 3pi/2[ and positive
for θ ∈ [0, pi/2[ and θ ∈]3pi/2, 2pi[. The points θ = pi/2 and θ = 3pi/2 have
L2Z−χ(p) = 0, but L3Z−σ(p) 6= 0. Similar computations prove the result for
Z+(z). 
The knowledge of the tangencies is sufficient to describe the local phase space
of system (4.4) around the discontinuity Σ, as Figure 4.3 shows. Section 4.4
discusses how forward solutions of Z(z), which are smooth within each set G±
and Σs, connect at the boundaries of these regions. It is futile to study solutions
in backwards time because when an orbit lands on Σs, the information of when
it has landed is lost.
4.4 Forward solutions of the discontinuous sys-
tem
Classical results on existence and uniqueness of solutions require Lipschitz con-
tinuous right-hand sides and therefore do not apply to discontinuous systems
like (4.4). A class of discontinuous systems for which some results are known is
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the one of Filippov type [Fil88, a) §4 ]. We call a Filippov type system a sys-
tem where the linear convex combination of the vector fields Z±(z) is sufficient
to describe the dynamics within the switching manifold Σ. Filippov’s convex
method is useful, especially when there is no vector field already defined on Σ.
Let Z±y (z) be the y component of Z±(z) in a point z ∈ Σ. Then Filip-
pov’s convex method defines the crossing region as the subset of Σ where
Z+y · Z−y (z) > 0, while the sliding region Σs,Filippov satisfies Z+y · Z−y (z) < 0
[Fil88, §4], [DBBCK08, p. 76]. The idea is that solutions inside the sliding
region cannot exit Σ because Z±(z) do not allow it.
Remark 4.6 System (4.4) together with the friction law (4.5) is not of Fil-
ippov type. Indeed, the sliding region of system (4.4) is
Σs,Filippov := {(x, y, θ) ∈ R2 × T1 | y = 0 and − µd < ξ < µd},
which is a strip within Σs whenever µd < µs. In the two remaining bands
Σ−s,stiction := {(x, y, θ) ∈ R2 × T1 | y = 0 and ξ ∈]µd, µs[},
Σ+s,stiction := {(x, y, θ) ∈ R2 × T1 | y = 0 and ξ ∈]− µs,−µd[},
which are coloured in grey in Figure 4.3(a), the vector field Zs(z) does not belong
to the convex closure of Z±(z). Here Filippov’s method predicts orbits to switch
from G+ to G− or vice versa, but the actual solution of model (4.4) lies within
Σs. When µd = µs, the friction law (4.5) equals the classical Coulomb friction
and Σs coincides with Σs,Filippov. This case has been studied in [GHS10, KP08,
CSS07].
The two grey bands Σ±s,stiction are unstable to perturbations in y. Consider, for
instance, a trajectory in Σ−s,stiction that is pushed to G
− by an arbitrary small
perturbation: this solution will evolve far from Σ−s,stiction by following Z
−(z).
Another notion of forward solution of a discontinuous system is the Carathéodory
solution [Cor08], [Fil88, §1]. This is an absolutely continuous function z(t) that
satisfies
z(t) = z(0) +
∫ t
0
Z(z(s)) ds, t ≥ 0, (4.7)
where the integral is in a Lebesgue sense. Hence, in order to have a Carathéodory
solution, Z(z) need only be defined almost everywhere.
Proposition 4.7 For every z0 =z(0) ∈ R2×T1 there exists a global forward
Carathéodory solution of model (4.4) satisfying (4.7) for every t ≥ 0.
Proof. For every z0 there exists at least one local classical solution of either
Z±(z) or Zs(z). A forward solution of (4.7) is obtained by piecing together such
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interacting with the line of forward nonuniqueness I−.
local orbits on Σ. This can be done for every t > 0 since Z±(z) and Zs(z) are
each linear in (x, y), excluding the possibility of blow-up in finite time. 
Not every forward Carathéodory solution has a physical meaning. Consider, for
instance, a trajectory that under the forward flow (4.4) lands inside Σ−s,stiction,
as shown in Figure 4.4(a). There are two ways to obtain a forward solution at
this point: either leave Σ and follow the vector field Z−(z), or remain on Σs.
Besides, the forward trajectory on Σs may switch to G− at any point within
Σ−s,stiction. The orbits switching to G
− appear to be mathematical artifacts, as
they do not satisfy the condition |ξ| > µs of the stiction law (4.5). There is
a need to have a concept of solution that discards all these pathologies. The
following definition does so by using a “minimal” approach.
Definition 4.8 A stiction solution t 7→ z(t), with t ≥ 0, is a Carathéodory
solution that leaves Σs only at the boundaries ∂Σ±c .
A stiction solution is called singular if for some t1 ≥ 0 the point z(t1) belongs
to one of the following sets:
I+ := {(x, y, θ) ∈ R2 × T1 | ξ = −µs, y = 0, θ ∈ [pi/2, 3pi/2] },
I− := {(x, y, θ) ∈ R2 × T1 | ξ = µs, y = 0, θ ∈ [0, pi/2] ∪ [3pi/2, 2pi[ }.
Otherwise, the stiction solution is called regular.
The sets I± belong to the boundary lines ∂Σ±c . Three vector fields are defined
on ∂Σ±c : Zs(z) and Z±(z). In particular, on both I±, the vector field Zs(z)
points inside Σs, as follows from Proposition 4.3; compare with Figure 4.3(b).
Proposition 4.9 describes the existence and uniqueness of stiction solutions for
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model (4.4).
Proposition 4.9 There exists a stiction solution z(t) of problem (4.4) for
any initial condition z0 = z(0) ∈ R2×T1. Regular stiction solutions are forward
unique, while singular stiction solutions are forward nonunique.
Proof. Stiction solutions are Carathéodory solutions, and hence they exist.
Consider a trajectory z(t) that reaches I− at a time t1, as shown in Figure
4.4(b). Two different forward solutions satisfy (4.7): either leave Σ and follow
the vector field Z−(z), or remain on Σs. Hence, the singular stiction solution is
forward nonunique at I−, and similarly at I+. On the contrary, if z(t) /∈ I± at
any t ≥ 0, then there is always only one way to piece together the vector fields
at the boundaries ∂Σ±c , and therefore z(t) is forward unique. 
The nonuniqueness of models with stiction friction has been mentioned in [BS95,
OACdW+98], without any further explanation. It is not possible to predict
whether, for singular stiction solutions, the mass will slip or stick in forward
time. Hence, numerical simulations that use stiction friction have to make a
choice at the points of nonuniqueness to compute the forward flow, often without
noticing that a choice is made. This means that solutions may unawarely be
discarded. Section 4.5 investigates the nonuniqueness by regularization.
4.5 Regularization
We consider the regularization of the vector field Z(z) given by the 1-parameter
family Zε(z) of smooth vector fields
Zε(z) :=
1
2
Z+(z)(1 + φ(ε−1y)) +
1
2
Z−(z)(1− φ(ε−1y)), (4.8)
for 0 < ε  1. The function φ(y) is an odd Ck-function (1 ≤ k ≤ ∞) that
satisfies
φ(y) =
{
1, y ≥ 1,
µs/µd, y = δ,
and φy(y)

> 0, 0 < y < δ,
= 0, y = {δ, 1},
< 0, δ < y < 1,
φyy(δ) < 0,
(4.9)
where 0 < δ < 1. This function is shown in Figure 4.5. The regularized
problem z˙ = Zε(z) has the advantages of being smooth, and of approximating
the discontinuous problem (4.4) for 0 < ε  1. In particular, by the first
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property of (4.9), it follows that Zε(z) = Z±(z) for y ≷ ±ε, so that the two
problems coincide outside of the region of regularization y ∈]− ε, ε[.
Remark 4.10 It is not necessary to have φ(y) ≡ 1 when y ≥ 1 in order
for φ to be a regularization function of (4.8). For instance, a class of analytic
functions such that φ(y)→ 1± as y → ±∞ could also be used, and the results of
this chapter are not expected to change. However, the analysis of the regularized
problem is more complicated for functions where φ(y)→ 1± as y → ±∞ because
one needs to deal with the loss of compactness at infinity; see [Kri17].
In noncompact form z˙ = Zε(z) is the singularly perturbed problem
x˙ = y,
y˙ = −ξ(x, θ)− µdφ(ε−1y),
θ˙ = 1,
(4.10)
with ξ(x, θ) = γ2x+sin θ the function introduced in section 4.2. When solutions
of (4.10) enter the region of regularization, it is easier to follow them in the
rescaled coordinate yˆ = ε−1y so that y = ±ε become yˆ = ±1. In the new scale,
system (4.10) becomes the multiple timescale problem
x˙ = εyˆ,
ε ˙ˆy = −ξ(x, θ)− µdφ(yˆ),
θ˙ = 1,
(4.11)
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which is also known as the slow problem [Jon95]. By introducing the fast time
τ := t/ε, system (4.11) is equivalent to the fast problem
x′ = ε2yˆ,
yˆ′ = −ξ(x, θ)− µdφ(yˆ),
θ′ = ε,
(4.12)
with the prime meaning the differentiation with respect to the fast time τ . The
parameter ε measures both the perturbation from the discontinuous system, as
in equation (4.8), and the separation of the timescales. The standard procedure
for solving multiple timescale problems is to combine the solutions of the layer
problem
yˆ′ = −ξ(x, θ)− µdφ(yˆ), (x, θ)(τ0) = (x0, θ0) (4.13)
with the ones of the reduced problem
x˙ = 0,
0 = −ξ(x, θ)− µdφ(yˆ),
θ˙ = 1,
(4.14)
where (4.13) and (4.14) are the limit for ε → 0 of the fast and slow problems
(4.12) and (4.11). The set of equilibrium points of the layer problem (4.13) is
called the critical manifold:
C0 := {(x, yˆ, θ) ∈ R2 × T1 | ξ(x, θ) + µdφ(yˆ) = 0}, (4.15)
and the solutions of the reduced problem (4.14) are constrained to it. The
critical manifold is said to be normally hyperbolic in the points where
∂yˆ′
∂yˆ
∣∣∣∣
C0
= −µdφy(yˆC0)
is nonzero and yˆC0 = φ−1(−ξ(x, θ)/µd). It follows that C0 is not normally
hyperbolic on the two fold lines
f± := {(x, yˆ, θ) ∈ R2 × T1 | ξ = ∓µs, yˆ = ±δ}.
These lines separate C0 into three normally hyperbolic subsets:
C+r := {(x, yˆ, θ) ∈ C0 | δ < yˆ < 1},
Ca := {(x, yˆ, θ) ∈ C0 | −δ < yˆ < δ},
C−r := {(x, yˆ, θ) ∈ C0 | −1 < yˆ < −δ},
as shown in Figure 4.6, where Ca is attracting and C±r are repelling. Notice
that Ca is a graph yˆ ∈ ] − δ, δ[ over Σs, while C+r (C−r ) is a graph yˆ ∈ ]δ, 1[
4.5 Regularization 105
C
0
C
r
+
C
a
»
µ˲˲
˲˲
˲˲
˲˲
˲˲
˲˲
˲˲
˲˲
˲˲
C
r
-
y^
2¼
¹
s
f+ f -
Figure 4.6: Critical manifold C0 and its stability properties. In bold: f±. The
double arrow denotes dynamics in the fast time τ .
(yˆ ∈ ]−1,−δ[) over Σ+s,stiction (Σ−s,stiction). In terms of (x, y, θ), these sets collapse
onto Σs and Σ±s,stiction, respectively, as ε→ 0 since y = εyˆ. Similarly, f± collapse
onto ∂Σ±c . This means that in the (x, y, θ)-space it is not possible to distinguish
whether a trajectory belongs to Ca or to C±r for ε = 0.
Proposition 4.11 The reduced problem on C0 coincides with the vector field
Zs(z) on Σs.
The proof is straightforward since the reduced problem, once constrained to C0,
is (x˙, θ˙) = (0, 1). From this proposition and the fact that Zε(z) = Z±(z)
for y ≷ ±ε, it follows that the regularized problem (4.10) captures all the
main features of the discontinuous vector field (4.4) for ε → 0. Furthermore,
when 0 < ε  1 the solutions of (4.10) are uniquely defined, so that the issue
of nonuniqueness of (4.4) is eliminated. Proposition 4.11 also motivates the
conditions (4.9) for the function φ(y), as explained in the following remark.
Remark 4.12 The well-known Sotomayor–Teixeira (ST) regularization con-
siders a regularization function φST (y) that is monotonously increasing in y ∈
]−1, 1[ [ST96]. At the singular limit, the regularization ZSTε (z) has an attracting
invariant manifold CSTa that is a graph of yˆ over Σs,Filippov [LdST08, KH15a].
In terms of (x, y, θ) this set collapses onto Σs,Filippov instead of Σs, and hence
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ZSTε (z) does not tend to Z(z) as ε → 0. For this reason the ST regularization
is inadequate for model (4.4).
The results of Fenichel [Fen74, Fen79] guarantee that when ε > 0 a normally
hyperbolic, compact, and invariant manifold S0 ⊂ C0 perturbs into a nonunique
and invariant slow manifold Sε that is ε-close to S0 for ε sufficiently small.
Furthermore, system (4.12) has an invariant foliation with base on Sε that is a
perturbation of the foliation of the layer problem (4.13) with base on S0.
Let ϕt(z0) be a regular stiction solution of model (4.4) with an initial condition
in z0, and let ϕεt (z0) be the solution of the regularized problem (4.10) for the
same initial condition. The following statement relates these two solutions.
Proposition 4.13 For any T > 0 there exists an ε0 > 0 such that the
distance between the two solutions ϕεt (z0) and ϕt(z0) is bounded by |ϕεt (z0) −
ϕt(z0)| ≤ c(T )ε2/3 for t ∈ [0, T ], where c(T ) is a constant that depends upon T ,
and 0 < ε ≤ ε0.
Proof. Fenichel’s theorems guarantee that, sufficiently far from the fold lines
f±, the orbit ϕεt (z0) of the slow-fast problem (4.11) is O(ε)-close to the singu-
lar trajectory ϕt(z0). At the folds f±, if at the singular level the solutions are
unique, the result by Szmolyan and Wechselberger [SW04, Theorem 1] guaran-
tees that the distance between the two trajectories is bounded by O(ε2/3) for a
finite time interval T . This is the case of regular stiction solutions. 
The following proposition relates the family of sticking solutions of Corollary
4.4 with a family of trajectories on the slow manifold for the regularized prob-
lem. For this, define Sa ⊂ Ca as the compact, invariant, normally hyperbolic
set Sa := {(x, yˆ, θ) ∈ R2 × T1 | |γ2x| ≤ µs − 1 − c, ξ(x, θ) + µdφ(yˆ) = 0} for
µs > 1 and c ∈ R+ small. The set Sa is a graph over the set of invariant circles
of Corollary 4.4 for c→ 0.
Proposition 4.14 For 0 < ε  1 the set Sa perturbs into a slow manifold
Sa,ε and on it there exists a unique, attracting 2pi-periodic limit cycle passing
through (x, θ) = (0, 0) + O(ε).
Proof. From Proposition 4.11 and Corollary 4.4 it follows that Sa is filled by
circular trajectories. By Fenichel’s results, when 0 < ε 1 the set Sa perturbs
into the graph yˆ = φ−1(−ξ(x, θ)/µd)+εh1(x, θ). On this graph the slow problem
(4.11) is a 2pi-periodic, nonautonomous ODE for x(θ), where θ has the meaning
of time:
x˙(θ) = εφ−1
(−ξ(x, θ)
µd
)
+ ε2h1(x, θ). (4.16)
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Fix a global Poincaré section at θ = 0, and define the return map P (x(0), ε) =
x(2pi). The fixed points of this map for 0 < ε 1 are the zeros of the function
Q(x(0), ε) :=
P (x(0), ε)− x(0)
ε
=
∫ 2pi
0
φ−1
(−γ2x(s)− sin s
µd
)
ds+ O(ε),
where the last equality is obtained by integrating (4.16). For ε = 0, (4.16)
implies x(θ) = x(0). Both the functions φ−1 and sin s are symmetric with
respect to the origin. This means that Q(x(0), 0) = 0 if and only if x(0) = 0.
Furthermore, (x(0), 0) is regular because
∂xQ(0, 0) = −γ
2
µd
∫ 2pi
0
1
φy(− sin s/µd) ds < 0 (4.17)
and φy(yˆ) is always positive in Sa, since yˆ ∈]− δ, δ[. Then the Implicit Function
Theorem guarantees that for 0 < ε  1 there exists x(0) = m(ε) such that
Q(m(ε), ε) = 0. Hence, x(0) = m(ε) belongs to a stable periodic orbit since
from (4.17) it follows that |∂x(0)P (x(0), ε)| < 1 for 0 < ε 1. 
Therefore, when µs > 1 the family of invariant circles in Σs bifurcates into a
single attracting limit cycle on the slow manifold Sa,ε. This result gives an
upper bound of the time T of Proposition 4.13 as a function of ε since on
the slow manifold Sa,ε, after a time t = O(1/ε), orbits are O(1) distant to
the original family of circles in Σs. Furthermore, the regularization of regular
stiction solutions does not necessarily remain uniformly close.
It is not possible to make a statement similar to Proposition 4.13 for singular
stiction solutions, as they have nonunique forward solutions at the singular
level. A further understanding can be obtained by studying the reduced problem
(4.14). This differential algebraic equation is rewritten as a standard ODE by
resolving the algebraic condition with respect to x and by differentiating it with
respect to the time t:
−µdφy(yˆ) ˙ˆy = cos θ,
θ˙ = 1.
(4.18)
Proposition 4.15 The circles f± ⊂ {φy(yˆ) = 0} are lines of singularities
for the reduced problem (4.18), and solutions reach them in finite time. On f±,
the points (yˆ, θ) = (−δ, pi/2) and (yˆ, θ) = (δ, 3pi/2) are folded saddles, while
(yˆ, θ) = (δ, pi/2) and (yˆ, θ) = (−δ, 3pi/2) are folded centres. Moreover, the inter-
vals Iˆ± ⊂ f± defined as
Iˆ− :={(x, yˆ, θ) ∈ R2 × T1 | ξ = µs, yˆ = −δ, θ ∈]pi/2, 3pi/2[ },
Iˆ+ :={(x, yˆ, θ) ∈ R2 × T1 | ξ = −µs, yˆ = δ, θ ∈ [0, pi/2[∪ ]3pi/2, 2pi[ },
have nonunique forward solutions.
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Figure 4.7: (a): Phase space of the reduced problem (4.18). (b): repelling
invariant manifolds Q±r in grey and foliations F± in blue.
Proof. The time transformation µdφy(yˆ)dtˆ = dt allows one to rewrite system
(4.18) as the desingularized problem
yˆ′ = − cos θ,
θ′ = µdφy(yˆ)
(4.19)
in the new time tˆ. The difference between systems (4.18) and (4.19) is that
tˆ reverses the direction of time within C±r . Problem (4.19) has four equilib-
rium points in R2 × T1. The points (δ, 3pi/2) and (−δ, pi/2) are hyperbolic sad-
dles with eigenvalues ±√µd|φyy(δ)| and eigenvectors [1,∓√µd|φyy(δ)|]T and
[1,±√µd|φyy(δ)|]T , respectively. The remaining points (δ, pi/2) and (−δ, 3pi/2)
are centers with eigenvalues±i√µd|φyy(δ)| and eigenvectors [1,±i√µd|φyy(δ)|]T
and [1,∓i√µd|φyy(δ)|]T , respectively. The inversion of the time direction on C±r
gives the dynamics of the reduced problem (4.18). Thus a saddle in (4.19) is
a folded saddle in (4.18), and similarly for the centres. Also, f± become lines
of singularities with the time inversion, and the segments Iˆ± have forward tra-
jectories pointing inside both Ca and C±r ; compare with Figure 4.7(a). Since
θ˙ = 1, orbits reach or leave f± in finite time. 
Figure 4.7 illustrates the results of Proposition 4.15. In the (x, y, θ) coordi-
nates, the segments Iˆ± collapse onto the lines of nonuniqueness I± for ε = 0.
The layer problem (4.13) adds a further forward solution in Iˆ± since orbits may
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also leave a point of these lines by following a fast fibre for yˆ ≷ 0.
Each folded saddle has two special solutions: the singular vrai canard Υv that
connects Ca to C±r , and the singular faux canard Υf that does the opposite
[BCDD81, DR96]. The vrai canard divides the critical manifold into regions
with different types of forward dynamics: on one side of Υv, orbits turn, which
means that they remain on Ca. On the other side of Υv, orbits reach f± \ Iˆ±
and then jump; that is, they move away from C0 by following a fast fibre.
Each singular canard is a periodic orbit that visits both Ca and C±r ; see Figure
4.7(a). The folded centres have no canard solutions [KW10], and for this reason
they are not interesting for the analysis. Systems with m ≥ 2 slow variables
and one fast variable have robust canard solutions; i.e., the canards persist for
small parameter variations. It follows that canard solutions are a generic fea-
ture of (4.12), where m = 2. Canards appear also in the Van der Pol oscillator
[GHW05, VW15], in a model for global warming [WALC11], and in a model for
transonic wind [CKW17].
When 0 < ε  1 the singular vrai canard Υv perturbs into a maximal canard
[SW01]. This orbit corresponds to the intersection of Sa,ε with S±r,ε. Hence, the
maximal canard remains O(ε)-close to S±r for a time t = O(1). Furthermore,
a family of orbits remains exponentially close to the maximal canard for some
time before being repelled from S±r,ε [Kue15, §8.1]. An orbit of this family is
called a canard, and Figure 4.8(a) shows an example of it. Define Q±r as the
subsets of C±r whose solutions, when flowed backwards in time, intersect the
intervals of nonuniqueness Iˆ±. Q±r are coloured in grey in Figure 4.7(b). The
lines Iˆ± are, backwards in time, the base of a foliation of fast (nonhyperbolic)
fibres F± that are coloured in blue in Figure 4.7(b). The following proposition
describes the role of the repelling manifolds Q±r for 0 < ε 1.
Proposition 4.16 For 0 < ε  1, compact subsets S±r of Q±r perturb into
the sets S±r,ε that are O(ε)-close to S±r . The slow problem on S±r,ε is connected
backwards in time to a family of fast trajectories F±ε that is O(ε2/3)-close to
F±. The orbits on F±ε and S±r,ε separate the trajectories that, after possibly
having been exponentially close to S±r,ε, are attracted to the slow manifold Sa,ε
from the ones that follow a fast trajectory away from the slow surface.
Proof. By reversing the time orientation on the slow (4.11) and fast problem
(4.12), the orbits on Q±r satisfy the assumptions of Proposition 4.13. Hence, the
distance of F± to F±ε is O(ε2/3). Now consider again the true time direction,
and take a set of initial conditions that is exponentially close to the fibres F±ε .
These orbits will follow the repelling slow manifolds S±r,ε for a time t = O(1)
[SW01]. The manifolds S±r,ε act as separators of two different futures: on one
side the orbits will get attracted to the slow attracting manifold Sa,ε, while on
the other side they will jump away by following an escaping fast fibre; compare
with Figure 4.8(b). 
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It follows that around Iˆ± and F± there is a high sensitivity to the initial con-
ditions. Even though the (x, θ)-dynamics on Ca coincides with the one on C±r ,
trajectories close to these two manifolds may have different futures. Orbits be-
longing to Sa,ε will exit Sa,ε in a predictable point. On the other hand, the
orbits that follow S±r,ε are very sensitive and may escape from it at any time.
These two types of trajectories are coloured in blue and magenta, respectively,
in Figures 4.8(b) and (d). The orbits that follow S±r,ε for some time are canard-
like in the forward behaviour. However, in backwards time they are connected
to a family of fast fibres instead of to Sa,ε, and for this reason they are not
typical canards like Υv.
In the original coordinates (x, y, θ), the canard trajectories of the folded saddles
and the canard-like solutions of the lines Iˆ± leave the slow manifold in a point
inside Σ±s,stiction, as in Figures 4.8(c) and (d). In the piecewise smooth system
these orbits satisfy the Carathéodory condition (4.7), but they are not stiction
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Figure 4.8: (a): A canard orbit at the intersection of Sa,ε with S−r,ε. (b): Dy-
namics around a point of Iˆ− for 0 < ε 1. (c) and (d): The same
dynamics of Figures 4.8(a) and (b) in the (x, y, θ)-coordinates. The
canard-like solutions leaving Σ−s,stiction resemble Carathéodory so-
lutions of model (4.4); compare with Figure 4.4(a).
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solutions. It follows that some of the Carathéodory solutions of (4.4) appear
upon regularization of the stiction model: these are the trajectories of Zs that
intersect I± backwards in time. All the other Carathédory solutions of model
(4.4) do not have a corresponding solution in the regularized model. The in-
terpretation of the solutions with canard is that the slip onset is delayed with
respect to the time when the external forces have equalled the maximum static
friction force. Figure 4.11(c) in subsection 4.6.1 will show a numerical solution
having this delay.
4.6 Slip-stick periodic orbits
This section considers a family of periodic orbits of model (4.4) that interacts
with the lines of nonuniqueness I±. Then subsection 4.6.1 discusses how the
family perturbs in the regularized system (4.10) for 0 < ε  1 by combining
numerics and analysis.
Model (4.4) has several kinds of periodic motion: pure slip [Sha86, CS06], pure
stick [HOP98], nonsymmetric slip-stick [OA01, GB99, AC01, OHP96, PS90],
and symmetric slip-stick [OA01, HOP98]. This section focuses on the latter, as
slip-stick orbits are likely to be affected by the nonuniqueness at I±. Figure
4.9 shows an example of such a trajectory. The symmetric slip-stick trajectories
can be found by solving a system of algebraic equations because system (4.4),
in its nonautonomous form, is piecewise-linear in each region. Furthermore, it
is sufficient to study only half the period, as ensured by Lemmas 4.17 and 4.18.
Lemma 4.17 System (4.4) has a symmetry
S(x, y, θ) = (−x,−y, θ + pi). (4.20)
Proof. The map (4.20) is a diffeomorphism R2 × T1 → R2 × T1 that satisfies
the condition for a symmetry Z(S(z)) = Sz(z)Z(z), where Sz(z) is the Jacobian
of S(z) and z = (x, y, θ) [Mei07, §6.4]. 
Lemma 4.18 Let ϕt(z) be the regular stiction orbit of system (4.4) at time t,
with initial condition z = (x, y, θ). If ϕpi(z) = (−x,−y, θ + pi) then the orbit is
symmetric and periodic with period T = 2pi.
Proof. Applying the symmetry map (4.20) to the point ϕpi(z), gives
S(−x,−y, θ + pi) = (x, y, θ + 2pi).
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Figure 4.9: A symmetric, slip-stick, periodic orbit with θ ∈ T1. The dashed
line represents trajectories in Z−. The interest is to study how
such an orbit interacts with the intervals of nonuniqueness I± (in
bold) under variation of a parameter.
Since Z(x, y, θ + 2pi) ≡ Z(x, y, θ) for any θ ∈ T1, the flow ϕt(z) is symmetric
and periodic, with symmetry (4.20) and period T = 2pi. 
The results of Lemma 4.18 have been used in [Sha86] even though the symmetry
was not made explicit. Define ϕslipt (z0) (resp., ϕstickt (z1)) as the slip (stick)
solution of Z−(z) (Zs(z)) with initial conditions in z0 (z1). The following lemma
states when these two solutions, pieced together, belong to a symmetric slip-stick
periodic orbit.
Lemma 4.19 Necessary conditions for the slip and stick solutions ϕslipt (z0)
and ϕstickt (z1) to form the lower half of a symmetric, slip-stick, periodic orbit
are
ϕslippi−θ∗(z0) = ϕ
stick
0 (z1), (4.21a)
ϕstickθ∗ (z1) = S(z0), (4.21b)
where 0 < θ∗ < pi is the duration of one stick phase and z0 ∈ ∂Σ−c , z1 ∈ Σs.
Condition (4.21a) guarantees the continuity between the stick and slip phase,
while (4.21b) guarantees the symmetry. The upper half-period of the orbit
follows by applying the symmetry map (4.20) to ϕslipt and ϕstickt .
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Figure 4.10: (a): Two families of slip-stick orbits Πl,r0 of (4.4) for µs = 1.1,
µd = 0.4. The solid line is θ0, while the dashed line is θ∗. The
blue denotes a stable periodic orbit while the magenta a saddle
periodic orbit. (b): Maximum amplitude of the orbits.
Corollary 4.20 Conditions (4.21) are equivalent to
xslip(pi − θ∗) = −x0, (4.22a)
yslip(pi − θ∗) = 0, (4.22b)
pi − θ∗ + θ0 = θ1, (4.22c)
where z0 = (x0, y0, θ0) ∈ Σ−c , z1 = (x1, y1, θ1) ∈ Σs, and ϕslipt (z0) = (x(t), y(t), θ(t))slip.
Proof. The stick solution of (4.4) with initial condition z1 = (x1, 0, θ1) is
(x, y, θ)stick(t) = (x1, 0, t + θ1). Condition (4.21a) then implies that xslip(pi −
θ∗) = x1 and yslip(pi− θ∗) = 0, while θslip(pi− θ∗) = pi− θ∗+ θ0 = θ1. Condition
(4.21b) adds, furthermore, that x1 = −x0. 
The stick-slip solutions of (4.4) are now investigated numerically. The system
of conditions (4.22) has five unknown parameters: γ, θ0, θ∗, µs, and µd. It is
reasonable to fix µs and µd, as these are related to the material used, and then
find a family of solutions of (4.22) by varying the frequency ratio γ = Ω/ω. The
values used in the computations are listed in Table 4.1. Notice that conditions
(4.22) are necessary but not sufficient: further admissibility conditions may be
needed. These are conditions that control that each piece of solution does not
exit its region of definition; for example, the stick solution should not cross
∂Σ−c before t = θ∗, and should not cross ∂Σ+c for any t ∈ [0, θ∗]. A numerical
computation shows that system (4.22) has two branches of solutions Πl,r0 , as
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Table 4.1: Parameters values used in the simulations.
System µs µd ε δ a b c d
Nonsmooth (4.4) 1.1 0.4
Regularized (4.10) 1.1 0.4 10−3 0.6 10.5766 –16.9937 1.7575 5.6595
shown in Figure 4.10: one for γ < 1 and one for γ > 1. The branches are
disconnected around the resonance for γ = 1, where chaotic behaviour may
appear [AC01, CS06, OHP96]. The branch Πl0 for γ < 1 is bounded by pure
slip orbits when θ∗ → 0 and by the visible tangency on Σs when θ0 → pi/2. The
latter is marked with a circle in Figure 4.10(a). The branch Πr0 for γ > 1 is
delimited by pure slip orbits when γ → 1 since again θ∗ → 0, while when γ  1,
which is the rigid body limit, the family is bounded by θ∗ → pi. Here periodic
orbits have a very short slip phase and an almost pi-long stick phase.
A slip-stick orbit of model (4.4) has three Floquet multipliers. Among these,
one is trivially unitary, the second one is always zero, and the last indicates
the stability of the periodic orbit. The zero multiplier is due to the interaction
of the periodic orbit with the sticking manifold Σs: solutions lying on this
surface are backwards nonunique. Figure 4.10 denotes in blue the attracting
periodic solutions and in magenta the repelling ones. In particular, the family
Πlo becomes unstable sufficiently close to the visible tangency at θ0 = pi/2, which
is marked with a circle in Figure 4.10. This is because the visible tangency acts
as a separatrix of two very different behaviours: on one side orbits jump, while
on the other side they turn; recall Figure 4.7(a).
4.6.1 Slip-stick periodic orbits in the regularized system
This section finds slip-stick periodic solutions of the regularized model (4.10)
with a numerical continuation in AUTO [Doe07]. The solutions are then com-
pared with the ones of the discontinuous system (4.4). The regularization func-
tion used is a polynomial
φ(y) = y(ay6 + by4 + cy2 + d),
within y ∈ [−1, 1], where the coefficients a, b, c, d are determined by the condi-
tions (4.9), and the specific values used in the simulations are listed in Table
4.1. Hence φ(y) is C1 for y ∈ R. Figure 4.11(a) shows the family of slip-stick
periodic orbits Πε of system (4.10). This can be seen, loosely, as the union of
three branches
Πε = Π
l
ε ∪Πcε ∪Πrε,
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Figure 4.11: Numerical simulation in AUTO. (a): In dashed the family Πε.
The repelling branch Πcε connects the two regular branches Πl,rε .
Solid line: families Πl,r0 . The colours denote the stability of the
orbits, as in Figure 4.10.(b): Two periodic orbits coexisting for
γ = 31: a regular slip-stick in blue and a slip-stick with canard
segments in magenta. The x marks the folded saddle, while the
 denotes the folded node. (c) and (d): Projections of (b) in the
(θ, yˆ)- and (ξ, yˆ)-planes.
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where Πl,rε are O(ε2/3)-close to the regular branches Π
l,r
0 [SW04]. The branch
Πcε connects Πlε to Πrε at the rigid body limit, which is γ  1, and it consists of
slip-stick periodic orbits each having two canard segments. Figures 4.11(b), (c)
and (d) show for γ = 31 two coexisting periodic orbits: the magenta one belongs
to Πcε, and the blue one belongs to Πrε. In particular, Figure 4.11(c) shows the
delay in the slip onset, when the orbit follows the canard, since the slip happens
after a time t = O(1) with respect to when the orbit has intersected the fold
lines f±.
Remark 4.21 Recall from (4.15) that trajectories on C0 satisfy ξ(x, θ) =
−µdφ(yˆ). By Fenichel’s results, a compact, normally hyperbolic submanifold
S0 ⊂ C0 perturbs into a slow manifold Sε for 0 < ε  1, and the flow on Sε
converges to the flow of (4.14) as ε → 0. It follows that the time evolution
of ξ(x, θ) is equivalent to evolution of the friction force up to O(ε) terms; see
Figures 4.11(b) and (d). In these figures, though, the vertical segments do not
lie on Sε, but they are the projections of the fast fibres onto Sε, and these are
denoted with a double arrow.
The existence of the branch Πcε is supported by Proposition 4.22 below. For
this, let Σout be a cross-section orthogonal to the y-axis so that the fast fibres
with base on the singular vrai canard on C−r intersect it on the line Lout,0.
Furthermore, define Σin as the cross-section orthogonal to the ξ-axis so that it
intersects Ca on the line Lin,0; see Figure 4.12(a).
Proposition 4.22 Suppose that for ε = 0 there exists a smooth return mech-
anism R : Σout → Σin that maps Lout,0 ⊂ Σout onto Lin,0 ⊂ Σin. Suppose, fur-
thermore, that Lin,0 = R(Lout,0) is transversal to the singular vrai canard Υv.
Then for 0 < ε 1 there exists a unique, periodic orbit ϕεt (z) that has a canard
segment, and that tends to the singular canard for ε → 0. Furthermore, this
orbit has a saddle stability with Floquet multipliers: {1,O(e−c1/ε),O(e c2/ε)},
with c1,2 ∈ R+.
Proof. First notice that for 0 < ε  1 the singular vrai canard Υv on C−r
perturbs into a maximal canard that is O(ε2/3)-close to it. This maximal ca-
nard is the base of a foliation of fibres that intersect Σout on a line Lout,ε that is
O(ε2/3)-close to Lout,0. The return map R(z) is smooth so that R(Lout,ε) inter-
sects Σin in a line Lin,ε that is O(ε2/3)-close to Lin,0. The line Lin,ε is transversal
to the maximal canard for ε sufficiently small, since Lin,0 was transversal to Υv,
and the perturbation is O(ε2/3).
Now consider the backward flow of Lout,ε. This contracts to the maximal ca-
nard with an order O(e−c/ε). Hence, it intersects Lin,ε in an exponentially small
set that is centred around the maximal canard. This means that the reduced
Poincaré map P : Lin,ε → Lin,ε is well defined and contracting in backwards
4.6 Slip-stick periodic orbits 117
(a)
˲˲ ˲˲˲˲ ˲˲
˲
˲
˲
˲
C
a
C
r
-
§
out
§
in
L
in;0
L
out;0
L
out;"
L
in;"
¨v
(b)
-1.5 -1 -0.5 0 0.5 1 1.5
»
1.5
2
2.5
3
3.5
4
4.5
5
µ
°=5
°=15 L
in;0
¨v
@§
c
-
@§
c
+
Figure 4.12: (a): Construction of the cross-sections Σin,out. (b): Numerical
simulation showing that R(Lout,0) (dashed line) is transversal to
Υv (solid line) for ε = 0 and γ = {5, 15}. The visible tangency
is marked with x. The dashed-dotted lines are ∂Σ±c .
time. Hence it has a unique fixed point. Such a fixed point corresponds to a
periodic orbit with canard. It follows that the periodic orbit has an exponen-
tial contraction to the attracting slow manifold and an exponential repulsion
forward in time around the maximal canard. This determines the Floquet mul-
tipliers and, consequently, the saddle stability. 
Figure 4.12(b) shows numerically that the discontinuous model (4.4) satisfies
the assumptions of Proposition 4.22. This supports the existence of the branch
Πcε in the regularized model for ε sufficiently small. Because of the symmetry,
the branch Πcε has two canard segments for each period. A canard explosion may
appear when a family of periodic orbits interacts with a canard. The explosion
is defined as the transition from a small oscillation to a relaxation oscillation
for an exponentially small variation in the parameter [KS01c]. However, system
(4.10) has no canard explosion: Figure 4.11(a) shows that the maximum am-
plitude of the oscillations does not increase with the continuation from Πlε to
Πcε. The effect of the canard is instead in the explosion of one of the Floquet
multipliers as previously stated in Proposition 4.22 and observed numerically in
AUTO. The saddle stability of the family Πcε implies that the periodic orbits of
Πcε are always repelling, even with a time inversion. Hence, these periodic orbits
are not visible in standard simulations. It could be interesting to make an ex-
periment, with very high precision in the initial conditions, where the effects of
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the canard are measurable. If canard solutions appear, then this would support
the validity of the stiction model and of its regularization.
Proposition 4.23 The branch Πcε is bounded above by γ = 1/
√
εδ for 0 <
ε 1.
Proof. Differentiate ξ(x, θ) = γ2x + sin(θ) with respect to time, and rewrite
the slow problem (4.11) in the (ξ, yˆ, θ) variables
ξ˙ = γ2εyˆ + cos θ,
ε ˙ˆy = −ξ − µdφ(yˆ),
θ˙ = 1.
If γ2 = O(1/ε), it makes sense to introduce the rescaling Γ := γ2ε, so that the
slow problem becomes
ξ˙ = Γyˆ + cos θ,
ε ˙ˆy = −ξ − µdφ(yˆ),
θ˙ = 1.
This system again has a multiple timescale with critical manifold (4.15). Its
reduced problem in the time tˆ is
yˆ′ = −Γyˆ − cos θ,
θ′ = µdφy(yˆ).
(4.23)
Notice that (4.23) differs from the desingularized problem (4.19) only for the
term Γyˆ in the yˆ dynamics. The equilibrium points of (4.23) exist if |Γδ| ≤ 1, and
they have coordinates yˆ = ±δ, cos θ = ∓Γδ. The comparison of system (4.23)
with the desingularized problem (4.19) shows that the equilibrium points have
shifted along the θ-direction. In particular, the saddles have moved backwards
while the centres have moved forward. Furthermore, the centres have become
stable foci. For increasing values of Γ the stable foci turn into stable nodes.
When |Γδ| = 1, pairs of saddles and nodes collide and disappear through a
saddle-node bifurcation of type I [Kue15, Lemma 8.5.7]. Beyond this value
canard solutions cease to exist. Such a condition is equivalent to γ = 1/
√
εδ. 
The bound γ = 1/
√
εδ, which is highlighted in Figure 4.11(b), is larger than the
value of γ for which the family Πcε folds. In particular, at the turning point, the
folded foci have not turned into folded nodes yet. Thus the collision of the folded
saddles with the folded foci is not a direct cause of the saddle-node bifurcation
of Πcε, but gives only an upper bound for the existence of the family. When the
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folded nodes appear, there might exist further periodic orbits that exit the slow
regime through the canard associated to the stable nodes.
Furthermore, the orbits of Πcε interact with the folded saddle only, but they do
not interact with the other points of Iˆ±. The regularized problem (4.10) may
have other families of periodic orbits that interact with Iˆ±, for example, a family
of pure slip periodic orbits that reaches Iˆ± from a fast fibre and then jumps off
through a canard-like solution. However, this family would also turn unstable
when passing sufficiently close to the canards because of the high sensitivity to
the initial conditions around F±. In particular, an explosion in the Floquet
multipliers is again expected because of Proposition 4.22.
4.7 Conclusions
Stiction is a widely used formulation of the friction force because of its simplic-
ity. However, this friction law has issues of nonuniqueness at the slip onset that
in this chapter are highlighted in a friction oscillator model. This model is a dis-
continuous, non-Filippov system, with subregions having a nonunique forward
flow. The forward nonuniqueness is problematic in numerical simulations: here
a choice is required, and hence valid solutions may be discarded. A regulariza-
tion of the model resolves the nonuniqueness by finding a repelling slow manifold
that separates forward sticking to forward slipping solutions. Around the slow
manifold there is a high sensitivity to the initial conditions. Some trajectories
remain close to this slow manifold for some time before being repelled. These
trajectories, which mathematically are known as canards, have the physical in-
terpretation of delaying the slip onset when the external forces have equalled the
maximum static friction force at stick. This result could potentially be verified
experimentally, thus furthering the understanding of friction-related phenom-
ena. Indeed, the appearance of the canard solutions is a feature of stiction
friction rather than of the specific friction oscillator model. For example, the
addition of a damping term on the friction oscillator or the problem of a mass
on an oscillating belt would give rise to similar canard solutions.
The canard solutions of the regularized systems can be interpreted, in the discon-
tinuous model, as Carathéodory trajectories that allow the slip onset in points
inside the sticking region. These Carathéodory orbits are identified by being
backwards transverse to the lines of nonuniqueness.
This chapter also shows that the regularized system has a family of periodic
orbits Πε interacting with the folded saddles. The orbits with canard Πcε ⊂ Πε
have a saddle stability, with Floquet multipliers O(e±cε
−1
). Furthermore, the
family Πcε connects, at the rigid body limit, the two families of slip-stick periodic
orbits Πl,r0 of the discontinuous problem. Further periodic orbits may interact
with the canard segments.
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