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INTRODUCCION
Los progresos de la informática es-
tán íntimamente ligados a los desarro-
llos de la arquitectura de los pro-
cesadores que, a su vez, son posibles
gracias a los progresos logrados en
otras ramas de la ciencia.
La arquitectura de los procesadores
$urgió de la conjunción de la electróni-
ca y la noción de "máquina secuencial
de programa registrado" formulada por
el matemático John von Newman. Este
modelo está constituido por dos partes
básicas: una memoria 'central y un
procesador, que a su vez posee dos
partes: la unidad de procesamiento y
la únidad de control.
Con el transcurso de los años, el pro-
greso en las tecnologías de hardware
y del software permite diseñar arquitec-
turas de procesadores más inno-
vadoras que se van apartando progre-
sivamente del modelo de Von Newman;
por ejemplo, el tratamiento de los da-
tos en arquitecturas de computadores
en paralelo.
En los últimos 35 años, los ingenie-
ros han incrementado el poder de la
computación construyendo pequeños
chips de silicona a través de los cuales
los electrones pueden correr en poco
tiempo. Pero hay un límite de hasta don-
de los chips pueden contraerse y aun
contener vías para los electrones en
movimiento.
Por otra parte, el paso o la tendencia
hacia la miniaturización encuentra un
gran obstáculo: cada factor de dos en la
miniaturización incrementa los costos de
fabricación de un chip en un factor de
cinco, entonces el desarrollo está más
frenado por el aspecto económico que
por el físico.
Además, se necesitan sistemas de
computación cada vez más rápidos y
más capaces para poder avanzar en di-
versas áreas de la computación, como
la Inteligencia Artificial.
Todo esto nos indica que los cambios
en la arquitectura de los computadores
serán radicales, y una demostración de
ello son las actuales investigaciones y
desarrollos en los campos de la compu-
tación óptica y molecular.
En el trabajo se incluirán algunos
aspectos acerca de la historia de los dos
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campos a tratar, al igual que su funcio-
namiento básico y algunas áreas de
posible aplicación.
OBJETIVOS
Conocer cuál será el desarrollo de la
computación en un futuro no lejano y
tener una visión general acerca de tan
fascinantes áreas.
Con esta investigación se pretende
recopilar, organizar y presentar de la
mejor manera posible las nuevas áreas
tecnológicas en las cuales se investiga.
Comprender a cabalidad la base so-
bre la cual se fundamenta la computa-
ción óptica y molecular.
Mostrar algunas ventajas de la com-
putación óptica y molecular sobre la
computación basada en semicon-
ductores.
EL PROCESADOR OPTICO
Un microchip convencional es una
colección de miles de diminutos transis-
tores, cada uno de los cuales opera si-
milar a un switche on-off. Cuando un
transistor está prendido, fluye corriente
a través de él. Cuando está apagado,
no hay corriente. Millones de bits pren-
didos y apagados en una configuración
binaria representan todos los datos en
la memoria del computador.
Un procesador funciona esencial-
mente con memorias que almacenan los
datos y con compuertas lógicas que
conmutan señales eléctricas (represen-
tando los valores elementales Oy 1). El
tiempo de conmutación de estas com-
puertas es fundamental: el aumento de
las posibilidades de un procesador pasa
obligatoriamente por la disminución de
los tiempos de tratamiento, intercambio
de información y acceso a la memoria.
La miniaturización de los circuitos in-
tegrados ha tenido un papel clave en la
evolución de los microprocesadores,
aumentando su velocidad de cálculo. Sin
embargo, la mayor parte de los pro-
cesadores corrientes funcionan según
el principio de la «máquina de Newman",
que efectúa cada operación de un pro-
grama de manera secuencial (una des-
pués de otra).
Para aumentar las velocidades y la
capacidad de tratamiento se ha debido
cambiar de estrategia: fragmentando las
tareas y construyendo máquinas capa-
ces de tratar en paralelo varias series
de instrucciones. Pero los procesadores
paralelos no lo resuelven todo, pues in-
tervienen aquí los efectos nocivos de los
cables de conexión.
Para eliminar estas dificultades una
solución radical consiste en sustituir la
electrónica por la óptica, de forma que
puedan suprimirse los cables y utilizar
el medio de comunicación más rápido
que existe: la luz.
Los fotones se desplazan a la veloci-
dad de la luz y no interaccionan, es de-
cir, pueden entrecruzarse en el vacío sin
que esto suponga inconveniente algu-
no. Por consiguiente, la óptica se adapta
perfectamente a las arquitecturas "ma-
sivamente paralelas" en las que cada
transistor está conectado a centenares
de otros transistores.
La superioridad de la óptica sobre la
electrónica es indiscutible en el campo
de las interconexiones, pero se está
pensando en ir mucho más lejos y sus-
tituir los electrones por fotones en todas
las fases de cálculo; es el procesador
totalmente óptico.
Para construir un ordenador total-
mente óptico hay que encontrar un me-
dio de tratar los números y almacenar
información usando la luz: son las com-
puertas lógicas ópticas y los biestables
ópticos. Estos dispositivos emplean
materiales cuyas propiedades ópticas
difieren radicalmente de las que presen- ,~.
tan los medios transparentes, como el
vidrio, cuando son iluminados por una
luz intensa. Su comportamiento es sen-
sible a la intensidad luminosa que los
atraviesa. Por ejemplo, algunos crista-
les llamados no lineales son opacos
cuando están iluminados por una luz de
débil intensidad y se hacen transparen-
tes si la intensidad luminosa aumenta
suficientemente. En otros casos la luz
afecta el índice de refracción del mate-
rial.
Sin embargo, los dos estados de los
materiales sólo se presentan cuando la
intensidad luminosa es muy alta. Por ello
la óptica no lineal necesita recurrir a
láseres que permiten dirigir y delimitar
los haces luminosos con gran precisión.
Un dispositivo es biestable si perma-
nece en el estado Oó 1 después del paso
de la señal, y es una compuerta lógica
si realiza el estado Oó 1 durante el paso
de las señales. Bajo el control de un lá-
ser los medios pueden reaccionar como
un conmutador y ponerse en un estado
1 (transparente) ó O (opaco).
Historia y funcionamiento
La biestabilidad óptica fue predicha
en 1964 porA. Szoke en ellnstitutoTéc-
nico de Massachusetts, pero no se pudo
observar pues se utilizó una fuente lu-
minosa muy débil.
En 1976, H. Gibbs, S. MacCall y T.
Venkatessan en los Laboratorios Bell,
demostraron la biestabilidad óptica utili-
zando un tubo con vapor de sodio colo-
cado entre dos espejos que reflejaban
aproximadamente el 90% de la luz. La
biestabilidad óptica aparece si se ilumi-
na desde el exterior con un rayo láser
que pueda penetrar en el sistema y salir
de él. Una vez que la luz ha penetrado
en la cavidad, la onda luminosa realiza
innumerables idas y venidas antes de
disminuir a consecuencia de las pérdi-
das en cada reflexión (10%).
En el interior de la cavidad la onda
resultante es la suma de todas las on-
das parciales reflejadas.
Si las crestas de unas ondas se co-
rresponden con los valles de otras, la
amplitud total es muy pequeña y la
inferencia se considera destructiva. Si,
por el contrario, las crestas se sitúan en
los mismos lugares la inferencia es cons-
tructiva y las ondas suman sus efectos.
En la salida tendremos:
Si la inferencia es destructiva, el haz
transmitido es muy débil. La luz incidente
es casi totalmente reflejada por la cavi-
dad que, por lo tanto, es opaca.
Si la inferencia es constructiva, el haz
sale con la misma intensidad del haz
incidente, es decir, como si el sistema
fuera transparente.
La inferencia es destructiva o cons-
tructiva dependiendo de que el número
de arcos de la onda sea igual a un nú-
mero entero o semientero de veces la
longitud de la cavidad. Es suficiente en-
tonces ajustar el número de arcos (lon-
gitud de onda) o la longitud de la cavi-
dad, para obtener el efecto deseado.
(Ver Figura 1).
En el experimento se utilizó vapor de
sodio debido a que se comporta como
un medio no lineal con la luz naranja: su
índice de refracción varía con la intensi-
dad y la luz que se propaga por él varía
su longitud de onda de acuerdo con este
índice. Por lo tanto, un interruptor de
mando óptico se simulaba variando la
intensidad de la luz naranja y haciendo
pasar el sistema de un estado de trans-
misión débil (inferencia destructiva) a
uno fuerte (inferencia constructiva).
Si se comienza con una transmisión
débil y se aumenta la intensidad de la
luz, la longitud de onda variará aunque
la transmisión no variará mucho, mien-
tras el punto de funcionamiento esté ale-
jada de los picos en la curva de Airy;
pero si se acerca a los picos, la transmi-
sión crece con rapidez y el sistema sal-
ta bruscamente de un estado de trans-
misión débil a uno fuerte. Lo mismo su-
cede (pero en el sentido inverso) si se
disminuye la intensidad de la luz apli-
cada.
Este fenómeno se describe con una
curva cerrada llamada ciclo de his-
téresis.
En toda la amplitud del círculo son
posibles dos estados estables, de ahí
la idea de biestabilidad (dos valores de
intensidad transmitida para uno de in-
tensidad incidente). Entre los dos esta-
dos el sistema "elige" en función de su
historia anterior, lo que puede señalar
una cierta memoria.
La amplitud de un ciclo de histéresis
depende de la longitud de la cavidad,
de léi longitud de la onda de luz y del
medio empleado. Esta amplitud puede
ser nula, yen este caso la curva tendría
una región crítica donde la intensidad
de la luz puede salir muy amplificada;
éste sería un transistor óptico (Ver Fi-
gura 2).
El inconveniente del biestable con un
tubo de vapor de sodio era que se pres-
taba poco para las aplicaciones prácti-
cas, donde se requieren dispositivos
pequeños, baratos y que funcionen con
intensidades débiles.
En la Universidad Hériot-Watt de
Edimburgo, en 1978, se encontraron
efectos no lineales en un material
semiconductor sólido, el antimonio de
indio, InSb. Este material es opaco a la
luz visible, pero transparente a la radia-
ción infrarroja, en la cual se produce
biestabilidad óptica.
En 1979 se crea un biestable de al-
gunos micrómetros de espesor, con un
cristal de InSb y espejos pulidos. Tam-
bién se demostró que el arseniuro de
galio, GaAs, otro semiconductor, podía
servir para fabricar biestables.
La biestabilidad en los semicon-
ductores se debe a que un rayo láser
enviado a un cristal permite que pasen
electrones de la banda de valencia a la
banda de conducción cuando éstos ab-
sorben fotones de energía superior al
"gap". Por tanto, un láser es capaz de
modificar la distribución de electrones en
el cristal, afectando su transparencia e
índice de refracción.
En el proceso de conmutación (cam-
bio de estado) de un semiconductor se
tienen en cuenta dos tiempos:
- tiempo de apertura: Separa el esta-
do opaco del transparente. Este
tiempo es muy rápido si se envían
fotones suficientes para modificar el
índice de refracción (con láseres de
. 100 milivatios el tiempo de apertura
es del orden del nanosegundo en
InSb o GaAs).
- tiempo de cierre: Tiempo durante el
cual el biestable vuelve al estado
opaco una vez cortado el láser. Es-
tos tiempos son más largos, alrede-
dor de decenas -incluso un cente-
nar- de nanosegundos.
En 1989, investigadores de Labora-
torios Bell AT&T en Holmdel, New
Jersey, desarrollaron un procesador de
computador que no usa electrones sino
rayos láser para transportar información.
En 1984, el físico David MiIIer, de
Laboratorios Bell empezó a ensayar con
reemplazar los transistores de silicona
en un microchip con espejos infi-
nitesimales. Mejor que bloquear o con-
ducir corriente, los espejos podían ab-
sorber o reflejar luz. El código binario
debería permanecer así mismo, pero la
información sería transportada por
fotones, no por electrones. El problema
fue diseñar un espejo que debería o
reflejar o absorber luz en orden.
"Yo pensé acerca de la conmutación
óptica por años, pero nunca supe a dón-
de ir con ella", dice Miller. "En 1984, no-
sotros descubrimos que si se pegan
.capas muy débiles de materiales se-
miconductores similares al arseniuro de
galio con una carga eléctrica o con ra-
yos láser para especificar energías, ellos
se vuelven brevemente transparentes".
Miller se dio cuenta que él podría to-
mar ventaja de este fenómeno para di-
señar una clase de ventana semi-
conductora que podría abrir o cerrar
enfrente de un espejo microscópico. En
este sistema él dedujo que explosiones
de luz de un grupo de rayos láser debe-
rlan ser dirigidas en un arreglo de espe-
jos cubiertos con una máscara de
arseniuro de galio. Esos espejos blan-
queados por los láser deberían llegar a
ser reflectores, mientras que los otros
deberían permanecer oscuros.
Un segundo grupo de rayos láser -
con niveles de energía sintonizados para
no afectar las máscaras- deberían en-
tonces ser dirigidos a los espejos. Esas
máscaras, que tendrían que llegar a ser
transparentes, deberían permitir reflejar
la luz; esos que no tenían que serlo de-
berlan absorberla. El modelo de rayos
reflejados y no reflejados emergiendo
del chip debería representar datos sólo
similares a la corriente on-off del chip
. tradicional.
Para 1987 Miller había inventado el
transistor S-SEED, o el Symmetric Self-
Electroptic Effect Device. Esto tomó tres
años antes de que pudiera ponerse en
uso, pero en 1990 el físico óptico
Michael Prise de Laboratorios Bell, fue
capaz de combinar 128 S-SEEDs en un
solo procesador, creando el primer com-
Putador óptico rudimentario.
Prise usó cuatro arreglos de 32 S-
SEEDs, cada arreglo lo bastante peque-
ño para acomodar dentro una letra es-
crita O. El fijó un arreglo sobre cada es-
quina de una pieza de metal, la medida
de una pequeña tabla de tarjeta, y cu-
brió el resto de metal con pantallas y
lentes.
El sistema empieza con una serie de
rayos láser disparados a través de al-
gunos de estos lentes y pantallas, los
cuales en un sentido programan los ra-
yos tan bien que ellos vuelven las más-
caras de arseniuro de galio selecciona-
das en un vector S-SEED transparen-
te. Cada arreglo es equipado con su pro-
pio rayo local. Después los láseres em-
piezan a cambiar los espejos a un arre-
glo S-SEED, el láser local-sintonizado
para no cambiar el estado del arseniuro
de galio- salta fuera de los espejos y
del arreglo en un patrón particular.
Para los próximos arreglos esos ra-
yos pasan a través de más lentes y
pantallas, los cuales más adelante me-
jorarán el programa y modificarán los
niveles de energía de los rayos. Cuan-
do los rayos entren a los próximos arre-
glos S-SEED y golpeen en algunas de
las máscaras de arseniuro de galio, este
cambio en la energía le permitirá a ellos
volver estas máscaras transparentes. El
láser local para esos arreglos entonces
refleja apagados esos espejos, existien-
do el arreglo en estos propios modelos
binarios. Esto es repetido a través de
los siguientes arreglos.
"Esencialmente", dice Prise, "la sali-
da de un arreglo de espejos llega a ser
la entrada para el siguiente. Esto es sólo
similar a cualquier otro computador.
Nosotros sólo reemplazamos todos los
alambres con luz".
Para estar seguro, el procesador de
Prise es muy rudimentario, capaz de
transportar hacia afuera simples tareas
de cálculo pero no muchas más. Sin
embargo, una vez los S-SEEDS, lentes
y pantallas son miniaturizados, ellos
32 ._~r:::E:.::::::":.:::I:::::::======:=ICES, a :::=======================~~ 33ICESI
podrían ser puestos en uso, tal vez tra-
bajando con componentes electrónicos
tradicionales en los equipos de teleco-
municaciones de Laboratorios Bell. Dice
Prise: "Nosotros estamos probando ha-
cer conexiones ópticas para los circui-
tos electrónicos y confiamos en esto".
Más adelante, bajando la línea, Prise
cree que los S-SEEDS serán usados
más y los componentes electrónicos
menos. "Nosotros no nos alejamos de
los componentes electrónicos comple-
tamente", dice. "Pero cada vez más,las
conexiones electrónicas serán reempla-
zadas por conexiones ópticas. Todo esto
conduce a concluir que realmente la tec-
nología no está parando".
Se han propuesto otros medios más
rápidos de conmutación, especialmen-
te una nueva categoría de estados ex-
citados del semiconductor: los ex-
citones. Un hueco de carga positiva y
un electrón, de carga negativa, pueden
interactuar como un protón y un protón
y un electrón en el átomo, formando un
excitón con niveles de energía definidos
y con una amplitud débil.
Un excitón puede formarse por ab-
sorción de un fotón, requiriendo menos
energía que para crear un electrón y un
hueco independientes.
Si se envía a un semiconductor un
rayo láser de frecuencia correspondiente
a la energía de los excitones, éste sufre
una absorción importante, ya que los
excitones son muy sensibles a su en-
torno. Además, los tiempos de respues-
ta de los excitones pueden ser muy rá-
pidos e inferiores al picosegundo.
Quedan todavía muchos obstáculos
por superar antes de su puesta en prác-
tica en un procesador. Uno de estos
obstáculos es la gran potencia láser que
exigen los biestables para conmutar:
varios kilovatios por centímetro cua-
drado.
Biestabilidad térmica
Otra forma de biestabilidad es la tér-
mica, en la que intervienen efectos no
lineales unidos al calentamiento del
semiconductor.
La elevación de la temperatura des-
plaza las bandas de energía y modifica,
por tanto, las propiedades ópticas del
semiconductor. A causa del calen-
tamiento, el límite inferior de la banda
de conducción puede descender hasta
el nivel de energía de los fotones; en-
tonces éstos son absorbidos masiva-
mente y el medio se hace bruscamente
opaco. Este calentamiento modifica tam-
bién el índice de refracción de ciertos
semiconductores, y no necesita el em-
pleo de una cavidad óptica.
Con láseres de modesta potencia se
han observado tiempos de conmutación
del orden de los nanosegundos.
Los biestables que funcionan con
láseres poco caros, como los diodos lá-
ser (potencia menor al vatio), son relati-
vamente lentos (entre un segundo y
decenas de nanosegundos). Por el con-
trario, los biestables que conmutan muy
rápidamente necesitan de láseres impor-
tantes que presentan el inconveniente
de calentar el sistema ( y ser más ca-
ros).
Esto demuestra que el criterio numé-
rico para evaluar la calidad de una com-
puerta óptica es la energía de con-
mutación, que es el producto del tiempo
de conmutación por la potencia nece-
saria para hacer conmutar al biestable.
Procesadores y memorias ópticas
Cuando el ciclo de histéresis es am-
plio sugiere la existencia de un efecto
de memoria (Ver Figura 3).
Se envía al biestable un rayo láser
continuo (láser de mantenimiento) de
una intensidad comprendida entre los
límites del ciclo de histéresis. Suponga-
mos que el biestable está en estado
opaco (débil transmisión). Si se envía
una señal luminosa suplementaria, de
intensidad suficiente, el biestable pasa
al estado de transmisión fuerte: ha pues-
to en memoria 1.
Si estando en el estado opaco se
envía una señal débil, el biestable per-
manece en ese estado: ha puesto en
memoria O.
Para borrar la memoria se disminuye
la intensidad del láser de mantenimien-
to por debajo del ciclo (así pasa al esta-
do débil).
Para leer la información se mide la
intensidad del láser de mantenimiento
transmitido por el biestable. Para trans-
mitir esta información a otra memoria
es necesario amplificar o atenuar la in-
tensidad del haz de salida, de manera
que pueda hacer conmutar o no a otro
biestable.
Las señales 1 y O deben represen-
tarse en lógica óptica mediante haces
de intensidad bien definida (igual que los
voltajes en electrónica).
Los transistores ópticos realizan fun-
Ciones lógicas que están dadas por la
Intensidad del láser de mantenimiento
que los ilumina.
Si se ilumina el sistema con un láser
de intensidad menor al valor del salto
en la curva del transistor, se tendrá una
compuerta lógica ANO, pues una sola
señal en 1 no modifica la intensidad de
salida; pero dos señales 1 hacen con-
mutar el transistor al estado de transmi-
sión fuerte.
Una compuerta OR se logra con una
intensidad del láser de mantenimiento
b~stante próxima al salto de la curva, y
así cada una de las señales 1 puede
hacer conmutar el transistor.
Para hacer una compuerta NOR se
utiliza la luz reflejada en lugar de la luz
transmitida. Cuando la transmisión es
débil la reflexión es fuerte y viceversa,
pues la curva de la intensidad reflejada
presenta una región de pendiente ne-
gativa.
Si se tiene una intensidad de mante-
nimiento por debajo del primer salto en
la curva, una señal débil sufre una re-
flexión fuerte, y una señal fuerte (1) su-
fre una reflexión débil (O).
En cada caso, las señales de salida
deben normalizarse a los valores de Oy
1 establecidos. Se puede atenuar un haz
luminoso con un filtro, y para amplificar-
lo se puede utilizar un transistor óptico
(aprovechando su gran pendiente).
Estas compuertas no solamente fun-
cionan de una manera sencilla, sino que
ofrecen una gran flexibilidad. Se puede
cambiar, por ejemplo, una compuerta
AND en una OR variando la intensidad
del haz de mantenimiento.
Arquitectura
La arquitectura de los ordenadores
ópticos busca aprovechar las ventajas
de la óptica como conexiones paralelas
y cruzadas y la gran velocidad de trans-
misión.
Se pueden fabricar semiconductores
en placas muy finas de una superficie
relativamente grande (centímetros cua-
drados). Dividiendo esta superficie en
zonas minúsculas, o pixels, que actúan
como conmutadores independientes, se
consiguen redes bidimensionales de
compuertas lógicas que funcionan en
paralelo. Estas redes, a su vez, estarían
controladas por redes de haces láser.
Cada pixel de la red ha de ser ilumi-
nado continuamente con un láser de
mantenimiento que determina la función
de la compuerta. Basta con modificar las
intensidades de los láseres de manteni-
miento para configurar un nuevo progra-
ma de la red de compuertas.
Se puede disponer de una serie de
sistemas que hacen posible la creación
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de una red de pequeños haces con un
solo láser.
Puede pensarse en un conjunto de
láminas de vidrio semirreflectantes que
separan en dos el haz inicial y, sucesi-
vamente en cuatro, ocho, etc. También
puede pensarse en lentes de focos di-
versos que producen varios. haces y los
focalizan en múltiples puntos.
Esto puede ser reemplazado por un
único elemento: el holograma. Es una
especie de placa fotográfica, formada
por un compuesto sensible a la luz, que
registra sistemas muy diversos que le
permiten simular láminas, lentes y otros
elementos de óptica. Presentan venta-
jas como su pequeño tamaño y el he-
cho de que desperdician poca luz (cer-
ca del 3%). Sin embargo, presentan un
inconveniente: las operaciones que se
pueden efectuar con la red de compuer-
tas están fijadas en la placa fotosensible
que constituye el holograma.
Para dar más flexibilidad a la progra-
mación se propuso (G. Rosen, en 1969)
utilizar hologramas no permanentes: las
funciones deseadas se inscriben con
láseres en materiales fotorreactivos que
luego pueden ser borrados.
Otra solución (P. Chavel, en 1987)
consiste en hacer preceder el holograma
de un conjunto de interruptores pro-
gramables. A cada instrucción del pro-
grama, la red de compuertas seleccio-
na los subhologramas necesarios para
la ejecución de las operaciones.
Cálculos
El procesador óptico da toda su me-
dida cuando los datos se presentan en
forma de tabla de números, cuyos ele-
mentos pueden ser tratados en paralelo.
La situación más favorable es aque-
lla en que los datos iniciales son de na-
turaleza óptica.
Si se trata, por ejemplo, de efectuar
cálculos en diferentes puntos de un obje-
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to parcialmente transparente, se ilumi-
na con un láser fuerte y se proyectan
imágenes en redes de compuertas pro-
gramadas para pasar al estado trans-
parente: el objeto queda codificado por
datos binarios transportados por haces
láser.
El procesador también puede tratar
datos suministrados directamente en
forma numérica: un sistema electrónico
controla un conjunto de interruptores
ópticos.
Los datos son dirigidos y repartidos
a los diferentes pixels del procesador por
hologramas regidos por un programa.
La óptica permite transmitir simultá-
neamente un mismo dato a un gran nú-
mero de compuertas que trabajan en
paralelo ("fan in").
Bajo la acción de las señales lumino-
sas de entrada las compuertas lógicas
que constituyen el procesador emiten
señales a la salida.
Después de esta etapa, los resulta-
dos pueden almacenarse en memoria
en redes de pixels biestables, o bien
pueden utilizarse en una fase posterior
del tratamiento. Entonces se presentan
dos casos: el cálculo se efectúa en el
mismo procesador aunque tenga que
reprogramarse, o los datos se envían a
otro procesador.
Futuro
Hasta hace poco, las compuertas
ópticas que funcionan a intensidad dé-
bil eran aproximadamente cien veces
menos rápidas que las compuertas elec-
trónicas. Sin embargo, la gran diversi-
dad de las redes de compuertas permi-
te presagiar potencias de cálculo im-
portantes (número de conmutaciones
que puede efectuar un procesador de
un centímetro cuadrado en un segun-
do). Por otra parte, las operaciones se
efectúan en paralelo y por lo tanto la
.111
,
ganancia de tiempo puede ser conside-
rable.
Suponiendo que se pueda disponer
de lenguajes de programación apropia-
dos, el ordenador óptico parece ser muy
adecuado para efectuar cálculos que
requieren la ejecución simultánea de un
gran número de tareas idénticas (por
ejemplo reconocimiento de formas o tra-
tamiento de imágenes).
COMPUTADORES MOLECULARES
Los inicios de la computación mo-
lecular se encuentran desde que el hom-
bre aparece sobre la tierra, ya que el
cerebro fue el primer "computador" com-
puesto por sales, proteínas, ácidos
nucleicos, carbohidratos yagua; con-
virtiéndose así en el primer indicio de
inteligencia. Sin embargo, las capacida-
des de un sistema molecular de compu-
tación como lo es el cerebro no pueden
obtenerse simplemente mezclando los
materiales antes mencionados, sino que
son el producto de una organización es-
pecial de dichos materiales, la cual está
orientada a dar solución a problemas
tales como: reconocimiento de patrones,
comprensión del lenguaje, comprensión
de problemas matemáticos y en general
de toda actividad que involucre cierto
grado de exigencia mental.
En la actualidad, cie41tíficos como
Michael Conrad están adelantando es-
tUdios con miras a comprender la infor-
mación única sobre las propiedades de
las enzimas y otros materiales orgáni-
cos, tales como moléculas de carbono,
para emplearlas en el desarrollo de sis-
temas computacionales que empiecen a
exhibir algunas de las características del
cerebro humano, superando tanto en
velocidad como en rendimiento al mejor
de los sistemas computacionales basa-
dos en semiconductores.
A continuación explicaremos algunos
de los principales diseños desarrollados
en el campo de la computación mo-
lecular.
Máquinas de Von Neuman
Una de las primeras invenciones en
computación molecular fue la creación
mediante moléculas de carbono de las
conocidas máquinas de Von Newman,
basadas en sistemas electrónicos. Al
comprender las propiedades de las mo-
léculas de carbono, los científicos logran
construir pequeños y rápidos dispositi-
vos como switches orgánicos y conduc-
tores poliméricos basados en la carac-
terística de dichas moléculas para re-
conocer estructuras complementarias y
acoplarse con éstas. Se debe tener en
cuenta que no existirá un conjunto fini-
to de símbolos para programar dichas
estructuras como sí los hay en los len-
guajes de programación convenciona-
les.
Máquinas de Turing
Otro de los diseños importantes en
computación molecular lo constituye la
representación mediante cadenas de
aminoácidos de las máquinas deTuring,
diseñadas hace muchos años. La se-
cuencia de estas cadenas está deter-
minada por la información acumulada
en una cadena deADN primaria, de esta
forma las cadenas de aminoácidos se
constituyen en la representación lineal
de la información formando así una
estructura en tercera dimensión. En el
desarrollo de estas máquinas se están
empleando proteínas construidas de
más de veinte tipos de aminoácidos di-
ferentes. Gracias a que cada uno de
estos tipos de aminoácidos exhibe ca-
racterísticas particulares, la proteína
podrá actuar como un catalizador a di-
ferentes velocidades sobre una molé-
cula destino llamada sustrato, cambian-
do su estado, como se muestra en la
Figura 4.
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Algunas de las características de
este modelo es que las proteínas sur-
gen a través de mecanismos de varia-
ción, tales como mutaciones, las cuales
alteran la secuencia de aminoácidos
cambiando la habilidad de la proteína
para reconocer el sustrato sobre el cual
actuará. Otras mutaciones producen
únicamente ligeros cambios en la for-
ma y la función, como se muestra en la
Figura 5.
Al diseñar un sistema computacional
basado en proteínas se debe tener en
cuenta los mecanismos que se utiliza-
rán para cumplir con los objetivos esta-
blecidos, como el algoritmo de aprendi-
zaje que se muestra en la Figura 6.
Características computacionales
generales
Casi todo modelo de computación
molecular está basado en una secuen-
cia de ADN y ciertas estructuras de pro-
teínas. La secuencia de ADN está re-
presentada en dos cadenas lineales de
aminoácidos de aproximadamente vein-
te tipos diferentes. Estas cadenas es-
tán plegadas dentro de una forma tridi-
mensional que depende de manera de-
finitiva de como están puestos los
aminoácidos. El pliegue es un proceso
libre de energía que depende de la inte-
racción entre los aminoácidos. Por lo
tanto, es posible generar una vasta di-
versidad de combinaciones de llaves o
formas diferentes, especificando se-
cuencias de ADN con ciertas variacio-
nes. Entre las características más im-
portantes están:
Precisión inherente
Los componentes interactivos en un
sistema de procesamiento tipo llave de-
ben ser lo suficientemente grandes para
tener características de formas comple-
mentarias, pero también ser lo suficien-
temente pequeños para explorar estas
características a través de un vigoroso
movimiento denominado "búsqueda
browniana". Cada componente inter-
actuante es una molécula individual.
Una forma construida de un agrega-
do de átomos podrá estar inevitablemen-
te afectada por una "búsqueda brow-
niana". Una molécula individual, sin
embargo, tiene una forma definitiva, la
cual puede tornarse siempre tan larga
como sea su correspondiente estructu-
ra covalente. La extraordinaria precisión
de los patrones de reconocimiento
molecular está acorde con el hecho de
que las moléculas de un tipo dado son
indistinguibles.
Un switche de silicón por el contrario
satisface especificaciones formales de
lógica, ya que si los estados agregados
son suficientemente largos y homogé-
neos, permiten hacer aproximaciones de
valores extremos.
Búsqueda libre de costo
Como la "búsqueda browniana" es
termo dinámicamente libre, el patrón de
reconocimiento puede ser activado de
forma independiente.
Por lo tanto, cierta disipación es re-
querida para convertir su actividad en
un registro macroscópico, acción o es-
tructura. En el caso de una enzima, ésta
está estáticamente en el orden de 10 a
100 KT (donde K es la constante de
Boltzman y T es la temperatura absolu-
ta). Hoy por hoy, los semiconductores
consumen cerca de 105 KT como míni-
mo. Un impulso nervioso típico consu-
me entre 105 y 10 '0 KT, dependiendo del
tamaño neuronal.
Patrones de reconocimiento
en tiempo real
La escala de tiempo de una acción
típica de una enzima va desde una dé-
cima parte de un milisegundo hasta un
milisegundo. Esto es claramente más
rápido que la escala de tiempo de un
impulso nervioso, pero seis veces más
lenta que el tiempo de acción de un
switche de un semiconductor. El tiempo
real de poder computacional de una
enzima para el problema de reconoci-
miento de patrones es mucho más gran-
de que el de un computador digital, sin
embargo, el número de operaciones de
switches digitales requeridos para eje-
cutar una tarea de reconocimiento es
mucho mayor en los dispositivos se-
miconductores, convirtiéndose en una
razón de peso para preferir los sistemas
moleculares.
Incremento de la velocidad
delquantum
. La velocidad del fenómeno lógico de
reconocimiento enzimático no es
comprensible sobre la base del modelo
de llave clásico.
La oportunidad de enlazar una llave
macroscópica dentro de una llave com-
pleta a través de colisiones randómicas
no es muy conveniente.
La acción de las enzimas está acom-
pañada de cambios significativos en la
forma, sin embargo los enlaces de los
niveles moleculares son facilitados me-
diante interacciones entre el movimien-
to de los átomos nucleicos y la estructu-
ra electrónica.
Estas interacciones permiten un cre-
cimiento en la velocidad del proceso de
enlace por encima de las permitidas para
un modelo puramente clásico. El enla-
ce así como el plegamiento descrito
anteriormente es un proceso libre de
energía.
Computación emergente
y adaptabilidad de la evolución
El principal propósito especial de efi-
ciencia en el procesamiento de llaves
está ligado a su propia organización di-
námica. En el caso de una proteína sin-
gular, la representación lineal de infor-
mación está codificada en su propia se-
cuencia de aminoácidos organizada de
acuerdo con las ecuaciones físicas en
tercera dimensión.
Las proteínas interactúan con sus-
tratos para producir reacciones en ca-
dena, o entre ellas, produciendo estruc-
turas de alto nivel nuevamente siguien-
do ciertas ecuaciones físicas en tercera
dimensión.
La intervención de tales organizacio-
nes dinámicas propias no tiene paralelo
en ningún sistema de computación
digital convencional o en modelos de
cadenas lineales de procesamiento de
información (Tal como las máquinas de
Turing). Esto es como si un programa
en Pascal fuera codificado en una bur-
buja que se auto-organizara dentro de
un modelo de herramientas tridimen-
sionales.
Dependencia del carbono
El carbono aparece como elemento
de preferencia para sistemas de com-
putación molecular, así como el silicón
y sus sustancias congéneres aparecen
para hacer switches macroscópicos. El
argumento, planteado por el físico
Henderson a principios de siglo, hace
referencia a que la explosiva estructura
del carbono permite una gran variedad
de polímeros confiriendo a su vez una
alta estabilidad sobre estos polímeros
(así la cadena completa de átomos de
carbono puede servir como un electrón
donador o como un electrón receptor).
Por su parte el silicón no exhibe di-
chas propiedades y además largas ca-
denas de polímeros de silicón son me-
nos estables que las de polímeros de
carbono. Consecuentemente el núme-
ro de formas distintas que pueden ser
obtenidas es comparativamente limita-
do.
Mecanismos computacionales
Los switches enzimáticos de lazos
específicos en sustratos específicos se
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constituyen en paradigmas de los me-
canismos existentes en lo que se refie-
re a la computación molecular, algunos
de los cuales serán descritos a conti-
nuación:
Switches conformacionales: El cam-
bio en la forma que una enzima pre-
senta en un momento dado, puede
ser aprovechado para hacerla fun-
cionar como memoria de almacena-
miento, incrementando su capacidad
al asociarle una segunda llave de
control.
- Interface óptica: Las proteínas y
otras macromoléculas biológicas
pueden contener ciertos pigmentos
que les permiten absorber las seña-
les lucninosas en cierta porción del
rango visible, cumpliendo así funcio-
nes específicas.
Transferencia de electrones: Las
biomoléculas no pueden conducir
electrones de manera similar a los
dispositivos eléctricos, pero sí pue-
den transferir electrones en peque-
ños paquetes de energía mediante
el sistema donante-receptor.
Ensamblaje propio: Las proteínas y
otras macromoléculas pueden enca-
jar juntas como piezas de un rom-
pecabezas para formar un mosaico
polimacromolecular, el cual tiene la
propiedad de autoensamblarse es-
pontáneamente.
COMPUTADORES BASADOS
EN PROTEINAS
Los dispositivos fabricados de molé-
culas biológicas tienen un tamaño me-
nor y un almacenamiento mucho más
rápido. Además, inducen, por ciertas
características especiales, el uso de pro-
cesamiento en paralelo, memorias en
tres dimensiones y redes neuronales. El
supercomputador más avanzado del
mundo no requiere un simple chip
semiconductor; el cerebro humano está
compuesto de moléculas orgánicas que
combina para formar una red suprema-
mente sofisticada, capaz de calcular,
percibir, manipular, autorrepararse, pen-
sar y sentir. Los computadores digitales
pueden realizar cálculos mucho más
rápidos y más precisos que los huma-
nos, pero aún, los más simples organis-
mos son superiores a los computado-
res en los otros cinco dominios. Los di-
señadores de computadores nunca po-
drán construir máquinas que tengan las
facultades que tiene el cerebro, pero se
piensa que se pueden explotar algunas
propiedades de las moléculas biológicas
-particularmente las proteínas- para
construir componentes de computado-
res que son mucho más pequeños, más
rápidos y más potentes que cualquier
dispositivo electrónico.
La industria de la computación ha tra-
tado, desde los años sesenta, de cons-
truir componentes en chips semi-
conductores cada vez más pequeños,
con el fin de fabricar memorias más
grandes y procesadores más potentes,
todo teniendo en cuenta el factor eco-
nómico. Estos chips consisten esencial-
mente en matrices de switches, usual-
mente compuertas lógicas, que cambian
entre dos estados: Oy 1. Si la tendencia
hacia la miniaturización continúa, el pe-
queño tamaño de las moléculas sería
aprovechado para hacer compuestas
lógicas en el año 2030, aproximada-
mente. Pero existe un gran problema
para la industria de computadores (y
para todos, consecuentemente): Cada
disminución en tamaño en un factor de
2 representa un incremento en los cos-
tos de fabricación en un factor de 5. Por
lo tanto, la investigación en esta área
estará frenada más por el aspecto eco-
nómico que por el aspecto físico. Aquí
es donde el uso de moléculas biológi-
cas como componentes activos en la
"circuitería" de los computadores, repre-
senta una alternativa más económica.
Por qué las moléculas
Las moléculas pueden potencialmen-
te servir como switches de computador
porque sus átomos son móviles y cam-
bian de una manera predecible. Si de
alguna forma se pudieran generar dos
estados discretos manipulando el movi-
miento atómico, entonces se puede usar
un estado para representar un Oy el otro
para 1. Tales switches representan una
reducción en tamaño del hardware con-
siderable, porque ellos por sí solos son
pequeños: cerca de una centésima par-
te del tamaño de los transistores
semiconductores usados hoy en día (los
cuales miden cerca de un micrón). Por
lo tanto, un computador biomolecular
sería en principio una quinta parte del
tamaño de un computador actual. En la
industria de los computadores se sabe
que una reducción en tamaño, general-
mente hace que los dispositivos sean
más rápidos. Computadores basados en
proteínas operarían teóricamente 1.000
veces más rápido que los computado-
res más modemos.
Pero en esta etapa, no hay propues-
tas serias de un computador totalmente
molecular. Además, por lo menos en el
futuro próximo, se impondrá el uso de
tecnología híbrida en la cual las molé-
culas y semiconductores son usados en
combinación. Tales alcances proveerían
computadores que son cinco veces
menores en tamaño y cien veces más
rápidos que los actuales.
Las moléculas biológicas también
aparecen como una alternativa debido
a la capacidad tecnológica de "di-
señarlas"; dando a los ingenieros el con-
trol que ellos necesitan para fabricar
compuestos que realicen exactamente
lo que se desea. Los "científicos" de la
computación ya están listos para ampliar
la versatilidad de dispositivos electróni-
cos desarrollando nuevas configuracio-
nes del hardware de los computadores
(nuevas arquitecturas). Además, los
investigadores han introducido arqui-
tecturas de procesamiento paralelo, las
cuales permiten que múltiples conjun-
tos de datos sean manipulados simultá-
neamente; con el fin de expandir las
capacidades de memoria, están dise-
ñando hardware que almacena en tres
dimensiones en vez de dos como se usa
actualmente, y están construyendo re-
des neuronales que simulan las capaci-
dades de aprendizaje por asociación del
cerebro (una habilidad necesaria para
progresar significativamente en la inte-
ligencia artificial). La habilidad de cam-
biar sus propiedades en respuesta a
estímulos luminosos podría simplificar
los requerimientos de hardware para
poder implementar las nuevas arquitec-
turas.
Aunque no existen actualmente, com-
ponentes de computador hechos total o
parcialmente de proteínas en el merca-
do, sí se realizan grandes esfuerzos
para lograrlo. Parece razonable decir
que la tecnología híbrida se moverá de
la ciencia ficción a una realidad comer-
cial. La tecnología de cristal líquido
muestra un ejemplo inicial de un siste-
ma híbrido que ha tenido éxito comer-
cial. La mayoría de los computadores
portátiles de hoy dependen de la tecno-
logía LCD (liquid cristal display), la cual
combina artefactos semiconductores y
moléculas orgánicas para controlar la
intensidad de la imagen en la pantalla.
Una gran cantidad de moléculas es-
tán bajo consideración para ser usadas
en el hardware de los computadores,
pero la que mayor interés ha generado
ha sido la bacteriorodopsina. Durante los
últimos diez años, muchos laboratorios
han construido prototipos de procesa-
miento en paralelo, almacenamiento en
tres dimensiones y redes neuronales
basados en esta proteína. Los científi-
cos soviéticos fueron los primeros en
reconocer y desarrollar el potencial de
la bacteriorodpsina para la computación.
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Tan pronto fue descubierta se formó un
equipo de científicos de cinco institucio-
nes soviéticas para trabajar en electró-
nica biomolecular, como parte de lo que
se llamaría proyecto rodopsina. Muchos
aspectos de este "ambiguo" proyecto
son considerados todavía como secre-
tos militares y posiblemente nunca se-
rán revelados. Se sabe que los milita-
res soviéticos utilizaron microfichas, lla-
madas biochrome, de bacterioro-
dopsina. Además, reportes informales
de científicos soviéticos trabajando aho-
ra en Estados Unidos, indican que tam-
bién fabricaron procesadores de datos
ópticos, pero no se tienen detalles de
su alcance más significativo: un pro-
cesador para un radar militar construi-
do con bacteriorodopsina.
La rodopsina y la bacteriorodopsina
son proteínas complejas que incluyen un
componente que absorbe la luz conoci-
do como chromophore. El chromophore
absorbe energía de la luz, iniciando una
compleja serie de "movimientos" inter-
nos que resultan en cambios dramáti-
cos en la estructura de la proteína que
los contiene. Estos cambios alteran las
características ópticas y eléctricas de la
proteína. Por ejemplo, cuando la ro-
dopsina absorbe luz en el ojo humano,
el cambio en la estructura desprende
energía que sirve como una señal eléc-
trica capaz de convertirse en informa-
ción visual para el cerebro.
Por otro lado, la bacteriorodopsina fue
escogida por los investigadores gracias
a su gran estabilidad, sus propiedades
ópticas y su facilidad de "fabricación" en
grandes cantidades. Los componentes
de los computadores deben ser capa-
ces de soportar cambios en su medio
ambiente sin dañarse: la bacterio-
rodopsina funciona naturalmente (don-
de fue encontrada) a temperaturas que
exceden los 150 grados farenheit y está
expuesta frecuentemente a luz intensa.
Las aplicaciones bajo estudio para
procesadores y memorias, se basan en
la explotación del llamado ("tociclo: se-
ries de cambios estructl ,ales en la
bacteriorodopsina en respuesta a la luz
(en su estado de cambio la molécula es
conocida como bR y cada intermedio o
estado en las series es identificado por
una letra del alfabeto). Los intermedios
absorben luz de diferentes regiones del
espectro, como consecuencia podemos
leer los datos lanzando destellos láser
sobre las moléculas y notar el tamaño
de la onda que no pasa a través del de-
tector. Como se puede alterar la estruc-
tura de la bacteriorodopsina con luz lá-
ser y luego, con otra luz láser, determi-
nar qué intermedios están formados,
entonces se tienen las bases para es-
cribir y leer de la memoria.
La mayoría de dispositivos bajo es-
tudios hacen uso del estado de cambio
y de un intermedio de la bacterio-
rodopsina. Un estado es designado
como O y el otro como 1, Y el cambio
entre estados es controlado por un des-
tello láser. Muchos dispositivos basados
en la bacteriorodopsina operarían sólo
a la temperatura extremadamente fría
del nitrógeno líquido, a la cual la luz in-
ducida hace cambiar de la estructura
inicial bR a una intermedia conocida
como estado K. Estos dispositivos son
mucho más rápidos comparados con los
switches en semiconductores (la conver-
sión de bR a K toma unas pocas
trillonésimas de segundo comparada
con las billonésimas de segundo que
toma un dispositivo semiconductor equi-
valente). Pero la necesidad de tempe-
raturas bajas hace excluir el uso en apli-
caciones de propósito general a este tipo
de implementación. Sin embargo, los
artefactos actuales basados en la
bacteriorodopsina funcionan cerca o a
temperaturas normales (una condición
bajo la cual se establece otro estado in-
termedio llamado M).
Ciertos intermedios producidos des-
pués de que la bacteriorodopsina es
expuesta inicialmente a la luz, cambian
a estructuras inusuales cuando absor-
ben energía de un segundo destello lá-
ser, en un proceso conocido como ar-
quitectura secuencial de un fotón. Por
ejemplo, el cambio del intermedio O al
P y al Q. Estas estructuras son genera-
das por dos pulsos consecutivos de luz
láser: primero verde y luego rojo. Aun-
que el intermedio P tiene una corta du-
ración, éste se "relaja" para formar el
intermedio Q el cual es estable por pe-
ríodos extensos, aun durante muchos
años. Debido a su estabilidad, el estado
Q tiene gran significancia en la búsque-
da de memoria durable y de alta densi-
dad. Los intermedios P y Q formados
en el proceso secuencial del fotón, son
particularmente útiles para el procesa-
miento paralelo. Además de la escritura
de datos en paralelo, las investigacio-
nes incorporan otra innovación: el alma-
cenamiento en tres dimensiones.
Proceso de lectura y escritura
Un cubo de bacteriorodopsina está
rodeado por dos matrices de destellos
láser puestos perpendicularmente uno
del otro. Una matriz láser configurada
en ·verde", activa el fotociclo de la pro-
teína en cualquier plano cuadrado se-
leccionado (llamados páginas), dentro
del cubo. Después de unos milise-
gundos, cuando el número de interme-
dios O alcanza el máximo, la otra matriz
de luz láser (configurada en "rojo") se
dispara. Esta matriz está programada
para iluminar sólo la región de la página
activada donde los datos serán escritos,
cambiando las moléculas a una estruc-
tura P. El intermedio P. entonces, "rela-
ja" su estructura para formar el interme-
dio altamente estable Q. Si se asigna la
estructura bR al estado binario 1 enton-
ces el proceso es similar al proceso de
switche en un semiconductor o en una
memoria magnética. Múltiples de direc-
ciones de datos pueden ser escritas si-
multáneamente en otras páginas, debi-
do a que la matriz láser puede activar
moléculas en varios lugares.
Para leer de la memoria almacenada
se basa en la absorción selectiva de luz
roja por parte del intermedio O. Para leer
múltiples bits de datos en paralelo, se
comienza de la misma manera que en
el proceso de escritura. Primero, el des-
tello verde de paginación se dispara al
cuadrado (página) de proteína a ser leí-
do, iniciando el fotociclo normal de las
moléculas en el estado bR. Después de
dos milisegundos, toda la matriz de lá-
ser es configurada a una luz roja de muy
baja intensidad. Las moléculas que es-
tán en el estado binario 1 (intermedios
P ó Q) no absorben los destellos ni cam-
bian de estado, pero las moléculas que
están en estado original binario O(esta-
do bR) absorben los destellos (pero tam-
poco cambian su estructura), porque
ellas están en ciclo de absorción de la
luz roja (intermedio O). Un detector re-
cibe los destellos que pasan a través de
la página y los interpreta como unos y
el resto como ceros. Todo este proceso
es realizado en diez milisegundos, a una
tasa de diez megahertz por segundo
para cada página de memoria.
Además de facilitar el procesamien-
to en paralelo, los cubos de bac-
teriorodopsina proveen mucho más es-
pacio de memoria que las memorias en
dos dimensiones (por ejemplo, los dis-
cos recientemente diseñados que incor-
poran una pequeña película de material
magnético que es escrito mediante lá-
ser y borrado por medio de un campo
magnético). Tales memorias bidimen-
sionales tienen una capacidad de alma-
cenamiento limitada a cerca de cien mi·
1I0nes de bits por centímetro cuadrado.
En contraste, las memorias ópticas
tridimensionales pueden alcanzar, al
menos teóricamente, densidades de un
trillón de bits por centímetro cúbico. La
velocidad es también un beneficio im-
portante de las memorias volumétricas
(tridimensionales). La combinación de
almacenamiento tridimensional con el
uso de arquitectura paralela amplía la
velocidad de tales memorias, así como
el procesamiento paralelo en el cerebro
humano mejora 105 procesos neuronales
que son relativamente lentos y permite
al cerebro ser una máquina inteligente
con capacidades de reflexión y de toma
de decisiones supremamente rápidas.
Todo este proceso cerebral tiene lugar
en cerca de diez milisegundos. Si se ilu-
mina un cuadrado que mida 1.024 bits
por 1.024 bits dentro de un cubo de pro-
teína que sea más grande, se puede
escribir 1.048.576 bits de datos, o cerca
de 105 kilobytes, en la memoria en un
ciclo de diez milisegundos. Estos valo-
res representan una velocidad prome-
dio de escritura de diez millones de bytes
por segundo, incomparable a las lentas
memorias semiconductoras. Aún más,
cada artefacto de memoria puede
accesar más de un cubo de datos y la
velocidad de memoria es proporcional
al número de cubos operando en para-
lelo. Así, una memoria de ocho cubos
operaría mucho más rápido: a ochenta
millones de bytes por segundo. Los cu-
bos de memoria deben ser extremada-
mente uniformes en su composición
para asegurar exactitud en la lectura y
escritura, porque demasiadas o muy
pocas moléculas en una región podría
distorsionar la información almacenada.
Fabricar los cubos en baja gravedad
puede producir las necesidades de
homogeneidad para dispositivos de
memoria.
Muchos otros tipos de sistemas de
computación basados en bacterio-
rodopsina están siendo investigados.
Por ejemplo, las moléculas biológicas
parecen prometer como componentes
asociativos de memoria necesitados
para redes neuronales y, eventualmen-
te, inteligencia artificial. Las memorias
asociativas operan en forma muy dife-
rente a las memorias usadas en las ar-
quitecturas actuales. Trabajan como lo
hace el cerebro, en forma asociativa y
neuronal. Muchos científicos creen que
la gran capacidad de las memorias aso-
ciativas será requerida si se desea al-
canzar una verdadera inteligencia arti-
ficial.
Por otro lado, la bacteriorodopsina
muestra claras ventajas sobre otras sus-
tancias usadas en la investigación. Por
ejemplo, 105 cristales fotorreactivos. La
proteína es más sensible a la luz que
los cristales orgánicos, permitiendo el
uso de niveles de luz más bajos. En con-
secuencia, se necesita menos energía
para escribir y para leer memoria, y la
velocidad de los procesos mejora. Ade-
más, la bacteriorodopsina puede ser
escrita y leída muchas más veces que
los cristales, los cuales sufren de fatiga
después de ciclos de escritura y lectura
repetitivos.
Debido a que el estudio de la bac-
teriorodopsina natural continúa, muchos
laboratorios están explorando la posibi-
lidad de modificar las formas de la pro-
teína con el fin de mejorar su funciona-
miento para facilitar su uso en compu-
tadores, mediante la ingeniería genética
(tratando de reemplazar aminoácidos
con el fin de mejorar, por ejemplo, la
duración del estado M en el fotociclo).
Los computadores moleculares re-
presentan la última meta. Sin embargo,
la mayoría de científicos están de acuer-
do en que el primer paso es crear com-
putadores híbridos que combinen las
mejores características de las dos ar-
quitecturas.
Durante la década pasada, la veloci-
dad de 105 procesadores aumentó casi
mil veces, mientras que las capacida-
des de almacenamiento han mejorado
en un factor de cincuenta. También, la
transferencia de datos dentro del com-
putador es el principal cuello de botella
que limita el desempeño final. El proce-
samiento en paralelo y las interco-
nexiones basadas en la luz, harían com-
putadores híbridos que explotan la efi-
ciencia de las moléculas biológicas, per-
mitiendo almacenar, transferir y manipu-
lar grandes cantidades de datos. Para
explotar esto se están diseñando cua-
tro tipos de tarjetas para computadores
actuales; idos tarjetas contendrán me-
moria volumétrica basada en proteínas,
con una capacidad total cercana a cua-
renta gigabytes! Otra de esas tarjetas
será rápída, con almacenamiento per-
manente y de acceso randómico; la otra
será menos cara, removible y con alma-
cenamiento a largo plazo. La cuarta tar-
jeta contendrá memoria asociativa ba-
sada en películas de bacteriorodopsina.
El futuro
El computador híbrido que se piensa
será altamente flexible. Tomando ven-
taja de combinaciones de tarjetas de
memorias serán capaces de manejar
grandes cantidades de datos; llevar a
cabo complicadas simulaciones cientí-
ficas, o servir como plataformas para las
investigaciones en inteligencia artificial.
Usando las ventajas de la memoria
asociativa se podrán diseilar computa-
dores que funcionen como computado-
res asociativos neuronales, capaces de
aprender y de analizar datos e imáge-
nes de manera muy cercana a como lo
hace el cerebro. Dado que la meta más
próxima es la de construir un computa-
dor híbrido totalmente funcional, se ne-
cesita más trabajo e investigación.Aun-
que se confía en que estén disponibles
en 105 próximos ocho años y que en las
próximas décadas se haya revoluciona-
do la industria de los computadores, los
usuarios tendrán tarjetas de memoria
más grandes y baratas, que tengan
muchos gigabytes de almacenamiento
en un pequeño cubo. iImagine la venta-
ja de cargar en su billetera un pequeño
cubo donde guarda el equivalente de
una gran enciclopedia y todas las pala-
bras que una persona ha escrito en los
últimos diez años!
Pero, la aplicación más dramática
podría ser encontrada en otro tópico de
la investigación: mediante la obtención
de capacidades de almacenamiento en
terabytes, de asociamiento neuronal y
alta capacidad de procesamiento en
paralelo, en 105 computadores híbridos;
se podrá, por primera vez, incorporar los
tres requerimientos de hardware cru-
ciales para el desarrollo de la Inteligen-
cia Artificial (lA): la nueva "tarea" para
ingresar a una nueva era en la compu-
tación.
CONCLUSIONES
Después de lo visto en el trabajo,
podemos concluir que el desarrollo de
la tecnología tiende a cambiar radical·
mente la arquitectura de los computa-
dores en un futuro no muy lejano.
La máquina podrá conducir informa·
ción en una época en la cual el único
límite del poder de la computación será
la velocidad de la luz.
Estos avances permitirán el desarro-
llo de nuevas áreas de estudio de la cien-
cia, como lo son la Inteligencia Artificial,
Realidad Virtual, Redes Neuronales, etc.
Las nuevas tendencias de procesa-
miento paralelo, almacenamiento en tres
dimensiones y transmisión rápida de la
información se ven reforzadas con los
adelantos en la computación óptica y
molecular.
Es necesario que los investigadores
a nivel mundial, sigan desarrollando
nuevas tecnologías que permitan un
mejor nivel de vida de las personas y de
la sociedad.
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La creación de nuevas tecnologías
plantea nuevos problemas no tan sen-
cillos y además el tiempo de adaptación
a las mismas es considerable, lo que
redunda en que no se dispondrá fácil-
mente de ellas en la vida cotidiana.
El paso de las arquitecturas tradicio-
nales a las nuevas podría traer proble-
mas de compatibilidad y además se re-
quiere crear nuevos lenguajes y técni-
cas para poder manejar estas nuevas
arquitecturas.
Toda persona relacionada directa-
mente con la informática debe estar al
tanto de las nuevas tendencias en el
área de la computación, ya que ésta es
una herramienta para su trabajo, por lo
tanto es importante conocer acerca de
estos nuevos desarrollos.
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Figura 5. Muestra la adaptabilidad evolutiva de las enzimas gracias a su capacidad para adaptarse
a los cambios en las cadenas de aminoácidos mediante mutaciones.
Figura 4. Las proteína~ como switches de reconocimiento y la utilización de cadena~ de aminoácidos
para representar la información.
Cadena de aminoácidos
Enzima
+
~
intensidad incidente
intensidad incidentelo
Figura 3
Figura 2
intensidad transmitida
intensidad transmitida
48 ••~:_:.:I.:::::::::::::::::::::::::=ICESI :=========================::-;~49ICESI
Figura 6. Algoritmo de aprendizaje evolutivo.
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Selección de la proteína
con mejor desempeño
Evaluación del desempeño
de cada proteína
Hacer copias de las proteínas
'--------.1 con mejor desempeño
1. Es preferible emplear la terminología inglesa al espantoso "cabildeo", cuyo uso mismo es prueba
de la ignorancia que hay sobre el tema.
que la de actuar con un fin distinto al
interés público, o de comprometer a la
administración pública con tal o cual
categoría de intereses privados o parti-
distas.
Es tan arraigado este sentimiento en
Francia, que el General De Gaulle ex-
presaba en 1963, en una de sus alocu-
ciones televisadas, que "el Estado tiene
por objetivo y por razón de ser el servi-
cio del interés general". Y su sucesor, el
presidente Pompidou decía siete años
más tarde ante el Consejo de Estado
que "sólo el Estado, por los órganos
constitucionales que la nación misma le
ha otorgado directamente, puede tener
del interés general una visión completa
y desinteresada".
No es pues extraño que el concepto
central y fundador de nuestro Derecho
Administrativo, como el de buena parte
de la retórica política, sea precisamen-
te este del "interés general". Es él quien
sustenta y legitima las nociones de po-
testadpública y de servicio público, crite-
En el curso del debate parlamenta-
rio que, a fines de 1994 culminó con la
aprobación de la Ley de televisión, y por
razón de las intensas presiones que hi-
cieron los grandes grupos económicos
interesados en la explotación del nue-
vo esquema de privatización, se habló
de reglamentar el lobby o más exacta-
mente el lobbying', en el país.
Tanto el presidente del Congreso
como otros parlamentarios considera-
ron que era necesario enmarcar esa
práctica en un marco legal serio y se-
vero.
Sería conveniente y deseable, sin
embargo, que el proyecto, y la ley que
finalmente resulte, tengan en cuenta
que nuestras instituciones jurídico-polí-
ticas, inspiradas en el modelo francés,
parten de la existencia de un interés
general, que conviene a todos y cuyo
intérprete exclusivo es el Estado al cual
corresponde el monopolio de su defini-
ción y búsqueda. Pocas acusaciones se
consideran más graves en ese modelo
o ----.ll__STOP I
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