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Abstract
In this paper, we consider the 1D Navier-Stokes equations for viscous compressible
and heat conducting fluids (i.e., the full Navier-Stokes equations). We get a unique
global classical solution to the equations with large initial data and vacuum. Because of
the strong nonlinearity and degeneration of the equations brought by the temperature
equation and by vanishing of density (i.e., appearance of vacuum) respectively, to our
best knowledge, there are only two results until now about global existence of solutions
to the full Navier-Stokes equations with special pressure, viscosity and heat conductivity
when vacuum appears (see [13] where the viscosity µ =const and the so-called variational
solutions were obtained, and see [1] where the viscosity µ = µ(ρ) degenerated when the
density vanishes and the global weak solutions were got). It is open whether the global
strong or classical solutions exist. By applying our ideas which were used in our former
paper [8] to get H3−estimates of u and θ (see Lemma 3.10, Lemma 3.11, Lemma 3.12
and the corresponding corollaries), we get the existence and uniqueness of the global
classical solutions (see Theorem 1.1). In fact, the existence of strong solutions would
be done obviously by our estimates if the regularity of the initial data is assumed to be
weaker. Like [8], we get H4−regularity of ρ and u (see Theorem 1.2). We do not get
further regularity of θ such as H4−regularity, because of the degeneration and strong
nonlinearity brought by vacuum and the term (µuux)x in the temperature equation.
This can be viewed the first result on global classical solutions to the 1D Navier-Stokes
equations for viscous compressible and heat conducting fluids which may be large initial
data and contain vacuum.
Key Words: Compressible Navier-Stokes equations, heat conducting fluids, vacuum, global
classical solutions.
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1 Introduction
In this paper, we consider the Navier-Stokes equations for viscous compressible and heat
conducting fluids (i.e. the full Navier-Stokes equations). The model, describing for instance
the motion of gas, plays an important role in applied physics. Mathematically, the model in
one dimension can be written as follows in sense of Eulerian coordinates:
ρt + (ρu)x = 0, ρ ≥ 0,
(ρu)t + (ρu
2)x + Px = (µux)x,
(ρE)t + (ρuE)x + (Pu)x = (µuux)x + (κθx)x,
(1.1)
for (x, t) ∈ (0, 1) × (0,+∞). Here ρ = ρ(x, t), u = u(x, t), P = P (ρ, θ), E, θ and κ = κ(ρ, θ)
denote the density, velocity, pressure, total energy, absolute temperature and coefficient of
heat conduction, respectively. The total energy E = e+ 12u
2, where e is the internal energy.
µ > 0 is the coefficient of viscosity. P and e satisfy the second principle of thermodynamics:
P = ρ2
∂e
∂ρ
+ θ
∂P
∂θ
. (1.2)
In the present paper, we consider the initial and boundary conditions:
(ρ, u, θ)
∣∣
t=0
= (ρ0, u0, θ0)(x) in [0, 1], (1.3)
and
(u, θx)
∣∣
x=0,1
= 0, t ≥ 0. (1.4)
Since the model is important, lots of works on the existence, uniqueness, regularity and
asymptotic behavior of the solutions were done during the last five decades. While, because
of the stronger nonlinearity in (1.1) compared with the Navier-Stokes equations for isentropic
fluids (no temperature equation), many known mathematical results mainly focused on the
absence of vacuum (vacuum means ρ = 0), refer for instance to [17, 18, 24, 25, 29, 30, 34] for
classical solutions. More precisely, the local classical solutions to the Navier-Stokes equations
with heat-conducting fluid in Ho¨lder spaces was obtained respectively by Itaya in [17] for
Cauchy problem and by Tani in [34] for IBVP with inf ρ0 > 0, where the spatial dimension
N = 3. Using delicate energy methods in Sobolev spaces, Matsumura and Nishida showed in
[29, 30] that the global classical solutions exist provided that the initial data is small in some
sense and away from vacuum and the spatial dimension N = 3. For large initial data and
dimension N = 1, Kazhikhov, Shelukhi in [25] (for polytropic perfect gas with µ, κ =const.)
Global Classical Large Solutions to the Navier-Stokes Equations with Vacuum 3
and Kawohl in [24] (for real gas with κ = κ(ρ, θ), µ = const.) respectively got global classical
solutions to (1.1) in Lagrangian coordinates with boundary condition (1.4) and inf ρ0 > 0.
The internal energy e and the coefficient of heat conduction κ in [24] satisfy the following
assumptions for ρ ≤ ̺ and θ ≥ 0 (we translate these conditions in Eulerian coordinates)
e(ρ, 0) ≥ 0, ν(1 + θr) ≤ ∂θe(ρ, θ) ≤ N(̺)(1 + θr),
κ0(1 + θ
q) ≤ κ(ρ, θ) ≤ κ1(1 + θq),
|∂ρκ(ρ, θ)|+ |∂ρρκ(ρ, θ)| ≤ κ1(1 + θq),
(1.5)
where r ∈ [0, 1], q ≥ 2 + 2r, and ν, N(̺), κ0 and κ1 are positive constants. For the perfect
gas in the domain exterior to a ball in RN (N = 2 or 3) with µ, κ =const., Jiang in [18] got
the existence of global classical spherically symmetric large solutions in Ho¨lder spaces.
In fact, Kawohl in [24] also considered the case of µ = µ(ρ) for another boundary condition
with inf ρ0 > 0, where 0 < µ0 ≤ µ(ρ) ≤ µ0 for any ρ ≥ 0 and µ0 and µ0 are positive constant.
This result was generalized to the case µ(ρ) = ρα by Jiang in [19] for α ∈ (0, 14), and by Qin,
Yao in [31] for α ∈ (0, 12), respectively.
On the existence, asymptotic behavior of the weak solutions for full Navier-Stokes equa-
tions (including the temperature equation) with inf ρ0 > 0, please refer for instance to
[20, 21, 23] for weak solutions in 1D and for spherically symmetric weak solutions in bounded
annular domains in RN (N = 2, 3), and refer to [12] for variational solutions in a bounded
domain in RN (N = 2, 3).
In the presence of vacuum (i.e. ρ may vanish), to our best knowledge, the mathematical
results about global well-posedness of the full Navier-Stokes equations are usually limited to
the existence of weak solutions with special pressure, viscosity and heat conductivity (see
[1, 13]). More precisely, Feireisl in [13] got the existence of so-called variational solutions
in dimension N ≥ 2. The temperature equation in [13] is satisfied only as an inequality.
Anyway, this work in [13] is the very first attempt towards the existence of weak solutions to
the full compressible Navier-Stokes equations in higher dimensions, where the viscosity µ is
constant and
κ = κ(θ) ∈ C2[0,∞), κ(1 + θa) ≤ κ(θ) ≤ κ(1 + θa) for all θ ≥ 0,
P = P (ρ, θ) = Pe(ρ) + θPθ(ρ) for all ρ ≥ 0 and θ ≥ 0,
Pe,Pθ ∈ C[0,∞) ∩ C1(0,∞); Pe(0) = 0, Pθ(0) = 0,
P ′e(ρ) ≥ a1ργ−1 − b1 for all ρ > 0; Pe(ρ) ≤ a2ργ + b1 for all ρ ≥ 0,
Pθ is non-decreasing in [0,∞); Pθ(ρ) ≤ a3(1 + ρΓ) for all ρ ≥ 0,
(1.6)
where Γ < γ2 if N = 2 and Γ =
γ
N
for N ≥ 3; a ≥ 2, γ > 1, and a1, a2, a3, b1, κ and
κ are positive constants. Note that the perfect gas equation of state (i.e. P = Rρθ for
some constant R > 0) is not involved in (1.6). In order that the equations are satisfied as
equalities in the sense of distribution, Bresch and Desjardins in [1] proposed some different
assumptions from [13], and obtained the existence of global weak solutions to the full Navier-
Stokes equations with large initial data in T3 or R3. In [1], the viscosity µ = µ(ρ) may vanish
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when vacuum appears, and κ, P and e are assumed to satisfy
κ(ρ, θ) = κ0(ρ, θ)(ρ+ 1)(θ
a + 1),
P = rρθ + pc(ρ),
e = Cυθ + ec(ρ),
(1.7)
where a ≥ 2, r and Cυ are two positive constants, pc(ρ) = O(ρ−ℓ) and ec(ρ) = O(ρ−ℓ−1) (for
some ℓ > 1) when ρ is small enough, and κ0(ρ, θ) is assumed to satisfy
c0 ≤ κ0(ρ, θ) ≤
1
c0
,
for c0 > 0. We have to mention that the smooth solutions in C
1
(
[0,∞);Hd(RN )) (d > 2+[N2 ])
would blow up when the initial density is of nontrivial compact support (see [36]). On the
local existence and uniqueness of strong solutions in R3, please refer to [4] for the perfect gas
with µ, κ =const.
It is still open whether global strong (or classical) solutions exist when vacuum appears
(i.e., the density may vanish). Our main concern here is to show the existence and uniqueness
of global classical solutions to (1.1)-(1.4) with vacuum and large initial data. In fact, the
existence of the strong solutions to this problem is obvious if the regularity of initial data is
assumed to be weaker.
For compressible isentropic Navier-Stokes equations (i.e. no temperature equation), there
are so many results about the well-posedness and asymptotic behaviors of the solutions
when vacuum appears. Refer to [14, 22, 26, 28] and [15, 27, 35, 38, 39, 40] for global weak
solutions with constant viscosity and with density-dependent viscosity, respectively. Refer
to [6, 10] and [2, 3, 5, 33] for global strong solutions and for local strong (classical) solu-
tions with constant viscosity, respectively. Recently, Huang, Li, Xin in [16] and Ding, Wen,
Yao, Zhu in [8, 9] independently got existence and uniqueness of global classical solutions,
where the initial energy in [16] is assumed to be small in R3 and ρ− ρ˜ ∈ C ([0, T ];H3(R3)),
u ∈ C ([0, T ];D1(R3) ∩D3(R3)) ∩ L∞ ([τ, T ];D4(R3)) (for τ > 0) which generalized the re-
sults in [3], and the initial data in [8, 9] could be large for dimension N = 1 and could be
large but spherically symmetric for N ≥ 2, and (ρ, u) ∈ C([0, T ];H4(I)) (I is bounded in [8],
and is bounded or an exterior domain in [9]).
We would like to give some notations which will be used throughout the paper.
Notations:
(1) I = [0, 1], ∂I = {0, 1}, QT = I × [0, T ] for T > 0.
(2) For p ∈ [1,∞], Lp = Lp(I) denotes the Lp space with the norm ‖ · ‖Lp . For k ≥ 1 and
p ∈ [1,∞], W k,p = W k,p(I) denotes the Sobolev space, whose norm is denoted as ‖ · ‖W k,p ,
Hk =W k,2(I).
(3) For an integer k ≥ 0 and 0 < α < 1, let Ck+α(I) denote the Schauder space of
functions on I, whose kth order derivative is Ho¨lder continuous with exponents α, with the
norm ‖ · ‖Ck+α .
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In this paper, our assumptions are the following:
(A1):
∫
I
ρ0 > 0.
(A2): µ = const. > 0, e = C0Q(θ)+ec(ρ), P = ρQ(θ)+Pc(ρ), κ = κ(θ), for some constant
C0 > 0.
(A3): Pc(ρ) ≥ 0, ec(ρ) ≥ 0, for ρ ≥ 0; Pc ∈ C2[0,∞); ρ|∂ec∂ρ | ≤ C1ec(ρ), for some constant
C1 > 0.
(A4) : Q(·) ∈ C2[0,∞) satisfiesC2
(
β + (1− β)θ + θ1+r) ≤ Q(θ) ≤ C3 (β + (1− β)θ + θ1+r) ,
C4(1 + θ
r) ≤ Q′(θ) ≤ C5(1 + θr),
for some constants Ci > 0 (i = 2, 3, 4, 5) and r ≥ 0, β = 0 or 1.
(A5): κ ∈ C2[0,∞) satisfies
C6(1 + θ
q) ≤ κ(θ) ≤ C7(1 + θq),
for q ≥ 2 + 2r, and some constants Ci > 0 (i = 6, 7).
(A6): Q,Pc ∈ C4[0,∞), and κ satisfies
|∂3θκ(θ)| ≤ C8(1 + θq−3),
for θ > 0 and some constant C8 > 0.
Remark 1.1 (i) (A1) is needed to get the upper bounds of θ and θt in terms of some norms
by using mass conservation, Lemma 2.1 and Corollary 2.1.
(ii) The case for the perfect gas (i.e. P = Rρθ, e = Cνθ for constants R > 0 and Cν > 0)
is involved in the above assumptions.
(iii) As it mentioned in [24], the restriction on µ (µ=const., see other restrictions on κ
and e in (1.5)) is not physically motivated. Physically, it seems more importantly that the
state functions e, µ and κ usually depend on both ρ and θ. Particularly, the internal energy
e grows as θ1+r with r ≈ 0.5, the conductivity κ grows as θq with 4.5 ≤ q ≤ 5.5 and viscosity
µ increases like θp with 0.5 ≤ p ≤ 0.8 (see [24, 31] and references therein). Because of math-
ematical technique, in the present paper, we assume µ =const. and κ = κ(θ) as in [13] (see
(1.6)). From (A2)–(A5), we know that e and κ grow respectively as θ
1+r and θq, where q can
be taken as q ∈ [4.5, 5.5], and r can be taken as r = 0.5 if we consider θ > 0.
(iv) The restriction on q in (A5) (i.e. q ≥ 2 + 2r) is same as (1.5), and is the same as
(1.6) and (1.7) when we take r = 0. This assumption plays an important role in the analysis.
Main results:
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Theorem 1.1 In addition to (A1)-(A5), we assume ρ0 ≥ 0, ρ0 ∈ H2, (√ρ0)x ∈ L∞, u0 ∈
H3 ∩H10 , θ0 ∈ H3, ∂xθ0|x=0,1 = 0, and that the following compatible conditions are valid:µu0xx − [P (ρ0, θ0)]x =
√
ρ
0
g1,
[κ(θ0)θ0x]x + µ|u0x|2 =
√
ρ0 g2, x ∈ I,
(1.8)
for some g1, g2 ∈ L2, and
(√
ρ0g1
)
x
,
(√
ρ0g2
)
x
∈ L2. Then for any T > 0 there exists a
unique global solution (ρ, u, θ) to (1.1)-(1.4) such that
ρ ∈ C([0, T ];H2), ρt ∈ C([0, T ];H1), √ρ ∈W 1,∞(QT ),
u ∈ L∞([0, T ];H3), √ρut ∈ L∞([0, T ];L2),
ρut ∈ L∞([0, T ];H1), ut ∈ L2([0, T ];H10 ),
√
ρet ∈ L∞([0, T ];L2),
ρet ∈ L∞([0, T ];H1), θ ∈ L∞([0, T ];H3), θt ∈ L2([0, T ];H1).
Remark 1.2 (i) (1.8) was proposed by Cho and Kim in [4] to get local H2-regularity of u
and θ for the polytropic perfect gas. The detailed reasons why such conditions were needed
can be found in [4]. Roughly speaking, g1 and g2 are equivalent to
√
ρut and
√
ρet at t = 0,
respectively.
(ii) By the Sobolev embedding theorems (cf. [7]) and Lemma 2.3, we know from Theorem
1.1
ρ ∈ C
(
[0, T ];C1+
1
2 (I)
)
∩ C1
(
[0, T ];C
1
2 (I)
)
,
u ∈ C ([0, T ];C2+σ(I)) , (ρu)t ∈ C ([0, T ];Cσ(I)) ,
θ ∈ C ([0, T ];C2+σ(I)) , (ρe)t ∈ C ([0, T ];Cσ(I)) ,
for any T > 0 and σ ∈ (0, 12 ). This implies (ρ, u, θ) is the classical solution to (1.1)-(1.4).
Theorem 1.2 In addition to (A1)-(A6), we assume ρ0 ≥ 0, ρ0 ∈ H4, (√ρ0)x ∈ L∞, u0 ∈
H4 ∩H10 , θ0 ∈ H3, ∂xθ0|x=0,1 = 0, q > 2 + 2r, and that the following compatible conditions
are valid: µu0xx − [P (ρ0, θ0)]x = ρ0g3,[κ(θ0)θ0x]x + µ|u0x|2 = √ρ0 g2, x ∈ I, (1.9)
for some g3 ∈ H10 ,
(√
ρ0∂xg3
)
x
∈ L2, and g2,
(√
ρ0g2
)
x
∈ L2. Then for any T > 0 there exists
a unique global solution (ρ, u, θ) to (1.1)-(1.4) satisfying:
ρ ∈ C([0, T ];H4), ρt ∈ C([0, T ];H3), √ρ ∈W 1,∞(QT ),
u ∈ C([0, T ];H4) ∩ L2([0, T ];H5), ut ∈ L∞([0, T ];H10 ) ∩ L2([0, T ];H3),
(ρu)t ∈ C([0, T ];H2), √ρuxxt ∈ L∞([0, T ];L2), √ρet ∈ L∞([0, T ];L2),
(ρe)t ∈ L∞([0, T ];H1), θ ∈ L∞([0, T ];H3) ∩ L2([0, T ];H4), θt ∈ L2([0, T ];H1).
Remark 1.3 (i) (1.9)1 was proposed by Cho and Kim in [3] where they consider the lo-
cal existence of classical solutions for isentropic fluids (no temperature equation). Roughly
speaking, g3 is equivalent to ut at t = 0.
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(ii) We could not get θ ∈ C([0, T ];H4) (or L∞([0, T ];H4)) even if (1.9)2 is changed
similarly to (1.9)1, because of the strong nonlinearity and degeneration brought by (µuux)x
in the temperature equation and the appearance of vacuum, respectively.
(iii) Using ideas of Cho and Kim in [3], we can also get
u ∈ L∞ ([τ, T ];H4) , θ ∈ L∞ ([τ, T ];H3) ,
for τ > 0. If we can obtain our estimates in higher dimensions, it will be useful to investigate
the local (global) existence of classical solutions to the full Navier-Stokes equations (including
the temperature equation) in RN (N ≥ 2). For example, to guarantee (1.4) in RN (N = 2
or 3) is valid for all t ≥ 0, it is necessary to get θ ∈ L∞ ([0, T ];H3). We will consider these
problems in the near future.
The constants C0 in (A2) and the viscosity µ don’t play any role in the analysis, we assume
henceforth that C0 = 1 and µ = 1 for simplicity.
The rest of the paper is organized as follows. In Section 2, we present some useful lemmas
which will be used in the next sections. In Section 3, we prove Theorem 1.1 by giving the initial
density and the initial temperature a lower bound δ > 0, getting a sequence of approximate
solutions to (1.1)-(1.4), and taking δ → 0+ after making some estimates uniformly for δ.
More precisely, based on Lemma 2.1 and the one-dimensional properties of the equations, we
get H2−estimates of the solutions. Using our ideas in [8, 9], we obtain H3−estimates of u
and θ. In Section 4, using the similar arguments as in Section 3, we prove Theorem 1.2.
2 Preliminaries
Lemma 2.1 Let Ω = [a, b] be a bounded domain in R, and ρ be a non-negative function such
that
0 < M ≤
∫
Ω
ρ ≤ K,
for constants M > 0 and K > 0. Then
‖v‖L∞(Ω) ≤
K
M
‖vx‖L1(Ω) +
1
M
∣∣∣∣∫
Ω
ρv
∣∣∣∣ ,
for any v ∈ H1(Ω).
Proof. For any x ∈ Ω, we have
|v(x)| ≤ 1
M
∣∣∣∣v(x)∫
Ω
ρ(y)dy
∣∣∣∣
≤ 1
M
∣∣∣∣∫
Ω
v(x)ρ(y)dy −
∫
Ω
ρ(y)v(y)dy
∣∣∣∣ + 1M
∣∣∣∣∫
Ω
ρ(y)v(y)dy
∣∣∣∣
≤ 1
M
∣∣∣∣∫
Ω
∫ x
y
vξ(ξ)dξρ(y)dy
∣∣∣∣ + 1M
∣∣∣∣∫
Ω
ρ(y)v(y)dy
∣∣∣∣
≤ K
M
‖vx‖L1(Ω) +
1
M
∣∣∣∣∫
Ω
ρ(y)v(y)dy
∣∣∣∣ .
✷
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Remark 2.1 The version of higher dimensions for Lemma 2.1 can be found in [12] or [13].
Corollary 2.1 Consider the same conditions in Lemma 2.1, and in addition assume Ω = I,
and
‖ρv‖L1(I) ≤ c.
Then for any l > 0, there exists a positive constant C = C(M,K, l, c) such that
‖vl‖L∞(I) ≤ C‖(vl)x‖L2(I) + C,
for any vl ∈ H1(I).
Proof. By Lemma 2.1, we have
‖vl‖L∞(I) ≤ C‖(vl)x‖L2(I) + C
∫
I
ρ|vl|.
Case 1: l ∈ (0, 1].
In this case, we use the Young inequality to get
‖vl‖L∞(I) ≤ C‖(vl)x‖L2(I) + C
∫
I
ρ|v|+ C
∫
I
ρ+ C
≤ C‖(vl)x‖L2(I) + C.
Case 2: l ∈ (1,∞).
In the case, we use the Young inequality again to get
‖vl‖L∞(I) ≤ C‖(vl)x‖L2(I) + C‖vl−1‖L∞(I)
∫
I
ρ|v|
≤ C‖(vl)x‖L2(I) +
1
2
‖vl‖L∞(I) +C.
This gives
‖vl‖L∞(I) ≤ C‖(vl)x‖L2(I) + C.
✷
Lemma 2.2 For any v ∈ H10 (I), we have
‖v‖L∞(I) ≤ ‖vx‖L1 .
Proof. Since v(0) = 0, we have for any x ∈ I
|v(x)| = |v(x)− v(0)| =
∣∣∣∣∫ x
0
vx
∣∣∣∣ ≤ ‖vx‖L1(I).
This completes the proof. ✷
Lemma 2.3 ([32]). Assume X ⊂ E ⊂ Y are Banach spaces and X →֒→֒ E. Then the
following imbedding are compact:
(i)
{
ϕ : ϕ ∈ Lq(0, T ;X), ∂ϕ
∂t
∈ L1(0, T ;Y )
}
→֒→֒ Lq(0, T ;E), if 1 ≤ q ≤ ∞;
(ii)
{
ϕ : ϕ ∈ L∞(0, T ;X), ∂ϕ
∂t
∈ Lr(0, T ;Y )
}
→֒→֒ C([0, T ];E), if 1 < r ≤ ∞.
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3 Proof of Theorem 1.1
In this section, we get a global solution to (1.1)-(1.4) with initial density and initial tem-
perature having a respectively lower bound δ > 0 by using some a priori estimates of the
solutions based on the local existence. Theorem 1.1 would be got after we make some a priori
estimates uniformly for δ and take δ → 0+.
Denote ρδ0 = ρ0 + δ and θ
δ
0 = θ0 + δ for δ ∈ (0, 1). Throughout this section, we denote
c to be a generic constant depending on ρ0, u0, θ0, T and some other known constants but
independent of δ for any δ ∈ (0, 1).
Before proving Theorem 1.1, we need the following auxiliary theorem.
Theorem 3.1 Consider the same assumptions as in Theorem 1.1. Then for any T > 0 and
δ ∈ (0, 1) there exists a unique global solution (ρ, u, θ) to (1.1)-(1.4) with initial data replaced
by (ρδ0, u0, θ
δ
0), such that
ρ ∈ C([0, T ];H2), ρt ∈ C([0, T ];H1), ρtt ∈ L2([0, T ];L2), ρ ≥ δc > 0,
u ∈ C([0, T ];H3 ∩H10 ), ut ∈ C([0, T ];H1) ∩ L2([0, T ];H2), utt ∈ L2([0, T ];L2),
θ ≥ cδ > 0, θ ∈ C([0, T ];H3), θt ∈ C([0, T ];H1) ∩ L2([0, T ];H2), θtt ∈ L2([0, T ];L2),
where cδ is a constant depending on δ, but independent of u.
Proof of Theorem 3.1:
The local solutions as in Theorem 3.1 can be obtained by the successive approximations
like in [4]. We omit it here for brevity. The regularities guarantee the uniqueness (refer for
instance to [4]). Based on it, Theorem 3.1 can be proved by some a priori estimates globally
in time.
For any given T ∈ (0,+∞), let (ρ, u, θ) be the solution to (1.1)-(1.4) as in Theorem 3.1.
Then we have the following basic energy estimate.
Lemma 3.1 Under the conditions of Theorem 3.1, it holds for any 0 ≤ t ≤ T∫
I
ρ
(
1 + ec(ρ) + θ
1+r + u2
)
(t) ≤ c.
Proof. Integrating (1.1)1 and (1.1)3 over I×[0, t], and using (1.4) , (A2) and (A4), we complete
the proof of Lemma 3.1. ✷
Lemma 3.2 Under the conditions of Theorem 3.1, it holds for any (x, t) ∈ QT0 < ρ(x, t) ≤ c,θ(x, t) > 0.
Proof. The proof of the upper bound of ρ relies on constant viscosity (i.e. µ = const.). It is
similar to [37].
Denote
w(x, t) =
∫ t
0
(ux − P − ρu2) +
∫ x
0
ρ0u0. (3.1)
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Differentiating (3.1) with respect to x, and using (1.1)2, we have
wx = ρu.
This together with Lemma 3.1 and the Cauchy inequality gives∫
I
|wx| ≤ c.
It follows from (3.1), (1.2), (A2), (A3), (A4), (1.4), and Lemma 3.1 that∣∣∣∣∫
I
w
∣∣∣∣ ≤ c.
This gives for any (x, t) ∈ QT
|w(x, t)| ≤
∣∣∣∣w(x, t) − ∫
I
w
∣∣∣∣+ ∣∣∣∣∫
I
w
∣∣∣∣
≤
∣∣∣∣∫
I
∫ x
y
wξ(ξ, t)dξdy
∣∣∣∣+ c
≤
∫
I
|wx|+ c ≤ c,
which implies
‖w‖L∞(QT ) ≤ c. (3.2)
For any (x, t) ∈ QT , let X(s;x, t) satisfy
dX(s;x,t)
ds
= u (X(s;x, t), s) , 0 ≤ s < t,
X(t;x, t) = x.
(3.3)
Denote
F (x, t) = exp {w(x, t)} .
It is easy to verify
d(ρF ) (X(s;x, t), s)
ds
= F
(
ρs +
∂ρ
∂X
u+ ρ
∂w
∂X
u+ ρws
)
= −ρPF. (3.4)
Multiplying (3.4) by exp
(∫ s
0 P
)
, we have
d
ds
{
ρF exp
(∫ s
0
P
)}
= 0.
Integrating it over (0, t), we have
ρ(x, t) =
F (X(0;x, t), 0)
F (x, t)
ρδ0 exp
(
−
∫ t
0
P
)
, (3.5)
which implies
ρ(x, t) > 0,
for any (x, t) ∈ QT .
By (3.2), (3.5) and P ≥ 0, we get the upper bound of ρ. The lower bound of θ can be got
by (3.7) and the maximum principle for parabolic equations. ✷
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Lemma 3.3 Under the conditions of Theorem 3.1, it holds for any given α ∈ (0, 1)∫
QT
(
u2x
θα
+
(1 + θq)θ2x
θ1+α
)
≤ c,
where c may depend on α.
Remark 3.1 α was usually taken as 1 when the basic energy inequality was done (see [1]
and references therein). This depends on ρ0 log θ0 ∈ L1 which can not be got under the
assumptions of Theorem 1.1 and Theorem 1.2, since θ0 may vanish.
Proof. From (1.2) and (1.1), we get
ρeθθt + ρueθθx + θPθux = u
2
x + (κ(θ)θx)x . (3.6)
Substituting e = Q(θ) + ec(ρ) and P = ρQ(θ) + Pc(ρ) into (3.6), we get
ρQ′(θ)θt + ρuQ
′(θ)θx + ρθQ
′(θ)ux = u
2
x + (κ(θ)θx)x , (3.7)
or
(ρQ)t + (ρuQ)x + ρθQ
′(θ)ux = u
2
x + (κ(θ)θx)x . (3.8)
Multiplying (3.7) by θ−α, integrating the resulting equation over QT , and using integration
by parts, we have ∫
QT
(
u2x
θα
+
ακ(θ)θ2x
θ1+α
)
=
∫
I
ρ
∫ θ
0
Q′(ξ)
ξα
−
∫
I
ρ0
∫ θ0
0
Q′(ξ)
ξα
+
∫
QT
ρθ1−αQ′(θ)ux
≤ c
∫
I
∫ θ
0
1 + ξr
ξα
+ c
∫
I
ρ0
∫ θ0
0
ξr−α + c
∫
QT
ρθ1−α(1 + θr)|ux|
≤ c
∫
I
ρ(1 + θ1+r) + c+
1
2
∫
QT
u2x
θα
+ c
∫
QT
ρ2θ2−α+2r
≤ c+ 1
2
∫
QT
u2x
θα
+ c
∫ T
0
max
x∈I
θ1+r−α, (3.9)
where we have used (A4), the Cauchy inequality, Lemma 3.1 and Lemma 3.2. Now we
estimate the last term of (3.9) as follows:
c
∫ T
0
max
x∈I
θ1+r−α ≤ c+
∫ T
0
‖θr−αθx‖L2
≤ c+ c
∫ T
0
(∫
I
θ2xθ
2r−α+1
θ1+α
) 1
2
≤ c+ 1
2
∫
QT
ακ(θ)θ2x
θ1+α
, (3.10)
where we have used Corollary 2.1, Lemma 3.1, (A5) and the Cauchy inequality. By (3.9),
(3.10) and (A5), we complete the proof. ✷
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Corollary 3.1 Under the conditions of Theorem 3.1, it holds∫ T
0
‖θ‖q−α+1L∞ ≤ c.
Proof. By Corollary 2.1 and Lemma 3.1, we have∫ T
0
‖θ‖q−α+1L∞ =
∫ T
0
‖θ q−α+12 ‖2L∞
≤ c
∫ T
0
∫
I
(
θ
q−α−1
2 θx
)2
+ c
= c
∫ T
0
∫
I
θq−α−1θ2x + c
≤ c.
✷
Lemma 3.4 Under the conditions of Theorem 3.1, it holds∫
QT
u2x ≤ c.
Proof. From (1.1)1 and (1.1)2, we get
ρut + ρuux + Px = uxx. (3.11)
Multiplying (3.11) by u, integrating it over I, and using integration by parts, we have
1
2
d
dt
∫
I
ρu2 +
∫
I
u2x =
∫
I
Pux
≤ 1
2
∫
I
u2x + c
∫
I
ρ2Q2 + c
∫
I
P 2c
≤ 1
2
∫
I
u2x + c
∫
I
θ2+2r + c,
where we have used the Cauchy inequality, (A2), (A3), (A4) and Lemma 3.2. This implies
d
dt
∫
I
ρu2 +
∫
I
u2x ≤ c sup
x∈I
θq−α+1 + c.
Integrating it over (0, t), and using Corollary 3.1, we complete the proof of Lemma 3.4. ✷
Lemma 3.5 Under the conditions of Theorem 3.1, it holds for any 0 ≤ t ≤ T∫
I
(u2x + ρθ
q+2+r) +
∫
QT
(
ρu2t + (1 + θ
q)2θ2x
) ≤ c.
Proof. Multiplying (3.11) by ut, integrating it over I, and using integration by parts, Lemma
2.2, Lemma 3.2 and the Cauchy inequality, we have∫
I
ρu2t +
1
2
d
dt
∫
I
u2x =
d
dt
∫
I
Pux −
∫
I
ρuuxut −
∫
I
Ptux
≤ 1
2
∫
I
ρu2t +
1
2
∫
I
ρu2u2x +
d
dt
∫
I
Pux −
∫
I
Ptux
≤ 1
2
∫
I
ρu2t + c
(∫
I
u2x
)2
+
d
dt
∫
I
Pux −
∫
I
Pt(ux − P )− 1
2
d
dt
∫
I
P 2,
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which implies∫
I
ρu2t +
d
dt
∫
I
u2x ≤ c
(∫
I
u2x
)2
+ 2
d
dt
∫
I
Pux − d
dt
∫
I
P 2 − 2
∫
I
Pt(ux − P ). (3.12)
We are going to estimate the last term of the right side of (3.12). Using (A2), (3.8), (1.1)1
and integration by parts, we have
−2
∫
I
Pt(ux − P ) = −2
∫
I
(ρQ)t(ux − P )− 2
∫
I
(Pc)t(ux − P )
= −2
∫
I
[
(κθx)x + u
2
x − (ρuQ)x − ρθQ′(θ)ux
]
(ux − P )
+2
∫
I
P ′c(ρ)(ρxu+ ρux)(ux − P )
= 2
∫
I
κθx(uxx − Px)− 2
∫
I
u2x(ux − P )− 2
∫
I
ρuQ(uxx − Px)
+2
∫
I
ρθQ′(θ)ux(ux − P )− 2
∫
I
Pcu(uxx − Px)− 2
∫
I
Pcux(ux − P )
+2
∫
I
ρP ′c(ρ)ux(ux − P ).
This, together with (3.11), (A2), (A4), Lemma 2.2, Lemma 3.2, the Cauchy inequality, and
W 1,1(I) →֒ L∞(I), gives
− 2
∫
I
Pt(ux − P ) ≤ 2
∫
I
κθx(ρut + ρuux) + 2‖ux − P‖L∞
∫
I
u2x − 2
∫
I
ρuQ(ρut + ρuux)
+c sup
x∈I
(1 + θ1+r)
∫
I
u2x + c sup
x∈I
(1 + θ1+r)
∫
I
ρQ2 + c sup
x∈I
θ1+r
−2
∫
I
Pcu(ρut + ρuux) + c
∫
I
u2x + c
∫
I
ρQ2 + c
≤ 1
4
∫
I
ρu2t + c
∫
I
κ2θ2x + c
(∫
I
u2x
)2
+ c (‖ux − P‖L1 + ‖ρut + ρuux‖L1)
∫
I
u2x
+c
∫
I
u2x
∫
I
ρQ2 + c sup
x∈I
(1 + θ1+r)
∫
I
(u2x + ρQ
2) + c sup
x∈I
θ1+r + c
≤ 1
4
∫
I
ρu2t + c
∫
I
κ2θ2x + c
(∫
I
u2x
)2
+
1
4
∫
I
ρu2t + c
∫
I
u2x
∫
I
ρQ2
+c sup
x∈I
(1 + θ1+r)
∫
I
(u2x + ρQ
2) + c sup
x∈I
θ1+r + c. (3.13)
Substituting (3.13) into (3.12), we have
1
2
∫
I
ρu2t +
d
dt
∫
I
u2x
≤ c
(∫
I
u2x
)2
+ 2
d
dt
∫
I
Pux − d
dt
∫
I
P 2 + c
∫
I
κ2θ2x + c
∫
I
u2x
∫
I
ρQ2
+c sup
x∈I
(1 + θ1+r)
∫
I
(u2x + ρQ
2) + c sup
x∈I
θ1+r + c. (3.14)
Integrating (3.14) over (0, t), and using (A2)-(A4), Lemma 3.2, Corollary 3.1, Lemma 3.4 and
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the Cauchy inequality, we have
1
2
∫ t
0
∫
I
ρu2t +
∫
I
u2x
≤ c
∫ t
0
(∫
I
u2x
)2
+ 2
∫
I
(ρQ+ Pc)ux + c
∫ t
0
∫
I
κ2θ2x + c
∫ t
0
∫
I
u2x
∫
I
ρθ2+2r
+c
∫ t
0
sup
x∈I
θ1+r
∫
I
u2x + c
∫ t
0
sup
x∈I
(1 + θ1+r)
∫
I
ρθ2+2r + c
≤ c
∫ t
0
(∫
I
u2x
)2
+
1
2
∫
I
u2x + c
∫
I
ρθ2+2r + c
∫ t
0
∫
I
κ2θ2x + c
∫ t
0
∫
I
u2x
∫
I
ρθ2+2r
+c
∫ t
0
sup
x∈I
θ1+r
∫
I
u2x + c
∫ t
0
sup
x∈I
(1 + θ1+r)
∫
I
ρθ2+2r + c.
The second term of the right side can be absorbed by the left. After that, we have∫ t
0
∫
I
ρu2t +
∫
I
u2x
≤ c
∫ t
0
(∫
I
u2x
)2
+ c
∫
I
ρθq+2+r + c
∫ t
0
∫
I
κ2θ2x + c
∫ t
0
∫
I
u2x
∫
I
ρθ2+2r
+c
∫ t
0
sup
x∈I
θ1+r
∫
I
u2x + c
∫ t
0
sup
x∈I
(1 + θ1+r)
∫
I
ρθ2+2r + c. (3.15)
Here, we have used Lemma 3.2 and the Young inequality on the second term of the right
side. Note that the terms about θ in (3.15) need to be handled. To do this, we make use of
(3.7).
Multiplying (3.7) by
∫ θ
0 κ(ξ)dξ, integrating it over I, and using integration by parts, (A4)
and (A5), we have
d
dt
∫
I
ρ
[∫ θ
0
Q′(η)
∫ η
0
κ(ξ)dξdη
]
+
∫
I
κ2θ2x
=
∫
I
u2x
∫ θ
0
κ(ξ)dξ −
∫
I
ρθQ′(θ)ux
∫ θ
0
κ(ξ)dξ
≤ c‖(1 + θq)θ‖L∞
∫
I
u2x + c‖(1 + θq)θ‖L∞
∫
I
ρ(1 + θ1+r)|ux|. (3.16)
By Corollary 2.1 and (A5), we get
‖(1 + θq)θ‖L∞ ≤ c‖κθx‖L2 + c. (3.17)
Substituting (3.17) into (3.16), and using the Ho¨lder inequality, the Cauchy inequality and
Lemma 3.2, we get
d
dt
∫
I
ρ
[∫ θ
0
Q′(η)
∫ η
0
κ(ξ)dξdη
]
+
∫
I
κ2θ2x
≤ c‖κθx‖L2
∫
I
u2x + c
∫
I
u2x + c‖κθx‖L2
∫
I
ρ(1 + θ1+r)|ux|+ c
∫
I
ρ(1 + θ1+r)|ux|
≤ c‖κθx‖L2
(∫
I
u2x + ‖ρ(1 + θ1+r)‖L2‖ux‖L2
)
+ c
∫
I
u2x + c
∫
I
ρ(1 + θ2+2r)
≤ 1
2
∫
I
κ2θ2x + c
(∫
I
u2x
)2
+ c
∫
I
ρθ2+2r
∫
I
u2x + c
∫
I
ρθ2+2r + c,
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which implies
d
dt
∫
I
ρ
[∫ θ
0
Q′(η)
∫ η
0
κ(ξ)dξdη
]
+
1
2
∫
I
κ2θ2x
≤ c
(∫
I
u2x
)2
+ c
∫
I
ρθ2+2r
∫
I
u2x + c
∫
I
ρθ2+2r + c.
Integrating it over (0, t), and using (A4), (A5), Lemma 3.1 and Corollary 3.1, we get∫
I
ρθq+2+r +
∫ t
0
∫
I
κ2θ2x ≤ c
∫ t
0
(∫
I
u2x
)2
+ c
∫ t
0
(∫
I
ρθ2+2r
∫
I
u2x
)
+ c. (3.18)
By (3.15), (3.18), Corollary 3.1, Lemma 3.4, and the Gronwall inequality, we complete the
proof. ✷
Lemma 3.6 Under the conditions of Theorem 3.1, it holds for any 0 ≤ t ≤ T∫
I
(ρ2x + ρ
2
t ) +
∫
QT
u2xx ≤ c.
Proof. Differentiating (1.1)1 with respect to x, we have
ρxt + ρxxu+ 2ρxux + ρuxx = 0. (3.19)
Multiplying (3.19) by 2ρx, integrating it over I and using integration by parts, we have
d
dt
∫
I
ρ2x = −3
∫
I
ρ2xux − 2
∫
I
ρρxuxx
= −3
∫
I
ρ2x(ux − P )− 3
∫
I
ρ2xP − 2
∫
I
ρρxuxx
≤ c (‖ux − P‖L2 + ‖uxx − Px‖L2)
∫
I
ρ2x + c
∫
I
u2xx + c
∫
I
ρ2x
≤ c (1 + ‖√ρut‖L2)
∫
I
ρ2x + c
∫
I
u2xx, (3.20)
where we have used (3.11), the Sobolev inequality, (A2)-(A4), the Cauchy inequality, Lemma
2.2, Lemma 3.2 and Lemma 3.5.
It follows from (3.11), Lemma 2.2, Lemma 3.2, (A2)-(A4), Lemma 3.5 and the Cauchy
inequality that∫
I
u2xx ≤ c
∫
I
ρu2t + c
(∫
I
u2x
)2
+ c
∫
I
ρ2xQ
2 + c
∫
I
ρ2
[
Q′(θ)
]2
θ2x + c
∫
I
ρ2x + c
≤ c
∫
I
ρu2t + c sup
x∈I
(1 + θ2+2r)
∫
I
ρ2x + c
∫
I
(1 + θq)2θ2x + c
≤ c
∫
I
ρu2t + c sup
x∈I
(1 + θq−α+1)
∫
I
ρ2x + c
∫
I
(1 + θq)2θ2x + c. (3.21)
Substituting (3.21) into (3.20), and using the Gronwall inequality, Corollary 3.1 and Lemma
3.5, we get ∫
I
ρ2x ≤ c. (3.22)
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By (3.21), (3.22), Corollary 3.1 and Lemma 3.5, we have∫
QT
u2xx ≤ c.
It follows from (1.1)1, (3.22), Lemma 2.2, Lemma 3.2 and Lemma 3.5 that∫
I
ρ2t ≤ c.
The proof of the lemma is complete. ✷
Lemma 3.7 Under the conditions of Theorem 3.1, it holds for any 0 ≤ t ≤ T∫
I
(
ρu2t + θ
2
x
)
+
∫
QT
(
u2xt + ρθ
2
t
) ≤ c.
Proof. Differentiating (3.11) with respect to t, we have
ρutt + ρtut + ρtuux + ρutux + ρuuxt + Pxt = uxxt. (3.23)
Multiplying (3.23) by ut, integrating the resulting equation over I, we have
1
2
d
dt
∫
I
ρu2t +
∫
I
u2xt
= −2
∫
I
ρuutuxt −
∫
I
ρtuuxut −
∫
I
ρu2tux +
∫
I
Ptutx
≤ 2‖√ρut‖L2‖
√
ρu‖L∞‖uxt‖L2 + ‖ut‖L∞‖u‖L∞‖ρt‖L2‖ux‖L2 + ‖ux‖L∞
∫
I
ρu2t
+‖P ′c(ρ)‖L∞‖ρt‖L2‖uxt‖L2 + ‖Q(θ)‖L∞‖ρt‖L2‖uxt‖L2 + ‖ρQ′(θ)θt‖L2‖uxt‖L2
≤ 1
2
∫
I
u2xt + c
∫
I
ρu2t + c+ c
∫
I
u2xx
∫
I
ρu2t + c sup
x∈I
θ2+2r + c
∫
I
ρ
(
1 + θq+r
)
θ2t .
Here, we have used (1.1)1, integration by parts, the Ho¨lder inequality, the Cauchy inequality,
the Sobolev inequality, (A2)-(A4), Lemma 2.2, Lemma 3.2, Lemma 3.5 and Lemma 3.6.
The first term of the right side can be absorbed by the left. This implies
d
dt
∫
I
ρu2t +
∫
I
u2xt
≤ c
∫
I
ρu2t + c+ c
∫
I
u2xx
∫
I
ρu2t + c sup
x∈I
θ2+2r + c
∫
I
ρ
(
1 + θq+r
)
θ2t . (3.24)
Integrating (3.24) over (0, t), and using Corollary 3.1 and Lemma 3.5, we have∫
I
ρu2t +
∫ t
0
∫
I
u2xt ≤
∫
I
ρu2t (0) + c+ c
∫ t
0
∫
I
u2xx
∫
I
ρu2t + c
∫ t
0
∫
I
ρ
(
1 + θq+r
)
θ2t . (3.25)
Multiplying (3.11) by 1√
ρ
, taking t→ 0+ and using (1.8)1, we have
|√ρut(x, 0)| ≤
∣∣u0xx − P (ρδ0, θδ0)x∣∣√
ρδ0
+
√
ρδ0|u0u0x|
≤ |u0xx − P (ρ0, θ0)x|√
ρδ0
+
|P (ρ0, θ0)x − P (ρδ0, θδ0)x|√
ρδ0
+
√
ρδ0|u0u0x|
≤ |g1|+ c δ√
ρδ0
(|ρ0x|+ |θ0x|) + c,
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which implies ∫
I
ρu2t (0) ≤ c. (3.26)
Substituting (3.26) into (3.25), we have∫
I
ρu2t +
∫ t
0
∫
I
u2xt ≤ c+ c
∫ t
0
∫
I
u2xx
∫
I
ρu2t + c
∫ t
0
∫
I
ρ
(
1 + θq+r
)
θ2t . (3.27)
Multiplying (3.7) by
(∫ θ
0 κ(ξ)dξ
)
t
(i.e. κ(θ)θt), integrating the resulting equation over I, and
using integration by parts, (A4), (A5), Lemma 2.2, Lemma 3.2, Lemma 3.5 and the Cauchy
inequality, we have for any ε > 0∫
I
ρQ′(θ)κ(θ)θ2t +
1
2
d
dt
∫
I
κ2θ2x
= −
∫
I
ρuQ′κθxθt −
∫
I
ρθQ′κuxθt +
∫
I
u2x
(∫ θ
0
κ(ξ)dξ
)
t
≤ 1
2
∫
I
ρQ′κθ2t + c
∫
I
ρu2Q′κθ2x + c
∫
I
ρQ2Q′κu2x
+
d
dt
(∫
I
u2x
∫ θ
0
κ(ξ)dξ
)
− 2
∫
I
uxuxt
∫ θ
0
κ(ξ)dξ
≤ 1
2
∫
I
ρQ′κθ2t + c
∫
I
(1 + θq)2θ2x + c
(
1 +
∫
I
u2xx
)∫
I
ρ(1 + θq+r+2)
+
d
dt
(∫
I
u2x
∫ θ
0
κ(ξ)dξ
)
+ ε
∫
I
u2xt + cε sup
x∈I
(1 + θq)2θ2,
which combining Lemma 2.2, Lemma 3.2, Lemma 3.5 implies∫
I
ρQ′(θ)κ(θ)θ2t +
d
dt
∫
I
κ2θ2x
≤ c
∫
I
(1 + θq)2θ2x + c
∫
I
u2xx + c+
d
dt
(∫
I
u2x
∫ θ
0
κ(ξ)dξ
)
+ ε
∫
I
u2xt + cε sup
x∈I
(1 + θq)2θ2
≤ c
∫
I
u2xx +
d
dt
(∫
I
u2x
∫ θ
0
κ(ξ)dξ
)
+ ε
∫
I
u2xt + cε
∫
I
(1 + θq)2θ2x + cε.
Integrating it over (0, t), and using (A4) and (A5), Lemma 2.2, Lemma 3.5, Lemma 3.6 and
the Cauchy inequality, we obtain∫ t
0
∫
I
ρ
(
1 + θq+r
)
θ2t +
∫
I
(1 + θq)2θ2x
≤ c
∫
I
u2x
∫ θ
0
κ(ξ)dξ + cε
∫ t
0
∫
I
u2xt + cε
≤ c sup
x∈I
(1 + θq)θ + cε
∫ t
0
∫
I
u2xt + cε
≤ c‖(1 + θq)θx‖L2 + cε
∫ t
0
∫
I
u2xt + cε
≤ 1
2
∫
I
(1 + θq)2θ2x + cε
∫ t
0
∫
I
u2xt + cε.
After the first term of the right side is absorbed by the left, we get∫ t
0
∫
I
ρ
(
1 + θq+r
)
θ2t +
∫
I
(1 + θq)2θ2x ≤ cε
∫ t
0
∫
I
u2xt + cε. (3.28)
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Multiplying (3.28) by 2c, adding the resulting inequality to (3.25), taking ε = 14c2 , and using
the Gronwall inequality and Lemma 3.6, we complete the proof of Lemma 3.7. ✷
From Corollary 2.1, Lemma 3.1 and Lemma 3.7, we get the following corollary immedi-
ately.
Corollary 3.2 Under the conditions of Theorem 3.1, it holds
‖θ‖L∞(QT ) ≤ c.
Corollary 3.3 Under the conditions of Theorem 3.1, it holds for any 0 ≤ t ≤ T
‖u‖W 1,∞(QT ) +
∫
I
u2xx +
∫
QT
θ2xx ≤ c.
Proof. It follows from (3.21), Lemma 3.6, Lemma 3.7 and Corollary 3.2 that∫
I
u2xx ≤ c,
which, combining Lemma 2.2, Lemma 3.5 and the Sobolev inequality, gives
‖u‖W 1,∞(QT ) ≤ c. (3.29)
By (3.7), Corollary 3.2, (A4), (A5), Lemma 2.2, Lemma 3.2, (3.29), Lemma 3.7, the Ho¨lder
inequality, Sobolev inequality and Cauchy inequality, we have∫
I
θ2xx ≤ c
∫
I
θ4x + c
∫
I
u4x +
∫
I
ρθ2t + c
∫
I
u2θ2x + c
∫
I
θ2u2x
≤ c‖θxθxx‖L1
∫
I
θ2x +
∫
I
ρθ2t + c
≤ c‖θxx‖L2 +
∫
I
ρθ2t + c
≤ 1
2
∫
I
θ2xx +
∫
I
ρθ2t + c.
After the first term of the right side is absorbed by the left, we get∫
I
θ2xx ≤
∫
I
ρθ2t + c. (3.30)
Integrating (3.30) over [0, T ], and using Lemma 3.7, we get∫
QT
θ2xx ≤ c.
This proves Corollary 3.3. ✷
Lemma 3.8 Under the conditions of Theorem 3.1, it holds for any 0 ≤ t ≤ T
‖ρ‖W 1,∞(QT ) + ‖ρt‖L∞(QT ) +
∫
I
(ρ2xx + ρ
2
xt) +
∫
QT
(ρ2tt + u
2
xxx) ≤ c.
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Proof. Differentiating (3.19) w.r.t. x, we have
ρxxt = −ρxxxu− 3ρxxux − 3ρxuxx − ρuxxx. (3.31)
Multiplying (3.31) by 2ρxx, integrating it over I, and using integration by parts and the
Ho¨lder inequality, we have
d
dt
∫
I
ρ2xx = −5
∫
I
ρ2xxux − 6
∫
I
ρxρxxuxx − 2
∫
I
ρρxxuxxx
≤ 5‖ux‖L∞
∫
I
ρ2xx + 6‖ρx‖L∞‖ρxx‖L2‖uxx‖L2 + 2‖ρ‖L∞‖ρxx‖L2‖uxxx‖L2 .
By the Sobolev inequality, Cauchy inequality, Lemma 3.2, Lemma 3.6, and Corollary 3.3, we
have
d
dt
∫
I
ρ2xx ≤ c
∫
I
ρ2xx + c
∫
I
u2xxx + c. (3.32)
The next step is to estimate the term
∫
I
u2xxx. Differentiating (3.11) with respect to x, we
have
uxxx = ρxut + ρuxt + ρxuux + ρu
2
x + ρuuxx + (Pc)xx + (ρQ)xx. (3.33)
By (A3), (A4), Lemma 2.2, Lemma 3.2, Lemma 3.6, Corollary 3.2, Corollary 3.3 and the
Sobolev inequality, we get∫
I
u2xxx ≤ c
∫
I
ρ2u2xt + c
∫
I
ρ2xu
2
t + c
∫
I
ρ2xx + c
∫
I
θ2xx + c
≤ c
∫
I
u2xt + c
∫
I
ρ2xx + c
∫
I
θ2xx + c. (3.34)
Substituting (3.34) into (3.32), and using the Gronwall inequality, Lemma 3.7 and Corollary
3.3, we get ∫
I
ρ2xx ≤ c. (3.35)
By (3.35), Lemma 3.2, Lemma 3.6 and the Sobolev inequality, we have
‖ρ‖W 1,∞(QT ) ≤ c. (3.36)
By (3.34), (3.35), Lemma 3.7 and Corollary 3.3, we get∫
QT
u2xxx ≤ c.
The estimates of ρxt and ρtt can be obtained directly by (3.19), (1.1)1, (3.35), (3.36), Lemma
2.2, Lemma 3.2, Lemma 3.6, Lemma 3.7, and Corollary 3.3. The proof of Lemma 3.8 is
complete. ✷
Lemma 3.9 Under the conditions of Theorem 3.1, it holds for any 0 ≤ t ≤ T∫
I
ρθ2t +
∫
QT
|(κθx)t|2 ≤ c.
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Differentiating (3.7) w.r.t. t, we have
ρQ′θtt + ρQ
′′θ2t + ρtQ
′θt + (ρuQ
′θx)t + (ρθQ
′ux)t = 2uxuxt + (κθx)xt. (3.37)
Multiplying (3.37) by (
∫ θ
0 κ(ξ)dξ)t (i.e. κ(θ)θt), integrating it over I, and using integration by
parts, (1.1)1, (A4), (A5), Corollary 3.2, Lemma 3.2, Corollary 3.3 and the Ho¨lder inequality,
we have
1
2
d
dt
∫
I
ρQ′κθ2t +
∫
I
|(κθx)t|2
= −1
2
∫
I
ρtQ
′κθ2t −
1
2
∫
I
ρQ′′θ3tκ+
1
2
∫
I
ρQ′κ′θ3t −
∫
I
(ρuQ′θx)tκθt
−
∫
I
(ρθQ′ux)tκθt + 2
∫
I
uxuxtκθt
≤ 1
2
∫
I
(ρu)xQ
′κθ2t + c‖κθt‖L∞
∫
I
ρθ2t −
∫
I
ρuQ′(κθx)tθt −
∫
I
ρu(Q′′κ−Q′κ′)θ2t θx
−
∫
I
(ρu)tQ
′θxκθt + c
∫
I
u2xt + c
∫
I
ρθ2t −
∫
I
ρtθQ
′uxκθt + c‖κθt‖L∞‖uxt‖L2‖ux‖L2 .
This, combining integration by parts, (A4), (A5), Lemma 2.1, Lemma 2.2, Corollary 3.2,
Corollary 3.3, Lemma 3.7, Lemma 3.8 and the Cauchy inequality, gives
1
2
d
dt
∫
I
ρQ′κθ2t +
∫
I
|(κθx)t|2
≤ −1
2
∫
I
ρuQ′′θxκθ
2
t −
1
2
∫
I
ρuQ′κ′θxθ
2
t −
∫
I
ρuQ′κθtθxt + c‖κθt‖L∞
∫
I
ρθ2t
+c‖√ρθt‖L2‖(κθx)t‖L2 + c‖θx‖L∞
∫
I
ρθ2t + c‖κθt‖L∞ + c
∫
I
u2xt + c
∫
I
ρθ2t
+c‖κθt‖L∞‖uxt‖L2
≤ c‖θxx‖L2
∫
I
ρθ2t + c‖κθt‖L∞
∫
I
ρθ2t + c‖
√
ρθt‖L2‖(κθx)t‖L2 + c‖κθt‖L∞
+c
∫
I
u2xt + c
∫
I
ρθ2t + c‖κθt‖L∞‖uxt‖L2
≤ c‖θxx‖L2
∫
I
ρθ2t + c
(
‖(κθt)x‖L2 +
∫
I
ρκ|θt|
)∫
I
ρθ2t + c‖
√
ρθt‖L2‖(κθx)t‖L2
+c‖(κθt)x‖L2 + c
∫
I
ρκ|θt|+ c
∫
I
u2xt + c
∫
I
ρθ2t + c
(
‖(κθt)x‖L2 +
∫
I
ρκ|θt|
)
‖uxt‖L2 ,
which together with the Cauchy inequality, Lemma 3.2, (A5) and Corollary 3.2 gives
1
2
d
dt
∫
I
ρQ′κθ2t +
∫
I
|(κθx)t|2 ≤ 1
2
∫
I
|(κθx)t|2 + c
∫
I
θ2xx + c
(∫
I
ρθ2t
)2
+ c
∫
I
u2xt + c,
where we have used (κθt)x = (κθx)t. This gives
d
dt
∫
I
ρQ′κθ2t +
∫
I
|(κθx)t|2 ≤ c
∫
I
θ2xx + c
(∫
I
ρθ2t
)2
+ c
∫
I
u2xt + c.
Integrating it over (0, t), and using (A4), (A5), Lemma 3.7 and Corollary 3.3, we obtain∫
I
ρθ2t +
∫ t
0
∫
I
|(κθx)t|2 ≤ c
∫
I
ρθ2t (0) + c
∫ t
0
(∫
I
ρθ2t
)2
+ c. (3.38)
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Multiplying (3.7) by
1
Q′(θ)
√
ρ
, taking t→ 0+, and using (1.8)2, we have
|√ρθt(x, 0)| ≤
∣∣u20x + (κ(θδ0)θ0x)x∣∣
Q′(θδ0)
√
ρδ0
+ |
√
ρδ0u0θ0x|+ |
√
ρδ0θ
δ
0u0x|
≤
∣∣u20x + (κ(θ0)θ0x)x∣∣
Q′(θδ0)
√
ρδ0
+
∣∣(κ(θδ0)θ0x)x − (κ(θ0)θ0x)x∣∣
Q′(θδ0)
√
ρδ0
+ c
≤ c|g2|+ cδ√
ρδ0
(1 + |θ0xx|) + c,
which implies ∫
I
ρθ2t (0) ≤ c
∫
I
g22 + c
∫
I
θ20xx + c
≤ c. (3.39)
Substituting (3.39) into (3.38), using the Gronwall inequality and Lemma 3.7, we complete
the proof. ✷
Corollary 3.4 Under the conditions of Theorem 3.1, it holds∫ T
0
‖θt‖2L∞ ≤ c.
Proof. By Lemma 3.2, (A5), Corollary 2.1, Corollary 3.2, Lemma 3.9, and (κθt)x = (κθx)t,
we get ∫ T
0
‖κθt‖2L∞ ≤ c
∫ T
0
‖(κθt)x‖2L2 + c ≤ c.
This combining (A5) completes the proof. ✷
Corollary 3.5 Under the conditions of Theorem 3.1, it holds∫
QT
θ2xt ≤ c.
Proof. Since
κθxt = (κθx)t − κ′θtθx,
we obtain ∫
QT
θ2xt ≤ c
∫
QT
κ2θ2xt
≤ c
∫
QT
|(κθx)t|2 + c
∫
QT
(κ′)2θ2t θ
2
x
≤ c+ c
∫ T
0
sup
x∈I
θ2t
∫
I
θ2x
≤ c,
where we have used (A5), Lemma 3.7, Lemma 3.9, Corollary 3.2 and Corollary 3.4. ✷
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Corollary 3.6 Under the conditions of Theorem 3.1, it holds for any 0 ≤ t ≤ T
‖θ‖W 1,∞(QT ) +
∫
I
θ2xx +
∫
QT
θ2xxx ≤ c.
Proof. From (3.30) and Lemma 3.9, we have∫
I
θ2xx ≤ c, (3.40)
which, combining Corollary 3.2, Lemma 3.7 and the Sobolev inequality, gives
‖θ‖W 1,∞(QT ) ≤ c. (3.41)
Differentiating (3.7) w.r.t. x, we have
κθxxx = −3κ′θxθxx − κ′′θ3x − 2uxuxx + ρQ′θxt + ρxQ′θt + ρQ′′θxθt
+(ρuQ′θx)x + (ρθQ
′ux)x. (3.42)
By (3.40), (3.41), (3.42), (A4), (A5), Lemma 3.8, Lemma 3.9 and Corollary 3.3, we have∫
I
θ2xxx ≤ c
∫
I
θ2xθ
2
xx + c
∫
I
θ6x + c
∫
I
u2xu
2
xx + c
∫
I
ρ2θ2xt + c
∫
I
ρ2xθ
2
t + c
∫
I
ρ2θ2xθ
2
t
+c
∫
I
∣∣(ρuQ′θx)x∣∣2 + c∫
I
∣∣(ρθQ′ux)x∣∣2 + c
≤ c
∫
I
ρ2θ2xt + c
∫
I
ρ2xθ
2
t + c
≤ c
∫
I
θ2xt + c sup
x∈I
θ2t + c. (3.43)
By (3.43), Corollary 3.4 and Corollary 3.5, we obtain∫
QT
θ2xxx ≤ c.
✷
The next lemma, which we used in [8] to get H4−estimates of velocity, plays an important
role in getting H3−estimates of θ in the following.
Lemma 3.10 Under the conditions of Theorem 3.1, it holds
‖(√ρ)x‖L∞(QT ) + ‖(
√
ρ)t‖L∞(QT ) ≤ c.
Proof. Multiplying (1.1)1 by
1
2
√
ρ
, we have
(
√
ρ)t + (
√
ρ)xu+
1
2
√
ρux = 0. (3.44)
Differentiating (3.44) with respect to x, we get
(
√
ρ)xt + (
√
ρ)xxu+
3
2
(
√
ρ)xux +
1
2
√
ρuxx = 0.
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Denote h = (
√
ρ)x, we have
ht + hxu+
3
2
hux +
1
2
√
ρuxx = 0,
which implies
d
ds
{
h exp
(
3
2
∫ s
0
∂Xu (X(τ ;x, t), τ) dτ
)}
= −1
2
√
ρ(∂2Xu) exp
(
3
2
∫ s
0
∂Xu (X(τ ;x, t), τ) dτ
)
,
(3.45)
where X(s;x, t) is the solution to (3.3).
Integrating (3.45) over (0, t), we get
h(x, t) = exp
(
−3
2
∫ t
0
∂Xu (X(τ ;x, t), τ) dτ
)
h (X(0;x, t), 0)
−1
2
exp
(
−3
2
∫ t
0
∂Xu (X(τ ;x, t), τ) dτ
)∫ t
0
√
ρ(∂2Xu) exp
(
3
2
∫ s
0
∂Xu (X(τ ;x, t), τ) dτ
)
ds.
This together with Corollary 3.3, Lemma 3.8 and the Sobolev inequality, implies
‖(√ρ)x‖L∞(QT ) ≤ c. (3.46)
From (3.44), (3.46), Lemma 3.8 and Corollary 3.3, we get
‖(√ρ)t‖L∞(QT ) ≤ c.
This proves Lemma 3.10. ✷
The next lemma will be used to get H3−estimates of θ.
Lemma 3.11 Under the conditions of Theorem 3.1, it holds for any 0 ≤ t ≤ T∫
I
ρ2 |(κθx)t|2 +
∫
QT
ρ3θ2tt ≤ c.
Proof. Multiply (3.37) by ργ1(κθt)t (i.e. ρ
γ1κθtt + ρ
γ1κ′θ2t , where γ1 is to be decided later),
and using integration by parts, we have∫
I
ργ1+1κQ′θ2tt +
1
2
d
dt
∫
I
ργ1 |(κθx)t|2
=
γ1
2
∫
I
ργ1−1ρt |(κθx)t|2 − γ1
∫
I
ργ1−1ρxκθtt(κθx)t − γ1
∫
I
ργ1−1ρxκ
′θ2t (κθx)t
+2
∫
I
uxuxt(ρ
γ1κθtt + ρ
γ1κ′θ2t )−
∫
I
ργ1+1Q′κ′θ2t θtt
−
∫
I
(
ρQ′′θ2t + ρtQ
′θt + (ρuQ
′θx)t + (ρθQ
′ux)t
) (
ργ1κθtt + ρ
γ1κ′θ2t
)
. (3.47)
We are going to look for the minimal of γ1. It seems that the second term of the right side
plays an important role.
− γ1
∫
I
ργ1−1ρxκθtt(κθx)t = −2γ1
∫
I
ργ1−
1
2 (
√
ρ)xκθtt(κθx)t
≤ 1
4
∫
I
ργ1+1κQ′θ2tt + c
∫
I
ργ1−2|(κθx)t|2, (3.48)
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where we have used Lemma 3.10, (A4), (A5), Corollary 3.2 and the Cauchy inequality.
From Lemma 3.9, we know that
∫
QT
|(κθx)t|2 ≤ c. This implies that the minimal of γ1
should be 2. Substituting γ1 = 2 into (3.47) and (3.48), and then substituting (3.48) into
(3.47), we have
3
4
∫
I
ρ3κQ′θ2tt +
1
2
d
dt
∫
I
ρ2 |(κθx)t|2
≤ c
∫
I
|(κθx)t|2 + c
∫
I
ρθ4t + c
∫
I
u2xt + c
∫
I
θ2xt + c
+c
(∫
I
ρ3κQ′θ2tt
) 1
2
{
1 +
(∫
I
ρθ4t
) 1
2
+ ‖θxt‖L2 + ‖
√
ρut‖L2 + ‖uxt‖L2 + ‖
√
ρθt‖L2
}
≤ 1
4
∫
I
ρ3κQ′θ2tt + c
∫
I
|(κθx)t|2 + c‖θt‖2L∞ + c
∫
I
θ2xt + c
∫
I
u2xt + c,
where we have used (A4), (A5), Lemma 3.7, Lemma 3.8, Lemma 3.9, Corollary 3.3, Corollary
3.6 and the Cauchy inequality. This implies∫
I
ρ3κQ′θ2tt +
d
dt
∫
I
ρ2 |(κθx)t|2 ≤ c
∫
I
|(κθx)t|2 + c‖θt‖2L∞ + c
∫
I
θ2xt + c
∫
I
u2xt + c.
Integrating it over (0, t), and using (A4), (A5), Lemma 3.7, Lemma 3.9, Corollary 3.4 and
Corollary 3.5, we have∫
I
ρ2 |(κθx)t|2 +
∫ t
0
∫
I
ρ3θ2tt ≤ c
∫
I
ρ2 |(κθx)t|2 (0) + c. (3.49)
By (A5), (3.39), (3.42) and Corollary 3.2, we get∫
I
ρ2 |(κθx)t|2 (0) ≤ c
∫
I
ρ2θ2xt(0) + c
∫
I
ρθ2t (0)
≤ c‖θ0‖2H3 + c‖u0‖2H2 + c
∫
I
ρ2xu
2
t (0) + c
≤ c+ c
∫
I
|(√ρ)x|2ρu2t (0)
≤ c. (3.50)
Substituting (3.50) into (3.49), we complete the proof. ✷
Corollary 3.7 Under the conditions of Theorem 3.1, it holds for any 0 ≤ t ≤ T∫
I
(
θ2xxx + ρ
2θ2xt
) ≤ c.
Proof. A direct calculation gives
ρκθxt = ρ(κθx)t − ρκ′θtθx,
which implies ∫
I
ρ2θ2xt ≤ c
∫
I
ρ2 |(κθx)t|2 + c‖θx‖2L∞
∫
I
ρθ2t
≤ c. (3.51)
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Here we have used (A5), Lemma 3.8, Lemma 3.9, Lemma 3.11 and Corollary 3.6.
From the second inequality of (3.43), we obtain∫
I
θ2xxx ≤ c
∫
I
ρ2θ2xt + c
∫
I
ρ2xθ
2
t + c
≤ c
∫
I
|(√ρ)x|2ρθ2t + c
≤ c,
where we have used Lemma 3.9, (3.51) and Lemma 3.10. ✷
The next lemma will be used to get H3−estimates of u.
Lemma 3.12 Under the conditions of Theorem 3.1, it holds for any 0 ≤ t ≤ T∫
I
ρ2u2xt +
∫
QT
ρ3u2tt ≤ c.
Proof. Similarly to Lemma 3.11, multiplying (3.23) by ρ2utt, and integrating it over I, we
have ∫
I
ρ3u2tt +
1
2
d
dt
∫
I
ρ2u2xt
=
∫
I
ρρtu
2
xt − 2
∫
I
ρρxuxtutt −
∫
I
ρ2utt(ρtut + ρtuux + ρutux + ρuuxt + Pxt)
≤ c
∫
I
u2xt − 4
∫
I
ρ
3
2 (
√
ρ)xuxtutt +
1
4
∫
I
ρ3u2tt + c
∫
I
ρu2t + c
∫
I
|(ρQ)xt|2 + c
∫
I
|(Pc)xt|2 + c
≤ 1
2
∫
I
ρ3u2tt + c
∫
I
u2xt + c‖θt‖2L∞ + c
∫
I
θ2xt + c.
Here, we have used integration by parts, Lemma 3.7, Lemma 3.8, Lemma 3.10, Corollary 3.3,
Corollary 3.6 and the Cauchy inequality.
The first term of the right side can be absorbed by the left. After that, we have∫
I
ρ3u2tt +
d
dt
∫
I
ρ2u2xt ≤ c
∫
I
u2xt + c‖θt‖2L∞ + c
∫
I
θ2xt + c.
Integrating this inequality on both side over (0, t), and using Lemma 3.7, Corollary 3.4 and
Corollary 3.5, we have ∫ t
0
∫
I
ρ3u2tt +
∫
I
ρ2u2xt ≤
∫
I
ρ2u2xt(0) + c. (3.52)
Similarly to (3.50), we use (3.26), (3.33), (A3) and (A4) to get∫
I
ρ2u2xt(0) ≤ c‖u0‖2H3 + c‖θ0‖2H2 + c‖ρ0‖2H2 + c
∫
I
ρu2t (0) + c
≤ c. (3.53)
Substituting (3.53) into (3.52), we complete the proof. ✷
By (3.34), Lemma 3.7, Lemma 3.8, Lemma 3.10, Lemma 3.12 and Corollary 3.6, we get
the following corollary.
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Corollary 3.8 Under the conditions of Theorem 3.1, it holds for any 0 ≤ t ≤ T∫
I
u3xxx ≤ c.
From the above estimates, we get
‖(√ρ)x‖L∞ + ‖(√ρ)t‖L∞ + ‖ρ‖H2 + ‖ρt‖H1 + ‖u‖H3 + ‖ρut‖H1 + ‖
√
ρut‖L2 + ‖θ‖H3
+‖√ρθt‖L2 + ‖ρθt‖H1 +
∫
QT
(
u2xt + ρ
2
tt + θ
2
t + θ
2
xt + ρ
3u2tt + ρ
3θ2tt
) ≤ c. (3.54)
Corollary 3.9 Under the conditions of Theorem 3.1, there exists a positive constant cδ de-
pending on δ such that for any (x, t) ∈ QT , it holdsρ(x, t) ≥
δ
c
> 0,
θ(x, t) ≥ cδ > 0.
(3.55)
Proof. By (3.5), (A3), (A4), Lemma 3.8 and Corollary 3.6, we have for any (x, t) ∈ QT
ρ(x, t) ≥ δ
c
.
This gets (3.55)1. (3.55)2 can be got by (3.55)1, (3.54), (3.7) and the maximum principle for
parabolic equation. ✷
From (3.54), (3.55), (3.23) and (3.37), we obtain
‖ρ‖H2 + ‖ρt‖H1 + ‖u‖H3 + ‖ut‖H1 + ‖θ‖H3 + ‖θt‖H1
+
∫
QT
(
u2xt + u
2
xxt + ρ
2
tt + θ
2
t + θ
2
xt + θ
2
xxt + u
2
tt + θ
2
tt
) ≤ c.
This proves Theorem 3.1. ✷
Proof of Theorem 1.1:
Consider (1.1)-(1.4) with initial data replaced by (ρδ0, u0, θ
δ
0), we obtain from Theorem
3.1 that there exists a unique solution (ρδ, uδ, θδ), such that (3.54) and (3.55) are valid when
we replace (ρ, u, θ) by (ρδ, uδ, θδ). With the estimates uniform for δ, we take δ → 0+
(take subsequence if necessary) to get a solution to (1.1)-(1.4) still denoted by (ρ, u, θ) which
satisfies (3.54) by the lower semi-continuity of the norms. This proves the existence of the
solutions as in Theorem 1.1. The uniqueness of the solutions can be proved by the standard
method like in [4], we omit it for brevity. The proof of Theorem 1.1 is complete. ✷
4 Proof of Theorem 1.2
In this section, we use the similar arguments as in Section 3 to prove Theorem 1.2. Through-
out this section, we denote c to be a generic constant depending on ρ0, u0, θ0, T and some
other known constants but independent of δ for any δ ∈ (0, 1).
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Denote ρδ0 = ρ0 + δ, θ
δ
0 = θ0 + δ and P
δ
0 = P (ρ
δ
0, θ
δ
0), where ρ0 and θ0 satisfy the
same conditions as those in Theorem 1.2. Note that ρδ0 ∈ H4(I), ρδ0 ≥ δ > 0, θδ0 ∈ H3(I),
∂xθ
δ
0|x=0,1 = ∂xθ0|x=0,1 = 0, and 
‖ρδ0‖H4 ≤ c,
‖(√ρδ0)x‖L∞ ≤ c,
‖θδ0‖H3 ≤ c.
(4.1)
Different from Section 3, we need to mollify g3. Denote g
δ
3 = Jδ ∗ g3, then gδ3 ∈ C∞(I), where
g3(x) =

−g3(−x), x ∈ [−1, 0),
g3(x), x ∈ I,
−g3(2− x), x ∈ (1, 2],
and Jδ(·) = 1√
δ
J( ·√
δ
), and J is the usual mollifier such that J ∈ C∞0 (R), suppJ ∈ (−1, 1),
and
∫
R
J(x)dx = 1. Since g3 ∈ H10 (I), we have g3 ∈ H10 ([−1, 2]) and
∂xg3(x) =

g′3(−x), x ∈ [−1, 0),
g′3(x), x ∈ I,
g′3(2− x), x ∈ (1, 2].
Claim: 
gδ3 → g3 in H1(I), as δ → 0,
‖gδ3‖H1(I) ≤ c‖g3‖H1([−1,2]) ≤ c‖g3‖H1(I), for any δ ∈ (0, 1),
‖
√
ρδ0(g
δ
3)xx‖L2(I) ≤ c, for any δ ∈ (0, 1).
(4.2)
In fact, the proof of (4.2)1 and (4.2)2 can be found in [7]. We are going to prove (4.2)3.√
ρδ0(g
δ
3)xx = (
√
ρδ0 −
√
ρ0)(g
δ
3)xx +
√
ρ0(g
δ
3)xx
=
δ(gδ3)xx√
ρδ0 +
√
ρ
+
√
ρ0(g
δ
3)xx
= A1 +A2. (4.3)
Recall Jδ(·) = 1√δJ(
·√
δ
), we conclude
‖A1‖L2(I) ≤
√
δ‖(gδ3)xx‖L2(I)
≤ c‖(g3)x‖L2([−1,2])
≤ c‖(g3)x‖L2(I). (4.4)
A direct calculation combining
(√
ρ0(g3)x
)
x
∈ L2(I) gives∫
I
|A2|2 ≤ c. (4.5)
By (4.3), (4.4) and (4.5), we get (4.2)3.
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Let uδ0 be the solution to the following elliptic problem for each δ ∈ (0, 1):uδ0xx − (P δ0 )x = ρδ0gδ3,uδ0|x=0,1 = 0. (4.6)
Since ρδ0 = ρ0 + δ ∈ H4(I), θδ0 = θ0+ δ ∈ H3(I), and gδ3 ∈ C∞(I), we obtain from the elliptic
theory (see [7]), (4.1), (4.2) and (4.6) that uδ0 ∈ H4(I)∩H10 (I) with the following properties:uδ0 → u0 in H3(I), as δ → 0,‖uδ0‖H4(I) ≤ c for any δ ∈ (0, 1). (4.7)
Theorem 4.1 Consider the same assumptions as in Theorem 1.2. Then for any T > 0 and
δ ∈ (0, 1) there exists a unique global solution (ρ, u, θ) to (1.1)-(1.4) with initial data replaced
by (ρδ0, u
δ
0, θ
δ
0), such that
ρ ∈ C([0, T ];H4), ρt ∈ C([0, T ];H3), ρtt ∈ C([0, T ];H1) ∩ L2([0, T ];H2),
ρttt ∈ L2(QT ), ρ ≥ δc > 0, u ∈ C([0, T ];H4 ∩H10 ) ∩ L2([0, T ];H5),
ut ∈ C([0, T ];H2) ∩ L2([0, T ];H3), utt ∈ C([0, T ];L2) ∩ L2([0, T ];H10 ),
θ ∈ C([0, T ];H3) ∩ L2([0, T ];H4), θt ∈ C([0, T ];H1) ∩ L2([0, T ];H2),
θtt ∈ L2([0, T ];L2), θ ≥ cδ > 0,
where cδ is a constant depending on δ, but independent of u.
Proof of Theorem 4.1:
Similarly to the proof of Theorem 3.1, Theorem 4.1 can be proved by some a priori
estimates globally in time.
For any given T ∈ (0,+∞), let (ρ, u, θ) be the solution to (1.1)-(1.4) as in Theorem 4.1.
Then we have the following estimates.
Lemma 4.1 Under the conditions of Theorem 4.1, it holds for any 0 ≤ t ≤ T
‖(√ρ)x‖L∞ + ‖(√ρ)t‖L∞ + ‖ρ‖H2 + ‖ρt‖H1 + ‖u‖H3 + ‖ρut‖H1 + ‖
√
ρut‖L2 + ‖θ‖H3
+‖√ρθt‖L2 + ‖ρθt‖H1 +
∫
QT
(
u2xt + ρ
2
tt + θ
2
t + θ
2
xt + ρ
3u2tt + ρ
3θ2tt
) ≤ c.
Proof. Though the initial velocity in Theorem 4.1 (i.e. uδ0) is different from that in Theorem
3.1 (i.e. u0), both of them are bounded in H
3. It suffices to check if (3.26) and (3.39) work
here. If do, Lemma 4.1 will be obtained from (3.54).
By (3.11) and (4.6)
|√ρut(x, 0)| ≤
∣∣uδ0xx − P (ρδ0, θδ0)x∣∣√
ρδ0
+
√
ρδ0|uδ0uδ0x|
=
√
ρδ0|gδ3|+
√
ρδ0|uδ0uδ0x|.
This gives ∫
I
ρu2t (0) ≤ c.
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Therefore, (3.26) is valid here.
Multiplying (3.7) by
1
Q′(θ)
√
ρ
, taking t→ 0+, and using (1.9)2, we have
|√ρθt(x, 0)| ≤
∣∣(uδ0x)2 + (κ(θδ0)θ0x)x∣∣
Q′(θδ0)
√
ρδ0
+ |
√
ρδ0u
δ
0θ0x|+ |
√
ρδ0θ
δ
0u
δ
0x|
≤
∣∣u20x + (κ(θ0)θ0x)x∣∣
Q′(θδ0)
√
ρδ0
+
c
∣∣uδ0x − u0x∣∣
Q′(θδ0)
√
ρδ0
+
∣∣(κ(θδ0)θ0x)x − (κ(θ0)θ0x)x∣∣
Q′(θδ0)
√
ρδ0
+ c
≤ c|g2|+ cδ√
ρδ0
(1 + |θ0xx|) +
c
∣∣uδ0x − u0x∣∣√
δ
.
Note that ‖uδ0x − u0x‖L2(I) ≤ c
√
δ by (1.9)1 and (4.6). This gives∫
I
ρθ2t (0) ≤ c
∫
I
g22 + c
∫
I
θ20xx + c ≤ c.
Therefore, (3.39) is valid here. ✷
Lemma 4.2 Under the conditions of Theorem 4.1, it holds for any 0 ≤ t ≤ T∫
I
u2xt +
∫
QT
ρu2tt ≤ c.
Proof. Multiplying (3.23) by utt, integrating it over I, and using integration by parts, Lemma
2.2, Lemma 4.1 and the Cauchy inequality, we have∫
I
ρu2tt +
1
2
d
dt
∫
I
u2xt
= −1
2
d
dt
∫
I
ρtu
2
t +
1
2
∫
I
ρttu
2
t −
d
dt
∫
I
ρtuuxut +
∫
I
ρttuuxut +
∫
I
ρtu
2
tux
+
∫
I
ρtuuxtut −
∫
I
ρutuxutt −
∫
I
ρuuxtutt +
d
dt
∫
I
Ptuxt −
∫
I
Pttuxt
≤ d
dt
∫
I
(
Ptuxt − 1
2
ρtu
2
t − ρtuuxut
)
+ c
∫
I
u2xt
∫
I
ρ2tt
+c
∫
I
u2xt + c
∫
ρ2tt +
1
2
∫
I
ρu2tt −
∫
I
Pttuxt + c.
This gives∫
I
ρu2tt +
d
dt
∫
I
u2xt ≤
d
dt
∫
I
(
2Ptuxt − ρtu2t − 2ρtuuxut
)
+ c
∫
I
u2xt
∫
I
ρ2tt + c
∫
I
u2xt
+c
∫
ρ2tt −
d
dt
∫
I
P 2t − 2
∫
I
Ptt(uxt − Pt) + c. (4.8)
We are going to estimate the last term of the right side of (4.8). By (A2)-(A4), integration
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by parts, Lemma 4.1 and the Cauchy inequality, we have
−2
∫
I
Ptt(uxt − Pt)
= −2
∫
I
(ρQ)tt(uxt − Pt)− 2
∫
I
(Pc)tt [uxt − (ρQ)t − (Pc)t]
≤ −2
∫
I
[
(κθx)x + u
2
x − (ρuQ)x − ρθQ′ux
]
t
(uxt − Pt)
+c
∫
I
ρ2tt + c
∫
I
u2xt + c
∫
I
ρθ2t + c
= 2
∫
I
(κθx)t(uxx − Px)t − 4
∫
I
uxuxt(uxt − Pt)− 2
∫
I
(ρuQ)t(uxx − Px)t
+2
∫
I
[
ρθQ′ux
]
t
(uxt − Pt) + c
∫
I
ρ2tt + c
∫
I
u2xt + c
∫
I
ρθ2t + c.
This, combining (3.11), (A2)–(A4), Lemma 4.1 and the Cauchy inequality, concludes
−2
∫
I
Ptt(uxt − Pt)
≤ c+ 2
∫
I
(κθx)t(ρut + ρuux)t + c
∫
I
u2xt + c
∫
I
ρθ2t
−2
∫
I
(ρuQ)t(ρut + ρuux)t + 2
∫
I
(ρθQ′ux)t(uxt − Pt) + c
∫
I
ρ2tt
≤ c
∫
I
|(κθx)t|2 + 1
2
∫
I
ρu2tt + c
∫
I
u2xt + c
∫
I
ρθ2t + c
∫
I
ρ2tt + c. (4.9)
Substituting (4.9) into (4.8), we get
1
2
∫
I
ρu2tt +
d
dt
∫
I
u2xt ≤
d
dt
∫
I
(
2Ptuxt − ρtu2t − 2ρtuuxut
)
+ c
∫
I
u2xt
∫
I
ρ2tt + c
∫
I
u2xt
+c
∫
ρ2tt −
d
dt
∫
I
P 2t + c
∫
I
|(κθx)t|2 + c
∫
I
ρθ2t + c. (4.10)
Integrating (4.10) over (0, t), and using (1.1)1, integration by parts, (3.8), (3.11), (4.2)2, (4.6),
and Lemma 4.1, we have
1
2
∫ t
0
∫
I
ρu2tt +
∫
I
u2xt
≤
∫
I
(
2Ptuxt + (ρu)xu
2
t − 2ρtuuxut
)
+ c
∫ t
0
∫
I
u2xt
∫
I
ρ2tt + c
∫ t
0
∫
I
|(κθx)t|2 + c
=
∫
I
(2Ptuxt − 2ρuutuxt − 2ρtuuxut) + c
∫ t
0
∫
I
u2xt
∫
I
ρ2tt + c
∫ t
0
∫
I
|(κθx)t|2 + c
≤ 1
2
∫
I
u2xt + c
∫
I
ρθ2t + c
∫
I
ρ2u2u2t + c
∫
I
ρ2tu
2u2x + c
∫ t
0
∫
I
u2xt
∫
I
ρ2tt + c
∫ t
0
∫
I
|(κθx)t|2 + c
≤ 1
2
∫
I
u2xt + c
∫
I
ρθ2t ++c
∫ t
0
∫
I
u2xt
∫
I
ρ2tt + c
∫ t
0
∫
I
|(κθx)t|2 + c,
which implies∫ t
0
∫
I
ρu2tt +
∫
I
u2xt ≤ c
∫
I
ρθ2t + c
∫ t
0
∫
I
u2xt
∫
I
ρ2tt + c
∫ t
0
∫
I
|(κθx)t|2 + c. (4.11)
Using the Gronwall inequality and Lemma 4.1, we complete the proof of the lemma. ✷
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Corollary 4.1 Under the conditions of Theorem 4.1, it holds for any 0 ≤ t ≤ T∫
QT
u2xxt ≤ c.
Proof. It follows from (3.23), Lemma 4.1 and (A2)–(A4) that∫
QT
u2xxt ≤ c
∫
QT
ρu2tt + c
∫
QT
ρ2tu
2
t + c
∫
QT
ρ2tu
2u2x + c
∫
QT
ρ2u2tu
2
x
+c
∫
QT
ρ2u2u2xt + c
∫
QT
|(ρQ)xt|2 + c
∫
QT
|(Pc)xt|2
≤ c+ c
∫ T
0
‖ut‖2L∞ + c
∫
QT
u2xt + c
∫
QT
ρ2xt + c
∫ T
0
‖θt‖2L∞ + c
∫
QT
θ2xt + c
≤ c.
This proves Corollary 4.1. ✷
Lemma 4.3 Under the conditions of Theorem 4.1, it holds for any 0 ≤ t ≤ T∫
I
(
ρ2xxx + ρ
2
xxt + ρ
2
tt
)
+
∫
QT
(
ρ2xtt + u
2
xxxx
) ≤ c.
Proof. Differentiating (3.31) with respect to x, we have
ρxxxt = −ρxxxxu− 4ρxxxux − 6ρxxuxx − 4ρxuxxx − ρuxxxx. (4.12)
Multiplying (4.12) by 2ρxxx, integrating the resulting equation over I, and using integration
by parts and the Ho¨lder inequality, we have
d
dt
∫
I
ρ2xxx = −7
∫
I
ρ2xxxux − 12
∫
I
ρxxρxxxuxx − 8
∫
I
ρxρxxxuxxx − 2
∫
I
ρρxxxuxxxx
≤ 7‖ux‖L∞
∫
I
ρ2xxx + 12‖uxx‖L∞‖ρxx‖L2‖ρxxx‖L2
+8‖ρx‖L∞‖ρxxx‖L2‖uxxx‖L2 + 2‖ρ‖L∞‖ρxxx‖L2‖uxxxx‖L2 .
By Lemma 4.1 and the Cauchy inequality, we get
d
dt
∫
I
ρ2xxx ≤ c
∫
I
ρ2xxx + c
∫
I
u2xxxx + c. (4.13)
Differentiating (3.33) with respect to x, we have
uxxxx = ρxxut + 2ρxuxt + ρuxxt + (ρxuux)x + (ρu
2
x)x + (ρuuxx)x
+(Pc)xxx + (ρQ)xxx. (4.14)
By (4.14), (A6) and Lemma 4.1, we have∫
I
u2xxxx ≤ c
∫
I
ρu2xxt + c
∫
I
ρ2xxx + c. (4.15)
By (4.13), (4.15), Corollary 4.1 and the Gronwall inequality, we get∫
I
ρ2xxx ≤ c. (4.16)
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It follows from (4.15), (4.16) and Corollary 4.1 that∫
QT
u2xxxx ≤ c.
A direct calculation, combining (1.1)1, (3.31), (4.16), Lemma 4.1, Corollary 4.1 and Lemma
4.2, implies ∫
I
(
ρ2xxt ++ρ
2
tt
)
+
∫
QT
ρ2xtt ≤ c.
The proof of Lemma 4.3 is complete. ✷
The next lemma play the most important role in getting H4 estimates of u.
Lemma 4.4 Under the conditions of Theorem 4.1, it holds for any 0 ≤ t ≤ T∫
I
ρ3u2tt +
∫
QT
ρ2u2xtt ≤ c.
Proof. Differentiating (3.23) with respect to t, we have
(ρutt)t + ρttut + ρtutt + (ρtuux + ρutux + ρuuxt)t + Pxtt = uxxtt. (4.17)
Multiplying (4.17) by ργ2utt (γ2 is to be decided later), and integrating the resulting equation
over I, we have
1
2
d
dt
∫
I
ργ2+1u2tt +
∫
I
ργ2u2xtt
=
γ2 − 3
2
∫
I
ργ2ρtu
2
tt −
∫
I
[ρttut + ρttuux + 2ρtutux + 2ρtuuxt + 2ρutuxt + Pxtt](ρ
γ2utt)
−
∫
I
ργ2+1u2ttux −
∫
I
ργ2+1uuttuxtt − γ2
∫
I
ργ2−1ρxuttuxtt
≤ c‖(√ρ)t‖L∞
∫
I
ργ2+
1
2u2tt + c
∫
I
ρ2γ2u2tt −
∫
I
ργ2utt(ρQ)xtt −
∫
I
ργ2utt(Pc)xtt
+c
∫
I
ργ2+1u2tt −
∫
I
ργ2+1uuttuxtt − 2γ2
∫
I
ργ2−
1
2uxttutt(
√
ρ)x + c
≤ c
∫
I
ργ2+
1
2u2tt + c
∫
I
ρ2γ2u2tt +
∫
I
ργ2uxtt(ρQ)tt + γ2
∫
I
ργ2−1ρxutt(ρQ)tt
+c‖ρxtt‖2L2 +
1
4
∫
I
ργ2u2xtt + c
∫
I
ργ2+2u2tt + c
∫
I
ργ2−1u2tt + c
≤ c
∫
I
ργ2−1u2tt + c
∫
I
ρ2γ2u2tt +
1
2
∫
I
ργ2u2xtt + c
∫
I
ργ2 |(ρQ)tt|2
+c
∫
I
ρ2γ2−2u2tt + c
∫
I
ρ |(ρQ)tt|2 + c‖ρxtt‖2L2 + c.
Here, we have used integration by parts, the Cauchy inequality, (A2), (A3), Lemma 2.2,
Lemma 4.1, Lemma 4.2 and Lemma 4.3.
After the third term of the right side is absorbed by the left, we have
d
dt
∫
I
ργ2+1u2tt +
∫
I
ργ2u2xtt ≤ c
∫
I
ργ2−1u2tt + c
∫
I
ρ2γ2u2tt + c
∫
I
ργ2 |(ρQ)tt|2
+c
∫
I
ρ2γ2−2u2tt + c
∫
I
ρ |(ρQ)tt|2 + c‖ρxtt‖2L2 + c. (4.18)
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By Lemma 4.2, we know
∫
QT
ρu2tt ≤ c. This implies that the minimum of γ2 we should take
in (4.18) is 2. Substituting γ2 = 2 into (4.18), we have
d
dt
∫
I
ρ3u2tt +
∫
I
ρ2u2xtt ≤ c
∫
I
ρu2tt + c
∫
I
ρ |(ρQ)tt|2 + c
∫
I
ρ2xtt + c. (4.19)
We are going to estimate
∫
I
ρ |(ρQ)tt|2. Using Lemma 4.1, (A4) and Lemma 4.3, we have∫
I
ρ |(ρQ)tt|2 =
∫
I
ρ
∣∣ρttQ+ 2ρtQ′θt + ρQ′′θ2t + ρQ′θtt∣∣2
≤ c+ c‖θt‖2L∞ + c
∫
I
ρ3θ2tt. (4.20)
Substituting (4.20) into (4.19), integrating the resulting inequality over (0, t), and using
Lemma 4.1, Lemma 4.2 and Lemma 4.3, we get∫
I
ρ3u2tt +
∫ t
0
∫
I
ρ2u2xtt ≤
∫
I
ρ3u2tt(x, 0) + c. (4.21)
Using (4.1), (4.2), (4.6), (4.7), (3.8), (3.23) and (4.2)3, we have∫
I
ρ3u2tt(x, 0) ≤ c,
which combining (4.21) completes the proof. ✷
Lemma 4.5 Under the conditions of Theorem 4.1, it holds for any 0 ≤ t ≤ T∫
I
ρu2xxt +
∫
QT
(
u2xxxt + ρθ
2
xxt
) ≤ c.
Proof. By (3.23), we have∫
I
ρu2xxt ≤ c
∫
I
ρ3u2tt + c
∫
I
ρρ2tu
2
t + c
∫
I
ρρ2tu
2u2x +
∫
I
ρ3u2tu
2
x
+c
∫
I
ρ3u2u2xt + c
∫
I
ρ|(ρQ)xt|2 + c
∫
I
ρ|(Pc)xt|2
≤ c,
where we have used (A2)-(A4), Lemma 2.2, Lemma 4.1, Lemma 4.2 and Lemma 4.4.
It follows from (3.37) and (A5) that∫
QT
ρθ2xxt ≤ c
∫
QT
ρ|κ′|2θ2t θ2xx + c
∫
QT
ρ|κ′′|2θ2t θ4x + c
∫
QT
ρ|κ′|2θ2xθ2xt
+c
∫
QT
ρ3|Q′|2θ2tt + c
∫
QT
ρ3|Q′′|2θ4t + c
∫
QT
ρρ2t |Q′|2θ2t
+c
∫
QT
ρ
∣∣(ρuQ′θx)t∣∣2 + c∫
QT
ρ
∣∣(ρθQ′ux)t∣∣2 + c∫
QT
ρu2xu
2
xt,
which, combining (A4), (A5) and Lemma 4.1, gives∫
QT
ρθ2xxt ≤ c
∫
QT
θ2xt + c
∫
QT
ρ3θ2tt + c
∫ T
0
‖θt‖2L∞ +
∫
QT
u2xt + c
≤ c. (4.22)
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Differentiating (3.33) with respect to t, we get
uxxxt = 2(
√
ρ)x
√
ρutt + ρuxtt + ρxtut + ρtuxt + ρxtuux + ρtu
2
x + ρtuuxx + ρxutux
+2ρuxtux + ρutuxx + ρxuuxt + ρuuxxt + (ρQ)xxt + (Pc)xxt.
This, together with (4.22), (A6), Lemma 2.2, Lemma 4.1, Lemma 4.2, Lemma 4.3, Lemma
4.4 and Corollary 4.1, implies∫
QT
u2xxxt ≤ c+ c
∫
QT
(
ρθ2xxt + θ
2
xt
)
+ c
∫ T
0
‖θt‖2L∞ + c
∫
QT
ρ2xxt ≤ c.
This completes the proof. ✷
From (4.15), Lemma 4.3 and Lemma 4.5, we get the following corollary immediately.
Corollary 4.2 Under the conditions of Theorem 4.1, it holds for any 0 ≤ t ≤ T∫
I
u2xxxx ≤ c.
Corollary 4.3 Under the conditions of Theorem 4.1, it holds∫
QT
θ2xxxx ≤ c.
Proof. Differentiating (3.42) with respect to x, we have
κθxxxx = −4κ′θxθxxx − 3κ′θ2xx − 3κ′′θ2xθxx −
(
κ′′θ3x
)
x
− 2 (uxuxx)x +
(
ρQ′θxt
)
x
+
(
ρxQ
′θt
)
x
+
(
ρQ′′θxθt
)
x
+ (ρuQ′θx)xx + (ρθQ
′ux)xx.
This, combining (A5), (A6), Lemma 3.3, Lemma 4.1 and Lemma 4.5, implies∫
QT
θ2xxxx ≤ c+ c
∫
QT
(
ρθ2xxt + θ
2
xt
)
+ c
∫ T
0
‖θt‖2L∞ + c
∫
QT
|κ′′′|2θ8x ≤ c.
This proves Corollary 4.3. ✷
Lemma 4.6 Under the conditions of Theorem 4.1, it holds for any 0 ≤ t ≤ T∫
I
ρ2xxxx +
∫
QT
u2xxxxx ≤ c.
Proof. Differentiating (4.12) with respect to x, multiplying the resulting equation by 2ρxxxx,
integrating over I, and using integration by parts, Lemma 4.1, Lemma 4.3, Corollary 4.2 and
the Cauchy inequality, we get
d
dt
∫
I
ρ2xxxx = −9
∫
I
ρ2xxxxux − 20
∫
I
ρxxxρxxxxuxx − 20
∫
I
ρxxρxxxxuxxx
−10
∫
I
ρxρxxxxuxxxx − 2
∫
I
ρρxxxxuxxxxx
≤ c
∫
I
ρ2xxxx + c
∫
I
u2xxxxx + c. (4.23)
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Now we estimate the second term of the right-hand side of (4.23).
Differentiating (4.14) with respect to x, we have
uxxxxx = ρxxxut + 3ρxxuxt + 3ρxuxxt + ρuxxxt + (ρxuux)xx + (ρu
2
x)xx
+(ρuuxx)xx + (ρQ)xxxx + (Pc)xxxx.
This, combining (A6), Lemma 2.2, Lemma 4.1, Lemma 4.3 and Corollary 4.2, concludes∫
I
u2xxxxx ≤ c
∫
I
u2xxt + c
∫
I
u2xxxt + c
∫
I
ρ2xxxx + c
∫
I
θ2xxxx + c. (4.24)
Substituting (4.24) into (4.23), and using Corollary 4.1, Corollary 4.3, Lemma 4.5 and the
Gronwall inequality, we obtain ∫
I
ρ2xxxx ≤ c. (4.25)
It follows from (4.24), (4.25), Corollary 4.1, Corollary 4.3 and Lemma 4.5 that∫
QT
u2xxxxx ≤ c.
This completes the proof of Lemma 4.6. ✷
Corollary 4.4 Under the conditions of Theorem 4.1, it holds for any 0 ≤ t ≤ T∫
I
(
ρ2xtt + ρ
2
xxxt
)
+
∫
QT
(
ρ2ttt + ρ
2
xxtt
) ≤ c.
Here we have used the following inequality when we get the upper bound of ρttt:
ρ2xu
2
tt = 2 [(
√
ρ)x
√
ρ]2 u2tt ≤ cρu2tt.
From the above estimates, we get
‖(√ρ)x‖L∞ + ‖(√ρ)t‖L∞ + ‖ρ‖H4 + ‖ρt‖H3 + ‖ρtt‖H1 + ‖u‖H4
+‖ut‖H1 + ‖ρ
3
2utt‖L2 + ‖
√
ρuxxt‖L2 + ‖θ‖H3 + ‖
√
ρθt‖L2 + ‖ρθxt‖L2
+
∫
QT
(
ρ2u2xtt + ρu
2
tt + u
2
xxt + u
2
xxxt + u
2
xxxxx
)
+
∫
QT
(
ρ2ttt + ρ
2
xxtt + θ
2
xxxx + θ
2
t + θ
2
xt + ρθ
2
xxt + ρ
3θ2tt
) ≤ c. (4.26)
From (4.26) and (3.55), we get
‖ρ‖H4 + ‖ρt‖H3 + ‖ρtt‖H1 + ‖u‖H4 + ‖ut‖H2 + ‖utt‖L2 + ‖θ‖H3 + ‖θt‖H1
+
∫
QT
(
u2xtt + u
2
xxxt + u
2
xxxxx
)
+
∫
QT
(
ρ2ttt + ρ
2
xxtt + θ
2
xxxx + θ
2
xxt + θ
2
tt
) ≤ c(δ),
where c(δ) is a positive constant, and may depend on δ.
The proof of Theorem 4.1 is complete. ✷
Proof of Theorem 1.2:
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Consider (1.1)-(1.4) with initial data replaced by (ρδ0, u
δ
0, θ
δ
0), we obtain from Theorem
4.1 that there exists a unique solution (ρδ, uδ, θδ) such that (4.26) and (3.55) are valid when
we replace (ρ, u, θ) by (ρδ , uδ, θδ). With this estimates uniform for δ, we take δ → 0+ ( take
subsequence if necessary) to get a solution to (1.1)-(1.4) still denoted by (ρ, u, θ). By the
lower semi-continuity of the norms, we have
‖(√ρ)x‖L∞ + ‖(√ρ)t‖L∞ + ‖ρ‖H4 + ‖ρt‖H3 + ‖ρtt‖H1 + ‖u‖H4 + ‖ut‖H1
+‖√ρuxxt‖L2 + ‖θ‖H3 + ‖
√
ρθt‖L2 + ‖ρθxt‖L2 +
∫
QT
(
u2xxt + u
2
xxxt + u
2
xxxxx
)
+
∫
QT
(
ρ2ttt + ρ
2
xxtt + θ
2
xxxx + θ
2
t + θ
2
xt
) ≤ c,
which proves the existence of the solutions as in Theorem 1.2. The uniqueness of the solutions
can be proved by the standard method like in [4], we omit it for brevity. The proof of Theorem
1.2 is complete. ✷
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A blow-up criterion of strong solution to a 3D viscous
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Abstract
In this paper, we get a unique local strong solution to a 3D viscous liquid-gas two-phase
flow model in a smooth bounded domain. Besides, a blow-up criterion of the strong solution
for 253 µ > λ is obtained. The method can be applied to study a blow-up criterion of the strong
solution to Navier-Stokes equations for 253 µ > λ, which improves the corresponding result about
Navier-Stokes equations in [15] where 7µ > λ. Moreover, all the results permit the appearance of
vacuum.
Keyword: Liquid-gas two-phase flow model, local strong solution, blow-up criterion, vac-
uum.
AMS Subject Classification (2000): 76T10, 76N10, 35L65.
1 Introduction
In this paper, we consider the following 3D viscous liquid-gas two-phase flow model
mt + div(mu) = 0,
nt + div(nu) = 0,
(mu)t + div(mu ⊗ u) + ∇P(m, n) = µ∆u + (µ + λ)∇divu, in Ω × (0,∞),
(1.1)
with the initial and boundary conditions
(m, n, u)|t=0 = (m0, n0, u0), in Ω, (1.2)
u(x, t) = 0, on ∂Ω × [0,∞), (1.3)
where Ω ⊆ R3 is a smooth bounded domain. Here m = αlρl and n = αgρg denote the liquid mass and
gas mass, respectively; µ, λ are viscosity constants, satisfying
µ > 0, 2µ + 3λ ≥ 0, (1.4)
∗E-mail: huanyaowen@hotmail.com
†E-mail: yaolei1056@hotmail.com
‡Corresponding author. E-mail: cjzhu@mail.ccnu.edu.cn
1
which implies µ + λ ≥ 13µ > 0.
The unknown variables αl, αg ∈ [0, 1] denote respectively the liquid and gas volume fractions,
satisfying the fundamental relation: αl + αg = 1. Furthermore, the other unknown variables ρl and
ρg denote respectively the liquid and gas densities, satisfying equations of state: ρl = ρl,0 + P−Pl,0a2l
,
ρg =
P
a2g
, where al, ag are sonic speeds, respectively, in the liquid and gas, and Pl,0 and ρl,0 are the
reference pressure and density given as constants; u denotes velocity of the liquid and gas; P is the
common pressure for both phases, which satisfies
P(m, n) = C0
(
−b(m, n) +
√
b(m, n)2 + c(n)
)
, (1.5)
with C0 = 12a
2
l , k0 = ρl,0 −
Pl,0
a2l
> 0, a0 = (agal )2 and
b(m, n) = k0 − m −
(
ag
al
)2
n = k0 − m − a0n,
c(n) = 4k0
(
ag
al
)2
n = 4k0a0n.
For more information about the above models, please refer to [11, 14, 20] and references therein.
The investigation of model (1.1) has been a topic during the last decade. There are many results
about the numerical properties of this model or related model. However, there are few results pro-
viding insight into existence, uniqueness, regularity, asymptotic behavior and decay rate estimates
concerning the two-phase liquid-gas models of the form (1.1). Let us review some previous works
about the viscous liquid-gas two-phase flow model. For the model (1.1) in 1D, when the liquid is
incompressible and the gas is polytropic, i.e., P(m, n) = Cργl
(
n
ρl − m
)γ
, Evje and Karlsen in [4] stud-
ied the existence and uniqueness of the global weak solution to the free boundary value problem with
µ = µ(m) = k1 m
β
(ρl − m)β+1
, β ∈ (0, 13 ), when the fluids connected to vacuum state discontinuously.
Yao and Zhu extended the results in [4] to the case β ∈ (0, 1], and also obtained the asymptotic be-
havior and regularity of the solution, see [18]. Evje, Flåtten and Friis in [2] also studied the model
with µ = µ(m, n) = k2 n
β
(ρl − m)β+1
(β ∈ (0, 13 )) in a free boundary setting when the fluids connected to
vacuum state continuously, and obtained the global existence of the weak solution. Also, for the case
of connecting to vacuum state continuously, Yao and Zhu investigated the free boundary problem to
the model with constant viscosity coefficient, and obtained the existence and uniqueness of the global
weak solution by the line method, where a new technique was introduced to get the key upper and
lower bounds of gas and liquid masses n and m, cf. [19]. Specifically, when both of the two fluids
are compressible, one can consult the reference [3]. For multidimensional case, the results are few.
Recently, Yao, Zhang and Zhu obtained the existence of the global weak solution to the 2D model
when the initial energy is small, see [20]. Furthermore, they proved a blow-up criterion in terms of the
upper bound of the liquid mass for the strong solution to the 2D model in a smooth bounded domain,
cf. [21]. Because of the complexity of the pressure P(m, n), they in [21] can only deal with the case:
there is no initial vacuum, i.e., m0 > 0, n0 > 0. Then, what will happen when the vacuum appears?
In this paper, we prove the local existence of strong solution and give a blow-up criterion to the 3D
viscous liquid-gas two-phase flow model in a smooth bounded domain with vacuum.
The main results are stated as follows.
2
Theorem 1.1 (Local existence). Let Ω be a bounded smooth domain in R3 and q ∈ (3, 6]. Assume
that the initial data m0, n0, u0 satisfy m0, n0 ∈ W1,q(Ω), u0 ∈ H10(Ω)∩H2(Ω), 0 ≤ s0m0 ≤ n0 ≤ s0m0
in Ω, where s0 and s0 are positive constants. The following compatible condition is also valid:
− µ∆u0 − (µ + λ)∇divu0 + ∇P(m0, n0) =
√
m0g, f or some g ∈ L2(Ω). (1.6)
Then, there exist a T0 > 0 and a unique strong solution (m, n, u) to the problem (1.1)-(1.5), such that
0 ≤ s0m ≤ n ≤ s0m, (m, n) ∈ C([0, T0]; W1,q(Ω)), (mt, nt) ∈ L∞(0, T0; Lq(Ω)),
P ∈ L∞(0, T0; W1,q(Ω)), u ∈ L∞(0, T0; H10(Ω) ∩ H2(Ω)) ∩ L2(0, T0; W2,q(Ω)),√
mut ∈ L∞(0, T0; L2(Ω)), ut ∈ L2(0, T0; H10(Ω)). (1.7)
Furthermore, under the assumption
λ <
25
3 µ, (1.8)
we can establish a blow-up criterion of the strong solution:
Theorem 1.2. Under the assumptions of Theorem 1.1, if T ∗ < ∞ is the maximal existence time for
the strong solution (m, n, u)(x, t) to the problem (1.1)-(1.5) stated in Theorem 1.1, then
lim sup
T→T ∗
‖m‖L∞(0,T ;L∞(Ω)) = ∞, (1.9)
provided that (1.8) holds.
Remark 1.1. (i) For Ω = R3, we can also get a unique strong solution to (1.1)-(1.5) and the blow-up
criterion (1.9) by using the ideas of [1, 15] to modify the proofs of Theorem 1.1 and Theorem 1.2
slightly.
(ii) The proof of Theorem 1.1 and Theorem 1.2 implies that the following blow-up criterion
would be obtained if the restriction (1.8) is removed:
lim sup
T→T ∗
(‖m‖L∞(0,T ;L∞(Ω)) + ‖
√
mu‖Ls(0,T ;Ls′ (Ω))) = ∞, (1.10)
where 2
s
+ 3
s′ ≤ 1 and 3 < s′ ≤ ∞. (1.10) is similar to [7].
(iii) Under the assumption (1.8), we can use our methods in Lemma 5.2 together with the esti-
mates in [15] to get the following blow-up criterion of strong solution to Navier-Stokes equations:
lim sup
T→T ∗
‖ρ(t)‖L∞(0,T ;L∞(Ω)) = ∞.
This relaxes the restriction 7µ > λ in [15]. And our result can be viewed to be a generalization of [15]
We should mention that the methods introduced by Sun, Wang and Zhang in [15], Cho, Choe and
Kim in [1] for Navier-Stokes equations will play a crucial role in our proof here. There are many
results about blow-up criterion of the strong solution for the Navier-Stokes equations in addition to
[7]. For the 2D compressible Navier-Stokes equations, Sun and Zhang in [16] obtained a blow-up
criterion in terms of the upper bound of the density for the strong solution. For the 3D compressible
Navier-Stokes equations, Sun, Wang and Zhang in [15] obtained a blow-up criterion in terms of the
upper bound of the density for the strong solution, under the restriction λ < 7µ. In both papers, the
initial vacuum (ρ0 ≥ 0) was allowed and the domain included both the bounded smooth domain and
R
N , N = 2, 3. It also worths mentioning recent works [8, 9], under the assumptions
N = 2, µ > 0, µ + λ ≥ 0, Ω = T 2;
3
or
N = 3, λ < 7µ, µ > 0, and 2µ + 3λ ≥ 0, Ω is a smooth domain including R3,
Huang and Xin proved the following blow-up criterion: if T ∗ < ∞ is the maximal time of the existence
of the strong solution, then
lim
T→T ∗
∫ T
0
‖∇u(t)‖L∞(Ω)dt = ∞. (1.11)
Huang, Li and Xin in their recent paper [10] removed the restriction λ < 7µ for N = 3, and got the
blow-up criterion of strong solution:
lim
T→T ∗
∫ T
0
‖D(u)(t)‖L∞(Ω)dt = ∞,
where D(u) = 12 (∇u + ∇ut). For the non-isentropic compressible Navier-Stokes equations, under the
conditions: N = 2, µ > 0, µ + λ ≥ 0, Ω = T 2 or [0, 1]2; N = 3, λ < 7µ, µ > 0, and 2µ + 3λ ≥ 0, Ω
is a smooth bounded domain, please refer to [12, 5].
In Theorem 1.2, we give a blow-up criterion in terms of the upper bound of the liquid mass
under the relaxed restriction (1.8), which improves the corresponding result about Navier-Stokes
equations in [15] where 7µ > λ. Here, if the liquid mass is upper bounded, we can obtain a high
integrability of the velocity, sup
0≤t≤T
∫
Ω
m|u|rdx ≤ C, for some r ∈ (3, 4], see Lemma 5.2. Moreover, in
order to overcome the singularity brought by the pressure P(m, n) when there is vacuum, we need the
assumption: 0 ≤ s0m0 ≤ n0 ≤ s0m0, where s0 and s0 are positive constants.
2 Preliminaries
In this section, we give some useful lemmas which will be used in the next three sections, where
N = 2, 3.
Lemma 2.1. Let Ω ⊂ RN be an arbitray bounded domain with piecewise smooth boundaries. Then
the following inequality is valid for every function u ∈ W1,p0 (Ω) or u ∈ W1,p(Ω),
∫
Ω
udx = 0:
‖u‖Lp′ (Ω) ≤ C1‖∇u‖αLp(Ω)‖u‖1−αLr′ (Ω), (2.1)
where α = (1/r′ − 1/p′)(1/r′ − 1/p + 1/N)−1; moreover, if p < N, then p′ ∈ [r′, pN/(N − p)] for
r′ ≤ pN/(N − p), and p′ ∈ [pN/(N − p), r′] for r′ > pN/(N − p). If p ≥ N, then p′ ∈ [r′,∞) is
arbitrary; moreover, if p > N, then inequality (2.1) is also valid for p′ = ∞. The positive constant C1
in inequality (2.1) depends on N, p, r′, α and the domain Ω but independent of the function u.
Lemma 2.2. Let Ω ⊂ RN be an arbitrary bounded domain with piecewise smooth boundaries. Then
the following inequality is valid for every function u ∈ W1,p(Ω):
‖u‖Lp′ (Ω) ≤ C2(‖u‖L1(Ω) + ‖∇u‖αLp(Ω)‖u‖1−αLr′ (Ω)), (2.2)
where N, p, r′, p′ and α are the same as those in Lemma 2.1. The positive constant C2 in inequality
(2.2) depends on N, p, r′, α and the domain Ω but independent of the function u.
The above two lemmas can be found in [13, 17] and the references therein.
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Next, we give some Lp (p ∈ (1,∞)) regularity estimates for the solution of the following boundary
problem: {
LU := µ∆U + (µ + λ)∇divU = F, in Ω,
U(x) = 0, on ∂Ω. (2.3)
Here Ω ⊂ RN is a bounded smooth domain, L is the Lame´ operator, U = (U1,U2, · · · ,UN), F =
(F1, F2, · · · , FN). From (1.4), we know that (2.3) is a strong elliptic system. If F ∈ W−1,2(Ω), then
there exists an unique weak solution U ∈ H10(Ω). In the subsequent context, we will use L−1F to
denote the unique solution U of the system (2.3) with F belonging to some suitable space such as
W−1,p(Ω). Sun, Wang and Zhang in [15, 16] give the following estimates:
Lemma 2.3. Let p ∈ (1,∞), and U be a solution of (2.3). Then there exists a constant C depending
only on µ, λ, p, N and Ω such that
(1) if F ∈ Lp(Ω), then
‖U‖W2,p(Ω) ≤ C‖F‖Lp(Ω); (2.4)
(2) if F ∈ W−1,p(Ω) (i.e., F = div f with f = ( fi j)N×N , fi j ∈ Lp(Ω)), then
‖U‖W1,p(Ω) ≤ C‖ f ‖Lp(Ω); (2.5)
(3) if F = div f with fi j = ∂khki j and hki j ∈ W1,p0 (Ω) for i, j, k = 1, 2, · · · ,N, then
‖U‖Lp(Ω) ≤ C‖h‖Lp(Ω). (2.6)
Lemma 2.4. If F = div f with f = ( fi j)N×N , fi j ∈ L∞(Ω) ∩ L2(Ω), then ∇U ∈ BMO(Ω) and there
exists a constant C depending only on µ, λ and Ω such that
‖∇U‖BMO(Ω) ≤ C(‖ f ‖L∞(Ω) + ‖ f ‖L2(Ω)). (2.7)
Here BMO(Ω) denotes the John-Nirenberg’s space of bounded mean oscillation whose norm is de-
fined by
‖ f ‖BMO(Ω) = ‖ f ‖L2(Ω) + [ f ]BMO(Ω),
with the semi-norm
[ f ]BMO(Ω) = sup
x∈Ω,r∈(0,d)
?
Ωr(x)
| f (y) − fΩr(x)|dy,
where Ωr(x) = Br(x) ∩ Ω, Br(x) is the ball with center x and radius r and d is the diameter of Ω. For
a measurable subset E of RN , |E| denotes its Lebesgue measure and
fΩr(x) =
?
Ωr(x)
f (y)dy = 1|Ωr(x)|
∫
Ωr(x)
f (y)dy.
Lemma 2.5. Let Ω be a bounded Lipschitz domain in RN and f ∈ W1,p(Ω) with p ∈ (N,∞). Then
there exists a constant C depending on p, N and the Lipschitz property of the domain Ω such that
‖ f ‖L∞(Ω) ≤ C (1 + ‖ f ‖BMO(Ω) ln(e + ‖∇ f ‖Lp(Ω))) . (2.8)
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3 Global existence for the linearized system
Consider 
mt + div(mv) = 0,
nt + div(nv) = 0,
mut + mv · ∇u + ∇P(m, n) = Lu, in Ω × (0,∞),
(3.1)
with the initial and boundary conditions
(m, n, u)|t=0 = (m0, n0, u0), in Ω, (3.2)
u(x, t) = 0, on ∂Ω × [0,∞), (3.3)
where Ω ⊆ R3 is a smooth bounded domain.
Throughout the rest of the paper, we denote Wk,p = Wk,p(Ω) for k ≥ 0 and 1 < p ≤ ∞ with the
norm ‖ · ‖Wk,p . Particularly, Hk = Wk,2, and Lp = W0,p. QT = Ω × [0, T ].
Theorem 3.1. Let Ω be a smooth bounded domain in R3 and q ∈ (3, 6]. Assume m0, n0 ∈ W1,q, u0 ∈
H10 ∩H2, m0 ≥ δ > 0, n0 ≥ δ > 0, v ∈ C([0, T ]; H10 ∩H2)∩ L2(0, T ; W2,q) and vt ∈ L2(0, T ; H10 ). Then
there exists a unique strong solution (m, n, u) to (3.1)-(3.3) such that
(m, n) ∈ C([0, T ]; W1,q), (mt, nt) ∈ C([0, T ]; Lq),
P ∈ C([0, T ]; W1,q), u ∈ C([0, T ]; H10 ∩ H2) ∩ L2(0, T ; W2,q),
ut ∈ C([0, T ]; L2) ∩ L2(0, T ; H10 ), m > 0, n > 0 in QT .
Proof. By [1], (3.1)1 and (3.1)2, we get
m, n ∈ C([0, T ]; W1,q); mt, nt ∈ C([0, T ]; Lq),
sup
0≤t≤T
‖m(t)‖W1,q ≤ ‖m0‖W1,q exp
{
C
∫ T
0 ‖∇v(s)‖W1,q ds
}
,
sup
0≤t≤T
‖n(t)‖W1,q ≤ ‖n0‖W1,q exp
{
C
∫ T
0 ‖∇v(s)‖W1,q ds
}
,
0 < δ exp
{
−
∫ T
0 ‖∇v(s)‖L∞ds
}
≤ m ≤ ‖m0‖L∞ exp
{∫ T
0 ‖∇v(s)‖L∞ds
}
,
0 < δ exp{−
∫ T
0 ‖∇v(s)‖L∞ds} ≤ n ≤ ‖n0‖L∞ exp
{∫ T
0 ‖∇v(s)‖L∞ds
}
.
(3.4)
This immediately gives
P(m, n) ∈ C([0, T ]; W1,q), P(m, n)t ∈ C([0, T ]; Lq). (3.5)
It follows from (3.1)3, (3.4), (3.5) and [1] that
u ∈ C([0, T ]; H10 ∩ H2) ∩ L2(0, T ; W2,q), ut ∈ C([0, T ]; L2) ∩ L2(0, T ; H10 ).

4 Proof of Theorem 1.1
In this section, we get a unique local strong solution to (1.1)-(1.5) with m0 ≥ δ > 0, n0 ≥ δ > 0,
and obtain some estimates uniformly for δ (see Theorem 4.1). Theorem 1.1 will be obtained after
constructing a sequence of approximate solutions (mδ, nδ, uδ) by giving the initial data (m0, n0)
in Theorem 1.1 a lower bound δ, using the estimates in Theorem 4.1, and taking δ → 0 (taking
subsequence if necessary).
6
Theorem 4.1. Under the conditions of Theorem 1.1, we assume m0 ≥ δ > 0, n0 ≥ δ > 0. Then there
exists a time T0 > 0 independent of δ and a unique strong solution (m, n, u) to (1.1)-(1.5) such that
(m, n) ∈ C([0, T0]; W1,q), (mt, nt) ∈ C([0, T0]; Lq),
P ∈ C([0, T0]; W1,q), u ∈ C([0, T0]; H10 ∩ H2) ∩ L2(0, T0; W2,q),
ut ∈ C([0, T0]; L2) ∩ L2(0, T0; H10), m > 0, n > 0 in QT0 .
Moreover, we have the following estimates:
sup
0≤t≤T0
∫
Ω
m|ut |2 +
∫ T0
0
∫
Ω
|∇ut |2 ≤ C,
‖u‖L2(0,T0;W2,q) + ‖u‖L∞(0,T0;H10∩H2) + ‖m‖L∞(0,T0;W1,q) + ‖n‖L∞(0,T0;W1,q) ≤ C,
s0δ
C ≤ s0m ≤ n ≤ s0m, in QT0 ,
‖P‖L∞(QT0 ) + ‖Pm‖L∞(QT0 ) + ‖Pn‖L∞(QT0 ) ≤ C,
where C is a positive constant, independent of δ.
To prove this theorem, we first construct a sequence of approximate solutions inductively as
follows (similar to [1]):
(i) Define u0 = 0, and assume uk−1 ∈ C([0, T ]; H10 ∩ H2)
⋂
L2(0, T ; W2,q)⋂ H1(0, T ; H10) was
defined for k ≥ 1.
(ii) By Theorem 3.1, we can get (mk, nk, uk) with the regularities in Theorem 3.1 satisfying
mkt + div(mkuk−1) = 0,
nkt + div(nkuk−1) = 0,
mkukt + m
kuk−1 · ∇uk + ∇Pk = Luk, in Ω × (0, T ],
(4.1)
where Pk = P(mk, nk). The initial and boundary conditions are stated as follows
(mk, nk, uk)|t=0 = (m0, n0, u0), in Ω, (4.2)
uk(x, t) = 0, on ∂Ω × [0, T ]. (4.3)
Throughout this paper, we denote
ΦK(t) = max
1≤k≤K
(
1 + ‖mk(t)‖L∞
)
, ΨK,r(t) = max
1≤k≤K
(
1 +
∫
Ω
mk|uk−1 |r
)
,
for r ∈ (3, 4] and K ∈ Z+. The next step is to make some estimates for (mk, nk, uk) (k ≥ 1) independent
of k and δ.
Lemma 4.1. Under the conditions of Theorem 4.1, we have for all k ≥ 1
0 < s0m
k ≤ nk ≤ s0mk, in QT .
Proof. It follows from (4.1)1 and (4.1)2 that(
nk
mk
)
t
+ uk−1 · ∇
(
nk
mk
)
= 0.
This implies
d
ds
(
nk
mk
)
(X(s; x, t), s) = 0, (4.4)
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where X(s; x, t) is given by:
d
ds X(s; x, t) = u
k−1 (X(s; x, t), s) , 0 ≤ s < t,
X(t; x, t) = x.
Integrating (4.4) over (0, t), and using the assumption s0m0 ≤ n0 ≤ s0m0, we complete the proof of
Lemma 4.1. 
Lemma 4.2. Under the conditions of Theorem 4.1, we have for all 1 ≤ k ≤ K
0 < Pk ≤ CΦK(t) in QT , (4.5)
0 < Pk
mk
≤ C in QT , (4.6)
0 < Pk
nk
≤ C in QT , (4.7)
where C is a positive constant, independent of K, δ and T.
Proof. (4.5) can be obtained by Lemma 4.1 and (1.5). A direct calculation gives
Pk
mk
= C0
1 − b(m
k, nk)√
b2(mk, nk) + c(nk)
 > 0, (4.8)
Pk
nk
= C0
a0 + a0√b2(mk, nk) + c(nk) (mk + a0nk + k0)
 > 0. (4.9)
Obviously, we get (4.6) by (4.8). To get (4.7), it suffices to prove mk + a0nk + k0√b2(mk, nk) + c(nk)

2
≤ C.
In fact,
 mk + a0nk + k0√b2(mk, nk) + c(nk)

2
=
(mk)2 + a20(nk)2 + k20 + 2k0mk + 2a0mknk + 2a0k0nk
(mk)2 + a20(nk)2 + k20 − 2k0mk + 2a0mknk + 2a0k0nk
= 1 +
4k0mk
(k0 − mk)2 + a20(nk)2 + 2a0mknk + 2a0k0nk
≤ 1 + 4k0m
k
2a0k0nk
≤ C,
where we have used Lemma 4.1. This completes the proof of Lemma 4.2. 
As in [15], we denote wk = uk − hk, where hk is the unique solution toLh
k = ∇Pk, in Ω × (0, T ],
hk |∂Ω = 0.
(4.10)
From Lemma 2.3, we get for any p ∈ (1,∞)‖h
k‖W1,p ≤ C‖Pk‖Lp ,
‖hk‖W2,p ≤ C‖∇Pk‖Lp .
(4.11)
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(4.1)3, (4.3) and (4.10) imply
mkwkt − Lwk = mkFk, in Ω × (0, T ],
wk(x, 0) = u0 − L−1∇P(m0, n0), in Ω,
wk|∂Ω = 0,
(4.12)
where
Fk = −uk−1 · ∇uk − L−1∇Pkt
= −uk−1 · ∇uk + L−1∇div(Pkuk−1) + L−1∇[(mkPk
mk
+ nkPk
nk
− Pk)divuk−1].
Lemma 4.3. Under the conditions of Theorem 4.1, we have for all 1 ≤ k ≤ K, 3 < r ≤ 4∫ T
0
∫
Ω
mk |wkt |2 +
∫
Ω
|∇wk |2 ≤ C exp
{
C
∫ T
0
[ΦK(s)]
r+1
r−3 [ΨK,r(s)]
2
r−3 ds
}
,
and ∫ T
0
∫
Ω
|∇2wk|2 ≤ C sup
0≤t≤T
ΦK(t) exp
{
C
∫ T
0
[ΦK(s)]
r+1
r−3 [ΨK,r(s)]
2
r−3 ds
}
,
where C is a positive constant, independent of K, δ and T.
Proof. Multiplying (4.12) by wkt , integrating over Ω, and using integration by parts and Cauchy in-
equality, we have ∫
Ω
mk|wkt |2 +
1
2
d
dt
∫
Ω
[µ|∇wk |2 + (µ + λ)|divwk|2]
≤ 1
2
∫
Ω
mk|wkt |2 +
1
2
∫
Ω
mk|Fk |2,
which implies ∫
Ω
mk |wkt |2 +
d
dt
∫
Ω
[µ|∇wk|2 + (µ + λ)|divwk|2] ≤
∫
Ω
mk |Fk |2. (4.13)
Now we estimate the term of the right side in (4.13) as follows:∫
Ω
mk |Fk |2
≤ C
∫
Ω
mk |uk−1|2|∇uk |2 +CΦK(t)
∫
Ω
|L−1∇div(Pkuk−1)|2 +CΦK(t)
∫
Ω
(|mk |2 + |Pk |2)|divuk−1 |2
≤ C
[∫
Ω
(mk |uk−1 |2) r2
] 2
r
[∫
Ω
|∇uk | 2rr−2
] r−2
r
+CΦK(t)
∫
Ω
|Pkuk−1 |2 +C[ΦK(t)]3
∫
Ω
|divuk−1|2
≤ C
[∫
Ω
(mk) r2 |uk−1 |r
] 2
r
‖∇uk‖2
L
2r
r−2
+C[ΦK(t)]3
∫
Ω
|∇uk−1 |2 +C[ΦK(t)]3
∫
Ω
|divuk−1 |2
≤ C[ΦK(t)] r−2r [ΨK,r(t)] 2r
(
‖∇wk‖2
L
2r
r−2
+ ‖∇hk‖2
L
2r
r−2
)
+C[ΦK(t)]3
∫
Ω
[µ|∇uk−1 |2 + (µ + λ)|divuk−1 |2]
≤ C[ΦK(t)] r−2r [ΨK,r(t)] 2r
(
ε‖∇2wk‖2L2 + (ε
−3
r−3 + 1)‖∇wk‖2L2 + [ΦK(t)]2
)
+C[ΦK(t)]3
∫
Ω
[µ|∇uk−1 |2 + (µ + λ)|divuk−1 |2], (4.14)
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where we have used Lemma 2.2, Lemma 2.3, Lemma 4.1, Lemma 4.2 and Young inequality: ab ≤
εap + (εp) −qp q−1bq for any ε > 0, p, q > 0 and 1p + 1q = 1.
By Lemma 2.3 and (4.12), we have
‖∇2wk‖2L2 ≤ CΦK(t)
∫
Ω
mk|wkt |2 +CΦK(t)
∫
Ω
mk|Fk |2. (4.15)
Substituting (4.15) into (4.14), we have∫
Ω
mk |Fk |2
≤ Cε[ΦK(t)] 2r−2r [ΨK,r(t)] 2r
(∫
Ω
mk|wkt |2 +
∫
Ω
mk |Fk |2
)
+C[ΦK(t)]
r−2
r [ΨK,r(t)]
2
r (ε −3r−3 + 1)
∫
Ω
µ|∇wk |2 +C[ΦK(t)]
3r−2
r [ΨK,r(t)]
2
r
+C[ΦK(t)]3
∫
Ω
[µ|∇wk−1 |2 + (µ + λ)|divwk−1|2] +C[ΦK(t)]3
∫
Ω
[µ|∇hk−1 |2 + (µ + λ)|divhk−1 |2]
≤ Cε[ΦK(t)]
2r−2
r [ΨK,r(t)]
2
r
(∫
Ω
mk|wkt |2 +
∫
Ω
mk |Fk |2
)
+C[ΦK(t)] r−2r [ΨK,r(t)] 2r (ε −3r−3 + 1)
∫
Ω
µ|∇wk |2 +C[ΦK(t)] 3r−2r [ΨK,r(t)] 2r
+C[ΦK(t)]3
∫
Ω
[µ|∇wk−1 |2 + (µ + λ)|divwk−1|2] +C[ΦK(t)]5,
where we have used (4.11).
Take ε = 14C [ΦK(t)]
2−2r
r [ΨK,r(t)] −2r , we have∫
Ω
mk|Fk |2 ≤ 13
∫
Ω
mk|wkt |2 +C[ΦK(t)]
r+1
r−3 [ΨK,r(t)]
2
r−3
∫
Ω
µ|∇wk |2 +C[ΦK(t)]5[ΨK,r(t)]
2
r
+C[ΦK(t)]3
∫
Ω
[µ|∇wk−1 |2 + (µ + λ)|divwk−1|2]. (4.16)
Combining (4.13) and (4.16), we get
2
3
∫
Ω
mk |wkt |2 +
d
dt
∫
Ω
[µ|∇wk |2 + (µ + λ)|divwk|2]
≤ C[ΦK(t)] r+1r−3 [ΨK,r(t)] 2r−3
∫
Ω
µ|∇wk |2 +C[ΦK(t)]5[ΨK,r(t)] 2r
+C[ΦK(t)]3
∫
Ω
[µ|∇wk−1|2 + (µ + λ)|divwk−1|2].
Integrating over (0, t), we have
2
3
∫ t
0
∫
Ω
mk |wkt |2 +
∫
Ω
[µ|∇wk |2 + (µ + λ)|divwk |2]
≤ C
∫ t
0
[ΦK(s)]
r+1
r−3 [ΨK,r(s)]
2
r−3
∫
Ω
µ|∇wk |2 +C
∫ t
0
[ΦK(s)]5[ΨK,r(s)]
2
r
+C
∫ t
0
[ΦK(s)]3
∫
Ω
[µ|∇wk−1|2 + (µ + λ)|divwk−1|2] +C. (4.17)
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Denote AK(t) = sup
1≤k≤K
∫
Ω
[µ|∇wk|2 + (µ + λ)|divwk|2], we obtain from (4.17) and noticing r+1
r−3 > 3 for
3 < r ≤ 4 and ΦK ≥ 1, ΨK,r ≥ 1
AK(t) ≤ C
∫ t
0
[ΦK(s)] r+1r−3 [ΨK,r(s)] 2r−3 AK(s) +C
∫ t
0
[ΦK(s)]5[ΨK,r(s)] 2r +C.
By Gronwall inequality, we get
AK(t) ≤ C exp
{
C
∫ t
0
[ΦK(s)]
r+1
r−3 [ΨK,r(s)]
2
r−3 ds
}
+C
∫ t
0
[ΦK(τ)]5[ΨK,r(τ)]
2
r exp
{
C
∫ t
τ
[ΦK(s)]
r+1
r−3 [ΨK,r(s)]
2
r−3 ds
}
dτ
≤ C exp
{
C
∫ t
0
[ΦK(s)]
r+1
r−3 [ΨK,r(s)]
2
r−3
}
ds. (4.18)
where we have used the inequality: y ≤ exp{y} for y ≥ 0. By (4.15), (4.16), (4.17) and (4.18), we
complete the proof of Lemma 4.3. 
From (4.11) and Lemma 4.3, we immediately give the following corollary.
Corollary 4.1. Under the conditions of Theorem 4.1, we have for all 1 ≤ k ≤ K and 3 < r ≤ 4
‖∇uk‖L∞(0,T ;L2) ≤ C sup
0≤t≤T
ΦK(t) exp
{
C
∫ T
0
[ΦK(s)]
r+1
r−3 [ΨK,r(s)]
2
r−3 ds
}
,
and
‖∇uk‖L2(0,T ;L6) ≤ C
[
sup
0≤t≤T
ΦK(t) +
√
T
]
exp
{
C
∫ T
0
[ΦK(s)] r+1r−3 [ΨK,r(s)] 2r−3 ds
}
,
where C is a positive constant, independent of K, δ and T.
Now we give higher order estimates for uk.
Lemma 4.4. Under the conditions of Theorem 4.1, we have for all 1 ≤ k ≤ K and 3 < r ≤ 4∫
Ω
mk|u˙k |2 +
∫ t
0
∫
Ω
(
µ|∇u˙k |2 + (µ + λ)|divu˙k |2
)
≤ C sup
0≤s≤T
[ΦK(s)]2 exp
{
C
∫ t
0
[ΦK(s)]
r+1
r−3 [ΨK,r(s)]
2
r−3 ds
}
+
∫
Ω
|g|2
+C sup
0≤s≤T
ΦK(s)
∫ t
0
ΦK(τ)
(
1 +
∣∣∣∣∣∣∣∣ √mku˙k ∣∣∣∣∣∣∣∣L2
)
‖∇uk‖2L6 exp
{
C
∫ τ
0
[ΦK(s)]
r+1
r−3 [ΨK,r(s)]
2
r−3 ds
}
+C sup
0≤s≤T
ΦK(s)
∫ t
0
ΦK(τ)
(
1 +
∣∣∣∣∣∣∣∣ √mk−1u˙k−1∣∣∣∣∣∣∣∣L2
)
‖∇uk−1‖2L6 exp
{
C
∫ τ
0
[ΦK(s)] r+1r−3 [ΨK,r(s)] 2r−3 ds
}
,
where u˙k = ukt + uk−1 · ∇uk, 0 ≤ t ≤ T, and C is a positive constant, independent of K, δ and T.
Proof. (4.1)3 can be rewritten as
mku˙k + ∇Pk − Luk = 0. (4.19)
Differentiating (4.19) with respect to t, and using (4.1)1, we conclude
mku˙kt + m
kuk−1 · ∇u˙k + ∇Pkt + div(∇Pk ⊗ uk−1)
= Lu˙k − L(uk−1 · ∇uk) + div(Luk ⊗ uk−1). (4.20)
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Multiplying (4.20) by u˙k, integrating the resulting equation over Ω, and using integration by parts, we
obtain
1
2
d
dt
∫
Ω
mk|u˙k |2 +
∫
Ω
(
µ|∇u˙k |2 + (µ + λ)|divu˙k |2
)
=
∫
Ω
(
Pkt divu˙k + (uk−1 · ∇u˙k) · ∇Pk
)
+ µ
∫
Ω
∇(uk−1 · ∇uk) : ∇u˙k + (µ + λ)
∫
Ω
div(uk−1 · ∇uk)divu˙k
−
∫
Ω
(uk−1 · ∇u˙k) ·
(
µ∆uk + (µ + λ)∇divuk
)
=
∫
Ω
(
Pkt divu˙k + (uk−1 · ∇u˙k) · ∇Pk
)
+ µ
∫
Ω
[∇(uk−1 · ∇uk) : ∇u˙k − (uk−1 · ∇u˙k) · ∆uk]
+(µ + λ)
∫
Ω
[div(uk−1 · ∇uk)divu˙k − (uk−1 · ∇u˙k) · ∇divuk]
= I1 + I2 + I3. (4.21)
Now we estimate I1, I2 and I3 as follows:
I1 =
∫
Ω
[
(Pk
mk
mkt + P
k
nk
nkt )divu˙k + (uk−1 · ∇u˙k) · ∇Pk
]
dx
=
∫
Ω
[
(−mkPk
mk
− nkPk
nk
)divuk−1divu˙k − uk−1 · ∇Pkdivu˙k + (uk−1 · ∇u˙k) · ∇Pk
]
=
∫
Ω
[
(−mkPk
mk
− nkPk
nk
)divuk−1divu˙k + Pkdiv(uk−1divu˙k) − Pkdiv(uk−1 · ∇u˙k)
]
=
∫
Ω
[
(−mkPk
mk
− nkPk
nk
)divuk−1divu˙k + Pk
(
divuk−1divu˙k − (∇uk−1)′ : ∇u˙k
)]
≤ CΦK(t)‖∇uk−1‖L2‖∇u˙k‖L2 , (4.22)
where we have used integration by parts, (4.1)1, (4.1)2, Lemma 4.1, Lemma 4.2 and Ho¨lder inequality.
I2 = µ
∫
Ω
[∇(uk−1 · ∇uk) : ∇u˙k + ∇(uk−1 · ∇u˙k) : ∇uk]
= µ
∫
Ω
[∇(uk−1 · ∇uk) : ∇u˙k + (∇uk−1 · ∇u˙k) : ∇uk + (uk−1 · ∇)∇u˙k : ∇uk]
= µ
∫
Ω
[∇(uk−1 · ∇uk) : ∇u˙k + (∇uk−1 · ∇u˙k) : ∇uk − divuk−1∇u˙k : ∇uk − (uk−1 · ∇)∇uk : ∇u˙k]
= µ
∫
Ω
[(∇uk−1 · ∇uk) : ∇u˙k + (∇uk−1 · ∇u˙k) : ∇uk − divuk−1∇u˙k : ∇uk]
≤ C‖∇u˙k‖L2‖∇uk−1‖L4‖∇uk‖L4 , (4.23)
where we have used integration by parts and Ho¨lder inequality.
I3 = (µ + λ)
∫
Ω
[div(uk−1 · ∇uk)divu˙k + ∇ · (uk−1 · ∇u˙k)divuk]
= (µ + λ)
∫
Ω
[div(uk−1 · ∇uk)divu˙k + divuk(∇uk−1)′ : ∇u˙k + (uk−1 · ∇divu˙k)divuk]
= (µ + λ)
∫
Ω
[div(uk−1 · ∇uk)divu˙k + divuk(∇uk−1)′ : ∇u˙k − divuk−1divu˙kdivuk
−(uk−1 · ∇divuk)divu˙k]
= (µ + λ)
∫
Ω
[(∇uk−1)′ : ∇ukdivu˙k + divuk(∇uk−1)′ : ∇u˙k − divuk−1divu˙kdivuk]
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≤ C‖∇u˙k‖L2‖∇uk−1‖L4‖∇uk‖L4 . (4.24)
Substituting (4.22)-(4.24) into (4.21), and using Cauchy inequality and Corollary 4.1, we have
d
dt
∫
Ω
mk|u˙k |2 +
∫
Ω
(
µ|∇u˙k |2 + (µ + λ)|divu˙k |2
)
≤ C[ΦK(t)]2‖∇uk−1‖2L2 +C‖∇uk−1‖4L4 +C‖∇uk‖4L4
≤ C[ΦK(t)]2 sup
0≤s≤T
[ΦK(s)]2 exp
{
C
∫ t
0
[ΦK(s)]
r+1
r−3 [ΨK,r(s)]
2
r−3 ds
}
+C‖∇uk−1‖4L4 +C‖∇uk‖4L4 . (4.25)
In the following, we estimate the term ‖∇uk‖4L4 . From equation (4.1)3 and (4.10), we know that wk
satisfies {
Lwk = mku˙k, in Ω,
wk(x) = 0, on ∂Ω. (4.26)
By (4.26) and Lemma 2.3, we get
‖wk‖H2 ≤ C‖mku˙k‖L2 ≤ C
√
ΦK(t)‖
√
mku˙k‖L2 ,
which together with the interpolation inequality, Sobolev inequality, and (4.11)1 yields
‖∇uk‖4L4 ≤ C‖∇uk‖L2‖∇uk‖3L6
≤ C‖∇uk‖L2‖∇uk‖2L6(‖∇wk‖L6 + ‖∇hk‖L6 )
≤ C‖∇uk‖L2‖∇uk‖2L6[ΦK(t) + ‖∇wk‖H1]
≤ C‖∇uk‖L2‖∇uk‖2L6[ΦK(t) +
√
ΦK(t)‖
√
mku˙k‖L2]
≤ CΦK(t)‖∇uk‖L2‖∇uk‖2L6(1 + ‖
√
mku˙k‖L2).
This together with Corollary 4.1 gives
‖∇uk‖4L4 ≤ C(1 + ‖
√
mku˙k‖L2)ΦK(t)‖∇uk‖2L6 sup0≤s≤T
ΦK(s) exp
{
C
∫ t
0
[ΦK(s)]
r+1
r−3 [ΨK,r(s)]
2
r−3 ds
}
.(4.27)
Similarly, we have
‖∇uk−1‖4L4 ≤ C(1 + ‖
√
mk−1u˙k−1‖L2 )ΦK(t)‖∇uk−1‖2L6 sup0≤s≤T
ΦK(s) exp
{
C
∫ t
0
[ΦK(s)] r+1r−3 [ΨK,r(s)] 2r−3 ds
}
.
(4.28)
Substituting (4.27) and (4.28) into (4.25), we get
d
dt
∫
Ω
mk|u˙k |2 +
∫
Ω
(
µ|∇u˙k |2 + (µ + λ)|divu˙k |2
)
≤ CΦK(t)(1 + ‖
√
mku˙k‖L2)‖∇uk‖2L6 sup0≤s≤T
ΦK(s) exp
{
C
∫ t
0
[ΦK(s)]
r+1
r−3 [ΨK,r(s)]
2
r−3 ds
}
+CΦK(t)(1 + ‖
√
mk−1u˙k−1‖L2)‖∇uk−1‖2L6 sup0≤s≤T
ΦK(s) exp
{
C
∫ t
0
[ΦK(s)]
r+1
r−3 [ΨK,r(s)]
2
r−3 ds
}
+C[ΦK(t)]2 sup
0≤s≤T
[ΦK(s)]2 exp
{
C
∫ t
0
[ΦK(s)]
r+1
r−3 [ΨK,r(s)]
2
r−3 ds
}
.
Integrating over (0, t) and using (1.6), we complete the proof of Lemma 4.4. 
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Note that T > 0 and r ∈ (3, 4] are arbitrary for all the above estimates which will be useful to get
the blow-up criterion of the solution in the next section. To obtain the strong solutions, we have to
take T small enough. Therefore, we assume T ∈ (0, 1). Moreover, we take r = 4 for simplicity.
Suppose for 1 ≤ k ≤ K
‖uk−1‖L2(0,T ;W2,q) + ‖uk−1‖L∞(0,T ;H2) + sup
0≤t≤T
∫
Ω
mk−1|u˙k−1 |2 ≤ M1, (4.29)
for M1 > 1 large enough.
Throughout the rest of the section, we denote by C a generic positive constant which may be
dependent of µ, λ, Ω, m0, n0, u0 and other known constants but independent of M1, K, δ and T .
Lemma 4.5. Under the conditions of Theorem 4.1, we have for any k ≥ 1 and T ≤ M−81
sup
0≤t≤T
∫
Ω
mk |ukt |2 +
∫ T
0
∫
Ω
|∇ukt |2 ≤ CM41,
‖uk‖L2(0,T ;W2,q) + ‖uk‖L∞(0,T ;H10∩H2) ≤ M1,
‖mk‖L∞(0,T ;W1,q) + ‖nk‖L∞(0,T ;W1,q) ≤ C,
s0δ
C ≤ s0mk ≤ nk ≤ s0mk, in QT ,
‖Pk‖L∞(QT ) + ‖Pkmk‖L∞(QT ) + ‖P
k
nk
‖L∞(QT ) ≤ C.
Proof. By (4.29), (3.4), (4.1)1-(4.1)2 and Sobolev inequality, we have
sup
0≤t≤T
‖mk(t)‖W1,q ≤ C exp{CM1T
1
2 },
sup
0≤t≤T
‖nk(t)‖W1,q ≤ C exp{CM1T
1
2 }.
Denote T1 = M−21 , we get for T ≤ T1
sup
0≤t≤T
‖mk(t)‖W1,q ≤ C,
sup
0≤t≤T
‖nk(t)‖W1,q ≤ C.
(4.30)
(4.30)1 and Sobolev inequality give
sup
0≤t≤T
ΦK(t) ≤ C. (4.31)
This together with (4.5) implies
‖Pk‖L∞(QT ) ≤ C. (4.32)
By (4.6), (4.7), (4.30) and (4.32), we have
‖Pk‖L∞(0,T ;W1,q) ≤ C. (4.33)
We obtain from (4.29), (4.31) and Sobolev inequality
sup
0≤t≤T
ΨK,4(t) ≤ CM41. (4.34)
It follows from Corollary 4.1, (4.31), and (4.34) that for T ≤ T1
‖∇uk‖L2(0,T ;L6) + ‖∇uk‖L∞(0,T ;L2) ≤ C exp
{
CT M81
}
.
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Take T2 = M−81 , we have for T ≤ T2
‖∇uk‖L2(0,T ;L6) + ‖∇uk‖L∞(0,T ;L2) ≤ C. (4.35)
By Lemma 4.4, (4.29), (4.31), (4.34), (4.35), and Sobolev inequality, we get for 0 ≤ t ≤ T ≤ T2∫
Ω
mk|u˙k |2 +
∫ t
0
∫
Ω
(
µ|∇u˙k |2 + (µ + λ)|divu˙k |2
)
≤ C +
∫
Ω
|g|2 +C
∫ t
0
(
1 + ‖
√
mku˙k‖L2
)
‖∇uk‖2L6 +C
∫ t
0
(
1 + ‖
√
mk−1u˙k−1‖L2
)
‖∇uk−1‖2H1
≤ C +
∫
Ω
|g|2 +C
(
1 + sup
0≤t≤T
‖
√
mku˙k‖L2
)
+CM
5
2
1 T.
Using Cauchy inequality, we have for T ≤ T2
sup
0≤t≤T
∫
Ω
mk |u˙k |2 +
∫ T
0
∫
Ω
|∇u˙k |2 ≤ C +C
∫
Ω
|g|2 +CM
5
2
1 T. (4.36)
By (4.19), Lemma 2.3, (4.31), (4.33) and (4.36), we get for T ≤ T2
‖uk‖L2(0,T ;W2,q) + ‖uk‖L∞(0,T ;H2) ≤ C +C
∫
Ω
|g|2 +CM
5
2
1 T.
Since T ≤ M−81 , we have
sup
0≤t≤T
∫
Ω
mk |u˙k |2 +
∫ T
0
∫
Ω
|∇u˙k |2 + ‖uk‖L2(0,T ;W2,q) + ‖uk‖L∞(0,T ;H2) ≤ C +C
∫
Ω
|g|2.
Let M1 ≥ C +C
∫
Ω
|g|2, we obtain for T ≤ T2
sup
0≤t≤T
∫
Ω
mk |u˙k |2 +
∫ T
0
∫
Ω
|∇u˙k |2 + ‖uk‖L2(0,T ;W2,q) + ‖uk‖L∞(0,T ;H2) ≤ M1. (4.37)
By induction, (4.37) is valid for any k ∈ [1,K]. Since M1 is independent of K, and K is arbitrary, we
conclude that (4.37) is actually valid for all k ≥ 1.
From (4.37), we obtain for T ≤ T2
sup
0≤t≤T
∫
Ω
mk|ukt |2 +
∫ T
0
∫
Ω
|∇ukt |2 ≤ CM41.
Summarily, we have for any k ≥ 1 and T ≤ T2
sup
0≤t≤T
∫
Ω
mk|ukt |2 +
∫ T
0
∫
Ω
|∇ukt |2 ≤ CM41,
‖uk‖L2(0,T ;W2,q) + ‖uk‖L∞(0,T ;H10∩H2) ≤ M1,
‖mk‖L∞(0,T ;W1,q) + ‖nk‖L∞(0,T ;W1,q) ≤ C,
s0δ
C ≤ s0mk ≤ nk ≤ s0mk, in QT ,
‖Pk‖L∞(QT ) + ‖Pkmk‖L∞(QT ) + ‖P
k
nk
‖L∞(QT ) ≤ C.
(4.38)
The proof of Lemma 4.5 is completed. 
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We will show that the full sequence (mk, nk, uk) converges to a solution of (1.1)-(1.5). To do this,
we denote
mk+1 = mk+1 − mk, nk+1 = nk+1 − nk, uk+1 = uk+1 − uk and Pk+1 = Pk+1 − Pk.
It follows from (4.1)3 that
mk+1uk+1t + m
k+1uk · ∇uk+1 − Luk+1 + ∇Pk+1 = mk+1(−ukt − uk · ∇uk) − mkuk · ∇uk. (4.39)
Multiplying (4.39) by uk+1, and using (4.38) and Sobolev inequality, we have
1
2
d
dt
∫
Ω
mk+1|uk+1 |2 +
∫
Ω
[µ|∇uk+1|2 + (µ + λ)|divuk+1|2]
=
∫
Ω
Pk+1divuk+1 +
∫
Ω
mk+1(−ukt − uk · ∇uk)uk+1 −
∫
Ω
mk(uk · ∇uk) · uk+1
≤ ‖Pk+1‖L2‖divuk+1‖L2 + ‖mk+1‖L2‖ukt + uk · ∇uk‖L3‖uk+1‖L6 + ‖
√
mkuk‖L2‖
√
mk‖L∞‖uk+1‖L6‖∇uk‖L3
≤ ‖Pk+1‖L2‖divuk+1‖L2 +C‖mk+1‖L2(‖∇ukt ‖L2 + M21)‖∇uk+1‖L2 +C‖
√
mkuk‖L2‖∇uk+1‖L2 M1
≤ 1
2
∫
Ω
[µ|∇uk+1|2 + (µ + λ)|divuk+1|2] +C‖nk+1‖2L2 +C‖mk+1‖2L2 (‖∇ukt ‖2L2 + M41) +CM21‖
√
mkuk‖2L2 .
This gives
d
dt
∫
Ω
mk+1|uk+1|2 +
∫
Ω
[µ|∇uk+1|2 + (µ + λ)|divuk+1|2]
≤ C‖nk+1‖2L2 +C‖m
k+1‖2L2(‖∇ukt ‖2L2 + M41) +CM21‖
√
mkuk‖2L2 . (4.40)
From (4.1)1, we have
mk+1t + m
k+1divuk + mkdivuk + uk · ∇mk+1 + uk · ∇mk = 0. (4.41)
Multiplying (4.41) by mk+1, integrating over Ω, and using integration by parts and (4.38), we have
d
dt
∫
Ω
|mk+1|2 = −
∫
Ω
|mk+1|2divuk − 2
∫
Ω
(mkdivuk + uk · ∇mk)mk+1
≤ C‖uk‖W2,q‖mk+1‖2L2 +C‖m
k+1‖L2 (‖∇uk‖L2 + ‖uk · ∇mk‖L2)
≤ C‖uk‖W2,q‖mk+1‖2L2 +C‖m
k+1‖L2 (‖∇uk‖L2 + ‖∇mk‖L3‖uk‖L6)
≤ C‖uk‖W2,q‖mk+1‖2L2 +C‖m
k+1‖L2‖∇uk‖L2 . (4.42)
Similarly, we have from (4.1)2
d
dt
∫
Ω
|nk+1|2 ≤ C‖uk‖W2,q‖nk+1‖2L2 +C‖n
k+1‖L2‖∇uk‖L2 . (4.43)
By (4.42)-(4.43) and Cauchy inequality, we have
d
dt
∫
Ω
(|mk+1 |2 + |nk+1|2) ≤ C‖uk‖W2,q (‖mk+1‖2L2 + ‖nk+1‖2L2) +C(‖mk+1‖L2 + ‖nk+1‖L2 )‖∇uk‖L2 . (4.44)
By (4.40), (4.44) and Cauchy inequality, we get
d
dt
∫
Ω
(|mk+1 |2 + |nk+1|2 + mk+1|uk+1 |2) +
∫
Ω
[µ|∇uk+1|2 + (µ + λ)|divuk+1 |2]
16
≤ C(‖uk‖W2,q + ‖∇ukt ‖2L2 + M41)(‖mk+1‖2L2 + ‖nk+1‖2L2) +C(‖mk+1‖L2 + ‖nk+1‖L2 )‖∇uk‖L2
+CM21‖
√
mkuk‖2L2
≤ C(‖uk‖W2,q + ‖∇ukt ‖2L2 + M41 +
1
ε
)(‖mk+1‖2L2 + ‖nk+1‖2L2 ) + ε
∫
Ω
µ|∇uk |2 +CM21‖
√
mkuk‖2L2 ,
for any ε > 0. Denote
ϕk+1(t) =
∫
Ω
(|mk+1|2 + |nk+1|2 + mk+1|uk+1|2)(t),
ψk+1(t) =
∫
Ω
[µ|∇uk+1|2 + (µ + λ)|divuk+1|2](t),
Dk(ε, t) = C
(
‖uk‖W2,q + ‖∇ukt ‖2L2 + M41 +
1
ε
)
.
We have
d
dtϕ
k+1(t) + ψk+1(t) ≤ Dk(ε, t)ϕk+1(t) + εψk(t) +CM21ϕk(t).
This together with Gronwall inequality, (4.38) and ϕk+1(0) = 0 implies
ϕk+1(t) +
∫ t
0
ψk+1(s) ≤ exp
(
C˜ + CT
ε
) ∫ t
0
[εψk(s) +CM21ϕk(s)], (4.45)
where C˜ depends on M1 and other known constants related to C.
By (4.45), we have
sup
0≤t≤T
ϕk+1(t) +
∫ T
0
ψk+1(s) ≤ exp
(
C˜ + CT
ε
)
(CM21T + ε)
(
sup
0≤t≤T
ϕk(t) +
∫ T
0
ψk(s)
)
.
Take ε = 1
16 exp
(
C˜ +C
)
(CM21 + 1), and T0 = min{T2, ε}, we have for T = T0
sup
0≤t≤T0
[ϕk+1(t)] 12 +
(∫ T0
0
ψk+1(s)
) 1
2
≤ 1
2
 sup0≤t≤T0
(
ϕk(t)
) 1
2
+
(∫ T0
0
ψk(s)
) 1
2
 .
This implies
∞∑
k=1
 sup0≤t≤T0[ϕk+1(t)]
1
2 +
(∫ T0
0
ψk+1(s)
) 1
2
 < ∞.
Recalling the notations of ϕk+1(t) and ψk+1(t), we get
∞∑
k=1
(
‖mk+1‖L∞(0,T0;L2) + ‖nk+1‖L∞(0,T0;L2) + ‖uk+1‖L2(0,T0;H10 )
)
< ∞. (4.46)
Denote m =
∞∑
i=2
mi + m1, n =
∞∑
i=2
ni + n1, u =
∞∑
i=1
ui, we have
‖mk − m‖L∞(0,T0;L2) + ‖nk − n‖L∞(0,T0;L2) + ‖uk − u‖L2(0,T0;H10 )
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=∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
∞∑
i=k+1
mi
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
L∞(0,T0;L2)
+
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
∞∑
i=k+1
ni
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
L∞(0,T0;L2)
+
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
∞∑
i=k+1
ui
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
L2(0,T0;H10 )
≤
∞∑
i=k+1
(
‖mi‖L∞(0,T0;L2) + ‖ni‖L∞(0,T0;L2) + ‖ui‖L2(0,T0;H10 )
)
→ 0,
as k → ∞. Here we have used (4.46).
Therefore, we conclude the convergence of the full sequence (mk, nk, uk) as k → ∞
mk → m, in L∞(0, T0; L2),
nk → n, in L∞(0, T0; L2),
uk → u, in L2(0, T0; H10).
(4.47)
It follows from Lemma 4.5, (4.47) and lower semi-continuity of norms, we conclude that (m, n, u) is a
solution to (1.1)-(1.5) under the conditions of Theorem 4.1, and that the following estimates uniform
for δ are obtained
sup
0≤t≤T0
∫
Ω
m|ut |2 +
∫ T0
0
∫
Ω
|∇ut |2 ≤ C˜,
‖u‖L2(0,T0;W2,q) + ‖u‖L∞(0,T0;H10∩H2) + ‖m‖L∞(0,T0;W1,q) + ‖n‖L∞(0,T0;W1,q) ≤ C˜,
s0δ
C˜
≤ s0m ≤ n ≤ s0m, in QT0 ,
‖P‖L∞(QT0 ) + ‖Pm‖L∞(QT0 ) + ‖Pn‖L∞(QT0 ) ≤ C˜.
The uniqueness can be obtained similar to the proceeding of the convergence of full sequence. The
proof of Theorem 4.1 is completed.
Proof of Theorem 1.1
Denote mδ0 = m0 + δ, n
δ
0 = n0 + δ, we have as δ→ 0m
δ
0 → m0, in W1,q,
nδ0 → n0, in W1,q.
(4.48)
Since 0 ≤ s0m0 ≤ n0 ≤ s0m0, in Ω, without loss of generality, we assume 0 < s0 ≤ 1 ≤ s0, we have
s0m
δ
0 ≤ nδ0 ≤ s0mδ0, in Ω. (4.49)
By Lemma 2.3, we can find a uδ0 ∈ H10 ∩ H2 for each δ > 0 such that−Lu
δ
0 + ∇P(mδ0, nδ0) =
√
mδ0g, in Ω,
uδ0|∂Ω = 0.
(4.50)
It follows from (1.6), (4.48), (4.50), and Lemma 2.3 that
uδ0 → u0, in H2,
as δ→ 0.
Consider (1.1)-(1.5) with initial data (m0, n0, u0) replaced by (mδ0, nδ0, uδ0), we obtain from Theo-
rem 4.1 that there exists a T0 > 0 independent of δ and a unique solution (mδ, nδ, uδ) for each δ > 0
with the following estimates:
sup
0≤t≤T0
∫
Ω
mδ|uδt |2 +
∫ T0
0
∫
Ω
|∇uδt |2 ≤ C,
‖uδ‖L2(0,T0;W2,q) + ‖uδ‖L∞(0,T0;H10∩H2) + ‖m
δ‖L∞(0,T0;W1,q) + ‖nδ‖L∞(0,T0;W1,q) ≤ C,
s0δ
C ≤ s0mδ ≤ nδ ≤ s0mδ, in QT0 ,
‖P‖L∞(QT0 ) + ‖Pmδ‖L∞(QT0 ) + ‖Pnδ‖L∞(QT0 ) ≤ C,
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where C is a positive constant, independent of δ.
Taking δ → 0 (take subsequence if necessary), and using the similar arguments in [1], under
the conditions of Theorem 1.1, we get a solution (m, n, u) to (1.1)-(1.5) with the regularities like in
Theorem 1.1. The uniqueness can be proved by the similar arguments in the proof of Theorem 4.1.
The proof of Theorem 1.1 is completed.
5 Proof of Theorem 1.2
Let (m, n, u) be a strong solution to the problem (1.1)-(1.5) in QT with the regularity stated in Theorem
1.1. We assume that the opposite holds, i.e.
lim sup
T→T ∗
‖m‖L∞(0,T ;L∞) ≤ M < ∞. (5.1)
In this section, we denote by C a generic positive constant which may depend on µ, λ, Ω, m0, n0, u0,
M, T ∗, and the parameters in the expression of P in (1.5).
Similar to Lemma 4.1, we get the first lemma:
Lemma 5.1. Under the conditions of Theorem 1.2, we have for all 0 ≤ T < T ∗
s0m ≤ n ≤ s0m, in QT .
Lemma 5.2. Under the conditions of Theorem 1.2, there exists some r ∈ (3, 4] such that
sup
0≤t≤T
∫
Ω
m|u|rdx ≤ C, 0 ≤ T < T ∗.
Proof. Multiplying (1.1)3 by r|u|r−2u, integrating the resulting equation over Ω, and using integration
by parts, we obtain
d
dt
∫
Ω
m|u|r +
∫
Ω
r|u|r−2
(
µ|∇u|2 + (λ + µ)|divu|2 + µ(r − 2)|∇|u||2
)
= r
∫
Ω
div(|u|r−2u)P − r(r − 2)(µ + λ)
∫
Ω
divu|u|r−3u · ∇|u|. (5.2)
For ε1 ∈ (0, 1), define
φ(ε1, r) =

4ε1µ(r−1)
3(r−2)(µ+λ)−4µ , if r > 2 +
4µ
3(µ+λ)
0, otherwise.
Case 1: If ∫
Ω
|u|r
∣∣∣∣∣∣∇
(
u
|u|
)∣∣∣∣∣∣
2
≤ φ(ε1, r)
∫
Ω
|u|r−2
∣∣∣∇|u|∣∣∣2. (5.3)
A direct calculation gives
|∇u|2 = |u|2
∣∣∣∣∣∣∇
(
u
|u|
)∣∣∣∣∣∣
2
+
∣∣∣∇|u|∣∣∣2, (5.4)
and
divu = |u|div
(
u
|u|
)
+
u · ∇|u|
|u| . (5.5)
By (5.2) and (5.5), we get
d
dt
∫
Ω
m|u|r +
∫
Ω
r|u|r−2
(
µ|∇u|2 + (λ + µ)|divu|2 + µ(r − 2)
∣∣∣∇|u|∣∣∣2)
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= r
∫
Ω
div(|u|r−2u)P − r(r − 2)(µ + λ)
∫
Ω
|u|r−2u · ∇|u|div
(
u
|u|
)
− r(r − 2)(µ + λ)
∫
Ω
|u|r−4
∣∣∣u · ∇|u|∣∣∣2
≤ r
∫
Ω
div
(
|u|r−2u
)
P +
r(r − 2)(µ + λ)
4
∫
Ω
|u|r
∣∣∣div ( u|u|
) ∣∣∣2
≤ r
∫
Ω
div(|u|r−2u)P + 3r(r − 2)(µ + λ)
4
∫
Ω
|u|r
∣∣∣∇ ( u|u|
) ∣∣∣2, (5.6)
where we have used Cauchy inequality. By (5.4) and (5.6), we get
d
dt
∫
Ω
m|u|r + µr
∫
Ω
|u|r−2
∣∣∣∇|u|∣∣∣2 + µr ∫
Ω
|u|r
∣∣∣∇ ( u|u|
) ∣∣∣2 + µr(r − 2)∫
Ω
|u|r−2
∣∣∣∇|u|∣∣∣2
≤ r
∫
Ω
div(|u|r−2u)P + 3r(r − 2)(µ + λ)
4
∫
Ω
|u|r
∣∣∣∇ ( u|u|
) ∣∣∣2.
This together with (5.1), (5.3) and Cauchy inequality implies for ε > 0
d
dt
∫
Ω
m|u|r + µr(r − 1)
∫
Ω
|u|r−2
∣∣∣∇|u|∣∣∣2
≤ r
∫
Ω
div(|u|r−2u)P +
(
3r(r − 2)(µ + λ)
4
− µr
) ∫
Ω
|u|r
∣∣∣∇ ( u|u|
) ∣∣∣2
≤ C
∫
Ω
m
r−2
2r |u|r−2|∇u| + φ(ε1, r)
(
3r(r − 2)(µ + λ)
4
− µr
) ∫
Ω
|u|r−2
∣∣∣∇|u|∣∣∣2
≤ ε
∫
Ω
|u|r−2|∇u|2 + C
4ε
(∫
Ω
m|u|r
) r−2
r
+ φ(ε1, r)
(
3r(r − 2)(µ + λ)
4
− µr
) ∫
Ω
|u|r−2
∣∣∣∇|u|∣∣∣2,
where we have used P(m, n) ≤ Cm 12 , which can be obtained from (5.1), Lemma 5.1 and the expression
of P.
This together with (5.3) and (5.4) gives
d
dt
∫
Ω
m|u|r + r
[
µ(r − 1) − φ(ε1, r)
(
3(r − 2)(µ + λ)
4
− µ
)] ∫
Ω
|u|r−2
∣∣∣∇|u|∣∣∣2
≤ ε[1 + φ(ε1, r)]
∫
Ω
|u|r−2
∣∣∣∇|u|∣∣∣2 + C
4ε
(∫
Ω
m|u|r
) r−2
r
.
Taking ε = [1 + φ(ε1, r)]−1r
[
µ(r − 1) − φ(ε1, r)
( 3(r−2)(µ+λ)
4 − µ
)]
, we get
d
dt
∫
Ω
m|u|r ≤ C[1 + φ(ε1, r)]
4µr(r − 1) − φ(ε1, r) [3r(r − 2)(µ + λ) − 4µr]
(∫
Ω
m|u|r
) r−2
r
, (5.7)
for any r ∈ (3, 4].
Case 2: ∫
Ω
|u|r
∣∣∣∇ ( u|u|
) ∣∣∣2 > φ(ε1, r)∫
Ω
|u|r−2
∣∣∣∇|u|∣∣∣2. (5.8)
By (5.2), we get
d
dt
∫
Ω
m|u|r +
∫
Ω
r|u|r−2
(
µ|∇u|2 + (λ + µ)|divu|2 + µ(r − 2)
∣∣∣∇|u|∣∣∣2)
= r
∫
Ω
div(|u|r−2u)P − r(r − 2)(µ + λ)
∫
Ω
divu|u| r−22 |u| r−42 u · ∇|u|
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≤ C
∫
Ω
m
r−2
2r |u|r−2|∇u| + r(µ + λ)
∫
Ω
|u|r−2|divu|2 + r(r − 2)
2(µ + λ)
4
∫
Ω
|u|r−2
∣∣∣∇|u|∣∣∣2,
where we have used Cauchy inequality, (5.1) and P ≤ Cm 12 . Therefore,
d
dt
∫
Ω
m|u|r +
∫
Ω
µr|u|r−2|∇u|2 + µ(r − 2)r
∫
Ω
|u|r−2
∣∣∣∇|u|∣∣∣2
≤ C
∫
Ω
m
r−2
2r |u|r−2|∇u| + r(r − 2)
2(µ + λ)
4
∫
Ω
|u|r−2
∣∣∣∇|u|∣∣∣2. (5.9)
It follows from (5.4), (5.9) and Cauchy inequality that for any ε0 ∈ (0, 1)
d
dt
∫
Ω
m|u|r +
∫
Ω
µr|u|r−2
∣∣∣∇|u|∣∣∣2 + ∫
Ω
µr|u|r
∣∣∣∇ ( u|u|
) ∣∣∣2 + µ(r − 2)r ∫
Ω
|u|r−2
∣∣∣∇|u|∣∣∣2
≤ C
∫
Ω
m
r−2
2r |u|r−2
∣∣∣∇|u|∣∣∣ +C ∫
Ω
m
r−2
2r |u|r−1
∣∣∣∇ ( u|u|
) ∣∣∣ + r(r − 2)2(µ + λ)
4
∫
Ω
|u|r−2
∣∣∣∇|u|∣∣∣2
≤ C
∫
Ω
m
r−2
2r |u|r−2
∣∣∣∇|u|∣∣∣ + µrε0 ∫
Ω
|u|r
∣∣∣∇ ( u|u|
) ∣∣∣2 + C
4µrε0
(∫
Ω
m|u|r
) r−2
r
+
r(r − 2)2(µ + λ)
4
∫
Ω
|u|r−2
∣∣∣∇|u|∣∣∣2.
Combining (5.8), we have
d
dt
∫
Ω
m|u|r + r
[
µ(1 − ε0)φ(ε1, r) + µ(r − 1) − (r − 2)
2(µ + λ)
4
] ∫
Ω
|u|r−2
∣∣∣∇|u|∣∣∣2
≤ C
∫
Ω
m
r−2
2r |u|r−2
∣∣∣∇|u|∣∣∣ + C
4µrε0
(∫
Ω
m|u|r
) r−2
r
. (5.10)
(Sub-Case 21): If 3 ∈ (2 + 4µ3(µ+λ) ,∞), i.e. µ < 3λ, we have for r ∈ [3,∞)
φ(ε1, r) = 4ε1µ(r − 1)3(r − 2)(µ + λ) − 4µ, (5.11)
Define
f (ε0, ε1, r) = µ(1 − ε0)φ(ε1, r) + µ(r − 1) − (r − 2)
2(µ + λ)
4
. (5.12)
By (5.11) and (5.12), we have
f (ε0, ε1, r) = 4µ
2(1 − ε0)ε1(r − 1)
3(r − 2)(µ + λ) − 4µ + µ(r − 1) −
(r − 2)2(µ + λ)
4
, (5.13)
for r ∈ [3,∞). Particularly,
f (0, 1, 3) = 8µ
2
3λ − µ +
7µ − λ
4
> 0.
Here we have used µ3 < λ <
25
3 µ.
Since f (ε0, ε1, r) is continuous w.r.t. (ε0, ε1, r) in (0, 1)× (0, 1)× [3,∞), there exists ε0, ε1 ∈ (0, 1)
and r1 ∈ (3, 4] such that
f (ε0, ε1, r1) > 0.
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From (5.10), Cauchy inequality and Ho¨lder inequality, we obtain
d
dt
∫
Ω
m|u|r1 + r1 f (ε0, ε1, r1)
∫
Ω
|u|r1−2
∣∣∣∇|u|∣∣∣2
≤ r1 f (ε0, ε1, r1)
∫
Ω
|u|r1−2
∣∣∣∇|u|∣∣∣2 + C
4r1 f (ε0, ε1, r1)
(∫
Ω
m|u|r1
) r1−2
r1
+
C
4µr1ε0
(∫
Ω
m|u|r1
) r1−2
r1
.
Therefore,
d
dt
∫
Ω
m|u|r1 ≤ C[ 1f (ε0, ε1, r1) +
1
µε0
]
(∫
Ω
m|u|r1
) r1−2
r1
. (5.14)
(Sub-Case 22): If 3 < (2 + 4µ3(µ+λ) ,∞), i.e. µ ≥ 3λ.
In this case, it is easy to verify that the following inequality holds for any r ∈ (3, 4]
r
[
µ(1 − ε0)φ(ε1, r) + µ(r − 1) − (r − 2)
2(µ + λ)
4
]
> 2µ. (5.15)
We obtain from (5.10), (5.15), Cauchy inequality and Ho¨lder inequality
d
dt
∫
Ω
m|u|r + 2µ
∫
Ω
|u|r−2
∣∣∣∇|u|∣∣∣2
≤ C
∫
Ω
m
r−2
2r |u|r−2
∣∣∣∇|u|∣∣∣ + C
4µrε0
(∫
Ω
m|u|r
) r−2
r
≤ 2µ
∫
Ω
|u|r−2
∣∣∣∇|u|∣∣∣2 + C
µε0
(∫
Ω
m|u|r
) r−2
r
.
This implies
d
dt
∫
Ω
m|u|r ≤ C
µε0
(∫
Ω
m|u|r
) r−2
r
. (5.16)
Particularly, (5.16) is also valid for r = r1.
Summarily, for Case 2, we obtain from (5.14) and (5.16)
d
dt
∫
Ω
m|u|r1 ≤ C
(∫
Ω
m|u|r1
) r1−2
r1
, (5.17)
for some constant C, if λ < 253 µ and (5.8) is valid.
It follows from (5.7) and (5.17) that
d
dt
∫
Ω
m|u|r1 ≤ C
(∫
Ω
m|u|r1
) r1−2
r1
, (5.18)
for some constant C, if λ < 253 µ.
Since r1−2
r1
∈ (0, 1), we complete the proof of Lemma 5.2 after using young inequality and Gron-
wall inequality in (5.18) and still denoting r1 by r. 
Similar to Lemma 4.2, and Corollary 4.1, we get the next lemma.
Lemma 5.3. Under the conditions of Theorem 1.2 and (5.1), for 0 ≤ T < T ∗, we have‖P‖L∞(QT ) + ‖Pm‖L∞(QT ) + ‖Pn‖L∞(QT ) ≤ C,‖∇u‖L2(0,T ;L6) + ‖∇u‖L∞(0,T ;L2) ≤ C. (5.19)
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Here we have used (5.1) and Lemma 5.2.
Lemma 5.4. Under the conditions of Theorem 1.2 and (5.1), for 0 ≤ T < T ∗, we have∫
Ω
m|u˙|2 +
∫ T
0
∫
Ω
|∇u˙|2 ≤ C,
where u˙ = ut + u · ∇u.
Proof. Similar to Lemma 4.4, we have∫
Ω
m|u˙|2 +
∫ t
0
∫
Ω
(
µ|∇u˙|2 + (µ + λ)|divu˙|2
)
≤ C +C
∫ t
0
[
(1 + ‖√mu˙‖L2)‖∇u‖2L6
]
≤ C +C
∫ t
0
(
‖√mu˙‖2L2‖∇u‖2L6
)
,
where we have used (5.19) and Cauchy inequality. This together with Gronwall inequality and (5.19)
completes the proof of Lemma 5.4. 
Denote w = u − h, where h is the solution toLh = ∇P(m, n), in Ω × (0, T ],h|∂Ω = 0. (5.20)
Similar to (4.26), we have {
Lw = mu˙, in Ω × (0, T ],
w|∂Ω = 0. (5.21)
Due to (5.1), (5.21), Lemma 2.3 and Lemma 5.4, we immediately give the following result.
Corollary 5.1. Under the conditions of Theorem 1.2 and (5.1), for 0 ≤ T < T ∗, we have
‖w‖L2(0,T ;W2,q) ≤ C.
In the following, we give the estimates of the derivatives of m and n.
Lemma 5.5. Under the conditions of Theorem 1.2 and (5.1), for 0 ≤ T < T ∗, we have
sup
t∈[0,T ]
‖(∇m,∇n)(t)‖Lq ≤ C.
Proof. Differentiating the equation (1.1)1 with respect to xi, then multiplying both sides of the result-
ing equation by q|∂im|q−2∂im, we get
∂t |∂im|q + div(|∂im|qu) + (q − 1)|∂im|qdivu
+qm|∂im|q−2∂im∂idivu + q|∂im|q−2∂im∂iu · ∇m = 0. (5.22)
Integrating (5.22) over Ω, we obtain
d
dt
∫
Ω
|∇m|q ≤ C
∫
Ω
|∇u||∇m|q + q
∫
Ω
m|∇divu||∇m|q−1
≤ C‖∇u‖L∞‖∇m‖qLq +C‖∇2u‖Lq‖∇m‖
q−1
Lq . (5.23)
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Similarly,
d
dt
∫
Ω
|∇n|q ≤ C‖∇u‖L∞‖∇n‖qLq +C‖∇2u‖Lq‖∇n‖
q−1
Lq . (5.24)
By (5.23)-(5.24), we have
d
dt (‖∇m‖Lq + ‖∇n‖Lq )
≤ C(1 + ‖∇w‖L∞ + ‖∇h‖L∞ )(‖∇m‖Lq + ‖∇n‖Lq ) +C‖∇2w‖Lq +C‖∇2h‖Lq . (5.25)
Since Pm and Pn are bounded, we have from (5.20) and Lemma 2.3
‖∇2h‖Lq ≤ C(‖∇m‖Lq + ‖∇n‖Lq ). (5.26)
Applying (5.25)-(5.26) and Sobolev inequality, we get
d
dt (‖∇m‖Lq + ‖∇n‖Lq )
≤ C(1 + ‖w‖W2,q + ‖∇h‖L∞ )(‖∇m‖Lq + ‖∇n‖Lq ) +C‖∇2w‖Lq . (5.27)
Using (5.19), (5.20), Lemmas 2.3-2.5, we have
‖∇h‖L∞ ≤ C
(
1 + ‖∇h‖BMO(Ω) ln(e + ‖∇2h‖Lq )
)
≤ C
(
1 + ‖P‖L∞∩L2 ln(e + ‖∇P‖Lq )
)
≤ C
(
1 + ln(e + ‖∇m‖Lq + ‖∇n‖Lq )
)
. (5.28)
From (5.27)-(5.28) and Cauchy inequality, we get
d
dt (‖∇m‖Lq + ‖∇n‖Lq )
≤ C
(
1 + ‖w‖W2,q + ln(e + ‖∇m‖Lq + ‖∇n‖Lq )
)
(‖∇m‖Lq + ‖∇n‖Lq ) +C‖∇2w‖Lq . (5.29)
Denote G(t) = e + ‖∇m(t)‖Lq + ‖∇n(t)‖Lq , we have from (5.29)
d
dtG(t) ≤ C‖∇
2w‖Lq +C(1 + ‖w‖W2,q )G(t) +CG(t) ln G(t). (5.30)
Multiplying (5.30) by 1G(t) , and using G > 1, we have
d
dt ln G(t) ≤ C(1 + ‖w‖W2,q ) +C ln G(t). (5.31)
Using Gronwall inequality, Corollary 5.1 and (5.31), we complete the proof of Lemma 5.5. 
Lemma 5.6. Under the conditions of Theorem 1.2 and (5.1), for 0 ≤ T < T ∗, we have
‖u‖L∞(0,T ;H2) + ‖u‖L2(0,T ;W2,q) ≤ C.
Proof. Rewrite (1.1)3 as
Lu = mu˙ + ∇P(m, n).
By (5.1), (5.19), Lemma 2.3, Lemma 5.4 and Lemma 5.5, we have
‖u‖H2 ≤ C(‖mu˙‖L2 + ‖∇P‖L2 )
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≤ C(‖m 12 u˙‖L2 + ‖∇m‖L2 + ‖∇n‖L2 ) ≤ C,
and
‖u‖L2(0,T ;W2,q) ≤ C(‖mu˙‖L2(0,T ;Lq) + ‖∇P‖L2(0,T ;Lq))
≤ C(‖∇u˙‖L2(0,T ;L2) + ‖∇m‖L2(0,T ;Lq) + ‖∇n‖L2(0,T ;Lq)) ≤ C.

By (5.1), Lemma 5.4, Lemma 5.6 and Sobolev inequality, we get the following result.
Corollary 5.2. Under the conditions of Theorem 1.2 and (5.1), for 0 ≤ T < T ∗, we have∫
Ω
m|ut |2 +
∫ T
0
∫
Ω
|∇ut |2 ≤ C.
By (5.1), Lemma 5.3, Lemma 5.5, Lemma 5.6 and Corollary 5.2, we know that T ∗ is not the
maximal existence time for the strong solution (m, n, u)(x, t) to the problem (1.1)-(1.5). This is a
contradiction with the definition of T ∗. Therefore, (5.1) is invalid, i.e.
lim sup
T→T ∗
‖m(t)‖L∞(0,T ;L∞) = ∞.
The proof of Theorem 1.2 is completed. 
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Abstract
In this work, we prove the existence and uniqueness of the global classical spherically
symmetric solution to the compressible isentropic Navier-Stokes equations with vacuum
in a bounded domain or exterior domain Ω of Rn(n ≥ 2). This is a extensive work of [6],
where the global classical solution of compressible Navier-Stokes equations in one dimen-
sion was obtained. As pointed out in [6], the regularity of velocity u ∈ H1
loc
([0,∞);H3)
could not be improved to C1([0,∞);H3), otherwise, it would blow up in finite time.
Compared to [6], the regularities of velocity with respect to the space variables are im-
proved. The analysis is based on some new mathematical techniques and some new useful
estimates. This can be viewed to be the first result on global classical solution with large
initial data and vacuum.
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1
1 Introduction
In this paper, we consider the initial-boundary value problem of compressible isentropic
Navier-Stokes equations in a bounded domain or exterior domain Ω of Rn(n ≥ 2):ρt +∇ · (ρu) = 0, ρ ≥ 0,(ρu)t +∇ · (ρu⊗ u) +∇P (ρ) = µ△u+ (µ+ λ)∇(∇ · u) + ρf , (1.1)
for (x, t) ∈ Ω× (0,+∞), where
Ω = {x∣∣a < |x| < b}, 0 < a < b ≤ ∞, f(x, t) = f(|x|, t) x|x| ,
ρ and u = (u1, u2, · · · , un) denote the density and the velocity respectively; P (ρ) = Kργ ,
for some constants γ > 1 and K > 0, is the pressure function; f is the external force; the
viscosity coefficients µ and λ satisfy the natural physical restrictions: µ > 0 and 2µ+nλ ≥ 0.
We consider the initial condition:
(ρ, u)
∣∣
t=0
= (ρ0, u0) in Ω, (1.2)
and the boundary condition:
u(x, t)→ 0, as |x| → a or b, for t ≥ 0, (1.3)
where
ρ0(x) = ρ0(|x|), u0(x) = u0(|x|) x|x| .
We are looking for a classical spherically symmetric solution (ρ,u):
ρ(x, t) = ρ(r, t), u(x, t) = u(r, t)
x
r
,
where r = |x|, and (ρ, u)(r, t) satisfies
ρt + (ρu)r +m
ρu
r
= 0, ρ ≥ 0,
(ρu)t + (ρu
2)r +m
ρu2
r
+ Pr = ν(ur +m
u
r
)r + ρf,
(1.4)
for (r, t) ∈ (a, b)× (0,∞), with the initial condition:
(ρ(r, t), u(r, t))
∣∣
t=0
= (ρ0(r), u0(r)) in I, (1.5)
and the boundary condition:
u(r, t)→ 0, as r → a or b, for t ≥ 0, (1.6)
where m = n− 1, ν = 2µ+ λ ≥ 2(n−1)
n
µ > 0 and I = [a, b].
Let’s review some previous work in this direction. When the viscosity coefficient µ is con-
stant, the local classical solution of non-isentropic Navier-Stokes equations in Ho¨lder spaces
was obtained by Tani in [20] with ρ0 bounded below away from zero. Using delicate energy
2
methods in Sobolev spaces, Matsumura and Nishida showed in [17, 18] that the existence of
the global classical solution provided that the initial data was small in some sense and away
from vacuum. There are also some results about the existence of global strong solution to the
Navier-Stokes equations with constant viscosity coefficient when ρ0 > 0, refer for instance
to [1, 15] for the isentropic flow. Jiang in [12] proved the global existence of spherically
symmetric smooth solutions in Ho¨lder spaces to the equations of a viscous polytropic ideal
gas in the domain exterior to a ball in Rn (n = 2 or 3) when ρ0 > 0. For general initial
data, Kawohl in [14] got the global classical solution with ρ0 > 0 and the viscosity coefficient
µ = µ(ρ) satisfying
0 < µ0 ≤ µ(ρ) ≤ µ1, for ρ ≥ 0,
where µ0 and µ1 are constants. Indeed, such a condition includes the case µ(ρ) ≡const.
In the presence of vacuum, Lions in [16] used the weak convergence method to show
the existence of global weak solution to the Navier-Stokes equations for isentropic flow with
general initial data and γ ≥ 95 in three dimensional space. Later, the restriction on γ was
relaxed by Feireisl, et al [9] to γ > 32 . Unfortunately, this assumption excludes for example
the interesting case γ = 1.4 (air, et al). Jiang and Zhang relaxed the condition to γ > 1 in [13]
when they considered the global spherically symmetric weak solution. It worths mentioning
a result due to Hoff in [11], the existence of a weak solution for positive initial density has
been proved when γ = 1.
There were few results about strong solution when the initial density may vanish until
Salvi and Stras˘kraba in [19], where Ω is a bounded domain, P = P (·) ∈ C2[0,∞), ρ0 ∈ H2,
u0 ∈ H10
⋂
H2, and satisfied the compatibility condition:
Lu0(x)−∇P (ρ0)(x) = √ρ0g, for g ∈ L2. (1.7)
Afterwards, Cho, Choe and Kim in [2, 3, 4] established some local and global existence results
about strong solution in bounded or unbounded domain with initial data different from [19]
still satisfying (1.7). Particularly, Choe and Kim in [4] showed the radially symmetric strong
solution existed globally in time for γ ≥ 2 in annular domain. As it is pointed out in [4]
that the results have been proved only for annular domain and cannot be extended to a ball
Ω = BR = {x ∈ Rn : |x| < R <∞}, because of a counter-example of Weigant [21]. Precisely,
for 1 < γ < 1 + 1
n−1 , Weigant constructed a radially symmetric strong solution (ρ,u) in
BR × [0, 1) such that ‖ρ(·, t)‖L∞(BR) → ∞ as t → 1−. A recent paper [8] written by Fan,
Jiang and Ni improved the result in [4] to the case γ ≥ 1.
The local classical solution was obtained by Cho and Kim in [5] when the initial density
may vanish and satisfying the following compatible conditions:
Lu0(x) −∇P (ρ0)(x) = ρ0[g1(x)− f(x, 0)], (1.8)
for x ∈ Ω, g1 ∈ D10 and
√
ρ0g1 ∈ L2. Recently, we used some new estimates to get a unique
globally classical solution ρ ∈ C1([0,∞);H3) and u ∈ H1loc([0,∞);H3) to one dimensional
compressible Navier-Stokes equations in a bounded domain when the initial density may
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vanish, cf. [6]. Since Xin in [22] showed that the smooth solution (ρ, u) ∈ C1([0,∞);H3(R1))
must blow up when the initial density is of nontrivial compact support, so the regularities of
u with respect to time variable obtained in [6] could not be improved, refer to [6] for more
details.
Since the system (1.4) have the one dimensional feature, the results in [6] are possible to
obtain here. Besides, the regularities of u with respect to space variable could be improved
though these of u with respect to time variable couldn’t be done. This causes some new
challenges, which are handled by some new estimates.
This can be viewed to be the first result on global classical solution with large initial data
and vacuum.
Notations:
(1) QT = I × [0, T ], Q˜T = Ω× [0, T ] for T > 0.
(2) For p ≥ 1, Lp = Lp(Ω) denotes the Lp space with the norm ‖ · ‖Lp . For k ≥ 1 and
p ≥ 1, W k,p = W k,p(Ω) denotes the Sobolev space, whose norm is denoted as ‖ · ‖W k,p ;
Hk =W k,2(Ω).
(3) For an integer k ≥ 0 and 0 < α < 1, let Ck+α(Ω) denote the Schauder space of
function on Ω, whose kth order derivative is Ho¨lder continuous with exponent α, with the
norm ‖ · ‖Ck+α .
(4) For an integer k ≥ 0, denote
Hkr = H
k
r (I) ,
{
u
∣∣∣ k∑
i=0
∫
I
rm|∂iru|2 <∞
}
,
with the norm
‖ · ‖Hkr =
(
k∑
i=0
∫
I
rm|∂iru|2
) 1
2
,
L2r = H
0
r .
(5) Dk,p =
{
v ∈ L1loc(Ω)
∣∣‖∇kv‖Lp <∞}, Dk = Dk,2.
(6) D10 = D
1,2
0 is the closure of C
∞
0 (Ω) in D
1,2.
(7) L := µ∆+ (µ+ λ)∇div is the Lame´ operator.
Our main results are stated as follows.
Theorem 1.1 Assume that ρ0 ≥ 0 satisfies ρ0 ∈ L1 ∩ H2, ργ0 ∈ H2, u0 ∈ D3 ∩ D10 and
f ∈ C([0,∞);H1), ft ∈ L2loc([0,∞);L2), and the initial data ρ0, u0 satisfy the compatible
condition (1.8) with g1(x) = g1(r)
x
r
. Then for any T > 0, there exists a unique global
classical solution (ρ,u) to (1.1)-(1.3) satisfying
(ρ, ργ) ∈ C([0, T ];H2), ρ ≥ 0, (ρu)t ∈ C([0, T ];H1),
u ∈ C([0, T ];D3 ∩D10), ut ∈ L∞([0, T ];D10) ∩ L2([0, T ];D2),
√
ρutt ∈ L2(Q˜T ).
4
Remark 1.1 (i) Note that if Ω is bounded and locally Lipschitzian, then Dk,p = W k,p. See
[10] for the proof.
(ii) By Sobolev embedding theorems, we have
Hk(I) →֒ Ck− 12 (I), for k = 1, 2, 3,
this together with the regularities of (ρ, u) give
(ρ, ργ) ∈ C([0, T ];C1+ 12 (I)), u ∈ C([0, T ];C2+ 12 (I)).
Since (ρ(x, t),u(x, t)) = (ρ(r, t), u(r, t)x
r
), we get
(ρ, ργ) ∈ C([0, T ];C1+ 12 (Ω)), u ∈ C([0, T ];C2+ 12 (Ω)),
which means (ρ,u) is the classical solution to (1.1)-(1.3).
Theorem 1.2 Consider the same assumptions as in Theorem 1.1, and in addition assume
that ρ0 ∈ H5, ργ0 ∈ H5, ∇(
√
ρ0) ∈ L∞, √ρ0∇2g1 ∈ L2, ρ0∇3g1 ∈ L2, u0 ∈ D5, f ∈
C([0,∞);H3)∩L2loc([0,∞);H4), ft ∈ C([0,∞);H1)∩L2loc([0,∞);H2) and ftt ∈ L2loc([0,∞);L2).
Then the regularities of the solution obtained in Theorem 1.1 can be improved as follows:
(ρ, ργ) ∈ C([0, T ];H5), √ρ ∈W 1,∞(Q˜T ), (ρu)t ∈ L∞([0, T ];H3) ∩ L2([0, T ];H4),
u ∈ L∞([0, T ];D10 ∩D5) ∩ L2([0, T ];D6), ut ∈ L∞([0, T ];D10) ∩ L2([0, T ];D3),
(
√
ρ∇2ut, ρ∇3ut) ∈ L∞([0, T ];L2), √ρ∇4ut ∈ L2(Q˜T ), ρ 12utt ∈ L2(Q˜T ), ρ 52uttt ∈ L2(Q˜T ),
ρ
3
2utt ∈ L∞([0, T ];L2) ∩ L2([0, T ];H10 ), ρ2utt ∈ L∞([0, T ];H10 ) ∩ L2([0, T ];D2).
The rest of the paper is organized as follows. In Section 2, we prove Theorem 1.1. In
Section 3, we prove Theorem 1.2 by giving some estimates similar to [6] and some new
estimates, such as Lemma 3.6, Lemma 3.7 and Lemma 3.8.
The constants ν and K play no role in the analysis, so we assume ν = K = 1 without
loss of generality.
2 Proof of Theorem 1.1
In this section, we get a unique global classical solution to (1.4)-(1.6) with initial density
ρ0 ≥ δ > 0 and b < ∞ by some a priori estimates globally in time based on the local
solution. Moreover, the estimates are independent of b and δ. Next, we construct a sequence
of approximate solutions to (1.4)-(1.6) under the assumption ρ0 ≥ δ > 0. We obtain the
global classical solution to (1.4)-(1.6) for ρ0 ≥ 0 and b < ∞ after taking the limits δ → 0.
Based on the global classical solution for the case of b <∞, where the estimates are uniform
for b, then we can get the solution in the exterior domain by using the similar arguments as
that in [3].
In the section, we denote by “c” the generic constant depending on a, ‖ρ0‖H2 , ‖ργ0‖H2 , ‖u0‖D10 ,
‖u0‖D3 , T and some other known constants but independent of δ and b.
Before proving Theorem 1.1, we give the following auxiliary theorem.
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Theorem 2.1 Consider the same assumptions as in Theorem 1.1, and in addition assume
that ρ0 ≥ δ > 0 and b < ∞. Then for any T > 0, there exists a unique global classical
solution (ρ, u) to (1.4)-(1.6) satisfying
ρ ∈ C([0, T ];H2(I)), ρ ≥ δ
c
, utt ∈ L2([0, T ];L2(I)),
u ∈ C([0, T ];H3(I) ∩H10 (I)), ut ∈ C([0, T ];H10 (I)) ∩ L2([0, T ];H2(I)).
The local solution in Theorem 2.1 can be obtained by the successive approximations like in
[3, 5], we omit it here for simplicity. The regularities guarantee the uniqueness (refer for
instance to [2, 3]). Based on it, Theorem 2.1 can be proved by some a priori estimates
globally in time.
For T ∈ (0,+∞), let (ρ, u) be the classical solution of (1.4)-(1.6) as in Theorem 2.1. Then
we have the following estimates (cf. [4] and [8]):
Lemma 2.1 For any 0 ≤ t ≤ T , it holds
‖(ρ, ργ)‖H2r + ‖(ρt, (ργ)t)‖H1r +
∫ T
0
‖(ρtt, (ργ)tt)‖2L2r ≤ c, ρ ≥
δ
c
,
and ∫
I
(rmρu2t + r
mu2rr + r
mu2r + r
m−2u2) +
∫
QT
(rmu2rt + r
m−2u2t + r
mu2rrr) ≤ c,
where ‖(h1, h2)‖X = ‖h1‖X + ‖h2‖X , for some Banach space X, and hi ∈ X, i=1,2.
Remark 2.1 (i) For the estimates about ργ, since ρ and ργ satisfy the linear transport
equations: ρt +u · ∇ρ+ ρ∇ ·u = 0 and (ργ)t +u · ∇(ργ) + γργ∇ · u = 0 respectively, then by
using the similar arguments as that of Lemma 3.6 in [4], we get
d
dt
{∫
|∇2ρ(x, t)|2dx+
∫
|∇2(ργ)(x, t)|2dx
}
≤ c‖∇u(·, t)‖H1
(‖∇ρ(·, t)‖2H1 + ‖∇(ργ)(·, t)‖2H1)
+c
(‖∇2G(·, t)‖L2 + ‖∇2(ργ)(·, t)‖L2) (‖∇2ρ(·, t)‖L2 + ‖∇2(ργ)(·, t)‖L2)
≤ c (‖∇ρ(·, t)‖2H1 + ‖∇(ργ)(·, t)‖2H1 + ‖G(·, t)‖2H2) ,
where G = ν∇·u−ργ is the effective viscous flux; we have used the estimates ‖u(·, t)‖D1
0
≤ c,
‖u(·, t)‖D2 ≤ c and ‖ρ(·, t)‖H1 ≤ c in [4]. Since ‖G(·, t)‖H2 ∈ L2(0, T ) given in [4], hence,
an application of the Gronwall inequality gives
‖(ρ, ργ)(·, t)‖H2 ≤ c, (∗)
where we have used the following Sobolev inequalities for radially symmetric functions defined
in Ω′ = {x ∈ Rn; |x| > a > 0}: ‖∇ρ‖L∞ ≤ c‖∇ρ‖H1 , ‖∇u‖L∞ ≤ c‖∇u‖H1 . From (∗) and a
direct calculation, we get
‖(ρ, ργ)‖H2r ≤ c.
(ii) For the case a ≥ 0 and γ different from that in [21], it is interesting to investigate
the existence of global strong or classical spherically symmetric solution. We leave it as a
forthcoming paper.
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From (1.4), we get
ρut + ρuur + (ρ
γ)r =
(
ur +
mu
r
)
r
+ ρf. (2.1)
Differentiating (2.1) with respect to t, we have
ρutt + ρtut + ρtuur + ρutur + ρuurt + (ρ
γ)rt = urrt +mr
−2(rurt − ut) + ρtf + ρft. (2.2)
Lemma 2.2 For any 0 ≤ t ≤ T , it holds∫
I
(rmu2rt + r
m−2u2t ) +
∫
QT
rmρu2tt ≤ c.
Proof. Multiplying (2.2) by rmutt, integrating over I, and using integration by parts, Lemma
2.1 and Cauchy inequality, we have∫
I
rmρu2tt +
1
2
d
dt
∫
I
(rmu2rt +mr
m−2u2t )
=
∫
I
rm(ρtf + ρft)utt −
∫
I
rm[ρtut + ρtuur + ρutur + ρuurt + (ρ
γ)rt]utt
≤ −
∫
I
rmρtututt −
∫
I
rm(ρtuur − ρtf)utt + c
∫
I
rmρu2t +
1
2
∫
I
rmρu2tt + c
∫
I
rmu2rt
+
∫
I
rm(ργ)turtt +
∫
I
mrm−1(ργ)tutt + c
∫
I
rmf2t ,
where we have used Lemma 2.1 and the following inequality found in [4]:
sup
a≤r≤b
|u(r, t)| ≤ c
[∫
I
(rmu2r +mr
m−2u2)(r, t)dr
] 1
2
, for u(a, t) = 0, (2.3)
and the one-dimensional Sobolev inequality:
sup
a≤r≤b
|ϕ(r)| ≤ c‖ϕ‖H1(I). (2.4)
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Thus
1
2
∫
I
rmρu2tt +
1
2
d
dt
∫
I
(rmu2rt +mr
m−2u2t )
≤ −
∫
I
rmρtututt −
∫
I
rm(ρtuur − ρtf)utt +
∫
I
rm(ργ)turtt +
∫
I
mrm−1(ργ)tutt
+c
∫
I
rmu2rt + c
∫
I
rmf2t + c
= − d
dt
∫
I
[
1
2
rmρtu
2
t + r
m(ρtuur − ρtf)ut − rm(ργ)turt −mrm−1(ργ)tut
]
+
1
2
∫
I
rmρttu
2
t +
∫
I
rm(ρttuur + ρtutur + ρtuurt − ρttf − ρtft)ut
−
∫
I
rm(ργ)tturt −
∫
I
mrm−1(ργ)ttut + c
∫
I
rmu2rt + c
∫
I
rmf2t + c
≤ − d
dt
∫
I
[
1
2
rmρtu
2
t + r
m(ρtuur − ρtf)ut − rm(ργ)turt −mrm−1(ργ)tut
]
−1
2
∫
I
(rmρu)rtu
2
t + c‖ut‖L∞
∫
I
rm(ρ2tt + u
2u2r) + c‖ut‖2L∞
∫
I
rm(ρ2t + u
2
r)
+c‖ut‖L∞
(∫
I
rmρ2t
) 1
2
(∫
I
rmu2rt
) 1
2
+ ‖ut‖L∞
∫
I
rm(ρ2tt + f
2 + ρ2t + f
2
t )
+c
∫
I
rm|(ργ)tt|2 + c
∫
I
(rmu2rt +mr
m−2u2t ) + c
∫
I
rmf2t + c,
where we have used (1.4)1, (2.3), Cauchy inequality, Ho¨lder inequality and Lemma 2.1. This
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together with (2.3), (2.4), Cauchy inequality, integration by parts and Lemma 2.1 implies
1
2
∫
I
rmρu2tt +
1
2
d
dt
∫
I
(rmu2rt +mr
m−2u2t )
≤ − d
dt
∫
I
[
1
2
rmρtu
2
t + r
m(ρtuur − ρtf)ut − rm(ργ)turt −mrm−1(ργ)tut
]
+
∫
I
rm(ρut + ρtu)uturt + c
[∫
I
(rmu2rt +mr
m−2u2t )
] 1
2
[∫
I
rm(ρ2tt + f
2 + f2t ) + 1
]
+c
∫
I
(rmu2rt +mr
m−2u2t ) + c
∫
I
rm|(ργ)tt|2 + c
∫
I
rmf2t + c
≤ − d
dt
∫
I
[
1
2
rmρtu
2
t + r
m(ρtuur − ρtf)ut − rm(ργ)turt −mrm−1(ργ)tut
]
+c
∫
I
rm(ρ2u4t + ρ
2
tu
2u2t ) + c
∫
I
(rmu2rt +mr
m−2u2t )
[∫
I
rm(ρ2tt + f
2
t ) + 1
]
+c
∫
I
rm(|(ργ)tt|2 + ρ2tt + f2t ) + c
≤ − d
dt
∫
I
[
1
2
rmρtu
2
t + r
m(ρtuur − ρtf)ut − rm(ργ)turt −mrm−1(ργ)tut
]
+c‖ut‖2L∞
(∫
I
rmρu2t +
∫
I
rmρ2t
)
+ c
∫
I
(rmu2rt +mr
m−2u2t )
[∫
I
rm(ρ2tt + f
2
t ) + 1
]
+c
∫
I
rm(|(ργ)tt|2 + ρ2tt + f2t ) + c
≤ − d
dt
∫
I
[
1
2
rmρtu
2
t + r
m(ρtuur − ρtf)ut − rm(ργ)turt −mrm−1(ργ)tut
]
+c
∫
I
(rmu2rt +mr
m−2u2t )
[∫
I
rm(ρ2tt + f
2
t ) + 1
]
+ c
∫
I
rm(|(ργ)tt|2 + ρ2tt + f2t ) + c.
Integrating the above inequality over (0, t), we have
1
2
∫ t
0
∫
I
rmρu2tt +
1
2
∫
I
(rmu2rt +mr
m−2u2t )
≤ −
∫
I
[
1
2
rmρtu
2
t + r
m(ρtuur − ρtf)ut − rm(ργ)turt −mrm−1(ργ)tut
]
+c
∫ t
0
∫
I
(rmu2rt +mr
m−2u2t )
[∫
I
rm(ρ2tt + f
2
t ) + 1
]
+ c
≤
∫
I
1
2
(rmρu)ru
2
t + c‖ut‖L∞ + c
(∫
I
rmu2rt
) 1
2
+ c
(∫
I
mrm−2u2t
)1
2
+c
∫ t
0
∫
I
(rmu2rt +mr
m−2u2t )
∫
I
rm(ρ2tt + f
2
t ) + c,
where we have used (1.4)1, (1.8), (2.3), Lemma 2.1, Ho¨lder inequality and the following
equalities: ∫
I
(rmu2rt +mr
m−2u2t )|t=0 = c
∫
Ω
|∇ut|2|t=0,
ut|t=0 = ρ0−1 (Lu0 + ρ0f(0)−∇P (ρ0)− ρ0u0 · ∇u0)
= g1 − u0 · ∇u0 ∈ D10.
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We apply integration by parts, (2.3), (2.4), Ho¨lder inequality, Cauchy inequality and Lemma
2.1 to obtain
1
2
∫ t
0
∫
I
rmρu2tt +
1
2
∫
I
(rmu2rt +mr
m−2u2t )
≤ −
∫
I
rmρuuturt + c
[∫
I
(rmu2rt +mr
m−2u2t )
] 1
2
+c
∫ t
0
∫
I
(rmu2rt +mr
m−2u2t )
∫
I
rm(ρ2tt + f
2
t ) + c
≤ c
(∫
I
rmρu2t
) 1
2
(∫
I
rmu2rt
) 1
2
+ c
[∫
I
(rmu2rt +mr
m−2u2t )
] 1
2
+c
∫ t
0
∫
I
(rmu2rt +mr
m−2u2t )
∫
I
rm(ρ2tt + f
2
t ) + c
≤ 1
4
∫
I
(rmu2rt +mr
m−2u2t ) + c
∫ t
0
∫
I
(rmu2rt +mr
m−2u2t )
∫
I
rm(ρ2tt + f
2
t ) + c.
Therefore, ∫ t
0
∫
I
rmρu2tt +
1
2
∫
I
(rmu2rt +mr
m−2u2t )
≤ c
∫ t
0
∫
I
(rmu2rt +mr
m−2u2t )
∫
I
rm(ρ2tt + f
2
t ) + c.
By Gronwall inequality, we get∫
QT
rmρu2tt +
∫
I
(rmu2rt + r
m−2u2t ) ≤ c.
The proof of Lemma 2.2 is completed. ✷
Lemma 2.3 For any 0 ≤ t ≤ T , it holds∫
I
rmu2rrr ≤ c.
Proof. Differentiating (2.1) with respect to r, we get
urrr = ρrut + ρurt + ρruur + ρu
2
r + ρuurr + (ρ
γ)rr − murr
r
+
2m(rur − u)
r3
− ρrf − ρfr. (2.5)
By (2.5), (2.3), (2.4) and Lemma 2.1, we obtain∫
I
rmu2rrr ≤ c
∫
I
(rmu2rt +mr
m−2u2t ) + c
∫
I
rm|(ργ)rr|2 + c
∫
I
rm(f2 + f2r ) + c
≤ c.
The proof of Lemma 2.3 is completed. ✷
Lemma 2.4 For any 0 ≤ t ≤ T , it holds∫
I
rm(ρ2tt + |(ργ)tt|2) +
∫
QT
rmu2rrt ≤ c.
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Proof. By (2.2), (2.3), (2.4), Lemma 2.1 and Lemma 2.2, we get∫
QT
rmu2rrt ≤ c
∫
QT
rmρ2tu
2
t + c
∫
QT
rmρ2u2tt + c
∫
QT
rmρ2tu
2u2r + c
∫
QT
rmρ2u2tu
2
r
+c
∫
QT
rmρ2u2u2rt + c
∫
QT
rm|(ργ)rt|2 + c
∫
QT
(rmu2rt +mr
m−2u2t )
+c
∫
QT
rm(ρ2t f
2 + ρ2f2t )
≤ c.
Multiplying (1.4)1 by γρ
γ−1,we get
(ργ)t + γρ
γur + (ρ
γ)ru+mγr
−1ργu = 0. (2.6)
(1.4)1, (2.3), (2.4), (2.6), Lemma 2.1 and Lemma 2.2 imply∫
I
rm(ρ2tt + |(ργ)tt|2) ≤ c.
This proves Lemma 2.4. ✷
To sum up, we get
‖(ρ, ργ)‖H2r + ‖(ρt, (ργ)t)‖H1r + ‖(ρtt, (ργ)tt)‖L2r ≤ c, ρ ≥
δ
c
, (2.7)
and ∫
I
rm(u2rt + r
−2u2t + u
2
rrr + u
2
rr + u
2
r + r
−2u2) +
∫
QT
rm(ρu2tt + u
2
rrt) ≤ c, (2.8)
By (2.7) and (2.8), we get
‖ρ‖H2(I) + ‖(ρt, ut)‖H1(I) + ‖ρtt‖L2(I) + ‖u‖H3(I) +
∫ T
0
(‖ut‖H2(I) + ‖utt‖L2(I)) ≤ c(b, δ),
ρ ≥ δ
c
.
This proves Theorem 2.1. ✷
Proof of Theorem 1.1:
Let b <∞, and denote ρδ0 = ρ0 + δ, for δ ∈ (0, 1), we have
ρδ0 → ρ0, in H2(I), (2.9)
(ρδ0)
γ → ργ0 , in H2(I). (2.10)
Let uδ0 be the unique solution to the equation:(
uδ0r +
muδ0
r
)
r
− [(ρδ0)γ ]r = ρδ0[g1 − f(0)], in I, (2.11)
for uδ0|∂I = 0. (1.8) implies
(u0r +
mu0
r
)r − [(ρ0)γ ]r = ρ0[g1 − f(0)], in I, (2.12)
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for u0|∂I = 0.
From (2.9)-(2.12) and the standard elliptic estimates, we obtain
uδ0 → u0, in H3(I), as δ → 0. (2.13)
Consider (1.4)-(1.6) with initial-boundary data replaced by
(ρδ, uδ)|t=0 = (ρδ0, uδ0), in I,
and
uδ|∂I = 0, for t ≥ 0.
Then we get a unique solution (ρδ, uδ) for each δ > 0 by Theorem 2.1.
It follows from (2.7) and (2.8) that
‖(ρδ , (ρδ)γ)‖H2(I) + ‖(ρδt , ((ρδ)γ)t)‖H1(I) + ‖(ρδtt, ((ρδ)γ)tt)‖L2(I) ≤ c, (2.14)
and
ρδ ≥ δ
c
, ‖uδt‖H1(I) + ‖uδ‖H3(I) +
∫
QT
(ρδ|uδtt|2 + |uδrrt|2) ≤ c(b). (2.15)
Based on the estimates in (2.14) and (2.15), we get a solution (ρ, u) to (1.4)-(1.6) after taking
the limit δ → 0 (take the subsequence if necessary), satisfying
(ρ, ργ) ∈ L∞([0, T ];H2(I)), (ρt, (ργ)t) ∈ L∞([0, T ];H1(I)),
(ρtt, (ρ
γ)tt) ∈ L∞([0, T ];L2(I)), ρ ≥ 0, √ρutt ∈ L2([0, T ];L2(I)),
u ∈ L∞([0, T ];H3(I) ∩H10 (I)), ut ∈ L∞([0, T ];H10 (I)) ∩ L2([0, T ];H2(I)).
(2.16)
Since u ∈ L∞([0, T ];H3(I)) and ut ∈ L∞([0, T ];H10 (I)), then we get u ∈ C([0, T ];H2(I))
(refer to [7]). By (1.4)1, (2.6) and similar arguments as that in [4, 5], we get
ρ ∈ C([0, T ];H2(I)), ρt ∈ C([0, T ];H1(I)), (2.17)
and
ργ ∈ C([0, T ];H2(I)), (ργ)t ∈ C([0, T ];H1(I)). (2.18)
Denote G = (ur +
mu
r
− ργ)r + ρf . By (2.1) and (2.16), we have
G = ρut + ρuur ∈ L2([0, T ];H2(I)),
Gt = (ρut + ρuur)t ∈ L2([0, T ];L2(I)).
By the embedding theorem ([7]), we have G ∈ C([0, T ];H1(I)). Since ρf ∈ C([0, T ];H1(I)),
we get (
ur +
mu
r
− ργ
)
r
∈ C([0, T ];H1(I)).
This means
ur +
mu
r
− ργ ∈ C([0, T ];H2(I)). (2.19)
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By (2.18) and (2.19), we get
ur +
mu
r
∈ C([0, T ];H2).
This together with u ∈ C([0, T ];H2(I)) implies
u ∈ C([0, T ];H3(I)). (2.20)
(1.4)2, (2.17), (2.18) and (2.20) give
(ρu)t ∈ C([0, T ];H1(I)). (2.21)
Denote
ρ(x, t) = ρ(r, t), u(x, t) = u(r, t)
x
r
. (2.22)
It follows from (2.16)-(2.18) and (2.20)-(2.22), we complete the proof of Theorem 1.1 for
b <∞. For b =∞, we can use the similar methods as that in [3] together with the estimates
(2.7) and (2.8) uniform for b to get it. We omit details here for simplicity. ✷
3 Proof of Theorem 1.2
Similarly to the proof of Theorem 1.1, we need the following auxiliary theorem.
Theorem 3.1 Consider the same assumptions as in Theorem 1.2, and in addition assume
that ρ0 ≥ δ > 0 and b < ∞. Then for any T > 0, there exists a unique global classical
solution (ρ, u) to (1.4)-(1.6) satisfying
ρ ∈ C([0, T ];H5(I)), ρ ≥ δ
c
, u ∈ C([0, T ];H5(I) ∩H10 (I)) ∩ L2([0, T ];H6(I)),
ut ∈ C([0, T ];H3(I) ∩H10 (I)) ∩ L2([0, T ];H4(I)),
utt ∈ C([0, T ];H10 (I)) ∩ L2([0, T ];H2(I)), uttt ∈ L2([0, T ];L2(I)).
Similarly to the proof of Theorem 2.1, Theorem 3.1 can be proved by some a priori estimates
globally in time. Since (2.7) and (2.8) are also valid here, we need some other a priori
estimates about higher order derivatives of (ρ, u). The generic positive constant c may depend
on the initial data presented in Theorem 1.2 and other known constants but independent of
δ and b.
Lemma 3.1 For any 0 ≤ t ≤ T , it holds∫
I
rm[ρ2rrr + ρ
2
rrt + |(ργ)rrr|2 + |(ργ)rrt|2] +
∫
QT
rm[ρ2rtt + |(ργ)rtt|2 + u2rrrr] ≤ c.
Proof. Taking derivative of order three on both sides of (1.4)1 with respect to r, we have
ρrrrt = −mr−1ρurrr − 3mr−1ρrurr − 3mr−1ρrrur + 3mρurr
r2
− 6mρur
r3
−mr−1ρrrru
+
3mρrru
r2
+
6mρrur
r2
− 6mρru
r3
+
6mρu
r4
− ρrrrru− 4ρrrrur − 6ρrrurr
−4ρrurrr − ρurrrr. (3.1)
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Multiplying (3.1) by rmρrrr, integrating the resulting equation over I, and using integration
by parts, we have
1
2
d
dt
∫
I
rmρ2rrr =
∫
I
rmρrrr
[
−mr−1ρurrr − 3mr−1ρrurr − 3mr−1ρrrur + 3mρurr
r2
−6mρur
r3
−mr−1ρrrru+ 3mρrru
r2
+
6mρrur
r2
− 6mρru
r3
+
6mρu
r4
− 4ρrrrur − 6ρrrurr
−4ρrurrr
]
+
1
2
∫
I
rmρ2rrrur +
1
2
∫
I
mrm−1ρ2rrru−
∫
I
rmρρrrrurrrr.
By Sobolev inequality, (2.3), (2.4) (2.7), (2.8) and Cauchy inequality, we get
d
dt
∫
I
rmρ2rrr ≤ c
∫
I
rmρ2rrr + c
∫
I
rmu2rrrr + c. (3.2)
Similarly to (3.2), we get from (2.6)
d
dt
∫
I
rm|(ργ)rrr|2 ≤ c
∫
I
rm|(ργ)rrr|2 + c
∫
I
rmu2rrrr + c. (3.3)
By (3.2) and (3.3), we have
d
dt
∫
I
rm(ρ2rrr + |(ργ)rrr|2) ≤ c
∫
I
rm(ρ2rrr + |(ργ)rrr|2) + c
∫
I
rmu2rrrr + c. (3.4)
Differentiating (2.5) with respect to r, we have
urrrr = ρrrut + 2ρrurt + ρurrt + (ρruur + ρu
2
r + ρuurr)r + (ρ
γ)rrr −mr−1urrr
+3mr−2urr − 6mr−3ur + 6mu
r4
− ρrrf − 2ρrfr − ρfrr. (3.5)
From (3.5), (2.3), (2.4), (2.7) and (2.8), we obtain∫
I
rmu2rrrr ≤ c
∫
I
rm|(ργ)rrr|2 + c
∫
I
rmρu2rrt + c
∫
I
rmf2rr + c. (3.6)
By (3.4), (3.6), (2.4) and (2.7), we get
d
dt
∫
I
rm(ρ2rrr + |(ργ)rrr|2) ≤ c
∫
I
rm(ρ2rrr + |(ργ)rrr|2) + c
∫
I
rmu2rrt + c
∫
I
rmf2rr + c.
By Gronwall inequality and (2.8), we obtain∫
I
rm(ρ2rrr + |(ργ)rrr|2) ≤ c. (3.7)
It follows from (1.4)1, (2.3), (2.4), (2.6), (2.7), (2.8), (3.6), (3.7) and Lemma 3.1 that∫
I
rm[ρ2rrt + |(ργ)rrt|2] +
∫
QT
rm[ρ2rtt + |(ργ)rtt|2 + u2rrrr] ≤ c.
The proof of Lemma 3.1 is completed. ✷
Lemma 3.2 For any T > 0, we have
‖(√ρ)r‖L∞(QT ) + ‖(
√
ρ)t‖L∞(QT ) ≤ c.
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Proof. Multiplying (1.4)1 by
1
2
√
ρ
, we have
(
√
ρ)t +
mr−1
2
√
ρu+
1
2
√
ρur + (
√
ρ)ru = 0. (3.8)
Differentiating (3.8) with respect to r, we get
(
√
ρ)rt +
mr−1
2
(
√
ρ)ru+
mr−1
2
√
ρur −
m
√
ρu
2r2
+
3
2
(
√
ρ)rur +
1
2
√
ρurr + (
√
ρ)rru = 0.
Denote h = (
√
ρ)r, we have
ht + hru+ h(
mr−1
2
u+
3
2
ur) +
mr−1
2
√
ρur −
m
√
ρu
2r2
+
1
2
√
ρurr = 0,
which implies
d
dt
{
h exp
[∫ t
0
(
mr−1
2
u+
3
2
ur)(r(τ, y), τ)dτ
]}
= −
(
mr−1
√
ρur
2
− m
√
ρu
2r2
+
√
ρurr
2
)
× exp
[∫ t
0
(
mr−1u
2
+
3ur
2
)
(r(τ, y), τ)dτ
]
, (3.9)
where r(t, y) satisfies 
dr(t,y)
dt
= u(r(t, y), t), 0 ≤ t < s,
r(s, y) = y.
Integrating (3.9) over (0, s), we get
h(y, s) = exp
(
−
∫ s
0
(
mr−1u
2
+
3ur
2
)
(r(τ, y), τ)dτ
)
h(r(0, y), 0)
−
∫ s
0
[
(
mr−1
√
ρur
2
− m
√
ρu
2r2
+
√
ρurr
2
)
× exp
(∫ t
s
(
mr−1u
2
+
3ur
2
)
(r(τ, y), τ)dτ
) ]
dt.
This together with (2.3), (2.4), (2.7) and (2.8) implies
‖(√ρ)r‖L∞(QT ) ≤ c. (3.10)
From (3.8), (3.10), (2.3), (2.4), (2.7) and (2.8), we get
‖(√ρ)t‖L∞(QT ) ≤ c.
The proof of Lemma 3.2 is completed. ✷
Lemma 3.3 For any 0 ≤ t ≤ T , it holds∫
I
rm(ρ3u2tt + ρu
2
rrt + u
2
rrrr) +
∫
QT
rm(ρ2u2rtt + u
2
rrrt) ≤ c.
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Proof. Differentiating (2.2) with respect to t, we get
ρuttt + ρttut + 2ρtutt + ρttuur + 2ρtutur + 2ρtuurt + ρuttur + 2ρuturt
+ρuurtt + (ρ
γ)rtt = urrtt +mr
−2(rurtt − utt) + ρttf + 2ρtft + ρftt. (3.11)
Multiplying (3.11) by rmρ2utt, integrating the resulting equation over I, and using integration
by parts and Cauchy inequality, we have
1
2
d
dt
∫
I
rmρ3u2tt +
∫
I
(rmρ2u2rtt +mr
m−2ρ2u2tt)
= −1
2
∫
I
rmρ2ρtu
2
tt −
∫
I
rmρ2utt
[
ρttut + ρttuur + 2ρtutur + 2ρtuurt + ρuttur
+2ρuturt + ρuurtt + (ρ
γ)rtt
]
− 2
∫
I
rmρρrutturtt +
∫
I
rmρ2utt(ρttf + 2ρtft + ρftt)
≤ c
∫
I
rmρu2tt +
1
4
∫
I
rmρ2u2rtt + c
∫
I
rm|(ργ)rtt|2 − 4
∫
I
rmρurtt
√
ρutt(
√
ρ)r
+c
∫
I
rm(ρ2ttf
2 + ρ2t f
2
t + ρ
2f2tt) + c
≤ c
∫
I
rmρu2tt +
1
4
∫
I
rmρ2u2rtt + c
∫
I
rm|(ργ)rtt|2 + 1
4
∫
I
rmρ2u2rtt +
∫
I
rmf2tt + c,
where we have used (2.3), (2.4), (2.7), (2.8), Lemma 3.2 and Cauchy inequality.
Thus,
d
dt
∫
I
rmρ3u2tt +
∫
I
(rmρ2u2rtt +mr
m−2ρ2u2tt)
≤ c
∫
I
rmρu2tt + c
∫
I
rm|(ργ)rtt|2 +
∫
I
rmf2tt + c. (3.12)
Integrating (3.12) over (0, t), and using (2.8) and Lemma 3.1, we get∫
I
rmρ3u2tt(t) +
∫ t
0
∫
I
(rmρ2u2rtt +mr
m−2ρ2u2tt) ≤
∫
I
rmρ3u2tt(0) + c. (3.13)
By (2.1), (2.2), (1.8) and
√
ρ0∇2g1 ∈ L2, we have∫
I
rmρ3u2tt(0) ≤ c. (3.14)
(3.13) and (3.14) give ∫
I
rmρ3u2tt +
∫
QT
(rmρ2u2rtt + r
m−2ρ2u2tt) ≤ c. (3.15)
By (2.2), Cauchy inequality, (2.3), (2.4), (2.7), (2.8) and (3.15), we have∫
I
rmρu2rrt ≤ c
∫
I
rmρρ2tu
2
t + c
∫
I
rmρ3u2tt + c
∫
I
rmρρ2tu
2u2r + c
∫
I
rmρ3u2tu
2
r
+c
∫
I
rmρ3u2u2rt + c
∫
I
rmρ|(ργ)rt|2 + c
∫
I
rm−2ρu2rt + c
∫
I
rm−4ρu2t
+c
∫
I
rmρρ2t f
2 + c
∫
I
rmρ3f2t
≤ c. (3.16)
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Differentiating (2.2) with respect to r, we get
urrrt = ρrtut + 2(
√
ρ)r
√
ρutt + ρturt + ρurtt + ρrtuur + ρrutur + ρruurt + ρtu
2
r
+2ρururt + ρtuurr + ρuturr + ρuurrt + (ρ
γ)rrt −mr−1urrt + 2mr−2urt
−2mut
r3
− ρrtf − ρtfr − ρrft − ρfrt. (3.17)
By (3.15), (3.17), (2.3), (2.4), (2.7), (2.8), Lemma 3.1 and Lemma 3.2, we have∫
QT
rmu2rrrt ≤ c.
(3.6), (3.16) and Lemma 3.1 immediately give∫
I
rmu2rrrr ≤ c.
The proof of Lemma 3.3 is completed. ✷
Lemma 3.4 For any 0 ≤ t ≤ T , it holds∫
I
rm[ρ2rrrr + |(ργ)rrrr|2] +
∫
QT
rmu2rrrrr ≤ c.
Proof. Differentiating (3.1) with respect to r, we get
ρrrrrt +mr
−1ρurrrr + 4mr
−1ρrurrr + 6mr
−1ρrrurr − 4mρurrr
r2
+
12mρurr
r3
− 18mρur
r4
+4mr−1ρrrrur +mr
−1ρrrrru− 4mρrrru
r2
− 12mρrurr
r2
− 12mρrrur
r2
+
24mρrur
r3
+
12mρrru
r3
− 6mρur
r4
− 24mρru
r4
+
24mρu
r5
+ ρurrrrr + 5ρrurrrr
+10ρrrurrr + 10ρrrrurr + 5ρrrrrur + ρrrrrru = 0 (3.18)
Multiplying (3.18) by rmρrrrr, integrating over I, and using integration by parts, (2.3), (2.4),
(2.7), (2.8), Lemma 3.1, Lemma 3.3, we get
d
dt
∫
I
rmρ2rrrr ≤ c
∫
I
rmρ2rrrr + c
∫
I
rmu2rrrrr + c. (3.19)
Similarly, we have
d
dt
∫
I
rm|(ργ)rrrr|2 ≤ c
∫
I
rm|(ργ)rrrr|2 + c
∫
I
rmu2rrrrr + c. (3.20)
By (3.19) and (3.20), we obtain
d
dt
∫
I
rm(ρ2rrrr + |(ργ)rrrr|2) ≤ c
∫
I
rm(ρ2rrrr + |(ργ)rrrr|2) + c
∫
I
rmu2rrrrr + c. (3.21)
Now we estimate
∫
I
rmu2rrrrr. Differentiating (3.5) with respect to r, we have
urrrrr = ρrrrut + 3ρrrurt + 3ρrurrt + ρurrrt + (ρruur + ρu
2
r + ρuurr)rr + (ρ
γ)rrrr
−mr−1urrrr + 4mr−2urrr − 12mr−3urr + 24mr−4ur − 24mu
r5
−ρrrrf − 3ρrrfr − 3ρrfrr − ρfrrr. (3.22)
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It follows from (3.22), (2.3), (2.4), (2.7), (2.8), Lemma 3.1 and Lemma 3.3 that∫
I
rmu2rrrrr ≤ c
∫
I
rmρ2ru
2
rrt + c
∫
I
rmρ2u2rrrt + c
∫
I
rm|(ργ)rrrr|2
+c
∫
I
rm(f2r + f
2
rr + f
2
rrr) + c. (3.23)
Since ∫
I
rmρ2ru
2
rrt = 4
∫
I
rmρ|(√ρ)r|2u2rrt.
This together with (2.7), (2.8), Lemma 3.2 and Lemma 3.3 gives∫
I
rmu2rrrrr ≤ c
∫
I
rmρ2u2rrrt + c
∫
I
rm|(ργ)rrrr|2 + c
∫
I
rm(f2r + f
2
rr + f
2
rrr) + c (3.24)
Substituting (3.24) into (3.21), we obtain
d
dt
∫
I
rm(ρ2rrrr + |(ργ)rrrr|2)
≤ c
∫
I
rm(ρ2rrrr + |(ργ)rrrr|2) + c
∫
I
rmu2rrrt + c
∫
I
rm(f2r + f
2
rr + f
2
rrr) + c.
Using Gronwall inequality and Lemma 3.3, we get∫
I
rm(ρ2rrrr + |(ργ)rrrr|2) ≤ c. (3.25)
It follows from (3.24), (3.25) and Lemma 3.3 that∫
QT
rmu2rrrrr ≤ c.
This proves Lemma 3.4. ✷
From (1.4)1, (2.3), (2.4), (2.6), (2.7), (2.8) and Lemmas 3.1-3.4, we immediately get the
following estimate.
Lemma 3.5 For any 0 ≤ t ≤ T , it holds∫
I
rm
[
ρ2rtt + |(ργ)rtt|2 + ρ2rrrt + |(ργ)rrrt|2
]
+
∫
QT
rm
[
ρ2ttt + |(ργ)ttt|2 + ρ2rrtt + |(ργ)rrtt|2
] ≤ c.
Lemma 3.6 For any 0 ≤ t ≤ T , it holds∫
I
(rmρ4u2rtt + r
m−2ρ4u2tt) +
∫
QT
rmρ5u2ttt ≤ c.
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Proof. Multiplying (3.11) by rmρ4uttt, integrating the resulting equation over I, and using
integration by parts, we have∫
I
rmρ5u2ttt +
1
2
d
dt
∫
I
(rmρ4u2rtt +mr
m−2ρ4u2tt)
= 2
∫
I
rmρ3ρtu
2
rtt − 4
∫
I
rmρ3ρrurttuttt −
∫
I
rmρ4uttt
[
ρttut + 2ρtutt + ρttuur + 2ρtutur
+2ρtuurt + ρuttur + 2ρuturt + ρuurtt + (ρ
γ)rtt
]
+ 2
∫
I
mrm−2ρ3ρtu
2
tt
+
∫
I
rmρ4uttt
(
ρttf + 2ρtft + ρftt
)
≤ c
∫
I
rmρ2u2rtt − 8
∫
I
rmρ
5
2utttρ(
√
ρ)rurtt +
1
4
∫
I
rmρ5u2ttt + c+ c
∫
I
rm(f2 + f2t + f
2
tt)
≤ c
∫
I
rmρ2u2rtt +
1
2
∫
I
rmρ5u2ttt + c
∫
I
rm(f2 + f2t + f
2
tt) + c,
where we have used (2.3), (2.4), (2.7), (2.8), Lemma 3.2, Lemma 3.3, Lemma 3.5 and Cauchy
inequality.
Thus,∫
I
rmρ5u2ttt +
d
dt
∫
I
(rmρ4u2rtt +mr
m−2ρ4u2tt) ≤ c
∫
I
rmρ2u2rtt + c
∫
I
rm(f2 + f2t + f
2
tt) + c.
By (1.8), (2.2) and ρ0∇3g1 ∈ L2, we have∫
QT
rmρ5u2ttt +
∫
I
(rmρ4u2rtt + r
m−2ρ4u2tt) ≤ c.
The proof of Lemma 3.6 is completed. ✷
Lemma 3.7 For any 0 ≤ t ≤ T , it holds∫
I
rm(ρ2u2rrrt + |∂5ru|2) +
∫
QT
rm(ρ3u2rrtt + ρu
2
rrrrt) ≤ c.
Proof. From (3.17), (2.3), (2.4), (2.7), (2.8), Lemmas 3.1-3.3 and Lemma 3.6, we get∫
I
rmρ2u2rrrt ≤ c
∫
I
rm(f2t + f
2
r + f
2
rt) + c
≤ c.
This combining (3.24) and Lemma 3.4 gives∫
I
rm|∂5ru|2 ≤ c.
By (3.11), (2.3), (2.4), (2.7), (2.8), Lemma 3.1, Lemma 3.3 and Lemma 3.6, we get∫
QT
rmρ3u2rrtt ≤ c
∫
QT
rm(f2t + f
2
tt) + c
≤ c. (3.26)
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Differentiating (3.17) with respect to r, we have
urrrrt = ρrrtut + 2ρrturt + ρrrutt + 2ρrurtt + ρturrt + ρurrtt +
[
ρrtuur + ρrutur
+ρruurt + ρtu
2
r + 2ρururt + ρtuurr + ρuturr + ρuurrt + (ρ
γ)rrt
−mr−1urrt + 2mr−2urt − 2mut
r3
]
r
− ρrrtf − 2ρrtfr − ρrrft − ρtfrr (3.27)
−2ρrfrt − ρfrrt.
By (3.26), (3.27), (2.3), (2.4), (2.7), (2.8), Lemmas 3.1-3.3 and Lemma 3.5, we obtain∫
QT
rmρu2rrrrt ≤ c
∫
QT
rmρ2|(√ρ)r|2u2rtt + c
∫
QT
rmρ3u2rrtt
+c
∫
QT
rm(f2rr + f
2
rt + f
2
rrt) + c
≤ c.
The proof of Lemma 3.7 is completed. ✷
Lemma 3.8 For any 0 ≤ t ≤ T , it holds∫
I
rm(|∂5rρ|2 + |∂5r (ργ)|2) +
∫
QT
rm|∂6ru|2 ≤ c.
Proof. Differentiating (3.18) with respect to r, we obtain
∂5rρt +mr
−1ρurrrrr +mr
−1ρrurrrr −mr−2ρurrrr +
(
4mr−1ρrurrr + 6mr
−1ρrrurr
−4mρurrr
r2
+
12mρurr
r3
− 18mρur
r4
+ 4mr−1ρrrrur
)
r
+mr−1ρrrrrru+mr
−1ρrrrrur
−5mρrrrru
r2
− 4mρrrrur
r2
+
8mρrrru
r3
+
[
− 12mρrurr
r2
− 12mρrrur
r2
+
24mρrur
r3
+
12mρrru
r3
− 6mρur
r4
− 24mρru
r4
+
24mρu
r5
]
r
+ 6ρr∂
5
ru+ ρ∂
6
ru+ 15ρrrurrrr
+20ρrrrurrr + 15ρrrrrurr + 6∂
5
rρur + u∂
6
rρ = 0. (3.28)
Multiplying (3.28) by rm∂5rρ, and using (2.3), (2.4), (2.7), (2.8), Lemma 3.1, Lemma 3.3,
Lemma 3.4 and Lemma 3.7, we have
d
dt
∫
I
rm|∂5rρ|2 ≤ c
∫
I
rm|∂5rρ|2 + c
∫
I
rm|∂6ru|2 +
∫
I
rm(|∂5r ρ|2)ru+ c
≤ c
∫
I
rm|∂5rρ|2 + c
∫
I
rm|∂6ru|2 + c. (3.29)
Similarly, we get
d
dt
∫
I
rm|∂5r (ργ)|2 ≤ c
∫
I
rm|∂5r (ργ)|2 + c
∫
I
rm|∂6ru|2 + c. (3.30)
Differentiating (3.22) with respect to r, we get
∂6ru = ρrrrrut + 4ρrrrurt + 6ρrrurrt + 4ρrurrrt + ρurrrrt + (ρruur + ρu
2
r + ρuurr)rrr
+∂5r (ρ
γ) +
(
−mr−1urrrr + 4mr−2urrr − 12mr−3urr + 24mr−4ur − 24mu
r5
)
r
−ρrrrrf − 4ρrrrfr − 6ρrrfrr − 4ρrfrrr − ρfrrrr. (3.31)
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(3.31), (2.3), (2.4), (2.7), (2.8), Lemma 3.1, Lemma 3.3, Lemma 3.4 and Lemma 3.7 imply∫
I
rm|∂6ru|2 ≤ c
∫
I
rmu2rrt + c
∫
I
rmu2rrrt + c
∫
I
rmρu2rrrrt + c
∫
I
rm|∂5r (ργ)|2
+c
∫
I
rm(f2rr + f
2
rrr + f
2
rrrr) + c. (3.32)
It follows from (3.29), (3.30), (3.32), (2.8), Lemma 3.3, Lemma 3.7 and Gronwall inequality
that ∫
I
rm[|∂5rρ|2 + |∂5r (ργ)|2] ≤ c. (3.33)
From (3.32), (3.33), (2.8), Lemma 3.3 and Lemma 3.7, we obtain∫
QT
rm|∂6ru|2 ≤ c.
The proof of Lemma 3.8 is completed. ✷
It follows from (1.4)1, (2.6), (2.7), (2.8) and Lemmas 3.1-3.8 that
‖(ρ, ργ)‖H5r + ‖(ρt, (ργ)t)‖H4r + ‖((
√
ρ)r, (
√
ρ)t)‖L∞(QT ) ≤ c, ρ ≥
δ
c
, (3.34)
and ∫
I
rm(ρ3u2tt + ρ
4u2rtt + r
−2ρ4u2tt + ρ
2u2rrrt + ρu
2
rrt + u
2
rt + r
−2u2t + |∂5ru|2 + |∂4ru|2
+u2rrr + u
2
rr + u
2
r + r
−2u2) +
∫
QT
rm(ρu2tt + ρ
2u2rtt + ρ
5u2ttt + ρ
3u2rrtt + ρu
2
rrrrt
+u2rrt + u
2
rrrt + |∂6ru|2) ≤ c. (3.35)
By (3.34) and (3.35), we get
‖ρ‖H5(I) + ‖ρt‖H4(I) + ‖u‖H5(I) + ‖ut‖H3(I) + ‖utt‖H1(I) +
∫ T
0
(‖u‖2H6(I) + ‖ut‖2H4(I)
+‖utt‖2H2(I) + ‖uttt‖2L2(I)) ≤ c(b, δ).
This proves Theorem 3.1. ✷
Proof of Theorem 1.2:
Since (3.34) and (3.35) are uniform for b and δ, it suffices to prove Theorem 1.2 for the
case b <∞. We follow the strategy as the proof of Theorem 1.1 and use Theorem 3.1. After
taking δ → 0 (take subsequence if necessary), we get a solution (ρ, u) of (1.4)-(1.6) satisfying
(ρ, ργ) ∈ L∞([0, T ];H5(I)), ((√ρ)r, (√ρ)t) ∈ L∞(QT ),
(ρt, (ρ
γ)t) ∈ L∞([0, T ];H4(I)), u ∈ L∞([0, T ];H5(I)) ∩ L2([0, T ];H6(I)),
ut ∈ L∞([0, T ];H10 (I)) ∩ L2([0, T ];H3(I)),
(
√
ρ∂2rut, ρ∂
3
rut) ∈ L∞([0, T ];L2(I)) ∩ L2([0, T ];H1(I)),
√
ρ∂4rut ∈ L2(QT ), ρ
1
2utt ∈ L2(QT ), ρ 52uttt ∈ L2(QT ),
ρ
3
2utt ∈ L∞([0, T ];L2(I)) ∩ L2([0, T ];H10 (I) ∩H2(I)),
ρ2utt ∈ L∞([0, T ];H10 (I)) ∩ L2([0, T ];H2(I)).
(3.36)
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It follows from u ∈ L∞([0, T ];H5(I)) ∩ L2([0, T ];H6(I)), ut ∈ L2([0, T ];H3(I)), (1.4)1, (2.6)
and the similar arguments as [3, 4] that
ρ, ργ ∈ C([0, T ];H5(I)).
Denote ρ(x, t) = ρ(r, t), u(x, t) = u(r, t)x
r
, then (ρ,u) is the unique solution to (1.1)-(1.3)
with the regularities in Theorem 1.2. The proof of Theorem 1.2 is completed. ✷
Remark 3.1 By our method, it seems that the regularities of u could not be improved to
L∞([0, T ];D6(Ω)) and L2([0, T ];D8(Ω)), even if the systems (1.1)-(1.3) have initial data, f
and g1 smooth enough. More precisely, based on (3.34) and (3.35), the next two a priori
estimates about u for (1.4)-(1.6) are∫
I
rmρ7u2ttt +
∫
QT
rmρ6(u2rttt + r
−2u2ttt) ≤ c, (3.37)
and ∫
I
rmρ8(u2rttt + r
−2u2ttt) +
∫
QT
rmρ9u2tttt ≤ c. (3.38)
(3.37) and (3.38) respectively implies∫
I
rmρ|∂6ru|2 +
∫
QT
rm|∂7ru|2 ≤ c, (3.39)
and ∫
I
rmρ2|∂7ru|2 +
∫
QT
rmρ|∂8ru|2 ≤ c. (3.40)
Just because of the appearance of the vacuum, we can’t obtain the regularities u in L∞(0, T ;D6(Ω))
and L2(0, T ;D8(Ω)).
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