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Глава 1. Линейное пространство 
1. Линейное пространство 
 
В различных разделах математики и физики часто встречается си-
туация, когда с некоторой совокупностью объектов можно произво-
дить операции сложения и умножения на скаляр. Причем эти опера-
ции всегда обладают рядом одинаковых свойств. Выделяя эти об-
щие свойства, приходим к следующему определению линейного 
(векторного) пространства. 
Определение 1.1. Множество V называется линейным (вектор-
ным) пространством над полем k, а его элементы векторами, если 
а) на V задана бинарная операция V ×V → V, обычно называемая 
сложением: (v1, v2) → v1+ v2, удовлетворяющая следующим аксио-
мам: 
 Ia) v1+ v2= v2+ v1  (коммутативность) 
IIa) (v1+ v2)+v3=v1+ (v2+v3) (ассоциативность) 
IIIa) существует такой нейтральный элемент 0, называемый ну-
левым вектором, что v+0=v, для любого v ∈V; 
IV a) для любого вектора v ∈V существует вектор v’ ∈V такой, 
что v+v’=0. Вектор v’ называют противоположным вектором и 
обозначают - v. 
Перечисленные аксиомы означают, что множество V является абе-
левой аддитивной группой. 
б)  на множестве k×V задана операция (λ,v) → λv∈ V, называемая 
умножением вектора на скаляр, удовлетворяющая еще четырем 
аксиомам: 
Iб)  λ(v1+v2)= λv1+ λv2  
IIб) (α+β)v=αv+βv 
  λ,α,β∈ k, v,v1,v2 ∈ V; (аксиомы дистрибутивности) 
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IIIб) (αβ) v =α(β v) (ассоциативность), α,β∈ k,  v ∈V; 
IVб) 1·v=v (унитарность) 
В качестве поля k в дальнейшем часто будет фигурировать либо 
поле комплексных чисел C, либо поле действительных чисел R. Но 
основные свойства линейного пространства не зависят от природы 
основного поля. Поэтому многие свойства и конструкции, связан-
ные с линейным пространством будут рассматриваться над произ-
вольным полем. 
 
 
 
Примеры линейных пространств. 
1. Пусть V= },...,1,),,...,,{( 21 nikin =∈αααα  – множество всевозможных 
наборов длины n с компонентами из поля k. Для наборов 
Vn ∈= ),...,,( 21 αααα  и Vn ∈= ),...,,( 21 ββββ  определим их сумму 
Vn ∈= ),...,,( 21 γγγγ  по правилу: iii βαγ += ni ,...,1= . Произведение на 
скаляр также определим покоординатно, т.е. ),...,,( 21 nλαλαλαλα = . 
Тогда аксиомы Iа, IIа, Iб-IVб вытекают из соответствующих акси-
ом поля k, т.к. все проверки осуществляются покоординатно. Ней-
тральным элементом будет набор (0,0,…,0), состоящий из n ней-
тральных элементов поля. Наконец, противоположным вектором 
будет набор  –α = (–α1, –α2,…,-αn), состоящий из элементов, являю-
щихся противоположными для компонент вектора α. Они сущест-
вуют в силу соответствующей аксиомы в поле. Это пространство 
называется пространством строк длины n, и обозначается kn. 
Как мы вскоре увидим, любое n-мерное векторное пространство 
может быть отождествлено с пространством строк длины n. 
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2. Обозначим через R(a,b) множество всех функций на интервале 
Rba ⊂),(  со значениями в R. Операции сложения и умножения на 
скаляр введем поточечно, т.е. (f+g)(x)= f(x) +g(x), , )())(( xfxf λλ = , где 
),(, baRgf ∈ , λR,  x ∈ (a,b). 
Тогда проверка аксиом векторного пространства в R(a,b)  сводится 
к проверке соответствующих свойств на множестве действительных 
чисел R. 
2. Линейная зависимость и ее свойства 
 
Основным инструментом в изучении свойств линейного простран-
ства является понятие линейной зависимости векторов. 
Определение 2.1. Набор векторов v1,v2,…,vm пространства V на-
зывается линейно зависимым, если существует ненулевой набор 
скаляров mikim ,...,1,),,...,,( 21 =∈αααα  такой, что 
0...2211 =+++ mmvvv ααα                                      (2.1) 
(Здесь 0 – нулевой вектор пространства V.) 
Заметим, что при m=1 система, состоящая из одного вектора v, бу-
дет линейно зависимой тогда и только тогда, когда v=0. Действи-
тельно, если v=0, то,  взяв 11 =α , имеем 01 =⋅ v . Обратно, если 0=⋅ vα  
и 0≠α , то, умножая последнее равенство на 1−α , имеем v=0. 
В дальнейшем часто будем использовать эквивалентное определе-
ние линейной зависимости. 
Определение 2.2. Набор векторов v1,v2,…,vm,  m≥2, пространства 
V  называется, линейно зависимым, если один из этих векторов яв-
ляется линейной комбинацией остальных, т.е.  
mmjjjjj vvvvv αααα +++++= ++−− ...... 111111                  (2.2) 
для некоторого j  и некоторых констант mjj αααα ,...,,,..., 111 +− . 
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Проверим эквивалентность этих определений при m>1. Пусть вы-
полнено определение 2.1. Т.к. набор ),...,( 1 mαα  ненулевой, то суще-
ствует номер j такой, что 0≠jα . Разделив соотношение (2.1) на jα  и 
переместив слагаемые с номерами, отличными от j, в правую часть 
этого соотношения, получим: 
m
j
m
j
j
j
j
j
j
j
j vvvvv α
α
α
α
α
α
α
α −−−−−−= ++−− ...... 111111 . Т.е. выполняется 
соотношение (2.2). 
Если имеет место соотношение (2.2), то, переместив вектор jv  в 
правую часть этого соотношения, получим: 
0...... 111111 =+++−++ ++−− mmjjjjj vvvvv αααα . Последнее равенство пока-
зывает, что определение 2.1 выполнено, т.к. набор 
),...,,1,,...,( 111 mjj αααα +− −  очевидно ненулевой. 
Отметим некоторые свойства линейной зависимости. 
Свойство 2.1. Если некоторая подсистема векторов линейно за-
висима, то и вся система векторов также линейно зависима. 
Доказательство. Пусть, например, первые s векторов всей 
системы линейно зависимы, т.е. 
0...2211 =+++ ss vvv ααα , 
где не все iα  равны нулю. Перепишем последнее соотношение 
следующим образом: 
00...0... 12211 =⋅++⋅++++ + msss vvvvv ααα . 
Мы получили нетривиальную линейную зависимость системы век-
торов v1,…,vs ,…,vm. 
Заметим, что мы воспользовались условием 0·v=0, которое получа-
ется с помощью дистрибутивности умножения, а именно 
0·v=(0+0)·v=0·v+ 0·v. 
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Свойство 2.2. Любая подсистема линейно независимой системы 
векторов сама линейно независима. 
Доказательство. Непосредственно следует из предыдущего 
(рассуждение от противного). 
Свойство 2.3. Система векторов, содержащая нулевой вектор, 
линейно зависима. 
Утверждение легко вытекает из свойства 2.1, если заметить, что 
нулевой вектор представляет линейно зависимую систему. 
Свойство 2.4. Если векторы v1,v2,…,vk  линейно независимы, а 
v1,v2,…,vk,v линейно зависимы, то вектор v линейно выражается че-
рез v1,v2,…,vk. 
Доказательство. В силу линейной зависимости векторов 
vvv k ,,...,1  существует ненулевой набор )0,...,0,...,0(),,...,( 1 ≠ααα k , что 
0...2211 =++++ vvvv kk αααα . Если 0≠α , то утверждение очевидно. 
Если же 0=α , то из линейной независимости векторов kvv ,...,1  сле-
дует, что 0...1 === kαα . Это противоречит условию нетривиальности 
набора ),,...,( 1 ααα k . 
3. Базис и размерность 
 
Важнейшей характеристикой линейного пространства является по-
нятие размерности. Чтобы ввести это понятие, нам потребуется сле-
дующая лемма. 
Лемма (о замене) 3.1. Если векторы системы },,{ 1 nuuU K=  линейно 
независимы и линейно выражаются через векторы системы 
},,{ 1 mwwW K= , то mn ≤ . 
Доказательство. Доказательство будем вести индукцией по 
m. При m=1 имеем 1122111 ,...,, wuwuwu nn λλλ === . Все коэффициенты jλ  
отличны от нуля, т.к. в противном случае система векторов содер-
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жала бы нулевой вектор, что противоречит линейной независимости 
U, в силу следствия 2.3. Предположим, что 1=> mn . Тогда 
01211122112 =−=− wwuu λλλλλλ , т.е. подсистема },{ 21 uu  – линейно зави-
сима. Опять получаем противоречие с линейной независимостью U 
(см. свойство 2.2.). 
Предположим, что лемма верна для систем W с m-1  векторами и 
докажем ее для систем с m векторами. Пусть в соотношениях  
mnmnn
mm
wwu
wwu
λλ
λλ
++=
++=
...
...............................
...
11
11111
 
все коэффициенты niim ,...,1,0 ==λ . Тогда по предположению ин-
дукции mmn <−≤ 1 . Если для некоторого i 0≠imλ , то, меняя нумера-
цию, будем считать, что i=n, 0≠nmλ . Рассмотрим новую систему 
векторов }',...'{' 11 −= nuuU , где n
nm
im
ii uuu λ
λ−=' , 1,...,1 −= ni . Тогда 
∑−
=
=
1
1
'
m
j
jiji wu μ , 1,...,1 −= ni , т.к. после приведения подобных членов ко-
эффициенты в выражении для iu'  при mw  будут равны нулю. 
Проверим линейную независимость системы векторов 
}',...'{' 11 −= nuuU . Предположим, что она линейно зависима, т.е. суще-
ствует ненулевой набор ),...,,( 121 −nααα  такой, что 
0'...'' 112211 =+++ −− nn uuu ααα . Подставим вместо iu'  их  выражения: 
n
nm
im
i uu λ
λ− . Получим 0... 1111 =+++ −− nnn uuu βαα . В силу линейной неза-
висимости системы },...{ 1 nuuU =  последнее соотношение возможно 
только в случае, когда 01...1 ==== − βαα n . Это противоречит тому, 
что )0,...,0(),...,( 11 ≠−nαα . 
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Итак, система векторов }',...'{' 11 −= nuuU линейно независима и ли-
нейно выражается через систему },...,{ 11
^
−= mwwW . По предположению 
индукции 11 −≤− mn , т.е. mn ≤ . Лемма доказана. 
Следствие 3.2. Пусть },...,{ 1 nuuU =  и },...,{ 1 mwwW =  –  две макси-
мальные линейно независимые системы векторов пространства V. 
Тогда n=m. 
Доказательство: В силу максимальности системы W  набор 
векторов },...,,{ 1 ms wwu  будет линейно зависимым. Таким образом, 
каждый вектор su системы U  линейно выражается через вектора 
системы W. Мы попадаем в условия леммы о замене и потому mn ≤ . 
Меняя местами системы U и W, получим nm ≤ . Из двух полученных 
неравенств вытекает, что n=m. 
Доказанное следствие позволяет корректно определить понятие 
размерности векторного пространства. 
Определение 3.3. Линейное пространство называется конечно-
мерным, если в нем существует конечная максимальная линейно не-
зависимая система векторов. В противном случае говорят, что 
пространство бесконечномерно. Любую такую систему векторов 
будем называть базисом пространства.  
Из следствия 3.2 вытекает, что количество векторов в любом бази-
се одинаково. Это позволяет сформулировать следующее определе-
ние размерности. 
Определение 3.4. Количество векторов в любом базисе конечно-
мерного пространства V называется его размерностью и обозна-
чается Vkdim  (Здесь k–поле скаляров, участвующее в определении 
векторного пространства). 
Примеры: 
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1. Пространство nk  строк длины n имеет размерность n. Действи-
тельно, вектора )0,...,1,...0(=ie ,  i=1,…n образуют базис nk . Любой 
вектор ∑
=
==
n
i
iin ev
1
1 ),...( ααα . Если 0
1
=∑
=
n
i
iieα , то 0),...( 1 =nαα , т.е. 
0...21 ==== nααα . Итак, векторы nee ,...,1  образуют максимальную 
линейно независимую систему. 
2. Совокупность всех многочленов от переменного x   
},,)({][
0
∑
=
∈∈==
n
i
i
i
i Nnkaxaxfxk  
является бесконечномерным пространством, так как для любого n 
набор векторов nxx,...,,1  – линейно независим. 
4. Координаты. Изоморфизм пространств 
 
Теорема 4.1. Пусть V  n-мерное векторное пространство и 
nee ,..,1 – его базис. Тогда  
   1. любой вектор из V единственным образом представляется в 
виде ∑
=
=
n
i
iiev
1
α , ki ∈α . 
   2. любую линейно независимую систему векторов v1,v2,…,vm,  
m<n  можно дополнить до базиса пространства V. 
Доказательство. Так как система векторов nee ,..,1  максималь-
ная линейно независимая система, то вектора neev ,..,, 1  – линейно за-
висимы. То есть существует ненулевой набор ),..,,( 1 nααα  такой, что 
0...11 =+++ nneev ααα , причем 0≠α . Тогда nn eev α
α
α
α −−−= ...11 . 
Если для некоторого вектора v существуют два представления: 
nneev αα ++= ...11  и nneev ββ ++= ...11 . То, вычитая из одного соотно-
шения другое, имеем: 0)(...)( 111 =−++− nnn ee βαβα . 
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Т.к. вектора nee ,..,1  линейно независимы, то 0...11 =−==− nn βαβα , 
т.е. nn βαβα == ,...,11 . 
Рассмотрим второй пункт теоремы. Из совокупности векторов 
nm eevv ,..,,,.., 11 , удалим все те, которые линейно выражаются через 
предыдущие. Оставшийся набор 
siim
eevv ,..,,,..,
11
 содержит все вектора 
mvv ,..,1 ,  в силу их линейной независимости. Предположим, что по-
лучившийся набор линейно зависим, т.е.  
0......
112211
=++++++
ss iiiimm
eevvv ββααα . 
Разделив это соотношение на ненулевой коэффициент 
ji
β  с наи-
большим номером, получим, что вектор 
ji
e  является линейной ком-
бинацией предыдущих. Следовательно, набор 
siim
eevv ,..,,,..,
11
 – ли-
нейно независим. 
Кроме того, любой вектор пространства V  является линейной ком-
бинацией базисных векторов nee ,..,1 , а значит и линейной комбина-
цией векторов nm eevv ,..,,,.., 11 . Но любой вектор последнего набора, по 
построению, линейно выражается через вектора 
siim
eevv ,..,,,..,
11
. 
Поэтому вектора 
siim
eevv ,..,,,..,
11
 образуют базис пространства V. Что 
доказывает второй пункт рассматриваемой теоремы. 
Скаляры kn ∈αα ,..,1 , возникающие при разложении вектора Vv∈  
по базису: nneev αα ++= ...11 , называются координатами вектора v  в 
базисе nee ,..,1 . Если nneeu ββ ++= ...11  еще один вектор из V, то 
nnn eeuv )(...)( 111 βαβα ++++=+ , nn eev )(...)( 11 λαλαλ ++= , k∈λ . Таким 
образом, в n –мерном векторном пространстве выполняются те же 
правила работы с координатами, что и в 3-мерном пространстве, а 
именно: координаты суммы двух векторов равны сумме соответст-
вующих координат, а координаты произведения вектора на скаляр 
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состоят из координат исходного вектора, умноженных на этот ска-
ляр. 
Указанное обстоятельство позволяет отождествлять произвольное 
n –мерное векторное пространство и пространство строк длины n . 
Для точной формулировки, описывающей это отождествление, вве-
дем понятие изоморфизма  векторных пространств. 
Определение 4.2. Пусть V и U –  два линейных пространства над 
полем k . Изоморфизмом пространства V в пространство U  назы-
вается биекция ϕ  (т.е. взаимно однозначное отображение) V в U , 
удовлетворяющее условию:  
)()()( 22112211 vvvv ϕαϕαααϕ +=+ , kVvv ∈∈ 2121 ,,, αα . 
 
Если V есть n –мерное векторное пространство, nee ,..,1  –  некоторый 
фиксированный базис V, то определим отображение ϕ  пространства 
V в nk  формулой: ),...,,()( 21 nv αααϕ = , где nααα ,...,, 21  - координаты 
вектора v  в базисе nee ,..,1 . Из определения ϕ  легко следует, что ото-
бражение является биекцией V на пространство nk . А из вышепри-
веденного замечания о правилах действия с координатами суммы и 
произведения на скаляр следует линейность отображения ϕ , кото-
рую удобнее проверять в виде двух условий: 
)()()( 2121 vvvv ϕϕϕ +=+ , )()( vv αϕαϕ = . 
Построенный изоморфизм показывает, что структура произвольно-
го конечномерного пространства однозначно определяется его раз-
мерностью. Чтобы подчеркнуть этот факт, приведем следующую 
теорему. 
Теорема 4.3. Два линейных пространства над полем k  изоморфны 
тогда и только тогда, когда их размерности совпадают. 
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Доказательство. Пусть пространства V и W  изоморфны и ϕ – 
соответствующая биекция из V на W  с условием линейности. Если 
nvv ,..,1  - базис пространства V, то )(),..,( 1 nvv ϕϕ  - базис W . Действи-
тельно, любой вектор Ww∈  имеет прообраз Vv∈ , т.е. 
∑∑
==
===
n
i
ii
n
i
ii vvvw
11
)()()( ϕααϕϕ . 
Если же 0)(
1
=∑
=
n
i
ii vϕα , то 0)(
1
=∑
=
n
i
iivαϕ . Но в силу линейности ϕ , 
имеем: 0)0( =ϕ . А т.к. ϕ – биекция , то 0
1
=∑
=
n
i
iivα . Из линейной неза-
висимости векторов nvv ,..,1  следует, что 0...1 === nαα . Итак, мы про-
верили, что вектора )(),..,( 1 nvv ϕϕ  образуют максимальную линейно 
независимую систему в W , следовательно, VnW kk dimdim == . 
Обратно, пусть nVW kk == dimdim . Обозначим через nvv ,..,1 ; nww ,..,1  
базисы в V  и W . Определим отображение ϕ  на базисных элементах: 
niwv ii ,...,1,)( ==ϕ . Т.к. nvv ,..,1  базис V, то можно определить отобра-
жение на всем пространстве V по правилу: ∑∑
==
=
n
i
ii
n
i
ii wv
11
)( ααϕ . По-
строенное отображение является биекцией пространства V на про-
странство W , т.к. nww ,..,1  базис. Линейность построенного отобра-
жения очевидна, т.е. ϕ  – изоморфизм пространств V и W . 
5. Координаты вектора в новом базисе 
 
Пусть V n -мерное векторное пространство, а nee ,..,1  и nee ',..,'1  –  два 
его базиса. Запишем каждый вектор нового (штрихованного) базиса 
nee ',..,'1  в виде линейной комбинации векторов старого (не штрихо-
ванного) базиса: 
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nnnnnn
nn
etetete
etetete
+++=
+++=
...'
......................
...'
2211
12211111
 
или в матричной форме: 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
nnnn
n
n
nn
ttt
ttt
ttt
eeeeee
K
MM
K
K
21
22221
11211
2121 ),...,,()',...,','(  
Возникающую таким образом матрицу T  называют матрицей пе-
рехода от старого базиса к новому. Как видно из ее определения, 
элементами матрицы перехода являются координаты векторов но-
вого базиса (записываемые в нашей редакции по столбцам) в старом 
базисе. Матрица T  - невырожденная. Если столбцы матрицы T  
удовлетворяют нетривиальному соотношению с коэффициентами 
nλλ ,...,1 , то 0...11 =′++′ nnee λλ . Что противоречит линейной независимо-
сти базисных элементов nee ′′,...,1 . 
Здесь )',...,'( 1 nee  и ),...,( 1 nee  матрицы, состоящие из одной строки и 
n  столбцов. А произведение в правой части равенства вычисляется 
по обычному правилу умножения матриц. 
Пусть ∑∑
==
==
n
i
ii
n
i
ii exexx
11
''  - представление вектора x  в двух данных 
базисах. Используя выражение новых базисных векторов ie'  через  
старые ie  получим:  
j
n
j
n
i
jii
n
i
n
j
jjii
n
i
ii etxetxexx ∑ ∑∑∑∑
= == ==
⎟⎠
⎞⎜⎝
⎛===
1 11 11
'''' . 
Сравнивая эту запись с представлением вектора ∑
=
=
n
i
iiexx
1
 и ис-
пользуя единственность разложения вектора по базису, имеем: 
∑
=
=
n
i
jiij txx
1
' , nj ,...,1= . 
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В матричной форме это соотношение можно переписать следую-
щим образом:  
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜
⎝
⎛
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜
⎝
⎛
nnnnn
n
n
n x
x
x
ttt
ttt
ttt
x
x
x
'
'
'
2
1
21
22221
11211
2
1
M
K
MM
K
K
M , 
или XTX 1' −= , где X , 'X – столбцы координат вектора x  в старом и 
новых базисах, а [ ]ijtT = . 
Пример. Пусть V –  3-мерное мерное пространство, 321 ,, eee  –  его 
базис. Вектор x  в этом базисе имеет вид: 321 2 eeex −+= . 
Новый базис связан со старым формулами: 3211' eeee +−= , 
3212 32' eeee +−= , 3213 63' eeee ++= . Найдем координаты вектора x  в но-
вом базисе. Т.к. вычисление обратной матрицы с помощью элемен-
тарных преобразований сводится к составлению произведения из 
элементарных матриц, то применение этого произведения к столбцу 
X  равносильно выполнению тех же элементарных преобразований 
и в том же порядке, которые производятся для приведения исходной 
матрицы T  к единичной. 
Иcпользуя это замечание, произведем соответствующие вычисле-
ния. 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−−
1
2
1
631
111
321
~
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
− 2
3
1
310
410
321
~
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−− 5
3
1
100
410
321
~
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−
−
− 5
17
14
100
010
021
~
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
5
17
20
100
010
001
 
Следовательно, в новом базисе вектор x  имеет вид: 
321 '5'17'20 eeex +−= . 
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6. Сумма и пересечение пространств 
 
Пусть U  некоторое подмножество в векторном пространстве V. 
Будем говорить, что U  является подпространством в V, если оно яв-
ляется линейным пространством (т.е. выполняются все восемь акси-
ом определения 1.1) относительно операций сложения и умножения 
на скаляр, которые определены в V. 
Имеет место следующий критерий того, что подмножество U  яв-
ляется подпространством. 
Критерий (подпространства) 6.1. Подмножество U  векторного 
пространства V  является подпространством т. и т.т., когда для 
любых векторов Uuu ∈21,  и любых скаляров k∈21,αα  вектор 
2211 uu αα +  принадлежит V . 
Проверить самостоятельно. 
Естественным примером линейного подпространства является ли-
нейная оболочка векторов. Пусть mvv ,...,1  некоторый фиксированный 
набор векторов пространства V. Назовем линейной оболочкой сис-
темы векторов mvv ,...,1  множество всевозможных сумм ∑
=
∈
m
i
iii kv
1
,λλ . 
Если ∑
=
=
m
i
iivv
1
λ , ∑
=
=
m
i
ii vv
1
'' λ , то ∑
=
+=+
m
i
iii vvv
1
)'(' λλ , i
m
i
i vv ∑
=
=
1
)(λλλ , 
k∈λ . Следовательно, это множество замкнуто относительно опера-
ции сложения векторов и умножения на скаляр. В силу критерия 
6.1. это множество будет подпространством. В дальнейшем оно бу-
дет обозначаться символом >< mvvv ,...,, 21 . 
Легко видеть, что максимальная линейно независимая система век-
торов из набора mvvv ,...,, 21  остается максимальной линейно незави-
симой системой во всем пространстве >< mvvv ,...,, 21 . Это дает воз-
можность эффективно строить базис в линейных оболочках. 
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Определим сумму WV +  двух подпространств U  и W  пространства 
V как совокупность векторов вида wu + , Uu∈ , Ww∈ . Если 
11 wu + , WUwu +∈+ 22 , то 
WUwwuuwuwu +∈+++=+++ )()()()( 22112211222111 αααααα , 
 т.к. Uuu ∈+ 2211 αα , Www ∈+ 2211 αα . 
Пусть suu ,...,1  базис U , tww ,...,1  базис W . Тогда из определения 
суммы подпространств имеем, что >=<+ ts wwuuWU ,...,,,..., 11 . Поэто-
му базисом пространства WU +  является максимальная линейно не-
зависимая подсистема 
pm jjii
wwuu ,...,,,...,
11
 системы ts wwuu ,...,,,..., 11 , а 
pmWUk +=+ )(dim . 
Вычислим теперь размерность пересечения U ∩ W  подпространств 
U, W, которое также является подпространством. 
Любой вектор x, принадлежащий пересечению, можно записать 
двумя способами: ∑
=
=
s
i
iiuxx
1
, ∑
=
=
t
i
ii wyx
1
. Если (ui1, …, uin)tr – коорди-
натное представление вектора iu , а [wi1, …, win]tr  – аналогичное пред-
ставлению вектора wi  в некотором базисе пространства V, то, при-
равнивая две записи вектора x, получим систему линейных одно-
родных уравнений для нахождения коэффициентов ts yyxx ,...,,,..., 11 : 
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
++⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
=⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
++⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
tn
t
t
nsn
s
s
n w
w
y
w
w
y
u
u
x
u
u
x MMMM
1
1
11
1
1
1
11
1 ..... .            (6.1) 
Множество решений этой системы обозначим M. 
Ранг r системы (6.1) равен максимальному числу линейно незави-
симых столбцов, т.е. )(dim WUpmr k +=+= . Количество векторов в 
фундаментальной системе решений равно (s+t)–r= 
)(dimdimdim WUWU kkk +−+= . 
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Каждому вектору Myyxxm ts ∈= ),...,,,...,( 001001  поставим в соответствие 
вектор ∑== si ii uxx 1 0 . Легко проверить (проделайте это сами), что ука-
занное соответствие определяет изоморфизм пространств M и U∩W. 
В силу теоремы 4.3. WUM kk ∩= dimdim  и мы приходим к следую-
щему утверждению: 
Теорема 6.2. Если U  и W  конечномерные подпространства про-
странства V, то )(dimdimdimdim WUWUWU kkkk +−+=∩ .  
Из доказательства теоремы вытекает способ построения базиса 
пересечения U∩W. Действительно, если =jm  Myyxx jtjjsj ∈),...,,,...,( )()(1)()(1 , 
где j=1, …, (s+t)–r, фундаментальная система решений для (6.1), то 
в силу изоморфизма M и U∩W, набор  
∑
=
=
s
i
i
j
i
j uxx
1
)()( ,  j=1, …, (s+t)–r, 
является базисом пересечения U∩W. 
Пример. Базис пространства U: )2,1,1(1 =u , )1,1,0(2 −=u . Базис про-
странства W : )1,2,1(1 =w , )1,0,1(2 =w . 
Вычисляя ранг матрицы, составленной из координат векторов 
2121 ,,, wwuu , получим, что 221 ,, wuu  образуют максимальную линейно 
независимую систему векторов. Т.е. базис U+W образуют вектора 
221 ,, wuu  и 3)(dim =+WUk . 
Из формулы теоремы 6.2 сразу получаем, что 1)(dim =∩WUk . Одна-
ко для нахождения базиса пересечения U∩W необходимо решить 
систему 6.1: 
⎟⎟⎠
⎞
⎜⎜⎝
⎛+⎟⎟⎠
⎞
⎜⎜⎝
⎛=⎟⎟⎠
⎞
⎜⎜⎝
⎛
−+⎟
⎟
⎠
⎞
⎜⎜⎝
⎛
1
0
1
1
2
1
1
1
0
2
1
1
2121 yyxx  
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    Ее фундаментальный набор решений содержит единственный 
вектор, например, (1,1,1,0). Соответственно, базисом пересечения 
U∩V является вектор ⎟⎟⎠
⎞
⎜⎜⎝
⎛=+
1
2
1
21 uu . 
7. Прямые суммы 
 
Представление любого вектора из суммы U+W двух подпро-
странств, вообще говоря, неоднозначно, и это связано с наличием 
ненулевого пересечения U∩W. Если 0=∩WU , то из условия 
2211 wuwu +=+  следует 1221 wwuu −=− . И т.к. Uuu ∈− 21 , а Www ∈− 12 , 
то 01221 =−=− wwuu . В этом случае имеет место единственность 
разложения любого вектора из U+W на сумму своих компонент. 
Обобщая эту ситуацию на случай n слагаемых, приходим к сле-
дующему определению: 
Определение 7.1. Сумма },{...
11 ii
n
i in
UuuuUUU ∈==++= ∑ =  называ-
ется прямой суммой подпространств Ui, i=1,…,n, если для любого i 
выполняется условие: 0)......( 1 =++++∩ nii UUUU ) . В этом случае U 
обозначается как nUUU ⊕⊕⊕ ...21  или ini U1=⊕ . (Здесь 
niini UUUUUUU +++++=++++ +− ............ 1111 ) .) 
Отметим два важных свойства прямых сумм. 
 
Свойство 7.2. Сумма nUUU ++= ...1  является прямой т. и т.т., ко-
гда любой вектор Uu∈  единственным образом представляется в 
виде суммы nuuuu +++= ...21 , ii Uu ∈ , i=1,…,n. 
Доказательство. Пусть ini UU 1=⊕= . Если nn uuuuu '...'... 11 ++=++=  
два разложения вектора u, то для любого },...,2,1{ ni∈ , имеем: 
∑ ≠= −=− n ijj jjii uuuu 1 )'(' . Из этого равенства следует, что вектор ii uu '− , 
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принадлежащий iU , принадлежит и сумме: ni UUU ++++ ......1 ) . По оп-
ределению прямой суммы получаем, что 0' =− ii uu , i=1,…,n, т.е. име-
ем единственность разложения вектора  u. 
Обратно, пусть x )......( 1 nii UUUU ++++∩∈ ) . Т.е. x=ui=u1+… 
+ui-1+ui+1+…+un. Тогда 0...... 111 =+++−++ +− niii uuuuu . Но нулевой век-
тор можно представить в виде 0=0+…+0, где каждое слагаемое при-
надлежит подпространству Ui, i=1,…,n. Используя единственность 
разложения, имеем: 0...21 ==== nuuu , т.е. x=0. Следовательно, про-
странство U является прямой суммой своих подпространств. 
Свойство 7.3. Сумма nUUU ++= ...1  является прямой т.и.т.т., ко-
гда ∑== ni iUU 1dimdim . 
Доказательство. Пусть ini UU 1=⊕= . Применим индукцию по ко-
личеству слагаемых n. При n=1, очевидно, dim U = dim U1. Для вы-
числения dim U воспользуемся формулой из теоремы 6.2:   
dim (U1+ … +Un) = dim U1+ dim (U2+ …+Un) – dim U1 ∩ (U2+ 
…+Un). 
По условию U1 ∩ (U2+ …+Un)=0, т.е. dim U1 ∩ (U2+ …+Un)=0. 
Сумма U2+ …+Un  –  прямая в силу свойства 7.2. Поэтому по пред-
положению индукции ∑ ==++ nj jn UUU 22 dim)...dim( , т.е.  
∑∑ == =+= nj jnj j UUUU 121 dimdimdimdim . 
Обратно, предположим, что ∑ == nj jUU 1  и ∑ == nj jUU 1dimdim . Обозна-
чим через 
iiki uu ,...,1  –  базис пространства Ui,  i=1,…,n. Тогда из усло-
вия ∑ == nj jUU 1  вытекает, что },...,,...,,...,{ 1111 1 nnknk uuuu  –  система порож-
дающих векторного пространства U. С другой стороны, 
UUk n
j j
n
j j
dimdim
11
==∑∑ == . Следовательно, },...,{ 11 nnkuu  –  базис про-
странства U. Тогда по свойству 7.2 сумма ∑ =nj jU1  –  прямая. 
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Одним из важных случаев возникновения прямой суммы является 
конструкция дополнительного подпространства. 
Теорема 7.4. Пусть U подпространство в конечномерном про-
странстве V. Тогда существует такое подпространство W в  V, 
что WUV ⊕= . 
Доказательство. Выберем какой-либо базис в U: mee ,...,1 . До-
полним его до базиса всего пространства V: nm eee ,...,,...,1 . Обозначим 
через W линейную оболочку >< + nm ee ,...,1 . Тогда V=U+W, а, в силу 
свойства 7.2, 0=∩WU . Т.е. WUV ⊕= . 
Рассматривая прямые суммы, мы действовали пока в фиксирован-
ном векторном пространстве V. Такие прямые суммы называют 
внутренними. Иногда возникает необходимость в рассмотрении 
внешней прямой суммы двух векторных пространств над одним и 
тем же полем k, заранее никуда не вложенных в качестве подпро-
странств. Под WU ⊕  в этом случае понимается совокупность V все-
возможных пар (u,w),  Uu∈ , Ww∈ . Операция сложения векторов из 
V и умножения их на скаляры определены формулами 
)','()','(),( wwuuwuwu ++=+ ; ),(),( wuwu ααα = ; Uuu ∈', , Www ∈', , k∈α . 
Векторы (u,0) образуют в V подпространство U , изоморфное U, а 
векторы (0,w) образуют подпространство W , изоморфное W. Соот-
ветствующими изоморфизмами являются отображения: (u,0) → u,   
(0,w) → w. Кроме того, V является внутренней прямой суммой своих 
подпространств U  и W . 
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Глава 2. Линейные операторы 
1. Линейные отображения векторных пространств 
 
Линейные отображения векторных пространств появляются в раз-
личных разделах математики. Их примерами могут служить враще-
ния и отражения в трехмерном пространстве, а также операции 
дифференцирования и интегрирования в пространствах функций. 
Рассмотрим понятие линейного отображения в наиболее общем ви-
де. 
Определение 1.1. Пусть V и W векторные пространства над по-
лем k. Отображение φ из V в W называется линейным, если 
)()()( 22112211 vvvv ϕαϕαααϕ +=+ , Vvv ∈21, , k∈21,αα . 
Наряду с термином линейное отображение часто используется его 
синоним: линейный оператор. 
Частным случаем линейного отображения является линейная 
функция, когда в качестве пространства W берется одномерное про-
странство, обычно отождествляемое с основным полем k. Совокуп-
ность всех линейных отображений из пространства V в пространст-
во W будем обозначать Homk(V,W). 
Примеры. 
     1) V=W=R2 – действительная плоскость, φ – поворот каждого 
вектора из R2 на фиксированный угол α. Тогда 
а) )()( vv λϕλϕ =  
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б) )()()( 2121 vvvv ϕϕϕ +=+  
 
2) V=W=k[x] – кольцо многочленов от одной переменной x,  
dx
d=ϕ  
– оператор дифференцирования. Тогда g
dx
df
dx
dgf
dx
d βαβα +=+ )( . 
С каждым линейным отображением φ: V →W связаны два подпро-
странства – его ядро }0)(,{ =∈= vVvKer ϕϕ  и образ 
}),(,{ VvvwWwJm ∈=∈= ϕϕ . 
Отметим следующую зависимость между размерностями ядра и 
образа. 
Теорема 1.1. Если V конечномерное векторное пространство над 
полем k, φ ∈Homk(V,W), то пространства Ker φ  и Im φ  также 
конечномерны и  VJmKer kkk dimdimdim =+ ϕϕ . 
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Доказательство. Т.к. VKer ⊆ϕ , то ∞<≤ VKer dimdim ϕ , т.е. Ker φ  
– конечномерно. Выберем базис mee ,...,1  пространства Ker φ   и до-
полним его до базиса nmm eeee ,...,,,..., 11 +  всего пространства V. Тогда 
любой вектор w, принадлежащий Im φ, можно представить в виде:  
)()()(
111
∑∑∑
+===
===
n
mi
ii
n
i
ii
n
i
ii eeew ϕαϕααϕ . 
Проверим, что )(),...,( 1 nm ee ϕϕ +  образует базис образа Im φ . Предпо-
ложим, что 0)(
1
=∑ +=n mi ii eϕα . Тогда 0)( 1 =∑ +=n mi iieαϕ , т.е. 
ϕα Keren
mi ii
∈∑ += 1 . Поэтому ∑∑ =+= = mi iin mi ii ee 11 αα . Но линейная зависи-
мость между базисными векторами возможна только в том случае, 
когда все коэффициенты равны нулю. В частности, 0...1 ===+ nm αα , 
т.е. )(),...,( 1 nm ee ϕϕ +  – линейно независимы. Итак, вектора )(),...,( 1 nm ee ϕϕ +  
образуют базис образа Im φ  и dim k Imφ  = n–m= dim k V – dim k Ker  
φ . Что и требовалось доказать. 
 
2. Матрица линейного оператора 
 
Зафиксируем два базиса nvv ,...,1  и mww ,...,1  в пространствах V и W 
соответственно. Тогда для ),( WVHomk∈ϕ  выполнены соотношения: 
mmnnnn
mm
wawawav
wawawav
+++=
+++=
...)(
...)(
2211
12211111
ϕ
ϕ
LLLLLLLLLL  
Матрица ⎥⎥⎦
⎤
⎢⎢⎣
⎡
=
mnm
n
aa
aa
A
K
LL
K
1
111
ϕ  называется матрицей линейного оператора 
φ. Приведенную систему соотношений можно заменить одним мат-
ричным: ϕϕϕ Awwvv mn ),...,())(),...,(( 11 = , где произведение в правой час-
ти вычисляется по обычному правилу умножения матриц. 
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Пусть nnvxvxx ++= ...11  произвольный вектор из пространства V. 
Тогда  
∑ ∑ ∑∑ ∑
= = == =
===
m
j
j
m
j
n
i
ijijji
n
i
n
i
iii wxawaxvxx
1 1 11 1
)()()( ϕϕ . 
Т.е. координаты вектора mmwywyxy ++== ...)( 11ϕ  вычисляются с 
помощью следующего матричного равенства: 
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
=
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
nm x
x
A
y
y
MM
11
ϕ . 
Следовательно, для вычисления координат образа любого вектора 
достаточно знать матрицу соответствующего линейного оператора. 
И наоборот, при фиксированных базисах в пространствах V и W лю-
бая матрица A размера nm×  задает оператор φ, если принять напи-
санное выше равенство за определение. Нами доказана 
Теорема 2.1. Пусть >=< nvvV ,...,1  и >=< mwwW ,...,1  - линейные про-
странства с фиксированными базисами. Тогда существует взаим-
но однозначное соответствие между элементами из ),( WVHomk  и 
nm×  - матрицами с коэффициентами из основного поля k. 
Примеры. 
    1. Пусть φ - поворот каждого вектора на угол α  в плоскости 2R . 
В качестве базисных векторов возьмем взаимно перпендикулярные 
векторы 21, ee  единичной длины. Тогда 211 sincos)( eevue ⋅+⋅=+= ααϕ .  
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Аналогично 122 sincos)( eee ⋅−⋅= ααϕ . Поэтому матрицей этого ли-
нейного отображения будет матрица ⎥⎦
⎤⎢⎣
⎡ −
αα
αα
cossin
sincos . 
2. Пусть 
dx
d=ϕ  - оператор дифференцирования кольца многочленов 
R[x]. Рассмотрим подпространство }deg],[)({][ nfxRxfxRn ≤∈= , со-
стоящее из многочленов, степень которых не превосходит n. Тогда 
][][ xRxR
dx
d
nn ⊆  и можно рассмотреть ограничение данного линейно-
го оператора на подпространство ][xRn . В качестве базисных векто-
ров пространства ][xRn  возьмем многочлены nxx,...,,1 . Тогда 
1)( −= ii ixxϕ , ni ,...,1= , 0)1( =ϕ . Поэтому матрицей оператора диффе-
ренцирования в пространстве ][xRn  будет матрица 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
0000
000
0200
0010
K
K
MMMM
K
K
n
. 
В дальнейшем мы будем рассматривать только линейные операто-
ры, действующие из пространства V, в то же самое пространство V. 
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Если V n-мерное векторное пространство, а nee ,...,1  и nee ',...,'1  два 
его базиса, то линейный оператор ),( VVHomk∈ϕ  определяет две 
матрицы: 
∑
=
=
n
j
jjii eae
1
ϕ  или ∑
=
=
n
j
jjii eaAe
1
 и 
∑
=
=
n
j
jjii eae
1
'''ϕ  или ∑
=
=
n
j
jjii eaeA
1
'''' . (В матричном варианте под век-
тором ie  понимаем столбец (0, …, 1, … 0)
t  – единица на i-том мес-
те) 
Через T обозначим матрицу перехода от базиса nee ,...,1  к базису 
nee ',...,'1 . Пусть ∑∑
==
==
n
i
ii
n
i
ii exexx
11
''  два представления вектора Vx∈  в 
двух различных базисах. Тогда  
AX
x
x
A
y
y
Y
nn
=⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
=⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
= MM 11 , AX
x
x
A
y
y
Y
nn
=⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
=⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
= MM 11 . 
Кроме того, в силу параграфа 2 главы 1 'TXX = , 'TYY =  (т.к. Y  и 'Y  
координаты одного и того же вектора )(xy ϕ= ). Поэтому 
'''' XTATYYAXATX ==== . Т.к. 'X  - произвольный столбец, то 
'TAAT =  или ATTA 1' −= . 
Матрицы A  и 'A , связанные последним соотношением, принято 
называть подобными матрицами. Нами доказана 
Теорема 2.9. Матрицы линейного оператора, заданные в разных 
базисах, подобны. 
Пример. Матрица линейного оператора в базисе 321 ,, eee  имеет 
вид: 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−−
−−
−
111
122
254
. Найти матрицу этого оператора в базисе 
3211' eeee +−= , 3212 32' eeee +−= , 3213 63' eeee ++= . 
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Для вычисления произведения ϕAT 1−  отметим, что матрицу 1−T  
можно рассматривать как произведение элементарных матриц, воз-
никающих при приведении матрицы T  к единичной. Поэтому, вы-
полняя с матрицей ϕA  те же элементарные преобразования в том же 
порядке, которые производятся с матрицей T  получим ϕAT 1− . 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−−
−−
−
−−
111
122
254
631
111
321
~
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−−
−
−
365
132
254
310
410
321
~
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−−
−
−
− 497
132
254
100
410
321
~
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−−
−−
−−
− 497
153326
102217
100
010
021
~
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−−
−
497
153326
204435
100
010
001
. 
Вычисляя произведение матрицы 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−−
−
=−
497
153326
204435
1
ϕAT  и матри-
цы T , получим что оператор ϕ  в базисе 321 ',',' eee , действует сле-
дующим образом: 3211 '6'22'29)'( eeee −+−=ϕ , 3212 '7'26'34)'( eeee −+−=ϕ , 
3213 '6'21'29)'( eeee +−=ϕ . 
 
3. Алгебра линейных операторов 
 
Введенная ранее алгебра квадратных матриц )(kM n  с коэффициен-
тами из поля k может быть описана как алгебра линейных операто-
ров n-мерного векторного пространства. 
Множество Homk(V, V) в дальнейшем будем обозначать Endk(V) 
или End(V). Зададим на End(V) операции сложения, умножения и 
умножения на элементы из k. Пусть kVEnd ∈∈ αψϕ ),(, , тогда: 
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)()())(( xxx ψϕψϕ +=+ , ))(())(( xx ψϕϕψ = , ))(())(( xx ϕααϕ = , где Vx∈ . 
Легко проверить, что относительно сложения и умножения на ска-
ляр множество End(V) удовлетворяет всем аксиомам векторного 
пространства, а операция умножения отображений ассоциативна 
)()( ψχϕχϕψ =  и связана с операциями сложения законами дистрибу-
тивности ϕχϕψχψϕ +=+ )( , ϕχψχχϕψ +=+ )(  и )()()( λψϕϕψλψλϕ ==  
k∈λ . Перечисленные факты означают, что End(V) является ассо-
циативной алгеброй над полем k или k-алгеброй. 
Для того чтобы описать отождествление алгебр End(V) и Mn(k), 
введем понятие изоморфизма алгебр. 
Определение 3.1. Говорят, что k-алгебры A и B изоморфны, если 
существует биекция ϕ  алгебры A на алгебру B такая, что для 
Aaa ∈∀ 21 , , k∈∀ 21,αα  
)()()( 22112211 aaaa ϕαϕαααϕ +=+ , )()()( 2121 aaaa ϕϕϕ = . (1). 
Теорема 3.1. Пусть >=< neeV ,...,1  - линейное пространство над по-
лем k с фиксированным базисом. Тогда отображение ϕϕ A→  задает 
изоморфизм k-алгебр End(V) и Mn(k). 
Доказательство. В силу теоремы 2.1. отображение ϕϕ A→  яв-
ляется биекцией k-алгебр End(V) и Mn(k). Для проверки соотноше-
ний (1) заметим, что n-мерное пространство V изоморфно простран-
ству строк (или столбцов) длины n . Поэтому, отождествляя вектора 
∑
=
=
n
i
iiexx
1
 и 
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
=
nx
x
x M
1
, можем записать, что xAx ϕϕ =)( , где  
∑ ∑∑ ∑∑
= == ==
⎟⎠
⎞⎜⎝
⎛==⎟⎠
⎞⎜⎝
⎛=
n
j
ji
n
i
ji
n
i
j
n
j
jii
n
i
ii exaeaxexx
1 11 11
)( ϕϕ , 
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⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
=
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
=
nn y
y
x
x
AxA MM
11
ϕϕ , ∑
=
=
n
i
ijij xay
1
 
(здесь )( rsaA =ϕ ). Тогда )()()()())(()( xAxAxxxxA ψϕψϕ ψϕψϕ +=+=+=+ , 
Vx∈∀ , ψϕψϕ AA +→+ . Соответственно, 
)())(())(()( xAxxxA ϕλϕ λϕλλϕ === , Vx∈∀ , т.е. ϕλλϕ A→ . 
    Наконец, 
=⎟⎟⎠
⎞
⎜⎜⎝
⎛=== ∑∑
= =
n
j
ji
n
i
ji exbxxxA
1 1
))(())(()( ϕψϕϕψϕψ ∑∑∑∑∑
== == =
=
n
k
kkj
n
j
i
n
i
jij
n
j
i
n
i
ji eaxbexb
11 11 1
)(ϕ
( )xAAexba kn
k
i
n
i
n
j
jikj ψϕ=⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛= ∑ ∑ ∑
= = =1 1 1
, Vx∈∀ (здесь ( )rsbA =ψ ), т.е. ψϕϕψ AA→ . 
 
4. Инвариантные подпространства и собственные 
векторы 
 
Определение 4.1. Подпространство U  пространства V  называ-
ется инвариантным относительно оператора ( )VEnd∈ϕ , если 
UU ⊆ϕ . Обозначим через U|φ  ограничение линейного оператора φ  
на подпространство U , а через 
U
A |φ  его матрицу. 
 
Если mee ,...,1  базис пространства U , то, дополняя его до базиса 
nm eee ,...,,...,1  пространства V , получим, что матрица ϕA  линейного 
оператора ϕ  в этом базисе имеет вид: 
⎥⎦
⎤⎢⎣
⎡=
B
CA
A u
0ϕ
, 
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где 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
==
mmm
m
u
aa
aa
AA
U
...
..........
...
1
111
|ϕ  - матрица ограничения линейного операто-
ра ϕ  на подпространство U , а BC,  - некоторые матрицы с коэффи-
циентами из k  размеров ( )mnm −×  и  ( ) ( )mnmn −×−  соответственно. 
Если у инвариантного подпространства U  существует дополни-
тельное инвариантное подпространство W , т.е WUV ⊕=  и WW ⊆ϕ , 
то матрица оператора ( )VEnd∈ϕ  имеет вид: 
⎥⎦
⎤⎢⎣
⎡=
w
u
A
A
A
0
0
ϕ , 
 где 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
mmm
m
u
aa
aa
A
...
..........
...
1
111
 и 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
+
+++
nnmn
nmmm
w
aa
aa
A
,1,
,11,1
...
.....................
...
 - матрицы ограничения ли-
нейного оператора ϕ  на подпространства U  и W . В этом случае го-
ворят о прямой сумме операторов wu ϕϕϕ ⊕=  и прямой сумме мат-
риц wu AAA ⊕= , соответствующих разложению WUV ⊕=  в прямую 
сумму подпространств. 
Матрица линейного оператора приобретает совсем простой вид 
(является диагональной), если найдутся n одномерных инвариант-
ных подпространств iU таких, что i
n
i
UV
1=
⊕= , Vn dim= . 
Такие подпространства выделяются специальным определением. 
Определение 4.2. Вектор 0, ≠∈ vVv  называется собственным 
вектором оператора ( )VEndk∈ϕ , если для некоторого k∈λ  выпол-
няется соотношение vv λϕ = . Скаляр λ  называют собственным 
значением оператора ϕ . 
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Зафиксируем некоторый базис nee ...1  пространства V . Пусть 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
nnn
n
aa
aa
A
...
...........
...
1
111
ϕ матрица оператора ϕ  в этом базисе, а i
n
i
iexv ∑
=
=
1
 - раз-
ложение вектора v  по этому базису. Тогда, используя отождествле-
ние вектора i
n
i
iexv ∑
=
=
1
, со столбцами 
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
nx
x
M
1
, из его координат, условие 
kvv ∈= 00 ,λλϕ  можно переписать как vvA 0λϕ =  или ( ) 00 =− vEA λϕ , где 
E  - единичная матрица. В координатной форме последнее соотно-
шение приобретает вид: 
0
...00
0...0
0...0
...
...........
... 1
0
0
0
1
111
=
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
⎟⎟
⎟
⎠
⎞
⎜⎜
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⎝
⎛
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
nnnn
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x
aa
aa
M
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    Или  
( )
( )
( ) 0...
0...
0...
02211
22022121
12121011
=−+++
=++−+
=+++−
nnnnn
nn
nn
xaxaxa
xaxaxa
xaxaxa
λ
λ
λ
KKKKKKKKKKKKKK .                        (1) 
Так как 0
1
≠= ∑
=
i
n
i
iexv , т.е. система имеет ненулевое решение, то 
00 =− EA λϕ . Уравнение 0=− EA λϕ называют характеристическим 
уравнением оператора ϕ , а многочлен EA λϕ −  называется характе-
ристическим многочленом. Полученный факт означает, что собст-
венное значение любого линейного оператора является корнем его 
характеристического многочлена (или для краткости – характери-
стическим корнем). 
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Обратно, пусть 0λ  - характеристический корень оператора ϕ , то 
есть 00 =− EA λϕ . Тогда система (1) имеет ненулевое решение 
0
1
≠= ∑
=
i
n
i
iexv . Переходя к матричной форме, получим vvA 0λϕ = . 
Если nee ',...,'1 другой базис пространства V , а T  - матрица перехода 
от первого базиса ко второму, то матрица 'ϕA  линейного оператора 
ϕ  в новом базисе, как было отмечено ранее, выражается через ϕA  
формулой: TATA ϕϕ 1' −= . Тогда 
EATEATETTTATEA λλλλ ϕϕϕϕ −=−=−=− −−− 111' , то есть характери-
стические многочлены подобных матриц совпадают и приведенное 
выше определение характеристического многочлена линейного опе-
ратора корректно. Приведенные рассуждения доказывают следую-
щее утверждение: 
 
Предложение 4.1. Пусть )(VEndk∈φ . Тогда корни характеристи-
ческого многочлена оператора φ , принадлежащие полю k , и только 
они являются собственными значениями этого оператора. 
Заметим, что существование собственного вектора существенно 
зависит от основного поля k . Например, если Rk =  - поле действи-
тельных чисел, а ϕ  - оператор поворота векторов из 2R  на угол 
)0( ≠αα , то в этом случае собственных векторов у ϕ нет. Напротив, 
если Ck =  - поле комплексных чисел, то характеристический мно-
гочлен в этом случае обязательно имеет корень, принадлежащий C . 
Поэтому система (1) имеет хотя бы одно ненулевое решение, то есть 
оператор ϕ  имеет собственный вектор. 
Рассмотрим одно достаточное условие, при выполнении которого 
матрица линейного оператора имеет диагональный вид. 
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Теорема 4.2. Если оператор ( )VEndk∈ϕ  имеет Vn kdim=  различ-
ных собственных значений, принадлежащих полю k , то существу-
ет базис пространства V , в котором матрица ϕA этого оператора 
имеет вид: 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
n
A
λ
λ
λ
ϕ
...00
0...0
0...0
2
1
. 
Доказательство. Как видно из предыдущих рассуждений, ка-
ждому собственному значению отвечает хотя бы один ненулевой 
собственный вектор. Поэтому для доказательства теоремы доста-
точно проверить, что набор из собственных векторов, отвечающих 
различным собственным значениям, линейно независим. 
Доказательство этого факта проведем индукцией по количеству 
векторов t в этом наборе. 
При t=1 утверждение очевидно. Пусть оно справедливо при любых 
s≤t . Докажем его при t=s+1. Предположим противное, то есть для 
некоторого набора собственных векторов 11,..., +svv  с собственными 
значениями jis k λλλλ ≠∈+ ,,..., 11 , когда ji ≠ , существует нетривиаль-
ная линейная зависимость: 0... 1111 =++ ++ ss vv αα . Применяя к этому 
соотношению оператор ϕ , получим 0... 111111 =++ +++ sss vv λαλα . Умно-
жая первое соотношение на 1+sλ  и вычитая из него второе, получим 
( ) ( ) 0... 11111 =−++− ++ sssss vv λλαλλα . Из линейной независимости векто-
ров svv ,...,1  и условий siis ,...,1,01 =≠−+ λλ  следует равенство нулю 
sααα ,...,, 21 . Тогда из соотношения ∑+
=
=
1
1
0
s
i
iivα  получается, что и 
01 =+sα , и мы приходим к противоречию с условием, что 
( ) ( )0,...,0,..., 11 ≠+sαα . 
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5. Сопряженное (двойственное) пространство 
 
Обозначим через *V совокупность линейных функций на простран-
стве V , то есть используя введенные ранее обозначения 
( )kVHomV k ,* = . Введем операции сложения и умножения на кон-
станты для элементов из *V  по правилу: ( )( ) ( ) ( )vgvfvgf +=+ , 
( )( ) ( )vfvf λλ = , kVgf ∈∈ λ,, * , Vv∈ . Легко проверить, что относитель-
но введенных операций множество *V  становится векторным про-
странством над полем k . Это пространство и называют сопряжен-
ным или двойственным к пространству V. 
Теорема 5.1. Пусть V  конечномерное линейное пространство над 
полем k . Тогда VV kk dimdim * = . 
 
Доказательство. Обозначим через n  размерность пространст-
ва V . Зафиксируем некоторый базис nee ,...,1  этого пространства. Т.к. 
любая линейная функция однозначно определяется своими значе-
ниями на базисе , то рассмотрим набор функций niVi ,...,1,* =∈λ , оп-
ределенных условиями:  
( ) ⎩⎨
⎧
≠
==
ji
ji
e ji ,0
,1λ . 
Тогда любая функция *V∈λ выражается через функции nii ,...,1, =λ  
по формуле ( ) in
i
ie λλλ ∑
=
=
1
. Действительно, для любого вектора 
Veav
n
i
ii ∈= ∑
=1
 имеем 
( ) ( )in
i
i
n
i
ii eaeav λλλ ∑∑
==
=⎟⎠
⎞⎜⎝
⎛=
11
, 
( ) ( ) ( ) ( ) ( ) ( ) ( ) jn
j
jij
n
i
i
n
j
jj
n
j
jj
n
j
j aeeaeveve ∑∑∑∑∑
=====
===
11111
)( λλλλλλλ .  
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То есть значения функций λ  и ( ) jn
j
je λλ∑
=1
 на любом векторе совпа-
дают, следовательно  
( ) jn
j
je λλλ ∑
=
=
1
. 
Проверим линейную независимость функций nii ,...,1, =λ . Если 
0
1
=∑
=
i
n
i
ia λ , то, вычисляя значение левой и правой части нашего ра-
венства на векторе je , имеем nja j ,...,1,0 == . Итак, функции 
nii ,...,1, =λ  образуют базис *V , то есть VV kk dimdim * = . 
Само название пространства *V , двойственного к V  и двойствен-
ных базисов nnee λλ ,...,,,..., 11  связано “двусторонней симметрией” ме-
ждуV и *V . Условимся временно вместо )(xf  писать ),( xf . Тем са-
мым определено отображение kVV →×* , линейное по каждому ар-
гументу: 
( ) ( ) ),(,, xgxfxgf βαβα +=+ , 
( ) ( ) ( ) kVyxVgfygxfyxf ∈∈∈+=+ βαβαβα ,,,,,,,,, * . 
Отображения kWV →×  с указанными свойствами принято назы-
вать билинейными. Пользуясь двойственными базисами и представ-
ляя через них элементы nneex αα ++= ...11 , nnf λβλβ ++= ...11 , легко 
вычислить значение  
....),()( 11 nnxfxf βαβα ++==  
Рассмотрим одну конструкцию, связанную с линейными операто-
рами в двойственном пространстве. При любом фиксированном 
элементе *Vf ∈  и )(VEndk∈ϕ  отображение ( ) )(,, VEndxfx k∈→ ϕϕ  
снова является элементом из *V , то есть линейной функцией: 
( )( ) ( ) ( )( ) ( )( ) ( )( ).,,,, yfxfyxfyxf ϕβϕαβϕαϕβαϕ +=+=+  
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Раз это так, то мы можем определить линейную функцию f*ϕ  на 
V  полагая  
( ) ( )xfxf
def
ϕϕ ,,* = .                              (5.1) 
 Соответствие ff ** : ϕϕ →  при переменной f  определяет линейное 
отображение ** VV → : 
=+=+ ))(,()),(( * xgfxgf ϕβαβαϕ  
=+=+= ),(),())(,())(,( ** xgxfxgxf ϕβϕαϕβϕα ),( ** xgf βϕαϕ +=  
т.е. )()()( *** gfgf βϕαϕβαϕ +=+ . Так что )( ** VEndk∈ϕ .  
Определение 5.1. Линейный оператор *ϕ  на *V , заданный соот-
ношеним (5.1), называют оператором, сопряженным к )(VEndk∈ϕ . 
Непосредственно из определения, легко вывести следующие 
свойства отображения *: ϕϕ →∗ : 00* = , 11* = , **)( αϕαϕ = , 
***)( ψϕψϕ +=+ , ***)( ϕψϕψ = , kVEndk ∈∈ αψϕ ),(, . 
Например, последнее соотношение доказывается так: 
),(),()(,())(,(),)(( **** xfxfxfxfxf ϕψψϕψϕϕψϕψ ==== . 
Чтобы задать оператор *ϕ  в матричном виде, естественно выбрать 
в V  и *V  двойственные базисы }{ ie , }{ iλ . Если ∑
=
=
n
k
kkjj eae
1
ϕ , то  
∑ ∑
= =
===
n
k
ij
n
k
ikkjkikjji aaeae
1 1
)(),( δλϕλ . 
Положив далее ∑
=
∗∗ =
n
k
kkii a
1
λλϕ , будем иметь 
∑
=
∗∗∗ ==
n
k
jijkkiji aeae
1
),(),( λλϕ . Т.к. в соответствии с (5.1) 
ijjiji aee == ),(),( * ϕλλϕ , то ijji aa =∗ . Следовательно, верна 
Теорема 5.2. Если в базисе }{ ie  пространства V линейный опера-
тор ϕ  имеет матрицу )( ijaAA ==ϕ , то в дуальном базисе }{ iλ  про-
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странства *V  сопряженный оператор *ϕ  имеет транспонирован-
ную матрицу )( *** ijt aAAA === ϕ . 
Содержательным примером использования понятия сопряженного 
оператора является следующее утверждение. 
Теорема 5.3. Всякий комплексный линейный оператор )(VEndC∈ϕ  
на конечномерном векторном пространстве V обладает инвари-
антной гиперплоскостью (или )1( −n -мерным-инвариантным под-
пространством). 
Доказательство. Пусть nVC =dim . Для любой ненулевой ли-
нейной функции f  на V , 1dim −= nKerfk . Из замечания к теореме 
4.1 следует, что у комплексного линейного оператора обязательно 
есть хотя бы один собственный вектор. Пусть *Vf ∈  собственный 
вектор оператора *ϕ , отвечающий собственному значению λ . Тогда, 
используя определяющее соотношение (5.1), для любого вектора 
Kerfx∈  имеем: ))(,(),(),(),(0 * xfxfxfxf ϕϕλλ ==== , т.е. Kerfx ∈)(ϕ . 
Это означает, что Kerf  — инвариантное подпространство. Теорема 
доказана. 
6. Триангулизация линейного оператора и теорема Га-
мильтона-Кэли 
 
Триангулизацией линейного оператора называют выбор такого ба-
зиса в пространстве, где действует этот оператор, что матрица опе-
ратора имеет треугольный вид. Т.е. все элементы матрицы, распо-
ложенные выше или ниже главной диагонали, нулевые. 
Теорема 6.1. Для любого линейного оператора ∈ϕ EndC(V), дейст-
вующего в конечномерном комплексном пространстве V существу-
ет базис, в котором матрица оператора Aφ  имеет треугольный 
вид. 
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Доказательство. Доказательство проведем индукцией по раз-
мерности пространства V.  Если 1dim =VC , то утверждение триви-
ально. Предположим, что теорема справедлива для любого про-
странства V, размерность которого n< , и рассмотрим пространство 
V,  nVC =dim . По теореме 5.3 в пространстве V существует подпро-
странство U , 1dim −= nUc  и UU ⊆ϕ . По предположению индукции в 
подпространстве U  существует базис nvv ,...,2  такой, что матрица ог-
раничения линейного оператора ϕ  на подпространстве U  имеет 
вид: 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
nnnn aaa
aa
a
A
K
MMM
K
K
32
3332
22
0
00
ϕ , 
т.е. ∑
+=
+=
n
ij
jjiiiii vavav
1
ϕ , ni ,...,2= . Дополним базис подпространства 
U  до базиса nvvvV ,...,,: 21 . Т.к. ∑
=
=
n
j
jj vav
1
11ϕ , то матрица оператора ϕA  
равна 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
nnnn aaa
aa
a
K
MMM
K
K
21
2221
11
0
00
. 
Теорема доказана. 
 
Т.к. характеристический многочлен || EA λ−  треугольной матрицы 
равен ∏
=
−
n
i
iia
1
)( λ , то диагональные элементы iia  этой матрицы сов-
падают с корнями характеристического многочлена. 
Обозначим через )(λχ A  характеристический многочлен матрицы 
A , а через )(λχϕ  характеристический многочлен оператора ϕ .  
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Теорема 6.2. (Гамильтона-Кэли) Линейный оператор ϕ  (и соот-
ветствующая ему матрица) аннулирует свой характеристический 
многочлен )(λχϕ , т.е. 0)( =ϕχϕ  (соответственно, 0)( =AAχ ). 
Доказательство. В силу теоремы 6.1 в пространстве V  суще-
ствует базис nvv ,...,1 , Vn kdim= , что ∑
+=
+=
n
ij
jjiiii vavv
1
λϕ , ni ,...,1= , где  
nii ,...,1, =λ  собственные значения оператора ϕ . Обозначим через 
>=< nii vvV ,..., , ni ,...,1=  линейную оболочку соответствующих 1+− in  
вектора. Тогда 1)( +⊆− iii VVEλϕ , ni ,...,1= , где полагаем, 01 =+nV , E -
тождественный оператор. 
Т.к. ∏
=
−=
n
i
i
1
)()( λλλχϕ , то  
VEV
n
i
i ⎟⎟⎠
⎞⎜⎜⎝
⎛ −= ∏
=1
)()( λϕϕχϕ ⊂−−= 11 ))...(( VEEn λϕλϕ ⊆−−⊂ 22 ))...(( VEEn λϕλϕ
0)(... =−⊆ nn VEλϕ . 
Т.е. 0)( =ϕχϕ . Теорема доказана. 
7. Факторпространства и фактороператоры 
 
Для любого подпространства U  в пространстве V  дополнительное 
подпространство W  такое, что WUV ⊕=  определяется неоднознач-
но. Но все они естественным образом изоморфны одному простран-
ству, которое однозначно определяется по U  и V . 
Множество },{ UyyxUx ∈+=+  называется смежным классом, век-
тор x  - представителем этого смежного класса. Если 
)'()(0 UxUxz +∩+∈≠ , то '' yxyxz +=+= , Uyy ∈', . Поэтому 
Uxyyxx +∈−+= ''' , т.е. UxUx +⊂+ ' . Аналогично Uxyyxx +∈−+= '' , т.е. 
UxUx +⊂+' . Следовательно, UxUx +=+ ' . Итак, два смежных класса 
либо не пересекаются, либо совпадают. При фиксированном U  по-
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ложим Uxx += . Каждый вектор v  из V  принадлежит ровно одному 
смежному классу. Обозначим через U
VV =  множество всех классов 
},{ VvUv ∈+ . На этом множестве можно ввести структуру векторного 
пространства следующим образом: yxyx +=+  или 
UyxUyUx ++=+++ )()()(  xx αα =  или UxUx +=+ αα )( , Vyx ∈, , k∈α . 
Проверим корректность этих определений. Пусть UxUx +=+ ' , 
UyUy +=+ ' . Тогда 
UyxUyUx ++=+++ )''()'()'( . 
 Но uxx +=' , uyy ~' += , т.е. UyxUuuyxUyx ++=++++=++ ~)''( . 
Аналогично: UxUuxUxUx +=++=+=+ αααα )(')'( . 
Выполнимость условий коммутативности и ассоциативности сло-
жения в V , а также ассоциативности и дистрибутивности умноже-
ния легко следует из соответствующих условий для представителей 
в пространстве V . Нейтральным элементом в множестве V  является 
класс UU =+0 , а противоположным для Ux +  будет Ux +− . Таким 
образом, все аксиомы векторного пространства в V  выполнены. Это 
пространство  и принято называть факторпространством простран-
ства V  по подпространству U . 
Пример. Пусть 2RV = , 1RU = . Тогда каждый класс 1Rx +  есть со-
вокупность векторов, концы которых лежат на прямой параллель-
ной прямой 1RU = . Т.е. 
 
Если 1RW =  некоторое дополнительное подпространство в 2R , то 
пересечение прямых Ux +  и W  определяет вектор wx , который 
можно взять в качестве представителя класса Ux + . 
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Тогда  соответствие Uxx ww +→  определяет изоморфизм между 
подпространством W  и факторпространством U
V . 
Обобщением этого примера является следующая 
Теорема 7.1. Пусть WUV ⊕=  - прямая сумма подпространств 
VWU ⊂, . Тогда отображение Uww +→:ϕ  является изоморфизмом 
между пространствами W  и U
V . 
Доказательство. Во-первых, отметим, что ϕ  — линейное 
отображение. Действительно, 
=+++=++=+ )()()()( 221122112211 UwUwUwwww ααααααϕ  
)()()()( 22112211 wwUwUw ϕαϕααα +=+++= . 
Во-вторых, ϕ -сюрьекция. Ибо для любого класса UVUv ∈+  име-
ем: UwUuwUv +=++=+ )( , где uw +  - разложение вектора v . Сле-
довательно, UvUww +=+=)(ϕ . 
Наконец, если 0)( =wϕ , то UUw =+ , т.е. Uw∈ . Но 0=∩UW  и по-
тому 0=w . Это доказывает, что отображениеϕ  инъективно. 
Линейность и биективность ϕ  означает, что ϕ  - изоморфизм. 
Следствие 7.1.  UVU
V dimdimdim −= . 
Доказательство. По теореме 7.4 главы 1 для подпространства 
U в пространстве V  существует дополнительное подпространство W 
такое, что WUV ⊕= . Тогда UVW dimdimdim −= . Но, по доказанной 
теореме, U
VW =~ . Следовательно, UVWUV dimdimdimdim −== .  
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Пусть VEndk∈ϕ , U  - инвариантное относительно оператора ϕ  
подпространство в V . Определим фактороператор UVEndk /∈ϕ  по 
формуле: ( ) UvUv +=+ ϕϕ  или )()( vv ϕϕ = . Если UvUv +=+′ , то 
( ) UvUv +′=+′ ϕϕ . Но uvv +=′ , значит uvv ϕϕϕ +=′ . Поэтому, 
( ) UvUuvUv +=++=+′ ϕϕϕϕ . Это доказывает корректность опреде-
ления фактороператора. 
Зафиксируем в подпространстве U  некоторый базис mee ,...,1  и до-
полним его до базиса nm eee ,...,,...,1  всего пространства. Тогда 
WUV ⊕= , где meeU ,...,1= , nm eeW ,...,1+= . Так как UVW /≅ , то 
UeeUee nnmm +=+= ++ ,...,11  - базис факторпространства. Из определе-
ния фактороператора получаем: 
∑∑
+==
===
n
mi
iij
n
i
iijjj eaeaee
11
ϕϕ . 
Следовательно, матрица ϕA  этого линейного оператора в базисе 
nee ,...,1  представляется в виде: ⎥⎦
⎤⎢⎣
⎡
2
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0 A
AA , где 1A  - матрица ограниче-
ния оператора ϕ  на подпространство U , 2A  - матрица факторопера-
тора ϕ , действующего в факторпространстве ./UV  Используя вид 
матрицы ϕA , имеем: 2211 EAEAEA λλλϕ −−=− , где iE  - единичные 
матрицы размеров mm ×  и ( ) ( )mnmn −×− . Таким образом, характе-
ристический многочлен оператора ϕ  равен произведению характе-
ристического многочлена ограничения этого оператора на подпро-
странство U  и характеристического многочлена фактороператора. 
 
8. Корневое подпространство 
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Определение 8.1. Множество векторов Vλ = {v ∈ V, ( ) 0=− vsλϕ  для 
некоторого s} называется корневым подпространством оператора 
( )VEndk∈ϕ , соответствующим характеристическому корню k∈λ . 
(Здесь и ниже: E⋅−=− λϕλϕ ) 
В том, что λV  – подпространство нас убеждает легкая проверка. 
Если, например, λVvu ∈, , причем ( ) 0=− usλϕ , ( ) 0=− vrλϕ , 
),max( rst = , то ( ) ( ) ( ) ( ) 0=−+−=+− vuvu ttt λϕβλϕαβαλϕ . 
Откуда λβα Vvu ∈+  при любых k∈,,βα . Заметим, что 0≠λV , так как 
собственные векторы оператора ϕ , отвечающие собственному зна-
чению k∈λ , принадлежат λV . Если размерность пространства V  
равна n , то, как следует из определения λV , характеристический 
многочлен 
λϕ Vf |  ограничения λϕ V|  оператора ϕ  на подпространстве 
λV  равен ( ) nVrx kr ≤=− λλ dim, . Действительно, если 1dim =λV , то 
( ){ }0,1, =−== vvVV λϕλλ  и характеристический многочлен )(| xf Vλϕ  ог-
раничения оператора ϕ  на подпространство λV  равен λ−x . Пусть 
для корневых пространств размерности меньшей чем r  утвержде-
ние справедливо и рассмотрим корневое подпространство 
rVV =λλ dim, . Так как подпространство собственных векторов 1,λV  ин-
вариантно относительно ϕ , то можно определить фактороператор ϕ  
на факторпространстве 1,/ λVVV = . Тогда подпространство 
1,/ λλλ VVV =  в V  совпадает с корневым подпространством оператора 
ϕ , отвечающим значению λ . Действительно, по определению  
{ } ( ){ }0,,1, =−=∈+== vvVvVvvV tλϕλλλ . 
Поэтому ( ){ } )(0| ϕλϕ λλ VvVvV t ==−∈⊂ . С другой стороны, из соот-
ношения ( ) 0=− vtλϕ  следует, что ( ) 1,λλϕ Vvt ∈− , то есть 
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( ) 01 =− + vtλϕ , и значит ( ) λλ ϕ VV ⊂ . Так как rVV =< λλ dimdim , то, по 
предположению индукции, характеристический многочлен )(| xf Vλϕ  
ограничения фактороператора ϕ  на подпространство ( )ϕλλ VV =  ра-
вен ( ) λλ Vsx s dim, =− . Используя замечание из конца предыдущего 
параграфа, имеем: =)(| xf Vλϕ )(| xf Vλϕ  
fφ| λv (x)= ( ) ( ) 1,1, /dim,dim, λλλλλ VVsVqxx sq ==−− =r-q. То есть 
( ) ( )rxxf
V
λ
λϕ −=| . В частности, ( ){ }.0, =−∈= vVvV rλϕλ . 
Из доказанного результата следует, что Vλ={v∈V, (φ-λ)n (v)=0}, 
n=dimV. Действительно, {v∈ V, (φ-λ)r (v)=0, r=dimVλ} ⊂{v∈ V, (φ-λ)n 
(v)=0, n=dimV} λV⊆ . 
Теорема 8.1. Пусть ( ) nVVEnd CC =∈ dim,ϕ  и 
( ) ( ) jixxf ji
ns
i
i
i
≠≠−=∏
=
,,
1
λλλϕ  - характеристический многочлен опе-
ратора ϕ . Тогда 
s
VVV λλ ⊕⊕= ...1  - прямая сумма корневых подпро-
странств 
i
Vλ , причем iC nV i =λdim . 
Доказательство. Ни один из множителей ( )ix λ−  не может 
быть делителем одновременно всех многочленов 
( ) ( ) sixxf jn
ij
ji ,...,1, =−=∏
≠
λ , и поэтому ( ) ( )( ) 1,...,1 =xfxfHOD s . Найдутся, 
стало быть, многочлены ( ) ( ) [ ]xCxhxh s ∈,...,1 , для которых  
( ) ( )∑
=
=
s
i
ii xhxf
1
1                                (8.1). 
Подпространства ( ) ( ) ( ) ( ){ } siVvvhfVhfW iiiii ,...,1,, =∈== ϕϕϕϕ  инвари-
антны относительно ϕ : 
( ) ( ) == VhfW iii ϕϕϕϕ ( ) ( ) ( ) ( ) iiiii WVhfVhf =⊆ ϕϕϕϕϕ . Кроме того, 
( ) ( ) ( ) 0==− VhfWE iini i ϕϕλϕ ϕ , так как по теореме Гамильтона-Кэли 
( ) 0=Vf ϕϕ . Поэтому 
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i
VWi λ⊂                                       (8.2) 
Подставляя в соотношении (8.1) вместо переменной x  оператор ϕ , 
получим:  
( ) ( )∑
=
=
s
i
ii hfE
1
ϕϕ . 
Тогда ( ) ( ) ∑∑
==
=⎟⎠
⎞⎜⎝
⎛=
s
i
i
s
i
ii WVhfV
11
ϕϕ . Ввиду включения  (8.2) имеем: 
∑
=
=
s
i
i
VV
1
λ . 
Обозначим через ∑
≠
=
ji
i j
VV λ . Если iVVv i ∩∈ λ , то ( ) 0=− vE niλϕ . А так 
как ,∑
≠
=
ji
jvv jVv j λ∈  и ( ) 0=− jnj vEλϕ , то и ( ) 0=⎟⎟⎠
⎞
⎜⎜⎝
⎛ −∏
≠
vE
ji
n
jλϕ . 
Из взаимной простоты многочленов ( )nix λ−  и ( ) ( )∏
≠
−=
ji
n
jxxc λ  сле-
дует существование многочленов ( )xa  и ( )xb , для которых 
( )( ) ( ) ( ) 1=+− xcxbxxa niλ . 
Используя это соотношение, имеем: 
( )( ) ( ) ( ) 0=−+−= ∏
≠
vEbvEav n
ji
j
n
i λϕϕλϕϕ , то есть пространства iVλ  и 
∑
≠
=
ij
i j
VV λ  не пересекаются. Значит, sVVV λλ ⊕⊕= ...1 . 
В базисе, являющемся объединением базисов пространств 
i
Vλ , опе-
ратор ϕ  имеет матрицу 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
sA
A
A
A
0
0
2
1
Oϕ , 
где iA  - матрица порядка iVni λdim=′ с единственным собственным 
значением iλ  и характеристическим многочленом ( ) ( ) ii niA xxf ′−= λ . 
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Поэтому ( ) ( ) ( ) ins
i
iA xxfxf
′
=
∏ −==
1
λϕϕ . С другой стороны, по условию 
( ) ( ) ins
i
ixxf ∏
=
−=
1
λϕ . Следовательно, sinn ii ,...,1, ==′ . 
Итак, мы доказали, что пространство V есть прямая сумма корне-
вых подпространств 
i
Vλ  оператора ϕ  и размерность каждого корне-
вого подпространства 
i
Vλ  равна кратности характеристического 
корня iλ . 
 
9. Жорданова нормальная форма 
 
Определение 9.1. Матрица, имеющая вид: 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
sA
A
A
A O0
02
1
, где 
⎥⎥
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢
⎣
⎡
=
i
i
i
i
i
iA
λ
λ
λ
λ
λ
1000
0000
0010
0001
0000
L
L
LLLL
L
L
L
 
или ][ iiA λ= , называется жордановой. 
Если ϕAA =  - матрица некоторого линейного оператора ϕ , то базис 
в котором его матрица ϕA  имеет вышеприведенный вид, называется 
жордановым базисом.  
Теорема 9.1. Пусть ( )VEndk∈ϕ , и все его характеристические 
корни sλλ ,...,1  принадлежат полю k . Тогда в пространстве V суще-
ствует жорданов базис оператора ϕ , т.е. базис, в котором его 
матрица ϕA  - жорданова. 
Доказательство. Теорема 8.1. позволяет свести ситуацию к 
рассмотрению оператора с единственным собственным значением, 
то есть к корневому пространству. Заменяя оператор ϕ  на Eiλϕ − , 
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получим, что достаточно рассмотреть корневое пространство, отве-
чающее нулевому собственному значению. 
Если жорданов базис nee ,...,1 уже построен, то действие оператора 
ϕ  (в силу определения 9.1) имеет вид: 
000 κκ
1κ1κκ1κ
323κ2κ32
212κ1κ21
===
===
===
===
+
−++−+−
++++
++++
ns
ntrss
rr
rr
eee
eeeeee
eeeeee
eeeeee
ϕϕϕ
ϕϕϕ
ϕϕϕ
ϕϕϕ
K
K
KKKK
K
K
 
То есть базис разбивается на несколько групп, в каждой из кото-
рых оператор ϕ  переводит вектор ie  кроме последнего в следующий 
вектор 1+ie , а последний вектор каждой группы в нулевой. Изобра-
зим эту ситуацию следующей диаграммой: 
:D  
•
•
•
•
•
•
•
•
•••
•
•
•
•
•
↓↓↓↓
↓↓↓
↓↓
MMM
L
L
. 
Точки каждого столбика этой диаграммы обозначают вектора 
mmm eee m
1κ,...,, −ϕϕ , а стрелки показывают действие оператора ϕ  на со-
ответствующих векторах. (Все вектора из нижнего этажа диаграммы 
переводятся в нулевой вектор).  Доказательство теоремы будем вес-
ти индукцией, по размерности пространства V. 
Если 1dim =Vk , то 1eV = , 11 ee αϕ = . Но V  - корневое пространство, 
отвечающее нулевому собственному значению, то есть 01κ =eϕ , для 
некоторого κ . Значит 0=α  и [ ]0=ϕA , то есть 1e  - жорданов базис. 
Пусть для любого корневого пространства размерности меньше n  
утверждение справедливо. Рассмотрим пространство V, nV =kdim и 
для любого Vv∈ , 0t =vϕ  для некоторого t . Обозначим через 0V  под-
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пространство собственных векторов пространства V , то есть 
{ }0,0 =∈= vVvV ϕ . Так как 00 VV ⊆ϕ , то можно определить факторопе-
ратор ϕ , действующий на факторпространстве 0/VVV = . Для любо-
го вектора v  из факторпространства V  выполняется соотношение 
0=vtϕ , для некоторого t , а VV kk dimdim < . Поэтому, по предполо-
жению индукции в пространстве V  существует жорданов базис, ко-
торому отвечает диаграмма D . 
 
 
 
Пусть pm eee ,...,,...,1  вектора, отвечающие верхним точкам каждого 
столбца диаграммы D , а pm eee ,...,,...,1  - представители соответствую-
щих классов. Т.к. 0,...,0,...,0 t1t1 === pm eee m ϕϕϕ , то 
0,...,0,...,0 21t1
1t1 === ++ pm eee m ϕϕϕ  в силу принадлежности векторов 
pm eee m ϕϕϕ ,...,,..., t1t1  подпространству 0V . Обозначим через U  линей-
ную оболочку векторов pm eee m ϕϕϕ ,...,,..., t1t1 , а через W  подпростран-
ство в 0V  дополнительное к U , т.е. WUV ⊕=0 . Пусть seee ++ ααα ,...,, 1  - 
базис подпространства W . Обозначим через D  диаграмму: 
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Если мы проверим, что вектора, отвечающие точкам этой диа-
граммы, образуют базис пространства V , то по построению это бу-
дет жорданов базис. 
Пусть Vv∈ , тогда 
0V
VVv =∈  и, следовательно, 
kev ij
p
j i
j
i
ij
j
∈= ∑∑
=
−
=
λϕλ
1
1t
0
, . Тогда 0
1
1
0
Vev
p
j
t
i
j
i
ij
j
∈−∑∑
=
−
=
ϕλ , т.е. 
∑∑∑∑
=
+
==
−
=
+=−
s
q
qq
p
j
j
t
ij
p
j
t
i
j
i
ij eeev j
j
011
1
0
αγϕλϕλ , kq ∈γ  или ∑∑∑
=
+
= =
+=
s
q
qq
p
j
t
i
j
i
ij eev
j
01 0
αγϕλ . 
Итак, каждый вектор из V  является линейной комбинацией векто-
ров, отвечающих точкам диаграммы D. 
Для доказательства линейной независимости векторов 
},...,0,;t,...,0,,...,1,{ sqeipje qjj
i === +αϕ  проверим вначале независимость 
векторов нижнего этажа диаграммы D, т.е. 
},...,0,;,...,1,{ sqepje qj
t j == +αϕ . 
Т.к. WUV ⊕=0 , а },...,0,{ ste t =+α  базис пространства W , то достаточ-
но проверить линейную независимость образующих пространства 
U , т.е. },...,1,{ t jj pjej =ϕ .  
Предположим, что существует набор ),...,( 1 pββ , ki ∈β  такой что 
∑
=
=
p
j
jj ej
1
t 0ϕβ . По построению каждое 1t ≥j . Поэтому ∑
=
− =
p
j
j
t
j ej
1
1 0ϕβϕ , 
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т.е. Ue
p
j
j
t
j
j ∈∑
=
−
1
1ϕβ . Значит ∑
=
− =
p
j
j
t
j ej
1
1 0ϕβ . Но вектора jt ej 1−ϕ , pj ,...,1=  
входят в базис факторпространства V  (им отвечают точки нижнего 
этажа диаграммы D ), следовательно, все коэффициенты jβ  равны 
нулю, т.е. вектора j
t ejϕ , pj ,...,1=  линейно независимы. 
Пусть вектора, отвечающие точкам диаграммы D, линейно зависи-
мы: 0
01 0
=+∑∑∑
=
+
= =
s
q
qq
p
j
t
i
j
i
ij ee
j
αγϕλ . Обозначим через r  номер самого верх-
него этажа диаграммы D , перед векторами которого имеются нену-
левые коэффициенты. Применив к соотношению линейной зависи-
мости оператор 1−rϕ , получим ∑
=
+− =
p
j
j
t
jrt ejj
1
,1 0ϕλ , в котором по пред-
положению не все коэффициенты равны нулю. Но это противоречит 
линейной независимости векторов нижнего этажа. Теорема доказа-
на. 
 
Пример. Найти жорданову нормальную форму оператора ϕ , в 
пространстве >=< 4321 ,,, eeeeV , заданного матрицей: 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
−
−
−−
−
=
1011
0111
1121
1110
ϕA  
     Здесь и далее жордановой нормальной формы оператора ϕ  бу-
дем называть матрицу этого оператора в жордановом базисе. 
=
−− −−
−−− −−=−
λλ
λλλϕ
1011
0111
1121
111
EA =
−−−−
−−− −−
λλ λ
λλ
1100
0111
1121
111
=
−−−
−−−=
λλ
λλ
1000
0111
1021
101
=−− −−
−− λλ
λλ
111
021
01
)1( =−−−−= λλλ 21 1)1( 2 4)1( −λ  
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Характеристические корни 14321 ==== λλλλ . Собственные вектора 
находятся из системы: 
⎩⎨
⎧
=+−
=+−+−
0
0
21
4321
xx
xxxx  
Пространство собственных векторов }0)1{( =−= vU ϕ  имеет базис: 
)1,1,0,0(),0,0,1,1( 21 == ff  
Добавляя к векторам 21, ff  вектора )0,0,0,1(1 =e , )0,0,1,0(2 =e , 
)0,1,0,0(3 =e , )1,0,0,0(4 =e , находим, что базис пространства, содержа-
щий 21, ff , состоит из векторов 3121 ,,, eeff , а 112 efe −= , 324 efe −= . 
Обозначив 1e  через 3f , а 3e  через 4f , имеем 11 ff =ϕ , 22 ff =ϕ , 
3214323 fffeeef +−−=−−−=ϕ , 413214 ffeeef +−=+−−=ϕ . 
Базис факторпространства U
VV =  состоит из векторов 43 , ff  и мат-
рица фактороператора ϕ  в этом базисе имеет вид: ⎥⎦
⎤⎢⎣
⎡
10
01 . Т.е. 43 , ff  - 
жорданов базис с диаграммой •3: fD    4f•  для оператора E−ϕ . 
Тогда диаграмма D  для оператора E−ϕ  имеет вид:  
43
43
)()( fEfE
ff
−−
↓↓
ϕϕ
 
В соответствии с диаграммой D  жорданова форма оператора E−ϕ  
равна 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
0100
0000
0001
0000
, 
а оператора ϕ :  
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⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
1100
0100
0011
0001
ϕB . 
Кроме того, мы получили матрицу перехода T  к жорданову бази-
су, которая осуществляет подобие матриц ϕA  и ϕB , т.е. TATB ϕϕ 1−= ,  
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
−
−
−−
−−
=
0010
0110
1010
1011
T . 
Вопрос единственности жордановой формы решается с помощью 
формулы для количества жордановых клеток данного размера. 
Теорема 9.2. Пусть )( ji λκ  - количество жордановых клеток раз-
мера κ , отвечающих собственному значению jλ  матрицы A . Тогда 
)()(2)()( 11 jjjj rrri λλλλ κκκκ +− +−= , 1≥κ , где )( jtr λ  ранг матрицы 
t
j EA )( λ− , а nr j =)(0 λ , n  - размер матрицы A . 
Доказательство. Обозначим через J  жорданову нормальную 
форму оператора )(VEndk∈ϕ , заданного в некотором базисе матри-
цей A . Пусть T  матрица перехода от первоначального базиса к 
жорданову. Тогда ATTJ 1−=  и для любого λ  из k  
TEATEJ )(1 λλ −=− − . Более того TEATEJ ss )()( 1 λλ −=− − . Поэтому 
ранги матриц sEA )( λ−  и sEJ )( λ−  совпадают, т.е. формулу для )( ji λκ  
достаточно проверить для случая, когда )( jtr λ  ранг матрицы 
t
j EJ )( λ− . 
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Если 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
pB
B
B
B
0
0
2
1
O  блочнодиагональная матрица, то, оче-
видно, ∑
=
=
p
i
irBrB
1
 (Здесь и далее rC  - ранг матрицы C ). Следова-
тельно, для вычисления ранга матрицы tj EJ )( λ−  достаточно вычис-
лить ранг отдельного блока размера m :  
( )
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
−
−
−
=−
js
js
js
J jsm
λλ
λλ
λλ κ
κ λλ
100
001
000
L
LLLLL
L
L
. 
1) Если 0≠− js λλ , то ( ) mrJ jsm =− λλκ  для любого κ , так как 
( ) 0≠− jsmJ λλκ . 
2)  Пусть js λλ = . Тогда ( )
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
=
0010
1
000
000
0
L
OOO
OO
LLL
LLLLOL
LLL
κ
mJ , 
( ) mJm m ≥=−≤≤ κκ κ ,00,11 ,  где единицы стоят на к-той побочной диаго-
нали и их количество равно m-k, 1,...,1 −= mκ . Следовательно, 
( )
⎩⎨
⎧
≥
−≤≤−=
m
mm
rJm κ
κκκ
,0
11,
0 . 
В рекуррентной форме последнее соотношение примет вид: 
( ) ( ) mrJrJ mm ≤≤−= − κκκ 1,100 1 . Поэтому при переходе от ( ) 1−− κλ EJ j  к 
( )κλ EJ j−  ранг уменьшается на количество клеток, отвечающих зна-
чению jλ , размеры которых не меньше κ , то есть 
( ) ( ) ( ) ( ) ...11 −−−= +− jjjj iirr λλλλ κκκκ . В частности, при 1=κ  ранг EJ jλ−  
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меньше размера матрицы J  на величину, равную количеству всех 
клеток, отвечающих собственному значению jλ .  
Аналогично ( ) ( ) ( ) ( ) ...211 −−−= +++ jjjj iirr λλλλ κκκκ . 
Вычитая из первого соотношения второе, получим:  
( ) ( ) ( ) ( ) ( ).11 jjjjj irrrr λλλλλ κκκκκ −−=− −+ . 
Или ( ) ( ) ( ) ( )jjjj rrri λλλλ κκκκ 11 2 +− +−= . 
Следствие 9.3. Жорданова нормальная форма с точностью до пе-
рестановки жордановых клеток определяется однозначно. 
Пример. Пусть A матрица из предыдущего примера. Ее характе-
ристические корни 14321 ==== λλλλ . Вычисляем степени матрицы 
A–E: 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
−
−
−−
−−
=−
0011
0011
1111
1111
EA ,  ( ) ( ) 2,
0000
0000
0000
0000
2 ≥−=
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=− κκEAEA . 
Поэтому ( ) ( ) ( ) .2,01,01,21 21 ≥=== κκrrr  Следовательно, 
( ) ( ) ( ) 011241 211 =+−= rri , ( ) ( ) ( ) ( ) 211211 3212 =+−= rrri . Таким образом, 
жорданова форма состоит из двух жордановых клеток размера 2. 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
1100
0100
0011
0001
J . 
 
10. Минимальный многочлен матрицы 
 
Определение 10.1. Многочлен ( ) [ ]xkxf ∈  называется минимальным 
многочленом матрицы ( ) kaaA ijij ∈= , , если 
1) f(A) =0, то есть многочлен f(x) аннулируется матрицей A, 
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2) среди всех многочленов, удовлетворяющих условию 1, степень 
f(x) - минимальна, 
3) старший коэффициент многочлена f(x) равен 1. 
Предложение 10.1. Любой многочлен, аннулируемый матрицей A , 
делится на минимальный многочлен этой матрицы. 
Доказательство. Пусть ( )xAμ  — минимальный многочлен 
матрицы A , а ( ) [ ]xkxf ∈  такой, что ( ) 0=Af . Тогда существуют мно-
гочлены ( ) ( ) [ ]xkxrxq ∈, , что ( ) ( ) ( ) ( )xrxxqxf A += μ , причем либо ( ) 0=xr , 
либо ( ) ( )xxr Aμdegdeg < . 
Предположим, что ( ) 0≠xr . Тогда ( ) ( ) ( ) ( )ArAAqAf A += μ . Но 
( ) ( ) 0== AAf Aμ , то есть ( ) 0=Ar . Так как ( ) ( )xxr Aμdegdeg < , то полу-
чаем противоречие с минимальностью степени μA(x) . Следователь-
но, ( ) 0=xr  и )(xf  делится на μA(x). 
Следствие 10.1. Минимальный многочлен определен однозначно. 
 
Доказательство. Пусть ( )x1μ  и ( )x2μ  два минимальных много-
члена матрицы A. В силу п.2 определения 10.1 ( ) ( )xx 21 degdeg μμ = . 
Тогда из предложения 10.1 вытекает, что ( ) ( ) kccxcx ∈≠= ,0,21 μμ . На-
конец, сравнивая старшие коэффициенты в последнем равенстве, 
получим c=1. 
Лемма 10.2. Минимальные многочлены подобных матриц совпа-
дают. 
Доказательство. Пусть A  и B  две подобные матрицы, то есть 
0,1 ≠= − TBTTA . Обозначим через ( ) ∑
=
=
m
i
i
iA xax
0
μ  и ( ) ∑
=
=
n
i
i
iB xbx
0
μ  - ми-
нимальные многочлены этих матриц. Тогда  
( ) ( ) ( ) 01
0
1
0
1 ==⎟⎟⎠
⎞
⎜⎜⎝
⎛== −
=
−
=
− ∑∑ TBTTBbTTBTbA Bn
i
i
i
n
i
i
iB μμ . 
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В силу предложения 10.1 ( ) ( ) ( )xxqx AB μμ = . Аналогично, 
( ) ( ) ( )xxpx BA μμ = . То есть ( ) ( ) ( ) ( )xxpxqx BB μμ = . Отсюда ( ) ( ) kxpxq ∈ , а 
из сравнения старших коэффициентов следует, что ( ) ( ) 1== xpxq . 
Итак, ( ) ( )xx BA μμ = . 
 
Лемма 10.3. Если 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
sA
A
A
A
0
0
2
1
O  блочнодиагональная матри-
ца, то минимальный многочлен ( )xAμ  матрицы A  равен 
( ){ } ( )−xxxHOK
is AAA
μμμ ,)(,...,
1
минимальный многочлен матрицы iA . 
Доказательство. Если ( ) [ ]xkxf ∈  - произвольный многочлен, а 
A - блочнодиагональная матрица, указанная в лемме, то  
( )
( ) ( )
( )⎥
⎥⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
sAf
Af
Af
Af
0
0
2
1
O . 
Поэтому ( ) siAiA ,...,1,0 ==μ . По предложению 10.1 минимальный 
многочлен ( )xAμ  матрицы A  делится на каждый минимальный мно-
гочлен ( )x
iA
μ . Следовательно, он делится на их наименьшее общее 
кратное, обозначаемое в дальнейшем ( )xm . С другой стороны, 
( ) 0=iAm , так как ( ) ( )xmxiA |μ . Значит ( )
( )
( )
0
1
=
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
sAm
Am
Am O . 
Опять, используя предложение 10.1, имеем: ( ) ( )xmxA |μ . Рассуждая 
далее как в конце леммы 10.2, получим, что ( ) ( )xmxA =μ . 
 
57
  
Лемма 10.4. Если 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
λ
λλ
1000
0001
0000
L
LLL
L
L
A , то минимальный много-
член μA(x)  равен ( )mx λ− , где m – размер матрицы A. 
Доказательство. Как следует из вычислений в доказательстве 
теоремы 9.2 ( ) 0=− mEA λ . Поэтому ( ) ( )mA xx λμ −| . Но все делители 
многочлена ( )mx λ−  имеют вид ( ) mkx k ≤≤− 1,λ . Если 
( ) ( ) mtxx tA <−= ,λμ , то ( ) 0=− tEA λ . Это противоречит виду матрицы 
( )tEA λ− , которая равна  
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢
⎣
⎡
0100
0001
0000
0000
L
LLL
L
L
LLL
L
. 
Следовательно, ( ) ( )mA xx λμ −= . 
Теорема 10.5. Минимальный многочлен μA(x) матрицы A равен 
( )∏
=
−
s
i
m
i
ix
1
λ , где sλλ ,...,1  все различные собственные значения матри-
цы A, а mi – максимальный размер жордановой клетки, отвечающей 
собственному значению λi. 
Доказательство. В силу леммы 10.2 минимальный многочлен 
μA(x) матрицы A  совпадает с минимальным многочленом μJ(x) 
жордановой нормальной формы этой матрицы. Пусть ⎥⎥⎦
⎤
⎢⎢⎣
⎡
=
sJ
J
J O
1
, 
где tJ  - матрица, состоящая из блоков, отвечающих собственному 
значению tλ . Тогда по лемме 10.3 ( )xtJμ  есть наименьшее общее 
кратное минимальных многочленов ( ) ( )iti xx λμ −=  для каждого 
жорданова блока размерности i, то есть ( ) ( ) t
t
m
tJ xx λμ −= , где mt - 
размер максимального из таких блоков. 
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Так как ( ) ( )( ) ( ) is ms
i
i
m
s
m xxxHOK ∏
=
−=−−
1
1 ,...,1 λλλ , когда все iλ  различны, 
то ( ) ( )∏
=
−=
s
i
m
iJ
ixx
1
λμ . 
 
Пример. 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−−
−− −=
1011
0111
1121
1110
A . 
Ее жорданова форма, как следует из примера параграфа 9, равна  
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
1100
0100
0011
0001
. 
Следовательно, ( ) ( )21−= xxAμ . Действительно, как следует из вычис-
лений того же примера, (A – E)2=0 и легко заметить, что матрица A 
не может аннулировать многочлен первой степени, так как не явля-
ется скалярной. 
 
 
Глава 3. Векторные пространства со скалярным 
произведением 
1. Евклидовы пространства 
 
Как известно, в вещественном трехмерном пространстве скалярное 
произведение двух векторов определяется как произведение длин 
этих векторов на косинус угла между ними. Для вещественного 
пространства произвольной размерности, напротив, длину вектора и 
косинус угла между векторами определяют с помощью скалярного 
произведения. Рассмотрим эту процедуру подробно. 
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Определение 3.1.  Скалярным произведением на вещественном 
пространстве V называют отображение (· | ·) из декартова квад-
рата V×V в поле действительных чисел R, обладающее следующи-
ми свойствами:  
1. (x | y) = (y | x), x,y  ∈V 
2. ( ) ( ) ( ) VyxxRyxyxyxx ∈∈+=+ ,,,,,||| 212122112211 αααααα  
3. ( ) ,0| >xx  если Vxx ∈≠ ,0   
 
Примеры:  
1) Пусть V — n-мерное векторное пространство над R. Выберем 
некоторый базис nee ,...,1  из V. Пусть x=∑ =ni iiex1 , ∑== ni iieyy 1  - любые 
два вектора из V. Определим скалярное произведение x и y следую-
щей формулой: (x | y) =∑ =ni ii yx1 . Тогда  
                                 (y | x) = =∑ =ni ii xy1 ∑ =ni ii yx1 =(x | y), 
( ) ( ) =′′′′+′′=′′′′+′ ∑
=
iii
n
i
yxxyxx αααα
1
|' ∑
=
′′
n
i
ii yx
1
α ∑
=
′′′′+
n
i
ii yx
1
α ( )+′′= yx |α ( )yx |′′′′α ,   (x | 
x) =  0
1
2 >∑ =ni ix , так как все 02 ≥ix  и существует i0, для которого 00 ≠ix , 
если 0≠x . 
2) Пусть V=C[a,b] – пространство непрерывных функций на ин-
тервале [a,b]. Для любой пары функций f,g∈C[a,b] определим ото-
бражение ( ) ( ) ( )∫= b
a
dxxgxfgf | . Легко видеть, что свойства 2, 3 скаляр-
ного произведения вытекают из соответствующих свойств интегра-
ла, а свойство 1 следует из коммутативности произведения функ-
ций.  
Вещественное линейное пространство, снабженное скалярным 
произведением, будем называть евклидовым пространством. 
Введем понятие длины вектора. 
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Определение 3.2. Длиной вектора x из евклидова пространства V 
будем называть положительное действительное число ( )xx | , 
которое обозначим ||x||. 
Легко видеть, что Rxx ∈= λλλ , . Для проверки неравенства 
yxyx +≤+ , которое по аналогии с трехмерным случаем называ-
ется неравенством треугольника докажем следующую теорему. 
Теорема 3.1.(неравенство Коши-Буняковского) Для любых двух 
векторов x,y из евклидова пространства V справедливо неравенст-
во ( ) yxyx ≤| . 
Доказательство. Для любого ( ) 0|: ≥−−∈ yxyxR λλλ . Следо-
вательно, ( ) ( ) ( ) 0||2|2 ≥+− yyyxxx λλ . Но квадратный трехчлен при-
нимает только неотрицательные значения, если и только если его 
дискриминант ( ) ( )( ) 0||| 2 ≤−= yyxxyxD . Последнее неравенство 
равносильно сформулированной теореме. 
Заметим, что если ( ) yxyx =| , то D=0 и существует единственное 
вещественное λ0, для которого ( ) 0| 00 =−− yxyx λλ , то есть вектора x и 
y коллинеарны. Обратное также справедливо. То есть неравенство 
Коши-Буняковского для неколлинеарных векторов строгое, а для 
коллинеарных  превращается в равенство. 
Следствие 3.1. yxyx +≤+  
Доказательство. 
( ) ( ) ( ) ( )( )222
2
2
||2||
yxyyxx
yyyxxxyxyxyx
+=+⋅+≤
≤++=++=+  
Извлекая корень из левой и правой частей неравенства, имеем ут-
верждение следствия. Перепишем неравенство Коши-Буняковского 
следующим образом: 
( ) 1|1 ≤⋅≤− yx
yx . 
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Тогда, обозначая ( )
yx
yx
⋅
|  через ϕcos , будем называть ϕ  углом между 
векторами x  и y, считая, что πϕ ≤≤0 . 
 
Определение 3.3. Вектора x и y евклидова пространства V назы-
ваются ортогональными, если ( ) 0| =yx , то есть угол φ  между x и y 
равен 
2
π . 
2. Процесс ортогонализации 
 
При изучении метрических свойств трехмерного пространства 
обычно выбирают базис из трех взаимно ортогональных векторов 
единичной длины. Покажем, что в произвольном n-мерном евкли-
довом пространстве также существует аналогичный базис. 
Теорема 2.1. Пусть maaU ,...,1=  - ненулевое подпространство в 
евклидовом пространстве V. Тогда существуют ненулевые вектора 
msbb s ≤,,...,1  такие, что ( ) ,0| =ji bb  jisji ≠≤≤ ,,1 и sbbU ,...,1= . 
Доказательство. Так как 0≠U , то один из образующих 0≠ia . 
Меняя нумерацию, можно считать, что это 1a . В качестве вектора 
1b возьмем 1a . Следующий вектор 2b  ищем в виде: 12122 bab λ+= . Из 
условия ( ) 0| 12 =bb  получим: ( ) ( ) 0|| 112112 =+ bbba λ . Так как 01 ≠b , то 
( ) 0| 11 ≠bb , то есть ( )( )11
12
21 |
|
bb
ba−=λ . Если 02 ≠b , то 3b  ищем в виде 
23213133 bbab λλ ++= . Если 02 =b , то 3b  ищем в виде 13133 bab λ+= . Пусть 
уже найдены ненулевые взаимно ортогональные вектора tr bbb ,...,,1  за 
1−k  шаг. Тогда kb  ищем в виде 
trbbbab tktrkrkkk <<<++++= ...1,...11 λλλ . Из условий 
( ) { }trjbb jk ,...,,1,0| ∈=  находим  
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( )( )jj jkkj bb
ba
|
|−=λ . 
Подставляя эти значения в выражение для kb , вычисляем очеред-
ной вектор. Если он оказался нулевым, то при дальнейших построе-
ниях его не учитываем. Через m шагов мы получим s ≤ m ненуле-
вых, взаимно ортогональных векторов. Обозначим их sbbb ′′′ ,...,, 21 . Так 
как tktrkrkkk bbbba λλλ −−−−= ...11 , то sbbU ′′⊆ ,...,1 . С другой стороны, 
если уже известно, что Ubbb tr ∈,...,,1 , то из формулы для kb  следует, 
что и Ubk ∈ . Итак, sbbU ′′= ,...,1 . Заметим, что вектора sbb ′′,...,1  образу-
ют базис подпространства U . Действительно, если ∑
=
=
s
i
iib
1
0'α  для не-
которых siRi ,...,1, =∈α , то, умножая последнее соотношение на jb′ , 
получим: ( ) 0| =′′ jjj bbα , то есть sjj ,...,1,0 ==α . 
Процедура, использованная для доказательства теоремы 2.1 назы-
вается процессом ортогонализации. 
Пример. Пусть V=R4, скалярное произведение векторов задается 
как в примере 1, параграфа 1, т.е. ∑
=
=
4
1
)|(
i
ii yxyx , x.y∈R4. 
Подпространство U натягивается на вектора: a1=(1,0,1,0), 
a2=(2,1,0,1), a3=(3,1,1,1). 
В качестве первого вектора ортогональной системы возьмем 
)0,1,0,1(11 == ab . Вектор 2b  ищем в виде 1212 ba λ+ . Условие 0)|( 12 =bb  
дает: 
1
)|(
)|(
11
12
21 −=−= bb
baλ . 
Тогда )1,1,1,1()0,1,0,1()1,0,1,2(2 −=−=b . Ищем 23213133 bbab λλ ++= . Из 
0)|( 13 =bb  следует  
2
)|(
)|(
11
13
31 −=−= bb
baλ . 
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 Аналогично,  
1
)|(
)|(
22
23
32 −=−= bb
baλ . 
Поэтому )1,1,1,1()0,1,0,1(2)1,1,1,1(3 −−−=b =(0,0,0,0). Итак, 21,bbU = , при-
чем 0)|( 12 =bb . 
Определение 2.1.  Система векторов maa ,...,1  называется орто-
нормированной, если ( ) ( ) 1|,,,1,0| =≠≤≤= iiji aajimjiaa . 
Следствие 2.1. Конечномерное евклидово пространство имеет 
ортонормированный базис. 
Доказательство: Пусть V — евклидово пространство размерно-
сти n, naaa ,...,, 21  - некоторый базис пространства V . Применяя про-
цедуру ортогонализации, найдем вектора nmbbb m ≤,,...,, 21 , такие, что 
( ) jimjibb ji ≠≤≤= ,,1,0|  и mbbbV ,...,, 21= . Но тогда nm =  и mbb ,...,1  об-
разуют базис V . Обозначим через ie  вектора вида ( ) i
i
ii
i
b
b
bb
b =
|
. То-
гда ( ) niee ii ,,1,1| K==  и, кроме того ( ) njijiee ji ≤≤≠= ,1,,0| . Следова-
тельно, вектора nee ,...,1  образуют ортонормированный базис. 
 
3. Изоморфизм евклидовых пространств 
 
Также как для линейных пространств, структура евклидова про-
странства определяется его размерностью. 
Определение 3.1. Два евклидовых пространства 1V  и 2V  изоморф-
ны ( )21 VV ≅ , если существует отображение 21: VV →ϕ , которое за-
дает изоморфизм линейных пространств и сохраняет скалярное 
произведение, то есть ( ) ( ) 1,,|| Vyxyxyx ∈=ϕϕ . 
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Теорема 3.1.  Конечномерные евклидовы пространства V,V’ изо-
морфны тогда и только тогда, когда их размерности совпадают. 
Доказательство. Если евклидовы пространства V,V’ изо-
морфны, то они, в частности, изоморфны, как линейные простран-
ства. А поэтому, в силу теоремы 1.4.3, их размерности совпадают. 
Пусть nVV RR =′= dimdim . Тогда, как показано в предыдущем пара-
графе, в каждом из этих пространств существует ортонормирован-
ный базис. Обозначим эти базисы через nee ,...,1  и nee ′′,...,1  соответст-
венно. Определим отображение ': VV →ϕ  по правилу 
( ) ,
11 ∑∑ == ′= ni iini ii ee ααϕ  Ri ∈α . Так же как в теореме 1.4.3. легко убедить-
ся, что φ – изоморфизм линейных пространств. Если теперь 
=x ∑
=
n
i
iie
1
α , ∑
=
=
n
i
iiey
1
β , то ( ) =yx | ∑
=
n
i
ii
1
βα . Но ( ) ∑
=
′=
n
i
iiex
1
αϕ , ( ) ∑
=
′=
n
i
iiey
1
βϕ  
и ( ) =)(|)( yx ϕϕ ∑
=
n
i
ii
1
βα . Следовательно, ( ) =yx |  ( ),)(|)( yx ϕϕ Vyx ∈, , то 
есть ϕ  - изоморфизм евклидовых пространств. 
 
4. Ортогональное дополнение 
 
При разложении трехмерного пространства в сумму подпро-
странств меньшей размерности часто в качестве дополнения к плос-
кости выбирается перпендикулярная ей прямая (и наоборот). Рас-
смотрим, как эта конструкция обобщается на случай произвольного 
конечномерного евклидова пространства. 
Определение 4.1. Пусть U – подпространство евклидова про-
странства V. Ортогональным дополнением подпространства U  
называется следующая совокупность векторов:  
( ){ }UuuxVxU ∈∀=∈=⊥ ,0,| . 
Легко проверить, что ⊥U  - подпространство. 
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Теорема 4.1.  Для любого подпространства U евклидова про-
странства V имеет место разложение ⊥⊕= UUV . 
Доказательство. Пусть maa ,...,1  - некоторый базис U. Допол-
ним его до базиса nm aaa ,...,,...,1  всего пространства V. Применяя про-
цесс ортогонализации, построим ортонормированный базис 
nm eee ,...,,...,1  пространства V. Причем вектора mee ,...,1  образуют орто-
нормированный базис подпространства U. Обозначим W= nm ee ,...,1+ . 
Тогда WUV ⊕=  (по свойству 1.7.3). И, по определению ортогональ-
ного дополнения, ⊥⊆UW . 
С другой стороны, если ⊥∈Ux , то в его разложении по базису 
nee ,...,1  первые m координат будут нулевыми. Действительно, если 
∑
=
=
n
i
iiexx
1
, то из условия ( ) mjex j ,...,1,0| == , получим mjx j ,...,1,0 == . Сле-
довательно, WU ⊆⊥ . Итак, ⊥⊕= UUV . Теорема доказана. 
Представление вектора Vx∈  в виде суммы ⊥∈∈+ UzUyzy ,,  назы-
вают ортогональным разложением, а вектора y  и z  называют орто-
гональными проекциями на U  параллельно ⊥U  и, соответственно, 
на ⊥U  параллельно U . 
 
Пример: ( ) ( )0,1,1,1,1,0,2,1,,, 21214 −==== aaaaURV . Найти ⊥U  и про-
екцию вектора ( )2,1,0,3=x  на U  параллельно ⊥U . 
Из определения ⊥U  следует, что ( ) 2,1,0| ==⇔∈ ⊥ iavUv i . Следова-
тельно, ⊥U  — множество решений однородной системы линейных 
уравнений  
0
02
321
421
=++−
=++
xxx
xxx . 
Поэтому базис ⊥U  - это фундаментальная система решений ука-
занной системы уравнений. Например, в качестве таковой можно 
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взять вектора ( ) ( )3,0,1,1,0,3,1,2 21 −=−= vv . Для нахождения проекции 
вектора x  на подпространство U , то есть нахождения таких 
⊥∈∈ UzUy , , что zyx += , представим y в виде 2211 ayay + . Тогда из 
условия, что ( ) 2,1,0| == iaz i , получим следующую систему уравне-
ний: 
( ) ( ) ( )1122111 ||| axaayaay =+  
( ) ( ) ( )2222211 ||| axaayaay =+ . 
Решая ее, получим ,1,1 21 −== yy  то есть )1,1,1,2( −=y . 
5. Унитарное пространство 
 
Определение 5.1. Отображение ( | ): V×V→C на комплексном ли-
нейном пространстве V называется эрмитовым произведением, ес-
ли: 
1) ( ) ( ) Vyxxyyx ∈= ,,|| , то есть ( ) Rxx ∈| , 
2) ( ) ( ) ( ) Vyxxyxyxyxx ∈+=+ ,,,||| 2122112211 αααα  
3) ( ) 0| >xx , если 0≠x . 
Комплексное линейное пространство, снабженное эрмитовым 
произведением, называется унитарным пространством. 
Свойства 1 и 3 позволяют определить длину вектора как ( )xx |  с 
выполнением тех же свойств длины вектора, что и в евклидовом 
случае. 
Для унитарных пространств выполняются утверждения, аналогич-
ные утверждениям для евклидовых пространств. 
Теорема 5.1. Пусть maaU ,...,1=  ненулевое подпространство уни-
тарного пространства V. Тогда существуют ненулевые вектора 
msbb s ≤,,...,1  такие, что ( ) jisjibb ji ≠≤≤= ,,1,0|  и sbbU ,...,1= . 
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Так же как для евклидовых пространств, ортонормированным ба-
зисом унитарного пространства размерности n называется совокуп-
ность из n векторов nee ,...,1  таких, что 
( ) ( ) nieenjijiee iiji ,...,1,1|,,1,,0| ==≤≤≠= . 
      Следствие 5.1. Любое конечномерное унитарное пространст-
во имеет ортонормированный базис. 
      Определение 5.2. Два унитарных пространства V1 и V2  изо-
морфны, если существует отображение 21: VV →ϕ , которое биек-
тивно, линейно и сохраняет эрмитово произведение, то есть 
( ) ( ) 1,,|| Vyxyxyx ∈= ϕϕ . 
       Теорема 5.2. Конечномерные унитарные пространства V1 и V2 
изоморфны тогда и только тогда, когда 21 dimdim VV CC = . 
       Теорема 5.3. Для любого подпространства U конечномерного 
унитарного пространства V имеет место разложение: ⊥⊕= UUV , 
где ( ){ }UuuxVxU ∈=∈=⊥ ,0|, . 
Доказательства всех теорем этого параграфа получаются прямым 
повторением соответствующих рассуждений для евклидовых про-
странств. 
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Глава 4. Билинейные и квадратичные формы 
1.  Матрица билинейной формы 
 
Определение 1.1. Пусть V – линейное пространство над полем k. 
Отображение f: V×V→ k называется билинейной формой на про-
странстве V, если: 
1) ( ) ( ) ( ) kVyxxyxfyxfyxxf ∈∈+=+ 212122112211 ,,,,,,,, αααααα  
2) ( ) ( ) ( ) kVyyxyxfyxfyyxf ∈∈+=+ 211222112211 ,,,,,,,, ββββββ  
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Зафиксируем некоторый базис nee ,...,1  в пространстве V. Тогда мат-
рица ( ) ( )jiijij eeffnjifF ,,,1, =≤≤=  называется матрицей билиней-
ной формы f . Если ∑
=
=
n
i
iiexx
1
, ∑
=
=
n
i
iieyy
1
, то ( ) FYXyxf t=, , где 
( ),,...,, 21 nt xxxX =  Y=(y1, …, yn)t. Действительно, 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∑∑
==
n
j
jj
n
i
ii eyexf
11
, = ( ) ( )
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⎜⎜
⎜
⎝
⎛
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
==∑∑ ∑∑
= = = =
n
n
i
n
j
n
i
n
j
nnn
n
njijijiji
y
y
ff
ff
xxxyfxeefyx M
L
L
L 1
1 1 1 1
1
111
21 ,...,,, . 
Предположим теперь, что nee ′′,...,1  — другой базис пространства V, а 
( )ijfF ′=′  — матрица формы f в этом базисе. Если T — матрица, 
перехода от базиса { }ie  к базису { }ie′ , то FTTF t=′ . Для получения 
этой формулы воспользуемся связью координат вектора в разных 
базисах. Если ⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
′
′
=′⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
′
′
=′
nn y
y
Y
x
x
X MM
11
,  - координаты векторов x,y в новом ба-
зисе, то XTX ′= , YTY ′= .  Следовательно, f(x,y) = =FYX t  ( ) ( ) =′′ YTFXT t  
( ) YFTTX tt ′′  YFX t ′′′= . Откуда получаем выше приведенную формулу. 
Определение 1.2. Рангом билинейной формы f называется ранг 
соответствующей ей в каком-нибудь базисе матрицы F. 
Следствие 1.2. Ранг билинейной формы является ее инвариантом, 
не зависящим от выбора базиса. 
Доказательство этого утверждения заключается в применении тео-
ремы о ранге произведения двух матриц, одна из которых невырож-
дена. 
2. Квадратичные формы 
 
Если для билинейной формы f выполнено условие: ( ) ( )xyfyxf ,, = , 
Vyx ∈, , то f  называется симметрической билинейной формой. Ука-
занное условие выполняется, если оно выполняется для базисных 
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элементов: ( ) ( ) njieefeef ijji ,...,1,,,, == . Последнее означает, что мат-
рица ( )ijfF =  этой билинейной формы – симметрическая.  
Пусть теперь f симметрическая билинейная форма. Положим 
( ) ( ) Vxxxfxq f ∈= ,, . Тогда ( ) ( )xqxq ff =−  и ( ) ( ) ( ) ( ){ }yqxqyxqyxf fff −−+= 21, . 
Действительно,  
( ) ( ) ( ){ } ( ) ( ) ( ){ }
( ) ( ) ( ).,,
2
1,
2
1
,,,
2
1
2
1
yxfxyfyxf
yyfxxfyxyxfyqxqyxq fff
=+=
=−−++=−−+
 
Обратно, пусть kVq →:  отображение пространства V  в поле k  та-
кое, что  
1) ( ) ( ) Vxxqxq ∈=− ,  и  
2) ( ) ( ) ( ) ( ){ }yqxqyxqyxf −−+=
2
1,  является билинейной (очевидно 
симметричной) формой. Тогда qq f = . 
Положим в 2) xy −= : 
[ ])()()0(
2
1),( xqxqqxxf −−−=− . 
Отсюда 
)0(
2
1),()( qxxfxq += . 
Так как f  - билинейная форма, то 0)0,0( =f . Поэтому при x=0 име-
ем )0(
2
1)0( qq = , то есть 0)0( =q . Значит )(),()( xqxxfxq f== . 
Таким образом, по каждой симметричной билинейной форме одно-
значно определяется квадратичная форма. Если nee ,...,1  - фиксиро-
ванный базис в пространстве V , то ∑∑
= =
=
n
i
n
j
jiij yxfyxf
1 1
),( , где 
),( jiij eeff = . Тогда == ),()( xxfxq f ∑∑
= =
n
i
n
j
jiij xxf
1 1
. И матрица )( ijfF =  би-
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линейной формы f  называется также и матрицей соответствующей 
квадратичной формы. Соответственно, ранг F  называется рангом 
квадратичной формы и FXXxq tf =)( . 
Определение 2.1.  Квадратиная форма q имеет в базисе nee ,...,1  ка-
нонический вид, если для любого ∑
=
=
n
i
iiexx
1
, )(xq ∑
=
=
n
i
iii fx
1
2 . Базис 
nee ,...,1  называется каноническим. 
Теорема 2.1. (Лагранж) Пусть на векторном пространстве V  
размерности n  над полем K  задана квадратичная форма q  ранга 
nr ≤ . Тогда в V  существует канонический базис nee ,...,1 , в котором 
22
11 ...)( rr xxxq λλ ++= , rii ,...,1,0 =≠λ . 
 
Доказательство. Требуется построить такой базис { }ie , чтобы 
соответствующая симметрическая билинейная форма f  (у которой 
)(),( xqxxf = ) имела свойство njijieef ji ,...,1,,,0),( =≠= . Проведем 
доказательство индукцией по Vn kdim= .  
При 211)(:1 xxqn λ==  и утверждение теоремы очевидно. 
Пусть 1e  - такой вектор, что 0),()( 111 ≠= eefeq . Рассмотрим линей-
ную функцию kVf →:1 , определенную правилом: ),()( 11 exfxf = . 
Функция 1f  ненулевая, так как 0)( 11 ≠ef . Поэтому подпространство 
{ }0)(, 11 =∈== xfVxKerfL  имеет размерность n-1. По предположению 
индукции L  обладает базисом nee ,...,2 , в котором матрица формы f, 
ограниченной на L, диагональна, то есть: njijieef ji ,...,2,,,0),( =≠= . 
По построению njeef j ,...,2,0),( 1 == . Следовательно, набор векторов 
nee ,...,1  имеет нужное нам свойство. Проверим, что система векторов 
nee ,...,1  - линейно независима. Если  
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0...2211 =+++ nneee ααα , то 01 ≠α , поскольку nee ,...,2  — базис L. В та-
ком случае ∑
=
=
n
i
iiee
2
1 β  и ( )∑∑
==
==⎟⎟⎠
⎞
⎜⎜⎝
⎛=≠
n
i
ii
n
i
ii eefefef
2
1
2
111 0,)(0 ββ  — противо-
речие, доказывающее линейную независимость векторов nee ,...,1 . 
Итак, мы доказали, что в базисе { }ie  матрица F  нашей квадратичной 
формы диагональна. Так как ранг квадратичной формы величина 
инвариантная, то количество ненулевых элементов на диагонали 
матрицы F  равно r . Следовательно, в базисе { }ie  форма q  имеет 
вид: 2211 ...)( rr xxxq λλ ++= . 
На практике эта теорема обычно формулируется и доказывается в 
координатной записи. 
Теорема 2.2. (Лагранж) Пусть ∑
=
=
n
ji
jiij xxfxq
1,
)(  — квадратичная 
форма от n переменных. Тогда существует невырожденное преоб-
разование 
0,2
1
2
1
≠
⎟⎟
⎟⎟
⎟
⎠
⎞
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⎜
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y
y
Q
x
x
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nn
MM , 
такое, что 2211 ...)( rr yyyq λλ ++= , где все 0≠iλ , а r – ранг квадра-
тичной формы q. 
Доказательство. Доказательство проведем индукцией по ко-
личеству переменных n . Если 1=n , то 2111)( xfxq =  и утверждение 
теоремы очевидно. Предположим, что для любой квадратичной 
формы от nm <  переменных утверждение теоремы справедливо и 
пусть ∑
=
=
n
ji
jiij xxfxq
1,
)( ∑
=
+=
n
i
iii xf
1
2 ∑
≤<≤ nji
jiij xxf
1
2  ненулевая квадратичная 
форма от n  переменных. Рассмотрим два случая: 
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А) Существует номер i, для которого 0≠iif . Меняя нумерацию пе-
ременных, будем считать, что 1=i . Тогда 
( ) )(...)( 21212111111 xgxfxfxffxq nn ++++= − , где ∑
=
=
n
ji
jiij xxgxg
2,
)(  - квадра-
тичная форма от переменных nxx ,...,2 . По предположению индукции 
существует невырожденное преобразование 
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кое, что 2222 ...)( ss yyyg μμ ++= . Рассмотрим преобразование 
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Относительно новых переменных форма q  примет вид: 
22
22
2
1
1
11 ...)( ss yyyfyq μμ +++= − . Последний пункт теоремы вытекает из 
того, что ранг квадратичной формы не меняется при невырожден-
ном преобразовании, а ранг матрицы  
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1
11
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f
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равен числу ненулевых элементов на главной диагонали. 
Б) Для всех 0,1: =≤≤ iifnii . 
Так как 0≠q , то существует коэффициент 0≠ijf . Меняя нумера-
цию, можно считать, что 12ffij = . Совершим преобразование пере-
менных: 
niyxyyxyyx ii ,...,3,,, 212211 ==+=−= . Определитель матрицы этого 
преобразования  
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1000
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отличен от нуля, так что мы не выходим из круга невырожденных 
преобразований. Тогда относительно переменных nyy ,...,1  форма q  
будет иметь ненулевой коэффициент при 21y  и мы получаем пункт 
А). 
3. Вещественные квадратичные формы 
 
Если основное поле k, над которым рассматривается векторное 
пространство V, произвольно, то дальнейшее упрощение канониче-
ского вида квадратичной формы возможно только при некоторых 
дополнительных условиях. Пусть K=R  — поле действительных чи-
сел. Предположим, что первые s  коэффициентов в каноническом 
виде квадратичной формы 22 112211 ...... rrssss yyyyq λλλλ +++++= ++  поло-
жительны, а остальные r-s отрицательные. Произведем следующую 
замену переменных: 
siyz iii ,...,1, == λ . ,iii yz λ−=  rsi ,...,1+= , nriyz ii ,...,1, +== . Тогда 
22
1
22
1 ......)()( rss zzzzzqyq −−−++== + . 
Полученное выражение называется нормальным видом квадратич-
ной формы, а величины s и r-s количеством положительных и отри-
цательных квадратов. 
Теорема 3.1.(Закон инерции) Количество положительных и от-
рицательных квадратов в нормальном виде квадратичной формы 
определено однозначно. 
Доказательство. Пусть 
( ) ( ) ( ) ( )22122122 1221 ............ rttrss xxxxxxxxq ′−−′−′++′=−−−++= ++  — два нор-
75
  
мальных вида квадратичной формы q и предположим, что st < . Это 
означает, что существуют два базиса nee ,...,1  и nee ′′,...,1  пространства 
V, на котором определена форма q, такие, что значения соответст-
вующей билинейной формы qff =  на базисных элементах следую-
щие: ( ) ( ) ( ) ;,0,,,...,1,1,,,...,1,1, rieefrsieefsieef iiiiii >=+=−===  соот-
ветственно: ( ) ( ) ( ) .,0,,,...,1,1,,,...,1,1, rieefrtieeftieef iiiiii >=′′+=−=′′==′′  
Кроме того, ( )=ji eef , ( ) .,0, jieef ji ≠=′′ .  
Рассмотрим в V  подпространства nts eeLeeL ′′=′= + ,...,,,..., 11 . Так как 
( ) nVLL =≤′+ dimdim , то по теореме 6.2 из главы 1 имеем: 
( ) ( ) 0)dim(dimdimdim >−=−−+≥′+−′+=′ tsntnsLLLLLL I . 
Стало быть, существует ненулевой вектор LLa ′∈ I , для которого 
возможны два представления: nnttss eaeaeaeaa ′′++′′=++= ++ ...... 1111 . В 
силу первого разложения получим 
( ) 0...),(,)(
1,
22
1 >++=== ∑
=
n
ji
sjiji aaeefaaaafaq . 
А из второго ( ) ( ) ( ) 0...,),()(
1,
22
1 ≤′−−′−=′′′′== ∑
=
+
n
ji
rtjiji aaeefaaaafaq . 
(Возможно, что nr <  и 0...1 =′==′+ rt aa ). Из полученного противоре-
чия следует, что st ≥ . Проводя аналогичные рассуждения для слу-
чая st > , получим st ≤ . Следовательно, st = , что доказывает сфор-
мулированную теорему. 
4. Положительно определенные квадратичные формы 
 
Определение 4.1. Пусть kVq →:  квадратичная форма на V со зна-
чением в k  и [ ]ijfF = — матрица этой квадратичной формы отно-
сительно некоторого фиксированного базиса. Тогда i-тым главным 
минором формы q называется определитель  
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iii
i
i
ff
ff
K
KKK
K
1
111
=Δ . 
 
Теорема 4.1.(Метод Якоби) Если все главные миноры nΔΔ ,...,1  
квадратичной формы FXXq t=  отличны от нуля, то существует 
базис nee ′′,...,1  пространства V, в котором форма q имеет вид: 
( ) +′Δ= 211
1 xq ( ) ...22
2
1 +′Δ
Δ x ( )21 n
n
n x′Δ
Δ − . 
Доказательство. Обозначим через f  билинейную форму на 
пространстве V, соответствующую заданной квадратичной форме q. 
Тогда элементы ijf  матрицы F есть значения билинейной формы f на 
парах базисных векторов ( )ji ee , , то есть ff ij = ( )ji ee , . Построим ба-
зис nee ′′,...,1 , такой что f ( ) jiee ji ≠=′′ ,0, . Будем искать его в виде: 
1111 ece =′  
2221122 ecece +=′  
…………….. 
nnnnnn ececece +++=′ ...2211  
Потребуем, чтобы для элементов niei ,...,1, =′  выполнялись условия: 
1,...,1,0),( −==′ iteef ti , 1),( =′ ii eef . Тогда ijecefeef
j
m
mmjiji <=⎟⎟⎠
⎞
⎜⎜⎝
⎛ ′=′′ ∑
=
,0,),(
1
. В 
силу симметричности f  получим, что ijeef ji >=′′ ,0),( . Это обеспе-
чивает диагональность матрицы F ′(матрица формы f  в базисе 
nee ′′,...,1 ). Подставив выражения для новых базисных векторов ie′  че-
рез старые se  в написанные выше условия, получим систему урав-
нений для нахождения коэффициентов tic : 
0... 1221111 =+++ iiiii cfcfcf  
0... 2222112 =+++ iiiii cfcfcf  
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                             ………………………………. 
     0... 1,21,211,1 =+++ −−− iiiiiiii cfcfcf  
                           1...2211 =+++ iiiiiiii cfcfcf  
Определитель этой системы равен iΔ , который по условию теоре-
мы отличен от нуля. Следовательно, система имеет единственное 
решение, что обеспечивает канонический вид формы q . В частно-
сти, вычисляя по правилу Крамера неизвестное iic , имеем 
1,
1
0
0
0
1,1,1
1,11,1
2,112
1,111
>Δ
Δ=Δ=
−−
−−−
−
−
i
ff
ff
ff
ff
c
i
i
i
iii
iii
i
i
ii
K
K
LL
K
K
. 
При 1=i , система сводится к одному уравнению 11111 =cf . Откуда 
111
11
11
Δ== fc . Но ( ) =′′=′ iiii eeff , =⎟⎟⎠
⎞
⎜⎜⎝
⎛ ′ ∑
=
i
j
jjii ecef
1
,  
∑
=
=′= i
j
iijiji cceef
1
),( . Итак, коэффициенты iif ′  канонического вида 
формы q в базисе nee ′′,...,1  равны iic  и, следовательно, имеют вид, ука-
занный в теореме. 
Применим  полученный результат для вывода необходимого и дос-
таточного условия положительной определенности квадратичной 
формы, заданной на вещественном пространстве. 
Определение 4.2. Квадратичная форма RVq →:  на веществен-
ном пространстве V  называется положительно определенной, ко-
гда 0)( >xq  для любого Vx∈ , 0≠x . 
Теорема 4.2. Квадратичная форма q на n-мерном вещественном 
пространстве V положительно определена тогда и только тогда, 
когда ее нормальный вид есть: ( ) ( ) ( )22221 ... nxxx ′++′+′ . 
78
  
Доказательство. Пусть 0)( >xq  для любого ненулевого Vx∈ . 
Нормальный вид формы q  в некотором базисе nee ′′,...,1  есть 
( ) ( ) ( ) ( )21221 ...... rss xxxx ′−−′−′++′ + . Если nr < , то 0)( =′neq . Если nr = , но 
ns < , то 0)( <′neq . Оба случая противоречат положительной опреде-
ленности формы q, то есть nrs == . Достаточность доказывается 
еще проще. 
Теорема 4.3. (Критерий Сильвестра) Квадратичная форма q на 
n-мерном вещественном пространстве V положительно определе-
на тогда и только тогда, когда все главные миноры nΔΔ ,...,1  ее мат-
рицы F строго положительны. 
Доказательство. Пусть все nii ,...,1,0 =>Δ . Тогда, используя ме-
тод Якоби, можно найти базис nee ′′,...,1 , в котором 
( ) +′Δ
Δ=′ 21
1
0)( xxq ( ) ...22
2
1 +′Δ
Δ x ( )21 n
n
n x′Δ
Δ − , 10 =Δ . Сделав замену переменных 
i
i
i
i xx ′Δ
Δ=′′ −1 , ni ,...,1= , получим: ( ) ( )221 ...)( nxxxq ′′++′′=′′ . Отсюда, в силу тео-
ремы 4.2, получим что q - положительно определена. 
Необходимость докажем индукцией по dim  V = n. 
При 1=n  форма )(xq  имеет вид 2111xf . Если 0)( >xq , то 0111 >Δ=f . 
Что доказывает теорему в этом случае. При 1>n  рассмотрим под-
пространство ⎭⎬
⎫
⎩⎨
⎧ === ∑
=
n
i
nii xexxU
1
0| . Матрица ограничения квадра-
тичной формы Uq |  равна ⎥⎥⎦
⎤
⎢⎢⎣
⎡
−−−
−
1,11,1
1,111
nnn
n
ff
ff
K
LLL
K
. По предположению ин-
дукции все главные миноры этой матрицы строго положительны. 
Но они являются минорами 121 ,...,, −ΔΔΔ n  матрицы F. Осталось прове-
рить положительность последнего главного минора nΔ , который 
совпадает с определителем |F| матрицы F. По теореме 4.2 нормаль-
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ный вид формы q  есть ( ) ( ) ( )22221 ... nxxx ′++′+′ . Следовательно, сущест-
вует такая невырожденная матрица )( ijtT = , Rtij ∈ , что FTTE t= , где 
E  - единичная матрица. Переходя к определителям, получим 
12 =FT . То есть 012 >= TF . 
Замечание: Используя полученные результаты, можно сказать, 
что любое скалярное произведение на n-мерном вещественном про-
странстве V в координатной форме имеет вид: ∑
=
==
n
ji
t
jiij FYXyxfyx
1,
),( , 
где F — симметрическая матрица, все главные миноры которой 
строго положительны. 
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Глава 5. Нормальные операторы 
 
1. Перенос сопряженного оператора в исходное про-
странство 
 
Основной целью этой главы будет описание линейных операторов, 
сохраняющих геометрию евклидова (соответственно унитарного) 
пространства. Так как геометрия этих пространств определяется со-
ответствующим скалярным произведением,  то указанное выше ус-
ловие будет означать сохранение скалярного произведения. 
Вначале рассмотрим конструкцию, которая позволяет рассматри-
вать действие сопряженного оператора (см. глава 2, параграф 5) в 
исходном пространстве. 
Пусть V — евклидово пространство. Для любой линейной функции 
λ  из V* (см. глава 2, параграф 5) существует вектор Vy ∈λ , такой, 
что Vxyxx ∈= ),|()( λλ . Действительно, если nee ,...,1  - ортонормирован-
ный базис пространства V, то в качестве yλ необходимо взять 
∑ =nj jj ee1 )(λ . 
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Теорема 1.1. Отображение λλ y→ , где VyV ∈∈ λλ ,*  задает изо-
морфизм пространств V и V*. 
Доказательство. Провести самостоятельно. 
Изоморфизм из предыдущей теоремы обозначим через φ. Пусть 
)(VEndR∈ψ . Тогда действие оператора *ψ  из )( *VEnd R  определено 
правилом ( )( ) ( )xx ψλλψ =* , где *, VVx ∈∈ λ . Определим оператор *Vψ , 
действующий в пространстве V, формулой: 
( )( )λλ ϕψϕψ yyV 1** )( −= . Указанное правило делает  коммутативной сле-
дующую диаграмму: 
λ
ϕλ y⎯⎯← −1  
↓*ψ                 *Vψ↓  
λψ
ϕλψ ** y⎯→⎯ . 
Тогда ( ) ( )λλ ψψ yxyx V*|| = . Действительно, ( ) ( )( )xyx ψλψ λ =| . 
С другой стороны, ))(())(()|()|( ** * xxyxyx V ψλλψψ λψλ === . 
Когда функция λ пробегает пространство *V , вектор λy  принимает 
все значения из V . Поэтому последнюю формулу можно переписать 
так: ( ) ( )yxyx V*|| ψψ = . Если речь идет только об операторах 
)(, * VEndRV ∈ψψ , то оператор *Vψ  будем записывать как *ψ . В резуль-
тате этих соглашений доказанная формула приобретает вид: 
( ) ( ) Vyxyxyx ∈= ,,|| *ψψ . 
Эта формула справедлива и для унитарных пространств. Для ее 
проверки необходимо только при доказательстве теоремы 1.1 в ка-
честве вектора λy  взять вектор j
n
j
j ee∑
=1
)(λ , где nee ,...,1  — некоторый 
ортонормированный базис унитарного пространства V . Отметим 
связь между матрицами линейных операторов ϕ  и *ϕ . Пусть 
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⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
nnn
n
aa
aa
A
K
L
K
1
111
ϕ  - матрица оператора ϕ  в ортонормированном ба-
зисе nee ,...,1 . Тогда ( ) ( ) kiknj jjiki aeeaee == ∑ = || 1ϕ . Если sns skk eae ∑ == 1 **ϕ , то 
( ) ( ) iksns skiki aeaeee *1 ** || == ∑ =ϕ . В силу формулы ( ) ( )kiki eeee *|| ϕϕ = , полу-
чим kiik aa =*  или tAA ϕϕ =* . 
2. Канонический вид нормального оператора в унитар-
ном пространстве 
 
Определение 2.1. Пусть V  — унитарное пространство, 
)(VEndC∈ϕ . Оператор ϕ  называется нормальным, если ϕ *ϕ = *ϕ ϕ . 
 
Теорема 2.1. Оператор ϕ  —  нормален тогда и только тогда, ко-
гда в пространстве V существует ортонормированный базис, в 
котором матрица оператора ϕ  имеет диагональный вид. 
Предварительно докажем несколько лемм. 
Лемма 2.1. Если v— собственный вектор нормального оператора 
avv =ϕϕ : , Ca∈ , то v— собственный вектор оператора ∗ϕ , причем 
vav =∗ϕ . 
Доказательство. Обозначим через U подпространство собст-
венных векторов оператора ϕ , отвечающих собственному значению 
{ }avvVvUa =∈= ϕ,: . Тогда )()( vavavavvav −=−=− ∗∗∗ ϕϕϕϕϕϕ , если 
Uv∈ , т.е. Uvav ∈−∗ϕ . С другой стороны, 
0)|()|()|( =−=−∗ vuavuvavu ϕϕ , если Uu∈ . Таким образом 
⊥∗ ∈− Uvavϕ , для любого вектора Vv∈ . Следовательно, если Uv∈ , 
то 0=∩∈− ⊥∗ UUvavϕ . Значит vav =∗ϕ , когда avv =ϕ . 
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Лемма 2.2. Если V  — унитарное или евклидово пространство U- 
инвариантное подпространство для оператора )(VEnd∈ϕ , то ⊥U  - 
инвариантно относительно *ϕ . 
Доказательство. Пусть ∈∈ yUx , ⊥U . Тогда ( ) ,0| =yxϕ так как 
Ux∈ϕ . С другой  
стороны, ( )yx |ϕ ( )yx *|ϕ= . Значит, *ϕ y ⊥∈U . 
Аналогичным рассуждением доказывается  
Лемма 2.3. Если ϕ ,UU ⊆ UU ⊆*ϕ , то ϕ ⊥U ⊆ ⊥U , ⊥⊥ ⊆UU*ϕ  
Доказательство теоремы 2.1. Пусть ϕ  — нормальный 
оператор, действующий в конечномерном унитарном пространстве 
V. Если dimC V=1, то утверждение теоремы справедливо. Пусть dimC 
V = n >1. Обозначим через { }CaauuVuU ∈=∈= ,,ϕ  - подпространство 
собственных векторов, отвечающих собственному значению a. Дос-
таточно рассматривать случай, когда VU ≠ . Кроме того 0≠U . 
В силу леммы 2.1 UU ⊆*ϕ . Тогда по лемме 2.3 ϕ ⊥U ⊆ ⊥U , 
⊥⊥ ⊆UU*ϕ . А так как VUVU dimdimdimdim <−=⊥ , то, применяя предпо-
ложение индукции, получим, что существует ортонормированный 
базис see ,...,1  в ⊥U , в котором матрица сужения оператора φ — диа-
гональная. 
Так как ⊥⊕= UUV , то, объединяя базисы подпространств U  и ⊥U , 
получим утверждение теоремы. 
Обратно, пусть существует ортонормированный базис nee ,...,1  про-
странства V , в котором матрица ϕA  оператора ϕ  — диагональная. 
Используя формулу из параграфа 1, имеем tAA ϕϕ =* . Значит *ϕA  так-
же диагональная. Следовательно, ϕA *ϕA = *ϕA ϕA  или ϕ *ϕ = *ϕ ϕ . 
3. Комплексификация векторных пространств 
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Для получения канонического вида нормального оператора в ве-
щественном случае нам потребуется процедура комплексификации 
векторного пространства. 
Пусть V - вещественное пространство. Обозначим через V~  сово-
купность пар Vyxyx ∈,),,(  и введем в V~  покомпонентную процедуру 
сложения, то есть ),(),(),( yyxxyxyx ′+′+=′′+ . Если поле комплекс-
ных чисел интерпретировать как множество пар Rbaba ∈,),,(  с опе-
рациями сложения ),(),(),( bbaababa ′+′+=′′+  и умножения 
),(),)(,( abbabbaababa ′+′′−′=′′ , то можно превратить V~  в векторное 
пространство над C, если умножение на константы из C задать 
формулой: 
),(),)(,( bxaybyaxyxba +−= . 
Проверки аксиом векторного пространства повторяют соответст-
вующие проверки аксиом поля C . В частности, отождествляя пару 
)1,0(  и мнимую единицу, имеем ),(),)(1,0(),( xyyxyxi −== . То  есть 
)0,()0,(),0()0,(),( yixyxyx +=+= . Поэтому пару ),( yx  будем записы-
вать в виде iyx + , а операции сложения и умножения примут вид: 
)()()()( yyixxyixiyx ′++′+=′+′++ , 
VyxRbaaxbyibyaxiyxbia ∈∈++−=++ ,,,),()())(( . 
Полученное пространство V~  будем называть комплексификацией 
пространства V. 
Если V евклидово пространство, то V~  можно превратить в унитар-
ное, задав эрмитово произведение на V~  по формуле: 
( ) ( )( ) ( ) ( ) ( )VVVV VV yxixyiyyxx
iyxiyxzz
21212121
~2211~21
||||
||
−++=
=++= . 
Все аксиомы эрмитова произведения проверяются непосредствен-
ным вычислением. Если ϕ  - линейный оператор, действующий на 
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V , то его можно продлить до линейного оператора ϕ  на V~  по фор-
муле: yixiyx ϕϕϕ +=+ )( . 
Предложение 3.1. ** ϕϕ = . 
Доказательство. Для любых векторов 21, zz  из V~  имеем: ( ) ( ) ( )
( ) ( ) ( ) ( ) =−++=
=++==
21212121
2211212
*
1
||||
|||
yxixyiyyxx
iyxyixzzzz
ϕϕϕϕ
ϕϕϕϕ
( ) ( ) ( ) ( )2*12*12*12*1 |||| yxixyiyyxx ϕϕϕϕ −++= =
( ) ( ) ( ) ( ) ( )2*12*12*12*2*12*2*1 ||||| zzziyzxyixiyyixx ϕϕϕϕϕϕϕ =+=+++ . Так как 1z  - 
произвольный вектор из V , то 2*2
* zz ϕϕ = . Но 2z  - также любой век-
тор из V , следовательно, ** ϕϕ = . 
4. Канонический вид нормального оператора в вещест-
венном случае 
 
Определение нормального оператора для евклидовых пространств 
дословно повторяет эрмитов случай. А именно, φ - нормален, если 
ϕϕϕϕ ** = . 
Теорема 4.1. Пусть V - евклидово пространство. Тогда оператор 
φ - нормален тогда и только тогда, когда существует ортонорми-
рованный базис в V, в котором  матрица Aφ  оператора φ имеет 
клеточно-диагональный вид, причем каждая клетка на диагонали 
имеет либо вид [ ]a , либо Rbaab ba ∈⎥⎦⎤⎢⎣⎡− ,, . 
Так же как в предыдущем параграфе, вначале докажем ряд вспомо-
гательных предложений. 
Предложение 4.1. Пусть ϕ  - продолжение линейного оператора 
ϕ  на комплексификацию V~  пространства V . Тогда zz λϕ = , если и 
только если 
   byaxx −=ϕ ,         (*) 
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aybxy +=ϕ , 
где RbaCbiaVyxViyxz ∈∈+=∈∈+= ,,,,,~ λ . 
Доказательство. По определению yixz ϕϕϕ += . С другой сто-
роны, ( )( ) ( )bxayibyaxiyxbiaz ++−=++=λ . Сравнивая два этих выра-
жения, получаем необходимость утверждения предложения 4.1. 
Достаточность условий (*) также очевидна. 
Следствие 4.1. Если zz λϕ = , то iyxzzz −== ,λϕ .  
Доказательство: ( )( ) =−−= iyxbiazλ  ( ) zyixbxayibyax ϕϕϕ =−=+−−= . 
Предложение 4.2. Пусть V  евклидово пространство, а Vyx ∈,  
такие, что 0,, ≠+=−= baybxybyaxx ϕϕ , причем ϕ  - нормален. Тогда 
( ) )|()|(,0| yyxxyx == . 
Доказательство. В силу предложения 4.1 для ϕ  имеем: 
,zz λϕ =  ,bia +=λ  Viyxz ~∈+= . Используя следствие 4.1,  получим 
zz ϕλ = . Тогда по следствию 2.1 (см. параграф 2): zz λϕ =* .  
Вычислим теперь скалярное произведение ( )zz |ϕ  двумя способами. 
С одной стороны, ( ) ( ) ( )zzzzzz ||| λλϕ == . С другой: 
( ) ( ) ( ) ( )zzzzzzzz |||| * λλϕϕ === . Так как 0≠b , то λλ ≠  и поэтому 
( ) 0| =zz . Но ( ) ( ) ( ) ( ) ( ) ( )yxixyiyyxxiyxiyxzz |||||| ++−=−+= . 
Приравнивая нулю действительную и мнимую часть этого выра-
жения, получим утверждение предложения. 
Доказательство теоремы 4.1. 
Если характеристический многочлен EA λϕ −  имеет действитель-
ный корень 0λ , то, как и при доказательстве теоремы 2.1, определя-
ем подпространство { }vvvU 0, λϕ ==  и дословно повторяем упомяну-
тое доказательство. 
Пусть все характеристические корни оператора φ — комплексные. 
Тогда перейдем к комплексифицированному пространству V~  и опе-
87
  
ратору ϕ . Заметим, что из нормальности  φ вытекает нормальность 
ϕ . Действительно: 
yixyixiyxiyx ****** )()()( ϕϕϕϕϕϕϕϕϕϕϕ +=+=+=+ , 
yixyixyixiyx ϕϕϕϕϕϕϕϕϕϕϕϕ ***** )()()( +=+=+=+ . 
Из равенства полученных выражений следует, что ϕϕϕϕ ** = . Если 
iyxz +=  собственный вектор оператора ϕ , то есть 
,, 00 Cbiazz ∈+== λλϕ  то aybxybyaxx +=−= ϕϕ , . 
Рассмотрим подпространство yxU ,= , натянутое на вектора yx, . 
Очевидно, что UU ⊆ϕ . Проверим, что UU ⊆*ϕ . В силу следствия 2.1 
из zz 0λϕ =  имеем zz 0* λϕ = . Или zz 0λϕ =∗ . Так как yixz ** ϕϕϕ +=∗ , а 
( ) )(0 bxayibyaxz −++=λ , то  
bxayy
byaxx
−=
+=
*
* ,
ϕ
ϕ . 
То есть UU ⊆*ϕ . 
По лемме 2.3 ⊥⊥ ⊆UU*ϕ , ϕ ⊥U ⊆ ⊥U . Так как 2dim =UR , то 
VU RR dimdim <⊥  и по предположению индукции в ⊥U  существует ба-
зис с необходимыми свойствами. В качестве базиса в U  берем 
y
ye
x
xe == 21 , . Объединяя базисы U  и ⊥U , получим утверждение 
теоремы о виде матрицы ϕA . 
Для проверки утверждения в обратную сторону достаточно заме-
тить, что матрица *ϕA  также будет блочно-диагональная и 
⎥⎦
⎤⎢⎣
⎡
+
+=⎥⎦
⎤⎢⎣
⎡
−⎥⎦
⎤⎢⎣
⎡ −=⎥⎦
⎤⎢⎣
⎡ −⎥⎦
⎤⎢⎣
⎡
− 22
22
0
0
ba
ba
ab
ba
ab
ba
ab
ba
ab
ba . Поэтому 
ϕA *ϕA = *ϕA ϕA , или ϕ *ϕ = *ϕ ϕ . 
5. Унитарные операторы 
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Применим полученные результаты для описания операторов, со-
храняющих скалярное произведение. 
Определение 5.1. Пусть V - унитарное пространство. Тогда опе-
ратор )(VEndC∈ϕ  называется унитарным, если 
( ) ( ) Vyxyxyx ∈= ,,||ϕϕ . 
Предложение 5.1. Оператор φ унитарен тогда и только тогда, 
когда выполняются следующие равносильные утверждения: 
1) Образы nee ϕϕ ,...,1  некоторого ортонормированного базиса 
nee ,...,1  также ортонормированный базис. 
2) Образы nee ϕϕ ,...,1  любого ортонормированного базиса nee ,...,1  
также ортонормированный базис. 
3) *1 ϕϕ =− , т.е. оператор, сопряженный к ϕ , совпадает с об-
ратным к ϕ . 
Доказательство. Пусть ϕ  - унитарен, и nee ,...,1  - некоторый 
(любой) ортонормированный базис. Тогда ( ) ( ) ijjiji eeee δϕϕ == || . Т.е. 
nee ϕϕ ,...,1  - ортонормированный базис. 
Обратно, пусть nee ϕϕ ,...,1  - ортонормированный базис для некоторо-
го (любого) ортонормированного базиса nee ,...,1 . То есть 
( ) ( ) ijjiji eeee δϕϕ == || . Для любых двух векторов ∑∑
==
==
n
j
jj
n
i
ii eyyexx
11
,  
имеем: ( ) ( ) ,||
1, 1
∑ ∑
= =
==
n
ji
n
i
iijiji yxeeyxyx  
( ) ( )∑ ∑∑ ∑
= == =
==⎟⎟⎠
⎞
⎜⎜⎝
⎛=
n
ji
n
i
iijiji
n
i
n
j
jjii yxeeyxeyexyx
1, 11 1
||| ϕϕϕϕϕϕ . Сравнивая полу-
ченные формулы, имеем ( ) ( )yxyx ϕϕ || = . Мы проверили эквивалент-
ность исходного определения и пунктов 1) и 2). 
Проверим эквивалентность определения унитарного оператора и 
пункта 3). 
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Если ϕ  - унитарен, то ( ) ( ) ( )yxyxyx ϕϕϕϕ *||| == . То есть 
( ) 0| * =− yyx ϕϕ . Следовательно, 1* =ϕϕ . 
Обратно, если 1* −= ϕϕ , то из формулы ( ) ( )yxyx ϕϕϕϕ *|| =  получаем 
( )yx ϕϕ | ( )yx |= . Предложение полностью доказано. 
Теорема 5.2. Для любого унитарного оператора существует ор-
тонормированный базис, в котором его матрица имеет вид: 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
nλ
λ
λ
0
0
2
1
O , 
причем nii ,...,1,1 ==λ . 
Доказательство. Если φ - унитарен, то в силу пункта 3) пред-
ложения 5.1 он нормален. Поэтому, по теореме 2.1, существует ор-
тонормированный базис, в котором матрица ϕA  - диагональна. Из 
условия 1* −= ϕϕ  следует, что 1−= ϕϕ AAt , то есть для каждого диаго-
нального элемента iλ  выполняется равенство 1−= ii λλ . Что равно-
сильно условию 1=iλ . 
Заметим, что матрица унитарного оператора в любом ортонорми-
рованном базисе имеет достаточно специальный вид. 
Пусть nee ,...,1  - некоторый ортонормированный базис и действие 
унитарного оператора φ в этом базисе задается формулами: 
∑
=
==
n
j
jjii nieae
1
,...,1,ϕ . Тогда, используя пункт 2 предложения 5.1, 
имеем: ( ) ( )∑∑ ∑
== =
==⎟⎟⎠
⎞
⎜⎜⎝
⎛==
n
j
kijkji
n
j
n
s
sskjjikiik aaeaeaee
11 1
||| ααϕϕδ , где 
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
=
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
=
nk
k
k
ni
i
i
a
a
a
a
MM
11
, αα . 
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Так как из полученного условия вытекает унитарность оператора 
φ, то можно сформулировать следующий вывод: Матрица линейно-
го оператора в ортонормированном базисе является матрицей уни-
тарного оператора тогда и только тогда, когда скалярное произведе-
ние столбцов матрицы с разными номерами равно нулю, а скаляр-
ный квадрат каждого столбца равен единице. Такую матрицу при-
нято называть унитарной матрицей. 
6. Ортогональные операторы 
 
Определение ортогонального оператора аналогично определению 
унитарного. 
Определение 6.1. Пусть V - евклидово пространство. Тогда опе-
ратор )(VEnd R∈ϕ  называется ортогональным, если 
( ) ( ) Vyxyxyx ∈= ,,|| ϕϕ . 
Предложение 6.1. Оператор φ ортогонален тогда и только то-
гда, когда выполняются следующие условия: 
1) Образы nee ϕϕ ,...,1  некоторого (любого) ортонормированного 
базиса nee ,...,1  также ортонормированный базис. 
2) 1* −= ϕϕ , оператор сопряженный к оператору ϕ  совпадает с 
обратным к нему. 
Доказательство аналогично доказательству предложения 5.1. 
Теорема 6.2. Оператор φ ортогонален тогда и только тогда, ко-
гда существует ортонормированный базис, в котором матрица 
оператора ϕA имеет блочно-диагональный вид, причем блоки на 
диагонали равны либо [ ]1± , либо ⎥⎦
⎤⎢⎣
⎡ −
αα
αα
cossin
sincos . 
Доказательство. Если φ ортогонален, то φ нормален. Следо-
вательно, по теореме 4.1 существует ортонормированный базис, в 
91
  
котором матрица ϕA  имеет блочно-диагональный вид, причем блоки 
на диагонали равны либо [ ] R∈λλ , , либо Rba
ab
ba ∈⎥⎦
⎤⎢⎣
⎡ − ,, . 
Кроме того, из ортогональности оператора ϕ  имеем 1* −= ϕϕ AA . Но 
tt AAA ϕϕϕ ==* , то есть 11 −== − ϕϕϕ AAAt . Следовательно, для каждого диа-
гонального блока получим: 
Либо 1−= λλ , либо ⎥⎦
⎤⎢⎣
⎡
−=⎥⎦
⎤⎢⎣
⎡ − −
ab
ba
ab
ba 1 . Из этих соотношений легко 
получить либо 1±=λ , либо ⎥⎦
⎤⎢⎣
⎡ −=⎥⎦
⎤⎢⎣
⎡ −
αα
αα
cossin
sincos
ab
ba . 
Обратно, пусть матрица оператора ϕA  — блочно-диагональная и 
блоки равны либо [ ]1± , либо ⎥⎦
⎤⎢⎣
⎡ −
αα
αα
cossin
sincos . Тогда матрица 1−ϕA  также 
блочно-диагональная и соответствующие блоки равны либо [ ]1± , 
либо ⎥⎦
⎤⎢⎣
⎡
− αα
αα
cossin
sincos . То есть матрица 1−ϕA  совпадает с tAϕ  — матри-
цей, транспонированной к ϕA . Но *ϕϕ AA
t =  (если базис ортонормиро-
ванный), следовательно 1* −= ϕϕ . Что доказывает ортогональность 
оператора φ. 
Полученному результату можно придать определенный 
геометрический смысл. 
Представим матрицу P  произвольного ортогонального оператора 
ϕ  в виде произведения ∏
i
iP , (соответственно ∏=
i
iϕϕ ), где каждое 
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iP  либо матрица 
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
−
1
0
1
0
1
O
O
, либо матрица 
⎥⎥
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎢
⎣
⎡
⎥⎦
⎤⎢⎣
⎡ −
1
0
cossin
sincos
0
1
O
O
αα
αα  
Пусть для определенности в первом случае: 
11 eek −=ϕ , .,...,2, niee iik ==ϕ  Если 3=n , то получаем отражение отно-
сительно плоскости, натянутой на вектора 32 , ee . 
 
Имея в виду эту аналогию, соответствующий оператор φk назовем 
отражением относительно гиперплоскости. 
Во втором случае: 
211 sincos eees ααϕ += , 122 sincos eees ααϕ −= , niee iis ,...,3, ==ϕ . Если n=3, 
то получаем поворот плоскости, натянутой на вектора e1, e2 и орто-
гональной подпространству < e3 >. Опять по аналогии назовем соот-
ветствующий оператор поворотом двумерной плоскости, ортого-
нальной к (n – 2)-мерному подпространству. 
В качестве вывода можно сформулировать такое утверждение: ка-
ждый ортогональный оператор в евклидовом пространстве является 
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произведением конечного числа отражений и конечного числа по-
воротов. 
7. Самосопряженные (симметрические) операторы 
 
Определение 7.1. Пусть V – эрмитово (евклидово) пространство. 
Оператор )(VEnd∈ϕ  называется самосопряженным (симметриче-
ским), если *ϕϕ = . 
Заметим, что условие самосопряженности (симметричности) рав-
носильно соотношению: ( ) ( ) Vyxyxyx ∈= ,,|| ϕϕ . Для матрицы самосо-
пряженного оператора в ортонормированном базисе имеем: 
ϕϕϕ AAA
t ==* . Т.е. jiij aa = , Vnnji dim,,...,1, == , в частности 
niRaii ,...,1, =∈ . 
Для матрицы симметрического оператора эти условия выглядят 
так: Vnnjiaa ijji dim,,...,1,, === . Получаем обычное определение 
симметрической матрицы. 
Теорема 7.1. Пусть V - унитарное (евклидово) пространство. 
Оператор )(VEnd∈ϕ  является самосопряженным (симметрическим) 
тогда и только тогда, когда существует ортонормированный ба-
зис, в котором матрица  
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
n
A
λ
λ
ϕ
0
01
O , 
 причем все iλ  - вещественны. 
Доказательство. Из самосопряженности (симметричности) 
оператора ϕ  вытекает его нормальность. Поэтому можно восполь-
зоваться теоремами 2.1 и 4.1. 
В первом случае сразу получаем необходимый диагональный вид 
матрицы  
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⎥⎥⎦
⎤
⎢⎢⎣
⎡
=
n
A
λ
λ
ϕ
0
01
O , 
VnCi dim, =∈λ . Но так как ϕϕϕ AAA t ==* , то ii λλ = . Т.е. niRi ,...,1, =∈λ . 
В случае евклидова пространства канонический вид матрицы ϕA  - 
блочно-диагональный, причем на диагонали либо блоки [ ]iλ , либо 
блоки Rbaab
ba ∈⎥⎦
⎤⎢⎣
⎡− ,, . Опять, используя условие ϕϕϕ AAA t ==* , получим 
⎥⎦
⎤⎢⎣
⎡ −=⎥⎦
⎤⎢⎣
⎡− ab baab ba . Откуда 0=b  и, следовательно, ϕA  имеет необходи-
мый диагональный вид с вещественными параметрами. Проверка 
достаточности очевидна. 
8. Приведение квадратичной формы к главным осям 
 
В главе 4 были рассмотрены два способа (метод Лагранжа и метод 
Якоби), которые позволяли получить канонический вид квадратич-
ной формы, используя невырожденные преобразования. Можно су-
зить класс преобразований и рассматривать только ортогональные 
преобразования (рассматриваем только случай евклидовых про-
странств). Тогда, как будет показано ниже, квадратичная форма 
также приводится к каноническому виду, причем сохраняется гео-
метрия пространства, то есть расстояние между точками и углы ме-
жду векторами. 
Пусть ∑ ∑
= ≤<≤
=+=
n
i nji
t
jiijiii AXXxxaxaxq
1 1
2 2)( — некоторая квадратичная 
форма над полем действительных чисел. Здесь [ ]ijaA =  — симметри-
ческая матрица, ∑ === ni iitn exxxX 11 ),,( K , где nee ,...,1  — ортонормиро-
ванный базис, в котором значения соответствующей билинейной 
формы qf  определяются элементами матрицы A, то есть 
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ijjiq aeef =),( . По теореме 7.1 существует ортонормированный базис 
nee ′′,...,1 , в котором матрица 'A  симметричного оператора, определяе-
мого матрицей A, диагональна, причем ATTA 1' −= , где T матрица пе-
рехода к новому базису nee ′′,...,1 . Так как оба базиса ортонормирован-
ны, то матрица T – ортогональна, то есть tTT =−1 . Таким образом 
ATTA t
n
=′=⎥⎥⎦
⎤
⎢⎢⎣
⎡
λ
λ
0
01
O . Но последнее соотношение задает изменение 
матрицы квадратичной формы под действием преобразования T. То 
есть, если (x1, …, xn)t=T(x1’ , …, xn’)t, где ( )nxx ′′,...,1  координаты векто-
ра x  в новом базисе, то 2211 )(...)()( nn xxxq ′++′= λλ . Причем nλλ ,...,1  — 
характеристические корни матрицы A, так как A’ и A — подобны. 
Из диагональности матрицы A′  следует, что nee ′′,...,1  — есть собст-
венные вектора соответствующего симметрического оператора, а их 
координаты в исходном базисе nee ,...,1  - это элементы матрицы 
T: niete
n
j
jjii ,...,1,
1
==′ ∑
=
. Таким образом, можно сформулировать сле-
дующий алгоритм приведения квадратичной формы к каноническо-
му виду (к главным осям). 
1. Записать матрицу A  квадратичной формы ∑ == n ij jiij xxaq 1, . 
2. Найти корни характеристического многочлена этой матрицы. 
3. Для каждого характеристического корня iλ  найти фундамен-
тальную систему решений однородной системы уравнений 
( ) 0=− XEA iλ . 
4. Ортонормировать эту систему: nee ′′,...,1 . 
5. Канонический вид ∑ == ni ii yq 1 2λ , а преобразование X=TY, приво-
дящее q к такому каноническому виду, имеет в качестве матрицы T 
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матрицу, столбцы которой есть координаты векторов nee ′′,...,1  в ста-
ром базисе. 
В этом алгоритме требует пояснения пункт 3, в котором предпола-
гается, что количество векторов фундаментальной системы для 
( ) 0=− XEA iλ  совпадает с кратностью характеристического корня iλ . 
Пусть jk  - кратность характеристического корня jλ , а jr  - ранг мат-
рицы EA jλ− . Тогда число векторов фундаментальной системы 
решений для однородной системы уравнений ( ) 0=− XEA jλ  равно 
jrn − , где n –  размер матрицы A или n=dim V. (V – соответствующее 
евклидово пространство). Так как  
 
то ранг ( )EA jλ−′  равен jkn − , то есть совпадает с количеством не-
нулевых элементов на диагонали. 
Но ранг ( )EA jλ−′  равен рангу ( ) jj rEA =− λ . То есть jj rkn =− . 
Следовательно, ( ){ }0,dim =−∈=−= vEAVvrnk jjj λ . 
Второе замечание касается пункта 4. Достаточно ортогонализиро-
вать не всю систему собственных векторов, а только подсистемы 
векторов, относящихся к одному собственному значению. Действи-
тельно, собственные вектора симметрического оператора, отвечаю-
щие различным собственным значениям, уже ортогональны. Если x, 
y такие вектора для симметрического оператора φ, причем 
μλμϕλϕ ≠== ,, yyxx , то из соотношения ( ) ( )yxyx ϕϕ || =  имеем 
( ) )|(| yxyx μλ = , то есть ( ) 0| =yx , так как μλ ≠ . 
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Пример: 323121232221 444)( xxxxxxxxxxq +++++=  
1. Матрица формы :q  ⎥⎥⎦
⎤
⎢⎢⎣
⎡=
122
212
221
A . 
2. Характеристический многочлен 533 2 +++−=− λλλλEA . Корни 
характеристического многочлена: 5,1 321 =−== λλλ . 
3. Нахождение фундаментальной системы решений:  
А) 1−=λ . Система приводится к виду: 0321 =++ xxx . Ее фундамен-
тальная система решений: )1,0,1(),0,1,1( 21 −=−= ff . 
Б) 5=λ . Система приводится к виду: 02 02 321 321 =+−
=++−
xxx
xxx  
Ее фундаментальная система решений: )1,1,1(3 =f . 
4. Так как ( ) ( ) 0|| 3231 == ffff , то ортогонализуем пару векторов 21, ff . 
Получим: ( ) )2,1,1(,0,1,1 21 −−=−= bb . Нормируя вектора b1, b2, f3, получим 
окончательный ортонормированный базис ⎟⎠
⎞⎜⎝
⎛−=′ 0,
2
1,
2
1
1e , 
⎟⎠
⎞⎜⎝
⎛ −−=′
6
2,
6
1,
6
1
2e , ⎟⎠
⎞⎜⎝
⎛=′
3
1,
3
1,
3
1
3e . 
5. Квадратичная форма в новом базисе имеет вид: 
( ) ( ) ( )232221 5)( xxxxq ′+′−′−=′ , матрица перехода к новому базису 
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡ −−
=
3
1
6
20
3
1
6
1
2
1
3
1
6
1
2
1
T . Непосредственным вычислением можно убе-
диться, что 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−
=
500
010
001
ATT t . 
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