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Second order term of cover time for planar simple
random walk
Yoshihiro Abe ∗
Abstract
We consider the cover time for a simple random walk on the two-
dimensional discrete torus of side length n. Dembo, Peres, Rosen, and
Zeitouni [Ann. Math. 160:433-464, 2004] identified the leading term in
the asymptotics for the cover time as n goes to infinity. In this paper,
we study the exact second order term. This is a discrete analogue of the
work on the cover time for planar Brownian motion by Belius and Kistler
[Probab. Theory Relat Fields. 167:461-552, 2017].
1 Introduction
The cover time is one of well-studied subjects of random walks on finite graphs
and it is the first time at which a walk visits every vertex on the underlying
graph. It has close connections with the discrete Gaussian free field [11] [19].
We refer the reader to [14, Chapter 11] for an introduction to the theory of cover
times.
The present paper focuses on the cover time for the simple random walk
(SRW) on the two-dimensional discrete torus Z2n := (Z/nZ)
2 with the origin
o. Let S = (Si, i ≥ 0, Px, x ∈ Z2n) be the discrete-time SRW on Z2n. For each
A ⊂ Z2n, let HA be the hitting time of A defined by
HA := min{i ≥ 0 : Si ∈ A}. (1.1)
For each x ∈ Z2n, we will write Hx when A = {x}. The cover time for the SRW
on Z2n is given by
τncov := max
x∈Z2n
Hx. (1.2)
Dembo, Peres, Rosen, and Zeitouni [8] obtained the exact leading term of τncov;
they showed that τncov/n
2(logn)2 converges to 4/π in probability as n → ∞.
Ding [10] improved the result by proving that
√
τncov/n
2 − 2√
π
logn is of order
log logn with probability tending to 1 as n→∞. Related to the precise estimate
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of the cover time, geometric properties of the level set (so-called late points) of
the form {
x ∈ Z2n : Hx > α
4
π
n2(log n)2
}
, α ∈ (0, 1)
were investigated in [9], [16]. Recently, large deviations of the cover time and
the local structure around an unvisited point have been studied via random
interlacement techniques [5], [6], [7], [17].
The aim of this paper is to obtain the exact second order term of the cover
time of Z2n which was conjectured by Belius and Kistler [1]. Our main result is
as follows:
Theorem 1.1 There exists c ∈ (0, 1) such that the following holds with Po-
probability tending to 1 as n→∞:
2 logn− log logn− (log logn)c ≤ τ
n
cov
2
πn
2 logn
≤ 2 logn− log logn+ (log logn)c.
(1.3)
Remark 1.2 Belius and Kistler [1] have already established a similar estimate
for the ε-cover time for the standard Brownian motion on (R/Z)2. In the proof
of Theorem 1.1, we basically follow techniques developed in [1], but it is not
straightforward to apply them. The technical difficulties in our discrete setting
come from lack of rotationally invariance of SRW; it only has an approximately
rotationally invariance, so we have to control the errors very carefully.
Remark 1.3 It is natural to ask whether
τn
cov
2
π
n2 logn
− (2 logn− log logn) is tight
or not. Recently, Belius, Rosen, and Zeitouni [3] proved that cover times for
Brownian motions on compact two-dimensional manifolds are tight.
Let us describe the outline of the paper. In Section 2, we restate The-
orem 1.1 in terms of the number of excursions around each vertex, which is
called traversal process. We will recall basic estimates on transition probabil-
ities among circles (Lemma 2.3). Applying this, we will approximate the law
of the traversal process by that of a (critical) Galton-Watson process (Lemma
2.4). As was revealed by Belius and Kistler [1], so-called ”barrier estimates”
for the Galton-Watson process play an important role in studying the traversal
process. Recently, Belius, Rosen, and Zeitouni [2] gave quite general barrier
estimates for the Galton-Watson process. We will recall their result in Lemma
2.5. In Section 3, we obtain the upper bound of the cover time. We will first
prove that every traversal process does not cross the curve i 7→ a−n (i) (see (3.14)
for the definition). Then, we impose the restriction so that the traversal pro-
cess stays above the curve and apply the transfer lemma (Lemma 2.4) and the
barrier estimate (Lemma 2.5). In Section 4, we obtain the lower bound of the
cover time. For each x ∈ Z2n, we will set the event An(x) which says that x is a
”late” point (see (4.4) for the definition) and apply the second moment method
to Zn :=
∑
x∈Z2n 1An(x). The most difficult part of the proof is to obtain the
2
upper bound of Eo[(Zn)
2]. Main ingredients in the estimate are decoupling in-
equalities which are based on some sorts of independence of excursions. See,
for example, Lemma 4.2 and (4.56) for such independence. In the estimate
of Po[An(x) ∩ An(y)], we will use slightly different methods according to the
distance between x and y. In Section A, we study concentration estimates on
excursion lengths. In Sections B, C, we give proofs for the transfer lemma
(Lemma 2.4) and the barrier estimate (Lemma 2.5).
Throughout the paper, we will write c, c′, . . . to denote positive constants.
Values of c, c′, . . . will change from line to line. We use c1, c2, . . . to denote
constants whose values are fixed within each argument. Given sequences (cn)n≥1
and (c′n)n≥1, we write c
′
n = O(cn) if there exists a universal constant C such
that |c′n/cn| ≤ C for all n ≥ 1. We will write cn ≍ c′n when cn = O(c′n) and
c′n = O(cn). We let o(1) denote a term with o(1) → 0 as n → ∞. For any set
A, |A| denotes the cardinality of A. For a, b ∈ R, we set a ∨ b := max{a, b}
and a ∧ b := min{a, b}. Let d(·, ·) be the ℓ2-distance in Z2n. Set B(x, r) := {y ∈
Z2n : d(x, y) < r}. For each A ⊂ Z2n with |A| ≥ 2, we define its boundary by
∂A := {y ∈ Z2n : y ∈ Z2n\A, d(x, y) = 1 for some x ∈ A}. When A = {x}, we
set ∂A := {x}.
2 Preliminary estimates
In this section, we reformulate Theorem 1.1 in terms of the number of excursions
between concentric circles. Recall that (Si)i≥0 is a SRW on Z2n. Let us give a
sequence of random times as follows: For each x ∈ Z2n and 0 < r < R < n2 , set
R1(x,R, r) := H∂B(x,r),
Dk(x,R, r) := min{i > Rk(x,R, r) : Si ∈ ∂B(x,R)},
Rk+1(x,R, r) := min{i > Dk(x,R, r) : Si ∈ ∂B(x, r)}, k ≥ 1. (2.1)
We will call the path (SRk(x,R,r), . . . , SDk(x,R,r)) ((SDk(x,R,r), . . . , SRk+1(x,R,r)),
respectively) excursion from ∂B(x, r) to ∂B(x,R) (from ∂B(x,R) to ∂B(x, r),
respectively). Fix sufficiently small δ ∈ (0, 12 ). Pick γ ∈ (0, 1) close enough to
1. Then, take α, β ∈ (0, 1) close enough to zero so that the following holds:
2γ − 2β − α > 1, (1− 2δ)β > α, α+ β > 1
2
+ δ − αδ. (2.2)
We will consider concentric circles of radii
rk = rk(n) := (ℓn)
Ln−k, k = 0, · · · , Ln, (2.3)
where
ℓn = ℓn(α) := exp{(log logn)α}, (2.4)
wn = wn(β) := (log logn)
β , (2.5)
Ln = Ln(α, β, c⋆) :=
⌊
logn
log(ℓn)
− c⋆wn
⌋
. (2.6)
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Here c⋆ is a sufficiently large positive constant. Set
m+n :=
⌊(
1− log logn
2 logn
+
sn
logn
)
2(logn)2
log(ℓn)
⌋
, (2.7)
m−n :=
⌈(
1− log logn
2 logn
− sn
log n
)
2(logn)2
log(ℓn)
⌉
, (2.8)
where
sn = sn(γ) := (log logn)
γ . (2.9)
The following indicates that m+n and m
−
n are approximations of the number of
excursions from ∂B(x, r1) to ∂B(x, r0) up to the cover time.
Proposition 2.1 The following hold with Po-probability tending to 1 as n→∞:
Hx ≤ Dm+n (x, r0, r1), ∀x ∈ Z2n, (2.10)
Hx ≥ Dm−n (x, r0, r1), ∃x ∈ Z2n. (2.11)
We will give the proof of (2.10) (respectively, (2.11)) in Section 3 (respectively,
in Section 4).
We have uniform controls of Dm+n (x, r0, r1) and Dm−n (x, r0, r1) in x ∈ Z2n:
Proposition 2.2 The following hold with Po-probability tending to 1 as n→∞:
Dm+n (x, r0, r1) ≤
4
π
n2(log n)2
(
1− log logn
2 logn
+
2sn
logn
)
, ∀x ∈ Z2n, (2.12)
Dm−n (x, r0, r1) ≥
4
π
n2(log n)2
(
1− log logn
2 logn
− 2sn
logn
)
, ∀x ∈ Z2n. (2.13)
We will provide the proof of Proposition 2.2 in Section A.
We will use the following basic estimates on the SRW on Z2. See, for exam-
ple, [13, Proposition 1.6.7, Exercise 1.6.8] for the proof.
Lemma 2.3 (i) There exists c1 > 0 such that for all 0 < r < R <
n
2 and
x, y ∈ Z2n with r < d(x, y) < R,
log( Rd(x,y))− c1r
log(Rr )
≤ Py [H∂B(x,r) < H∂B(x,R)] ≤
log( Rd(x,y)) +
c1
r
log(Rr )
.
(ii) There exists c2 > 0 such that for all 0 < R <
n
2 and x, y ∈ Z2n with
0 < d(x, y) < R,
log( Rd(x,y))− c2d(x,y) − c2logR
logR
≤ Py[Hx < H∂B(x,R)] ≤
log( Rd(x,y)) +
c2
d(x,y) +
c2
logR
logR
.
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It is convenient to give specific notation to the probabilities in Lemma 2.3.
Given a decreasing sequence of radii R = (Ri)0≤i≤L with RL = 1, for each
0 ≤ i1 < i2 < i3 < L, set
pi1,±i2,i3(R) :=
log
(
Ri1
Ri2
)
± c2.3.1Ri3
log
(
Ri1
Ri3
)
pi3,±i2,i1(R) := 1− pi1,∓i2,i3(R), (2.14)
where c2.3.1 is the constant c1 in Lemma 2.3(i). When i3 = L, set
pi1,±i2,L (R) :=
log
(
Ri1
Ri2
)
± c2.3.2
(
1
Ri2
+ 1log(Ri1 )
)
log (Ri1)
pL,±i2,i1(R) := 1− pi1,∓i2,L (R), (2.15)
where c2.3.2 is the constant c2 in Lemma 2.3(ii). We will compare these proba-
bilities with corresponding transition probabilities on {0, 1, · · · , L}. More pre-
cisely, we will approximate pi1,±i2,i3(R) by
i2−i1
i3−i1 , which is the probability of the
event that SRW on {0, . . . , L} starting at i2 reaches i3 before visiting i1. In
the comparison, we will focus on “errors” which are defined as follows: for each
0 ≤ i1 < i2 < i3 ≤ L,
∆i1,±i2,i3 = ∆
i1,±
i2,i3
(R) :=
pi1,±i2,i3(R)
i2−i1
i3−i1
, ∆i3,±i2,i1 = ∆
i3,±
i2,i1
(R) :=
pi3,±i2,i1(R)
i3−i2
i3−i1
. (2.16)
As is often the case with the study of the cover time in two dimensions, we will
analyze traversal processes rather than hitting times. Recall the definition of
“excursion” from below (2.1). Fix x ∈ Z2n and m ∈ N. For each 0 ≤ i < j ≤ L,
we define the traversal process by
T x,mj→i (R) := the number of traversals from ∂B(x,Rj) to ∂B(x,Ri)
by m excursions from ∂B(x,R1) to ∂B(x,R0). (2.17)
We will write
T x,mi (R) := T
x,m
i+1→i(R). (2.18)
Similarly, for each 0 ≤ k ≤ i ≤ L, we set
T k,x,mi (R) := the number of traversals from ∂B(x,Ri+1) to ∂B(x,Ri)
by m excursions from ∂B(x,Rk+1) to ∂B(x,Rk). (2.19)
Let PGWm be the law of the Galton-Watson process (Ti)i≥0 with T0 = m and
geometric offspring distribution of parameter 1/2. Then, the following lemma
relates the law of the traversal process with that of the Galton-Watson process:
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Lemma 2.4 Fix any decreasing sequence of radii R = (Ri)
L
i=0 with RL = 1,
x, y ∈ Z2n, and m,L ∈ N.
(i) For any k, k˜ ∈ {0, . . . , L− 1} with k ≤ L− k˜− 1, mi ≥ 0, k ≤ i ≤ L− k˜− 1
with PGWm [{Ti = mi, k ≤ ∀i ≤ L− k˜ − 1} ∩ {TL−1 = 0}] 6= 0,
Py
[{
T x,mi (R) = mi, k ≤ ∀i ≤ L− k˜ − 1
}
∩ {T x,mL−1(R) = 0}]
PGWm
[{
Ti = mi, k ≤ ∀i ≤ L− k˜ − 1
}
∩ {TL−1 = 0}
]
∈ [∆−1 ·∆−⋆ , ∆+1 ·∆+⋆ ] , (2.20)
where ∆+1 and ∆
+
⋆ are defined by
∆+1 :=
(
∆k+1,+1,0 ∨∆0,+1,k+1
)m (
∆k+1,+k,0 ∨∆0,+k,k+1
)mk
×
L−k˜−1∏
i=k+1
(
∆i+1,+i,i−1 ∨∆i−1,+i,i+1
)mi−1+mi
, (2.21)
and ∆+⋆ :=
(
∆L,+
L−k˜,L−k˜−1
)m
L−k˜−1
. ∆−1 and ∆
−
⋆ are defined by replacing “+”
and “∨” in the definitions of ∆+1 and ∆+⋆ with “−” and “∧”. Moreover (2.20),
with {T x,mL−1(R) = 0} and {TL−1 = 0} removed and with ∆±⋆ replaced by 1, holds
true.
(ii) For any ℓ ∈ N and 1 ≤ i ≤ L− 1,
Py
[
T x,mi (R) ≥ ℓ, T x,mL−1(R) = 0
] ≤ ∆+2 · PGWm [Ti ≥ ℓ, TL−1 = 0] , (2.22)
where
∆+2 :=
(
∆i+1,+1,0 ∨∆0,+1,i+1
)m (
∆i+1,+i,0 ∨∆0,+i,i+1
)ℓ (
∆L,+i+1,i
)ℓ
∆L,+i+1,0
(
∆L,+1,0
)m
.
(2.23)
(iii) For any k, k˜ ∈ {1, . . . , L−1} with k < L−k˜−1, mi ≥ 0, k+1 ≤ i ≤ L−k˜−1,
y ∈ ∂B(x,Rk),
Py
[
T k,x,mi (R) = mi, k+1 ≤ ∀i ≤ L− k˜− 1, T k,x,mL−1 (R) = 0,
Rm(x,Rk, Rk+1) < H∂B(x,R0) < Rm+1(x,Rk, Rk+1)
]
≤ ∆+3 PGWm
[
Ti = mi, 1 ≤ ∀i ≤ L− k − k˜ − 1, TL−k−1 = 0
]
· P [G = m],
(2.24)
where G is a geometric random variable with success probability 1k+1 and ∆
+
3 is
defined by
L−k˜−1∏
i=k+1
(
∆i+1,+i,i−1 ∨∆i−1,+i,i+1
)mi−1+mi (
∆L,+
L−k˜,L−k˜−1
)m
L−k˜−1
(
∆0,+k,k+1
)m
·∆k+1,+k,0 .
(2.25)
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In the proof of Proposition 2.1, we heavily use so-called barrier estimates for
the Galton-Watson process. For a, b ∈ R and L ∈ N, set
fa,b(i;L) := a+ (b− a) i
L
, iL := i ∧ (L− i), 0 ≤ i ≤ L.
The following is a slightly modified version of barrier estimates for the Galton-
Watson process by Belius, Rosen, and Zeitouni [2]:
Lemma 2.5 (i) For any δ, C ∈ (0,∞), ε ∈ (0, 12 ), η > 1, a, b, x, y with
√
2 ≤
x, y ≤ ηL, x22 ∈ N, 0 ≤ a ≤ x, 0 ≤ b ≤ y, b ≤ a,
PGWx2
2
[
fa,b(i;L)−Ci
1
2−ε
L ≤
√
2Ti, ∀i ∈ {1, · · · , L−1},√
2TL ∈ [y, y + δ]
]
≤ c1ec2η2
√
x
y
1√
L
e−
(y−x)2
2L
(η + x− a)(η + y − b)
L
, (2.26)
where c1 and c2 are positive constants which depend only on δ, C, ε.
(ii) There exists r0 > 0 such that for any C > 0, η > 1, ε ∈ (0, 12 ), µ ∈ (0, 1),
4r
1
2+2ε ≤ µL ≤ a ≤ x ≤ ηL, x22 ∈ N, Cr
1
2−ε > η, L > 2r > r0,
PGWx2
2
[
fa,b(i;L) + Ci
1
2−ε
L ≤
√
2Ti ≤ fx,0(i;L) + C˜i
1
2+ε
L ,
∀i ∈ {r, · · · , L− 1− r}, √2TL−1 = 0
]
≥ c3 r
L− 2r
(
1− 1
L
) x2
2
, (2.27)
where c3 is a positive constant which depends only on r0, C, ε, µ.
We will give the proof of Lemma 2.5 in Section C.
Remark 2.6 Unfortunately, we cannot directly apply [2, Theorem 1.1] for the
following reason: Let x, L, η be the constants in [2, Theorem 1.1]. In our setting,
we will typically take x ≍ logn√
log(ℓn)
and L ≍ lognlog(ℓn) . Thus, we need to take
η ≍ √log(ℓn). Since this η depends heavily on n, we need explicit information
on how the constant c in [2, Theorem 1.1] depends on η.
3 Upper bound of cover time
In this section, we prove (2.10). We will use the same notation as in Section 2.
To simplify notation, we will write
Dx,im := Dm(x, ri, ri+1), R
x,i
m := Rm(x, ri, ri+1), x ∈ Z2n, i ≥ 0, m ∈ N. (3.1)
For m ∈ N, x ∈ Z2n, 1 ≤ i ≤ Ln − 1, set
T˜ x,mi := max{ℓ ≥ 1 : Rx,iℓ ◦ θH∂B(x,r1) < Dx,0m }, (3.2)
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where θs, s ≥ 0 are shift operators. We will work on the traversal processes
(T˜
x,m+n
k )k∈{0,1,··· ,Ln−1}, x ∈ Z2n. We need control of the traversal process from
above.
Lemma 3.1 There exists κ+ > 0 such that
lim
n→∞
Po
∃x ∈ Z2n, ∃i ∈ {1, · · · , Ln − 1− ⌈ 2 log lognlog(ℓn) ⌉},
T˜
x,m+n
i ≥ a+n (i), Hx > Dx,0m+n
 = 0, (3.3)
where for each i ∈ {1, · · · , Ln − 1}
a+n (i) :=

√m+n
(
1− i
Ln
)
+ κ+
√
(i + 1)(Ln − i)
Ln + 1
√
log logn

2
 . (3.4)
Proof. To simplify notation, we will write
dn(s) :=
⌈
s log logn
log(ℓn)
⌉
, s > 0. (3.5)
Fix x ∈ Z2n and i ∈ {1, · · · , Ln−dn(2)−1}. By Lemma 2.4(ii) with R = (ri)Lni=0,
we have
Po
[
T˜
x,m+n
i ≥ a+n (i), Hx > Dx,0m+n
]
≤ ∆+2 PGWm+n
[
Ti ≥ a+n (i), TLn−1 = 0
]
, (3.6)
where ∆+2 is defined by (2.23) with m = m
+
n , ℓ = a
+
n (i), L = Ln. Recalling the
definitions of ∆i1,+i2,i3 , ∆
i3,+
i2,i1
from (2.16), by a simple calculation, we have
∆i+1,+1,0 ∨∆0,+1,i+1 = 1 +O
(
1
(logn)2 log(ℓn)
)
,
∆Ln,+i+1,i , ∆
i+1,+
i,0 ∨∆0,+i,i+1 = 1 +O
(
1
(Ln − i)2(log(ℓn))2
)
,
∆Ln,+i+1,0 = 1 +O
(
1
(log logn)2
)
, ∆Ln,+1,0 = 1 +O
(
1
(log n)2
)
.
Since m+n ≍ (logn)
2
log(ℓn)
and a+n (i) ≤ c(Ln− i)2 log(ℓn)+ c(Ln− i) log logn, we have
∆+2 = 1+ o(1). By the Markov property, the probability on the right-hand side
of (3.6) is equal to
∞∑
m=a+n (i)
PGW
m+n
[Ti = m]P
GW
m [TLn−i−1 = 0]. (3.7)
By [2, (5.3)], the first probability of the m-th term in (3.7) is bounded from
above by e−(
√
m−
√
m+n )
2/(i+1). By a simple calculation, the second probability
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of the m-th term in (3.7) is equal to (1 − 1Ln−i )m and this is bounded from
above by e−
m
Ln−i . Thus, the right of (3.7) is bounded from above by
∞∑
m=a+n (i)
e−
m+n
Ln+1 exp
{
− Ln + 1
(i+ 1)(Ln − i)
(√
m− Ln − i
Ln + 1
√
m+n
)2}
≤ n−2(logn)
4m+n∑
m=a+n (i)
e−(κ+)
2 log logn + n−2(logn)
∞∑
m=4m+n+1
e−
m
4Ln
≤ c1n−2(logn)−(κ+)
2+3 + c1n
−4(log n)3, (3.8)
where we used the definition of a+n (i) and the inequality
√
m− Ln−iLn+1
√
m+n ≥
√
m
2
for each m > 4m+n in the first inequality. By this and the union bound, taking
κ+ large enough, we have the desired result. 
We need some control of the traversal process from below:
Lemma 3.2 There exists κ− > 0 such that
lim
n→∞
Po
∃x ∈ Z2n, 1 ≤ ∃i ≤ Ln − 1,√
T˜ x,m
+
n
i <
√
m+n
(
1− iLn
)
− κ− log logn√
log(ℓn)
 = 0. (3.9)
Proof. Fix i ∈ {1, · · · , Ln − 1}. Set r+i := (1 +
√
2
(log n)2 )ri, r
−
i := (1−
√
2
(logn)2 )ri.
Set
Fi :=
{
(k · r˜i, ℓ · r˜i) : k, ℓ ∈
{
0, · · · ,
⌊
n
r˜i
⌋}}
, (3.10)
where r˜i := ⌊ riℓn(logn)2 ⌋. Fix any x ∈ Z2n. There exists y ∈ Fi such that
x ∈ (y + [0, r˜i]2) ∩ Z2 mod nZ2. One can easily check the following:
B(y, r−i+1) ⊂ B(x, ri+1) ⊂ B(x, ri) ⊂ B(y, r+i ),
B(x, r1) ⊂ B(y, r+1 ) ⊂ B(y, r−0 ) ⊂ B(x, r0).
Thus, we have
T̂
x,m+n
i ≤ T˜ x,m
+
n
i , (3.11)
where for z ∈ Z2n, m ∈ N, we set
T̂ z,mi := max{ℓ ≥ 0 : Rℓ(z, r+i , r−i+1) ◦ θH∂B(z,r+
1
)
< Dm(z, r
−
0 , r
+
1 )}. (3.12)
Thus, for sufficiently large κ−, the probability in (3.9) is bounded from above
by
Ln−dn(√κ−)−1∑
i=1
∑
y∈Fi
Po
[
T̂
y,m+n
i < a
−
n (i)
]
, (3.13)
where
a−n (i) :=
{(√m+n (1− i
Ln
)
− κ− log logn√
log(ℓn)
)
∨ 1
}2 (3.14)
and we have used the fact that for sufficiently large κ−,
√
m+n (1 − iLn ) −
κ− log logn√
log(ℓn)
< 0 for all i ≥ Ln − dn(√κ−). Fix 1 ≤ i ≤ Ln − dn(√κ−) − 1
and y ∈ Fi. By Lemma 2.4(i) with any sequence of radii (Rk)Lnk=0 with R0 = r−0 ,
R1 = r
+
1 , Ri = r
+
i , Ri+1 = r
−
i+1, the (i, y)-th term in (3.13) is bounded from
above by
(1 + o(1))PGW
m+n
[Ti < a
−
n (i)]. (3.15)
By [2, (5.3)], the probability in (3.15) is bounded from above by
e−
(√
m
+
n−
√
a
−
n (i)
)2
i+1 . (3.16)
By the definitions of m+n , a
−
n (i), and the condition i < Ln − dn(√κ−), (3.16)
is bounded from above by (ℓn)
−2(i+1)(log n)−2
√
κ−+1. One can check that
|Fi| ≤ c1(ℓn)2(i+1)(ℓn)2c⋆wn+2(logn)4. Thus, the sum in (3.13) is bounded from
above by c2e
3c⋆(log logn)
α+β
(logn)−2
√
κ−+6. This goes to 0 as n → ∞ for suffi-
ciently large κ− > 0 since α+ β < 1 by the assumption (2.2). 
Proof of (2.10). Recall the constants κ− and κ+ from Lemmas 3.2 and 3.1.
Recall a−n (k) and a
+
n (k) from (3.14) and (3.4). Recall the notation dn(·) from
(3.5). We have
Po
[
∃x ∈ Z2n, Hx > Dx,0m+n
]
≤ Po
[
∃x ∈ Z2n, Hx > Dx,0m+n , a
−
n (i) ≤ T˜ x,m
+
n
i ≤ a+n (i),
1 ≤ ∀i ≤ Ln − dn(2κ−)− 1
]
+Po
∃x ∈ Z2n, 1 ≤ ∃i ≤ Ln − 1,√
T˜ x,m
+
n
i <
√
m+n
(
1− iLn
)
− κ− log logn√
log(ℓn)

+ Po
[∃x ∈ Z2n, ∃i ∈ {1, · · · , Ln − dn(2)− 1},
T˜
x,m+n
i > a
+
n (i), Hx > D
x,0
m+n
]
, (3.17)
where we have used the fact that
√
m+n
(
1− iLn
)
− κ− log log n√
log(ℓn)
> 1 for all
i ∈ {1, · · · , Ln − dn(2κ−) − 1}. By Lemmas 3.2 and 3.1, the second and third
terms of (3.17) go to 0 as n → ∞. Thus, we only need to deal with the first
term on the right-hand side of (3.17).
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Fix x ∈ Z2n. By Lemma 2.4, we have
Po
[
Hx > D
x,0
m+n
, a−n (i) ≤ T˜ x,m
+
n
i ≤ a+n (i), 1 ≤ ∀i ≤ Ln − dn(2κ−)− 1
]
≤ (1 + o(1))PGW
m+n
[
a−n (i) ≤ Ti ≤ a+n (i), 1 ≤ ∀i < Ln − dn(2κ−), TLn−1 = 0
]
,
(3.18)
where o(1) → 0 as n → ∞ uniformly in x. By conditioning on TLn−dn(2κ−)−1,
the right of (3.18) is bounded from above by
a+n (Ln−dn(2κ−)−1)∑
m=a−n (Ln−dn(2κ−)−1)
PGW
m+n

√
Ti ≥
√
m+n
(
1− iLn
)
− κ− log logn√
log(ℓn)
−1,
1 ≤ ∀i ≤ Ln − dn(2κ−)− 2,
TLn−dn(2κ−)−1 = m

× PGWm [Tdn(2κ−) = 0]. (3.19)
To estimate the first probability of them-th term in (3.19), we will apply Lemma
2.5(i) with x =
√
2m+n , y =
√
2m, a =
√
2(
√
m+n − κ− log logn√
log(ℓn)
− 1), b =
√
2{
√
m+n (1− Ln−dn(2κ−)−1Ln )−κ−
log logn√
log(ℓn)
− 1} (we can take η = c√log(ℓn) for
some positive constant c.) Then, the probability is bounded from above by
c1
(ℓn)
c2
Ln
e
− (
√
m
+
n−
√
m)2
Ln−dn(2κ−)−1 . (3.20)
By a simple calculation, the second probability of the m-th term in (3.19) is
equal to (1− 1dn(2κ−)+1 )m and this is bounded from above by e
− m
dn(2κ−)+1 . The
product of this and the exponential factor in (3.20) is bounded from above by
e−
m+n
Ln . By this, (3.18) is bounded from above by
c3(ℓn)
c4n−2e−2sn . (3.21)
Therefore, the first term on the right-hand side of (3.17) is bounded from
above by c5(ℓn)
c4e−2sn and this goes to 0 as n → ∞. Therefore, the right of
(3.17) goes to 0 as n→∞. 
Proof of the upper bound of Theorem 1.1 via (2.12). (2.10) and (2.12) im-
mediately yield the upper bound. 
4 Lower bound of cover time
In this section, we prove (2.11). Recall some notation from (2.1)-(2.9) and (3.1).
For each x ∈ Z2n, 1 ≤ i ≤ Ln − 1, and m ∈ N, set
T x,mi := max{k ≥ 0 : Rx,ik < Dx,0m }. (4.1)
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As in Section 3, we will study the traversal process (T
x,m−n
i )i≤Ln−1, x ∈ Z2n. Set
fn(s) := min{s1/2−δ, (Ln − 1− s)1/2−δ}, s ∈ [0, Ln − 1], (4.2)
gn(s) := min{s1/2+δ, (Ln − 1− s)1/2+δ}, s ∈ [0, Ln − 1], (4.3)
where δ is the one in (2.2). For each x ∈ Z2n, set
An(x) :=
{
b−n (i) ≤ T x,m
−
n
i ≤ b+n (i), wn ≤ ∀i ≤ Ln − 1− wn, Hx > Dx,0m−n
}
,
(4.4)
where
b−n (s) :=
⌈{(
1− s
Ln
)√
m−n + fn(s)
}2⌉
, s ∈ [0, Ln − 1], (4.5)
b+n (s) :=
⌊{(
1− s
Ln
)√
m−n + gn(s)
}2⌋
, s ∈ [0, Ln − 1]. (4.6)
We will apply the second moment method to
∑
x∈Z2n\B(o,r0) 1An(x). To do so,
we need a lower bound of Po(An(x)), x ∈ Z2n.
Lemma 4.1 There exist c1, c2 ∈ (0,∞) and n0 ∈ N such that for all n ≥ n0
and x ∈ Z2n\B(o, r0),
Po(An(x)) ≥ c1n−2wn log(ℓn)e2sn(ℓn)−2c⋆wn−c2 . (4.7)
Proof. Fix x ∈ Z2n\B(o, r0). By Lemma 2.4(i), we have
Po[An(x)] ≥ (1 + o(1))PGWm−n
[
b−n (i) ≤ Ti ≤ b+n (i), wn ≤ ∀i ≤ Ln − 1− wn,
TLn−1 = 0
]
.
(4.8)
By Lemma 2.5(ii), the right of (4.8) is bounded from below by c1
wn
Ln
(1− 1Ln )m
−
n ,
which yields the desired result. 
To estimate Po[An(x) ∩ An(y)], x, y ∈ Z2n\B(o, r0), the following is useful:
Lemma 4.2 Let n ∈ N and 0 < r < R < R′ < R˜ < n/4. Let x, y ∈ Z2n
with B(x,R) ∩B(y,R) = ∅ and B(y,R) ⊂ B(x,R′). We define the space W of
nearest-neighbor paths of finite length on Z2n by
W :=
{
ω :
∃Iω ∈ N, ∀i ≤ Iω , ω(i) ∈ Z2n,
d(ω(i), ω(i − 1)) = 1, 1 ≤ ∀i ≤ Iω
}
.
For each z ∈ {x, y}, we define the space Wz of paths from ∂B(z, r) to ∂B(z,R)
by
Wz :=
{
ω ∈ W : ω(0) ∈ ∂B(z, r), ω(Iω) ∈ ∂B(z,R),
ω(i) ∈ B(z,R), ∀i < Iω
}
.
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Similarly, we define the space W˜x of paths from ∂B(z, R˜) to ∂B(z,R′) by
W˜x :=
{
ω ∈ W : ω(0) ∈ ∂B(x, R˜), ω(Iω) ∈ ∂B(x,R′),
ω(i) ∈ Z2n\B(x,R′), ∀i < Iω
}
,
where for A ⊂ Z2n, we set A := A ∪ ∂A.
For any k, ℓ,m ∈ N, v ∈ B(x,R′)\ (B(x,R) ∪B(y,R)), F˜i ⊂ W˜x, 1 ≤ i ≤ k,
F xi ⊂ Wx, 1 ≤ i ≤ ℓ, F yi ⊂ Wy, 1 ≤ i ≤ m,
Pv

⋂k
i=1
{
S·∧H∂B(x,R′) ◦ θDi(x,R˜,R′) ∈ F˜i
}
∩⋂ℓi=1 {S·∧H∂B(x,R) ◦ θRi(x,R,r) ∈ F xi }
∩⋂mi=1 {S·∧H∂B(y,R) ◦ θRi(y,R,r) ∈ F yi }

≤
k∏
i=1
max
z∈∂B(x,R˜)
Pz
[
S·∧H∂B(x,R′) ∈ F˜i
]
×
ℓ∏
i=1
max
z∈∂B(x,r)
Pz
[
S·∧H∂B(x,R) ∈ F xi
] · m∏
i=1
max
z∈∂B(y,r)
Pz
[
S·∧H∂B(y,R) ∈ F yi
]
.
(4.9)
Proof. The claim (4.9) follows from the strong Markov property of the SRW
and the transfinite induction in (k, ℓ,m). We omit the details. 
For x, y ∈ Z2n, set
ℓ(x, y) := min{k ≥ 0 : B(x, rk) ∩B(y, rk) = ∅}. (4.10)
Set
Zn :=
∑
x∈Z2n\B(o,r0)
1An(x). (4.11)
From now, we estimate Po[An(x) ∩ An(y)], x, y ∈ Z2n\B(o, r0). Recall the def-
inition of dn(·) from (3.5). We will consider six cases: (1) ℓ(x, y) = 0, (2) 1 ≤
ℓ(x, y) ≤ wn+2, (3) wn+3 ≤ ℓ(x, y) ≤ dn(ξ), (4) dn(ξ) < ℓ(x, y) ≤ ⌈(1−ε)Ln⌉,
(5) ⌈(1 − ε)Ln⌉ < ℓ(x, y) ≤ Ln − wn − 1, (6) ℓ(x, y) ≥ Ln − wn. We first deal
with the case wn + 3 ≤ ℓ(x, y) ≤ dn(ξ).
Lemma 4.3 For any ξ > 0, as n→∞,
dn(ξ)∑
k=wn+3
∑
x,y∈Z2n\B(o,r0)
ℓ(x,y)=k
Po[An(x) ∩ An(y)] = o(1) (Eo[Zn])2 . (4.12)
Recall the notation Dz,im , R
z,i
m from (3.1). Fix wn + 3 ≤ k ≤ dn(ξ). To apply
Lemma 4.2, we prepare some notation. For each z ∈ Z2n, k ≤ i ≤ Ln − 1, and
m ∈ N, set
T k,z,mi := max
{
ℓ ≥ 1 : Rz,iℓ < Dz,km
}
. (4.13)
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We define the interval Jk,zm by
Jk,zm :=

(
Dz,km , D
z,k
m+1
)
if m 6= b+n (k),(
Dz,k
b+n (k)
, ∞
)
if m = b+n (k).
We define b˜
(k)
m (i) by
√m
(
1− i+ 1− k
Ln + 1− k
)
+ κ
√
(i− k + 1)(Ln − i)
Ln + 1− k
√
log logn

2
 , (4.14)
where κ > 2 is a sufficiently large constant. Fix x, y ∈ Z2n\B(o, r0) with ℓ(x, y) =
k. Fix z ∈ {x, y}. On the event An(z), there exists b−n (k) ≤ m ≤ b+n (k) such
that Hz ∈ Jk,zm . By this and the monotonicity of the traversal process T k,z,ℓ· in
ℓ, we have
An(z) ⊂
b+n (k)⋃
m=b−n (k)
Cn,k(z) ∩
{
k < ∀i ≤ Ln − dn(2)− 1,
b−n (i) ≤ T k,z,mi , Hz ∈ Jk,zm
}
, (4.15)
where
Cn,k(z) :=
{
b−n (k − 3) ≤ T z,m
−
n
k−3 ≤ b+n (k − 3)
}
. (4.16)
Furthermore, we decompose the m-th event in (4.15) into the event where the
traversal process T k,z,m· stays below the curve b˜
(k)
m (·) and the event where T k,z,m·
crosses the curve b˜
(k)
m (·). Then, we have
An(z) ⊂
b+n (k)⋃
m=b−n (k)
{(
Cn,k(z) ∩ A(k)n,m(z)
)
∪
(
Cn,k(z) ∩B(k)n,m(z)
)}
, (4.17)
where for each b−n (k) ≤ m ≤ b+n (k), set
A(k)n,m(z) :=
{
k < ∀i ≤ Ln − dn(2)− 1,
b−n (i) ≤ T k,z,mi ≤ b˜(k)m (i), Hz ∈ Jk,zm
}
, (4.18)
B(k)n,m(z) :=
{∃i ∈ {k + 1, · · · , Ln − dn(2)− 1},
T k,z,mi > b˜
(k)
m (i), Hz ∈ Jk,zm
}
. (4.19)
By these, Po[An(x) ∩ An(y)] is bounded from above by
b+n (k)∑
Mx=b
−
n (k)
b+n (k)∑
My=b
−
n (k)
(I1 + I2 + I3 + I4), (4.20)
where
I1 := Po[Cn,k(x) ∩ A(k)n,Mx(x) ∩ A
(k)
n,My
(y)],
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I2 := Po[Cn,k(x) ∩ A(k)n,Mx(x) ∩B
(k)
n,My
(y)],
I3 := Po[Cn,k(x) ∩B(k)n,Mx(x) ∩A
(k)
n,My
(y)],
I4 := Po[Cn,k(x) ∩B(k)n,Mx(x) ∩B
(k)
n,My
(y)]. (4.21)
Fix Mx,My ∈ {b−n (k), · · · , b+n (k)}. In the following lemma, we decouple I2 and
transfer the law of the traversal process to that of the Galton-Watson process:
Lemma 4.4 I2 in (4.21) is bounded from above by (1 + o(1))P1P2P3, where
P1 := P
GW
m−n
[
Tk−3 ≤ b+n (k − 3)
]
,
P2 := P
GW
Mx
[
1 ≤ ∀i ≤ Ln − dn(2)− k − 1,
Ti ≥ b−n (k + i), TLn−k−1 = 0
](
1
Ln − k
)1{Mx 6=b+n (k)}
,
P3 :=
Ln−dn(2)−1∑
q=k+1
PGWMy
[
Tq−k ≥ b˜(k)My (q), TLn−k−1 = 0
]( 1
Ln − k
)1{My 6=b+n (k)}
.
(4.22)
Proof. For each m ∈ N, we define the number of traversals between ∂B(x, r1)
and ∂B(x, r0) by m excursions from ∂B(x, rk−3) to ∂B(x, rk−2) by
T˜ k,x,m := max{ℓ ≥ 1 : Dx,0ℓ < Rx,k−3m }.
We decompose B
(k)
n,My
(y) into events with respect to the first time at which the
traversal process crosses the curve b˜
(k)
My
(·):
B
(k)
n,My
(y) =
⋃
k<q<Ln−dn(2)
⋃
m<My
Bq,m,
where
Bq,m :=
{
T k,y,mq < b˜
(k)
My
(q) ≤ T k,y,m+1q , Hy ∈ Jk,yMy
}
.
We decompose Cn,k(x) into events which are measurable to the traversal pro-
cesses before and after Rx,k−31 :
Cn,k(x) =
m−n−1⋃
m′=0
b+n (k−3)−1⋃
p=b−n (k−3)−1
C1m′ ∩ C2m′,p,
where C1m′ :=
{
Dx,0m′ < R
x,k−3
1 < D
x,0
m′+1
}
and
C2m′,p :=
{
T˜ k,x,p ◦ θDx,k−31 < m
−
n −m′ ≤ T˜ k,x,p+1 ◦ θDx,k−31
}
.
By these, we have
I2 ≤
∑
q,m,m′,p
I2(q,m,m
′, p), (4.23)
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where
I2(q,m,m
′, p) := Eo
[
1C1
m′
PSH∂B(x,rk−2)
[
C2m′,p ∩ A(k)n,Mx(x) ∩Bq,m
]]
, (4.24)
and the sum is taken over q = k + 1, . . . , Ln − dn(2) − 1, m = 0, . . . ,My − 1,
m′ = 0, . . . ,m−n − 1, p = b−n (k − 3)− 1, . . . , b+n (k − 3)− 1. Fix such q,m,m′, p.
In order to apply Lemma 4.2, we decompose the events C2m′,p, A
(k)
n,Mx
(x), Bq,m
into events for excursions: We decompose C2m′,p into events for excursions from
∂B(x, rk−3) to ∂B(x, rk−2) as follows:
C2m′,p =
⋃ p⋂
ℓ=1
{
T˜ k,x,1 ◦ θDx,k−3
ℓ
= jcℓ
}
∩
{
T˜ k,x,1 ◦ θDx,k−3p+1 ≥ m
−
n −m′ −
p∑
ℓ=1
jcℓ
}
,
where the union is taken over all non-negative integers (jcℓ )
p
ℓ=1 with
p∑
ℓ=1
jcℓ < m
−
n −m′. (4.25)
We decomposeA
(k)
n,Mx
(x) into events for excursions from ∂B(x, rk+1) to ∂B(x, rk)
as follows:
A
(k)
n,Mx
(x) =
⋃ Mx⋂
ℓ=1

k+1 ≤ ∀i ≤ Ln−dn(2)−1,
T k,x,1i ◦ θRx,k
ℓ
= ja,iℓ ,
Hx ◦ θRx,k
ℓ
> Dx,kℓ
 ∩
{
Hx ◦ θRx,k
Mx+1
∈ Jx
}
,
where the union is taken over all nonnegative integers {(ja,iℓ )Mxℓ=1 : k + 1 ≤ i ≤
Ln − dn(2)− 1} with
b−n (i) ≤
Mx∑
ℓ=1
ja,iℓ ≤ b˜(k)Mx(i) (4.26)
for all k+1 ≤ i ≤ Ln−dn(2)−1 and Jx is the interval (0, Dx,kMx+1) ifMx 6= b+n (k)
and is the interval [0,∞) if Mx = b+n (k). We decompose Bq,m into events for
excursions from ∂B(y, rk+1) to ∂B(y, rk) as follows:
Bq,m =
⋃ m⋂
ℓ=1
{
T k,y,1q ◦ θRy,k
ℓ
= jbℓ ,
Hy ◦ θRy,k
ℓ
> Dy,kℓ
}
∩

T k,y,1q ◦θRy,km+1 ≥ b˜
(k)
My
(q)−
m∑
ℓ=1
jbℓ ,
Hy ◦ θRy,km+1 > D
y,k
m+1

∩
My⋂
ℓ=m+2
{
Hy ◦ θRy,k
ℓ
> Dy,kℓ
}
∩
{
Hy ◦ θRy,kMy+1 ∈ Jy
}
,
where the union is taken over all non-negative integers (jbℓ )
m
ℓ=1 with
m∑
ℓ=1
jbℓ < b˜
(k)
My
(q) (4.27)
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and Jy is obtained from Jx by replacing x with y. By these decompositions
and Lemma 4.2, the probability in (4.24) is bounded from above by
∑
PcPaPb,
where the sum is taken over (jcℓ )
p
ℓ=1, {(ja,iℓ )Mxℓ=1 : k + 1 ≤ i ≤ Ln − dn(2) − 1},
(jbℓ )
m
ℓ=1 satisfying (4.25)-(4.27) and Pc, Pa, Pb are defined as follows:
Pc :=
{
p∏
ℓ=1
max
z∈∂B(x,rk−3)
Pz[T˜
k,x,1 = jcℓ ]
}
× max
z∈∂B(x,rk−3)
Pz
[
T˜ k,x,1 ≥ m−n −m′ −
p∑
ℓ=1
jcℓ
]
, (4.28)
Pa :=
{
Mx∏
ℓ=1
max
z∈∂B(x,rk+1)
Pz
[
k + 1 ≤ ∀i ≤ Ln − dn(2)− 1,
T k,x,1i = j
a,i
ℓ , Hx > H∂B(x,rk)
]}
× max
z∈∂B(x,rk+1)
Pz [Hx ∈ J˜x], (4.29)
where J˜x is the interval (0, H∂B(x,rk)) if Mx 6= b+n (k) and is the interval [0,∞)
if Mx = b
+
n (k),
Pb :=
m∏
ℓ=1
max
z∈∂B(y,rk+1)
Pz
[
T k,y,1q = j
b
ℓ , Hy > H∂B(y,rk)
]
× max
z∈∂B(y,rk+1)
Pz
[
T k,y,1q ≥ b˜(k)My (q)−
m∑
ℓ=1
jbℓ , Hy > H∂B(y,rk)
]
×
My∏
ℓ=m+2
max
z∈∂B(y,rk+1)
Pz [Hy > H∂B(y,rk)] · max
z∈∂B(y,rk+1)
Pz [Hy ∈ J˜y],
(4.30)
where J˜y is obtained from J˜x by replacing x with y. Recall the definitions
of P1, P2, P3 from (4.22). Applying Lemma 2.4 to the first line of (4.29) and
Lemma 2.3 to the last lines of (4.29), we have
∑
Pa ≤ (1 + o(1))P2, where the
sum is taken over {(ja,iℓ )Mxℓ=1 : k + 1 ≤ i ≤ Ln − dn(2) − 1} satisfying (4.26).
Applying Lemma 2.4 to the first and second lines of (4.30) and Lemma 2.3
to the third line of (4.30),
∑
Pb ≤ (1 + o(1))P3, where the sum is taken over
q = k + 1, . . . , Ln − dn(2)− 1, m = 0, . . . ,My − 1, (jbℓ )mℓ=1 satisfying (4.27). By
Lemma 2.3, we have ∑
Po[C
1
m′ ]Pc ≤ (1 + o(1))P1, (4.31)
where the sum is taken over (jcℓ )
p
ℓ=1, p = b
−
n (k − 3) − 1, . . . , b+n (k − 3) − 1,
m′ = 0, . . . ,m−n − 1. The proof of (4.31) is not difficult but not straightforward,
so we give the proof in Section B for the sake of completeness. Then, we have
the desired result. 
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Proof of Lemma 4.3. We first estimate I2 in (4.21). By [2, (5.3)], P1 from
(4.22) is bounded from above by
c1e
− (
√
m
−
n−
√
b
+
n (k−3))2
k−2 ≤ c1(ℓn)−2k+8ec2(log logn)
1
2
+δ−αδ
. (4.32)
To simplify notation, we set
v :=
√
2b−n (Ln − dn(2)− 1).
By conditioning on TLn−k−dn(2)−1, P2 from (4.22) is bounded from above by
∞∑
j=0
PGWMx
1 ≤ ∀i ≤ Ln − dn(2)− k − 2,√2Ti ≥√2b−n (k + i),√
2TLn−k−dn(2)−1 ∈ [v+ j, v+ j +1)

 · supu PGWu [Tdn(2) = 0] ,
(4.33)
where the supremum is taken over u ∈ [ (v+j)22 , (v+j+1)
2
2 ] ∩ N. When j ≤
100Ln
√
log(ℓn), to the j-th term of the sum in (4.33), we can apply Lemma 2.5
with L = Ln− k− dn(2)− 1, a = (1− kLn )
√
2m−n , b = (1− Ln−dn(2)−1Ln )
√
2m−n ,
x =
√
2Mx, y = v + j, η = c
√
log(ℓn) (c is a positive constant). Then, the j-th
term of the sum in (4.33) is bounded from above by
c3(ℓn)
c4
j + 1
logn
e−
(
√
2Mx−v−j)2
2(Ln−k−dn(2)−1) . (4.34)
The supremum in (4.33) is bounded from above by(
1− 1
dn(2) + 1
) (v+j)2
2
≤ e− (v+j)
2
2(dn(2)+1) . (4.35)
Note that the product of exponential factors in (4.34) and (4.35) is equal to
e−
Mx
Ln−k e
− Ln−k
2(Ln−k−dn(2)−1)(dn(2)+1)
(
v+j−
√
2Mx(dn(2)+1)
Ln−k
)2
. By this, the product of
the sum over j ≤ 100Ln
√
log(ℓn) and the supremum in (4.33) is bounded from
above by
c5
(ℓn)
c6
logn
e−
Mx
Ln−k . (4.36)
When j > 100Ln
√
log(ℓn), bounding the supremum just by 1 and using [2,
(5.3)], the product of the sum over j > 100Ln
√
log(ℓn) and the supremum in
(4.33) is bounded from above by
PGWMx
[√
2TLn−k−dn(2)−1 ≥ 100Ln
√
log(ℓn)
]
≤ n−3. (4.37)
By conditioning on Tq−k, the q-th term of the sum in P3 from (4.22) is equal to
∞∑
m=b˜
(k)
My
(q)
PGWMy [Tq−k = m]P
GW
m [TLn−q−1 = 0] . (4.38)
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For each m ≥ b˜(k)My (q), by [2, (5.3)], we have PGWMy [Tq−k = m] ≤ e−
(
√
m−√My)2
q−k+1 .
We also have PGWm [TLn−q−1 = 0] = (1− 1Ln−q )m ≤ e
− m
Ln−q . By these, (4.38) is
bounded from above by a constant times
e−
My
Ln−k+1
∞∑
m=b˜
(k)
My
(q)
exp
{
− Ln − k + 1
(q − k + 1)(Ln − q)
(√
m− Ln − q
Ln − k + 1
√
My
)2}
.
(4.39)
We decompose the sum in (4.39) into the sums over b˜
(k)
My
(q) ≤ m ≤ 4My and
over m > 4My. Recall the definition of b˜
(k)
My
(q) from (4.14). In the sum over
b˜
(k)
My
(q) ≤ m ≤ 4My, we use the bound
√
m− Ln − q
Ln − k + 1
√
My ≥ κ
√
(q − k + 1)(Ln − q)
Ln + 1− k
√
log log n.
In the sum over m > 4My, we use the bound
Ln − q
Ln − k + 1
√
My ≤
√
m
2
.
By these, (4.39) is bounded from above by
c7e
− My
Ln−k+1
(logn)−κ
2+2
log(ℓn)
. (4.40)
By a direct calculation, we have
b+n (k)∑
My=b
−
n (k)
e−
My
Ln−k+1
(
1
Ln − k
)1{My 6=b+n (k)} ≤ c8e− b−n (k)Ln−k+1
≤ c9(ℓn)−2(Ln−k)−4c⋆wn+2(logn)e2sn−c10fn(k)
√
log(ℓn). (4.41)
Note that the number of pairs x, y ∈ Z2n\B(o, r0) with ℓ(x, y) = k is bounded
from above by n2(2rk−1)2. By this, (4.32), (4.36), (4.37), (4.40), (4.41), and
Lemmas 4.4 and 4.1, we have
dn(ξ)∑
k=wn+3
∑
x,y∈Z2n\B(o,r0),
ℓ(x,y)=k
∑
b−n (k)≤Mx,My≤b+n (k)
I2
≤ c11(ℓn)−2c⋆wn+c12ec2(log logn)
1
2
+δ−αδ
(logn)−κ
2+4 {Eo[Zn]}2 . (4.42)
Since α + β > 1/2 + δ − αδ by the assumption (2.2), the right of (4.42) is
o(1)Eo[Zn]
2.
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Recall the definition of I3 from (4.21). By the symmetry of the argument,∑dn(ξ)
k=wn+3
∑
x,y∈Z2n\B(o,r0),
ℓ(x,y)=k
∑
b−n (k)≤Mx,My≤b+n (k) I3 is o(1)Eo[Zn]
2.
Recall the definition of I1 from (4.21). By the argument in the proof of
Lemma 4.4, I1 is bounded from above by
(1 + o(1))PGW
m−n
[
Tk−3 ≤ b+n (k − 3)
]
×
∏
z∈{x,y}
{
PGWMz
[
1 ≤ ∀i ≤ Ln − dn(2)− k − 1,
Ti ≥ b−n (k + i), TLn−k−1 = 0
](
1
Ln − k
)1{Mz 6=b+n (k)}}
.
(4.43)
By (4.32), (4.36), (4.37), (4.41), and Lemma 4.1, we have
dn(ξ)∑
k=wn+3
∑
x,y∈Z2n\B(o,r0);
ℓ(x,y)=k
b+n (k)∑
Mx,My=b
−
n (k)
I1
≤ c13(ℓn)−2c⋆wn+c14ec2(log logn)
1
2
+δ−αδ{Eo[Zn]}2. (4.44)
Since α + β > 1/2 + δ − αδ by the assumption (2.2), the right of (4.44) is
o(1){Eo[Zn]}2.
Recall the definition of I4 from (4.21). By the argument in the proof of
Lemma 4.4, I4 is bounded from above by
(1 + o(1))PGW
m−n
[
Tk−3 ≤ b+n (k − 3)
]
×
∏
z∈{x,y}

Ln−dn(2)−1∑
q=k+1
PGWMz
[
Tq−k ≥ b˜(k)Mz(q),
TLn−k−1 = 0
](
1
Ln − k
)1{Mz 6=b+n (k)} .
(4.45)
Thus, by (4.32), (4.40), (4.41), and Lemma 4.1, we have
dn(ξ)∑
k=wn+3
∑
x,y∈Z2n\B(o,r0);
ℓ(x,y)=k
b+n (k)∑
Mx,My=b
−
n (k)
I4
≤ c15(ℓn)−2c⋆wn+c16ec2(log logn)
1
2
+δ−αδ
(logn)−2κ
2+8{Eo[Zn]}2. (4.46)
Since α + β > 1/2 + δ − αδ by the assumption (2.2) and κ is sufficiently large,
the right of (4.46) is o(1)E0[Zn]
2. Therefore, we have (4.12). 
Next, we deal with the case 1 ≤ ℓ(x, y) ≤ wn + 2.
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Lemma 4.5 ∑
x,y∈Z2n\B(o,r0),
1≤ℓ(x,y)≤wn+2
Po[An(x) ∩ An(y)] = o(1) (Eo[Zn])2 . (4.47)
Proof. The proof is almost the same as that of Lemma 4.3 with k = wn + 3
except that we do not consider the event Cn,k(x), so the proof is simpler. We
omit the detail. 
Recall the definition of dn(·) from (3.5). Next, we deal with the case dn(ξ) <
ℓ(x, y) ≤ ⌈(1− ε)Ln⌉.
Lemma 4.6 Fix ε ∈ (0, 1/2). There exists ξ0 > 0 such that for any ξ ≥ ξ0,
⌈(1−ε)Ln⌉∑
k=dn(ξ)+1
∑
x,y∈Z2n\B(o,r0),
ℓ(x,y)=k
Po[An(x) ∩ An(y)] = o(1) (Eo[Zn])2 . (4.48)
To prove Lemma 4.6, we first prove the following decoupling lemma:
Lemma 4.7 There exist c1, c2 ∈ (0,∞) and ξ0 > 0 such that for any ξ ≥ ξ0,
dn(ξ) < k ≤ ⌊(1− ε)Ln⌋, and x, y ∈ Z2n\B(o, r0) with d(x, y) = k,
Po [An(x) ∩ An(y)] ≤ c1(ℓn)c2gn (dn,k(η))2 (logn)−2Po
[
Bb−n (k)
]
, (4.49)
where dn,k(η) := k + dn(η) + 1 and for each m ∈ N, Bm is defined by
Bm :=
{
Hx > D
x,0
m−n
, Hy > D
y,k
m
}
. (4.50)
Proof of Lemma 4.7. Fix dn(ξ) < k ≤ ⌈(1− ε)Ln⌉. Fix x, y ∈ Z2n\B(o, r0) with
ℓ(x, y) = k. Fix η > 2 large enough. To simplify notation, for z ∈ {x, y} and
ℓ ≥ 1, set
R˜z,kℓ := Rℓ(z, rk, rdn,k(η)), D˜
z,k
ℓ := Dℓ(z, rk, rdn,k(η)). (4.51)
Recall the definitions of Rz,iℓ , D
z,i
ℓ from (3.1). For each m ≥ 1 and k ≤ i ≤
Ln − 1, we define Mzn and T̂ k,z,mi by
Mzn := max
{
i ≥ 1 : D˜z,ki < Dz,0m−n
}
, (4.52)
T̂ k,z,mi := max
{
ℓ ≥ 1 : Rz,iℓ < D˜z,km
}
. (4.53)
Then, Po[An(x) ∩ An(y)] is bounded from above by
b+n (k+dn(η))∑
mx,my=1
Po
An(x) ∩An(y) ∩ ⋂
z∈{x,y}
{Mzn = mz}
 . (4.54)
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For each z ∈ {x, y}, let Gz be the σ-algebra generated by S·∧R˜z,k1 and excursions
S·∧H∂B(z,dn,k(η)) ◦ θD˜z,kℓ , ℓ ≥ 1
from ∂B(z, rk) to ∂B(z, rdn,k(η)). Fix mx,my ∈ {1, · · · , b+n (k + dn(η))}. The
term in (4.54) corresponding to mx,my is bounded from above by
Eo
1BPo
 b+n (dn,k(η))⋃
q=b−n (dn,k(η))
Ân,q(y)
∣∣∣∣∣ Gy
 , (4.55)
where
B :=
{
b−n (i) ≤ T̂ k,x,mxi ≤ b+n (i), dn,k(η) ≤ ∀i ≤ Ln−wn− 1,
Hx > D˜
x,k
mx , M
x
n = mx,M
y
n = my, T
y,m−n
k ≥ b−n (k)
}
,
Ân,q(y) :=
{
T̂
k,y,my
dn,k(η)
= q, b−n (i) ≤ T̂ k,y,myi ≤ b+n (i),
dn,k(η) + 1 ≤ ∀i ≤ Ln − wn − 1, Hy > D˜y,kmy
}
.
By the strong Markov property, we have the following: For any M ∈ N,
Po
[
M⋂
ℓ=1
{
S·∧H∂B(y,rk) ◦ θR˜y,kℓ ∈ ·
} ∣∣∣∣ Gy
]
=
M∏
ℓ=1
PS
R˜
y,k
ℓ
[
S′·∧H∂B(y,rk) ∈ ·
∣∣∣∣ S′H∂B(y,rk) = SD˜y,kℓ
]
, (4.56)
where we wrote S′ to denote a new SRW to distinguish it from S. Fix any
q ∈ {b−n (dn,k(η)), . . . , b+n (dn,k(η))}. We can decompose the event Ân,q(y) into
events for excursions from ∂B(y, rdn,k(η)) to ∂B(y, rk) as follows:
Ân,q(y) =
⋃ my⋂
ℓ=1
{
T̂ k,y,1dn,k(η) ◦ θR˜y,kℓ = qℓ, T̂
k,y,1
i ◦ θR˜y,kℓ = j
y,i
ℓ ,
dn,k(η)+1 ≤ ∀i ≤ Ln−wn−1, Hy◦θR˜y,k
ℓ
> D˜y,kℓ
}
, (4.57)
where the union is taken over all sequences of nonnegative integers (qℓ)
my
ℓ=1 and
(jy,iℓ )
my
ℓ=1, dn,k(η) + 1 ≤ i ≤ Ln − wn − 1 with
my∑
ℓ=1
qℓ = q, b
−
n (i) ≤
my∑
ℓ=1
jy,iℓ ≤ b+n (i), dn,k(η) + 1 ≤ i ≤ Ln − wn − 1. (4.58)
By (4.56), the probability of the big intersection in (4.57) conditioned on Gy is
equal to
my∏
ℓ=1
PS
R˜
y,k
ℓ
T̂
k,y,1
dn,k(η)
= qℓ, T̂
k,y,1
i = j
y,i
ℓ ,
dn,k(η) + 1 ≤ ∀i ≤ Ln − wn − 1,
Hy > H∂B(y,rk), S′H∂B(y,rk)
=S
D˜
y,k
ℓ

PS
R˜
y,k
ℓ
[
S′H∂B(y,rk)
= SD˜y,kℓ
] . (4.59)
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Fix any 1 ≤ ℓ ≤ my. Recall the notation T dn,k(η),y,qℓi from (4.13). By the
strong Markov property at D
y,dn,k(η)
qℓ , the probability in the numerator of the
ℓ-th factor in (4.59) is equal to
ES
R˜
y,k
ℓ

1R
y,dn,k(η)
qℓ < H∂B(y,rk), T
dn,k(η),y,qℓ
i = j
y,i
ℓ ,
dn,k(η)+1 ≤ ∀i ≤ Ln−wn−1, Hy > Dy,dn,k(η)qℓ

×PS′
D
y,dn,k(η)
qℓ
[
S′′H∂B(y,rk) = SD˜y,kℓ ,
H∂B(y,rk) < H∂B(y,dn,k(η)+1)
]
 , (4.60)
where we write S′, S′′ to denote new SRWs to distinguish them from S and
from each other.
We will estimate the probability in (4.60). To do so, we fix z ∈ ∂B(y, rdn,k(η))
and w ∈ ∂B(y, rk). By the strong Markov property, we have
Pz
[
SH∂B(y,rk) = w, H∂B(y,rdn,k(η)+1) < H∂B(y,rk)
]
= Ez
[
1{H∂B(y,rdn,k(η)+1)<H∂B(y,rk)}
PS
D
y,dn,k(η)
1
[
S′H∂B(y,rk) = w
]]
. (4.61)
We use the Harnack inequality from [9, Lemma 2.1]: Uniformly in δ′ < 1/2,
u, u′ ∈ B(0, δ′N), u′′ ∈ ∂B(0, N),
Pu
[
SH∂B(0,N) = u
′′] = (1 +O(δ′) +O(1/N))Pu′ [SH∂B(0,N) = u′′] . (4.62)
By (4.62), the PS
D
y,dn,k(η)
1
-probability in (4.61) is equal to
(
1 +O
(
rdn,k(η)
rk
))
Pz
[
SH∂B(y,rk) = w
]
. (4.63)
By (4.61) and Lemma 2.3, the PS′
D
y,dn,k(η)
qℓ
-probability in (4.60) is bounded from
above by (1 + (log logn)
c1
(logn)η ) times
PS′
D
y,dn,k(η)
qℓ
[
H∂B(y,rk) < H∂B(y,rdn,k(η)+1)
]
PS′
D
y,dn,k(η)
qℓ
[
S′′H∂B(y,rk) = SD˜y,kℓ
]
.
(4.64)
By this, (4.60) is bounded from above by (1 + (log logn)
c1
(log n)η ) times
PS
R˜
y,k
ℓ
[
R
y,dn,k(η)
qℓ < H∂B(y,rk) < R
y,dn,k(η)
qℓ+1
, T
dn,k(η),y,qℓ
i = j
y,i
ℓ ,
dn,k(η) + 1 ≤ ∀i ≤ Ln − wn − 1, Hy > Dy,dn,k(η)qℓ
]
× max
z∈∂B(y,dn,k(η))
Pz
[
S′H∂B(y,rk) = SD˜y,kℓ
]
. (4.65)
By (4.65), (4.62), and Lemma 2.4(iii) with L = Ln − k, m = qℓ, Ri = rk+i,
k˜ = wn, k = dn(η) + 1, the conditional probability in (4.55) is bounded from
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above by (1 + o(1)) times
∑
q
PGWq
b−n (dn,k(η)+i) ≤ Ti ≤ b+n (dn,k(η)+i),1 ≤ ∀i ≤ Ln − dn,k(η)− wn − 1,
TLn−dn,k(η)−1 = 0

×
∑
(qℓ)
my
ℓ=1
(
dn(η) + 1
dn(η) + 2
)q (
1
dn(η) + 2
)my
, (4.66)
where the sums in the first and the second lines of (4.66) are taken over q ∈
{b−n (dn,k(η)), . . . , b+n (dn,k(η))} and (qℓ)myℓ=1 satisfying the first condition in (4.58).
By a direct calculation, one can show that the sum in the second line of
(4.66) is equal to
P
[my∑
ℓ=1
Gℓ = q
]
, (4.67)
where Gℓ, ℓ ≥ 1 are independent geometric random variables with success prob-
ability 1dn(η)+2 . By conditioning on TLn−dn,k(η)−wn−1, the q-th term of the sum
in the first line of (4.66) is bounded from above by
b+n (Ln−wn−1)∑
v=b−n (Ln−wn−1)
PGWq
Ti ≥ b−n (dn,k(η) + i),1 ≤ ∀i ≤ Ln − dn,k(η)− wn − 2,
TLn−dn,k(η)−wn−1 = v
PGWv [Twn = 0] .
(4.68)
Applying Lemma 2.5 with x =
√
2q, y =
√
2v, a =
Ln−dn,k(η)
Ln
√
2m−n , and b =
wn+1
Ln
√
2m−n (note that we can take η = c
√
log(ℓn) for some positive constant
c), we can bound the first probability of the v-th term in (4.68) from above by
(ℓn)
c2gn(dn,k(η))
1
log n
e
− (
√
q−√v)2
Ln−dn,k(η)−wn−1 . (4.69)
For each v ∈ N, we have
PGWv [Twn = 0] =
(
1− 1
wn + 1
)v
≤ e− vwn+1 . (4.70)
We can bound the product of the exponential factors in (4.69) and (4.70) by
e
− q
Ln−dn,k(η) and this is bounded from above by (1 + o(1))(1 − 1Ln−dn,k(η) )q.
Thus, (4.66) is bounded from above by
c3(ℓn)
c4gn(dn,k(η))
1
log n
E
[(
1− 1
Ln − dn,k(η)
)∑my
ℓ=1Gℓ
]
. (4.71)
By a simple calculation, one can show that the expectation in (4.71) is equal to
(1− dn(η)+1Ln−k )my .
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We will prove the following:
Po
[
Hy > D˜
y,k
my |Gy
]
≥ (1 + o(1))
(
1− dn(η) + 1
Ln − k
)my
. (4.72)
Since the event on the left hand side of (4.72) can be written by
my⋂
ℓ=1
{Hy ◦ θR˜y,kℓ > H∂B(y,rk) ◦ θR˜y,kℓ },
by (4.56), the left in (4.72) is equal to
my∏
ℓ=1
PS
R˜
y,k
ℓ
[
Hy > H∂B(y,rk) S
′
H∂B(y,rk)
= SD˜y,k
ℓ
]
PS
R˜
y,k
ℓ
[
S′H∂B(y,rk)
= SD˜y,k
ℓ
] . (4.73)
We will estimate the probabilities in the numerator in (4.73). Fix any z ∈
∂B(y, rdn,k(η)) and z
′ ∈ ∂B(y, rk). By the strong Markov property, we have
Pz
[
Hy < H∂B(y,rk), SH∂B(y,rk) = z
′
]
= Pz
[
Hy < H∂B(y,rk)
]
Ey
[
PSH∂B(y,rdn,k(η))
[
SH∂B(y,rk) = z
′
]]
. (4.74)
By the Harnack inequality (4.62), the right in (4.74) is equal to
(1 +O((log n)−η))Pz
[
Hy < H∂B(y,rk)
]
Pz
[
SH∂B(y,rk) = z
′
]
. (4.75)
By (4.75) and Lemma 2.3, (4.73) is bounded from below by
(1 + o(1))
my∏
ℓ=1
PS
R
y,k
ℓ
[
Hy > H∂B(y,rk)
]
. (4.76)
By (4.76), Lemma 2.3, and the condition k ≤ ⌈(1 − ε)Ln⌉, we have the desired
claim (4.72).
By (4.71) and (4.72), (4.55) is bounded from above by
c5(ℓn)
c6gn(dn,k(η))
1
log n
Po

b−n (i) ≤ T̂ k,x,mxi ≤ b+n (i),
dn,k(η) ≤ ∀i ≤ Ln − wn − 1,
Hx > D˜
x,k
mx , M
x
n = mx, M
y
n = my,
T
y,m−n
k ≥ b−n (k), Hy > D˜y,kmy
 . (4.77)
Conditioning on Gx and repeating the argument above, (4.77) is bounded from
above by
c7(ℓn)
c8gn(dn,k(η))
2 1
(logn)2
Po
M
x
n = mx, M
y
n = my,
T
y,m−n
k ≥ b−n (k),
Hx > D˜
x,k
mx , Hy > D˜
y,k
my
 . (4.78)
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Summing over mx,my, Po [An(x) ∩ An(y)] is bounded from above by
c7(ℓn)
c8gn(dn,k(η))
2 1
(logn)2
Po
[
Bb−n (k)
]
. (4.79)
We have obtained the desired result. 
Proof of Lemma 4.6. Recall the definition of the event Bm from (4.50). To
estimate Po[Bb−n (k)], we will compare Po[Bm] with Po[Bm−1]. Fix m ∈ N. Since
Ry,km is contained in one of the intervals (D
x,0
ℓ , D
x,0
ℓ+1), 0 ≤ ℓ ≤ m−n − 1 or in
(Dx,0
m−n
,∞), Po[Bm] is equal to
m−n−1∑
ℓ=0
Po
[
Dx,0ℓ < R
y,k
m < D
x,0
ℓ+1, Hx > D
x,0
m−n
, Hy > D
y,k
m
]
+ Po
[
Dx,0
m−n
< Ry,km , Hx > D
x,0
m−n
, Hy > D
y,k
m
]
. (4.80)
Fix ℓ ∈ {0, · · · ,m−n − 1}. By the strong Markov property at Ry,km , the ℓ-th term
of the sum in (4.80) is equal to
Eo
[1{Dx,0ℓ <Ry,km <Dx,0ℓ+1, Hx>Ry,km , Hy>Dy,km−1}
×PS
R
y,k
m
[
Hx > D
x,0
m−n−ℓ, Hy > H∂B(y,rk)
]] . (4.81)
We will estimate the probability in the expectation in (4.81).
Fix any z ∈ ∂B(y, rk+1). Note that we have B(y, rk) ⊂ B(x, rk−2). Thus,
by the strong Markov property at H∂B(x,rk−2) and at H∂B(x,r0), we have
Pz
[
Hx > D
x,0
m−n−ℓ, Hy > H∂B(y,rk)
]
=
∑
u∈∂B(x,rk−2)
∑
v∈∂B(x,r0)
Pz
[
Hy > H∂B(y,rk), Hx > H∂B(x,rk−2),
SH∂B(x,rk−2) = u
]
× Pu
[
Hx > H∂B(x,r0), SH∂B(x,r0) = v
]
Pv
[
Hx > D
x,0
m−n−ℓ−1
]
. (4.82)
We will estimate the second factor on the right-hand side of (4.82).
Fix u ∈ ∂B(x, rk−2) and v ∈ ∂B(x, r0). By the strong Markov property at
Hx and H∂B(x,rk−2) ◦ θHx , Pu[Hx < H∂B(x,r0), SH∂B(x,r0) = v] is equal to
Pu[Hx < H∂B(x,r0)]Ex
[
PSH∂B(x,rk−2)
[
S′H∂B(x,r0) = v
]]
. (4.83)
By the Harnack inequality (4.62), (4.83) is equal to{
1 +O
(
(ℓn)
−k+2)}Pu [Hx < H∂B(x,r0)]Pu [SH∂B(x,r0) = v] . (4.84)
By (4.84), Lemma 2.3, and the condition k ≤ ⌈(1− ε)Ln⌉, the first probability
in the second line of (4.82) is equal to{
1−O ((ℓn)−k+2)}Pu [Hx > H∂B(x,r0)]Pu [SH∂B(x,r0) = v] . (4.85)
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By the Harnack inequality (4.62), the second probability in (4.85) is equal to{
1 +O
(
(ℓn)
−k+2)}Pu⋆ [SH∂B(x,r0) = v] , (4.86)
where u⋆ is a fixed vertex on ∂B(x, rk−2). By Lemma 2.3, the first probability
in (4.85) is equal to (
1 +O
(
(log n)−2
)) Ln − k + 2
Ln
. (4.87)
By (4.85)-(4.87), for ξ large enough, the right of (4.82) is equal to{
1 +O
(
(log n)−2
)} Ln − k + 2
Ln
Pz
[
Hy > H∂B(y,rk), Hx > H∂B(x,rk−2)
]
× Pu⋆
[
Hx ◦ θH∂B(x,r0) > D
x,0
m−n−ℓ
]
. (4.88)
We will estimate the first probability of (4.88).
By the strong Markov property at Hy and at H∂B(y,rk) ◦ θHy , we have
Pz
[
Hy < H∂B(y,rk), Hx > H∂B(x,rk−2)
]
= Pz
[
Hy < H∂B(y,rk)
]
Ey
[
PSH∂B(y,rk)
[
Hx > H∂B(x,rk−2)
]]
≥
(
1− c1
Ln − k
)
1
Ln − k , (4.89)
where we have used Lemma 2.3 and the fact that d(u, x) ≥ rk for any u ∈
∂B(y, rk) in the last inequality. Thus, the first probability in (4.88) is equal to
Pz
[
Hx > H∂B(x,rk−2)
]− Pz [Hy < H∂B(y,rk), Hx > H∂B(x,rk−2)]
≤ Pz
[
Hx > H∂B(x,rk−2)
]{
1−
(
1− c1
Ln − k
)
1
Ln − k
}
. (4.90)
By (4.81), (4.88), (4.90), and applying the strong Markov property at Ry,km and
Lemma 2.3 to the last term of (4.80), (4.80) is bounded from above by
{
1 + c2(log n)
−2}{1− (1− c1
Ln − k
)
1
Ln − k
}
×

m−n−1∑
ℓ=0
Ln − k + 2
Ln
P (ℓ)u⋆ Eℓ +Q
 , (4.91)
where P
(ℓ)
u⋆ is the probability in the second line of (4.88) and
Eℓ := Eo
[
1{Dx,0ℓ <Ry,km <Dx,0ℓ+1, Hx>Ry,km , Hy>Dy,km−1}PSRy,km
[
Hx > H∂B(x,rk−2)
]]
,
Q := Po
[
Dx,0
m−n
< Ry,km , Hx > D
x,0
m−n
, Hy > D
y,k
m−1
]
.
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A similar argument implies that Po[Bm−1] is bounded from below by the factor
in the second line of (4.91) multiplied by 1− c3(logn)−2. Thus, we have
Po[Bm] ≤
{
1 + c4(logn)
−2}{1− (1− c4
Ln − k
)
1
Ln − k
}
Po[Bm−1]. (4.92)
In particular, Po
[
Bb−n (k)
]
is bounded from above by
{
1 +
c4
(logn)2
}b−n (k) {
1−
(
1− c4
Ln − k
)
1
Ln − k
}b−n (k)
Po
[
Hx > D
x,0
m−n
]
.
(4.93)
The first factor of (4.93) is 1+ o(1). Since k ≤ ⌈(1− ε)Ln⌉, the second factor of
(4.93) is bounded from above by (ℓn)
c5e−
b−n (k)
Ln−k and this is bounded from above
by
(ℓn)
−2(Ln−k)+c6(logn)e2sn−4c⋆wn log(ℓn)e−c7fn(k)
√
log(ℓn)
× exp
{
− (log logn+ 2sn − 4c⋆wn log(ℓn)) log(ℓn)
log n
k
}
. (4.94)
Since α+β < γ < 1, the last factor of (4.94) is bounded from above by 1. By the
strong Markov property and Lemma 2.3, the probability in (4.93) is bounded
from above by(
log(r1) +
c8
log(r1)
log(r0)
)m−n
≤ (1 + o(1))e−
m−n
Ln ≤ 1 + o(1)
n2
(logn)e2sn(ℓn)
−2c⋆wn .
(4.95)
By Lemma 4.7, (4.93)-(4.95), Po [An(x) ∩ An(y)] is bounded from above by
c9(ℓn)
−2(Ln−k)+c10n−2e4sn−6c⋆wn log(ℓn)gn(dn,k(η))2e−c7fn(k)
√
log(ℓn). (4.96)
In particular, the sum of Po[An(x)∩An(y)] over x, y ∈ Z2n\B(o, r0) with ℓ(x, y) =
k is bounded from above by (4.96) multiplied by n2(2rk−1)2. By this and Lemma
4.1, the left of (4.48) is bounded from above by
c11(ℓn)
c12e−2c⋆wn log(ℓn) {Eo[Zn]}2 . (4.97)
Thus, we have the desired result. 
Next, we deal with the case ⌈(1− ε)Ln⌉ < ℓ(x, y) ≤ Ln − wn − 1.
Lemma 4.8 Let ε be the constant in Lemma 4.6. Then,
Ln−wn−1∑
k=⌈(1−ε)Ln⌉+1
∑
x,y∈Z2n\B(o,r0)
ℓ(x,y)=k
Po[An(x) ∩ An(y)] = o(1) (Eo[Zn])2 . (4.98)
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Proof. Fix ⌈(1− ε)Ln⌉ < k ≤ Ln −wn − 1, x, y ∈ Z2n\B(o, r0) with ℓ(x, y) = k,
and sufficiently large constant θ > 0. Recall the notation Rz,iℓ , D
z,i
ℓ , T
z,m
i , dn(·)
from (3.1), (4.1), (3.5). We have
Po[An(x) ∩ An(y)] ≤ Po
[
Cb−n (k)
]
, (4.99)
where for each m ∈ N, we set
Cm :=
{
b−n (i) ≤ T x,m
−
n
i ≤ b+n (i), wn ≤ ∀i ≤ k−dn(θ)−1,
Hx > D
x,0
m−n
, Hy > D
y,k
m
}
. (4.100)
To estimate Po[Cb−n (k)], we will compare Po[Cm] with Po[Cm−1].
Fix any m ∈ N. Since Ry,km is contained in one of the intervals (Dx,0ℓ , Dx,0ℓ+1),
0 ≤ ℓ ≤ m−n − 1 or in (Dx,0m−n ,∞), we have Po[Cm] is equal to
m−n−1∑
ℓ=0
Po
[{
Dx,0ℓ < R
y,k
m < D
x,0
ℓ+1
}
∩ Cm
]
+Po
[{
Dx,0
m−n
< Ry,km
}
∩Cm
]
. (4.101)
We define the number of traversals before time Ry,km by
T i⋆ := max
{
j ≥ 1 : Dx,ij < Ry,km
}
, wn ≤ i ≤ k − dn(θ)− 1. (4.102)
Fix ℓ ∈ {0, · · · ,m−n − 1}. By the strong Markov property at Ry,km , the ℓ-th term
of the sum in (4.101) is equal to
Eo

1{Dx,0ℓ <Ry,km <Dx,0ℓ+1, Hx>Ry,km , Hy>Dy,km−1}
×PS
R
y,k
m
b−n (i) ≤ T i⋆ + T x,m
−
n−ℓ
i ≤ b+n (i),
wn ≤ ∀i ≤ k − dn(θ)− 1,
Hx > D
x,0
m−n−ℓ, Hy > H∂B(y,rk)

 . (4.103)
Fix any z ∈ ∂B(y, rk+1) and ti ≥ 0, wn ≤ i ≤ k − dn(θ) − 1. By the
strong Markov property at H∂B(x,rk−2) and at H∂B(x,rk−dn(θ)), the probability
in (4.103) with SRy,km = z and T
i
⋆ = ti, wn ≤ i ≤ k − dn(θ)− 1 is equal to∑
u∈∂B(x,rk−2)
∑
v∈∂B(x,rk−dn(θ))
Pz
[
Hy > H∂B(y,rk), Hx > H∂B(x,rk−2),
SH∂B(x,rk−2) = u
]
× Pu
[
Hx > H∂B(x,rk−dn(θ)), SH∂B(x,rk−dn(θ))
= v
]
× Pv
[
b−n (i) ≤ ti + T x,m
−
n−ℓ
i ≤ b+n (i), wn ≤ ∀i ≤ k − dn(θ)− 1, Hx > Dx,0m−n−ℓ
]
.
(4.104)
Fix u ∈ ∂B(x, rk−2) and v ∈ ∂B(x, rk−dn(θ)). We will estimate the probability
in the second line of (4.104). By the strong Markov property at Hx and at
H∂B(x,rk−2) ◦ θHx , one can see that
Pu
[
Hx < H∂B(x,rk−dn(θ)), SH∂B(x,rk−dn(θ))
= v
]
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is equal to
Pu
[
Hx < H∂B(x,rk−dn(θ))
]
Ex
[
PSH∂B(x,rk−2)
[
S′H∂B(x,rk−dn(θ))
= v
]]
. (4.105)
By (4.62), the right of (4.105) is equal to
{
1 +O
(
(ℓn)
2(log n)−θ
)}
times
Pu
[
Hx < H∂B(x,rk−dn(θ))
]
Pu
[
SH∂B(x,rk−dn(θ))
= v
]
. (4.106)
By (4.106) and Lemma 2.3, the probability in the second line of (4.104) is equal
to {1 +O((ℓn)3(log n)−θ)} times
Pu
[
Hx > H∂B(x,rk−dn(θ))
]
Pu
[
SH∂B(x,rk−dn(θ))
= v
]
. (4.107)
By the Harnack inequality (4.62), the second probability in (4.107) is equal to{
1 +O
(
(ℓn)
2(logn)−θ
)}
Pu⋆
[
SH∂B(x,rk−dn(θ))
= v
]
, (4.108)
where u⋆ is a fixed vertex on ∂B(x, rk−2). By Lemma 2.3, the first probability
in (4.107) is equal to{
1 +O
(
1
(Ln − k)2(log(ℓn))2
)}
Ln − k + 2
Ln − k + dn(θ) . (4.109)
By these and the condition that θ is large enough, (4.104) is bounded from
above by{
1 +O
(
1
(Ln − k)2(log(ℓn))2
)}
Ln − k + 2
Ln − k + dn(θ)
× Pz
[
Hy > H∂B(y,rk), Hx > H∂B(x,rk−2)
]
× Pu⋆
[
b−n (i) ≤ ti+T x,m
−
n−ℓ
i ≤ b+n (i), wn ≤ ∀i ≤ k−dn(θ)−1,
Hx ◦ θH∂B(x,rk−dn(θ)) > D
x,0
m−n−ℓ
]
. (4.110)
We will estimate the first probability in (4.110). By the strong Markov property
at Hy and at H∂B(y,rk) ◦ θHy , we have
Pz
[
Hy < H∂B(y,rk), Hx > H∂B(x,rk−2)
]
= Pz
[
Hy < H∂B(y,rk)
]
Ey
[
PSH∂B(y,rk)
[
Hx > H∂B(x,rk−2)
]]
. (4.111)
By Lemma 2.3 and the fact that d(u, x) ≥ rk for any u ∈ ∂B(y, rk), the right
of (4.111) is bounded from below by
(
1− c1Ln−k
)
1
Ln−k . Thus, we have
Pz
[
Hy > H∂B(y,rk), Hx > H∂B(x,rk−2)
]
= Pz
[
Hx > H∂B(x,rk−2)
]− Pz [Hy < H∂B(y,rk), Hx > H∂B(x,rk−2)]
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≤
{
1−
(
1− c1
Ln − k
)
1
Ln − k
}
Pz
[
Hx > H∂B(x,rk−2)
]
. (4.112)
By these and applying the strong Markov property at Ry,km and Lemma 2.3 to
the last term of (4.101), Po[Cm] is bounded from above by{
1 +
c2
(Ln − k)2(log(ℓn))2
}{
1−
(
1− c1
Ln − k
)
1
Ln − k
}
×

m−n−1∑
ℓ=0
Ln − k + 2
Ln − k + dn(θ)Eℓ +Q
 , (4.113)
where
Eℓ := Eo
[
1{Dx,0ℓ <Ry,km <Dx,0ℓ+1, Hx>Ry,km , Hy>Dy,km−1}
×P (ℓ)u⋆
(
(T i⋆)i
)
PS
R
y,k
m
[
Hx > H∂B(x,rk−2)
] ] ,
(we let P
(ℓ)
u⋆ ((ti)i) be the probability in the last line of (4.110))
Q := Po
Dx,0m−n < Ry,km , b−n (i) ≤ T x,m−ni ≤ b+n (i), wn ≤ ∀i ≤ k−dn(θ)−1,
Hx > D
x,0
m−n
, Hy > D
y,k
m−1
 .
A similar argument implies that Po[Cm−1] is bounded from below by the factor
in the second line of (4.113) multiplied by 1 − c3(Ln − k)−2(log(ℓn))−2. Thus,
Po[Cm] is bounded from above by(
1 +
c4
(Ln − k)2(log(ℓn))2
){
1−
(
1− c1
Ln − k
)
1
Ln − k
}
Po[Cm−1]. (4.114)
Thus, the right of (4.99) is bounded from above by{
1 +
c4
(Ln − k)2(log(ℓn))2
}b−n (k) {
1−
(
1− c1
Ln − k
)
1
Ln − k
}b−n (k)
× Po
[
b−n (i) ≤ T x,m
−
n
i ≤ b+n (i), wn ≤ ∀i ≤ k − dn(θ)− 1, Hx > Dx,0m−n
]
.
(4.115)
The first factor of (4.115) is 1 + o(1). The second factor of (4.115) is bounded
from above by (ℓn)
c5e−
b−n (k)
Ln−k and this is bounded from above by
c6(ℓn)
−2(Ln−k)+c5e(Ln−k)
log logn
logn log(ℓn)+(Ln−k) 2snlogn log(ℓn)−c7fn(k)
√
log(ℓn).
(4.116)
Since k > ⌈(1− ε)Ln⌉ > Ln−12 , we have
c7
2
fn(k)
√
log(ℓn)− (Ln − k) log logn
logn
log(ℓn) > 0.
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By this and the condition k > ⌈(1− ε)Ln⌉, (4.116) is bounded from above by
c6(ℓn)
−2(Ln−k)+c5e2sn−(1−ε)sn−
c7
2 fn(k)
√
log(ℓn). (4.117)
By Lemma 2.4, the probability in (4.115) is bounded from above by
(1 + o(1))PGW
m−n
[
b−n (i) ≤ Ti ≤ b+n (i), wn ≤ ∀i ≤ k − dn(θ)− 1, TLn−1 = 0
]
.
(4.118)
By the Markov property, the probability in (4.118) is equal to
∑
PGW
m−n
[Twn = m]P
GW
m
b−n (wn + i) ≤ Ti ≤ b+n (wn + i),1 ≤ ∀i ≤ k − dn(θ)− wn − 2,
Tk−dn(θ)−wn−1 = m
′

× PGWm′ [TLn−k+dn(θ) = 0], (4.119)
where the sum is taken over m ∈ {b−n (wn), . . . , b+n (wn)} and m′ ∈ {b−n (k −
dn(θ) − 1), . . . , b+n (k − dn(θ) − 1)}. By Lemma 2.5 with a = (1 − wnLn )
√
2m−n ,
b = Ln−k+dn(θ)+1Ln
√
2m−n , x =
√
2m, y =
√
2m′ (we can take η = c
√
log(ℓn)
for some positive constant), the second probability in (4.119) is bounded from
above by
c8(ℓn)
c9
(Ln − k + dn(θ) + 1) 12+δ
logn
e−
(
√
m−
√
m′)2
k−dn(θ)−wn−1 . (4.120)
The third probability in (4.119) is equal to (1 − 1Ln−k+dn(θ)+1 )m
′
and this is
bounded from above by e−
m′
Ln−k+dn(θ)+1 . The product of this and the exponential
factor in (4.120) is bounded from above by e−
m
Ln−wn . By this, the contribution
of the sum over m in (4.119) comes from
∑b+n (wn)
m=b−n (wn)
e−
m
Ln−wn PGW
m−n
[Twn = m]
and this is bounded from above by
EGW
m−n
[
1{Twn≥b−n (wn)}e
− Twn
Ln−wn
]
≤ e−
b−n (wn)
Ln−wn . (4.121)
Therefore, (4.118) is bounded from above by
c10n
−2e2sn(ℓn)−2c⋆wn+c11wn(Ln − k + dn(θ) + 1) 52+δ. (4.122)
Note that the number of pairs of points x, y ∈ Z2n\B(o, r0) with ℓ(x, y) = k
is bounded from above by n2(2rk−1)2. Thus, by (4.115), (4.117), (4.122), and
Lemma 4.1, the left of (4.98) is bounded from above by
c12(ℓn)
c13wne−(1−ε)sn {Eo[Zn]}2 . (4.123)
Since γ > α+ β by the assumption (2.2), we have the desired result. 
Next, we deal with the case ℓ(x, y) = 0.
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Lemma 4.9 As n→∞,∑
x,y∈Z2n\B(o,r0)
ℓ(x,y)=0
Po[An(x) ∩ An(y)] ≤ (1 + o(1)) (Eo[Zn])2 . (4.124)
Proof. Fix any x, y ∈ Z2n\B(o, r0) with ℓ(x, y) = 0. Since An(z) (z ∈ {x, y})
can be written as an event for m−n excursions from ∂B(z, r1) to ∂B(z, r0), we
can apply Lemma 4.2 with R = r0, r = r1, k = 0, ℓ = m = m
−
n . By this and
Lemma 2.4(i), one can show that Po[An(x) ∩ An(y)] is bounded from above by
(1 + o(1))PGW
m−n
[
b−n (i) ≤ Ti ≤ b+n (i), wn ≤ ∀i ≤ Ln − 1− wn, TLn−1 = 0
]2
,
(4.125)
where o(1) → 0 as n → ∞ uniformly in x, y. By (4.8), the right-hand side of
(4.125) is bounded from above by
(1 + o(1))Po[An(x)]Po[An(y)].
Therefore, we have (4.124). 
Proof of (2.11). By Lemma 4.1, we have∑
x,y∈Z2n\B(o,r0):
ℓ(x,y)≥Ln−wn
Po[An(x) ∩ An(y)] ≤ c1(ℓn)2(wn+1)Eo[Zn]
≤ c1e−2sn(ℓn)c2wn{Eo[Zn]}2. (4.126)
Since γ > α + β by the assumption (2.2), the right of (4.126) is equal to
o(1)Eo[Zn]
2. By this and and Lemmas 4.1, 4.3-4.9, we have
Po
[
∃x ∈ Z2n\B(o, r0), Hx > Dx,0m−n
]
≥ Po[Zn ≥ 1] ≥ {Eo[Zn]}
2
Eo[Z2n]
= 1 + o(1), as n→∞.  (4.127)
Proof of the lower bound of Theorem 1.1 via (2.13). (2.11) and (2.13) im-
mediately yield the lower bound. 
A Excursion length
In this section, we give a proof of Proposition 2.2. We follow arguments in [1,
Section 8]. Recall definitions of Rm(x,R, r), Dm(x,R, r) from (2.1).
Lemma A.1 ([18, Lemma 2.1]) Fix n ∈ N and 1 < r < R/4 < n/8. For any
y ∈ Z2n, there exists a pair of probability measures µy,Rr on ∂B(y,R) and µy,rR
on ∂B(y, r) such that
µy,Rr (z) = Pµy,rR [SH∂B(y,R) = z], z ∈ ∂B(y,R), (A.1)
µy,rR (z) = Pµy,Rr [SH∂B(y,r) = z], z ∈ ∂B(y, r). (A.2)
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Lemma A.2 Fix n ∈ N and 1 < r < R/4 < n/8. For any y ∈ Z2n,
Eµy,Rr [D1(y,R, r)] =
2
π
n2
{
log
(
R
r
)
+O
(
1
r
)}
. (A.3)
Proof. We define the measure m on Z2n by
m(·) :=
∑
v∈∂B(y,r)
µy,rR (v)GB(y,R)(v, ·) +
∑
v∈∂B(y,R)
µy,Rr (v)GB(y,r)(v, ·), (A.4)
where
GB(y,R′)(u, v) := Eu
H∂B(y,R′)−1∑
i=0
1{Si=v}
 , 0 < R′ < n/2, u, v ∈ Z2n.
One can easily check that m is the stationary measure on Z2n. Thus, there exists
c0 > 0 such that m = c0ν where ν is the uniform measure on Z
2
n. By Green’s
function estimate (see, for example, [13, Proposition 1.6.7]), we have
m(y) =
∑
v∈∂B(y,r)
µy,rR (v)GB(y,R)(v, y) =
2
π
log
(
R
r
)
+O
(
1
r
)
. (A.5)
By (A.2), we have
Eµy,Rr [D1(y,R, r)]
= Eµy,Rr [H∂B(y,r)] + Eµy,Rr
[
ESH∂B(y,r) [H∂B(y,R)]
]
= Eµy,Rr [H∂B(y,r)] + Eµ
y,r
R
[
H∂B(y,R)
]
=
∑
u∈Z2n
m(u) = c0. (A.6)
By (A.5), (A.6), and the fact that m(y) = c0ν(y) = c0n
−2, we have (A.3). 
Lemma A.3 There exist c1, c2, c3 ∈ (0,∞) such that for any n ∈ N, λ ≥ 0,
x, y ∈ Z2n, and c1 ≤ r < R/4 < n/8,
Px[D1(y,R, r) ≥ λ] ≤ c2 exp
{
−c3 λ
n2 log(n/r)
}
. (A.7)
Proof. By the exponential Chebyshev inequality, for any θ > 0, the left of (A.7)
is bounded from above by
e−θλEx [exp {θD1(y,R, r)}] . (A.8)
By the strong Markov property at H∂B(y,r), (A.8) is bounded from above by
e−θλEx
[
exp
{
θH∂B(y,r)
}] · max
z∈∂B(y,r)
Ez
[
exp
{
θH∂B(y,R)
}]
. (A.9)
To estimate the exponential moments, we use the following:
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• [9, Lemma 3.1] There exist c, c′ ∈ (0,∞) such that for any c ≤ r < n/6,
max
y∈Z2n
max
x∈Z2n
Ex
[
H∂B(y,r)
] ≤ c′n2 log(n/r). (A.10)
• [13, (1.21)] For any z ∈ B(y,R),
R2 − (d(z, y))2 ≤ Ez
[
H∂B(y,R)
] ≤ (R + 1)2 − (d(z, y))2. (A.11)
• [12, (6)] For any first hitting time T , m ∈ N, and y ∈ Z2n,
Ey[T
m] ≤ m!Ey[T ]
(
max
z∈Z2n
Ez[T ]
)m−1
. (A.12)
By (A.10) and (A.12), we have
Ex
[
exp
{
θH∂B(y,r)
}]
= 1 +
∞∑
k=1
θk
k!
Ex
[(
H∂B(y,r)
)k]
≤ 1 +
∞∑
k=1
θk
(
max
z∈Z2n
Ez
[
H∂B(y,r)
])k
≤ 1 +
∞∑
k=1
{
θc2n
2 log(n/r)
}k
. (A.13)
Taking θ ≤ 12 (c2n2 log(n/r))−1, we have
Ex
[
exp
{
θH∂B(y,r)
}] ≤ 2. (A.14)
Fix any z ∈ ∂B(y, r). Similarly, by (A.11) and (A.12), we have
Ez
[
exp
{
θH∂B(y,R)
}]
= Ez
[
exp
{
θHB(y,R)c
}]
≤ 1 +
∞∑
k=1
{
θ max
v∈B(y,R)
Ev
[
HB(y,R)c
]}k
≤ 1 +
∞∑
k=1
{
θ(R+ 1)2
}k
. (A.15)
Taking θ ≤ 12 (R + 1)−2, we have
Ez
[
exp
{
θH∂B(y,R)
}] ≤ 2. (A.16)
Note that R < n/2 and r < n/8 imply (R + 1)2 ≤ n2 log(n/r). Thus, taking
θ = 12
(
(c2 ∨ 1)n2 log(n/r)
)−1
, we have
Px [D1(y,R, r) ≥ λ] ≤ 4 exp
{
− λ
2(c2 ∨ 1)n2 log(n/r)
}
.  (A.17)
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Lemma A.4 There exist c1, c2, c3 ∈ (0,∞) such that for any n ∈ N, 1 < r <
R/4 < n/8, x, y ∈ Z2n, m ≥ 2, and δ ∈ (0, 1),
Px
[∣∣∣∣∣
∑m
i=2 (Di(y,R, r)−Ri(y,R, r))
Eµy,rR
[
H∂B(y,R)
]
(m− 1) − 1
∣∣∣∣∣ > δ
]
≤ c1 exp
{
−c2δ2(m− 1) + c3δ 1
R
(m− 1)
}
. (A.18)
Proof. By the exponential Chebyshev inequality, for any θ > 0, we have
Px
[
m∑
i=2
(Di(y,R, r)−Ri(y,R, r)) ≥ (1 + δ)Eµy,r
R
[
H∂B(y,R)
]
(m− 1)
]
≤ e−θ(1+δ)Eµy,rR [H∂B(y,R)](m−1)Ex
[
exp
{
θ
m∑
i=2
(Di(y,R, r)−Ri(y,R, r))
}]
.
(A.19)
By the strong Markov property at Ri(y,R, r), 2 ≤ i ≤ m, the expectation on
the right of (A.19) is bounded from above by(
max
z∈∂B(y,r)
Ez
[
exp
{
θH∂B(y,R)
}])m−1
. (A.20)
By (A.11) and Kac’s moment formula (A.12), for any z ∈ ∂B(y, r) and θ ≤
1/(2(R+ 1)2), we have
Ez
[
exp{θH∂B(y,R)}
]
= Ez
[
exp{θHB(y,R)c}
]
≤ 1 + θEz
[
HB(y,R)c
]
+
∞∑
k=2
(
θ max
w∈B(y,R)
Ew
[
HB(y,R)c
])k
≤ 1 + θ {(R + 1)2 − r2}+ ∞∑
k=2
{
θ(R + 1)2
}k
≤ exp{θ ((R+ 1)2 − r2)+ 2θ2(R + 1)4} . (A.21)
Note that (A.11) implies that Eµy,rR
[
H∂B(y,R)
] ≥ R2− (r+1)2. By this, (A.20),
and(A.21), for θ = δ8
R2−(r+1)2
(R+1)4 , the right of (A.19) is bounded from above by a
value of the form of the right of (A.18). By almost the same argument, one can
obtain a similar estimate of the left tail. We omit the detail. 
For y ∈ Z2n and 0 < r < R < n/2, set
q(y,R, r) := min
u∈∂B(y,R),
v∈∂B(y,r)
Pv[SH∂B(y,R) = u]
µy,Rr (u)
. (A.22)
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Lemma A.5 There exists c1 > 0 such that for any n ∈ N, x ∈ Z2n, and 1 <
r < R/4 < n/8,
q(y,R, r) ≥ 1− c1 r
R
. (A.23)
Proof. Fix any v ∈ ∂B(y, r) and u ∈ ∂B(y,R). By Lemma A.1, we have
µy,Rr (u) =
∑
z∈∂B(y,r)
µy,rR (z)Pz
[
SH∂B(y,R) = u
] ≤ max
z∈∂B(y,r)
Pz
[
SH∂B(y,R) = u
]
.
(A.24)
By the Harnack inequality (4.62), for any z ∈ ∂B(y, r),
Pz
[
SH∂B(y,R) = u
]
=
(
1 +O
( r
R
))
Pv
[
SH∂B(y,R) = u
]
. (A.25)
By (A.24) and (A.25), we have (A.23). 
For y ∈ Z2n, 1 < r < R/4 < n/8, let W (y,R, r) be the space of paths from
∂B(y,R) to ∂B(y, r).
Lemma A.6 Fix n ∈ N, x, y ∈ Z2n, and 1 < r < R/4 < n/8. Then, for the
SRW on Z2n starting at x, the sequence of excursions
(
S·∧H∂B(y,r) ◦ θDi+1(y,R,r)
)
i≥0
is a W (y,R, r)-valued Markov chain with initial distribution
Px
[
S·∧H∂B(y,r) ◦ θD1(y,R,r) ∈ ·
]
,
and with transition probabilities
K(ω, ω′) := Pω(Iω)
[
S·∧H∂B(y,r) ◦ θH∂B(y,R) = ω′
]
, (A.26)
where Iω is the terminal time of ω defined by
Iω = min{i ≥ 0 : ω(i) ∈ ∂B(y, r)}. (A.27)
The proof of Lemma A.6 is straightforward, so we omit the proof. Fix n ∈ N,
x, y ∈ Z2n, and 1 < r < R/4 < n/8. Assume that the SRW S starts at x. Recall
the definition of q(y,R, r) from (A.22). For each z ∈ ∂B(y, r), we define the
probability measure νz on ∂B(y,R) by
νz(u) :=
Pz
[
SH∂B(y,R) = u
]− q(y,R, r)µy,Rr (u)
1− q(y,R, r) , u ∈ ∂B(y,R). (A.28)
We takeW (y,R, r)-valued random variablesXℓ, ℓ ≥ 0 and {0, 1}-valued random
variables Iℓ, ℓ ≥ 0 as follows:
• X0 has the law
P[X0 = ω] = Px
[
S·∧H∂B(y,r) ◦ θD1(y,R,r) = ω
]
, ω ∈W (y,R, r).
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• I0 is a Bernoulli random variable with success probability q(y,R, r) which
is independent of X0.
• Suppose that we have constructed X0, · · · , Xℓ and I0, · · · , Iℓ. Then, take
Xℓ+1 as follows: for each ω ∈ W (y,R, r),
P
[
Xℓ+1 = ω
∣∣∣∣ σ(Xj , Ij : 0 ≤ j ≤ ℓ)]
=
{
Pµy,Rr
[
S·∧H∂B(y,r) = ω
]
if Iℓ = 1,
PνXℓ(IXℓ )
[
S·∧H∂B(y,r) = ω
]
if Iℓ = 0.
(A.29)
Take Iℓ+1 as a Bernoulli random variable with success probability q(y,R, r)
which is independent of Xj , 1 ≤ j ≤ ℓ+ 1 and of Ij , 1 ≤ j ≤ ℓ.
One can check that (Xℓ)ℓ≥0 is a W (y,R, r)-valued Markov chain. By a direct
calculation of transition probabilities of (Xℓ)ℓ≥0 and Lemma A.6, we have
(Xℓ)ℓ≥0
law
=
(
S·∧H∂B(y,r) ◦ θDℓ+1(y,R,r)
)
ℓ≥0 . (A.30)
We define Jℓ, ℓ ≥ 0 inductively as follows:
J0 = min{i ≥ 0 : Ii = 1}, Jℓ := inf{i > Jℓ−1 : Ii = 1}, ℓ ≥ 1. (A.31)
Recall the definition of the terminal time Iω of ω from (A.27). Set
G0 :=
∑
0≤ℓ≤J0
IXℓ ,
Gm :=
∑
Jm−1<ℓ≤Jm
IXℓ , m ≥ 1. (A.32)
It is straightforward to show that Gm,m ≥ 0 are independent and Gm,m ≥ 1
are identically distributed. We need moment estimates of Gm:
Lemma A.7 There exists c1 > 0 such that for any n ∈ N, x, y ∈ Z2n, 1 < r <
R/4 < n/8, the following hold:
(i)
E[G1] =
Eµy,Rr
[
H∂B(y,r)
]
q(y,R, r)
. (A.33)
(ii) For any m ∈ {0, 1} and k ≥ 1,
E[(Gm)
k] ≤ k!
(q(y,R, r))
k
{
c1n
2 log
(n
r
)}k
. (A.34)
Proof. (i) By the definition of G1, we have
E[G1] = E
[
IXJ0+1
]
+
∞∑
ℓ=2
E
[
1{J0+ℓ≤J1}IXJ0+ℓ
]
. (A.35)
38
By the definition of (Xℓ)ℓ≥0 and J0, we have
E
[
IXJ0+1
]
= Eµy,Rr
[
H∂B(y,r)
]
. (A.36)
By the definitions of J0, J1, and (Xℓ)ℓ≥0, for each ℓ ≥ 2, we have
E
[
1{J0+ℓ≤J1}IXJ0+ℓ
]
= Eµy,Rr
[
EνXℓ−1(IXℓ−1 )
[
H∂B(y,r)
]]
(1− q(y,R, r))ℓ−1 .
(A.37)
By Lemma A.1 and the definition of (Xℓ)ℓ≥0, for any ℓ ≥ 2, we have
Eµy,Rr
[
EνXℓ−1(IXℓ−1 )
[
H∂B(y,r)
]]
= Eµy,Rr
[
H∂B(y,r)
]
. (A.38)
By (A.35)-(A.38), we have (A.33).
(ii) We only prove the m = 0 case. By Kac’s moment formula (A.12),
E[(G0)
k] =
∞∑
j=0
E
1{J0=j}
(
j∑
ℓ=0
IXℓ
)k
≤
∞∑
j=0
(1− q(y,R, r))j q(y,R, r)
∑
k0,··· ,kj≥0,
k0+···+kj=k
k!
k0! . . . kj !
j∏
ℓ=0
max
v∈Z2n
Ev
[(
H∂B(y,r)
)kℓ]
≤
k!∑
j≥0
(
k + j
k
)
(1− q(y,R, r))j q(y,R, r)

(
max
v∈Z2n
Ev
[
H∂B(y,r)
])k
.
(A.39)
Let (Ei)i≥0 be independent standard exponential random variables which are
independent of J0. Then, one can check that E
[(∑J0
ℓ=0Eℓ
)k]
is equal to the
big bracket on the right-hand side of (A.39). By this and the fact that
∑J0
ℓ=0Eℓ
has the same law as an exponential random variable with mean q(y,R, r)−1,
E[(
∑J0
ℓ=0Eℓ)
k] is equal to k!
(q(y,R,r))k
. By this and (A.10), we have the statement
(A.34) with m = 0. The proof for the m = 1 case is almost the same, so we
omit the detail. 
Lemma A.8 There exist c1, c2 ∈ (0,∞) such that for any n ∈ N, x, y ∈ Z2n,
1 < r < R/4 < n/8, δ ∈ (0, 1) and m ≥ 1,
P
[∣∣∣∣∣
∑m−1
i=0 Gi
E[G1]m
− 1
∣∣∣∣∣ > δ
]
≤ c1 exp
−c2(m− 1)δ2
 E[G1]
n2 log(n/r)
q(y,R,r)
2
 . (A.40)
Proof. By the exponential Chebyshev inequality, for any θ > 0, we have
P
[
m−1∑
i=0
Gi > (1 + δ)E[G1]m
]
≤ e−θ(1+δ)E[G1]mE
[
exp
{
θ
m−1∑
i=0
Gi
}]
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= e−θ(1+δ)E[G1]mE
[
eθG0
] (
E[eθG1 ]
)m−1
, (A.41)
where we have used the fact that Gm, m ≥ 0 are independent and that Gm,m ≥
1 are identically distributed. By Lemma A.7, for any 0 < θ ≤ 12 q(y,R,r)c1n2 log(n/r) , we
have
E[eθG0] = 1 +
∞∑
k=1
θk
k!
E[(G0)
k]
≤ 1 +
∞∑
k=1
(
θ
c1n
2 log(n/r)
q(y,R, r)
)k
≤ 2. (A.42)
Similarly, by Lemma A.7, for any 0 < θ ≤ 12 q(y,R,r)c1n2 log(n/r) , we have
E[eθG1 ] = 1 + θE[G1] +
∞∑
k=2
θk
k!
E[(G1)
k]
≤ 1 + θE[G1] +
∞∑
k=2
(
θ
c1n
2 log(n/r)
q(y,R, r)
)k
≤ exp
{
θE[G1] + 2θ
2
(
c1n
2 log(n/r)
q(y,R, r)
)2}
. (A.43)
By (A.42) and (A.43), for the optimal value θ = δ4E[G1]
(
q(y,R,r)
c1n2 log(n/r)
)2
, the
right of (A.41) is bounded from above by a value of the form of the right of
(A.40). Repeating a similar argument, we can obtain a similar estimate of the
left tail. We omit the detail. 
Lemma A.9 There exist c1, c2 ∈ (0,∞) such that for any n ∈ N, x, y ∈ Z2n,
1 < r < R/4 < n/8, m > 1 + 4 (q(y,R, r))
−1
, δ ∈ ( 4(m−1)q(y,R,r) , 1),
Px
[∣∣∣∣∣
∑m−1
i=1 (Ri+1(y,R, r)−Di(y,R, r))
Eµy,Rr [H∂B(y,r)](m− 1)
− 1
∣∣∣∣∣ > δ
]
≤ c1 exp
−c2(m− 1)q(y,R, r)δ2
(
Eµy,Rr [H∂B(y,r)]
n2 log(n/r)
)2 . (A.44)
Proof. Set m+ :=
⌈
(m−1)q(y,R,r)
1−δ/8
⌉
. By (A.30), we have
Px
[
m−1∑
i=1
(Ri+1(y,R, r)−Di(y,R, r)) > (1 + δ)Eµy,Rr
[
H∂B(y,r)
]
(m− 1)
]
= P
[
m−2∑
ℓ=0
IXℓ > (1 + δ)Eµy,Rr
[
H∂B(y,r)
]
(m− 1)
]
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≤ P
m+−1∑
ℓ=0
Gℓ > (1 + δ)Eµy,Rr
[
H∂B(y,r)
]
(m− 1)
+ P [Jm+−1 < m− 2] .
(A.45)
By Lemma A.7 (i), the definition ofm+, and the condition δ ∈ ( 4(m−1)q(y,R,r) , 1),
we have
(1 + δ)Eµy,Rr
[
H∂B(y,r)
]
(m− 1) ≥
(
1 +
δ
4
)
E[G1]m
+.
By this and Lemmas A.7, A.8, the first term on the right of (A.45) is bounded
from above by a value of the form of the right of (A.44). By the definition of
Jm+−1 and the exponential Chebyshev inequality, for any θ ∈ (0, 1), the second
term on the right of (A.45) is bounded from above by
P
[
I0 + · · ·+ Im−2 ≥ m+
] ≤ e−θm+E [eθ∑m−2ℓ=0 Iℓ] . (A.46)
Since Iℓ, ℓ ≥ 0 are i.i.d. Bernoulli random variables with parameter q(y,R, r),
the expectation on the right of (A.46) is bounded from above by{
eθq(y,R, r) + 1− q(y,R, r)}m−1 ≤ exp{(θ + 2θ2)q(y,R, r)(m− 1)} ,
(A.47)
where we have used the inequality eθ ≤ 1+ θ+2θ2 for any θ ∈ (0, 1) in the last
inequality. Optimizing θ (take θ = 14
(
m+
(m−1)q(y,R,r) − 1
)
), the right of (A.46) is
bounded from above by
exp
{−c3(m− 1)q(y,R, r)δ2} . (A.48)
This is bounded from above by a value of the form of the right of (A.44) since
Eµy,Rr [H∂B(y,r)] ≤ cn2 log(n/r) by (A.10). Therefore, the right of (A.45) is
bounded from above by a value of the form of the right of (A.44). Repeating a
similar argument, we can obtain a similar estimate of the left tail. We omit the
detail. 
Proposition A.10 There exist ci ∈ (0,∞), 1 ≤ i ≤ 8 such that for any n ∈ N,
x, y ∈ Z2n, c1 ≤ r < R/4 < n/8, m ≥ 1 + 4 (q(y,R, r))−1, δ ∈ ( 4(m−1)q(y,R,r) , 1),
Px
[∣∣∣∣∣ Dm(y,R, r)Eµy,Rr [D1(y,R, r)](m − 1) − 1
∣∣∣∣∣ ≥ δ
]
≤ c2 exp
{
−c3δ
Eµy,Rr [D1(y,R, r)]
n2 log(n/r)
(m− 1)
}
+ c4 exp
{
−c5δ2(m− 1) + c6δ 1
R
(m− 1)
}
+ c7 exp
−c8q(y,R, r)δ2
(
Eµy,Rr [H∂B(y,r)]
n2 log(n/r)
)2
(m− 1)
 . (A.49)
41
Proof. By Lemma A.1, we have
Eµy,Rr [D1(y,R, r)] = Eµy,Rr
[
H∂B(y,r)
]
+ Eµy,r
R
[
H∂B(y,R)
]
. (A.50)
Note that Dm(y,R, r) is equal to
D1(y,R, r) +
m∑
i=2
(Di(y,R, r)−Ri(y,R, r)) +
m−1∑
i=1
(Ri+1(y,R, r)−Di(y,R, r)) .
(A.51)
By (A.50) and (A.51), the left of (A.49) is bounded from above by
Px
[
D1(y,R, r) ≥ δ
2
Eµy,Rr [D1(y,R, r)] (m− 1)
]
+ Px
[∣∣∣∣∣
∑m
i=2 (Di(y,R, r)−Ri(y,R, r))
Eµy,r
R
[
H∂B(y,R)
]
(m− 1) − 1
∣∣∣∣∣ ≥ δ2
]
+ Px
[∣∣∣∣∣
∑m−1
i=1 (Ri+1(y,R, r)−Di(y,R, r))
Eµy,Rr
[
H∂B(y,r)
]
(m− 1) − 1
∣∣∣∣∣ ≥ δ2
]
. (A.52)
By (A.52) and Lemmas A.3, A.4, A.9, we have (A.49). 
Proof of Proposition 2.2. We only prove (2.12). Set r−1 :=
(
1−
√
2
(logn)2
)
r1,
r+0 :=
(
1 +
√
2
(logn)2
)
r0. We define the set F by
F :=

(
i
⌊
r0
ℓn(log n)2
⌋
, j
⌊
r0
ℓn(logn)2
⌋)
: 0 ≤ i, j ≤
 n⌊
r0
ℓn(logn)2
⌋
 .
By a simple observation, one can show that for any x ∈ Z2n, there exists y ∈ F
such that
x ∈
(
y +
[
0,
⌊
r0
ℓn(log n)2
⌋]2)
∩ Z2 mod nZ2
and that
B(y, r−1 ) ⊂ B(x, r1) ⊂ B(x, r0) ⊂ B(y, r+0 ).
In particular, we have
Dm+n (x, r0, r1) ≤ Dm+n (y, r+0 , r−1 ).
By this observation, we have
Po
[∃x ∈ Z2n,
Dm+n (x, r0, r1) >
4
πn
2(log n)2
(
1− log logn2 logn + 2snlog n
)]
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≤
∑
y∈F
Po
[
Dm+n (y, r
+
0 , r
−
1 ) >
4
π
n2(logn)2
(
1− log logn
2 logn
+
2sn
logn
)]
. (A.53)
By Lemma A.2, for sufficiently large n, we have
E
µ
y,r
+
0
r
−
1
[
D1(y, r
+
0 , r
−
1 )
]
(m+n − 1)
(
1 +
sn
4 logn
)
≤ 4
π
n2(log n)2
(
1− log logn
2 logn
+
2sn
logn
)
. (A.54)
Note that by Lemma A.2, (A.11), and (A.50), we have
E
µ
y,r
+
0
r
−
1
[
H∂B(y,r−1 )
]
≥ c1n2 log(ℓn).
By this, (A.54), Lemmas A.2, A.5, and Proposition A.10, each term on the right
of (A.53) is bounded from above by
c2e
−c3(log logn)2γ−α−2β . (A.55)
By the definition of the set F , we have
|F | ≤ c4(logn)4(ℓn)4e2c⋆(log logn)α+β . (A.56)
Note that by the assumption (2.2), we have 2γ − α− 2β > 1 > α+ β. By this,
(A.53), (A.55), and (A.56), we have (2.12). The proof of (2.13) is almost the
same as that of (2.12). So, we omit the detail. 
B Proofs of Lemma 2.4 and (4.31)
In this section, we prove Lemma 2.4. For simplicity, we drop R from the nota-
tion.
Proof of Lemma 2.4(i). We will only prove the upper bound in (2.20). We
will keep track of jumps among ∂B(x,Rℓ), ℓ ∈ ILk,k˜, where ILk,k˜ := {0, 1, k, k +
1, . . . , L− k˜, L}. Note that there are two types of excursions from ∂B(x,R1) to
∂B(x,R0):
(a) excursions which hit ∂B(x,Rk+1) (we will call them of type (a)),
(b) excursions which do not hit ∂B(x,Rk+1) (we will call them of type (b)).
Let e be an excursion from ∂B(x,R1) to ∂B(x,R0). When e is of type (a),
we will define the process tre(i), i ≥ 0, which records subscripts of radii of the
circles SRW visits as follows: Set
σ0 := 0, tr
e(0) := 1,
43
σ1 := min{i : e(i) ∈ ∂B(x,Rk+1)}, tre(1) := k + 1.
Suppose that we have constructed σℓ, tr
e(ℓ), 0 ≤ ℓ ≤ i − 1 (i ≥ 2) and that
tre(ℓ) 6= 0 for all 0 ≤ ℓ ≤ i− 1. Then, we define σi and tre(i) by
σi := min
j > σi−1 : e(j) ∈
⋃
ℓ∈IL
k,k˜
\{1}, ℓ 6=tre(i−1)
∂B(x,Rℓ)
 ,
tre(i) := ℓ such that e(σi) ∈ ∂B(x,Rℓ).
Stop the construction at the first time when tre reaches 0. When e is of type
(b), we define tre = (tre(i))i∈{0,1} just by tre(0) := 1, tre(1) = 0.
Let ei (1 ≤ i ≤ m) be the i-th excursion from ∂B(x,R1) to ∂B(x,R0). We
define the process trS by concatenating tre1 , . . . , trem in this order. Let W be
the state space of trS . For each w ∈ W and i, j ∈ IL
k,k˜
with i < j, let Twi→j
1
be the number of traversals from i to j by w. Let W˜ be the set of all w ∈ W
which satisfies Twi→i+1 = mi, k ≤ ∀i ≤ L− k˜− 1 and TwL−k˜→L = 0. (Recall that
(mi)
L−k˜−1
i=k are integers on the left-hand side of (2.20).)
Fix any w ∈ W˜ . Recall the definition of pi3,+i1,i2 from (2.14) and (2.15). By
the strong Markov property and Lemma 2.3, we have
Py[tr
S = w]
≤
(
pk+1,+1,0
)m−Tw1→k+1 (
p0,+1,k+1
)Tw1→k+1
×
(
pk+1,+k,0
)Tw1→k+1 (
p0,+k,k+1
)mk−Tw1→k+1
×
L−k˜−1∏
i=k+1
{(
pi+1,+i,i−1
)mi−1 (
pi−1,+i,i+1
)mi}
×
(
pL,+
L−k˜,L−k˜−1
)m
L−k˜−1
. (B.1)
Recall the definitions of ∆i1,+i2,i3 , ∆
+
1 , and ∆
+
⋆ from (2.16) and (2.21). By these
definitions and the strong Markov property of the SRW Z = (Zi, i ≥ 0, P 1Dk , k ∈
{0, . . . , L}) on {0, . . . , L}, the right-hand side of (B.1) is bounded from above
by
∆+1 ·∆+⋆ P 1D1 [trZ = w], (B.2)
where trZ is the process which records vertices SRW visits and is defined in the
same manner as trS . By (B.1) and (B.2), summing over w ∈ W˜ , we can bound
the numerator on the left-hand side of (2.20) from above by
∆+1 ∆
+
⋆ P
1D
1
[
Tmi = mi, k ≤ ∀i ≤ L− k˜ − 1, TmL−1 = 0
]
, (B.3)
1More precisely, Twi→j is defined as follows: set R
w
1 := min{ℓ : w(ℓ) = j}, D
w
p := min{ℓ >
Rwp : w(ℓ) = i}, R
w
p+1 := min{ℓ > D
w
p : w(ℓ) = j}, p ≥ 1. Then, we define T
w
i→j by
Twi→j := max{ℓ : R
w
ℓ
< tw}, where tw is the terminal time of w.
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where Tmi is the number of traversals from i to i + 1 by Z starting at 1 up
to the m-th return to 0 2. Since P 1D1 -law of (T
m
i )i≥0 is the same as P
GW
m -law
of (Ti)i≥0, we have obtained the upper bound. Other statements of (i) can be
proved similarly. We omit the details.
Proof of Lemma 2.4 (ii). We have
Py
[
T x,mi ≥ ℓ, T x,mL−1 = 0
]
=
m−1∑
k=0
Py
[
T x,ki < ℓ ≤ T x,k+1i , T x,mL−1 = 0
]
. (B.4)
Fix 0 ≤ k ≤ m − 1. By the strong Markov property, the k-th term on the
right-hand side of (B.4) is bounded from above by
ℓ−1∑
j=0
Py
[
T x,ki = j, T
x,k+1
i ≥ ℓ, T x,mL−1 = 0
]
≤
ℓ−1∑
j=0
Py
[
T x,ki = j, T
x,k
L−1 = 0
]
· max
z∈∂B(x,R0)
Pz
[
T x,1i ≥ ℓ− j, T x,m−kL−1 = 0
]
.
(B.5)
By Lemma 2.4 (i), for each 0 ≤ j ≤ ℓ − 1, the first factor of the j-th term on
the right of (B.5) is bounded from above by(
∆i+1,+1,0 ∨∆0,+1,i+1
)k
·
(
∆i+1,+i,0 ∨∆0,+i,i+1
)j
·
(
∆L,+i+1,i
)j
·P 1D1
[
T ki = j, T
k
L−1 = 0
]
.
(B.6)
By Lemma 2.3, the second factor of the j-th term on the right of (B.5) is
bounded from above by
p0,+1,i+1
(
p0,+i,i+1
)ℓ−j−1 (
pL,+i+1,i
)ℓ−j−1
pL,+i+1,0
(
pL,+1,0
)m−k−1
. (B.7)
By the definition of ∆i1,+i2,i3 (see (2.16)) and the strong Markov property of SRW
on {0, . . . , L}, (B.7) is bounded from above by
∆0,+1,i+1
(
∆0,+i,i+1
)ℓ−j−1 (
∆L,+i+1,i
)ℓ−j−1
∆L,+i+1,0
(
∆L,+1,0
)m−k−1
× P 1D1
[
T 1i ≥ ℓ− j, Tm−kL−1 = 0
]
. (B.8)
By (B.4)-(B.8) and the strong Markov property, (B.4) is bounded from above
by
∆+2 P
1D
1
[
Tmi ≥ ℓ, TmL−1 = 0
]
. (B.9)
2 More precisely, Tmi is defined as follows: Set R
i
1 := min{j : Zj = i+ 1}, D
i
p := min{j >
Rip : Zj = i}, R
i
p+1 := min{j > D
i
p : Zj = i + 1}, p ≥ 1. Then, we define T
m
i by
Tmi := max{j : R
i
j < D
0
m}.
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Since P 1D1 -law of (T
m
j )j≥0 is the same as P
GW
m -law of (Tj)j≥0, we have obtained
the desired result. 
Proof of Lemma 2.4 (iii). By the strong Markov property, the probability on
the left-hand side of (2.24) is bounded from above by
∑ m∏
ℓ=1
max
z∈∂B(x,Rk+1)
Pz
[
T k,x,1i = m
(ℓ)
i , k + 1 ≤ ∀i ≤ L− k˜ − 1, T k,x,1L−1 = 0
]
×
(
max
z∈∂B(x,Rk)
Pz
[
H∂B(x,Rk+1) < H∂B(x,R0)
])m
× max
z∈∂B(x,Rk)
Pz
[
H∂B(x,R0) < H∂B(x,Rk+1)
]
, (B.10)
where the sum is taken over all nonnegative integers m
(ℓ)
i , k+1 ≤ i ≤ L− k˜−1,
1 ≤ ℓ ≤ m satisfying ∑mℓ=1m(ℓ)i = mi for each k + 1 ≤ i ≤ L − k˜ − 1. By
Lemmas 2.4 (i) and 2.3, (B.10) is bounded from above by
∑ L−k˜−1∏
i=k+1
{(
∆i+1,+i,i−1 ∨∆i−1,+i,i+1
)mi−1+mi}(
∆L,+
L−k˜,L−k˜−1
)m
L−k˜−1
×
m∏
ℓ=1
PGW1
[
Ti = m
(ℓ)
i , 1 ≤ ∀i ≤ L− k − k˜ − 1, TL−k−1 = 0
]
×
(
∆0,+k,k+1
)m
∆k+1,+k,0
(
k
k + 1
)m
1
k + 1
. (B.11)
(B.11) immediately yields the desired result. 
Proof of (4.31). By Lemma 2.3, Pc is bounded from above by (1 + o(1)) times{
p∏
ℓ=1
(
1
k − 2
)(
k − 3
k − 2
)jcℓ−1( 1
k − 2
)}{(
1
k − 2
)(
k − 3
k − 2
)m−n−m′−∑pℓ=1 jcℓ−1}
.
(B.12)
We will relate (B.12) to a law of the 1-dimensional SRW. Recall the definitions
of Dkℓ , R
k
ℓ from the footnote 2. For each m ∈ N, set
T˜m := max
{
ℓ ≥ 1 : D0ℓ < Rk−3m
}
.
By the strong Markov property, the right of (B.12) is equal to
(1 + o(1))P 1Dk−2
[
p⋂
ℓ=1
{
T˜ 1 ◦ θDk−3
ℓ
= jcℓ
}
∩
{
T˜ 1 ◦ θDk−3p+1 ≥ m
−
n −m′ −
p∑
ℓ=1
jcℓ
}]
.
(B.13)
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By (B.12) and (B.13), we have∑
(jc
ℓ
)
Pc ≤ (1 + o(1))P 1Dk−3
[
T˜ p < m−n −m′ ≤ T˜ p+1
]
, (B.14)
where the sum is taken over (jcℓ )
p
ℓ=1 satisfying (4.25). Similarly, by Lemma 2.3
and the strong Markov property, we have
Po[C
1
m] ≤ (1 + o(1))P 1D1
[
D0m′ < Hk−2 < D
0
m′+1
]
. (B.15)
By (B.14), (B.15), and the strong Markov property, Po[C
1
m]·
∑
(jc
ℓ
) Pc is bounded
from above by (1 + o(1))P 1D1 [D
0
m′ < Hk−2 < D
0
m′+1, T˜
p ◦ θDk−31 < m
−
n −m′ ≤
T˜ p+1 ◦ θDk−31 ]. This probability is equal to P
1D
1 [D
0
m′ < Hk−2 < D
0
m′+1, T
m−n
k−3 =
p + 1]. Therefore, summing over p = b−n (k − 3) − 1, . . . , b+n (k − 3) − 1 and
m′ = 0, . . . ,m−n − 1 and using the fact that P 1D1 -law of Tm
−
n
k−3 is the same as
PGW
m−n
-law of Tk−3, we have the desired result. 
C Barrier estimates
In this section, we will prove Lemma 2.5. The proof is heavily based on argu-
ments in [2] and we use the same notation as in [2].
As mentioned in Remark 2.6, we need to know how the constant c in [2,
Theorem 1.1] depends on η. The proof of Lemma 2.5 (i) is almost the same as
that of [2, Theorem 1.1], so we only show how we should slightly modify the
argument. The constant c in [2, Lemma 2.5] depends on η as follows:
Lemma C.1 Under the same assumption as in [2, Lemma 2.5],
P Yx
[
fa,b(ℓ;L)− Cℓ
1
2−ε
L ≤ Yℓ, ℓ = 1, . . . , L− 1, YL ∈ Hy,δ
]
≤ ceδη (1 + x− a)(1 + y − b)
L
√
x
yL
e−
(y−x)2
2L , (C.1)
where c > 0 depends only on δ, ε, C (not on η).
Proof. As mentioned in [2, Remark 2.2], the second line in [2, (2.3)] is bounded
from above by [2, (2.4)] multiplied by a constant depending only on δ, ε, C. By
the assumption |x−y| ≤ ηL, we have (x−z)2 ≥ (x−y)2−2ηLδ for any z ∈ Hy,δ.
Thus, the exponential factor in [2, (2.4)] is bounded from above by eδηe−
(x−y)2
2L .
By this and the proofs of [2, Lemmas 2.3, 2.5], we have the desired result. 
Proof of Lemma 2.5 (i). As mentioned before, the proof is almost the same
as that of [2, Theorem 1.1], but we need some minor modifications as follows:
• Below [2, (4.4)]: Using our additional condition a ≥ b, we have√
T0 + T1 ≥
√
T0 +
√
T1√
2
≥ a′ + x− a
2
− C.
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• [2, (4.7)]: When ℓL− ℓ
′
L′ ≥ 0, using the condition a ≥ b, we have fa,b(ℓ;L) ≤
fa,b(ℓ
′;L′). We use this in place of [2, (4.7)] in our proof.
• [2, (4.8)]: By a simple calculation, for each 2 ≤ ℓ ≤ L− 1, we have
(ℓ − 1) 12−εL ≤ 2
1
2−εℓ
1
2−ε
L , ℓ
1
2−ε
L ≤ 2
1
2−ε(ℓ− 1) 12−εL−1.
These inequalities imply the following:√
Tℓ−1 + Tℓ
2
≥ 1√
2
{
fa′,b(ℓ− 1;L− 1)− 21−2εC(ℓ − 1)
1
2−ε
L−1
}
,
Thus, we can replace C2 above [2, (4.9)] with 2
1−2εC. (In particular, this
does not depend on η.)
• [2, (4.16)]: By Lemma C.1, we can replace the constant C in [2, (4.16)]
with ceη, where c > 0 is independent of η.
• [2, (4.17)]: For any j, k ≥ 1 with |j − k| ≤ 2ηL and z ∈ Hj , we have
(k−z)2 = {(k − j) + (j − z)}2 ≥ (k−j)2+2(k−j)(j−z) ≥ (k−j)2−4ηL.
Thus, we can replace c (the first factor in the first line of [2, (4.17)]) with
c′e5η, where c′ > 0 is independent of η.
• [2, (4.18)]: Let us look at the exponential factors in the first sum of [2,
(4.17)]. Since
(k−j)2 = {(k − y) + (y − x) + (x − j)}2 ≥ (y−x)2+2(y−x)(k−y)+2(y−x)(x−j),
we have
e−
(j−k)2
2(L−1) ≤ e− (y−x)
2
2L e−
y−x
L−1 (k−y)e−
y−x
L−1 (x−j).
Since
√
2 ≤ x, y ≤ ηL, we have
c(x−j)2+ y − x
L− 1(x−j) = c
{
(x− j) + y − x
2c(L− 1)
}2
− (y − x)
2
4c(L− 1)2 ≥ cα
2−c1η2,
where we set α := (x − j) + y−x2c(L−1) and c1 > 0 is independent of η.
(ci, i = 2, . . . , 10 below are also positive constants independent of η.)
Similarly, we have
c(k − y)2 + y − x
L− 1(k − y) ≥ cβ
2 − c2η2,
where we set β := (k−y)+ y−x2c(L−1) . Thus, the product of three exponential
factors in the first sum of [2, (4.17)] is bounded from above by
e(c1+c2)η
2
e−c(α
2+β2)e−
(y−x)2
2L .
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By the assumptions |a− b| ≤ ηL and |x− y| ≤ ηL, we have
1+ j − a′ = 1−α+ (x− a) + y − x
2c(L− 1) +
a− b
L
≤ 1+ |α|+(x− a) + c3η.
Similarly, we have
1 + k − b ≤ 1 + |β|+ (y − b) + c4η.
Since k ≥ y+b2 ≥ y2 and
√
2 ≤ x, y ≤ ηL, we have
√
j
k
=
√
α+ x+ x−y2c(L−1)
k
≤
√
2x
y
√
α√
2
+ 1 + c5η ≤ c6
√
x
y
(√
|α|+√η
)
.
By the above estimates, the first sum in [2, (4.17)] is bounded from above
by
c7e
c8η
2 (η + x− a)(η + y − b)
L3/2
√
x
y
e−
(y−x)2
2L .
By the argument below [2, (4.18)], the second sum in [2, (4.17)] is bounded
from above by c9e
−c10η2L2 .
By the above modifications, we have the desired result. 
Proof of Lemma 2.5 (ii). We will use notation in [2, Section 3]. Set
C′ := 3 · 2 12−εC, C′′ :=
(
1
2
) 3
2+ε
C˜. (C.2)
Let A be the event on the left hand side of (2.27). Set
B :=
{
fa,0(i;L)+C
′i
1
2−ε
L ≤
√
2Li ≤ fx,0(i;L)+C′′i
1
2+ε
L ,
∀i ∈ {r, r + 1, · · · , L− r}, LL = 0
}
.
By [2, Lemma 3.1 c)], Q
x2
2
1 [A ∩B] is equal to
Q
x2
2
1
[
1B
L−1−r∏
i=r
Q
x2
2
1
[
fa,0(i;L) + Ci
1
2−ε
L ≤
√
2Ti ≤ fx,0(i;L) + C˜i
1
2+ε
L |Li,Li+1
]]
.
(C.3)
Fix i ∈ {r, . . . , L− 1− r}. Since a ≤ ηL, we have
fa,0(i + 1;L) ≥ fa,0(i;L)− η, fx,0(i+ 1;L) ≤ fx,0(i;L). (C.4)
By a simple calculation, we have
(i+ 1)
1
2+ε
L ≤ 2
1
2+εi
1
2+ε
L , (i + 1)
1
2−ε
L ≥ 2−
1
2+εi
1
2−ε
L . (C.5)
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Recall the definitions of C′ and C′′ from (C.2). By (C.4), (C.5), and the as-
sumption Cr
1
2−ε > η, under the event B, we have
fa,0(i;L) + 2Ci
1
2−ε
L ≤ (4LiLi+1)
1
4 ≤ fx,0(i;L) + C˜
2
i
1
2+ε
L . (C.6)
By (C.6) and [2, Lemma 3.4, c)], under the event B, the big product in (C.3)
is bounded from below by a positive constant (not depending on η). Thus, we
have
Q
x2
2
1 [A] ≥ Q
x2
2
1 [A ∩B] ≥ c ·Q
x2
2
1 [B] = c ·Q
x2
2
1 [B|LL = 0] ·Q
x2
2
1 [LL = 0]. (C.7)
By [2, Lemma 3.1, e)], Q
x2
2
1 [B|LL = 0] is bounded from below by
P Yx→0
[
fa,0(s;L)+C
′(sL)
1
2−ε ≤ Ys ≤ fx,0(s;L)+C′′(sL) 12+ε, ∀s ∈ [r, L−r],
Ys′ ≥ fa,0(s′;L)− r 12+2ε, ∀s′ ∈ [0, r]
]
,
(C.8)
where P Yx→0[ · ] := P Y [ · |YL = 0]. By an argument similar to the proof of [1,
Lemma 7.6], (C.8) is bounded from below by
c′
r
L− 2r , (C.9)
where c′ > 0 is independent of η. By (C.7), (C.9), and Q
x2
2
1 [LL = 0] = (1− 1L)
x2
2 ,
we have the desired result. 
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