This study uses the morphological family size effect as a tool for exploring the degree of isomorphism in the networks of morphologically related words in the Hebrew and Dutch mental lexicon. Hebrew and Dutch are genetically unrelated, and they structure their morphologically complex words in very different ways. Two visual lexical decision experiments document substantial cross-language predictivity for the family size measure after partialing out the effect of word frequency and word length. Our data show that the morphological family size effect is not restricted to Indo-European languages but extends to languages with non-concatenative morphology. In Hebrew, a new inhibitory component of the family size effect emerged that arises when a Hebrew root participates in different semantic fields. Ó 2005 Elsevier Inc. All rights reserved. The morphological family size of a word is the type count of all the complex words in which this word appears as a constituent (Baayen, Lieber, & Schreuder, 1997; . Words with large morphological families elicit faster response latencies in visual lexical decision than words with small morphological families. For instance, the English word man appears as a constituent in nearly 200 other English words, including compounds such as policeman or manpower, and derived words such as manhood. On the other extreme, word such as scythe do not appear as constituents in any other words. (Note here that inflectional variants of a word are not counted as different members of the morphological family, thus one would not count scythes or policemen as different from scythe or policeman for the purpose of calculating morphological family sizes.) Although morphological family size is highly correlated with word frequency, i.e., the more frequent a word is, the larger its morphological family size tends to be, the effect of family size is present even after having controlled for the effects of word frequency 
The morphological family size of a word is the type count of all the complex words in which this word appears as a constituent (Baayen, Lieber, & Schreuder, 1997; . Words with large morphological families elicit faster response latencies in visual lexical decision than words with small morphological families. For instance, the English word man appears as a constituent in nearly 200 other English words, including compounds such as policeman or manpower, and derived words such as manhood. On the other extreme, word such as scythe do not appear as constituents in any other words. (Note here that inflectional variants of a word are not counted as different members of the morphological family, thus one would not count scythes or policemen as different from scythe or policeman for the purpose of calculating morphological family sizes.) Although morphological family size is highly correlated with word frequency, i.e., the more frequent a word is, the larger its morphological family size tends to be, the effect of family size is present even after having controlled for the effects of word frequency . The growing body of experimental evidence on the morphological family size effect shows that the locus of this effect is at the semantic level. Schreuder and Baayen (1997) and Bertram, Schreuder, and Baayen (2000) pointed out, using visual lexical decision, that the exclusion of opaque family members from the family counts improves the correlations with response latencies. Similarly, in priming experiments the morphological family size of a target word interacts with the amount of priming elicited by semantically related prime-target pairs (Feldman & Pastizzo, 2003) . De Jong, Schreuder, and Baayen (2000) , again using visual lexical decision, provided further evidence that the effect of family size is not mediated by surface form. For instance, the Dutch irregular past participle ''gevochten'' (i.e., fought) activates only the family of ''vechten'' (i.e., to fight) and not that of ''vocht'' (moisture) . In addition, homonyms show differential family size effects when presented in a disambiguating context . The effect of family size has been observed not only for Dutch, but also for English (Baayen, Lieber et al., 1997 ; see also De Jong, Feldman, Schreuder, Pastizzo, & Baayen, 2002) and German (Lü deling & De Jong, 2002) . Additionally, Siok (1997, 1999 ) report a similar effect in visual lexical decision in Chinese, where characters with semantic radicals (a pseudo-morphological unit without a phonetic realization) that are present in many other characters are recognised faster.
Although previous research indicates that the locus of the family size effect is at the semantic and not at the formal level, it remains an open question how general this finding is. It might be the case that, in other languages with different and more complex word formation systems than English or Dutch, the role of the form-related aspects of a complex word might be more important than its semantic characteristics, compared to English or Dutch. An example of such a language is Hebrew, which belongs to the Hamo-Semitic language family, in contrast with the Indoeuropean languages that were previously studied. Previous research in masked priming has shown that morphologically related Hebrew words showed priming independently of their semantic relatedness. This suggests a stronger role of the purely formal factors of Hebrew morphological structure than in other languages.
All Hebrew verbs and most Hebrew nouns and adjectives are comprised of two basic derivational morphemes: the root and the word pattern. The root usually consists of three consonants, while the word pattern consists of a cluster of vowels, or vowels and consonants. The root generally conveys the core meaning of the word, while the word-pattern creates variations on its meaning, and determines the grammatical properties of the word. This combination of root and word patterns is an example of a non-concatenative morphology (Berman, 1978; McCarthy, 1981) . The morphological units of Hebrew words cannot generally be found by splitting words into sequences of morphemes as beads on a string. More complex interposition processes are required.
Although word patterns shape the meaning of words, the exact meaning of a word cannot be unequivocally predicted from its constituent morphemes, the root and the word pattern. This is because of the linguistic characteristics of the word patterns on the one hand, and the existence of homonymic roots on the other hand. As to the word patterns, although they determine the core meaning of words, their semantic characteristics, most markedly in the nominal system, can be ambiguous: many of the nominal word patterns can denote more than one semantic category (e.g., the nominal word pattern -a-e-et can denote both profession and disease) on the one hand, and a specific semantic category can be expressed by more than one nominal pattern (e.g., profession can be denoted by the nominal patterns -a-e-et and -a-a-). (The long dash between the two vowels represents a gemination or ÔdoublingÕ of the corresponding root consonant.)
An example of such a homonymic root is G-D-R (root consonants are shown in upper case throughout this paper), which is present in the words GaDeR (fence) and haGDaRa (definition). In contrast, as an example of a root with a constant semantic contribution, consider the root SH-M-N, which always carries the core meaning fat. This root can be embedded in the nominal pattern -e-e-to form the noun SHeMeN (oil), in the adjectival pattern -a-e-to form the adjective SHaMeN (fat), or in the verbal pattern hi--i-creating the verb hiSHMiN (to become fat).
Previous studies in Hebrew using masked and cross modal priming paradigms have demonstrated the role of the root morpheme in the lexical access of Hebrew complex words, suggesting that root morphemes constitute lexical units in the Hebrew lexicon (Deutsch, Frost, Pollatsek, & Rayner, 2000; Frost, Deutsch, & Forster, 2000; Frost, Forster, & Deutsch, 1997) . Furthermore, the findings in forward masked priming experiments indicate that the lexical status of the root morphemes and their role in mediating lexical access is not conditioned by semantic transparency (Frost et al., 1997) , although it can interact with semantic effects (Frost, Deutsch, Gilboa, Tannenbaum, & Marslen-Wilson, 2000) . In addition, further investigation of irregular root morphemes, the so-called defective roots in which one or two consonants may be absent, indicates that the role of the root in mediating lexical access is very sensitive to the abstract structural characteristics of the morpheme . Violation of the standard morphological form inhibits the priming effect between morphologically related words. Possibly, the exact repetition of the root structure allows the root to acquire a formal representation that is independent of meaning. In other words, the Hebrew root seems to be an autonomous form unit, in the sense of Aronoff (1994) .
If the representation of the root is indeed independent of meaning, meaning overlap would not be a requirement for a word to participate in a given morphological family. We will refer to this possibility as the formal family hypothesis. On the other hand, considering that Hebrew words sharing a root generally belong to the same semantic field, and considering that the morphological priming effect in Hebrew interacts with semantic transparency (Frost, Deutsch, Gilboa et al., 2000) , it is also possible that the family size effect in Hebrew might have a conceptual, post-access origin, just as in Germanic languages. According to this second hypothesis, that we will call the conceptual family hypothesis, Hebrew roots which express more than one semantic field should be split into as many homonymic roots as there are semantic fields, similar to previous findings in Indoeuropean languages.
In Experiment 1, using visual lexical decision, we clarify the nature of the family size effect in Hebrew, i.e., whether it is formal or semantic in nature. We do this by contrasting non-homonymic roots (i.e., roots that appear in words that always share the same semantic field), with homonymic roots (i.e., roots that appear in words belonging to more than one semantic field). If the conceptual family hypothesis is correct, we expect to find differential family size effects for these two kinds of roots. Non-homonymic roots should reveal a family size effect just as observed in visual lexical decision for Dutch, German, and English. Homonymic roots, on the other hand, might reveal separate family size effects for each of their semantic fields (cf., . Alternatively, if the formal family hypothesis is correct, it makes no sense to distinguish between homonymic and non-homonymic roots in Hebrew. In that case, the family size effect will be caused by the total number of words derived from the homonymic root (regardless of the different semantic fields) just as in the case of nonhomonymic roots.
We have opted for using visual lexical decision as our experimental task because in our previous studies visual lexical decision has emerged as a highly sensitive task for tracing the effects of family size. Effects of family size and family frequency have also been studied using MEG, see Pylkkänen, Feintuch, Hopkins, and Marantz (2004) and word naming (Baayen, 2005) .
The second issue that this study addresses is the extent to which Hebrew and Dutch are isomorphic at the conceptual level. The issue of cross language isomorphy at the conceptual level is addressed by Bates et al. (2003) . They report that in picture naming in seven different languages, naming latencies correlate with the (objective or subjective) frequency of a word in a language equally strongly as they correlate with the frequency of its translation into another language. They found, for instance, that Chinese frequencies predict English naming latencies just as well as English frequencies do, and vice versa.
As noted by Bates et al., although these results suggest that there is a substantial conceptual component to the word frequency effect, this cross-linguistic evidence does not rule out the possibility of form playing a role as well. To what extent perceptual familiarity with the word form on the one hand (Bradley & Forster, 1987; Morton, 1969) and familiarity with specific objects and concepts on the other hand (Becker, 1979; Borowsky & Besner, 1993; Plaut & Booth, 2000; Stanovich & West, 1981) contribute to this symmetric word frequency effect in picture naming across languages is at present unclear.
To gain further insight into the extent to which the conceptual systems of unrelated languages might be isomorphic, we use the family size effect as a diagnostic tool. Parallel to Experiment 1, we report a second experiment with the Dutch translations of the Hebrew words. This experiment will allow us to ascertain whether the cross-linguistic predictivity of word frequency in picture naming reported by Bates and colleagues generalizes to visual lexical decision. More importantly, this experiment will also make it possible to investigate the crosslinguistic predictivity of another count not considered by Bates and her colleagues, the family size effect. Given the conceptual nature of the family size effect, if Hebrew family sizes predict Dutch response latencies after having partialled out the effects of Dutch word frequency, word length and family size, and, likewise Dutch counts predict Hebrew response latencies, this would provide clear evidence for considerable overlap in cross-linguistic lexico-semantic organization.
For what follows, it should be kept in mind that word formation in Hebrew and Dutch are fundamentally different at the level of form. This difference in form does not only concern the non-concatenative morphology involved in the formation of derived words in Hebrew and the concatenative morphology characterizing word formation in Dutch. A difference between the two languages is also present with respect to the use of compounding for word formation. Compounding is a concatenative process, which is used abundantly in Dutch. In fact, in Dutch, compounding is the most productive word formation process. Although Hebrew has some concatenative derivational affixes, typically used in combination with non-concatenative processes, it makes hardly any use of the purely concatenative process of compounding. The function of compounding as known in English or Dutch is taken over in Hebrew by phrasal constructions. Consequently, morphological families in Hebrew and Dutch differ substantially with respect to both their magnitude and the kind of words that make up the families. In Dutch, as in English, morphological families consist largely of compounds (see , while in Hebrew, they consist almost exclusively of derived words. The difference in the magnitude of the family sizes in the two languages is clear from the differences in the ranges. For Dutch, the range of the overall family size counts is [0, 549] , for Hebrew, the range is roughly [0, 25] . If we consider the range of the family size count in Dutch when this count is restricted to derivation, we find a substantially reduced range, [0, 11] . This range is smaller than the range for Hebrew, reflecting the greater productivity of derivation in Hebrew compared to Dutch. The bulk of morphological families in Dutch consists of words with compound structure, with a range of [0, 448] . In other words, Hebrew and Dutch differ both with respect to the dimension of concatenation and with respect to the productivity of derivation and compounding. Note that, given the smaller sizes of morphological families in Hebrew, it is not self-evident that it will be possible to observe a significant effect in Hebrew. Due to the small family sizes in Hebrew, this lexical variable might not have measurable consequences in this language.
Experiment 1

Method Participants
Forty undergraduate students at the Hebrew University were paid to take part in this experiment. All were native speakers of Hebrew.
Materials
We compiled a list of 99 Hebrew roots and their morphological families using a Hebrew dictionary (Schweika, 1997) . Forty-three of these roots were nonhomonymic in the sense that all their family members belong to the same semantic field. The remaining fiftysix roots were homonymic, i.e., their family members belong to two or more different semantic fields. An example of a non-homonymic root is B-G-R, which has as family members the words BaGRut (maturity), mBuGaR (an adult), hitBaGRut (maturation), mitBaGeR (teenager), BoGeR (mature), BaGaR (to grow up), BiGGeR (to grow), and hitBaGeR (to mature). By homonymic root we refer to Hebrew families whose members cluster into different semantic fields. An example of a homonymic family is the root X-SH-B, which appears in two semantic fields, one relating to thinking, e.g., XaSHaB (to think), maXSHaBa (a thought), XaSHiBa (thinking), and one relating to arithmetics and calculations, e.g., XiSHeB (to calculate), XeSHBon (arithmetics), XiSHuB (calculation). It can be observed in this example that, although thinking and calculating both refer to mental activities, any two words from these two semantic fields will be less similar in meaning than any two words selected from the same semantic field.
The assignment of words to semantic fields, carried out by the second author on the basis of dictionary definitions, is supported by an analysis of semantic distances based upon Latent Semantic Analysis (LSA; Landauer & Dumais, 1997) . As no operational LSA system is available for Hebrew, we obtained vector-based semantic similarity scores for the English translations of our Hebrew words, using the scripts available at http://lsa.colorado.edu with their default settings. The average similarity between the pairs of target words from different semantic fields of the same Hebrew root was 0.09. We compared these similarities with pairs of words from the same semantic field of a Hebrew root, choosing the target word and a member of the morphological family with, if possible, a translation equivalent in English that was not morphologically related, to be conservative (e.g., calculation and arithmetic). The average similarity between these pairs of words was 0.31, which is significantly greater than the average similarity score for the pairs of words from different semantic fields (W = 448.5, p < .0001, one-tailed Wilcoxon rank sum test). In addition, we calculated the LSA similarity scores for the English translations of 25 randomly selected pairs of words from our experiment (independently of them sharing a root or not). The average similarity score between these pairs was also 0.09, not significantly different from the average similarity scores obtained for words from different semantic fields of the same root (W = 834.5, p = .2202). Thus, our traditional lexicographic assignment of words to semantic fields is supported by current co-occurrence based techniques.
For each non-homonymic root, we selected one family member for presentation in the experiment. For each homonymic root, we selected two words belonging to different semantic fields for inclusion in the experiment. Each of the target words was associated with two counts, the count of family members in the same semantic field, henceforth the related family size, and the count of family members in other semantic fields, henceforth the unrelated family size.
1 We have chosen this terminology for notational convenience, and it should be kept in mind that there are gradations of semantic similarity both within and between semantic fields. For each word, we also obtained a frequency count using a corpus of 200 million words of Hebrew newspaper texts (David Plaut, personal communication).
We constructed two experimental master lists. Both master lists contained the 43 words representing the 43 non-homonymic roots. To each master list, we added 56 words with homonymic roots. We assigned the words with homonymic roots to these lists such that two words sharing a given homonymic root did not appear in the same list. Thus, exactly the same 99 roots appeared in both lists. We also made sure that the average related family size was approximately the same across the two lists. Each word was paired with a pseudo-word that did not violate the phonological structure of Hebrew. These pseudo-words were constructed by applying the wordpattern of the corresponding word to a non-existing (but possible) Hebrew root. We constructed three pseudo-randomized versions of each master list, each of which was preceded by a practice session of 10 words and 10 pseudo-words. Both words and pseudo-words were displayed with the vowel signs to avoid ambiguity of interpretation of the target words. Table 1 provides the means and standard deviations for the frequency and family size counts for this dataset.
Procedure
Participants performed the experiment in noise-attenuated experimental rooms. They were asked to decide as quickly and accurately as possible whether the letter string appearing on the computer screen was a real Hebrew word. Each stimulus was preceded by a fixation mark in the middle of the screen for 500 ms. followed after 50ms. blank screen by the stimulus, which appeared at the middle of the screen.
Stimuli were presented on color monitors in white lowercase 28 point letters on a dark background and they remained on the screen for 1500 ms. The maximum time span allowed for a response was 2000 ms from stimulus onset.
Results and discussion
All participants in this experiment performed with an error rate less than 15%. Three words elicited error rates above 30% and were removed from the data set.
Family size is known to be correlated with frequency . In this data set, the correlation between related log family size and log word frequency is r = .24 (p = .0031). The correlations between word frequency, family size, and word length introduce medium collinearity in our data matrix (with a condition number j of 15.40), consequently, our analyses are to be interpreted with caution when generalizing beyond the range of frequencies and family sizes represented in the data set (Belsley, Kuh, & Welsch, 1980) . To ascertain whether family size contributes to the reaction times independently of word frequency and word length, we first partial out the effect of word frequency and word length before testing for an effect of family size.
For the words with homonymic roots, we have two family size counts, one count for the family members with meanings related to the meaning of the target word (the related family size), and one count of family members with meanings that are unrelated to that of the target (the unrelated family size).
For a by-participant regression analysis, Lorch and Myers (1990) provide a technique (used, e.g., by Alegre & Gordon, 1999 ) that yields significance values for the predictors, but that does not allow a straightforward procedure for partialling out the contribution of word frequency before assessing the contribution of family size. Hence, we have made use of a multi-level extension of the Lorch and Myers approach that overcomes this disadvantage while maintaining the strengths of the original Lorch and Myers technique (Baayen, Tweedie, & Schreuder, 2002; Pinheiro & Bates, 2000) . A multi-level linear regression with log response latency as dependent variable and log word frequency, word length, and log family size as predictors revealed a significant facilitatory effect of word frequency (F (1, 3716) = 267.8, p < .0001), but no significant effect of word length after having partialled out the effect of word frequency (F (1, 3715) = 2.1, p = .1500). Both the related (F (1, 3716) = 10.9, p < .0010) and unrelated family size (F (1, 3716) = 10.5, p < .0012) counts had significant effects on the regression after partialling out the effect of word frequency.
A by-item multiple regression revealed the same pattern of results: a facilitatory effect of word frequency (F (1, 146) = 86.3, p < .0001), no effect of word length (F < 1), a marginally significant facilitatory effect of the related family size (F (1, 145) = 3.6, p = .0598) and a marginally significant inhibitory effect of the unrelated family size count (F (1, 145) = 2.8, p = .0941), after partialling out the effect of word frequency.
In both the by-participant and by-item regressions, the effects of related and unrelated family size had coefficients of opposite signs: negative for the related family size count, and positive for the unrelated family size count. The absolute values of these coefficients were of very similar magnitudes (À0.010 and 0.008 by-participant; À0.012 and 0.009 by-item). We can test whether these two coefficients differ only in sign but not in absolute magnitude by fitting a second model to the data in which related and unrelated family size are represented by a single parameter, the family size ratio,
where, as before, we add 1 to the counts to avoid having to take the logarithm of zero. (Throughout the text, we use log to refer to the natural logarithm.) Since log related family size þ 1 unrelated family size þ 1
a model with the family size ratio is mathematically equivalent to a model with two coefficients with different sign but the same absolute value. We compare the more complex model with two predictors with the simpler model with only one predictor (the family size ratio) using a likelihood ratio test for the by-participant analysis (Crawley, 2002, p. 696 ) and the standard F test for the by-item analysis (Chatterjee, Hadi, & Price, 2000, pp. 70-72) . A multi-level linear regression with log response latency as dependent variable and log word frequency and family size ratio as predictors revealed a significant facilitatory effect of word frequency (F (1, 3717) = 267.9, p < .0001) and a significant facilitatory effect of the family size ratio (F (1, 3717) = 21.3, p < .0001). The likelihood ratio test comparing this simpler model with the more complex model revealed that the extra parameter of the more complex model does not lead to a significantly better fit to the data (L (7,6) = 0.12, p = .7234).
The by-item multiple regression revealed the same pattern of results: a facilitatory effect of word frequency (F (1, 146) = 87.42, p < .0001) and a significant effect of the family size ratio (F (1, 146) = 7.34, p = .0076) after partialling out the effect of word frequency. The F test comparing the more complex with the simpler model yielded F < 1. Again, model parsimony requires selection of the simpler model. The use of the family size ratio has as additional advantages (1) that its distribution is less skewed-for non-homonymic roots, the unrelated family size count is always zero, and (2) that the collinearity in the model is reduced. Hence, the models with the family size ratio combine greater parsimony with a data matrix that is more appropriate for regression analysis.
The error analysis for this dataset confirmed the main effects that were found on the reaction times, without showing any speed-accuracy trade-off.
The above analyses showed solid effects of word frequency in both the by-subject and the by-item analyses. None of these analyses revealed an independent contribution of Hebrew word length after having partialled out the effects of word frequency. The effect of written frequency, documented in Hebrew in the present paper for the first time, is not surprising given the strong effects of frequency that have been reported in many other languages, and in cognition in general (e.g., Hasher & Zacks, 1984; Taft, 1979) . The lack of reliable effects for word length is probably due to the relatively low variance of Hebrew word length in our data.
More interesting is that, in these analyses, the family size ratio also emerged as a strong independent predictor of response latencies, after partialling out the effects of word frequency and word length. In other words, our analyses show that related and unrelated family size have effects of the same magnitude but with opposite sign, facilitatory for the related family, and inhibitory for the unrelated family [see Eq. (1)]. The latter inhibitory effect is, by definition, present only for words with homonymic roots-for non-homonymic roots, the count of unrelated family size is zero, and does therefore not contribute to the family size ratio.
The effect of the family size ratio is consistent with two different interpretations. One possible interpretation is that we are observing the outcome of two separate processes of equal magnitude. Another possibility is that we are observing the effect of a single process, for instance, the joint influence of all words sharing a root, moderated by their semantic relation to the target word. The present data do not enable us to choose between these options, although OccamÕs razor favors the single process solution. Further research is required here.
Experiment 1 documents for the first time a Family Size effect for a non Indo-European language. Whereas the Family Size effect in Indo-European languages is anchored in the presence of a shared stem, i.e., an independent morphological unit that, in English, German, or Dutch, can even be a word in the language, the family size effect in Hebrew is anchored in the Semitic root, a non-concatenating morphological unit, which can never exist as a word without a word pattern. In addition, Experiment 1 shows that family size effects are present in a language with hardly any compounding. This shows that it is not the formal aspects of word formation (concatenative or non-concatenative, derivation or compounding) that are relevant for the family size effect, but rather the semantic aspect of word formation: the creation or denotation of concepts. Finally, the results for the homonymic roots support the conceptual family hypothesis and argue against the formal family hypothesis.
The inhibitory effect of the unrelated family size that emerges for the Hebrew words with homonymic roots contrasts with the family size effects documented for homonymic words in Dutch . When Dutch homonymic words are presented in a disambiguating context, only the family size of the contextually appropriate meaning has a facilitatory effect, with no trace of an inhibitory effect of the family size of the contextually inappropriate reading of the homonym. Note that there is a difference between the Dutch and Hebrew homonyms. Dutch homonyms, like English homonyms such as bank, share the same phonological form, while Hebrew words with homonymic roots have different phonological forms (compare, for instance, GaDeR and haGDaRa). This suggests that the inhibition from the unrelated family size observed for Hebrew homonymic roots might arise due to the combination of differences in phonological form and differences in meaning for words sharing the same basic morpheme. This hypothesis receives support from a study addressing the family size effect in the bilingual lexicon. Dijkstra, Moscoso del Prado Martín, Schulpen, Schreuder, and Baayen (2005) observed an inhibitory effect in the bilingual lexicon similar to the one reported in the present study for Hebrew words with homonymic roots. Dutch-English interlingual homographs, i.e., words with identical spelling but different meanings and pronunciations across two languages, elicited a facilitatory effect of the homographÕs family size in the language that is relevant for the task (e.g., Dutch, when performing Dutch visual lexical decision), and an inhibitory effect of the family size in the irrelevant language (e.g., English, when performing Dutch lexical decision). Crucially, the amount of inhibition caused by the family size in the irrelevant language increases as the pronunciations of the homograph in Dutch and English become more dissimilar. This suggests that the accumulation of dissimilarities at the phonological and semantic levels interferes with lexical decision.
Experiment 2 examined the visual lexical decision latencies to the Dutch translation equivalents of the Hebrew words used in Experiment 1. This second experiment was motivated by three considerations. First, it follows from the claim that the family size effect is semantic in nature that the family size effect observed for Hebrew should also be observed for the translation equivalents of these Hebrew words in Dutch. More specifically, the family size counts in Hebrew might be significant predictors for Dutch response latencies after partialling out Dutch word frequency. If so, this would provide evidence for cross-language similarity in lexical conceptual organization. Second, since the Hebrew words with homonymic roots have morphological families that translate into Dutch words that are not morphologically related, we predict that the Hebrew unrelated family size should not be predictive for the translation equivalents of the Hebrew homonymic words, while the Hebrew related family size should have significant cross-language predictive value. Third, Experiment 2 will enable us to address the issues raised by Bates and her colleagues, namely, whether the frequency counts from a given language predict the response latencies in another unrelated language equally well as the frequency counts from that language itself.
Experiment 2
Method Participants
Thirty-six undergraduate students at the University of Nijmegen were paid to take part in this experiment. All were native speakers of Dutch.
Materials
The 155 Hebrew words from Experiment 1 were translated into Dutch. The translation was done by hand using a Dutch-Hebrew Dictionary (Bolle & Pimentel, 1984) , checked with the English translation of the words provided by the second author, and validated by a Hebrew-Dutch bilingual. When a word had different possible translations into Dutch with different meanings, we included all different translations in the experiment. In this way, after removing those words which appeared twice, we obtained a set of 162 Dutch words. Frequency and family size counts for these words were extracted from the CELEX lexical database (Baayen, Piepenbrock, & Gulikers, 1995) . (The family size count of a given word is calculated by counting the number of morphological parses in the CELEX lexical database in which the stem appears as a constituent, independently of their regularity or semantic relation to the stem.) Each of these words was paired with a pseudo-word whose phonotactics did not violate the phonology of Dutch. These pseudo-words were constructed by changing one or two letters of the stem of the corresponding Dutch word without altering its affixes. Twenty practice trials, ten words and ten pseudo-words were run before the actual experiment. We constructed three different permutations and their corresponding reversed versions of the original word list. Table 2 provides the means and standard deviations for word length, logarithmic frequency, and logarithmic family size counts for this data set.
Procedure
Participants performed the experiment in noise-attenuated experimental rooms. They were asked to decide as quickly and accurately as possible whether the letter string appearing on the computer screen was a real Dutch word. Following a pause after the test trials, the experiment was run with two further pauses, dividing the experiment in three blocks, each of them containing one third of the stimuli. Each stimulus was preceded by a fixation mark in the middle of the screen for 500 ms. After these 500 ms., the stimulus appeared at the same position. Stimuli were presented on NEC Multisync color monitors in white lowercase 21 point Arial letters on a dark background and they remained on the screen for 1500 ms. The maximum time span allowed for a response was 2000 ms from stimulus onset.
Results and discussion
A by-participant multilevel linear regression analysis of the data with log reaction time as dependent variable and log frequency, word length, and log family size as independent covariates revealed facilitatory main effects of word frequency (F (1, 5505) = 773.18, p < .0001), an inhibitory effect of word length (F (1, 5505) = 247.98, p < .0001, after partialling out the effect of word frequency), and a facilitatory effect of family size (F (1, 5505) = 62.413, p < .0001, after partialling out the effects of word frequency and word length).
A by-item multiple regression with log reaction times as the dependent variable and logarithmic word frequency, word length, and logarithmic family size similarly showed a facilitatory main effect of word frequency (F (1, 156) = 138.451, p < .0001), an inhibitory main effect of word length (F (1, 156) = 42.82, p < .0001, after the effect of word frequency), and a facilitatory effect of family size (F (1, 156) = 10.97, p = .0011, after partialling out the effects of word frequency and word length).
We further inspected the contributions of the (small) counts of derived words in the morphological families and the (large) counts of the compounds in the morphological families separately. A multiple regression model on the item means revealed a small effect in the expected direction for the derived family size (F (1, 154) = 2.85) = 0.0468, one-tailed test and a highly significant effect for the compound family size (F (1, 154) = 15.71, p < .0001, two-tailed test) in the expected direction. This result shows that in Dutch the family size effect is not restricted to compounds only. Even for the small numbers of derived words, an effect of family size seems to be present.
Summing up, just as for Hebrew, the analysis of the Dutch data set revealed strong facilitatory effects of written word frequency and family size, i.e., frequent words and words with large morphological families elicit shorter response latencies. Additionally, in Dutch, we also found an inhibitory effect of word length, i.e., longer words elicit longer response latencies.
Cross-language analyses
We now consider the similarities and differences between family size, word length, and frequency effects in Hebrew and Dutch. Recall that Bates and her colleagues report that picture naming latencies in several unrelated languages can be predicted equally well from frequency counts from the same language as from frequency counts of translation equivalents in another (unrelated) language. The question to be addressed now is whether a similar symmetry in cross-language predictivity is present in our comprehension data for Hebrew and Dutch.
In what follows, we first study the correlations between our independent variables in both experiments. This will allow us to gauge to what extent the frequency, family size, and word length counts in the two languages interrelate. We continue by assessing the individual predictive power of each of these variables on the response latencies in both experiments. Finally, we present multiple regression analyses in which we assess whether each of these variables has additional predictive power on the response latencies, after having partialled out the effects of the within language counts that were found in the within language analyses.
Before reporting these analysis, two comments on the variables in our study are in order. First, recall that the Hebrew and Dutch frequency counts are based on corpora of different size, 200 million words for Hebrew and 42 million words for Dutch. A preliminary question is to what extent this difference might affect our crosslinguistic comparisons. With respect to the frequency counts, Baayen, Moscoso del Prado, Schreuder, and Wurm (2003) show that under the lognormal model (Baayen, 2001; Carroll, 1967) a change in corpus size amounts to a change in the intercept for the regression of frequencies in the one language on the frequencies in the other language. Since our analyses make use of logtransformed frequencies, the change in corpus size has no qualitative effect on our regression models. However, there will be more sampling error in the Dutch counts (which are based on the smaller corpus), but this may be offset by better morphological analyses and better corpus design for Dutch than for Hebrew, resulting in more accurate frequency estimates. With respect to the family size counts, it should be kept in mind that these are based on a comparative analysis of several dictionaries for Hebrew, and on the morphological parses available for Dutch in the CELEX lexical database. For both languages, we have used the most comprehensive resources available for estimating the family size counts. Note that the typological difference between Hebrew and Dutch is visible in the family size counts, which in Hebrew are restricted to a smaller range ([0,3.37] , in log units) than in Dutch ([0,4.82] , in log units). Under the simplifying assumption that a one unit change in family size has the same effect size in both languages, the Dutch family size has a larger a-priori probability of being a significant predictor. The same holds for length in letters (range [3, 18] for Dutch, range [3, 7] for Hebrew). Therefore, observing cross-language effects for the Hebrew variables, especially family size and word length, is potentially more difficult than for the Dutch variables.
We begin with an analysis of the correlational structure of the Hebrew and Dutch frequency, word length, and family size measures. Table 3 summarizes the correlations between the logarithmic frequency counts, word length, and logarithmic family size in Hebrew and Dutch. We find an asymmetry in the correlations between Dutch family size and the word frequencies in both languages. On the one hand, according to Downie and HeathÕs (1965) method for comparing correlation coefficients from non-independent samples, the correlation of Dutch family size and Dutch frequency (r = .63) is significantly stronger (Z = 2.88, p = .0020) than the correlation between Dutch family size and Hebrew frequency (r = .40). On the other hand, the correlations of Dutch or Hebrew frequency with Hebrew related family size do not differ significantly (Z = 0.34, p = .3657). In fact, the correlation between Dutch family size and Hebrew frequency (r = .40) is significantly stronger (Z = 1.72, p = .0428) than the correlation between Hebrew related family size and Hebrew frequency (r = .24).
With respect to word length, we observed a clear pattern. Dutch word length correlates better than Hebrew word length both with Hebrew frequency (Z = 1.74, p = .0409) and with Dutch Frequency (Z = 2.81, p = .0024), with the correlation between Hebrew length and Hebrew frequency not reaching significance (r = À.14, p = .08). Table 4 summarizes the Pearson correlations between the frequency and family size counts and the response latencies in the two languages. First consider the correlations between the frequency measures and the reaction times in both languages. Note that there is an asymmetry between the correlation of frequency and response latencies. The correlations of Hebrew frequency and Hebrew RT (r = À.60) and Dutch frequency and Dutch RT (r = À.65) are not different according to FisherÕs Z-transformation for comparing correlation coefficients (Z = 0.62, p = .2593). By contrast, Dutch frequency shows a correlation with Hebrew RT (r = À.39) that is significantly smaller (Z = 2.57, p = .0051) than the correlation of Hebrew frequency and Hebrew RT (r = À.60). Similarly the correlation between Hebrew frequency and Dutch RT (r = À.44) is significantly reduced (Z = 2.61, p = .0051) when compared with the correlation between Dutch frequency and Dutch response latencies (r = À.65). In other words, correlations between frequency and reaction times are weaker across languages than within languages. This pattern differs from that reported by Bates et al. (2003) for the picture naming paradigm: they observed equal cross and within-language correlations. A pattern different from that observed for the frequency-RT correlations emerges in the correlations between family sizes and reaction times, as can be seen in the central sector of Table 4 . The correlation of Dutch family size with Dutch response latencies (r = À.60) is significantly stronger (Z = 4.05, p < .0001) than that of Hebrew family size ratio with Hebrew response latencies (r = À.21), (this is also true for Hebrew related family size and Hebrew reaction times (r = À.26, Z = 3.55, p = .0002) or Hebrew total family size (r = À.16, Z = 4.42, p < .0001)). At the same time, the correlation between Dutch family size and Hebrew response latencies (À0.36) is slightly greater than the correlation between Hebrew family size ratios and Hebrew response latencies (À0.21). Although this difference is only marginally significant (Z = 1.55, p = .06), it is interesting since it indicates that Dutch family size is at least as good a predictor of Hebrew response latencies, as any of the Hebrew family size counts.
Word length (see the bottom rows of Table 4 ) shows a similar pattern to that of family size. The correlation between Dutch word length with Dutch reaction times (r = .60) is significantly greater (Z = 4.65, p < .0001) than that between Hebrew word length and Hebrew reaction times (r = .14). At the same time, the correlation between Dutch word length and Hebrew reaction times (r = .30) is greater (Z = 1.52, p < .05) than the correlation between Hebrew word length and Hebrew reaction times (r = .14). This indicates that Dutch word length emerges as a better predictor of response latencies in both languages. The reduced correlations observed for Hebrew family size and Hebrew length are in line with the reduced ranges of these variables in Hebrew as compared to Dutch.
Having outlined the correlational structure of the data sets, we proceed to ascertain whether frequency, word length and family size are significant predictors of the response latencies in the other language. More precisely, we want to ascertain whether frequency, word length, and family size counts from one language, explain variance in the response latencies in the other language, after having partialled out the within language variables. For instance, we may ask whether Dutch frequency, family size and word length predict Hebrew response latencies, after having partialled out Hebrew frequency, word length and family size.
For the by-participant analysis, we added log Hebrew frequency, Hebrew word length, and log Hebrew related family size, one at time, as predictors to the by-participant regression fit to the Dutch data in Experiment 2. Sequential analyses of variance revealed additional significant main effects of Hebrew frequency (F (1, 5221) = 13.38, p = .0003), and Hebrew related family size (F (1, 5221) = 20.31, p < .0001), without any significant effect for Hebrew word length (F < 1) or family size ratio (F (1, 5220) = 3.78, p = .0518).
For the by-item analysis, we similarly added log Hebrew word frequency, Hebrew word length, and Hebrew family size ratio (one at a time) as predictors to the byitem regression model that was fit to the Dutch data in Experiment 2. Sequential analyses of variance revealed an additional significant facilitatory effect of Hebrew related family size (F (1, 145) = 3.97, p = .0482), and did not reveal any additional main effects of log Hebrew word frequency (F (1, 145) = 2.07, p = .1521), Hebrew word length (F < 1) or family size ratio (F < 1).
What these analyses show are a strong facilitatory effect of Hebrew related family size on Dutch response latencies and an indication of a similar effect of word frequency. Crucially, we do not find an inhibitory effect of the number of unrelated family members in Hebrew on Dutch reaction times. This is in line with our interpretation of the family size effect in Hebrew as a complex effect with an inhibitory and a facilitating component. The facilitating component is not language specific. Due to the translation equivalence between Hebrew and Dutch target words, sizes of the morphological families in the two languages are correlated, consequently, Hebrew related family size predicts Dutch response latencies. The inhibitory component is specific to Hebrew. As a Hebrew speaker activates all words sharing a given root, the unrelated family members are activated along with the related family members. We have seen that the related family members give rise to facilitation in the response latencies, and that the unrelated family members give rise to inhibition. This inhibitory effect does not arise in Dutch because the unrelated family members of the Hebrew target words fall completely outside the morphological families of their Dutch translation equivalents.
To study the predictive power of Dutch word frequency, word length and family size on Hebrew response latencies in more detail, we added the Dutch family counts and frequencies from Experiment 2 as predictors for the Hebrew response latencies of Experiment 1.
By-participant multilevel regression analyses revealed additional significant main effects of Dutch frequency (F (1, 3716) = 10.58, p = .0012), Dutch word length (F (1, 3715) = 9.71, p = .0019), and Dutch family size (F (1, 3716) = 11.01, p = .0009) in sequential analyses of variance, i.e., after having partialled out the Hebrew predictors.
By-item regression analyses revealed only marginal main effects of log Dutch word frequency (F (1, 145) = 3.83, p = .0523), Dutch family size (F (1, 145) = 2.83, p = .0944), and Dutch word length (F (1, 145) = 3.53, p = .0623) in sequential analyses of variance, under conservative two-tailed testing (as predicted, the effect of family size is also facilitatory).
These analyses show that frequency is a significant predictor across the two languages. In addition, related family size in Hebrew and family size in Dutch emerge as cross-language predictors. We interpret these two family size measures as capturing cross-language similarities in semantic space. Note that the morphology of Hebrew introduces an asymmetry for the Hebrew homonymic roots, with cross-language predictivity for the related family size but not for the unrelated family size.
General discussion
In this study, we have addressed two main questions. First, is family size in Hebrew determined only by morphological form or also by meaning? Second, do the conceptual structures that give rise to the family size effect overlap across languages?
In Experiment 1, we used a regression design with frequency, word length, and family size as independent variables, and response latencies and error scores as dependent variables. We observed independent effects of frequency and family size, both for the response latencies and for the error measure. The fact that family size emerged as an independent predictor supports the hypothesis advanced in Feldman, Frost, and Pnini (1995) that the number of words in which a Hebrew root appears might be an important processing variable. The predictivity of the family size count for a language with non-concatenative morphology and with derivation to the near exclusion of compounding supports the hypothesis that the family size effect is independent of word form and arises at post-access, central levels of lexical processing and representation.
This hypothesis finds further support by the interesting new finding that the effect of family size was different for the non-homonymic roots and the homonymic roots. For non-homonymic roots, the family comprises, by definition, only semantically related words. The count of this number of words is negatively correlated with reaction times. In the case of homonymic roots, the count of all family members does not correlate well with reaction times. However, when we count the semantically related family members and the semantically unrelated family members separately, both counts correlate with the reaction times and errors, with equivalent strength in absolute value, but with opposite signs. The related family size is facilitatory, while the unrelated family size is inhibitory. These different effects of related and unrelated family size counts argue in favor of the conceptual family hypothesis. According to this hypothesis, the family size effect in Hebrew arises at the conceptual level, just as it does in Dutch or English. However, the presence of an inhibitory effect for the unrelated family members suggests that Hebrew speakers are indeed sensitive to the formal aspect of the three-consonantal roots of Hebrew words. This is partially in line with the formal family hypothesis: it suggests that sharing a purely formal root leads to activation of all family members with that root. However, contrary to the formal family hypothesis, the unrelated family members give rise to longer instead of shorter RTÕs, indicating that Hebrew speakers are also sensitive to the degree of semantic relatedness between the morphologically related words.
At this point, the question arises of whether the inhibitory effect of the unrelated family size arises at the level of orthographic or phonological form, or at the conceptual level. Consider the possibility that it arises at the form level, keeping in mind that the semantic distinction between related and unrelated family size members cannot be operative at the pre-lexical level of form processing by definition. In this case, one would predict that a greater total family size would lead to greater inhibition, as all family members share the same root form. This prediction, however, holds true only for the unrelated family members, and not for the related family members for words with homonymic and non-homonymic roots alike. This points to competition arising at more central, post-access levels of lexical processing. Since the formal aspects of the Hebrew root play a central role in the process of word recognition, we hypothesize that the activation of a homonymic root results in activation of conflicting semantic fields and hence to semantic competition (see, e.g., Gaskell & Marslen-Wilson, 1997; Plaut & Booth, 2000 , for more detailed theories of competition at the semantic level). Interestingly, this pattern of effects in opposite directions, i.e., facilitatory for the related members of the family and inhibitory for the unrelated family members, is reminiscent of the results reported for Chinese semantic radicals. In priming experiments, Feldman and Siok (1999) found that Chinese characters sharing the same semantic radical with the target character facilitated its recognition when both prime and target where semantically related, but inhibited the recognition of the target if prime and target where semantically unrelated. (but see Taft & Zhu, 1997 , for data suggesting that the semantics of the Chinese radical might be irrelevant).
Experiment 2 investigated the processing in the visual modality of the Dutch translation equivalents of the Hebrew words from Experiment 1. We observed independent effects of written frequency and family size. Interestingly, cross-language comparisons revealed that reaction times for Hebrew words can be predicted from the frequency and family size counts of their Dutch translation equivalents, and vice-versa. Crucially, this is so even after having partialled out the effects of the within language variables. The predictivity of frequency across languages in visual lexical decision is in line with the results reported by Bates et al. (2003) for picture naming.
Recall that Bates and colleagues report equal predictivity for word frequency within and across languages, whereas we observed asymmetrical cross-language predictivity. There are several possible reasons for this difference. In picture naming, participants receive exactly the same pictorial visual input, independently of the language in which the pictures are being named. In visual lexical decision, by contrast, participants receive orthographic visual input which differs substantially between Hebrew and Dutch. Cross-language differences are more likely to arise in a task with language-specific stimuli than in a task using non-linguistic stimuli that are language-independent. More specifically, in picture naming, participants begin with conceptualizing the picture shown, and there is little reason to suppose that this process would differ substantially across speakers of different languages, especially as Bates et al. (2003) used pictures that were explicitly selected by their Ôpotential cross-cultural validity.Õ Conversely, in visual lexical decision, participants have to process the visual input, which, in the case of Hebrew, proceeds primarily through root consonants that do not even exist in Dutch. In other words, language differences are present from stimulus onset in visual lexical decision, which may make it more likely to elicit cross-language differences in lexical processing.
Furthermore, a comparison of the concreteness and imageability ratings for the materials used by Bates and the English translations of the materials we used for Hebrew and Dutch points to substantial differences (t = 7.89, df = 43.681, p < .0001 for concreteness, t = 7.01, df = 44.81, p < .0001 for imageability). These differences are not surprising given that Bates et al. used picture naming, which requires narrowing down the stimuli to picturable, concrete, and highly imageable nouns. Our materials were unrestricted in this sense.
They varied across word categories, and some words had culturally highly specific meanings in Hebrew, e.g., orthodox, sermon, parable, and garbage site (mizbala), a special place for depositing used bibles. Thus, our cross-linguistic comparison is more susceptible to cultural-specific differences in the usage (and perhaps meaning) of the translation equivalents.
Whereas the cross-linguistic predictivity of word frequency provides only inconclusive evidence for the similarity and salience of concepts across languages, the cross-language predictivity of family size documented in the present study provides unambiguous evidence for a surprising degree of isomorphism in the way concepts are organized in the Hebrew and Dutch mental lexicon. Although these two languages are genetically unrelated and make use of radically different means for creating morphologically complex words (non-concatenative versus concatenative, and derivation versus predominantly compounding), the networks of morphologically related words are similar enough to allow response latencies in the one language to be predicted from the network size in the other language. Thus, the family size effect emerges as an excellent tool for mapping the degree of isomorphism in the conceptual relations in the Hebrew and Dutch mental lexicons.
