Abstract. We consider some estimates of the rate of convergence of the distribution of a sparse Boolean random matrix to the Poisson distribution. The results obtained in the paper are applied to estimate the probability that a nonhomogeneous system of Boolean random linear equations is consistent.
Introduction
Different methods are used in [1] and [2] to prove that the distribution of the rank r(A) of a sparse Boolean random matrix A approaches the Poisson distribution as T = T (n) → ∞ and n → ∞ (here n and T mean the number of columns and rows in the matrix A, respectively). If T and n are finite, then the distribution of the rank r(A) can be expressed in terms of the factorial moments of the random variable r(A). These expressions are found in [3] . The asymptotic behavior as n → ∞ of the factorial moments is given in [4, Theorem 4] under certain assumptions, say if n − T = const and if the distribution of entries of the matrix A depends on the number of the column only.
We are interested in the bounds of the rate of convergence of the distribution of the rank of the matrix A to the Poisson distribution as n grows and in applications of these bounds for an estimation of the probability that the following nonhomogeneous system of linear equations is consistent:
where the entries of the matrix A of coefficients belong to the field GF (2) consisting of two elements, the vector column B = (b 1 , . . . , b T ) is formed by the random variables b 1 , . . . , b T that do not depend on the entries of the matrix A and moreover b 1 , . . . , b T are jointly independent random variables assuming values in GF (2) and having known distributions, and where X = (x 1 , x 2 , . . . , x n ) is an n-dimensional column vector such that x i ∈ GF (2), i = 1, . . . , n.
In contrast to the papers [1, 2] , we consider random matrices A whose entries have the distributions that may depend on their position in the matrix A. 
Main results
Let the entries of a T × n matrix A = a ij , i = 1, . . . , T , j = 1, . . . , n, be independent random variables assuming values in GF (2) and whose distributions are given by (2) P {a ij = 1} = 1 − P {a ij = 0} = ln n + x ij n ,
We assume that the matrix A has at least n 0 > 1 columns; thus the distributions (2) are well defined for n ≥ n 0 . Note that a matrix A whose entries have the distributions given by (2)- (3) is called a sparse Boolean matrix. Denote by r(A) the rank of the matrix A and put
Theorem 2.1. Let conditions (2) and (3) hold. If
, where δ = const > 0. The explicit expression for the coefficient c(n, k) is given by equality (40).
Further we assume that (7) P {a ij = 1} = 1 − P {a ij = 0} = ln T + x ij T and that restrictions (3) are satisfied. Put
Theorem 2.2. Let conditions (3) and (7) hold. If
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If, additionally,
Consider system (1) where the entries of the T × n matrix A = a ij are independent random variables whose distributions satisfy conditions (2) 
Denote by P n,T the probability that system (1) is consistent.
for all n ≥ n 0 > 1. Assume that conditions (2) , (3), and (8) hold. If
where
Here
If, additionally, condition (6) holds, then
3. Auxiliary results for the proof of Theorem 2.1
Denote by ξ n,T the number of nonzero rows in the matrix A.
Lemma 3.1. If conditions (2) and (3) hold, then
for k = 0, 1, 2, . . . , n, where
and the coefficient c 1 (n, k) is given by equality (18).
If, additionally,
for k = 0, and
Proof. It is clear that the probability p
n that a row i of the matrix A is constituted of zeros is equal to
Put a = p
Using (2) and (3) we find that
Combining (16) and (17) we see that
and
One can use (2), (3), and (15) to estimate the coefficient c 1 (n, k); namely, for k = 0,
and for k ≥ 1,
Lemma 3.1 is proved.
Denote by S 1 (A) the total number of independent critical sets of the matrix A such that each of them has at least one nonzero row. (Recall [2] that a set C = {t 1 , . . . , t m }, m ∈ {1, 2, . . . , T }, of indices of rows in a matrix A is called a critical set if
where the sum is understood coordinate-wise, a t = (a t1 , . . . , a tn ), and ⊕ is the symbol of addition in the field GF (2). Critical sets C 1 , . . . , C s are called independent if the equality
. , s}, and if
for different critical sets C i and C j .
Lemma 3.2. If condition (2) holds, then the mathematical expectation of the random variable S 1 (A) is given by
Proof. Lemma 3.2 is proved similarly to the corresponding assertion in [2] , where the expression for the mathematical expectation of E S 1 (A) is obtained for the case of
where δ 1 = const, δ 1 > 0, and
Here [·] denotes the integer part. (2) , (3), and (6) are valid. If
Lemma 3.3. Assume that conditions
Proof. First we estimate µ(n) from above. The sum µ(n) can be represented in the following form:
Since θ 2 (n) ≥ 0, we derive from (21) and (22) that
Now we estimate µ(n) from below. We have
Taking into account representation (21) we obtain
The latter inequality together with (23) yields
Now we pass to the limit as n → ∞ in inequality (24) and get (20) by relation (25) and conditions (3), (6), and (19).
Lemma 3.3 is proved.
Lemma 3.4. If conditions (2) and (3) are valid, then
Proof. We estimate the left hand side of relation (26) as follows:
The latter inequality with the help of (3) implies that
Further
Relations (27) and (28) imply inequality (26). Lemma 3.4 is proved.
Lemma 3.5. Let conditions (2), (3), (6), and (19) hold. Then
Proof. Using the notation introduced above we obtain from relation (3) that
Taking into account inequalities (20) and passing to the limit as n → ∞ we obtain
(1 + δ 1 ) .
Lemma 3.5 is proved.
Lemma 3.6. Let conditions (2), (3), (6), and (19) hold. Then k:
Using the above estimate and applying the Stirling formula we obtain k:
Considering (6) and (19) we get
Lemma 3.6 is proved.
Lemma 3.7. Let conditions (2), (3), and (5) hold. Then
Proof. The proof of Lemma 3.7 uses the result of Lemma 3.6 and follows the lines of the proof of Lemma 3.3.2 in [2] .
Denote by S(A) the maximal number of independent critical sets of a matrix A.
Lemma 3.8. Assume that conditions (2) and (3) hold for k = 0, 1, 2, . . . , n. Then
where E S 1 (A) is found in Lemma 3.2, while Q (n, k) is obtained in Lemma 3.1.
Proof. It follows from (13) that
Applying the following relations
and Chebyshev's inequality we prove that
Lemma 3.8 is proved.
Proof of Theorem 2.1
First we obtain a bound for E S 1 (A). For k ≥ 0, put
Lemma 3.2 implies that
By Lemmas 3.4 and 3.5 we get
Combining (36) and the estimate for the sum T k=f (n)+1 ∆ 1 (k) obtained in Lemma 3.7 we derive the inequality
and where the coefficients c 2 (n), c 3 (n), . . . , c 8 (n) are defined by equalities (29)-(35), respectively. According to (37) and Lemma 3.8,
Considering the explicit expression for Γ(n) we write
The latter inequality implies
since r(A) + S(A) = T (the latter equality is proved in [2] ), where
and c 11 (n), F (n), and Q(n, k) are defined by equalities (39), (38), and (14), respectively. Theorem 2.1 is proved.
Proof of Theorem 2.2
Let A be the matrix defined in Theorem 2.2 and let A denote the transpose matrix of A. Theorem 2.1 can be applied to A , since the analogue of condition (5) written for A is
Note that the above condition follows from T/n ≥ 1 + υ. The term υ 2 (1 − υ) −1 on the right hand side of (41) changes the coefficient c 6 (n) in Theorem 2.2. The changed coefficient is equal to
where c 6 (n) is defined by equality (33). Theorem 2.2 is proved.
Proof of Theorem 2.3
Denote by µ n,T the number of solutions of system (1). The probability P n,T that system (1) is consistent equals the probability that the system has at least one solution, that is, P n,T = P{µ n,T > 0}.
We find an explicit expression for the probability of the event {µ n,T > 0} given that the rank r(A) of the matrix A is equal to r. Without loss of generality we assume that the rows 1, 2, . . . , r are linearly independent in the matrix A. Then each of the rows r + 1, . . . , T is a linear combination of the first r rows. In order that the system be consistent, its right hand sides b r+1 , . . . , b T should be such that
where ε * 1i , . . . , ε * ri assume only the values 0 or 1. The probability of an arbitrary relation among (42) is equal to Taking into account (9), (10), (43), and
Further we show that
First we estimate from above the difference P n,T − e −λ/2 by using the right hand side of relation (44):
Now we use Theorem 2.1 and get
We again use Theorem 2.1 to estimate the sum θ from above:
(1 +ε(n))
Bounds (46) and (47) imply (45). Now we show that
Indeed, using the left hand side of relation (44) we estimate the difference P n,T −e −λ/2 from below:
Theorem 2.1 implies that
It follows from (3) and (4) that the inequality λe/(2T ) < 1 holds for n > 2 −1 e 1+c . For this n, we get
where ∆(n, T ) satisfies the bounds (12). The sum θ is estimated from below with the help of Theorem 2.1:
Relation (49) 
and 0 < ω < ∞, then The proof of Corollary 7.1 (Corollary 7.2) follows from the observation that the assumptions of the first (second) statement of Theorem 7.1 (Theorem 7.2) obviously hold under the assumptions of the corresponding corollary. 
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