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Abstract 
A computationally intelligent framework has been developed 
for the forced landing problem for uninhabited airborne 
vehicles (UAVs).  This framework locates landing areas 
within an image that are of the appropriate geometrical size 
and free of obstacles.  The surface-type of the candidate 
landing areas are classified into categories such as grass, 
trees and water.  The classification results are combined 
with other information such as, the spatial relationships 
between candidate areas, the presence of moving objects 
(for example cars and people) and the objects in 
surrounding the areas, to nominate candidate UAV forced 
landing sites. 
A discussion is presented that shows that a type-2 fuzzy-
based approach is expected to be useful in resolving data-set 
uncertainties allowing a reliable UAV forced landing site 
recommendation to be made.  Examples of data-set 
uncertainties include the surface type classification and the 
models of motion of various objects. 
Results are presented showing the successful location of 
appropriate candidate UAV landing sites.  A success rate of 
90% has been achieved using a neural network classification 
approach and based on the testing of 500 images.  These 
results are based on actual flight imagery collected from a 
Cessna 172 flight over Brisbane, Australia. 
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I. Introduction 
Human pilots are required to perform forced landings in 
emergency situations that require the aircraft to land.  An 
example of such an emergency would be an engine failure.  
UAVs are not immune to these emergencies and if they are 
ever to routinely fly over populated areas they will require a 
system that can autonomously decide on the safest region to 
land in the surrounding areas.  The development of such a 
system is the overall objective of this research.   
The motivation for the development of a UAV forced 
landing system is to enhance UAV operational safety.  
Resolving safety issues is seen as a key component for 
obtaining approval for UAV operations in civilian airspace - 
particularly above populated areas.  The argument is that a 
UAV must be capable of mimicking all the capabilities of a 
human pilot – this includes the capability to safely land an 
aircraft in the event of engine failure.  Thus the research will 
serve as a baseline for aviation regulatory bodies such as 
Australia’s Civil Aviation Safety Authority (CASA).  
Finally, based on an exhaustive literature review during the 
past 2 years, the group has found no forced landing research 
or forced landing system currently available for the UAV 
market. 
The approach taken to date is to explore the development of 
a UAV forced landing system that minimises cost and 
complexity.  The proposed system was to have minimal 
impact on any existing UAV systems and was to be light-
weight to allow the implementation of such a system in 
small-medium UAVs.   
A number of alternate systems were considered including the 
use of Global Navigation Satellite System (GNSS) position 
and a Geographical Information System (GIS) data-base of 
pre-surveyed potential landing sites.  Ultimately this 
approach was not considered robust for an aviation safety-
of-life application and so machine vision approaches were 
explored.  A vision-based solution, which is analogous to the 
human pilot forced landing process, could be light weight, 
relatively low cost and could be totally independent of other 
onboard systems. 
To begin developing and testing the forced landing 
algorithms, a series of flight trials were conducted in a 
Cessna 172 to gather aerial video data of the south-east 
Queensland, Australia region.  These samples varied from 
urban environments, to rural areas, containing water and 
forests.  The dataset enabled an evaluation of the robustness 
 of the forced landing site selection algorithms to be 
conducted.  The reader is referred to [1] for specific details 
of the data collection procedure, including the system, 
camera positioning and mounting.   
The reader is also referred to [1, 2] for a more detailed 
introduction to the UAV forced landing problem. 
II. UAV Forced Landing Framework 
The framework to determine safe UAV emergency landing 
sites has been approached in a way that aims to select safe 
landing areas, similar to that of a human pilot.  Elements 
from the human pilot’s forced landing decision-making 
process, useful for the UAV application include: the size, 
shape, slope, nature of the surroundings and the surface-type 
classification (grass, water, road, etc.) of the candidate 
landing site.   
These elements have been combined to produce a 
computationally intelligent framework for a UAV forced 
landing system.  The framework is represented in 4 phases 
and is shown in Figure 1. 
 
Figure 1 - UAV Forced Landing Framework 
The region sectioning and geometric acceptance phases 
(phases 1 and 2) will locate candidate landing sites that are 
of the appropriate geometrical size and free of obstacles.  
The site identification phase (phase 3) will assess the 
candidate landing site(s) identified in phases 1 & 2 and 
identify the type of surface for each (grass, water, road, etc.).  
The final site selection phase (phase 4) will make a decision 
on the most suitable landing site from those remaining.  This 
phase will consider issues such as: the spatial relationship 
between candidate landing sites, the presence of moving 
obstacles and surface type. 
Phases 1 & 2: Region Sectioning and Geometric 
Acceptance Phases 
The aim of these phases is to locate, within an image, 
candidate landing sites that are of an appropriate geometrical 
size for an aircraft landing and also free of obstacles within 
that landing site.  The geometrical size requirement for a 
UAV landing is dependant entirely on the category of UAV.  
Examples of obstacles could include trees in large grass 
fields, or cars in large bitumen areas. 
The initial approach was to search the image for areas of 
similar texture, large enough for the UAV to land in.  This 
approach was developed based on the assumption that areas 
of similar texture would correspond to areas of the same 
object – for example, grass fields or water bodies.  The 
methods used for this approach included various image 
segmentation approaches, based on texture matching [3] and 
region growing algorithms [4].  The disadvantage with the 
techniques trialled was that the computation time was large, 
and although the output gave a number of areas, there was 
still no indication of potential obstacles within these regions. 
This paper presents a new approach that is less complex, 
requires less computation time and provides improved 
results.. The results from phase 1 and 2 have improved from 
identifying very few areas (10 %), to locating the majority of 
available areas in the images (over 99 %). The reduction in 
processing time was approximately 90%. 
The new approach uses Canny edge detection [5], followed 
by a line-expansion algorithm [1].  A series of pre-set 
landing site masks were then moved through the images to 
find areas containing no edges.  It was the assumption that 
regions in the image that contained no edges, corresponded 
to areas that contained no obstacles.  Additionally, since 
boundaries between different objects usually have a distinct 
border or edge (grass/bitumen boundary), areas with no 
edges were assumed to correspond to areas of similar texture 
(ie: the same object, for example a grass field). 
Figure 2 shows an example of the results from phases 1 and 
2.  A number of conclusions can be drawn from this figure.  
The first is that the algorithm has identified 4 grass areas in 
the image, each comprising of a number of possible landing 
sites.  These areas are formed from a series of landing site 
masks (refer [1] for further information on the landing site 
masks). 
The second conclusion is that the algorithm has successfully 
avoided the obstacles nearby to the grass areas, such as trees 
and road borders. 
 
Figure 2 - Landing Sites Located after Phases 1 & 2 
Hundreds of similar outputs from the first 2 phases of the 
algorithm were studied by human operators, and in no case 
Phase 1: Region 
Sectioning  
Phase 2: Geometric 
Acceptance  
Phase 3: Site 
Identification  
Phase 4: Final 
Site Selection  
 has phases 1 & 2 recommended a landing site that contains a 
human-visible obstacle. 
There were instances during these tests where suitable grass 
landing areas were not detected by the algorithm.  The grass 
areas in question were of a particularly rough texture that 
may have been undesirable to land on.  The algorithm 
avoided these areas, as the rough nature of the surface 
resulted in edges being detected, and therefore the area was 
rejected.   
It should be noted, that if there were no other alternatives, 
this area should be considered for landing.  This could be 
achieved by a secondary sweep of the algorithm with 
differing edge detection thresholds set. 
The reader is referred to [1] for a detailed account of the 
results and the methods described above. 
Phase 3: Site Identification Phase 
The third phase of the framework aims to robustly classify 
the candidate landing-sites from phases 1 & 2.  The problem 
falls into the well studied areas of texture classification [6, 
7], pattern classification [8-11] and the field of automated 
image indexing [12, 13]. 
A variety of approaches were considered to enable the 
classification.  These included:  probabilistic models [3, 14], 
Bayesian classifiers [15], Euclidian Classifiers and Artificial 
Neural Networks [4].  As concluded in [2], these methods 
have a number of advantages and disadvantages for the 
different classifiers, however each usually performs 
adequately.  The results are usually determined by the 
careful selection of good features and good training 
practices.   
As will be discussed in Section IV, a good set of features 
could not be achieved with the current data that would 
successfully distinguish between output classes to an 
adequate classification accuracy. 
Either way, the approach taken in the research has involved 
the use of single-stage and multi-stage radial basis 
probabilistic neural networks.  Neural networks have been 
shown to perform well for the classification problem [4] and 
were tested and proven for this application.  Details of the 
single stage classifier can be found in [1] and the details of 
the multi stage classifier can be found in [2]. 
Some problems were encountered in passing the phase 1 & 2 
output data to phase 3 for classification.  This was because 
the phase 2 output is a large irregular shape.  The input into 
phase 3 requires the data to be rectangular in shape (due to 
the nature of the spatial filters – Gabor filtered images – 
used for extracting features of the area).  To resolve this 
problem, an algorithm was developed [2] to locate the 
largest rectangle in an irregular shape (as shown in Figure 
3).  
 
Figure 3 - Largest Rectangle in an Irregular Shape 
As is shown is Figure 3, the portion of the area that is 
classified (D) is only a portion of the entire area identified. 
The assumption is that the entire area is of the same surface, 
and that the area to be classified is representative of that 
entire area. A possibility does exist for misclassification, if 
the largest rectangular area selected for classification is not 
representative of the entire area. 
A classification accuracy1 of 90% was achieved using the 
multi-stage radial basis probabilistic neural network and is 
presented in a previous paper [2].  These results were based 
on exhaustive tests of 500 testing images.  A classification 
success rate of 99% has been set as a target for this research. 
Phase 4: Final Site Selection Phase 
This phase of the framework aims to select the most optimal 
landing site for the UAV depending on a number of factors.  
These include,  
• Weighting the sites on their suitability for landing 
based on their classification (eg. open grass 
paddock has high weight and suburban area has 
very low weight); 
• Developing motion models for any moving 
obstacles in the field of view and assessing whether 
this motion intersects the landing site area; 
• Observing the spatial relationships between the 
objects – it would be better to track to an area with 
a multiple candidate landing sites within close 
range of each other, to maximize the choice at 
lower altitudes; and 
• Ensuring the surroundings of the target object are 
suitable – for example, make sure there are no 
buildings that could hinder the UAV landing 
approach [16]. 
In was decided that a fuzzy engine would be an ideal system 
for the final site selection phase.  This is because the final 
phase decision making process mimics the decisions that a 
human pilot performs in a forced landing. 
                                                          
1 The classification accuracy is the proportion of correct 
classifications that match with the correct classifications of a 
human observer. 
 By using a fuzzy-based system, the human pilot’s expert 
knowledge can be embedded within the framework by 
developing a number of linguistic rules. 
Additionally, the inputs to the fuzzy engine may have some 
level of uncertainty.  Inputs such as the different candidate 
landing site classifications, and the trajectory of moving 
obstacles in the field of view, will all have some element of 
uncertainty associated with them.  To take advantage of 
these uncertainties to achieve the best possible result, a type-
2 fuzzy logic system will be explored.  Type-2 fuzzy logic 
approaches are different to the traditional fuzzy mindset, 
where clear-cut membership functions are defined.  These 
systems provide an element of dispersion in the membership 
functions that can account for uncertainties in the fuzzy 
engine inputs.  For an excellent overview of type-2 fuzzy 
sets, refer Mendel [17, 18]. 
The final output of the framework will be a number of 
candidate UAV forced landing sites, in order of their 
suitability for landing. 
III. Discussion 
As discussed in the previous sections, the results to date 
have shown that the region sectioning and geometric 
acceptance phases have performed excellently – only 
identifying areas free of obstacles and large enough to land 
in. In contrast, the site identification phase has been able to 
achieve good classification percentages of approximately 
90%, however this is below the research target of 99%. 
The 90% classification percentage can be attributed to a 
number of factors that will be discussed for the remainder of 
this section.  These factors will lead to several 
recommendations, presented in Section IV. 
Firstly, the use of a low-cost camera provided low quality 
image data.  This camera was used to determine the quality 
of results that could be achieved with a low resolution, 
interlaced camera.  It has been shown that the data can be 
used to provide surface classification of 90%, which may be 
suitable for some low cost UAV applications. 
The problems included,  
• PAL analogue camera output – this meant that there 
were multiple stages of digital to analogue and 
analogue to digital conversions, resulting in the 
introduction of noise and losses to the video data; 
and  
• interlaced video data output – the image was 
filtered using a de-interlacing filter after capture, 
again introducing noise and altering image textures. 
The aircraft was also moving at relatively high speeds with a 
downward pointing camera, resulting in a large image 
translation in the vertical image-plane direction.  This point, 
coupled with the fact that the camera had interlaced video 
output, meant that the image became quite blurry. 
Low quality imagery made the problem of distinguishing 
between similar looking objects a difficult task for the 
classifier.  In fact, samples of the dataset were shown to a 
number of human test subjects and it was shown that with 
the low quality image regions taken out of the context of the 
image (similar to the information that the classifier receives), 
the human test subjects were unable to classify all regions 
successfully.   
Based on the reasons listed above, it is felt that with the 
current inadequacies of the data, the classification accuracy 
has reached a maximum.  It may be the case that with 
different classifiers and the use of different image features, 
such as the Spatial Grey Level Dependence Matrix 
(SGLDM) approach, Liu’s features, the Statistical Feature 
Matrix (SFM) method and Statistical Geometric Features (as 
presented in [19]), that the classification accuracy may be 
improved slightly, however this result would still be classed 
as inadequate.   
For these reasons, a number of alternate solutions have been 
presented in the next section. 
IV. Site Identification Alternatives 
Based on the results and work to date, a number of 
approaches have been considered for the site identification 
and classification problem. 
i) Classifying all landing site mask areas identified in a 
particular region, then classifying the area based on the 
majority classification result 
This approach is more computationally expensive than the 
current method, however is able to provide confidence 
estimates for the surface type classification results.  The 
process involves keeping the region split up in their original 
landing site mask definitions [1], and classifying these 
individually.  Confidence estimates based on the combined 
classification result will be fed into the final phase of the 
framework. 
Figure 4 shows a representation of the results of phases 1 
and 2 (shown as simple rectangles for simplicity1). 
 
Figure 4 - Example of Classifying all Landing Site Masks 
There have been 16 different landing areas identified2 in this 
scenario. 
The current approach would classify this combined area as a 
whole, and get a single classification result for the entire 
                                                          
2 In the real scenario there would be landing sites identified 
that were horizontal lying and also lying at 450.  Only the 




 area.  The new approach will classify each of the landing site 
masks individually and then combine the results to get an 
overall classification and also a confidence in the 
classification result. 
Assume for this example that the area is a large water body.  
With the current approach the overall classification of the 
area could have been influenced by an apparent roughness in 
part of the image (A) from some noise and been classified as 
GRASS.  With the new approach, 15 out of 16 areas were 
classified as WATER, and only 1 area classified as grass (A) 
due to the noise.  In this case, the overall classification 
would have been correct, and a confidence could be 
provided in light of 1/16 being classified as something else. 
ii) Classifying the same region over a number of frames and 
updating the classification of the region based on all the 
classifications 
This approach is similar to (i), except it takes areas classified 
in previous images, and if the same area is present in the 
image frame, uses the previous classification results to 
increase confidence of the classification of the area.  This 
confidence can be used in the final phase of the framework. 
The algorithm would use sensor information such as GPS 
ground speed and inertial measurements to determine the 
image translation and rotation between image frames. 
iii) Combination of (i) and (ii) 
This approach would use the method presented in (i) that 
classified a number of areas in the same region of the image 
to get an overall classification.  This process would be 
repeated over multiple frames of the same area, as in (ii), so 
that a better classification result could be achieved.   
The only foreseeable problem with the approach is the 
computational time expenses. 
iv) Water / grass classification strategy 
Due to the problems of misclassification between the water 
and grass classes, a suggestion was made in a previous paper 
[2] on a water / grass classification strategy.   
The strategy involved a number of steps, including ripple 
checks, random surface checks, testing for closed areas 
around the region and testing for straight edges around the 
region. 
Although the strategy may be plausible, it will not be 
considered again for this research as it is believed that the 
process would be too computationally expensive. 
v) Classify areas of the same size only (landing mask size) 
and train the neural network to input the pixels directly 
The approach stems from the idea that given enough training 
data and enough training time, a network may be able to 
learn to distinguish between inputs that are the actual pixels 
values fed straight into the network.  It is proposed that 
given enough time, the network could actually generate its 
own features internally that it used to distinguish between 
image types. 
The disadvantage is that a large amount of training data 
would be required and also the network would not be 
flexible for changing mask sizes for different UAV altitudes.   
These reasons mean that this approach must be rejected. 
vi) The use of a non-interlaced camera with the 
classification techniques described above 
It is believed that the major factor inhibiting the 
classification accuracy in the site identification phase is the 
impact that an interlaced camera has on the image data. 
The use of a non interlaced camera will alleviate these 
problems.  Additionally, it is anticipated that a camera with a 
higher resolution will again improve the classification 
accuracy.  The reasoning for this is that the classifier will 
have more information available to distinguish between the 
different output classes.  Furthermore, the interlacing present 
in previous data has believed to have introduced patterns in 
the image that would have influenced the Gabor filtered 
images [2].  A similar pattern in all images could explain the 
classifier’s inability to distinguish between classes 
successfully. 
With these points in mind, the group will now use a non-
interlaced camera providing digital (IEEE 1394 interface) 
1024x768 resolution images, at a frame rate of 15 fps [20].  
This camera provides the necessary requirements of 
increased resolution with no interlacing, required to research 
this new approach. 
vii) Use of near infrared data to aid in the existing 
classification techniques described above  
This approach involves the use of a multi-spectral CIR 
(colour-infrared) camera to aid in the site identification 
phase.  This will be achieved by using the short-wave near 
infrared spectrum (SW-NIR) to discriminate between the 
GRASS/TREES (vegetation) and WATER output classes.  To 
date, the algorithms developed have been unable to robustly 
discriminate between these classes. 
SW-NIR, which contains wavelengths of between 750 to 
1100 nm [21], is able to clearly discriminate between 
vegetation and water due to their particular spectrum 
emissions within this wavelength range.  This can be seen in 
Figure 5.  Further information on multi-spectral  
classification and spectral signatures can be found in [22]. 
 
 Figure 5 - Reflectance Characteristics of Grass, Soil and Water (source: 
California Institute of Technology, 1999) 
As can be seen, the distinction between grass and water in 
the SW-NIR band (0.75 Æ 1.1 um) is quite pronounced.  
This distinction would allow an algorithm using near 
infrared information to robustly perform a classification 
between grass and water. 
V. Summary 
A number of improvements to the current framework have 
been suggested in Section IV.  The majority of the changes 
have centred around the site identification phase and the use 
of different input data for the problem. 
Results have been presented that show the framework’s 
ability to locate obstacle free landing sites for a UAV.  The 
surface type of these areas were correctly classified to an 
accuracy of 90% based on tests of 500 flight images. 
Future work will use non-interlaced imagery of a higher 
resolution (1024x768).  Additionally, the current algorithms 
will be assessed with this new data to document the impact 
of the higher quality imagery. 
New classification methods will be trialled (as proposed in 
Section IV), and the new approach will provide estimates of 
certainty of output classification classes.  These certainty 
measures can be used by the type-2 fuzzy engine in the final 
site selection phase that will produce an output of the best 
place to perform a UAV forced landing. 
If the implementation of the above methods still yield 
classification accuracies in the site identification phase that 
are inadequate (less than 99%), then a multi-spectral camera, 
as described in Section IV will be used. 
VI. Conclusion 
This paper has presented recommendations for a new 
computationally intelligent framework for the forced landing 
problem for UAVs.  The forced landing problem has been 
discussed and the shortcomings of the research to date have 
been highlighted. 
It has been shown that these shortcomings can be attributed 
to inadequate image data – data that the current algorithms 
were still able to use to successfully extract UAV forced 
landing areas that were large enough; free of obstacles; and 
that could determine the surface type of an area to an 
accuracy of approximately 90%. 
The new framework will improve on the classification 
accuracy to date with the methods described in Section IV, 
and will use a type-2 fuzzy engine to intelligently decide on 
the best place to land, similar to that of a human pilot. 
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