We consider the problem of transmitting classical information over a time-invariant channel with memory. A popular class of time-invariant channels with memory are finitestate-machine channels, where a classical state evolves over time and governs the relationship between the classical input and the classical output of the channel. For such channels, various techniques have been developed for estimating and bounding the information rate.
I. INTRODUCTION
In this section, we first review some results about classical channels, in particular channels with an evolving classical state. Afterwards, we discuss channels with an evolving quantum state. Finally, we highlight the contributions of this paper.
A. Information Rates of Classical Channels
The information rate of a classical point-to-point channel characterizes the amount of classical information per channel use that can be transmitted reliably with the help of this channel. A particularly interesting class of channels are discrete memoryless channels (DMCs). A DMC is characterized by a channel input alphabet X , a channel output alphabet Y, and a channel law W (y|x), where the latter equals the probability of receiving y upon sending x. (Here and in the following, we assume that X and Y are finite sets.) As is well known [1] , the information rate I(Q, W ) of a DMC is given by
where Q is some probability mass function (pmf) on X and (QW )(y) x∈X Q(x)W (y|x). Recall that in order to achieve this information rate, one needs to design a suitable encoder and a suitable decoder for some suitably chosen codebook where the distribution of the entries of the codewords equals Q. Because of the simplicity of the expression in (1), the information I(Q, W ) can be efficiently computed for any given Q. 1 Example 1. For any 0 p 1, the binary symmetric channel with cross-over probability p, henceforth called BSC(p), is a DMC with X {0, 1}, Y = {0, 1}, W (0|0) = 1 − p, W (1|0) = p, W (0|1) = p, and W (1|1) = 1 − p. If Q(0) = Q(1) = 1/2, then its information rate is I(Q, W ) = 1−h 2 (p) bits per channel use, where h 2 is the binary entropy function.
We proceed to channels with memory, in particular to stationary ergodic channels with input alphabet X and output alphabet Y. Let W denote the channel law of such a channel. Under suitable conditions [1] , the information rate is given by I(Q, W ) = lim n→∞
is the channel input process characterized by some stationary ergodic law Q, and where
For such channels, computing the information rate, let alone the capacity, is much more challenging than for DMCs. Namely, except for very special cases, there are no single-letter or other simple expressions for information rates available, and so, most of the time, one needs to rely on upper and lower bounds and/or on stochastic techniques for estimating the information rate.
Notably, in the case of finite-state-machine channels (FSMCs) [1] , i.e., channels with a finite classical state, efficient stochastic techniques have been developed for estimating the information rate [4] , [5] , [6] . (For these techniques, under mild conditions, the numerical estimate of the information rate converges with probability one to the true value when the length of the channel input sequence goes to infinity.) However, even for FSMCs, maximizing the information rate is much more challenging than maximizing the information rate of DMCs [7] . Example 2. A notable example of an FSMC is the Gilbert-Elliott channel [8] , which can be either in the so-called "good" state or in the so-called "bad" state. If the channel is in the "good" state, then it behaves like a BSC(p g ), but if the channel is in the "bad" state, then it behaves like a BSC(p b ), where usually p b − 1 2 < p g − 1 2 . The state process itself is a first-order stationary ergodic Markov process which is independent of the input process. 2 (For more details, see, e.g., the discussions in [7] , [9] .) For FSMCs with large state spaces, the above-mentioned information rate estimation techniques can be time-consuming and so stochastic techniques to estimate upper and lower bounds have proven useful [4] , [9] . These bounding techniques are based on a so-called auxiliary FSMC, which is a lowcomplexity approximation of the true FSMC. Interestingly enough, the lower bounds represent achievable rates under mismatched decoding, where the decoder bases its computations not on the true FSMC but on the auxiliary FSMC [10] .
(See the paper [9] for a more detailed discussion of this topic and for further references.)
B. Information Rates of Channels with a Quantum State -Paper Overview
In this paper we consider the problem of transmitting classical information over a channel with an evolving quantum state. A particular instance of such a channel is as follows:
• The state is given by some quantum system, called the state quantum system, whose position in space does not change and which, if left by itself, evolves according to some Hamiltonian H s . • Alice wants to transmit some classical information to Bob. To this end, she uses a classical code to encode her information word u = (u 1 , u 2 , . . . , u k ) ∈ U k into a codeword x = (x 1 , x 2 , . . . , x n ) ∈ X n . • At time instance , Alice encodes x ∈ X as a particular state of some quantum system, called the -th transmit quantum system, which she sends to Bob. • On the way to Bob, the -th transmit quantum system interacts with the state quantum system. • Bob receives the -th transmit quantum system and performs a quantum measurement resulting in some value y ∈ Y. • After receiving y = (y 1 , y 2 , . . . , y n ) ∈ Y n , Bob decodes y toward obtaining an estimateû of u. This setup is vaguely inspired by the setup in Fig. 4 of [11] . Note that the setup therein was not for data communication, but for manipulating and measuring what we call here the state quantum system.
In this paper, we discuss algorithms for estimating and lower bounding the information rate of such channels with an evolving quantum state (see Section III). Toward this end, we introduce suitable graphical models for visualizing and doing the relevant computations (see Section II). Finally, we present some numerical results (see Section IV).
C. References with Background Information
Due to space constraints, we limit ourselves to conveying the main ideas behind our results. (The details can be found in [12] .)
In the following, we assume that the reader is familiar with the very basics of quantum information processing (see, e.g., the excellent book Nielsen and Chuang [13] for an introduction). For a general introduction to quantum channels with memory, we refer to the survey papers by Kretschmann and Werner [14] and by Caruso et al. [15] .
Moreover, some familiarity with graphical models (like factor graphs) [16] , [17] , [18] and with techniques for estimating the information rate of a classical FSMC as presented in [4] , [9] will be beneficial. Recall that graphical models are a popular approach for representing multivariate functions with non-trivial factorizations and for doing computations like marginalization [16] , [17] , [18] . In particular, graphical models can be used to represent joint probability mass functions (pmfs) / probability density functions (pdfs). In the present paper we will heavily rely on the papers [19] , [20] , which discussed an approach for using normal factor graphs (NFGs) for representing functions that typically appear when doing computations w.r.t. some quantum systems. Probabilities of interest are then obtained by suitably applying the sum-product algorithm / applying the closing-the-box operation.
II. CHANNELS WITH CLASSICAL OR QUANTUM STATES AND THEIR GRAPHICAL MODELS
We first review NFGs that were used in [4] in the context of estimating the information rate of channels with an evolving classical state. Afterwards, we will show NFGs that we can use for estimating the information rate of channels with an evolving quantum state. Fig. 1 shows the NFG that was used in [4] in the context of estimating the information rate of channels with a classical state. Let g(x, y,s) denote the global function of this NFG (i.e., the multivariate function represented by this NFG), where x (x 1 , . . . , x n ), y (y 1 , . . . , y n ), ands (s 0 ,s 1 , . . . ,s n ). Some comments:
A. Channels with a Classical State
• The part of the NFG inside the blue box represents the input process Q(x). Here, for simplicity, the input process is an i.i.d. process characterized by the pmf p X , i.e., Q(x) = n =1 p X (x ). • The part of the NFG inside the red box represents W (y,s|x), i.e., the probability of y ands given x.
After applying the closing-the-box operation, i.e., after summing over all the variables associated with edges completely inside the red box, we obtain the channel law
Here, pS 0 is a pmf and W (s , y |s −1 , x ) is assumed to be a conditional pmf:
With this, one can verify that the NFG in Fig. 1 has the following properties. (Most of these properties are in contrast to the properties of the upcoming NFG that we will use for channels with a quantum state.)
• The global function g(x, y,s) is a pmf over x, y, ands.
• The function g(x, y) s g(x, y,s) , which is obtained by summing the global function overs, represents the 2017 IEEE International Symposium on Information Theory (ISIT) corresponding marginal pmf over x and y. The function g(s)
x, y g(x, y,s) , which is obtained by summing the global function over x and y, represents the corresponding marginal pmf overs. Etc.
B. Channels with a Quantum State
We now turn our attention to channels with an evolving quantum state. In this case, it is in general not possible to come up with an NFG that has a "nice" factorization and that has the properties listed at the end of Section II-A. However, note that we "only" need an NFG with a global function g (x, y, . . .) which has the property that if we sum over all variables except x and y, then we obtain a pmf over x and y. In particular, we do not need g (x, y, . . .) to have the property that if we sum over x and y then the resulting function is a pmf over the remaining variables.
Consider an NFG with global function g(x, y, s, s ) , where x (x 1 , . . . , x n ), y (y 1 , . . . , y n ), s (s 0 , s 1 , . . . , s n ), and s (s 0 , s 1 , . . . , s n ). Define g(x, y) s, s g(x, y, s, s ) . The above-mentioned conditions mean that g(x, y) must be a pmf over x and y, but g(x, y, s, s ) need not be a pmf over x, y, s, and s . In particular, g(s, s )
x, y g(x, y, s, s ) need not be a pmf over s and s .
As it happens to be, considering NFGs whose global function g (x, y, s, s ) satisfies ∀ x, y, s, s : g(x, y, s, s 
∀ x, y : g(x, y) ∈ R 0 ,
x, y g(x, y) = 1 ,
is general enough in order to capture quantum phenomena and to represent the associated computations with the help of NFGs that have a "nice" factorization [20] . 3 With suitably chosen local function nodes, the NFG in Fig. 2 is an NFG that satisfies (4)- (8) . Specifically, it suffices to impose the following requirements on the local function nodes:
• The input process is an i.i.d. process characterized by the pmf p X . (This is for simplicity only; more complicated processes could be used.) • In order to show the constraints on the function W , it is beneficial to write its arguments as follows: 
3 The over-line in (5) denotes complex conjugation. Note that condition (8) is redundant given condition (6), but we display it because of its importance. where p.s.d. stands for positive semi-definite and where δ is the Kronecker-delta function. Note that condition (10) can be visualized as shown in Fig. 3 , where applying a closing-the-box operation [20] to the NFG on the lefthand side results in the NFG on the right-hand side. (On the side, we note that with the above ordering of the entries, for every x the matrix y W (y |x ) is known to be in Choi-matrix-representation form or in dynamicalmatrix-representation form [21] .) • The initial quantum state (s 0 , s 0 ) is characterized by the complex-valued function ρ S0 , which, when written as a matrix, is p.s.d. (over C) and has trace one. One can verify that these constraints on the local functions of the NFG in Fig. 2 lead to a global function g(x, y, s, s ) which satisfies (4)- (8) . Fig. 4 , which, upon closing-the-box results in a function node that can be used as W (y |x ) (s −1 , s ; s −1 , s ) in Fig. 2 . The NFG in Fig. 4 
Example 3. As a particular example of a channel with a quantum state, we propose a quantum version of the classical Gilbert-Elliott channel, henceforth called the Quantum Gilbert-Elliott channel. We define this channel by specifying the NFG as in

stems from the following considerations. (Recall the communication setup from Section I-B.)
{0, 1}. • The state quantum system is some qubit. • The -th transmit quantum system is some qubit. On its way it interacts with the state quantum system. This interaction is described in terms of an operatorsum representation [13, Chap. 8] 
• Bob performs a quantum measurement [13, Chap. 2] defined by measurement operators {M y } y ∈Y on the -th transmit quantum system. Specifically, for the communication setups in Section IV we choose M 0 = 1 0 0 0 and M 1 = 0 0 0 1 . • Between two transmissions, the evolution of the state quantum system is described by a unitary matrix U that is derived from the Hamiltonian H s and the time difference between two transmissions. Note that for function nodes in the NFG in Fig. 4 that were specified in terms of a matrix, we use a dot to denote the variable that corresponds to the row index of the matrix. (In the case of the function nodes E k and E H k , two variables jointly correspond to the row index of the matrix.) Fig. 1 . Channel with a classical state: joint NFG for input process Q(x) (blue box) and channel law W (y|x) (red box), after closing-the-box. Fig. 3 . NFGs visualizing the constraint (10) that W has to satisfy. Namely, after applying the closing-the-box operation to the NFG on the left-hand side, one has to obtain the NFG on the right-hand side. (Note that on the righthand side, the edge corresponding to x has been omitted because it is not connected to any function node.) 
III. INFORMATION RATE ESTIMATION
Recall that the approach of [4] for estimating information rates of FSMCs is based on the Shannon-McMillan-Breiman theorem (see, e.g., [22] ) and suitable generalizations. Namely, the information rate
of a channel with a classical state can be estimated as follows:
1) Randomly generate a channel input sequencex = (x 1 ,x 2 , . . . ,x n ) according to the law Q. 2) Based on this channel input sequence, randomly generate a channel output sequencey = (y 1 ,y 2 , . . . ,y n ). , y,s) , g(y) = x,s g(x,y,s), g(x,y) = s g(x,y,s). 4) Combine the above estimates to obtain an estimate of I(X; Y). Thanks to the close relationship between the NFG in Fig. 1 and the NFG in Fig. 2 , it is formally straightforward to generalize the above procedure to channels with a quantum state. Namely, one simply has to replace Step 3) by Step g(x,y, s, s ) . In order to efficiently compute all the relevant quantities, one can apply suitable closing-the-box operations as in [20] , in particular as in Section IV of [20] . This is equivalent to applying the sum-product algorithm on a modified version of the underlying NFG, where edges are suitably merged so that the modified NFG does not contain cycles and so that the computed marginals are exact.
IV. NUMERICAL EXAMPLES
In Figs. 5-8, we present some numerical information rate (IR) estimates for various setups of the Quantum Gilbert-Elliott channel where the channel input process is an i.i.d. process with p X (0) = p X (1) = 1/2. (See the figure captions for further details.) In Figs. 5-8, we also show some auxiliarychannel-based information rate lower bound estimates that are based on auxiliary channels with a classical state [4] . These auxiliary channels were optimized with the help of the techniques in [9] . Finally, Fig. 6 includes an auxiliarychannel-based information rate lower bound estimate that is based on an auxiliary channel with a quantum state. As already emphasized beforehand, these lower bounds represent rates that are achievable with the help of a mismatched decoder [10] .
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