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Abstract
We consider the equations for the coefficients of stationary rotating
axisymmetric metrics governed by the Einstein-Euler equations, that is,
the Einstein equations together with the energy-momentum tensor of a
barotropic perfect fluid. Although the reduced system of equations for the
potentials in the co-rotating co-ordinate system is known, we derive the
system of equations for potentials in the so called zero angular momentum
observer co-ordinate system. We newly give a proof of the equivalence be-
tween the reduced system and the full system of Einstein equations. It
is done under the assumption that the angular velocity is constant on
the support of the density. Also the consistency of the equations of the
system is analyzed. On this basic theory we construct on the whole space
the stationary asymptotically flat metric generated by a slowly rotating
compactly supported perfect fluid with vacuum boundary.
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PACS: 02.30.Jr, 04.20.Ha, 04.25.Nx, 04.40.-b, 04.40.Dg
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1 Introduction
We consider the metric
ds2 = gµνdx
µdxν (1.1)
satisfying the Einstein equations
Rµν − 1
2
gµνR =
8πG
c4
Tµν . (1.2)
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The positive constants c,G are the speed of light and the constant of gravitation.
The energy-momentum tensor T µν is supposed to be that of a perfect fluid
T µν = (ǫ+ P )UµUν − Pgµν with ǫ = c2ρ. (1.3)
Here we suppose
(A): The pressure P is a smooth function of ρ > 0 such that 0 < P, 0 <
dP/dρ < c2 for ρ > 0 and there are constants γ,A and a function Υ which is
analytic near 0 and satisfies Υ(0) = 0 such that
P = Aργ(1 + Υ(Aργ−1/c2)) (1.4)
for ρ > 0 and 1 < γ < 2,A > 0.
In this article we consider axially symmetric metrics, that is, taking the
co-ordinates
x0 = ct, x1 = ̟, x2 = φ, x3 = z, (1.5)
we consider the metric ds2 = gµνdx
µdxν in the following form (Lewis 1932 [8],
Papapetrou 1966 [12] ), say, ‘ Lanczos form’ after [7]:
ds2 = e2F (cdt+Adφ)2 − e−2F [e2K(d̟2 + dz2) + Π2dφ2], (1.6)
that is,
g00 = e
2F , g02 = g20 = e
2FA, g11 = g33 = −e2(−F+K),
g22 = e
2FA2 − e−2FΠ2, other gµν = 0,
where the quantities F,A,K and Π are functions of only ̟ and z.
The 4-velocity vector filed Uµ is supposed to be of the form
Uµ
∂
∂xµ
= e−G
(1
c
∂
∂t
+
Ω
c
∂
∂φ
)
, (1.7)
that is,
U0 = e−G, U1 = U3 = 0, U2 = e−G
Ω
c
, (1.8)
where Ω depends only on ̟, z.
Since UµUµ = 1, the factor e
−G = U0 is given by
e2G = e2F
(
1 +
Ω
c
A
)2
− e−2F Ω
2
c2
Π2. (1.9)
In this point of view, F,A,Π to be considered should satisfy the following
assumption (B) with respect to the prescribed Ω :
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(B): It holds that
e2F
(
1 +
Ω
c
A
)2
− e−2F Ω
2
c2
Π2 > 0. (1.10)
In Section 2, we drive the system of equations for the potentials F,A,Π,K
with the density distribution ρ and the angular velocity distribution Ω.
Although the system for the adjoint potential F ′, A′,Π′(= Π),K ′ described
in a co-rotating co-ordinate system with constant Ω is given in [10] as [10,
(1.34a), (1.34b), (1.34c), (1.35a), (1.35b)] without proof, we here want to de-
rive the system in the so-called ‘ZAMO (zero angular momentum observer)
co-ordinate system’. The reason is that it seems difficult to discuss the metric
on the whole space on the setting of [10] as discussed in [9, VII Discussion].
The derivation can be done along the calculation way described in [3] on
the vacuum, say, ρ = 0. However the recoverability of the full set of Einstein
equations is not self-evident. Actually proof of the recoverability requires a
tedious and tricky calculation. It is done under the assumption that either Ω
is constant or ρ = 0 in the considered domain. The reversibility is doubtful if
differential rotations with variable Ω on the support of ρ are concerned. Anyway
we have the equivalence result, Theorem 1.
The consistency of the first order system of equations for K also needs a
careful treatment. Actually it happens to be said that we need not write down
the second equation, say for ∂K/∂z, because it provides no new information
than the first equation, say, for ∂K/∂̟ . See [1, p.202, passage after (4d)].
One considers that there are no problem, since only simple quadrature is suf-
ficient. This is a hasty conclusion. It is not the case when the vacuum is not
presupposed. Through a tedious calculation we prove a useful condition for the
consistency, Theorem 2.
Section 3 is devoted to construction of an asymptotically flat metric gener-
ated by a slowly rotating compactly supported perfect fluid. As in [9] we work
on the post-Newtonian approximation using the model given by the distorted
Lane-Emden function established in [4], [5] The angular velocity is supposed to
be constant on a bounded domain including the support of the density as the
study developed in [9], but, in order to get a global potentials, we have to cut off
the angular velocity outside the bounded domain. This is another reason why
we derive the system of equations in the ZAMO co-ordinate system with vari-
able Ω in Section 2. The co-rotating co-ordinate system of [10],[9] may not work
well in the infinitely far away region. On the bounded domain an almost same
discussion as that of [9] can be mobilized, but we should prepare a set of func-
tional spaces of functions defined on the whole space, say, r =
√
̟2 + z2 <∞.
Of course on the exterior domain the vacuum is expected. This framework is
made by using the Kelvin transformation well known in the classical potential
theory. The results are Theorems 3, 4.
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2 The system of equations for the potentials and
density distribution
2.1 Einstein-Euler equations
The non-zero components of the energy-momentum tensor T µν are:
T 00 = e−2G(ǫ + P ) +
P
Π2
(e2FA2 − e−2FΠ2),
T 02 = T 20 = e−2G(ǫ+ P )
Ω
c
− P
Π2
e2FA,
T 11 = T 33 = Pe2F−2K ,
T 22 = e−2G(ǫ + P )
Ω2
c2
+
P
Π2
e2F .
Recall that the Christoffel symbols are defined by
Γµνλ =
1
2
gµα(∂λgαν + ∂νgαλ − ∂αgνλ).
and hereafter ∂µ stands for
∂
∂xµ
, while ∇µ will stand for the covariant derivative
∇λAµν = ∂λAµν + ΓµαλAαν + ΓναλAµα.
The Euler equations are ∇µT µν = 0.
Let us consider them.
Keeping in mind (1.9), we can show through tedious calculations that
∇µT µ1 = e2F−2K(∂1P + (ǫ+ P )∂1G)
and
∇µT µ3 = e2F−2K(∂3P + (ǫ + P )∂3G).
Hence the identity ∇µT µ1 = ∇µT µ3 = 0 reduces
∂1P + (ǫ + P )∂1G = 0, ∂3P + (ǫ + P )∂3G = 0. (2.1)
Therefore, defining the ‘relativistic enthalpy density’ u by
u = fu(ρ) := c2
∫ ρ
0
dP
ǫ+ P
=
∫ ρ
0
dP
ρ+ P/c2
, (2.2)
we have
u
c2
+G = Const., (2.3)
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while ρ > 0.
Defining u = fu(ρ) by (2.2) for ρ > 0, we can define fρ of the form
ρ = fρ(u) =
(γ − 1
Aγ
) 1
γ−1
(u ∨ 0) 1γ−1 (1 + Υρ(u/c2)) (2.4)
even for possibly negative u with a function Υρ which is analytic near 0 such
that Υρ(0) = 0.
On the other hand we see that the other Euler equations
∇µT µ0 = 0, ∇µT µ2 = 0
hold automatically.
In order to write down the Einstein equations
Rµν − 1
2
gµνR =
8πG
c4
Tµν (2.5)
or
Rµν =
8πG
c4
(Tµν − 1
2
gµνT ), (2.6)
where R stands for gαβRαβ and T stands for gαβT
αβ, let us compute Uµ, Tµν
and T . The result is as following:
U0 = e
2F−G
(
1 +
Ω
c
A
)
,
U1 = U3 = 0,
U2 = e
−G
(
e2FA+
Ω2
c2
(e2FA2 − e−2FΠ2)
)
;
T00 = (ǫ+ P )e
4F−2G
(
1 +
Ω
c
A
)2
− Pe2F ,
T02 = T20 =
= (ǫ+ P )e2F−2G
(
1 +
Ω
c
A
)(
e2FA+
Ω2
c2
(e2FA2 − e−2FΠ2)
)
− Pe2FA,
T11 = T33 = Pe
−2F+2K ,
T22 = (ǫ+ P )e
−2G
(
e2FA+
Ω2
c2
(e2FA2 − e−2FΠ2)
)2
− P (e2FA2 − e−2FΠ2)
and other Tµν ’s are zero; Let us note that
T = (ǫ + P )e−2G
[
e2F
(
1 +
Ω
c
A
)2
− e−2F Ω
2
c2
Π2
]
− 4P
reduces to
T = ǫ− 3P. (2.7)
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In order to calculate the Ricci tensor
Rµν = ∂αΓ
α
µν − ∂νΓαµα + ΓαµνΓβαβ − ΓβµαΓανβ
and to write down explicitly the Einstein equations, it is convenient to write the
metric as
ds2 = fc2dt2 − 2kcdtdφ− ldφ2 − em(d̟2 + dz2), (2.8)
that is, to put
f = e2F , k = −e2FA, m = 2(−F +K), l = −e2FA2 + e−2FΠ2. (2.9)
The expression (2.8) is called ‘Lewis metric’ after [8]
First let us note the identity
Π2 = fl + k2. (2.10)
and that the factor e−G = U0 is given by
(U0)−2 = e2G = f − 2Ω
c
k − Ω
2
c2
l. (2.11)
The components of the Ricci tensor are as following (other Rµν are zero ):
2em
Π
R00 = ∂1
∂1f
Π
+ ∂3
∂3f
Π
+
1
Π3
fΣ, (2.12a)
−2e
m
Π
R02 = −2e
m
Π
R20 = ∂1
∂1k
Π
+ ∂3
∂3k
Π
+
1
Π3
kΣ, (2.12b)
−2e
m
Π
R22 = ∂1
∂1l
Π
+ ∂3
∂3l
Π
+
1
Π3
lΣ, (2.12c)
2R11 = −∂21m− ∂23m− 2
∂21Π
Π
+
1
Π
[(∂1m)(∂1Π)− (∂3m)(∂3Π)]+
+
1
Π2
[(∂1f)(∂1l) + (∂1k)
2], (2.12d)
2R33 = −∂21m− ∂23m− 2
∂23Π
Π
− 1
Π
[(∂1m)(∂1Π)− (∂3m)(∂3Π)]+
+
1
Π2
[(∂3f)(∂3l) + (∂3k)
2] (2.12e)
2R13 = 2R31 = −2∂1∂3Π
Π
+
1
Π
[(∂3m)(∂1Π) + (∂1m)(∂3Π)]
+
1
2Π2
[(∂1f)(∂3l) + (∂1l)(∂3f) + 2(∂1k)(∂3k)]. (2.12f)
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Here we have introduced the quantity Σ defined by
Σ := (∂1f)(∂1l) + (∂3f)(∂3l) + (∂1k)
2 + (∂3k)
2. (2.13)
Now the components of the 4-velocity vector are:
U0 = e−G =
(
f − 2Ω
c
k − Ω
2
c2
l
)−1/2
, U1 = U3 = 0, U2 =
Ω
c
U0;
U0 =
(
f − Ω
c
k
)
U0, U1 = U3 = 0, U2 = −
(
k +
Ω
c
)
U0.
The Einstein equations are
Rµν =
8πG
c4
Sµν , where Sµν := Tµν − 1
2
gµνT. (2.14)
The components Sµν turn out to be as following (other Sµν are zero) :
S00 =
1
2
(ǫ + P )e−2G
[(
f − Ω
c
k
)2
+
Ω2
c2
Π2
]
+ Pf, (2.15a)
S02 = S20 =
1
2
(ǫ + P )e−2G
[
− kf − 2Ω
c
fl +
Ω2
c2
kl
]
− Pk, (2.15b)
S22 =
1
2
(ǫ + P )e−2G
[
Π2 +
(
k +
Ω
c
l
)2]
− Pl, (2.15c)
S11 = S33 =
em
2
(ǫ − P ). (2.15d)
Recall (2.7).
Thus the full set of Einstein equations is:
R00 =
8πG
c4
S00, (2.16a)
R02 =
8πG
c4
S02, (2.16b)
R22 =
8πG
c4
S22, (2.16c)
R11 =
8πG
c4
S11, (2.16d)
R33 =
8πG
c4
S33, (2.16e)
R13 = 0 (2.16f)
.
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2.2 Equations for the potentials F,A,Π, K
1) From (2.12a) and (2.16a) we can derive
∂21F + ∂
2
3F +
∑
j=1,3
[ 1
Π
(∂jΠ)(∂jF ) +
e4F
2Π2
(∂jA)
2
]
=
=
4πG
c4
e2(−F+K)
[
(ǫ+ P )
e2F
(
1 + Ω
c
A
)2
+ e−2F Ω
2
c2
Π2
e2F
(
1 + Ω
c
A
)2
− e−2F Ω2
c2
Π2
+ 2P
]
(2.17)
2) From (2.12b) and (2.16b) we can derive
∂21A+ ∂
2
3A+
∑
j=1,3
[
− 1
Π
(∂jΠ)(∂jA) + 4(∂jF )(∂jA)+
+
(e4F
Π2
(∂jA)
2 + 2∂2jF + 2
1
Π
(∂jΠ)(∂jF )
)
·A
]
=
=
8πG
c4
e2(−F+K)
[
(ǫ+ P )
(
A− 2Ω
c
e−2FΠ2
e2F
(
1 + Ω
c
A
)2
− e−2F Ω2
c2
Π2
)
+ 2AP
]
.
(2.18)
Taking (2.18)−2A×(2.17), we get
2em
f
(R02 − 2A · R00) =
= ∂21A+ ∂
2
3A+
∑
j=1,3
[
− 1
Π
(∂jΠ)(∂jA) + 4(∂jF )(∂jA)
]
=
= −16πG
c4
e2(−F+K)(ǫ+ P )
e−2F Ω
c
Π2
(
1 + Ω
c
A
)
e2F
(
1 + Ω
c
A
)2
− e−2F Ω2
c2
Π2
. (2.19)
3) We have the identity
lS00 − 2kS02 − fS22 = 2PΠ2, (2.20)
which can be verified from (2.15a)(2.15b)(2.15c) thanks to (2.10). On the other
hand, we have the identity
em
Π
(lR00 − 2kR02 − fR22) = ∂21Π+ ∂23Π, (2.21)
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which can be verified from (2.12a)(2.12b)(2.12c) thanks to (2.10). Hence (2.20)
and (2.21) leads us to the equation
∂21Π+ ∂
2
3Π =
16πG
c4
e2(−F+K)PΠ, (2.22)
if (2.16a)(2.16b)(2.16c) hold.
Remark 1 If we consider the vacuum or the dust for which P = 0, then (2.22)
says that Π(̟, z) is a harmonic function and we can assume Π = ̟ by con-
formal change of co-ordinates. See [3, p. 26]. (This was first used by [13] and
generalized to the present case by [8].) But it is not the case when P 6= 0.
Summing up, we have the following
Proposition 1 The set of equations (2.16a) (2.16b) (2.16c) implies that
∂2F
∂̟2
+
∂2F
∂z2
+
1
Π
( ∂Π
∂̟
∂F
∂̟
+
∂Π
∂z
∂F
∂z
)
+
e4F
2Π2
[( ∂A
∂̟
)2
+
(∂A
∂z
)2]
=
=
4πG
c4
e2(−F+K)
[
(ǫ + P )
e2F
(
1 + Ω
c
A
)2
+ e−2F Ω
2
c2
Π2
e2F
(
1 + Ω
c
A
)2
− e−2F Ω2
c2
Π2
+ 2P
]
, (2.23a)
∂2A
∂̟2
+
∂2A
∂z2
− 1
Π
( ∂Π
∂̟
∂A
∂̟
+
∂Π
∂z
∂A
∂z
)
+ 4
(∂F
∂̟
∂A
∂̟
+
∂F
∂z
∂A
∂z
)
=
= −16πG
c4
e2(−F+K)(ǫ + P )
e−2F Ω
c
Π2
(
1 + Ω
c
A
)
e2F
(
1 + Ω
c
A
)2
− e−2F Ω2
c2
Π2
, (2.23b)
∂2Π
∂̟2
+
∂2Π
∂z2
=
16πG
c4
e2(−F+K)PΠ. (2.23c)
Inversely we can show that (2.23a)(2.23b)(2.23c) imply (2.16a)(2.16b)(2.16c).
In fact, if we put
Qµν := Rµν − 8πG
c4
Sµν ,
then (2.16a)(2.16b)(2.16c) claim that Q00 = Q02 = Q22 = 0. On the other hand
(2.23a)(2.23b)(2.23c) are nothing but
Q00 = 0,
− 2AQ00 +Q02 = 0,
lQ00 − 2kQ02 − fQ22 = 0.
Here we see
∆ := det

 1 0 0−2A 1 0
l −2k −f

 = −f = −e2F 6= 0. (2.24)
Thus we can claim
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Proposition 2 The set of equations (2.23a), (2.23b), (2.23c) implies (2.16a),
(2.16b), (2.16c).
Proof. ∆ 6= 0 guaranteesQ00 = Q02 = Q22 = 0. This means (2.16a),(2.16b),(2.16c).
.
4) It follows from (2.12d)(2.12e) that
2(R11 −R33) = − 2
Π
(∂21Π− ∂23Π) +
2
Π
[(∂1m)(∂1Π)− (∂3m)(∂3Π)]+
+
1
Π2
[(∂1f)(∂1l) + (∂1k)
2 − (∂3f)(∂3l)− (∂3k)2)].
Therefore (2.15d) implies
− 2
Π
(∂21Π− ∂23Π)+
2
Π
[(∂1m)(∂1Π)− (∂3m)(∂3Π)]+
+
1
Π2
[(∂1f)(∂1l) + (∂1k)
2 − (∂3f)(∂3l)− (∂3k)2] = 0.
(2.25)
So, (2.25) reads
(∂1Π)(∂1K)− (∂3Π)(∂3K) = 1
2
(∂21Π− ∂23Π) + Π[(∂1F )2 − (∂3F )2]+
− e
4F
4Π
[(∂1A)
2 − (∂3A)2]. (2.26)
5) (2.16f) and (2.12f) imply that
−2∂1∂3Π
Π
+
1
Π
[(∂3m)(∂1Π) + (∂1m)(∂3Π)]+
+
1
2Π2
[(∂1f)(∂3l) + (∂1l)(∂3f) + 2(∂1k)(∂3k)] = 0.
But we see that
(∂1f)(∂3l) + (∂1l)(∂3f) + 2(∂1k)(∂3k) =
= −8(∂1F )(∂3F )Π2 + 4Π[(∂1F )(∂3Π) + (∂3F )(∂1Π)] + 2e4F (∂1A)(∂3A).
(2.27)
Therefore, since m = −2F + 2K, (2.16f) reads
(∂3Π)(∂1K)+(∂1Π)(∂3K) = ∂1∂3Π+2Π(∂1F )(∂3F )− e
4F
2Π
(∂1A)(∂3A). (2.28)
Thus we can claim
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Proposition 3 The set of equations (2.16d) (2.16e) (2.16f), provided (2.15d),
implies
(∂1Π)(∂1K)− (∂3Π)(∂3K) = 1
2
(∂21Π− ∂23Π) + Π[(∂1F )2 − (∂3F )2]+
− e
4F
4Π
[(∂1A)
2 − (∂3A)2], (2.29a)
(∂3Π)(∂1K) + (∂1Π)(∂3K) =∂1∂3Π+ 2Π(∂1F )(∂3F )− e
4F
2Π
(∂1A)(∂3A).
(2.29b)
However the inverse is doubtful, namely, we are not sure that the system of
equations (2.29a) and (2.29b) can recover both (2.16d) and (2.16e), separately,
when Ω is not a constant.
Be that as it may, we suppose the following assumption:
(C): It holds that ( ∂Π
∂̟
)2
+
(∂Π
∂z
)2
6= 0. (2.30)
Under this assumption the set of equations (2.29a)(2.29b) is equivalent to
∂1K = ((∂1Π)
2 + (∂3Π)
2)−1
[
(∂1Π)RH(2.29a) + (∂3Π)RH(2.29b)
]
, (2.31a)
∂3K = ((∂1Π)
2 + (∂3Π)
2)−1
[
− (∂3Π)RH(2.29a) + (∂1Π)RH(2.29b)
]
, (2.31b)
where RH(2.29a), RH(2.29b) stand for the right-hand sides of (2.29a), (2.29b),
respectively.
We can claim
Proposition 4 Suppose that the assumption (C) holds on the considered do-
main O, and that the domain O is the union of a domain O1 on which Ω is
a constant and a domain O2 on which ρ = P = 0, namely vacuum. Then in
O the set of equations (2.29a),(2.29b) implies (2.16d),(2.16e),(2.16f), provided
that the equation (2.15d) and the set of equations (2.23a),(2.23b), (2.23c) hold.
Proof. Since the set of equations (2.29a)(2.29b) is equivalent to the set of
equations (2.16d)−(2.16e), (2.16f), we have to prove (2.16d)+(2.16e), namely,
we have to prove
1
2
(R11 +R33) =
8πG
c4
S11 =
8πG
c4
S33 =
4πG
c4
em(ǫ− P ). (2.32)
So, we consider
−1
2
(R11 +R33) · (Π21 +Π23) = ♣,
11
where
♣ := (Π21 +Π23)
[
−△F +△K + △Π
2Π
− Σ
4Π2
]
.
Here Πj , (j = 1, 3),△Π,△K,△F stand for ∂jΠ,
∂2Π
∂̟2
+
∂2Π
∂z2
,
∂2K
∂̟2
+
∂2K
∂z2
,
∂2F
∂̟2
+
∂2F
∂z2
.
Differentiating (2.31a) by ̟ and (2.31b) by z, we have
(Π21 +Π
2
3)△K =
= −(Π1K1 +Π3K3)△Π+ 1
2
(Π1∂1△Π+Π3∂3△Π)+
= (Π21 −Π23)(F 21 − F 23 ) + 4Π1Π3F1F3 + 2Π(Π1F1 +Π3F3)△F+
+
e4F
4Π2
[
(Π21 −Π23 + 4Π(−Π1F1 +Π3F3))(A21 −A23)+
+ (2Π1Π3 − 4Π(Π1F3 +Π3F1))(2A1A3)+
− 2Π(Π1A1 +Π3A3)△A
]
after tedious calculations. Here Fj , Aj , (j = 1, 3, ) stand for ∂jF, ∂jA, and △A
means
∂2A
∂̟2
+
∂2A
∂z2
.
Denoting by [Sa], [Sb] the right-hand sides of the equations (2.23a), (2.23b),
we eliminate △F,△A. The result is
(Π21 + Π
2
3)△K =
= −(Π1K1 +Π3K3)△Π+ 1
2
(Π1∂1△Π+Π3∂3△Π)+
− (Π21 +Π23)(F 21 + F 23 )−
e4F
4Π2
(Π21 +Π
2
3)(A
2
1 +A
2
3)+
+ 2Π(Π1F1 +Π3F3)[Sa]− e
4F
2Π
(Π1A1 +Π3A3)[Sb].
Let us consider the case of constant Ω. Put
f ′ := e2G = e2F
(
1 +
Ω
c
A
)2
− e−2F Ω
2
c2
Π2
= f − 2Ω
c
k − Ω
2
c
l. (2.33)
Then, using the identity
∂j△Π =
(
2(−Fj +Kj) + ∂jP
P
+
Πj
Π
)
△Π
with
∂jP = (ǫ+ P )
1
2f ′
(
− ∂jf + 2Ω
c
∂jk +
Ω2
c2
∂j l
)
,
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provided that Ω is a constant, and using
[Sa] =
4πG
c4
em
f
[
(ǫ+ P )
1
f ′
((f − Ω
c
k)2 +
Ω2
c2
Π2)) + 2Pf
]
,
[Sb] =
16πG
c4
emΠ2
f2f ′
(ǫ+ P )
Ω
c
(Ω
c
k − f
)
,
we can deduce
♣ = (Π21 +Π23)(−ǫ + P )
4πG
c4
em.
Here we have used the identity
Σ = e4F (A21 +A
2
3)− 4Π2(F 21 + F 23 ) + 4Π(Π1F1 +Π3F3).
This gives the desired equation (2.32).
When the vacuum is considered, we have △Π = [Sa] = [Sb] = 0, and we see
♣ = 0. This completes the proof. .
6) Summing up, we can claim the following
Theorem 1 Suppose that the assumption (C) holds on the considered domain
O, and that the domain O is the union of a domain O1 on which Ω is a constant
and a domain O2 on which ρ = P = 0, namely vacuum. Then on the domain O
the system of Einstein equations (2.16a) ∼ (2.16f) is equivalent to the following
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system:
∂2F
∂̟2
+
∂2F
∂z2
+
1
Π
( ∂Π
∂̟
∂F
∂̟
+
∂Π
∂z
∂F
∂z
)
+
e4F
2Π2
[( ∂A
∂̟
)2
+
(∂A
∂z
)2]
=
=
4πG
c4
e2(−F+K)
[
(ǫ + P )
e2F
(
1 + Ω
c
A
)2
+ e−2F Ω
2
c2
Π2
e2F
(
1 + Ω
c
A
)2
− e−2F Ω2
c2
Π2
+ 2P
]
, (2.34a)
∂2A
∂̟2
+
∂2A
∂z2
− 1
Π
( ∂Π
∂̟
∂A
∂̟
+
∂Π
∂z
∂A
∂z
)
+ 4
(∂F
∂̟
∂A
∂̟
+
∂F
∂z
∂A
∂z
)
=
= −16πG
c4
e2(−F+K)(ǫ + P )
e−2F Ω
c
Π2
(
1 + Ω
c
A
)
e2F
(
1 + Ω
c
A
)2
− e−2F Ω2
c2
Π2
, (2.34b)
∂2Π
∂̟2
+
∂2Π
∂z2
=
16πG
c4
e2(−F+K)PΠ, (2.34c)
∂Π
∂̟
∂K
∂̟
− ∂Π
∂z
∂K
∂z
=
1
2
( ∂2Π
∂̟2
− ∂
2Π
∂z2
)
+Π
[(∂F
∂̟
)2
−
(∂F
∂z
)2]
+
− e
4F
4Π
[( ∂A
∂̟
)2
−
(∂A
∂z
)2]
, (2.34d)
∂Π
∂z
∂K
∂̟
+
∂Π
∂̟
∂K
∂z
=
∂2Π
∂̟∂z
+ 2Π
∂F
∂̟
∂F
∂z
− e
4F
2Π
∂A
∂̟
∂A
∂z
, (2.34e)
G =
(
=
1
2
log
[
e2F
(
1 +
Ω
c
A
)2
− e−2F Ω
2
c2
Π2
] )
=
= − u
c2
+ Const.,while ρ > 0. (2.34f)
Here u, P, ǫ = c2ρ are given functions of ρ, and G is determined by F,A,Π,Ω
through (1.9).
7) Now we have a question of the consistency of the first order system of
equations for K. In order that there exists K which satisfies (2.34d), (2.34e),
or there exists K which satisfies
∂K
∂̟
=
(( ∂Π
∂̟
)2
+
(∂Π
∂z
)2)−1[ ∂Π
∂̟
RH(2.34d) +
∂Π
∂z
RH(2.34e)
]
, (2.35)
∂K
∂z
=
(( ∂Π
∂̟
)2
+
(∂Π
∂z
)2)−1[
− ∂Π
∂z
RH(2.34d) +
∂Π
∂̟
RH(2.34e)
]
, (2.36)
where RH(2.34d), RH(2.34e) stand for the right-hand sides of (2.34d), (2.34e),
provided the assumption (C), it is necessary that the ‘ consistency condition’
∂K˜1
∂z
=
∂K˜3
∂̟
(2.37)
holds, where K˜1, K˜3 stand for the right-hand sides of (2.35), (2.36).
It is claimed in [3, Section 4.2, p.56] that it is the case when P = 0 and Ω is
a constant in the considered domain, if we take Π = ̟. Actually we can claim
the following:
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Proposition 5 Suppose that the assumption (C) holds on the considered do-
main O, and that the domain O is the union of a domain O1 on which Ω is
a constant and a domain O2 on which ρ = P = 0, namely vacuum. Let K be
arbitrarily given, and let F,A,Π satisfy (2.34a), (2.34b), (2.34c), and (2.34f)
for ρ > 0,Ω and this given K. Denote by K˜1, K˜3 the right-hand sides of (2.35),
(2.36), respectively evaluated by these F,A,Π. Then it holds on O that
∂K˜1
∂z
− ∂K˜3
∂̟
=
16πG
c4
e2(−F+K)PΠ
[( ∂Π
∂̟
)2
+
(∂Π
∂z
)2]−1
×
×
[(∂K
∂̟
− K˜1
)∂Π
∂z
−
(∂K
∂z
− K˜3
) ∂Π
∂̟
]
. (2.38)
Proof. By a tedious calculation, we get
∂K˜1
∂z
− ∂K˜3
∂̟
= −(Π3K˜1 −Π1K˜3)(Π21 +Π23)−1 · △Π+
+ (Π21 +Π
2
3)
−1Z
with
Z :=
1
2
(−Π1∂3△Π+Π3∂1△Π)+
+ 2Π(−Π1F3 +Π3F1)[Sa] + e
4F
2Π
(Π1A3 −Π3A1)[Sb],
where Πj , Fj , Aj , (j = 1, 3, )△Π stand for ∂jΠ, ∂jF, ∂jA, ∂21Π+∂23Π respectively,
and [Sa], [Sb] stand for the right-hand sides of the equations (2.34a), (2.34b).
Consider Z on the domain D0 on which Ω is a constant. We can write
Z =
1
2
(−Π1∂3△Π+Π3∂1△Π)+
+ (−Π1f3 +Π3f1)
(Π
f
[Sa]− k
2Π
[Sb]
)
+
+ (−Π1k3 +Π3k1) f
2Π
[Sb],
where fj, kj stand for ∂jf, ∂jk. We have
Π
f
[Sa]− k
2Π
[Sb] =
8πG
c4
em
[
(ǫ+ P )
Π
2f2f ′
(
f2 +
Ω2
c2
(Π2 − k2)
)
+
ΠP
f
]
,
[Sb] =
16πG
c4
emΠ2
f2f ′
(ǫ+ P )
Ω
c
(Ω
c
k − f
)
,
where f ′ = e2G = f − 2Ω
c
k − Ω2
c2
l. Using the identity
∂j△Π =
(
2(−Fj +Kj) + ∂jP
P
+
Πj
Π
)
△Π
with
∂jP = (ǫ + P )
1
2f ′
(
− fj + 2Ω
c
kj +
Ω2
c2
∂j l
)
,
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provided that Ω is a constant, we can deduce that
Z = (−Π1∂3K +Π3∂1K)△Π.
Here we have used the identity
∂j l =
1
f
(
2ΠΠj − Π
2 − k2
f
fj − 2kkj
)
,
which can be derived from the identity Π2 = fl + k2. This implies the desired
identity.
On the domain on which ρ = P = 0, we have △Π = [Sa] = [Sb] = 0 so that
Z = 0 and
∂K˜1
∂z
− ∂K˜3
∂̟
= 0.
This completes the proof. 
Therefore, as a conclusion of Proposition 5, if K satisfies (2.35) (2.36), then
the consistency condition
∂
∂z
RH(2.35) =
∂
∂̟
RH(2.36) (2.39)
holds, since
∂K
∂̟
= K˜1,
∂K
∂z
= K˜3.
Of course this conclusion in itself is a vicious circular argument of no use. How-
ever the following argument is useful:
Theorem 2 Suppose that the assumption (C) holds on the closure D¯ of the
domain D = {(̟, z)|r = √̟2 + z2 < R}. Let us suppose that Ω is constant
on {r ≤ R0}, and ρ = 0 on {r ≥ R1}, where 0 < R1 < R0 < R. Suppose that
K ∈ C0(D¯) is given and that F,A,Π, u ∈ C2(D¯) satisfy (2.34a),(2.34b),(2.34c)
and (2.34f) with ρ = fρ(u),Ω and this K. Let us denote by K˜1, K˜3 the right-
hand sides of (2.35),(2.36), respectively, evaluated by these F,A,Π. Put
K˜(̟, z) :=
∫ z
0
K˜3(0, z
′)dz′ +
∫ ̟
0
K˜1(̟
′, z)d̟′ (2.40)
for (̟, z) ∈ D. If K˜ = K, then K satisfies
∂K
∂̟
= K˜1,
∂K
∂z
= K˜3, (2.41)
that is, the equations (2.34d)(2.34e) are satisfied.
Proof. Suppose that K˜ = K. It follows from (2.40) with K˜ = K that
∂K
∂̟
(̟, z) = K˜1(̟, z), (2.42)
∂K
∂z
(̟, z) = K˜3(0, z) +
∫ ̟
0
∂K˜1
∂z
(̟′, z)d̟′. (2.43)
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Put
L(̟, z) :=
∂K˜1
∂z
− ∂K˜3
∂̟
, (2.44)
which is a continuous function on D¯. Then (2.43) reads
∂K
∂z
(̟, z) = K˜3(̟, z) +
∫ ̟
0
L(̟′, z)d̟′. (2.45)
Now therefore (2.38) of Proposition 5 reads
L(̟, z) = −16πG
c4
e2(−F+K)PΠ
[( ∂Π
∂̟
)2
+
(∂Π
∂z
)2]−1 ∂Π
∂̟
∫ ̟
0
L(̟′, z)d̟′.
(2.46)
Since the function
16πG
c4
e2(−F+K)PΠ
[( ∂Π
∂̟
)2
+
(∂Π
∂z
)2]−1 ∂Π
∂̟
is bounded on the compact D¯, the Gronwall’s argument implies that L(̟, z) = 0
on D so that (2.45) reads
∂K
∂z
(̟, z) = K˜3(̟, z). (2.47)
Thus (2.42) and (2.47) complete the proof. 
3 Existence of asymptotically flat metrics
In this section we suppose that Ω is a constant ΩO in a bounded domain.
We use the following notations:
Notation 1 1) Let n = 3, 4, 5,Ξ > 0. We denote
B¯(n)(Ξ) = {ξ = (ξ1, · · · , ξn) ∈ Rn | |ξ| :=
√∑
k
(ξk)2 ≤ Ξ}. (3.1)
For a continuous function f on B¯(n)(Ξ) and l = 0, 1, 2, we put
‖f ;Cl(B¯(n)(Ξ))‖ := sup
|L|≤l,|ξ|≤Ξ
|∂Lξf(ξ)|,
where
∂Lξ =
( ∂
∂ξ1
)L1 · · ·( ∂
∂ξn
)Ln
for L = (L1, · · · , Ln) and |L| = L1 + · · ·+ Ln.
This is the norm of the Banach space Cl(B¯(n)(Ξ)).
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Let us fix a number α such that
0 < α < min{ 1
γ − 1 − 1, 1}. (3.2)
For a continuous function f on B¯(n)(Ξ) and l = 0, 1, 2, we put
‖f ;Cl,α(B¯(n)(Ξ))‖ := sup
|L|≤l,|ξ|≤Ξ
|∂Lξ f(ξ)|+
+ sup
|ξ
′
|,|ξ|≤Ξ,|L|=l
|∂L
ξ
f(ξ′)− ∂L
ξ
f(ξ)|
|ξ′ − ξ|α .
This is the norm of the Banach space
Cl,α(B¯(n)(Ξ)) = {f ∈ Cl(B¯(n)(Ξ)) | ‖f ;Cl,α(B¯(n)(Ξ))‖ <∞}.
2) Let R > 0. We denote
D(R) = {(̟, z) | r :=
√
̟2 + z2 < R}, (3.3a)
D¯(R) = {(̟, z) | r ≤ R} (3.3b)
∂D(R) = {(̟, z) | r = R}. (3.3c)
For a function Q of (̟, z) and n = 3, 4, 5, we denote by Q♭(n) the function
of ξ = (ξ1, · · · , ξn) defined by
Q♭(n)(ξ) = Q(̟, z) (3.4)
with
̟ = a
√
(ξ1)2 + · · ·+ (ξn−1)2, z = aξn,
where a is a positive parameter specified later.
We put
Cl(D¯(R)) := {Q ∈ C(D¯(R)) |
Q(̟,−z) = Q(̟, z) ∀̟, z and Q♭(n) ∈ Cl(B¯(n)(R/a))},
‖Q;Cl(D¯(R))‖ := ‖Q♭(n);Cl,α(B¯(n)(R/a))‖;
Cl,α(D¯(R)) := {Q ∈ C(D¯(R)) |
Q(̟,−z) = Q(̟, z) ∀̟, z and Q♭(n) ∈ Cl,α(B¯(n)(R/a))},
‖Q;Cl,α(D¯(R))‖ := ‖Q♭(n);Cl,α(B¯(n)(R/a))‖.
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It is easy to see that the spaces Cl(D(R)), Cl,α(D(R)) and the norms do not
depend on the choice of n, but depend only on a.
We consider the stationary rotating solution of the Euler-Poisson equation
which is the Newtonian limit, say,
ρ = ρN = ρNO
(
Θ
(r
a
, ζ;
1
γ − 1 , b
)
∨ 0
) 1
γ−1
, (3.5a)
~v = Ω
∂
∂φ
, (3.5b)
where Θ ∨ 0 = max(Θ, 0), r = √̟2 + z2, ζ = z/r.
Here Θ(|ξ|, ζ; 1γ−1 , b), ξ = (ξ1, ξ2, ξ3), ζ = ξ3/|ξ| is the distorted Lane-Emden
function with the following properties:
1) The function ξ 7→ Θ(|ξ|, ζ) belongs to C2,α(B¯(3)(Ξ0)), where Ξ0 is a
large positive number such that Ξ0 ≥ 4ξ1( 1γ−1), ξ1(ν) being the zero of the
Lane-Emden function θ(ξ; ν) of index ν: that is, the solution of
− 1
ξ2
d
dξ
ξ2
dθ
dξ
= (θ ∨ 0)ν , θ|ξ=0 = 1.
2) Θ
(
0, ζ; 1γ−1 , b
)
= 1 and there is a curve ζ ∈ [−1, 1] 7→ |ξ| = Ξ1(ζ; 1γ−1 , b)
such that Ξ1(ζ;
1
γ−1 , b) < 2ξ1(
1
γ−1) and, for 0 ≤ |ξ| ≤ Ξ0, it holds that
0 < Θ(|ξ|, ζ; 1
γ − 1 , b) ⇔ 0 ≤ |ξ| < Ξ1(ζ;
1
γ − 1 , b).
Moreover it holds that
∂Θ
∂|ξ| ≤ −
1
C
|ξ|
everywhere with a positive number C. Therefore Θ ≤ 1 everywhere.
The positive number ρNO is the central density, a positive number, and the
parameters a, b are specified by
a =
√
Aγ
4πG(γ − 1)ρ
− 2−γ2
NO
, b =
Ω2
O
4πGρNO
. (3.6)
We suppose the following assumption:
(D1) : b is sufficiently small, say, b ≤ β0, β0 being a positive number de-
pending on Ξ0, γ.
Remark 2 We can take Ξ0 arbitrarily large, but we should take β
0 small for
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large Ξ0. In fact Θ is the solution of
Θ =
b
4
((ξ1)
2 + (ξ2)
2) + G(Θ),
G(Θ) = K(3)(Θ ∨ 0) 1γ−1 −K(3)(Θ ∨ 0) 1γ−1 (O) + 1,
K(3)g(ξ) = 1
4π
∫
g(ξ′)
|ξ − ξ′|dξ
′,
and
b
4
((ξ1)
2 + (ξ2)
2) grows infinitely large as |ξ| → ∞, while G(Θ) is bounded.
We put
uN = uOΘ
(r
a
, ζ;
1
γ − 1 , b
)
, uO =
Aγ
γ − 1ρ
γ−1
NO
(3.7)
and we denote by ΦN the (Newtonian) gravitational potential generated by ρN,
namely,
Φ
♭(3)
N
(ξ) = −G
∫
ρ
♭(3)
N
(ξ′)
|ξ − ξ′| dξ
′.
Note that the integral is performed on |ξ′| ≤ Ξ0 and ΦN is defined for ∀r ∈
[0,+∞[.
We put the following assumption:
(D2): It holds that
uO ≤ C0, 1
c2
≤ C0, 1
a2
≤ C0, uO
c2
≤ δ0 (3.8)
with a fixed constant C0 and a sufficiently small positive number δ0.
Here let us recall (3.6), which means
a =
1√
4πG
(
Aγ
γ − 1
) 1
2(γ−1)
u
− 2−γ
2(γ−1)
O
, b =
1
4πG
(
Aγ
γ − 1
) 1
γ−1
Ω2u
− 1
γ−1
O
. (3.9)
Note that uN ≤ uO everywhere.
Defining u = fu(ρ) by (2.2) for ρ > 0, we defined fρ of the form
ρ = fρ(u) =
(γ − 1
Aγ
) 1
γ−1
(u ∨ 0) 1γ−1 (1 + Υρ(u/c2))
with an analytic function Υρ defined near 0 such that Υρ(0) = 0. We rewrite
fρ(u) = fρ
N
(u)(1 + Υρ(u/c
2)), (3.10)
fρ
N
(u) =
(γ − 1
Aγ
) 1
γ−1
(u ∨ 0) 1γ−1 . (3.11)
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Also we denote
fP (u) = fPN (u)(1 + ΥP (u/c
2)), (3.12)
fPN (u) = A
(γ − 1
Aγ
) γ
γ−1
(u ∨ 0) γγ−1 , (3.13)
where ΥP is an analytic function defined near 0 such that ΥP (0) = 0.
The potentials are expected to give an asymptotically flat metric, namely, it
is expected that
F = −GM
c2r
+O
( 1
r2
)
, (3.14a)
A =
4GJ̟2
c3r3
+O
(̟2
r4
)
, (3.14b)
Π = ̟
(
1 +O
( 1
r2
))
, (3.14c)
eK = κ
(
1 +O
( 1
r2
))
(3.14d)
as r → +∞. Here M,J, κ are constants such that κ > 0. As for the physi-
cal reasoning of this asymptotic conditions, see [3, p.19] and [11, Chapter 19].
(Usually κ = 1 is supposed. It can be realized after a change of scale of ̟, z
with M,J , but we remain it free.)
When we consider the potentials and the associated metric on the whole
space, we assume that Ω vanishes for large r, namely, we assume Ω = ΩOχ(r/R0),
where R0 = aΞ0 and χ ∈ C∞(R) is a cut off function such that χ(t) = 1 for
t ≤ 1, 0 ≤ χ(t) ≤ 1 for 1 < t < 2 and χ(t) = 0 for t ≥ 2, without loss of gen-
erality. Actually, since we are going to establish a density distribution ρ such
that {ρ > 0} ⊂ D(3r1), where we put r1 = aξ1( 1γ−1 ), the values of Ω in D¯(R0)c
do not affect the angular momentum T µν = (ǫ+ P )UµUν − Pgµν generated by
the 4-velocity
Uµ
∂
∂xµ
= e−G
(1
c
∂
∂t
+
Ω
c
∂
∂φ
)
,
therefore we can assign arbitrary values for Ω on D¯(R0)
c. Otherwise, if we do
not perform cut off, e.g., if Ω = O(1) but Ω → Ω∞ 6= 0 as r → +∞, and if the
metric is asymptotically flat, then we have
e2F
(
1 +
Ω
c
A
)2
− e−2F Ω
2
c2
Π2 = −Ω
2
∞
c2
̟2(1 + o(1)) +O(1)
as r → +∞. This turns out to be negative for large ̟ and the condition (B)
would break down.
In view of this extension of Ω on the whole space, we consider uN is defined
for ∀r ∈ [0,+∞[ as the solution of the equation
uN =
Ω(r)2
2
̟2 +ΦN − ΦN(O) + uO. (3.15)
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on the whole space. Here recall that ΦN is already defined on the whole space as
the Newtonian potential of the density distribution ρN whose support is included
in D(2r1). So, we can assume that maxr≥R0 uN < 0 by replacing β
0 in the
condition (D1) by a smaller one if necessary, since uN tends to uOθ uniformly
on D(R0)
c as b→ 0, where θ is the Lane-Emden function, which satisfies
θ = −µ1
(1
ξ
− 1
ξ1
)
for ξ ≥ ξ1 = ξ1( 1
γ − 1),
where µ1 > 0. We have
uN = −ΦN(O) + uO +O
(1
r
)
as r → +∞. In other words, we have extended the distorted Lane-Emden
function Θ onto the whole space so that max{Θ | |ξ| ≥ Ξ0} < 0 holds and the
equation
Θ =
b
4
χ
( |ξ|
Ξ0
)2
((ξ1)
2 + (ξ2)
2) + G(Θ)
holds everywhere. We have
Θ = −K(3)(Θ ∨ 0) 1γ−1 (O) + 1 +O
( 1
|ξ|
)
as |ξ| → +∞.
We are going to find a set of potentials of the form
F =
1
c2
ΦN − 1
c4
W, W (O) = 0, (3.16a)
A =
1
c3
̟2Y, (3.16b)
Π = ̟
(
1 +
1
c4
X
)
, (3.16c)
K =
1
c4
V, (3.16d)
u = uN +
1
c2
w, w(O) = 0. (3.16e)
From (3.16e) G is specified as
G =
1
c2
ΦN − Ω
2
2c2
̟2 − w
c4
. (3.17)
Therefore the equation (1.9) leads us to the relation between w and W as
− Ω
2
2c2
̟2 +
1
c4
(W − w) = 1
2
log
((
1 +
Ω
c
A
)2
− e−4F Ω
2
c2
Π2
)
.
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This relation can be written as
w =W − Ω
2̟2
2
c
2
(
1− e− 4c2 (ΦN−Wc2 )
(
1 +
X
c4
)2)
+
− Ω̟2Y − Ω
2̟4
2c4
Y 2 − c
4
2
∞∑
k=2
(−1)k
k
(Z
c2
)k
(3.18)
for
Z :=
2Ω̟2
c2
Y +
Ω2̟4
c6
Y 2 − Ω2̟2e− 4c2 (ΦN−Wc2 )
(
1 +
X
c4
)2
, (3.19)
provided that |Z|/c2 < 1.
By tedious calculations the equations (2.34a), (2.34b), (2.34c) read as
[ ∂2
∂̟2
+
1
̟
∂
∂̟
+
∂2
∂z2
+ 4πG
1
γ − 1
ρN
uN
]
W+
− 4πG 1
γ − 1
ρN
uN
Ω̟2
(
Y + 2ΩΦN − 1
4
Ω3̟2
)
+
+ 4πGΥ1ρNuN − 8πGρN(ΦN + 2Ω2̟2) + 12πGPN +Ra = 0, (3.20a)[ ∂2
∂̟2
+
3
̟
∂
∂̟
+
∂2
∂z2
]
Y + 16πGΩρN +Rb = 0, (3.20b)[ ∂2
∂̟2
+
2
̟
∂
∂̟
+
∂2
∂z2
]
X − 16πGPN +Rc = 0. (3.20c)
Here Υ1 is the coefficient of the expansion Υρ(η) =
∑∞
k=1Υkη
k. We define
Ra,Rb,Rc by using auxiliary quantities Q1 ∼ Q6 as follows:
Q1 := e
−4FΩ2̟2
(
1 +
X
c4
)2(
1 +
Ω
c4
̟2Y
)−2
,
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[Q1] := ρ− ρN = 1
c2
(Dfρ
N
(uN)w +Υ1ρNuN) +H(w) +
1
c4
Q2,
[Q2] := −c2ρ
(
e2(−F+K) − 1 +
1
c2
Q1
1− 1
c2
Q1
)
= 2ρN(ΦN + 2Q1) +
1
c2
Q3 =
= 2ρN(ΦN + 2Ω
2̟2) +
1
c2
Q4,
− e2(−F+K)
(
c
2ρ
1 + 1
c2
Q1
1− 1
c2
Q1
+ P
3− 2
c2
Q1
1− 1
c2
Q1
)
+ c2ρN =
= −[Q1] + [Q2]− 3P − P
(
e2(−F+K) −
1
c2
Q1
1− 1
c2
Q1
)
=
= −(Dfρ
N
(uN)w +Υ1ρNuN) + 2ρN(ΦN + 2Ω
2̟2)+
− 3PN − c2H(w) + 1
c2
Q5;
Ra := − 1
c2
(
1 +
X
c4
)−1
[(∂1X)∂1 + (∂3X)∂3](ΦN − W
c2
)+
+
1
c2
e2F
2
(
1 +
X
c4
)−2
((2Y +̟∂1Y )
2 + (̟∂3Y )
2)+
+ 2πG
1
γ − 1
ρN
uN
1
c2
Q0 + 4πGc
2Hρ(w) − 4πG 1
c2
Q5;
1
c2
e−6F+2K(c2ρ+ P )
(
1− 1
c2
Q1
)−1(
1 +
X
c4
)2(
1 +
Ω
c4
̟2Y
)−1
=
= ρN +
1
c2
Q6;
Rb := − 1
c4
(
1 +
X
c4
)−1
[(∂1X)∂1 + (∂3)∂3 − 2
̟
(∂1X)·]Y+
+
4
c4
[∂1(ΦN − W
c2
)∂1 + ∂3(ΦN − W
c2
)∂3 +
2
̟
∂1(ΦN − W
c2
)·]Y+
+ 16πG
Ω
c2
Q6;
Rc := −16πG
(
e2(−F+K)P
(
1 +
X
c4
)
− PN
)
.
Here we put
Hρ(w) := f
ρ
N
(uN +
w
c2
)− fρ
N
(uN)−DfρN(uN)
w
c2
. (3.21)
See [9, (5.10)]. Note that Dfρ
N
(uN) =
1
γ − 1
ρN
uN
. Of course, we read
w =W − Ω
2̟2
2
c
2
(
1− e− 4c2 (ΦN−Wc2 )
(
1 +
X
c4
)2)
+
− Ω̟2Y − Ω
2̟4
2c4
Y 2 − c
4
2
∞∑
k=2
(−1)k
k
(Z
c2
)k
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with
Z =
2Ω̟2
c2
Y +
Ω2̟4
c6
Y 2 − Ω2̟2e− 4c2 (ΦN−Wc2 )
(
1 +
X
c4
)2
,
and F = 1
c2
(
ΦN − Wc2
)
and K = V
c4
.
Note that Q5 = Q6 = Rc = 0 when both ρN and ρ vanish, that is, when
uN ≤ 0 and uN + 1c2w ≤ 0.
The equations for V are
∂V
∂̟
=
̟
2
[ ∂2
∂̟2
+
2
̟
∂
∂̟
− ∂
2
∂z2
]
X +̟
((∂ΦN
∂̟
)2
−
(∂ΦN
∂z
)2)
+Rd, (3.22a)
∂V
∂z
=
[
1 +̟
∂
∂̟
]∂X
∂z
+ 2̟
∂ΦN
∂̟
∂ΦN
∂z
+Re. (3.22b)
We define Rd,Re by using the auxiliary quantities Q7,Q8 as follows:(
1 +
X
c4
+
̟
c4
∂X
∂̟
)−1
×
( 1
2
(2∂1X +̟∂
2
1X −̟∂23X)+
+̟
(
1 +
X
c4
)((
∂1(ΦN − W
c4
)
)2
−
(
∂3(ΦN − W
c4
)
)2)
+
− e
4F
4
(
1 +
X
c4
)−1̟
c2
(
(2Y +̟∂1Y )
2 − (̟∂3Y )2
) )
+
+̟
∂X
∂z
× 1
c4
(
∂3X +̟∂1∂3X+
2̟
(
1 +
X
c4
)
∂1(ΦN − W
c2
)∂3(ΦN − W
c2
)+
− e
4F
2
(
1 +
X
c4
)̟2
c2
(2Y + ∂1Y )(∂3Y )
)
=
1
2
(2∂1X +̟∂
2
1X −̟∂23X) +̟((∂1ΦN)2 − (∂3ΦN)2) +
1
c2
Q7,
Rd :=
Xˆ
c4
(1
2
(2∂1X +̟∂
2
1X −̟∂23X) +̟((∂1ΦN)2 − (∂3ΦN)2)
)
+
+
(
1 +
Xˆ
c4
) 1
c2
Q7;
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− ̟
c4
∂X
∂z
×
( 1
2
(2∂1X +̟∂
2
1X − ∂23X)+
+̟
(
1 +
X
c4
)(
(∂1(ΦN − W
c2
))2 − (∂3(ΦN − W
c2
))2
)
+
− e
4F
c2
(
1 +
X
c4
)−1
̟((2Y +̟∂1Y )
2 − (̟∂3Y )2)+
+
(
1 +
X
c4
+
̟
c4
∂X
∂̟
)
×
(
∂3X +̟∂1∂3X+
+ 2̟
(
1 +
X
c4
(
∂1(ΦN − W
c2
)∂3(ΦN − W
c2
)+
− e
4F
2c2
(
1 +
X
c4
)−1
̟(2Y +̟∂1Y )(̟∂3Y )
)
= ∂3X +̟∂1∂3X + 2̟(∂1ΦN)(∂3ΦN) +
1
c2
Q8,
Re :=
Xˆ
c4
(
∂3X +̟∂1∂3X + 2̟(∂1ΦN)(∂3ΦN)
)
+
+
(
1 +
Xˆ
c4
) 1
c2
Q8.
Here we put
Xˆ
c4
:=
((
1 +
X
c4
+
̟
c4
∂X
∂̟
)2
+
(̟
c4
∂X
∂z
)2)−1
− 1.
–
Let us introduce the following
Definition 1 Let n = 3, 4, 5. and fix Ξ0 = R0/a ≥ 4ξ1( 1γ−1 ). The Kelvin
transformation of the co-ordinates ξ 7→ ξ⋆ : Rn → Rn is defined by
ξ⋆ =
(Ξ0
|ξ|
)2
ξ. (3.23)
The Kelvin transformation f⋆(n) of a function of ξ is defined by
f⋆(n)(ξ
⋆) =
( |ξ|
Ξ0
)n−2
f(ξ) =
( Ξ0
|ξ⋆|
)n−2
f
(( Ξ0
|ξ⋆|
)2
ξ⋆
)
. (3.24)
Then we have |ξ||ξ⋆| = Ξ20 and the Kelvin transformation maps Rn \
B(n)(Ξ0) onto B¯
(n)(Ξ0) \ {0}. Note that (ξ⋆)⋆ = ξ and (f⋆(n))⋆(n) = f .
It is well known that
△(n)
ξ
⋆f⋆(n)(ξ
⋆) =
( |ξ|
Ξ0
)n+2
△(n)
ξ
f(ξ). (3.25)
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Actually we have
∂
∂ξ⋆j
f⋆(n)(ξ
⋆) =
|ξ|n−2
(Ξ0)n
[
− (n− 2)ξjf(ξ) +
∑
k
(|ξ|2δjk − 2ξjξk) ∂
∂ξk
f(ξ)
]
,
and
∂2
∂ξ⋆i ∂ξ
⋆
j
f⋆(n)(ξ
⋆) =
|ξ|n−2
(Ξ0)n+2
[
− (n− 2)(|ξ|2δij − nξiξj)f(ξ)+
− n|ξ|2(ξj ∂
∂ξi
f(ξ) + ξi
∂
∂ξj
f(ξ))− 2(|ξ|2δij − 2nξiξj)
∑
k
ξk
∂
∂ξk
f(ξ)+
∑
k,l
(|ξ|2δjk − 2ξjξk)(|ξ|2δil − 2ξiξl) ∂
2
∂ξl∂ξk
f(ξ)
]
.
We use the following
Notation 2 We denote by Cl(n)(D
c(R)) the set of all functions Q of (̟, z) such
that Q(̟,−z) = Q(̟, z) for ∀̟, z and
(Q♭(n))⋆(n) ∈ Cl(B¯(n)(Ξ⋆)) ↾ B¯(n)(Ξ⋆) \ {0}.
Here l = 0, 1, 2, R = aΞ and Ξ⋆ = (Ξ0)
2/Ξ.. We put
‖Q;Cl(n)(Dc(R))‖ := ‖F ;Cl(B¯(Ξ⋆))‖
by F such that (Q♭(n))⋆(n) = F ↾ B¯
(n)(Ξ⋆) \ {0}.
We denote by Cl,α(n)(D
c(R)) the set of all functions Q of (̟, z) such that
Q(̟,−z) = Q(̟, z) for ∀̟, z and
(Q♭(n))⋆(n) ∈ Cl,α(B¯(n)(Ξ⋆)) ↾ B¯(n)(Ξ⋆) \ {0}.
Here l = 0, 1, 2, R = aΞ and α is the fixed number satisfying (3.2). We put
‖Q;Cl,α(n)(Dc(R))‖ := ‖F ;Cl,α(B¯(Ξ⋆))‖
by F such that (Q♭(n))⋆(n) = F ↾ B¯
(n)(Ξ⋆) \ {0}.
Note that, when Q ∈ C0(n)(Dc(R)), the limit
C∞ = lim
ξ⋆→0
(Q♭(n))⋆(n)(ξ
⋆)
exists by the definition, and then
Q =
(R0
r
)n−2[
C∞ +O
(1
r
)]
as r → +∞,
provided that Q ∈ C1(n)(Dc(R)).
The removable singularity theorem of harmonic functions (see [6, p.269,
Corollary to Chapter X, Theorem XI], e.g., ) tells us
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Lemma 1 If f ∈ C2(B¯(n)(Ξ) \ {0}),△f = g ∈ C0,α(B¯(n)(Ξ)) ↾ B¯(n)(Ξ) \ {0},
and if f(ξ) = O(1) as ξ→ 0, then f ∈ C2,α(B¯(n)(Ξ)) ↾ B¯(n)(Ξ) \ {0}. If g = 0,
then f is given by the Poisson integral
f(ξ) =
Ξ2 − |ξ|2
ΣnΞ
∫
∂B(n)(Ξ)
f(ξ′)
|ξ − ξ′|n dσ(ξ
′),
where dσ is the volume element of ∂B(n), and Σn = 2(n− 2)πn/2/Γ(n/2).
Applying Lemma 1 to the Kelvin transformed function, we can claim
Proposition 6 If Q ∈ C2(n)(D(R)c),[ ∂2
∂̟2
+
n− 1
̟
∂
∂̟
+
∂2
∂z2
]
Q ∈ C0,α(n)(Dc(R)),
and if Q = O(r−(n−2)) as r→ +∞, then Q ∈ C2,α(n)(Dc(R)) and
Q =
(R0
r
)n−2[
C∞ +O
(1
r
)]
as r→ +∞
with a constant C∞.
Let us fix the cut off function χ ∈ C∞(R) such that χ(t) = 1 for t ≤ 1,
0 < χ(t) < 1 for 1 < t < 2 and χ(t) = 0 for 2 ≥ t. We use te following
Notation 3 1) For any continuous function f on Rn, we denote
f [0](ξ) := χ(|ξ|/Ξ0)f(ξ), (3.26a)
f [∞](ξ) := (1− χ(|ξ|/Ξ0))f(ξ)). (3.26b)
For any continuous function Q of (̟, z) we put
Q[0] = χ(r/R0)Q, Q
[∞] = (1− χ(r/R0))Q, (3.27)
while R0 = aΞ0.
2) We denote by Cl(n)(D(+∞)) the set of all functions Q of (̟, z) such that
Q(̟,−z) = Q(̟, z) and
Q[0] ∈ Cl(D¯(2R0)) and Q[∞] ∈ Cl(n)(Dc(R0)).
We put
‖Q;Cl(n)(D(+∞))‖| = max{‖Q[0];Cl‖, ‖Q[∞];Cl(n)‖}.
We denote by Cl,α(n)(D(+∞)) the set of all functions Q of (̟, z) such that
Q(̟,−z) = Q(̟, z) and
Q[0] ∈ Cl,α(D¯(2R0)) and Q[∞] ∈ Cl,α(n)(Dc(R0)).
We put
‖Q;Cl,α(n)(D(+∞))‖| = max{‖Q[0];Cl,α(D¯(2R0))‖, ‖Q[∞];Cl,α(n)(Dc(R0))‖}.
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We shall find a set of solutions W,Y,X, V such that
W ∈ C2,α(3) (D(+∞)), Y ∈ C2,α(5) (D(+∞)), X ∈ C2,α(4) (D(+∞)),
V ↾ D¯(R0) ∈ C0,α(D¯(R0)), V ♭(3) ∈ C1(R3)
If it will be done, then, thanks to Lemma 1 applied toW,X, Y and the equations
for V (or K), there are constants CW∞ , C
Y
∞, C
X
∞, C
V
∞ such that
W =
1
r
(
Cw∞ +O
(1
r
))
, Y =
1
r3
(
CY∞ +O
(1
r
))
,
X =
1
r2
(
CX∞ +O
(1
r
))
,
V = CV∞ +O
( 1
r2
)
as r → +∞. This means that we have the expected flat asymptotic behavior
(3.14a) ∼ (3.14d), that is,
F = −GM
c2r
+O
( 1
r2
)
, A =
4GJ̟2
c3r3
+O
(̟2
r4
)
,
Π = ̟
(
1 +O
( 1
r2
))
, eK = κ
(
1 +O
( 1
r2
))
as r→ +∞. Here
M =MN +
CW∞
Gc2
, J =
CY∞
4G
, κ = exp
(CV∞
c4
)
while MN stands for the total mass
∫
ρ
♭(3)
N
(ξ)dξ of the Newtonian limit so that
ΦN = −GMN
r
+O
( 1
r2
)
as r → +∞.
Remark 3 We shall show later that CW∞ , C
V
∞ = O(u
2
O
). Then M →MN, κ→ 1
as uO/c
2 → 0 with uO = O(1). So M > 0 for uO/c2 ≪ 1, that is, the so called
‘positive mass’ is realized.
In order to construct such a set of solutions, we shall use the following
Notation 4 1) For any compactly supported continuous function g on Rn, we
consider the function K(n)g defined by
K(n)g(ξ) = 1
(n− 2)Σn
∫
g(ξ′)
|ξ − ξ′|n−2 dξ
′, (3.28)
where Σn = 2(n− 2)πn/2/Γ(n/2). Suppose that supp[g] ⊂ B¯(n)(Ξ). Then
‖K(n)g‖C1(B¯(n)(Ξ)) ≤ C0‖g‖C0(B¯(n)(Ξ),
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and if g ∈ C0,α(B¯(n)(Ξ)), then
‖K(n)g‖C2,α(B¯(n)(Ξ)) ≤ C′0‖g‖C0,α(B¯(n)(Ξ)).
Here C0, C
′
0 depend only on n, α,Ξ. We have
△(n).K(n)g = 0 in Rn \ B¯(n)(Ξ),
and
K(n)g(ξ) = O
( 1
|ξ|n−2
)
as |ξ| → +∞.
2) For g ∈ C0(n)(D(+∞)), we define K(n)g by
(K(n)g)♭(n) = f0 + f∞,
where
f0 = K(n).g[0]♭(n),
f∞ =
(
K(n)[(g[∞]♭(n))(n)]
)
⋆(n)
Here we define
g(n)(ξ
⋆) =
( |ξ⋆|
Ξ0
)4
g⋆(n)(ξ
⋆) =
( |ξ|
Ξ0
)n−6
g(ξ). (3.29)
Clearly ‖g(n);Cl,α(B(n)(Ξ0))‖ ≤ C‖g⋆(n);Cl,α(B(n)(Ξ0))‖, for (|ξ⋆|/Ξ0)4 is
a quadratic polynomial of ξ⋆. We can consider that (f0)⋆(n) is harmonic in
B(n)(Ξ0/2) and f∞ is harmonic in B
(n)(Ξ0) thanks to Lemma 1, while the
Poisson equations
−△f0 = g[0]♭(n), −△f∞ = g[∞]♭(n)
hold on the whole space Rn.
Under these notations, we can claim
Proposition 7 Let n = 3, 4, 5.
1) The operator K(n) is continuous from C0(n)(D(+∞)) into C1(n)(D(+∞))
and from C0,α(n)(D(+∞)) into C2,α(n)(D(+∞)), these operator norms being inde-
pendent of a.
2) If g ∈ C0,α(n)(D(+∞)), then Q = a2K(n)g satisfies the equation
[ ∂2
∂̟2
+
n− 2
̟
∂
∂̟
+
∂2
∂z2
]
Q+ g = 0
on the whole space.
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The proof can be done by dint of the Lemma 1.
Moreover, thanks to the same reasoning as that of [9, Proposition 10], we
can claim the following
Proposition 8 There is a bounded linear operator L which enjoys the following
properties:
1) L is continuous from C0(3)(D(+∞)) into C1(3)(D(+∞)) and from C0,α(3) (D(+∞))
into C2,α(3) (D(+∞)), the operator norm being independent of a;
2) For g ∈ C0,α(3) (D(+∞)), the function Q = a2Lg satisfies the equation
[ ∂2
∂̟2
+
1
̟
∂
∂̟
+
∂2
∂z2
+ 4πG
1
γ − 1
ρN
uN
]
Q+ g = 0
in the whole space and satisfies Q(O) = 0.
In fact the equation to be solved for W = Q♭(3), G = a2g♭(3) is
△W + 1
γ − 1(Θ ∨ 0)
2−γ
γ−1W +G = 0.
The solution W is given as W0+W∞ by the solutions W0,W∞ of the equations
△W0 + 1
γ − 1(Θ ∨ 0)
2−γ
γ−1W0 +G
[0] = 0,
△W∞ +G[∞] = 0.
Here we recall Θ∨0 = 0 on the domain B(2ξ1)c ⊃ B(Ξ0)c. The former equation
can be treated as [9, Proposition 10], say, as the integral equation
W0 = K
[ 1
γ − 1(Θ ∨ 0)
2−γ
γ−1W0 +G
[0]
]
with K : f 7→ K3)f −K(3)f(O), and the solution W∞ is given by
W∞ =
(
K(3)[(G[∞])(3)]
)
⋆(3)
.
We are going to find solutions W,Y,X, V in
C
2,α
(3) (D(+∞)),C2,α(5) (D(+∞)),C2,α(4) (D(+∞)),C0,α(D¯(R0)).
Hereafter we shall denote Cl(n),C
l,α
(n) for C
l
(n)(D(+∞)),Cl,α(n)(D(+∞)) in ab-
breviation.
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Specification of δ0: First we take δ0 > 0 such that
|w|
c2
≤ δ0uO ⇒ uN + w
c2
< 0 for 3r1 ≤ r. (3.30)
It is possible, since we have extended Θ so that max{Θ|2ξ1 ≤ |ξ| < +∞} < 0.
Then {u > 0} = {ρ > 0} ⊂ D(3r1), provided that |w|/c2 ≤ δ0uO.
Specification of δ1: The relation (3.18) with (3.19) implies that there exists
δ1 > 0 such that, if
1
c2
|W | ≤ δ1uO, 1
c2
|Y | ≤ δ1|ΩO|, 1
c2
|X | ≤ δ1uO, (3.31)
then it holds that |w|/c2 ≤ δ0uO, while |Z|/c2 ≪ 1. Here we take δ0 smaller if
necessary.
Supposing that V ∈ C0,α(D¯(R0)) is given, we solve the equations (3.20a)(3.20b)(3.20c)
for unknowns W,Y,X for unknowns W,Y,X by solving the integral equations
W = L(ga − 4πG 1
γ − 1
ρN
uN
Ω̟2Y +Ra), (3.32a)
Y = K(5)(gb +Rb), (3.32b)
X = K(4)(gc +Rc), (3.32c)
where
ga = −4πG 1
γ − 1
ρN
uN
Ω2(2ΦN − 1
4
Ω2̟2)+
+ 4πGΥ1ρNuN − 8πGρN(ΦN + 2Ω2̟2) + 12πGPN, (3.33a)
gb = 16πGΩρN, (3.33b)
gc = −16πGPN. (3.33c)
Here we suppose that {ρ > 0} ⊂ D(R0). Then, since the evaluation ofRa,Rb,Rc
can be done by using the values of V (or K) only on the domain D(R0), it is
sufficient that V on D(R0) is given.
We see
‖ga;C0,α(3) ‖ ≤ Ca−2u2O,
‖gb;C0,α(5) ‖ ≤ Ca−2|ΩO|uO,
‖gc;C0,α(5) ‖ ≤ Ca−2u2O.
Given W ∈ C2,α(3) ⊂ C1(3), Y ∈ C2,α(5) ⊂ C1(5, X ∈ C2,α(4) ⊂ C1(4), we evaluate
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ga, gb, gc,Ra,Rb,Rc by them, and we put
W˜ = L(ga − 4πG 1
γ − 1
ρN
uN
Ω̟2Y˜ +Ra), (3.34a)
Y˜ = K(5)(gb +Rb), (3.34b)
X˜ = K(4)(gc +Rc). (3.34c)
Here Y˜ in the right hand side of (3.34a) means Y˜ determined by (3.34b).
Note that
|ΩO|‖4πG 1
γ − 1
ρN
uN
Ω̟2;C0,α(3) ‖ ≤ C′ba−2uO ≤ Ca−2uO,
for
ρN
uN
Ω̟2 = 0 on D(2R0), where Ω = 0.
Then, after these preparations, by a similar arguement as that of [9], we can
claim the following assertion:
Let us fix V given on D¯(R0) so that ‖V ;C0,α(D¯(R0))‖ ≤ u2OM with uOM/c2 ≤
C0.
Let
‖W ;C1(3)‖ ≤ u2OB, ‖Y ;C1(5)‖ ≤ |ΩO|uOB, ‖X : C1(4)‖ ≤ u2OB, (3.35)
and
‖W ;C2,α(3) ‖ ≤ u2OBˆ, ‖Y ;C2,α(5) ‖ ≤ |ΩO|uOBˆ, ‖X : C2,α(4) ‖ ≤ u2OBˆ. (3.36)
Then we can find B, Bˆ such that B ≤ Bˆ, uOB/c2 ≤ δ1 and W˜ , Y˜ , X˜ ensure
the same estimates, provided that we take δ0 in the assumption (D2) smaller
if necessary. Since (3.35) is supposed with uOB/c
2 ≤ δ1, it is guaranteed that
{ρ > 0} ⊂ D(R0).
However, when we repeat the argument of [9], which was done on the
bounded domain, in our situation on the whole space, we must deal with esti-
mates of ‖Ra;C0,α(3) ‖ and ‖Rb;C0,α(5) ‖, while ga, gb, gc, Rc vanish on D(3r1)c ⊃
D(R0)
c and can be neglected in the exterior domain. To do so, we keep in mind
the following :
Proposition 9 Let n,m ≥ 3. If Q1 ∈ C0,α(m) and Q2 ∈ C0,α(n), then Q1 ·Q2 ∈ C0,α(n)
and ‖Q1 ·Q2;C0,α(n)‖ ≤ C‖Q1;C0,α(m)‖ · ‖Q2;C0,α(n)‖.
In order to prove this Proposition it is convenient to introduce the Kelvin
transformation of the co-ordinate (̟, z) and the Kelvin transformation of func-
tion of (̟, z) as follows:
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Definition 2 Let us denote by p the vector (̟, z)⊤. The Kelvin transformation
p 7→ p⋆ is defined by
p⋆ =
(R0
r
)2
p, where r = |p| =
√
̟2 + z2. (3.37)
The n-dimensional Kelvin transformation Q⋆(n) of a function Q of (̟, z) is
defined by
Q⋆(n)(p
⋆) =
( r
R0
)n−2
Q(p). (3.38)
Then we have
(Q⋆(n))
♭(n) = (Q♭(n))⋆(n).
Moreover Q ∈ C0,α(n) if and only if Q ∈ C0,α(D¯(R0)) and Q⋆(n) ∈ C0,α(D¯(R0)) ↾
D¯(R0) \ {O}.
Using this notation, we can claim
Proposition 10 If Q ∈ C0,α(m) and m ≥ n, then Q ∈ C0,α(n).
Proof. In fact we have
Q⋆(n) =
(r⋆
R0
)m−n
Q⋆(m),
where r⋆ = |p⋆| = (R0)
2
r
. 
Anyway, Proof of Proposition 9 is clearly given by
(Q1Q2)⋆(n)(p
⋆) =
( |p⋆|
R0
)m−2
(Q1)⋆(m)(p
⋆)(Q2)⋆(n)(p
⋆)
with m− 2 ≥ 1.
Note that we neither can claim, nor need to claim that Q1, Q2 ∈ C1(n) would
ensure Q1 ·Q2 ∈ C1(n), and so on, for n− 2 can be odd.
The mapping (W,Y,X) 7→ (X˜, Y˜ , X˜) turns out to be a contraction mapping
from the functional set
X := {(W,X, Y )|(3.35) and(3.36) hold} (3.39)
into itself with respect to a suitable distance.
In the previous study [9] we considered equations on a bounded domain on
which Ω is keeping to be a constant. Now in this study we consider equations
on the whole space, but we are setting that Ω = ΩO, a constant, on the domain
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D¯(R0), which includes the support of ρ as result, and Ω = 0 on the exterior do-
main D(2R0)
c; In the transit band D(2R0)\D¯(R0), we have ‖Ω;C2,α‖ ≤ C|ΩO|,
thanks to the fixed cut off function χ.
Thus we can claim
Theorem 3 There is a unique set of solutions (W,Y,X) of (3.20a)(3.20b)(3.20c)
in X for any given V ∈ C0,α(D¯(R0)) with ‖V ;C0,α(D¯(R0))‖ ≤ u2OM .
Let us denote the solution of Theorem 3 by U = (W,Y,X) = S(V ).
We are going to solve (3.22a), (3.22b), that is, we are looking for V such
that V and U = S(V ) satisfy (3.22a),(3.22b). Note that V does not appear
explicitly in the right-hand sides of (3.22a), (3.22b).
Let us denote by T1(V ), T3(V ) the right-hand sides of the equations (3.22a),
(3.22b), respectively, evaluated by U = S(V ), and put V˜ = T (V ) by
V˜ (̟, z) =
∫ z
0
T3(V )(0, z′)dz′ +
∫ ̟
0
T1(V )(̟′, z)d̟′. (3.40)
Thanks to Theorem 2, if V is a fixed point of T , it is a solution. Actually we
can take M such that T turns out to be a contraction mapping from
V = {V | ‖V ;C0,α(D¯(R0))‖ ≤ u2OM} (3.41)
into itself with respect to the distance given by ‖·;C0,α(D¯(R0))‖. Here we take
δ1 smaller if necessary. Therefore we have
Proposition 11 There is a solution V ∈ C0,α(D¯(R0)) of V = T (V ) with U =
S(V ). This is the unique solution in V and the equations (3.22a), (3.22b) are
satisfied.
It is easy to extend V to the whole space. Actually it can be done by (3.40)
, since T3(V ), T3(V ) are determined by the values of V only on the domain
{ρ > 0} ⊂ D(3r1) ⊂ D(R0). Thanks to Theorem 2 applied for arbitrarily
large R, thus extended V gives K = V/c4 which satisfies the equations (2.34d),
(2.34e) on the whole space. Estimating the right-hand sides of these equations,
we see ∣∣∣∂V
∂̟
∣∣∣ ≤ Ca2u2O 1r3 ,
∣∣∣∂V
∂z
∣∣∣ ≤ Ca2u2O 1r3 , on r ≥ R0.
Integrating this, we see that V = CV∞ + O(1/r
2) as r → +∞ with a constant
CV∞, while |V | ≤ u2OM everywhere so that |CV∞| ≤ u2OM . We take M larger if
necessary. Thus we have
Theorem 4 There is a solution V of (3.22a)(3.22b) such that V (O) = 0,
V ♭(3) ∈ C1(R3), V ↾ D¯(R0) ∈ C0,α(D¯(R0)), |V | ≤ u2OM , and
V = CV∞ +O
( 1
r2
)
as r→∞.
The solution is unique in V.
This finishes our work.
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4 Concluding Remark
We have constructed an asymptotically flat metric with a rotating compactly
supported perfect fluid. However, this work is done under the assumption that
the angular velocity is constant and small. Rapidly or differentially rotating
models are out of the scope of this work. Moreover the case with strong grav-
itational effect, say, the case with too big central density or uO/c
2 ≫ 1, is out
of the scope. The treatises of these cases are important and open problems.
Moreover, if the angular velocity is zero and spherically symmetric metric is
concerned, the metric in the exterior domain with the vacuum can be iden-
tified with the exterior part of the Schwarzschild metric by a suitable change
of co-ordinates. However, if ΩO 6= 0, it is not yet clarified whether there is a
co-ordinate transformation which reduces the metric constructed in our wok to
the exterior part of the Kerr metric in an exterior domain {ρ = 0}, or not. At
least we can hardly expect that the vacuum boundary ∂{ρ > 0} of the density
distribution constructed in this wok would be an exact ellipsoid. In this sense,
we cannot claim that we have solved the so called ‘matter-vacuum matching
problem’. The problem is still open, although someone are optimistic.
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