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ABSTRACT
We present data products from the 300 ks Chandra survey in the AKARI North
Ecliptic Pole (NEP) deep field. This field has a unique set of 9-band infrared pho-
tometry covering 2–24 µm from the AKARI Infrared Camera, including mid-infrared
(MIR) bands not covered by Spitzer. The survey is one of the deepest ever achieved at
∼15 µm, and is by far the widest among those with similar depths in the MIR. This
makes this field unique for the MIR-selection of AGN at z ∼ 1.
We design a source detection procedure, which performs joint Maximum Likeli-
hood PSF fits on all of our 15 mosaicked Chandra pointings covering an area of 0.34
deg2. The procedure has been highly optimized and tested by simulations. We provide
a point source catalog with photometry and Bayesian-based 90 per cent confidence
upper limits in the 0.5–7, 0.5–2, 2–7, 2–4, and 4–7 keV bands. The catalog contains 457
X-ray sources and the spurious fraction is estimated to be ∼1.7 per cent. Sensitivity
and 90 per cent confidence upper flux limits maps in all bands are provided as well.
We search for optical MIR counterparts in the central 0.25 deg2, where deep Sub-
aru Suprime-Cam multiband images exist. Among the 377 X-ray sources detected
there, ∼80 per cent have optical counterparts and ∼60 per cent also have AKARI
mid-IR counterparts. We cross-match our X-ray sources with MIR-selected AGN from
Hanami et al. Around 30 per cent of all AGN that have MID-IR SEDs purely explain-
able by AGN activity are strong Compton-thick AGN candidates.
Key words: methods: data analysis – surveys – galaxies: active – X-ray: galaxies.
⋆ E-mail: mkrumpe@ucsd.edu
1 INTRODUCTION
The search for Compton-thick absorbed (CT) AGN and the
quantification of their contribution to the total accretionc© 2015 RAS
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onto supermassive black holes (SMBHs) across cosmological
time are still fundamental questions of considerable interest
in X-ray astronomy. These CT AGN escape direct detec-
tion by imaging surveys in X-rays with XMM-Newton and
Chandra, as these instruments are only sensitive to radiation
below ∼10 keV.
Compton-thick absorbed AGN are required by popu-
lation synthesis models of the Cosmic X-ray Background
(CXB; e.g., Ueda et al. 2003; Gilli et al. 2007) to reproduce
its 30 keV peak, although the amount of contribution from
such sources is highly model-dependent. Direct detections of
the AGN in this population and quantifying their contribu-
tion to the SMBH accretion is also of utmost importance for
quantifying “Soltan’s (1982) argument” on the comparison
of historical accretion (traced by the AGN activity) with the
present-day mass density of SMBHs.
Mid infra-red (MIR) emission is another excellent probe
of the energy output from AGN including the CT AGN.
Unlike X-rays, the MIR emission of extragalactic objects
is relatively unaffected by absorption from dust/gas and is
almost isotropic. In the presence of an AGN, dust parti-
cles are heated to temperatures higher than those associ-
ated with star formation activity. Therefore, AGN activity
can be identified by investigating the IR spectral energy dis-
tribution (SED). The emission from the AGN-heated dust
fills the “valley” between the stellar photospheric emission
and the warm dust associated with star formation, pro-
ducing a power-law like continuum over the rest frame 3–
8 µm bands. With the advent of the Spitzer Space Tele-
scope, IR color diagnostics and SEDs have been used to
search for CT AGN by selecting IR AGN candidates (e.g.,
Mart´ınez-Sansigre et al. 2005; Brand et al. 2006; Lacy et al.
2007; Donley et al. 2012). Mid-IR selection techniques based
on AKARI data have also been used to identify large AGN
samples (e.g., Toba et al. 2014).
AKARI was a Japanese IR astronomical satellite
(Matsuhara et al. 2005; Murakami et al. 2007) launched in
February 2006 with a 68.5 cm telescope, which concluded its
operation in November 2011. In addition to the well-known
mid- to far-IR all-sky surveys (Ishihara et al. 2010), AKARI
also performed spectroscopic surveys, deep imaging surveys
in 13 bands ranging from 2–160 µm, as well as pointed ob-
servations. The IR Camera (IRC) on AKARI provided near-
IR (NIR) to mid-IR (MIR) measurements with continuous
wavelength coverage over 2–25 µm in 9 filters. This fills the
9–20 µm gap between the Spitzer IRAC+MIPS instruments
(see figure 2 in Matsuhara et al. 2006) and allows efficient
selection of AGN at 0.5 . z . 1.5 in the IR. Due to orbital
constraints, deep and large pointing surveys were only pos-
sible close to the ecliptic poles. As a legacy programme of
AKARI, around 13 per cent of all pointed observation during
its liquid helium phase were performed in the North Ecliptic
Pole (NEP). The survey had a sensitivity limit of 6 117 µJy
at 15 µm (5σ) over the full area of 0.4 deg2, and reached
. 60 µJy at 15 µm in 30 per cent of the area (Wada et al.
2008). The AKARI NEP deep field is one of the deepest sur-
veys at ∼15 µm, and is by far the widest among those with
similar depths. Its area is five times larger than the Spitzer
IRS 16 µm ’peak up’ imaging survey (Teplitz et al. 2005).
With the unique deep imaging coverage of the 11–19 µm
regime with three filters, the AKARI NEP deep field com-
plements larger programs such as the COSMOS, GOODS,
and Extended Groth Strip (EGS) surveys.
Extensive multi-wavelength follow-up data cover the
AKARI NEP deep field. This includes the full available
wavelength range from radio, sub-millimeter (Herschel), far-
infrared, near-infrared, optical, through the UV. The Chan-
dra observation, presented in this paper, therefore extends
even further the baseline of the wavelength coverage in
this field. In addition to the deep near-infrared and opti-
cal multi-color images which are used to provide accurate
photometric redshifts, star-formation rates, stellar masses,
etc., a large number of optical spectra (∼1000) for selected
objects have already been obtained using Subaru/FOCAS,
Subaru FMOS, Keck DEIMOS, GTC OSIRIS (long-slit),
MMT Hectspec, and the 3.5 m WIYN telescope. A cat-
alog from the latter two instruments has been published
by Shim et al. (2013). Further spectroscopic follow-up pro-
grams are currently being prepared, including a scheduled
GTC/OSIRIS (MOS) program.
In view of these, we have initiated a Chandra survey of
the field. We have achieved a total exposure of 300 ks over
fifteen ACIS-I observations, which include our own program
and archival data. In this paper, we explain our improved
source detection procedure on a highly-overlapping mosaic
of ACIS data and publish our source list. In addition, we ex-
plain our sensitivity map and Bayesian-based upper limit de-
termination, and present the logN− log S relation. A quick-
look comparison with MIR-selected AGN is also presented.
More detailed analysis and interpretations of the Compton-
thick populations implied by these observations will be pre-
sented in a future paper (Miyaji et al., in preparation).
This paper is organized as follows. In Sect. 2, we de-
scribe the Chandra observation in the AKARI NEP deep
field, while Sect. 3 details the data reduction. The generation
of simulated data and how these data are used to explore
the best-suited source detection algorithm is illustrated in
Sect. 4. Section 5 gives details on the properties of the (real
data) source catalog and the generation of the sensitivity
maps, and characterizes the survey. Our results are discussed
in Sect. 6, and we summarize our work in Sect. 7. Through-
out the paper, we use a cosmology of ΩM = 0.3, ΩΛ = 0.7,
and h = 70 kms−1Mpc−1, consistent with WMAP data
release 7 (Larson et al. 2011; Table 3). We use AB magni-
tudes throughout the paper. All uncertainties represent a 1σ
(68.3 per cent) confidence interval unless otherwise stated.
2 OBSERVATIONS
The AKARI NEP deep field was observed with Chandra
between December 2010 and April 2011 (cycle 12). Twelve
individual ACIS-I pointings with a total exposure time of
250 ks were planned (Table 1). The central position of the
mosaicked observation is roughly R.A. = 17h 55m 24s and
decl. = +66◦ 33′ 33′′. We use the ACIS CCDs I0-I3 in timed
exposure (TE) mode. To exploit the maximum amount of
information possible, the very faint (VF) telemetry format
is applied.
During one of the observations (OBSID 12934), one of
the four CCDs (I0) did not work properly. This field was
therefore later reobserved as OBSID 13244. We use all data,
c© 2015 RAS, MNRAS 000, 1–??
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Table 1. Summary of the individual Chandra pointings in the AKARI NEP Deep Field.
OBSID R.A. decl. Roll Exp. time Date #sources #offset ∆x ∆y
[deg] [deg] [deg] [ks] [Mon-dd-yyyy] (ML > 10) (ML > 10) [arcsec] [arcsec]
12925 268.543481 66.766075 104.2 23.75 Apr-02-2011 54 23 -0.09 +0.08
12926 268.545420 66.658132 98.2 17.83 Apr-01-2011 46 20 -0.15 +0.58
12927 268.551589 66.550512 80.1 23.34 Mar-09-2011 58 20 +0.01 +0.88
12928 268.571772 66.446479 12.2 35.59 Jan-01-2011 83 32 +0.03 +0.15
12929 268.845432 66.800429 85.7 11.90 Mar-16-2011 40 21 +0.16 +0.60
12930 268.851257 66.652304 98.2 14.57 Apr-01-2011 52 24 -0.03 +0.30
12931 268.880422 66.622862 85.7 13.58 Mar-16-2011 49 23 -0.06 +0.63
12932 268.845505 66.450367 85.7 13.88 Mar-18-2011 46 20 +0.08 +0.33
12933 269.164430 66.795924 7.8 23.75 Dec-28-2010 68 34 -0.07 +0.14
12934a 269.143141 66.683887 80.1 14.86 Mar-07-2011 38 19 -0.09 +0.17
12935 269.141210 66.567043 85.7 16.84 Mar-15-2011 55 25 -0.08 +0.61
12936 269.162197 66.447242 18.1 34.61 Jan-08-2011 84 32 -0.07 +0.23
13244 269.136959 66.683144 98.2 14.86 Apr-02-2011 49 30 -0.17 +0.21
10443b 269.331497 66.489757 272.2 21.75 Sep-21-2009 58 27 +0.06 +0.99
11999b 269.331414 66.489748 272.2 24.70 Sep-26-2009 73 33 0.00 +0.93
Total 268.850000 66.559167 — 302.81 — — — — —
aACIS CCD I0 did not work during this observation. The observation was repeated as 13244. bArchival observation from cycle 10.
Figure 1. Set-up of the ACIS-I pointing pattern in the AKARI
NEP deep field. The yellow background image is the 15 µm
AKARI image. The red box shows the position of the deep
Subaru/Suprime-Cam imaging data, while the black filled area
illustrate the positions and the summed depths of the individual
Chandra pointings.
including OBSID 12934, for the data reduction described in
Sect. 3.
In addition we include two Chandra ACIS-I pointings
from the archive, which have observed the southeast corner
of the AKARI NEP deep field (sequence number 800804, PI:
Lubin, cycle 10). The goal of the original proposers of these
two observations was to map the AGN population in the
X-ray cluster RXJ1757.3+6631 (Rumbaugh et al. 2012). In
our analysis, we correctly account for their chosen CCD aim-
point offset of 6 mm in the z-direction, which corresponds
to 123 arcsec.
The total area covered by our Chandra mosaicked sur-
vey is ∼0.34 deg2. Deep optical and near-infrared imaging
of a subregion covering 26.3 arcmin × 33.7 arcmin (∼0.25
deg2) has been obtained with Subaru/Suprime-Cam. Since
the additional Chandra ACIS-I pointings overlap almost en-
tirely with pointing 12936, the whole survey can be best
described by a dense tiling of a 3×4 ACIS-I pointing pat-
tern. This layout utilizes the sharp Chandra PSF over the
whole Subaru field to provide unambiguous identification
(Figure 1). The observation has been designed to reach an
approximately homogeneous coverage of typically ∼30–40 ks
if only off-axis angles with less than 7 arcmin in the individ-
ual pointings are considered. Therefore, the spacing between
the pointings is ∼7 arcmin in right ascension and declina-
tion. The observation in the northwestern corner of the grid
was slightly shifted towards the central position of the field,
since the outer region of this pointing is not covered by the
AKARI 15 µm image. In the region with the additional
pointings from the archive (OBSIDs 10443 and 11999), we
reach a depth of ∼80 ks.
3 DATA REDUCTION
We downloaded the pipeline products from the latest avail-
able reprocessing run of Chandra data (Series IV1, February
2012). The data reduction pipeline includes cleaning of bad
pixels, cosmic ray rejection, etc. The new reprocessing im-
plements some improvement to previous versions that are
also important for our scientific goals. For example, it ap-
plies improved algorithms for ACIS cosmic-ray afterglow re-
moval, bright bias events, and ACIS time dependent gain.
We use the unbinned data. Consequently, one ACIS-I CCD
pixel corresponds to 0.492 arcsec.
1 http://cxc.cfa.harvard.edu/cda/repro4.html
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3.1 Chandra data reduction with CIAO
We use the standard CIAO 4.4 software tools
(Fruscione et al. 2006) for the further data processing
and reduction. First, we check for flaring events in the
individual observations where the count rate in the 0.5–7
keV band is 4σ above the variance of the mean count rate.
Based on the light curves in 200 s bins, only OBSID 12927
is affected by a very short ∼0.5 ks flare event, which we
removed from the observation. We created images and event
lists for five different energy bands: 0.5–2, 2–4, 4–7, 0.5–7,
and 2–7 keV. A color-coded (by photon energy) image of
the Chandra/AKARI NEP deep field in the first three
bands is shown in Figure 2.
As the aimpoints in OBSIDs 10443 and 11999 are signif-
icantly shifted, the outer area of the images have an off-axis
angle of more than 12 arcmin. However, the Chandra PSF
library contains data only up to an off-axis angle 12 arcmin.
In all data reduction steps we therefore exclude areas outside
this limit in OBSIDs 10443 and 11999.
To merge all individual observations into a single obser-
vation, the CIAO tool reproject events is used to compute
new sky coordinates for the individual event files of the ob-
servations. The world coordinate system (WCS) of the cen-
tral observation 12931 is chosen as the common standard
of reference. Then we compute instrument maps (effective
area as a function of detector position), transform the image
coordinates to the corresponding sky coordinates, and gen-
erate exposure maps for all observations. These procedures
correspond to the CIAO tasks mkinstmap, get sky limits,
and mkexpmap. Due to the strong energy dependence of the
effective area, we compute weighted instrument maps by us-
ing a weighted spectrum file with a photon index of Γ = 1.4
and an absorbing columnNH,Gal = 4.0×10
20 cm−2 (Galactic
H i Leiden/Argentine/Bonn survey map by Kalberla et al.
2005) for the central position of the Chandra/AKARI NEP
deep field.
4 SIMULATED DATA AND OPTIMIZED
POINT SOURCE DETECTION
An optimal point source detection algorithm needs to ac-
count for the observed source counts, background level, and
point spread function (PSF) at the focal plane position of
each source. In the case of mosaicked observations, such as
the Chandra/AKARI NEP deep survey, most sources are
observed multiple times in overlapping pointings with dif-
ferent background levels and at different focal plane posi-
tions, corresponding to different PSF shapes and sizes. To
maximize the detection sensitivity, and to extract optimal
source parameters, such observations need to be processed
simultaneously (jointly), considering the appropriate PSF
and background level at the position of each source in each
pointing. This is of particular importance in the case of
Chandra, where the half energy width of the on-axis and
off-axis PSF differs by more than a factor of 10.
To fine-tune and test the source detection algorithm, we
generate five simulated data sets of the Chandra/AKARI
NEP deep field with exactly the same set-up as the real
data (Table 1). The advantage of simulated data is that we
know the exact position and counts of each individual input
Figure 2. X-ray color-coded image of the Chandra/AKARI NEP
deep field. The colors correspond to the photon energy bands of
0.5–2 keV (red), 2–4 keV (green), and 4–7 keV (blue). In order to
display the point sources clearly we applied an adaptive smooth-
ing filter to the individual images using the CIAO tool csmooth.
We also show a 5 arcmin scale and the orientation of the image.
source. Therefore, we can directly compare the output of
the potential source detection software to the input catalog,
make comparisons, and draw conclusions about potential
improvements to the algorithm. The goals are to determine
the best-suited source detection work sequence for our spe-
cific data set, and to test new improvements in the code.
The final source detection algorithm is chosen to minimize
the number of spurious detection (reliability), maximize the
number of detection of input sources (completeness), and
recover the positions and counts of the input sources as well
as possible (accuracy).
4.1 Creating the simulated data
The simulated Chandra data of the AKARI NEP deep field
have been generated using the following strategy. A hypo-
thetical source list that has the same statistical properties,
e.g., flux distribution and angular structure, has to be gen-
erated. This source list should contain sources fainter than
the detection limit of our Chandra observations, so that the
structure of the unresolved background can be simulated.
For this purpose, we use the sources from the 4 Ms Chandra
deep field South (CDF-S) Xue et al. (2011).
Since the solid angle of the most sensitive part of the
CDF-S is much smaller than our AKARI NEP deep field
field of view, we mosaic the template CDF-S source list to
fill the area of our field. We take the following procedure
c© 2015 RAS, MNRAS 000, 1–??
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in generating simulated event lists corresponding to each of
our individual OBSIDs.
(i) We select those CDF-S sources from Xue et al. (2011)
with a 0.5–8 keV flux of Sx > 1× 10
−16 erg s−1 cm−2. This
is much fainter than the faintest detectable source in our
dataset, and thus we simulate sources that would be de-
tected as well as those that would partially contribute to
unresolved background.
(ii) The entire AKARI NEP field is divided into 3×4 sec-
tions without overlaps. The sections are arranged in a grid
of ∆ R.A. = 0.2◦/cos(decl.c), where decl.c is the declination
of the section center, and ∆decl.= 0.175◦.
(iii) The CDF-S sources are mapped into each of the 3×4
sections, such that the CDF-S center is mapped into the cen-
ter of the individual section, the linear scale is unchanged,
and rotation around the center is randomized. If the mapped
position is outside of the section, we do not include it in the
input source list.
(iv) For each mapped source, we assign the 0.5–8 keV
photon fluxes and the effective photon index given by
Xue et al. (2011). In order to avoid duplicating the same
flux 12 times in the input source list, we assigned a 0.5–
8 keV flux that randomly deviates from the original flux
of the CDF-S source. For sources with 0.5–8 keV flux
Sx > 1 × 10
−14 erg s−1 cm−2, we randomly assigned a
flux that is between 1/3 and 3 times the original flux, in
such a way that the probability distribution follows the Eu-
clidean N(> S) ∝ S−1.5 relation. For fainter sources, we
assigned a flux that is between 1/1.5 and 1.5 times the
original, following the cumulative probability distribution
of N(> S) ∝ S−1.
(v) We generate simulated event lists for the input sources
(with assigned 0.5–8 keV fluxes and effective photon indices)
for each of our Chandra OBS-IDs in the AKARI NEP deep
field, using the actual aspect solutions and exposure times
of the observation. This simulation uses Marx2 version 5.0.0.
Since we use a common input source list for simulating each
Chandra OBSID, it simulates correctly the properties of
overlapped data sets.
(vi) We add background events to the simulated Marx
source event lists. The background events are derived from
the real data background images produced during the source
detection in three bands (0.5–2, 2–4, and 4–7 keV), with an
emldetect maximum likelihood threshold ML = 9.5 and a
source cutout radius of 20 arcsec. Changing the threshold for
source removal to ML = 5.0 increases the background level
by only 1%. Within each band we generate a random number
of events based on the Poisson statistics of the underlying
background map for each pixel. The background contains
non X-ray background (e.g., charged particles hitting the
detector), unresolved X-ray sources, and possible diffuse X-
rays. Our procedure thus may overestimate the real back-
ground counts, because the simulated sources contain those
that are below the detection threshold as well. However, the
contribution of these sources to the background is negligible
compared to the input background counts. The energy chan-
nel of the event is selected by randomly assigning an energy
within the limits of the band. No further consideration is
made for the energy channel distribution within each band.
2 http://space.mit.edu/cxc/marx
This is justified by the fact that the simulated data are only
intended for testing source detection based on images from
event files in these particular energy bands.
We have generated five different simulated data sets. Each
has a different value for the individual rotations around the
center of each observation and different (randomized) source
and background counts.
4.2 Source Detection Algorithm
4.2.1 Processing Chandra data with XMM-Newton
software
The Chandra CIAO software package does not provide a
source detection algorithm that models the widely different
PSF sizes and shapes of each source in multiple, overlapping
pointings. We therefore use a PSF fitting code (emldetect),
based on the XMM-Newton Science Analysis System (SAS;
Gabriel et al. 2004), which performs simultaneous (joint)
Maximum Likelihood fits of each candidate sources on sets
of input images from several overlapping observations and in
multiple energy bands, accounting for the appropriate PSF
model in each case. A version of this code for use with Chan-
dra data was originally created by one of the co-authors (H.
Brunner) to perform source characterization in the Chan-
dra COSMOS field (Puccetti et al. 2009). In addition to re-
placing XMM-Newton-specific calibration files with suitable
Chandra equivalents, the XMM-Newton code was modified
to account for the different azimuthal behavior of the Chan-
dra PSF, as compared to XMM-Newton, resulting from the
Chandra optical system. In the context of this work, we fur-
ther improve and fine-tune this code. Note that the Chan-
dra-emldetect code is not part of the XMM-Newton SAS
provided by the XMM-Newton Science Operations Centre.
We also make use of the eboxdetect (sliding window
source detection) and esplinemap (spline background-fitting
of source-free image area) programs of the XMM-Newton
SAS to create input candidate source lists which are to be
an input for the emldetect PSF fitting code (details on
these procedures are given in Watson et al. 2009). These
XMM-Newton SAS programs do not require modifications
to work on Chandra data. For compatibility with the XMM-
Newton detection software, we create exposure maps (both
vignetted and non-vignetted) and detection masks for each
of the Chandra/AKARI NEP observations in the required
XMM-Newton format. Specifically, the Chandra exposure
maps as created by the CIAO package are converted from
units of cm2 s ct ph−1 to units of s to account for the differ-
ent conventions of the Chandra and XMM-Newton software
packages. XMM-Newton compatible detection masks, which
indicate the area of each exposure on which source detection
will be performed, are derived from the respective exposure
maps.
4.2.2 Workflow of the Source Detection Algorithm
The XMM-Newton source detection program chain consists
of three detection steps. We apply the same sequence of
steps to both simulated and real data. First a sliding window
detection using local background adjacent to each source is
performed (eboxdetect local mode). The resulting initial
source list is used to create background maps by performing
c© 2015 RAS, MNRAS 000, 1–??
6 M. Krumpe et al.
spline fits esplinemap to the source-free area of each image.
A second sliding window detection run, making use of the
spline fit background (eboxdetect map mode), creates an
improved source list with a very low detection threshold.
This catalog serves as input source candidate list for PSF
fitting with emldetect. The reader is referred to the SAS
manual3 for details.
4.2.2.1 Details on the individual source detection
steps Making use of our simulated data sets, we explored
several variations of this detection strategy. The approach
found to achieve best results is described below.
eboxdetect (local mode): As some of our observa-
tions are rather short, the correspondingly small number of
background counts in the area adjacent to each source does
not permit us to determine the background level to suffi-
cent accuracy. Therefore, we perform the initial detection
on summed images, containing the photons from all obser-
vations. The three energy bands are kept separate, however,
to increase the detection significance of very soft or very
hard sources which only are detected in some of the energy
bands.
esplinemap: For each observation, background maps
in each energy band are created by performing spline fits
to the area outside of a source cutout radius of 20 arcsec
around each source. Although the simulated data sets are
generated by using background maps and adding sources
(see Section 4.1), we treat the simulated data identically
to the real data. Thus, only the sources detected by the
previous eboxdetect (local mode) run are excluded in this
step.
eboxdetect (map mode): Making use of the spline fit
background maps, this detection step is again performed on
the summed images. Depending on the specific simulated
data set used, 600–700 simulated sources with at least four
counts lie within the survey region. We aim to find the detec-
tion threshold for eboxdetect such that the output source list
(of eboxdetect) contains at least one entry for each of these
simulated sources. The resulting list of candidate sources
that fulfills this criterion contains more than 6000 entries.
The task of eboxdetect (map mode) is only to detect the
simulated sources (as completely as possible), before passing
the candidate list to the next work step (emldetect) which
performs the final PSF fitting and determines the final max-
imum likelihood value for each source. Only a few hundred
sources will be above our specified final emldetect threshold.
Creating a candidate list of more than 6000 entries ensures
that we do not introduce a bias in the source selection.
emldetect: This task performs Maximum Likelihood
PSF fits for each candidate source from the map mode
eboxdetect list. Each source is fitted jointly (simultane-
ously) in each energy band of each overlapping pointings,
using the appropriate PSF model in each case. The PSFs
from the Chandra library are transformed into the format re-
quired by the XMM-Newton software. As the Chandra PSFs
are provided on a two-dimensional positional grid, while the
XMM-Newton PSF is calibrated as a function of off-axis an-
gle, the Chandra PSFs are averaged over all azimuthal angles
and the XMM-Newton software was modified such that the
3 http://xmm.esac.esa.int/sas/current/doc/packages.All.html
Figure 3. Comparison between input simulated source position
and emldetect source position using a matching radius of 2.5
arcsec. The individual sources are shown as black diamonds. The
median offset is represented by the gray diamond. The solid ver-
tical and horizontal line indicate zero shifts in R.A. and decl. The
black circles have radii of 1 and 2 arcsec. The sources shown here
are above the internal ML = 9.5 source detection threshold.
PSFs will be rotated into the correct orientation for each de-
tector location. We investigated whether the number of fit
iterations is related to the accuracy with which the source
counts and position are recovered, but do not find any such
dependence.
The emldetect routine offers the possibility to fit the
count profile of extended sources. Since our primary scien-
tific focus is the detection of point-like sources, however,
we do not make use of this option. Visual inspection of the
X-ray images (see Figure 2) reveals only two obviously ex-
tended sources (visible as extended red objects). Moreover,
the option to jointly fit the overlapping PSFs of neighboring
sources is not used. Due to the relatively small PSF of Chan-
dra this option was not deemed necessary. Note that even
without the simultaneous fitting option, weak sources in the
wings of brighter sources are handled correctly by first fit-
ting the brighter source and including it in the background
of the subsequent fit of the weaker source.
4.2.2.2 Running the source detection a second time
Our first-guess background maps were based on a source
catalog produced by the local mode eboxdetect run. These
initial background maps do not correspond to those used
for our final emldetect run. However, a change of the back-
ground maps also affects the number of detectable sources.
Thus, we rerun all routines of the source detection with the
same parameter settings, but this time use the new source
list as an input for the esplinemap routine to generate more
sophisticated background maps.
4.2.2.3 Improvements over previous versions of the
code We implement two improvements in the emldetect
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code over the version used by Puccetti et al. (2009). First,
Puccetti et al. (2009) (see their Figure 6) reported a small
systematic shift between the median input and detected po-
sitions. We discovered that the Chandra PSF from the li-
brary was improperly adjusted to the individual observa-
tions. This caused a shift of the detected source position
of up to 0.25 arcsec. While this error was also included in
the original XMM-Newton version of the code, due to the
smaller PSF, it is more apparent in the Chandra data4. After
the correction of the error, (Figure 3) the remaining posi-
tional offset is only caused by statistical effects (∆R.A.=0.03
arcsec and ∆decl.=0.00 arcsec; 288 objects).
For the PSF-fitting, the previous version of the Chan-
dra emldetect code only considers counts from pixels that
fall within a fixed radius from the eboxdetect position. We
modified the code so that the relative fraction of the PSF
that should be used for the fitting can be specified. We run
extensive tests with a fit area corresponding to 50, 60, 70,
80, and 90 per cent of the individual PSFs in each input
image. All runs give very similar results. We decide to use a
fit area of 80 per cent of the PSF. Figure 4 shows the com-
parison between the old and new version, and demonstrates
the significant improvement in recovering the correct source
counts. The scatter visible in Figure 4 (right panel) can be
explained by only the combination of the discrete probabil-
ity of the number of input photons that are covered within
the 80 per cent area of the total PSF and the statistical
uncertainty of the background.
Puccetti et al. (2009) use a candidate source list based
on the PWDetect code (Damiani et al. 1997) as input for
their emldetect run. We also test this code and the CIAO
task wavdetect (Freeman et al. 2002). We cannot generate
a satisfying candidate source list in either case. In contrast
to the Chandra COSMOS survey with ∼50 ks mean expo-
sure per pointing, our survey has pointings as short as 12
ks. The very low number of counts in these pointings most
likely prevents the generation of useful catalogs of source
candidates despite different parameter configurations. The
eboxdetect algorithm, which works jointly (simultaneously)
on all observations, creates an acceptable candidate source
list.
4.2.3 Normalized Likelihood Values
The PSF-fitting program emldetect expresses detection
likelihoods as normalized likelihoods, ML2, corresponding
to the case of two free parameters, to permit comparison
between different detection runs with different numbers of
energy bands:
ML2 = − ln(1− Γ(
ν
2
,ML′)) with ML′ =
n∑
i=1
ML′i (1)
where Γ is the incomplete Gamma function, n is the number
of energy bands, ML′i = ∆Ci/2 where ∆C is the difference
of the C-estimator as defined by Cash (1979) with respect
to the null-hypothesis (i.e., zero source count-rate in the i-th
band), and ν = 2+n is the number of degrees of freedom of
4 The error has been corrected in current versions of the XMM-
Newton SAS software package.
the fit. The latter accounts for the fact that the number of
degrees of freedom consists of two spatial coordinates plus
the source count rates in each energy band.
ML2 is related to the probability, P , of obtaining
a detection likelihood of ML2 or higher under the null-
hypothesis (P-value) via ML2 = − ln(P ). The likelihoods
are normalized to two free parameters, as these values yield
a simple relationship to values of P . See the XMM-Newton
SAS documentation5 for further details.
In Section 4.2.5, we obtain the effective detection likeli-
hoods in the 2–7 keV band by numerically solving the above
relation for ML′ for both the 2–4 keV and 4–7 keV single
band detection likelihoods (n = 1, ν = 3). These are then
added and an effective likelihood for the summed band, us-
ing the above relation (n = 2, ν = 4), is computed. Here-
after, we refer to ML2 simply as ML.
4.2.4 Calibrating the Normalized Likelihood
The implied probability from the maximum likelihood
method calculated by the emldetect program may devi-
ate from the actual false detection probability. This is the
case when dealing with extremely low background and/or
overlapping fields. In addition, a source detection run can
be performed in a single energy band (e.g., 0.5–7 keV) or
in multiple subbands covering the same total energy range
(e.g., three band: 0.5–2, 2–4, 4–7 keV). The normalization
of ML to two free parameters leads to different ML val-
ues for these two source detection scenarios. Thus, the ML-
threshold used for emldetect should always be calibrated to
the same spurious source detection rate by using simulated
data.
To determine the best choice of ML, we start by run-
ning the source detection algorithm on our simulated data
sets with a very low maximum likelihood threshold ofML =
3 for the emldetect routine. Different numbers of energy
bands and energy ranges are applied: three bands over 0.5–
2, 2–4, 4–7 keV, one band over 0.5–7 keV, one band 2–7
keV. We cross-identify sources in the simulated input cat-
alog (all objects having at least four source counts) with
the generated emldetect source catalog. As a first step, we
simply apply a 2.5 arcsec matching radius. In Sect. 4.3.1, we
will describe how we optimize this cross-identification. A de-
tected source is considered spurious if there is no simulated
input source within a 2.5 arcsec radius. Since the probability
that a spurious source falls within the matching radius of a
simulated input source position is very small, we regard all
detected sources that have a counterpart in the simulated
catalog as true counterparts. We justify this assumption by
finding only up to two sources with counterparts in the sim-
ulated catalog when we shift all detect sources by 30 arcsec
in R.A. direction.
We derive the number of overall detected sources (true
counterpart plus spurious sources) and the number of false
(spurious) detections with increasing ML threshold for each
simulated data set. Figure 5 shows the average of two sim-
ulations considering the three-band (0.5–2, 2–4, 4–7 keV)
and full-band (0.5–7 keV) source detection runs. We verify
the expected finding of having more detected sources at low
5 http://xmm.esac.esa.int/sas/current/doc/emldetect
c© 2015 RAS, MNRAS 000, 1–??
8 M. Krumpe et al.
Figure 4. Comparison between the old and new versions of emldetect. The plots show the ratio between the best-fit recovered counts
and the simulated input counts vs. recovered counts. The old version used a fixed radius of 7 pixels (∼3.5 arcsec) for the PSF-fitting,
while the new version applies the fit to all counts within an area of 80 per cent of the PSF. Both runs use an internal ML = 9.5 threshold.
All other parameters are identical.
Figure 5. Number of overall detected sources (solid lines; left
y-axis) and fraction of false (dashed lines; right y-axis) detections
as a function of internal maximum likelihood threshold value used
in the source detection algorithm. To cross-identify the recovered
sources with the simulated input sources, we use a simple 2.5
arcsec matching radius.
ML values and also a high fraction of spurious detections.
With increasing ML values, the fraction of spurious detec-
tions decreases significantly. Both methods reach the same
fraction of spurious sources at different ML values. When
we apply the same source detection scenario to different sim-
ulated data sets, the fraction of spurious detection varies by
±1 per cent at the same ML-value. We find differences of
up to 8 per cent (median 4 per cent) in the number of to-
tal detected sources (simulated input and spurious sources)
between the simulated data sets (at the same ML-value).
The primary goal is to aim for a secure X-ray source
catalog in the Chandra/AKARI NEP deep field that has
a spurious source detection rate of 62 per cent. Using the
simple cross-identification criterion, we meet this goal at ap-
proximately ML ∼ 9.5 for the source detection run with
three energy bands and ML ∼ 14.5 for the single 0.5–7 keV
band run, respectively (see Figure 5). At the same spurious
source detection rate, the source detection run over three
subbands covering 0.5–7 keV reveals ∼5–10 per cent more
simulated input sources than the run with one band over
the same energy range. Hence, the three subband method is
preferred over a source detection using a single energy band
image. We compare both methods in respect to differences
in their detected sources in Appendix A in more detail.
We also determine theML-threshold for a source detec-
tion run in only the 2–7 keV band. In this band, we reach a
spurious source detection rate of 62 per cent atML ∼ 12.0.
4.2.5 Final Source Catalog
After determining theML-threshold for different source de-
tection runs, we are now in a position to construct our cat-
alog using the following steps.
Since we are interested in all sources that originate from
source detection runs with a spurious source detection rate
of 62 per cent, we consider objects from a detection runs
in three subbands (0.5–2, 2–4, and 4–7 keV) and of source
detection runs using a single band of 0.5–7 or 2–7 keV.
The simulated data sets serve as a guideline for the opti-
mal source catalog construction.
We construct a primary catalog from the joint (simul-
taneous) source detection run in three energy subbands. We
justify this by the fact that this run detects more sources
then any other source detetion run in a single band. A source
will be listed in the catalog if the total maximum likelihood
over all three bands is above ML = 9.5 (Eq. 1; spurious
source detection rate of 62 per cent).
We test different approaches as to how to find additional
“soft”, “medium-hard”, and “hard” sources that escaped
detection in the joint (simultaneous) three subband detec-
tion run covering 0.5–7 keV. All additional sources make up
only a small fraction compared to the primary catalog. How-
ever, some approaches add also a large number of spurious
sources. Thus, our main criterion is that we do not signifi-
cantly degrade our reliability of the final source catalog by
adding a relatively small number of objects.
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As the first step, we generate a source list that uses the
same sophisticated background maps as for the final source
detection run with an emldetect threshold of ML = 9.5 in
either the soft band or the combined hard band (i.e., 0.5–2
and 2–7 keV), while setting the all-three-combined threshold
to a very low value of ML = 5. All other source detection
parameters and input data are not changed. We choose a
combined ML = 5 to detect all sources that might have
ML > 9.5 in a single subband but still ML < 9.5 in the
combined 0.5–7 keV band. Using even lower combined ML-
values does not add any additional sources to the final source
catalog.
Additional soft and medium-hard sources: To extract ad-
ditional soft energy sources, we now select only sources that
have a maximum likelihood ML > 9.5 in the 0.5–2 keV
band. We verify with the simulated data sets that most of
these sources will already have an entry in the primary cat-
alog. Typically only ∼20 objects are added to the primary
catalog.
We also add all sources with a maximum likelihood
ML > 9.5 in the 2–4 keV band. On average, this adds two
sources that have also counterparts in the simulted input
catalog. We do not consider sources from the 4–7 keV sub-
band, as our simulated data sets show that all of these source
(which have not been detect in the three subband run or in
another subband) are spurious.
Additional hard sources: Based on the catalog with the
threshold of ML = 5, we use the ML values of the 2–4 and
4–7 keV bands to calculate a combined 2–7 keV maximum
likelihood (see Section 4.2.3). All sources that are above a
combined 2–7 keV ML = 9.5 are added to the primary
catalog. Evaluating the source detection runs on our multi-
ple simulated data sets, this procedure only finds between
1 and 3 additional objects. Consequently, the final source
catalog contains all objects that have ML > 9.5 in either
the combined three energy bands, soft band, or hard (2–7
keV) band.
Additional sources from single-energy source detection
runs: Finally, we examine objects from a source detection
run in one band over 0.5–7 keV (ML > 14.5) and in one
band over 2–7 keV (ML > 12.0). The vast majority of ob-
jects that are not included in any other source detection
run are at the far edges of our Chandra observation. Both
source detections together would add 7 to 8 sources to the
final source catalog based on our simulated data sets. Com-
paring the detected sources to the simulated input catalogs
also shows that up to 50% of the additional sources are spu-
rious. Therefore, we only add these additional sources to
our final source catalog if they fall within the area covered
by our deep Subaru imaging data. At the end, this method
adds between 1 and 3 additional simulated sources (based on
different simulated data sets) that have not been detected
by any other source detection run. On average, more addi-
tional sources are found in the 0.5–7 keV than in the 2–7
keV detection run.
To achieve a consistent final source catalog, we use the
position of the objects of the single-band detection and iden-
tify the corresponding counterpart in the source detection
run over three subbands with a combined ML = 5 thresh-
old. All sources have counterparts. We use these (combined
ML = 5) fluxes, likelihood values, hardness ratios, and the
position for the final source catalog. Only for the band in
Figure 6. Number of recovered input sources vs. offset between
recovered position and input position when using a simple 2.5 arc-
sec matching radius. The plot shows a simulated source detection
run with an internal maximum likelihood threshold of ML = 9.5.
which these additional sources are detected, we employ the
single-band detection run counts, count rate, and fluxes in
the final source catalog.
4.3 Characterizing the Quality of the Source
Detection Algorithm
After optimizing the source detection algorithm by using
simulated data, we can now explore the quality of the re-
sulting source catalog by investigating the distribution of
position errors, completeness and overall maximum likeli-
hood.
4.3.1 Distribution of Position Errors
In the last subsection, we used a very simple approach to
cross-identify sources between the simulated input catalog
and source detection catalog. This is not optimal, as the po-
sition of each individual source has its own systematic un-
certainty. Since we know the location of the input sources,
we can explore the best-suited method to cross-identify the
final X-ray sources with their counterparts. The optimal
method maximizes the number of true cross-identifications
while minimizing, or even excluding completely, wrong coun-
terpart identifications. This will be very valuable knowledge
as we have to determine the optical/IR counterparts of our
real data X-ray sources without knowing the exact matches
a priori.
We study the distribution of the positional offsets be-
tween the original and recovered sources cross-identified
with a simple 62.5 arcsec separation. Figure 6 shows the dis-
tribution of positional offsets between simulated input and
final source catalog in units of arcseconds. Ninety per cent of
all sources have counterparts within 1.0 arcsec. We inspect
the sources that have offsets of 1.0 to 2.5 arcsec between the
input and recovered output positions. For these objects, we
verify by visual inspection that they are the correct cross-
identifications. If we restrict ourselves to the area covered
by the deep Subaru imaging, we are left with only 5 sources
with offsets between 1.0 to 2.5 arcsec (instead of 21 objects).
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Figure 7.Number of objects identified as simulated input sources
vs. positional error in units of σstat.. The objects shown here (solid
line) are the same as in Figure 6. The dotted line represents the
theoretical expectation for a two-dimensional Gaussian distribu-
tion.
All these offsets can be explained by point-like objects with
a low number of source counts, where the individual counts
are in an extended or non-radial distribution. These par-
ticular source count distributions cause a challenge for the
source detection algorithm to recover the correct input po-
sition.
Considering all objects that can be cross-identified with
a simple 2.5 arcsec radius and normalizing the positional
offsets with their individual positional error results in Fig-
ure 7. The measured distribution does not agree well with a
two-dimensional Gaussian distribution of the positional off-
set. We have a significant number of true counterparts that
require matching radii of more than 2.5σstat.. This can be
explained by our assumption that the uncertainties of the
position follow a Gaussian distribution. However, the source
detection routine fits a PSF to a source to determine the po-
sition. A PSF can have very wide wings, much wider than
in a Gaussian distribution. We suspect that the distribution
in Figure 7 can be described by the sum of a Gaussian and
a much wider spread distribution which produces the tail
towards large σstat..
Excluding the outer regions of our survey by only con-
sidering the deep Subaru imaging area reduces significantly
the number of objects that require large matching radii. In
order to correct for the non-Gaussian distribution we add a
’systematic uncertainty’ of σsys. = 0.1 arcsec quadratically
to the statistical position errors. We choose this value as
we do not want to significantly misaligned the peaks be-
tween theoretical and observed distribution. Furthermore,
we want to keep the summed area of all individual positional
error circles as small as possible. To include all correct cross-
identifications, we test different maximum positional offset
(units of σ). We obtain a satisfying agreement when using
σtotal = 5×
√
σ2sys. + σ2stat. with σsys. = 0.1 arcsec.
We rerun the cross-identification with this optimized
procedure instead of using a simple 2.5 arcsec radius. The re-
sulting distribution of positional offsets using our optimized
procedure is shown in Figure 8. Only the deep Subaru imag-
ing area is considered. A fraction of ∼80 per cent of all recov-
Figure 8. Similar to Figure 7. Here we apply our final matching
criterion of σtotal = 5 ×
√
σ2sys. + σ
2
stat. with σsys. = 0.1 arcsec.
Only sources within the deep Subaru imaging region are consid-
ered. An internal threshold of ML = 9.5 has been used for the
source detection run.
ered X-ray sources have their input position within 2×σtotal,
while ∼95 per cent have counterparts within 3× σtotal.
We verify that the new cross-identification criterion also
correctly recovers the simulated input sources. The new
cross-identification method reduces the area that has to be
considered for all counterparts in the deep Subaru imaging
region by a factor of ∼2.5 compared to the 2.5 arcsec match-
ing radius. Consequently, we significantly reduce the prob-
ability that a random (X-ray unrelated) source is selected
as the corresponding X-ray counterpart. This is of utmost
importance, considering the high number density of optical
sources in the deep Subaru images.
4.3.2 Completeness
We study the completeness (fraction of recovered sources
over number of simulated input sources) as a function of
input counts (Figure 9) for the final source catalog. We only
consider all simulated input sources which have at least four
counts in the total (added) observation as counterparts. This
restriction is justified by using the simulated data sets; a
source detection with a spurious source detection rate of
62 per cent is only sensitive to detect sources with four or
more counts in the simulated input catalogs.
For objects with four counts, we are, averaged over
all simulations, complete to 51 per cent. We are above the
80 per cent completeness level for all sources that have more
than seven input counts, while we detect objects with at
least 15 counts with a completeness fraction of 95 per cent.
However, these numbers are averages over the whole field.
Especially in the outer region of the Chandra observation,
the completeness is reduced, since at these large off-axis an-
gles the source counts are distributed over larger areas and
have less observation time than the central areas. This makes
it more difficult for the source detection algorithm to cor-
rectly recover the input sources. If we restrict the area only
to the region covered by the Subaru imaging data, the com-
pleteness is ∼3 per cent higher for all objects. Therefore, in
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Figure 9. Completeness fraction as a function of simulated input
counts when using an internal maximum likelihood threshold of
ML = 9.5. The solid line represents the completeness for the
whole Chandra observation, while the dotted line considers only
sources that are covered by the deep Subaru imaging data.
this region we already reach a completeness level of 95 per
cent for sources having more than 13 counts.
4.3.3 Estimating the Overall Maximum Likelihood Value
Since the maximum likelihood threshold used by the
emldetect program deviates from ML = −ln(P ) (see Sec-
tion 4.2.4), the true underlying maximum likelihood for our
survey has to be determined from the number of spurious
sources. Given that the number of spurious sources and the
number of simulated data sets are small, we will refer to this
value only as empirical maximum likelihood value. As our
primary scientific interest is the area in which we also have
deep Subaru imaging, the calculations below only refer to
this area. We estimate the valueMLempir by computing the
number of false sources per independent PSF detection cell
using the following steps.
The source detection runs on the simulated data sets
with an internal threshold of ML = 9.5 contain on average
four to five spurious detections (∼1.7 per cent), e.g., sources
that are not associated with any simulated input sources.
We determine the FWHM of the averaged PSF (in the
summed observation) of approximately 50 randomly selected
sources (across the whole deep Subaru imaging field, bright
and faint sources). Since the vast majority of the sources
are detected in multiple observations at various off-axis po-
sitions, the sizes of the combined PSFs are rather similar.
The x- and y-FWHM components of the averaged PSF are
5.9 and 4.1 pixels, respectively. We also determine the total
number of pixels that are covered by our detection maps in
the deep Subaru imaging area (∼13.18 million square pix-
els). Dividing the area of the total detection area by the area
of the average FWHM (∼19 square pixel) yields an estimate
of the number of independent detection cells.
Using the final source catalog based on simulated data
sets results, on average, in four spurious detections. Conse-
quently, we determine the probability that a detection cell
contains a spurious detection to be P = 5.7 × 10−6. This
probability corresponds to the (empirical) maximum likeli-
hood value of MLempir = 12. This translates into a 4.4σ
detection. Adding or subtracting one more spurious source
only marginally changes MLempir by ∆MLempir = ±0.2.
We will refer in this paper to the ’maximum likelihood
value’ (MLempir) when we talk about the empirical value
and to the ’internal ML value’ whenever we refer to the
value used for the emldetect routine as threshold for the
source detection run over three subbands.
Only considering the the area outside the deep Sub-
aru imaging (area of large off-axis angles in our Chandra
pointings) the empirical maximum likelihood value drops to
MLempir ∼ 10.7.
5 REAL DATA PRODUCTS
With an optimized source detection algorithm, cross-
identification procedure, and knowledge about the accuracy
of recovering the number of photons, we are now in a posi-
tion to generate the real data source catalog.
5.1 Astrometric Correction of the Individual
Observations
Before we run the source detection algorithm on the (real)
observations, we process all the individual observations sepa-
rately to check how well they are astrometrically calibrated.
As the Subaru/Suprime-Cam is used as the astrometric ref-
erence frame in the AKARI NEP deep field, we astrometri-
cally calibrate the Chandra observations to the same stan-
dard.
In each observation, We run a joint source detection in
the 3 subbands covering 0.5–7 keV with an internal threshold
of ML = 10. The number of detected sources in each indi-
vidual observation is given in Table 1 in column “#sources
(ML > 10)”. Then, we positionally cross-correlate Subaru
z′-band detections with mz′ < 23.5 with the detected X-ray
sources that are within an off-axis angle of 7 arcmin.
The magnitude cut used in the Subaru z′-band catalog
is determined from the measured distribution of X-ray and
optical counterparts after merging all individual Chandra
observations. Shifting the X-ray sources by ±40 arcsec, we
detect a significant increase of spurious counterparts above
this limit. Atmz′ < 23.5, we estimate a spurious counterpart
identification rate of less than 4 per cent. We only consider
X-ray sources with off-axis angles of less than 7 arcmin as the
PSF significantly broadens, i.e., the radius which encircles a
specified fraction of total counts increases. At 1.5 keV and an
off-axis angle of 7 arcmin, 50 per cent of the enclosed counts
fraction is still within ∼3 arcsec. The area that encloses
50 per cent of all counts doubles when going from 7 arcmin
to 10 arcmin. We therefore restrict ourselves to 7 arcmin to
balance between having enough objects for a proper cross-
identification and significantly reducing the uncertainties on
the positions.
We then derive the offset in R.A. and decl. for each
object in consideration (this results in a plot similar to Fig-
ure 3). For the final offset calculation, which is used for
correcting the event lists and aspect solution, we only con-
sider counterparts that are within a 1 arcsec radius from the
average offset position. This ensures that only very secure
cross-identifications are used for the astrometric correction.
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The number of objects that determine the final offset value
is given in Table 1 in column ’#offset’. A rotation or/and
scaling factor are not needed to improve the matching of
X-ray and optical sources. We therefore correct the event
lists and the aspect solution file only by the positional offset
given in Table 1 columns “∆x” and “∆y”.
The remaining positional uncertainty in the astrometric
calibration (quadratically adding ∆x and ∆y) is less than
0.2 arcsec compared to the Subaru z′-band catalog. Chang-
ing the z-band limiting magnitude by ±0.5 mag and the
off-axis angle limit by ±2 arcmin changes the offset correc-
tion by less than 0.1 arcsec in each individual observation.
The final source detection algorithm uses the astrometrically
corrected data products.
5.2 Main Source Catalog
The source catalog uses an internal threshold of ML = 9.5
which corresponds to MLempir ∼ 12 (see Sect. 4.3.3). In
total, 457 sources are detected, of which 377 objects fall
in the deep Subaru imaging region. This catalog is de-
signed to identify X-ray emitting objects in the Chan-
dra/AKARI NEP deep field. Together with the optimized
cross-identification procedure, the clear advantage of the
catalog is the very high reliability, while the catalog sacri-
fices completeness for objects with low counts (see Figure 9).
Only ∼1.7 per cent of the objects listed in the source catalog
are expected to be spurious source detections.
Considering the uncertainty in the astrometric cali-
bration, all sources should be considered as possible X-
ray counterparts that are within a radius of rmatch =√
σ2total + σ
2
astro. with σtotal = 5×
√
σ2sys. + σ2stat. and σsys. =
0.1 arcsec and σastro. = 0.2 arcsec (astrometric uncertainty).
For all sources within the deep Subaru imaging region (∼3.2
× 106 arcsec2), the area A = pir2match adds up to ∼2970
arcsec2. This quantity can be used to calculate the ex-
pected number of spurious source identifications based on
the source density of the catalog for which we seek identifi-
cations.
5.2.1 Description of Source Catalog
The catalog is available as a table (FITS format) from the
VizieR Catalogue Service website6. In the following, we will
describe the columns in the table. First we list the num-
ber of the column, followed by the name, its unit, and de-
scription. The values given in columns 2–4 are based on the
primary source catalog (three energy band images covering
0.5–7 keV), unless the source is only detected in the soft
(0.5–2 keV) or the hard (2–7 keV) energy band.
1) column#1: CID — unit: none — Chandra source iden-
tification number
2) column#2: RA — unit: deg — right ascension of the
source position
3) column#3: DEC – unit: deg — declination of the source
position
4) column#4: RADEC ERR — unit: arcsec — statistical er-
ror σstat. of the source position calculated by combining the
6 http://vizier.cfa.harvard.edu/
1σ statistical uncertainties on the R.A. and decl. (unit: arc-
sec) following:
RADEC ERR =
√
RA ERR2 + decl ERR2 .
The values in this column do not include the additional
systematic uncertainty to optimize the source detection
(Sect. 4.3.1), nor do they contain the uncertainty of
the astrometric calibration of the Chandra data to the
Subaru/Suprime-Cam reference frame in the AKARI NEP
deep field (Sect. 5.1). To determine the counterparts of our
X-ray sources in other wavelength regimes, we recommend
using the equation given in Sect. 5.2.
The next columns list the quantities in different energy
bands in the following order: 0.5–7 keV (total band), 0.5–2
keV (soft band), 2–7 keV (hard band), 2–4 keV (medium
hard band), and 4–7 keV (ultra hard band). Consequently,
the column names are repeated and list the quantity in
the corresponding energy band using the order given above.
For example, the expression ’column#9.16.23.30.37’ denotes
that the flux in the 0.5–7 keV band is given in column #9,
the flux in the 0.5–2 keV band in column #16, and so on.
The emldetect routine corrects automatically all counts,
count errors, rates, rate errors, fluxes, and flux errors for
the PSF fraction size. Thus, these values do not correspond
only to the used 80 per cent PSF fraction size, but represent
the true (intrinsic) quantities.
5) column#5.12.19.26.33: CTS — unit: counts — source
counts
6) column#6.13.20.27.34: CTS ERR — unit: counts — 1σ
uncertainty of source counts
7) column#7.14.21.28.35: RATE — unit: counts s−1 –
vignetting-corrected source count rate
8) column#8.15.22.29.36: RATE ERR — unit: counts s−1 –
1σ uncertainty of vignetting-corrected source count rate
9) column#9.16.23.30.37: FLUX — unit: erg s−1 cm−2 –
source flux
Single energy conversion factors ECFs are used to con-
vert observed count rates into observed fluxes (corrected for
Galactic absorption), based on the instrumental response
and an assumed spectral properties of the X-ray source. All
ECFs consider the Galactic column density for the AKARI
NEP deep field of NH,Gal = 4.0×10
20 cm−2 and a power-law
spectrum with a photon index of Γ = 1.4. The same photon
index has also been used by other major Chandra surveys
such as Kim et al. (2007) and Puccetti et al. (2009).
We also consider the time dependent degradation of the
CCD response at low energies by using the time-averaged
calibration files from Chandra cycle 12. Depending on the
energy band used, OBSIDs 10443 and 11999 from cycle 10
have an up to 8 per cent higher sensitivity. To correctly ac-
count for this fact and use single ECFs for all observations
based on cycle 12 only, we multiply the exposure maps of
these observations by the corresponding correction factors.
In other words, we normalize the cycle 10 exposure maps
to cycle 12. Furthermore, we also investigate the issue that
our observations have been obtained in the beginning of cy-
cle 12, while our analysis uses the averaged calibration data
from the whole of cycle 12. Comparing the average instru-
ment response (count to flux conversion) of cycle 11 with
that of cycle 12 reveals the largest difference to be in the
c© 2015 RAS, MNRAS 000, 1–??
Chandra/AKARI NEP deep survey 13
lowest energy band (0.5–2 keV). However, the discrepancy
is only 2 per cent, and will not significantly contribute to
the flux uncertainties.
The ECFs used for the 0.5–2, 2–4, 4–7, 2–7, 0.5–7 keV energy
bands are: 1.523, 0.704, 0.344, 0.509, and 0.849, respectively
(count rates to fluxes in units of 10−11 erg s−1 cm−2). One
limitation of using a single ECF is that the flux is only cor-
rect if each object has the same spectral shape as assumed
for the ECF calculation. Changing the photon index from
Γ = 1.4 to Γ = 2.0 decreases the flux, e.g., by ∼20 per cent
for the same number of detected photons in the 0.5–7 keV
band.
Assuming the same photon index of Γ = 1.4 the Galactic
absorption corrected flux can be converted to a flux (NH,Gal-
corrected) in different bands (e.g., 0.5–2 keV to 0.2–2 keV:
multiply by 1.33; 2–7 keV to 2–8 keV: multiply by 1.16; 2–7
keV to 2–10 keV: multiply by 1.45).
10) column#10.17.24.31.38: FLUX ERR – unit:
erg s−1 cm−2 – 1σ uncertainty of the source flux)
If a source is not detected in an energy band (internal
ML-threshold in this energy band below 9.5), we list the
upper 90 per cent limit (see Sect. 5.4) as the flux error. We
make such cases visible by giving it a negative value in the
FLUX ERR column and and setting the flux (FLUX) to zero.
The two sources that have a ML-threshold in the 0.5–7
keV band below 9.5 originate from a 0.5–7 keV single band
source detetion run. To quote similar ML values for all
objects we list the total 0.5–7 keVML values from the joint
three energy band source detection run. The listed counts,
count rates, fluxes, and the corresponding uncertainties
in the 0.5–7 keV band are taken from the single band
detection run.
11) column#11.18.25.32.39: ML – unit: none – internal
maximum likelihood ML = −ln(P ) of the source detection
derived from emldetect (see Sect. 4.3.3 and appendix on
the interpretation of these values)
12) column#40: HR soft hard – unit: none – hardness ra-
tio in the 0.5–2 keV and 2–7 keV energy bands
The hardness ratio, equivalent to a color index in the optical,
is the simplest way to characterize an X-ray spectrum. The
count rates in two energy bands are used to compute the
hardness ratio by HR = (RATEB − RATEA)/(RATEA +
RATEB), where band A is the low and band B the high
energy band. We use the count rate, instead of the source
counts, for two reasons. Firstly, the count rate is one of the
parameters that is fitted by the emldetect software, and is
therefore a direct output. Secondly, the count rate is cor-
rected for vignetting, while the source counts are not. In the
case that a hardness ratio and/or its uncertainties are unde-
fined (count rates in both bands are zero), the value 9999.0
is given in the table.
13) column#41: HR ERR soft hard – unit: none – 1σ un-
certainty of 0.5–2 keV to 2–7 keV hardness ratio
14) column#42: HR soft med – unit: none – hardness ra-
tio of the 0.5–2 keV and 2–4 keV energy bands
15) column#43: HR ERR soft med – unit: none – 1σ un-
certainty of 0.5–2 keV and 2–4 keV hardness ratio
16) column#44: HR med ult – unit: none – hardness ratio
of the 2–4 keV and 4–7 keV energy bands
17) column#45: HR ERR med ult – unit: none – 1σ uncer-
tainty of 2–4 keV and 4–7 keV hardness ratio
18) column#46: IN AREA – unit: none – If the source falls
within the deep Subaru/Suprime-Cam imaging region, we
set this value to 1, otherwise 0.
5.3 Sensitivity Maps
One important quantity to know is the flux that would have
caused a detection of a source at each position in the survey.
This flux depends on the maximum likelihood threshold cho-
sen in the source detection run, the point spread function,
and the background level at the chosen position.
We create sensitivity maps in different energy bands by
searching for the flux to reject the null-hypothesis that the
flux at a given position is only caused by a background fluc-
tuation. Ideally the detection threshold at a given position
could be obtained by repeating the Maximum Likelihood
fitting procedure to simulated images with the background
and a source models with varying source count rates. This
procedure is computationally prohibitive, and thus we take
a faster approach of using Poisson probabilities as follows. In
a chosen energy band, we determine for each position in the
survey the flux required to obtain a certain Poisson probabil-
ity above the background counts. Since ML = − ln(P ), we
know from our ML threshold the probability we are aiming
for.
One major challenge in surveys with overlapping obser-
vations, such as the Chandra/AKARI NEP survey is the
different contribution of each observation to the total detec-
tion likelihood of a source. We here develop a procedure to
create the sensitivity map for the overlapped fields.
1) For each observation and for each band, we generate a
PSF-summed background map, in which the value at each
position is the sum of all background counts (generated by
the spline fits; see Sect. 4.2.2) within r80 (80 per cent PSF
encircled radius for the off-axis angle of the position). This
radius is calculated from the Chandra PSF library. We use
a circular area within r80 for smoothing with the PSF, since
this is the region used for the Maximum Likelihood PSF
fitting.
Consequently, pixels close to the optical axis in an obser-
vation end up with a lower PSF-summed background value
than pixels at large off-axis angles. For pixels outside an
individual observation, we check if they overlap with other
observations and if their r80 overlaps with pixels of the cho-
sen observation. If both conditions are met, the pixel outside
the given observation is also assigned the sum over all pixel
with a non-zero value within r80.
2) Using the individual exposure maps in different energy
bands, we create exposure maps that are smoothed by the
PSF (PSF-weighted averaged exposure maps). Each pixel
that falls within r80 is given a weight corresponding to its
distance from the central pixel. The weights are determined
from the shape and size of the azimuthally-averaged Chan-
dra PSF, and are normalized such that the integral over all
pixels in an area with r80 amounts to 0.8. This value ac-
counts for the fact that an input count rate of 1 ct s−1 will
be spread out over r80 and results in a detection of only
0.8 ct s−1. We multiply all exposure map values from pixels
within r80 with the corresponding weight, add them, and
divide them by the integral over all weights (0.8). The re-
sulting PSF-smoothed exposure map will correctly recover
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the true count rate even when only considering pixels within
r80.
For pixels that are outside an individual observation, we
test if their r80 overlaps with pixels of the chosen observa-
tion. If so, we follow the same procedure as described above.
These pixels will end up with lower exposure time because
some pixels will have zero exposure, but their weights will
still contribute to the overall normalization.
3) We finally search at each pixel position in the survey
for the input flux value that results in
MLthreshold = − ln(Ptotal) with Ptotal =
#obs.∏
i=1
Pi
where Pi is the probability, for the null hypothesis that the
r80 region around the position is only contributed by the
background, to obtain ci counts or larger in the same region.
This probability Pi for the given background bi to produce
an integer count c or more is the sum of the usual Poisson
probabilities:
Pi(c) =
∞∑
k=c
bki e
−bi
k!
. (2)
The value bi is calculated by the counts in the background
maps within r80. If the source has an original count rate of
CR, the expectation value for the source+background count
is ci = CR × texp,i + bi, where texp,i is the PSF-weighted
mean exposure value over r80 region (see above) for the ob-
servation i. The value of ci is not necessarily an integer, and
thus we cannot apply Eq. 2. Thus, we calculate lnPi value
by an linear interpolation between lnPi(c) and lnPi(c+ 1),
where c is the largest integer that does not exceed ci. In
the calculation of ci, we do not invoke a 4-count floor. Un-
like the case of our 90 per cent confidence upper flux limits
(Sect. 5.4), we do not use a Bayasian approach, since the
ML-fitting procedure itself is based on the null-hypothesis
probabilities.
For a given position, we consider all observations that have
an individual PSF-smoothed exposure map value larger than
zero. Our resulting flux limit of the sensitivity maps corre-
sponds to the CR value that gives − lnPtotal which equals
our chosen MLempir = 12 threshold. In practice, we search
for a value of − lnPtotal that falls within ∆ML = ±0.2 of
our targeted MLempir threshold. This tolerance range cor-
responds to having one spurious source more or less in the
whole survey. The accuracy of the sensitivity maps is tested
by comparing input and output logN−log S relations for the
simulated data sets in Sect. 6.1. Note, that outside the deep
Subaru/Suprime-Cam imaging the sensitivity maps should
be used with caution since we assume for their generation a
MLempir = 12 over the whole area covered by Chandra.
All sensitivity maps in different energy bands are pub-
licly available in FITS format on the VizieR Catalogue Ser-
vice. Figure 10 shows the flux limit of our source detection as
a function of area for the Chandra/AKARI NEP field that
overlaps with the deep Subaru imaging data. We use the
sensitivity map of the corresponding energy band and count
the number of pixels below or equal the chosen detection
flux limit. The number of pixels is then converted into an
area. The plot shows that we are most sensitive in the 0.5–2
Figure 10. Sensitivity limit of our source detection vs. available
solid angle for different energy bands. A source with a flux S can
be recovered by our detection algorithm within the given available
survey area. The plot is based on using a maximum likelihood
threshold of MLempir = 12.
keV band. The area covered by the Subaru imaging data is
885 arcmin2 (total Chandra survey area: 1236 arcmin2).
5.4 Flux Upper Limit Maps in Overlapped
Mosaics
The 90 per cent confidence upper limit maps are computed
in a similar way as the sensitivity map values (see Sect. 5.3).
The difference is that we take a Bayesian approach following
Kraft et al. (1991). Consequently, we obtain the 90 per cent
confidence upper flux limit by searching for the flux such
that given the observed counts the Bayesian probability of
having this flux or larger is 10 per cent.
According to Bayes theorem, the posterior probability
that the model (M) is right given the data (D) can be ex-
pressed by:
P (M |D) =
P (D|M)P (M)∫
P (D|M)P (M)dM
, (3)
where the model M in our case is that the underlying count
rate (i.e., true flux on the sky processed via the optical and
detector systems) of the source is crSRC and the data (D)
is that, this position of the sky is covered by N Chandra
fields, indexed by i, each obtaining with observed ci (in-
teger) source+background counts, under the observational
conditions that the PSF weighted (normalized to 0.8) effec-
tive exposure is texp,i, and the background map count is bi,
all measured within the radius r80 of the source position (see
Sect. 5.3).
Now we assume a prior distribution P (M) that is con-
stant in crSRC > 0. Since our background map has been
obtained from the spline image, we ignore statistical fluc-
tuations of bi. For each field i, the model source count is
si = crSRC · texp,i, and thus the probability of obtaining ci
counts under the model source + background counts si+ bi
is Ppois(ci, si+ bi), where Ppois(λ, k) =
λk
k!
e−λ is the Poisson
distribution.
Then, we can express the numerator, which is the joint
probability to obtain the observed source counts (s1,..sN ),
given the underlying source count rate crSRC as:
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P (D|M) ≡ P ({c1, ..., cN} |crSRC) =
∏
i6N
Ppois(ci, si+ bi).(4)
Our 90 per cent confidence upper limit count rate
(crul90) based on the overlapped observations with differ-
ent PSFs (or Chandra off-axis angles), exposures, and back-
ground levels can thus be obtained by solving:
0.9 =
∫ crul90
0
P ({c1, ..., cN} |crSRC)d crSRC∫
∞
0
P ({c1, ..., cN} |crSRC)d crSRC
. (5)
We also make the 90 per cent confidence upper flux limit
maps of the different energy bands available as a FITS file
on the VizieR Catalogue Service.
5.5 Low Likelihood Source Catalog
We generate a second source catalog with a lower maximum
likelihood threshold (internal threshold of ML = 5; corre-
sponding to MLempir ∼ 9.5 or a ∼4σ detection in the deep
Subaru imaging region). We therefore have many more de-
tected sources, but the fraction of spurious sources is also
significantly higher. This catalog can be of interest if the
scientific goal requires one to exclude potential X-ray emit-
ting objects from a sample with a high completeness. Using
this strategy, one accepts those objects that are excluded
are not associated with an X-ray-emitting object. The cat-
alog contains the same columns as real data source catalog
with an internal threshold of ML = 9.5 (Sect. 5.2.1) and
is also available from the VizieR Catalogue Service. We did
not include any additional sources from the soft, medium,
hard, 0.5–7 keV single band run, or 2–7 keV single band run
that fulfill ML > 5. Our simulations show that including
these additional sources with such a low maximum likeli-
hood threshold in individual bands increases the spurious
source fraction significantly. We therefore list only objects
based on the joint source detection run of the three subbands
that fulfill (internal) ML0.5−7 keV > 5.
This catalog contains 626 detected sources, of which
506 are located within the deep Subaru imaging region.
Based on our simulated data, we conclude that 19 per
cent of all catalog entries are false detections. Considering
only the deep Subaru imaging area the spurious source
fraction drops to 15 per cent. We significantly increase
the completeness to 61 per cent for objects with at least
four counts, ∼85 per cent for objects with seven counts or
more, and >95 per cent for sources with at least 12 counts.
These numbers are based on considering all simulated input
sources that have at least four counts in the total (added)
observation and are located within the deep Subaru imaging
region. Compared to the main source catalog, the total
number of detected sources is increased by almost 40 per
cent (174 objects). These additional sources contain a
spurious source fraction of nearly 50 per cent. We therefore
do not consider source detection runs with lower internal
ML thresholds as scientifically meaningful. We emphasize
again that due to the significant number of spurious sources
in the catalog, it should not be used select X-ray sources or
to increase the sample size of X-ray-selected objects.
Figure 11. Flux histogram of the Chandra/AKARI NEP field
sources selected with an internal threshold of ML = 9.5 and
covered by the deep Subaru imaging data.
6 DISCUSSION
In this section we characterize the properties of the X-ray
sources and the survey. We will focus only on the sources
that are detected within the deep Subaru imaging region.
Figure 11 shows the observed source flux distribution.
The histogram indicates the sensitivity limit of our survey
in each energy band. The observed source flux distribution
agrees well with the derived sensitivity maps in different en-
ergy bands. For example, our source detection falls short on
detecting sources below f0.5−7 keV ∼ 10
−14.4 erg s−1 cm−2
and f0.5−2 keV ∼ 10
−15 erg s−1 cm−2 respectively. At the
same fluxes the sensitivity maps in the different energy
bands (see Fig. 10) reach the maximum survey area. Fur-
thermore, Fig. 11 demonstrates that we detect sources down
to, e.g., f0.5−7 keV ∼ 10
−15 erg s−1 cm−2. This limit agrees
also well with our derived sensitivity limit in this energy
band.
6.1 log N – log S
To verify the accuracy of our sensitivity maps using an addi-
tional method, we create log N – log S plots of different re-
alizations of our simulated data sets in the Chandra/AKARI
NEP field. We directly compare the log N – log S relations of
the simulated input table versus the recovered (emldetect)
source list of this input table over two different simulations.
The log N – log S relation of the input source list can be
calculated simply assuming a survey area twice as large as
the geometrical area of the Subaru region (for the two sim-
ulations) at all fluxes.
The log N – log S relation of the output list can be
calculated by:
N(> S) =
∑
Si>S
Ωavail.(Si)
−1, (6)
where Ωavail.(Si) is the available survey area for the flux limit
at or fainter than Si over two simulations (see Fig. 10).
In order to verify our sensitivity map, we compare the
log N – log S curves of the detected sources from the sim-
ulated data set with that of the input source list. Figure 12
shows that the log N – log S curve of the input catalog and
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Figure 12. Cumulative number counts per area based on simu-
lated data for the 0.5–2 keV and 2–7 keV band, respectively. The
log N – log S relation shown in black use the emldetect source
list of simulated data and the available area considering the sen-
sitivity maps in the corresponding energy band. In addition, we
show in gray the log N – log S relation based on the simulated
input table and the total area of our survey. For both cases, we
only consider the survey area that overlaps with the deep Subaru
imaging data. The error bars represent 1σ uncertainties. The data
presented here combine two simulated data sets.
detected sources from the simulated data sets agree within
1σ with that of the input catalog down to 5.5 × 10−16 and
1.3 × 10−15 erg s−1 cm−2 for the 0.5–2 and 2–7 keV bands,
respectively. Consequently, this consistency check demon-
strates that our sensitivity map correctly represents the
properties of the survey down to the flux limits shown above.
Figure 13 presents the log N – log S plot of the real
data in the 0.5–2 keV and 2–7 keV bands, respectively, us-
ing the final source catalog and the corresponding sensitiv-
ity maps. We compare the derived log N – log S curves of
our survey to other published works: the 1.8 Ms Chandra
COSMOS survey (Elvis et al. 2009) and the ∼4 Ms Chan-
dra Deep Field South survey (CDF-S; Lehmer et al. 2012).
To directly compare these surveys with our work, one has
to account for different assumptions in computing the fluxes
and different definitions of the energy bands. Consequently,
we adjust the fluxes of the other surveys in such a way that
they correspond to our Galactic-absorption corrected fluxes
in the 0.5–2 keV and 2–7 keV bands based on Γ = 1.4.
However, Lehmer et al. (2012) use a mix of individual pho-
ton indices for some sources, while for other sources they
rely on the assumption that Γ = 1.4 as well. This limitation
should be kept in mind, when comparing the CDF-S data
with our survey.
The log N – log S curves of the different surveys are
similar (Fig. 13). Above fX ∼ 5 × 10
−15 erg s−1 cm−2, all
surveys agree within their combined 1σ uncertainties. Below
this flux, our derived cumulative number density is ∼25 per
cent higher than that of the CDF-S and ∼12 per cent higher
than that of the COSMOS survey. The difference in log N
– log S between COSMOS and CDF-S is similar to the
one between our survey and COSMOS in the soft band.
The deviations of our log N – log S curves from those of
COSMOS/CDF-S over the statistical error may thus be ex-
plained by field-to-field variation (cosmic variance). We also
compute the log N – log S relation for the whole Chan-
Figure 13. Cumulative number counts per area in the Chan-
dra/AKARI NEP field (black solid line with data symbols; real
data; deep Subaru imaging region only), the Chandra COSMOS
field (gray solid line), and the Chandra Deep Field South survey
(gray dotted line). For each survey, we show the log N – log S
relation for the 0.5–2 keV and 2–7 keV band. We do not show the
error bars for the COSMOS and CDF-S survey, to preserve the
clarity of the figure. However, the individual uncertainties are ex-
pected to be approximately the same as for the Chandra/AKARI
NEP data.
dra/AKARI NEP deep survey and when excluding the re-
gions around the two obvious galaxy clusters. All derived
log N – log S relations agree well within their 1σ statistical
uncertainties.
6.2 NH Column Densities from Hardness Ratios
Hardness ratios are the simplest tool to determine the spec-
tral energy distribution in the X-ray regime. In addition,
hardness ratios are commonly used to derive a first esti-
mate of the absorbing column density (NH) present in X-
ray sources (e.g., Cappelluti et al. 2009; Krumpe et al. 2007,
their Sect. 4.4). We follow this approach and simulate the
expected range of hardness ratios corresponding to a range
of values of intrinsic NH for a grid of redshifts (z = 0.0−3.0;
∆z = 0.3).
We use an X-ray spectral model (with Γ = 1.8) for
Compton-thick toroidal reprocessors, specifically the my-
torus model of Murphy & Yaqoob (2009), to account for
Compton-reflected emission. This model assumes a ”donut”
morphology for the absorbing torus; it is homogeneous, of
uniform density, and its half-opening angle is fixed to 60 deg.
We assume full-covering absorption by an edge-on torus, in
addition to the Galactic column. We also include a soft X-ray
power-law whose photon index is tied to that of the primary
hard X-ray power law. Such a component is frequently ob-
served in Compton-thick absorbed Seyferts (e.g., Lira et al.
2002), and is commonly modeled as scattered power-law
emission off diffuse, optically-thin gas. We assume an op-
tical depth of τ = 0.02 (e.g., Bianchi & Guainazzi 2007).
However, the computed hardness ratios in the 0.5–2 and 2–
7 keV band are degenerate with NH. With increasing column
density, the hardness ratio increases at first (as expected),
but above a redshift-dependent value of NH, the hardness ra-
tio decreases. We break this degeneracy by considering only
values of NH on the increasing part of the hardness ratio
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function (e.g., up to 6.3× 1022 cm−2 at z = 0 or 1.6 × 1024
cm−2 at z = 3). This method is justified because we do
not expect to be able to detect extremely-absorbed X-ray
sources in our moderately deep overlapping observations.
An additional caveat of using the mytorus model is its
built-in hard lower limit of NH = 10
22 cm−2. We therefore
also compute the hardness ratios from a simple full-covering-
absorption power law (Γ = 1.8). Both models agree very
well within the transition region of a few ×1022 cm−2. We
thus use the hardness ratio predictions from our mytorus
model for corresponding values of NH above 10
22 cm−2, and
hardness ratio from the simple absorbed power law for values
of NH below 10
22 cm−2.
Based on the u∗-band (CFHT/MegCam), B, V ,
Rc, i
′, z′-band (Subaru/Suprime-Cam), J , and Ks-band
(KPNO/Flamingos) images, Hanami et al. (2012) (hereafter
H12), provide photometric redshifts of 56,000 z′-detected
galaxies. For a few hundred IR sources, we also have spec-
troscopic redshifts from the team’s Keck DEIMOS and
Subaru FOCAS observations (Takagi et al. in prepara-
tion). Spectroscopic redshifts from the MMT Hectospec
observations, emphasizing bright sources in the AKARI
NEP Wide field (Shim et al. 2013), are also included. Ad-
ditional data sets have been obtained after the analysis
by Hanami et al. (2012). This includes CFHT WIRCAM
YJK images (Oi et al. 2014) and Hectospec optical spec-
tra (Shim et al. 2013), and further Keck DEIMOS, Subaru
FMOS, and GTC OSIRIS observations. These data sets will
be used in our future studies.
Using our final matching radius definition (Sect. 5.2),
we cross-identify all X-ray detected sources with IR objects.
In the rare cases (4 X-ray sources) that two IR objects fall
within the X-ray matching radius, we consider the object
that is brighter in the r-band to be the counterpart. This
is justified because relatively brighter objects have a much
lower surface density than fainter objects. Consequently, a
brighter object has a higher probability to be the true coun-
terpart compared to a fainter source. A more sophisticated
approach (also considering the offset distance) will be taken
in the future paper (Miyaji et al., in preparation). Roughly
60 per cent of all the 377 X-ray sources in the deep Subaru
imaging region have AKARI -IR counterparts. Their redshift
distribution is shown in Fig. 14.
We use the redshift information for our sources to de-
rive column density NH, based on the hardness ratio method
described above. In order to not bias our study against ab-
sorbed AGN, we include in Fig. 15 all X-ray sources that
have a signal-to-noise ratio of larger than 3 in the 2–7 keV
band (i.e., (f2−7/∆f2−7) > 3). This approach allows us to
also include objects that are very weak or not detected in the
0.5–2 keV band. The overall distribution of NH does not sig-
nificantly change when we moderately increase or decrease
the signal-to-noise ratio.
Considering the uncertainties on NH, 40 per cent of the
X-ray sources are consistent with column densities NH 6
1021 cm−2. Half are consistent with absorption above a value
of NH = 10
22 cm−2. The distribution in NH for X-ray-
absorbed objects peaks around a few ×1022 cm−2. However,
we expect that the location of the peak is subject to our
limit in sensitivity in NH, as the Chandra/AKARI survey is
only moderately deep.
Figure 14. Redshift distribution of the IR counterparts of our X-
ray sources. The redshifts are obtained mainly from photometric
redshifts, but also from some spectroscopic observations.
Figure 15. Histogram of the column density NH for X-ray
sources with IR counterparts and (f2−7/∆f2−7) > 3. NH val-
ues are estimate from the X-ray hardness ratios and the redshift
information of the IR counterparts. The objects denoted by the
gray line have observed hardness ratios larger than the maximum
predicted hardness ratio from our mytorus model. We assigned
these object the value of NH that corresponds to the maximum
predicted hardness ratio of our mytorus model.
6.3 Cross-identification between X-ray and
Optical Regime
We identify optical counterparts of our X-ray sources in the
Subaru z′- and Rc-band. We consider again the brightest
r-band object as the most likely counterpart, if more than
one optical source falls within the X-ray matching radius.
Figure 16 shows the cumulative fraction of cross-
identified X-ray sources normalized to the total number of
X-ray sources (377 objects) as a function of z′- and Rc-
band. For comparison purposes, we show the distribution of
all z′-band objects (including X-ray undetected ones) as a
function magnitude as well (normalized to the total number
of z′-band objects). The fraction of cross-identified optical
sources does not increase significantly beyond z′- and Rc-
magnitudes ofm ∼ 28. It saturates at 77 per cent and 83 per
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Figure 16. Cumulative fraction of optical counterparts vs. op-
tical magnitude. The black solid and dotted line represent the
cumulative fraction of cross-identified X-ray sources with z′-band
and Rc-band objects, respectively. We use our final matching cri-
terion given in Sect. 4.3.1. We only consider X-ray sources within
the deep Subaru imaging region and an internal detection thresh-
old ofML = 9.5. The gray solid line shows the fraction of Subaru
z′-band sources with a magnitude equal or brighter the chosen
value. For illustration purposes, we do not show data fainter than
m ∼ 29 where the z′-band sources (only) curve naturally ap-
proaches 1.
cent for objects in the z′- and Rc-band, respectively. Below
m ∼ 26, the z′-band is more efficient in identifying an op-
tical counterpart of X-ray sources than the Rc-band. In the
same magnitude range, the distribution of the cumulative
fraction of X-ray sources with optical counterparts follows
the general magnitude distribution of all z′-band Subaru
sources.
6.4 Cross-identification between X-ray and
Infrared Regimes
Having our X-ray source catalog, X-ray sensitivity, and X-
ray upper limit maps, we perform a cross-matching with
IR-selected AGN candidates by Hanami et al. (2012) (H12),
who performed MIR SED fits based on the AKARI data. A
major part of the analysis in H12 puts emphasis on objects
that have been detected in at least three of the 7, 9, 11, 15,
18, and 24 µm bands in the AKARI NEP deep data out
of their z′-band selected galaxy catalog with photometric
redshifts of z > 0.4. This sample has been produced in-
dependently from the published AKARI NEP deep survey
source catalog by Takagi et al. (2012).
In constructing their catalog, IR sources from regions
around very bright objects are excluded to avoid any
misidentification of the noise or tails of bright objects. Fur-
thermore, sources with mz′ < 18 are excluded, as they might
be saturated in the AKARI MIR data. Since most objects
detected with AKARI have infrared luminosities of approx-
imately LIR & 10
10L⊙, H12 referred to this sample as their
“Luminous Infrared Galaxies” (LIRGs), without imposing a
hard cut in the IR luminosity of > 1010L⊙. Among those
“LIRGs”, H12 searched for signatures of AGN. In our sub-
sequent analysis, we use a slightly updated version of their
Table 2. Cross-identification of IR-selected AGN with X-ray
sources
object IR-pure AGN IR AGN/SB mixa IR-SBs
class fAGN = 1 0.05 6 fAGN < 1 fAGN = 0
total LIRG [#] 42 213 (177) 149
in X-ray [#] 16 43 (43) 5
in X-ray [%] 38 20 (24) 3
aThe numbers in parentheses are from excluding objects that
cannot be detected even if the AGN are unabsorbed (see text).
z > 0.4 LIRG sample, involving newer photometric measure-
ments. Hereafter, we refer to the updated sample of z > 0.4
“LIRGs” selected by these criteria simply as the LIRGs.
As described in H12, we fit the MIR data with Spectral
Energy Distribution (SED) models that allow for a mix-
ture of host galaxy and AGN emission. Each SED of the
LIRGs is modeled by a series of starburst (SB) models from
Siebenmorgen & Kru¨gel (2007) and an AGN dusty torus
component from the SWIRE library (Polletta et al. 2007).
For each object, we have also computed the IR rest-frame
luminosities of the AGN and SB contributions LIR,AGN and
LIR,SB by integrating the fitted AGN and SB model SEDs
from 8–1000 µm (rest-frame), respectively. We then define
the “AGN fraction” (fAGN) as the fraction of the total rest
frame 8–1000 µm luminosity that comes from the dusty
torus in the fit. Note that the short end of the used wave-
length range contributes most to the constraints on the
value of fAGN since starburst galaxies without AGN activity
have an emission dip around 3–8 µm (rest-frame). In other
words, the LIR,AGN specifies only the contribution from the
AGN and not the combined IR luminosity of the AGN and
the host galaxy. Consequently, for objects with fAGN = 0,
LIR,AGN = 0.
We use the AGN fraction to classify the LIRGs into
three subgroups. The first contains objects in which the MIR
SED is explained exclusively by AGN activity (fAGN = 1.0;
hereafter, IR-pure AGN). In the second group, we include
all objects that require an additional starburst component
in their SED, but their AGN contribution is still significant
(0.05 6 fAGN < 1.0; hereafter, IR AGN/SB mix). For com-
parison, we also define a third group, which has fAGN = 0,
i.e., the observed IR SED of these objects is explained en-
tirely by a starburst SED, and no IR AGN activity is de-
tected.
Using our final matching radius definition (Sect. 5.2),
we determine how many IR-selected sources in each sub-
category are detected in the X-rays as well. The results are
given in Table 2. When we offset the R.A. coordinate by +30
arcsec, no matching IR-selected object is found in any cat-
egory. IR-selected AGN with fAGN = 1 represent the group
with largest fraction of X-ray detections. The X-ray detec-
tion rate decreases with decreasing AGN fraction. Since the
vast majority of the X-ray sources are AGN, this indepen-
dently confirms that the IR AGN selection method of H12
is able to select AGN successfully over a wide range of red-
shift and luminosity, based only on AKARI IR SED-fitting.
In particular, the extremely small fraction of X-ray sources
among fAGN = 0 LIRGs shows that MIR SED-fitting uti-
lizing the full AKARI MIR photometric bands is very ef-
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ficient in separating non-AGN LIRGs from those that are
(partially) powered by AGN.
A significant fraction of the IR-pure AGN and IR
AGN/SB mix (fAGN > 0.05) LIRGs still do not have X-ray
counterparts. These may be due to the fact that: (a) AGN
are highly absorbed in X-rays by (dusty or non-dusty) gas
or (b) our X-ray sensitivity at their location is not sufficient
to detect them. Our main scientific interest is the popula-
tion of AGN that falls into category (a). A full assessment
is beyond the scope of this paper, but will be discussed in
paper II (Miyaji et al. in preparation).
Like the LIR,AGN, the hard band (2–7 keV) luminos-
ity is also a good proxy of the AGN luminosity in the X-
ray regime. It is less affected by intrinsic absorption at the
source than the 0.5–7 keV band, unless the absorbing col-
umn density is NH & 10
23.5 cm−2. We compute the ratio of
the 2–7 keV and IR AGN luminosities. For simplicity the
K-correction of the X-ray flux to luminosity conversion as-
sumes a pure power-law spectrum with a photon index of
Γ = 1.8. Because the absorbed AGN in our sample have sig-
nificantly different spectra, we use this K-correction (as well
as count-rate to flux conversion assuming Γ = 1.4) for the
purpose of the subsequent plots to obtain the “observed” X-
ray luminosities LX. On the other hand, the correct count
rate to flux conversion and K-corrections based on a model
spectrum of an AGN with NH = 10
24 cm−2 are used to draw
corresponding model lines.
In Fig. 17, we show the ratio of observed 2–7 keV lu-
minosity and LIR,AGN as a function of intrinsic column den-
sity estimated from the observed X-ray hardness ratios. All
objects have a median X-ray to IR AGN luminosity ratio
of 〈LX/LIR〉 = 0.09 with a scatter within a factor of 2
when considering 68 per cent of all plotted objects. No sig-
nificant difference in the distributions of LX/LIR between
IR-pure AGN (fAGN = 1) and IR AGN/SB mix objects
(0.05 6 fAGN < 1) is found.
An interesting quantity to derive from Fig. 17 is the
median X-ray to IR AGN luminosity ratio for X-ray unab-
sorbed populations in IR-selected AGN with fAGN = 1 (IR
SED can be purely explained by AGN activity). Since most
of the objects with NH < 10
22 cm−2 are consistent with
unabsorbed column density, we apply this cut for our sam-
ple selection. Restricting ourselves to only fAGN = 1 AGN
minimizes the uncertainty of the IR luminosity. The median
LX/LIR for the sample of six objects that fulfill our criteria
is 0.11.
The primary science driver for this survey is the identifi-
cation of Compton-thick AGN candidates. A detailed quan-
titative study of the Compton-thick AGN population is the
topic of a future paper (Miyaji et al., in preparation). Here,
we make a quick-look analysis to select the Compton-thick
AGN candidates based on the comparison between LX and
LIR,AGN, assuming that the AGN IR-dusty torus component
is unabsorbed and isotropic.
Figure 18 (left panel) shows the observed hard (2–7
keV) X-ray luminosity vs. AGN IR luminosity for the IR-
pure AGN (fAGN = 1). For IR-selected AGN that do not
have a detected X-ray counterpart, we use the 90 per cent
confidence upper flux limit to compute an upper limit on the
2–7 keV luminosity. Figure 18 also shows the constant line
LX/LIR = 0.11, representing our X-ray unabsorbed AGN
in the LIRG sample with fAGN = 1. We find three IR-pure
Figure 17. Ratio of AGN X-ray luminosity over AGN IR lumi-
nosity as a function of column density NH. The plot includes IR-
selected objects with AGN activity that have also been detected
in the 2–7 keV band (internal threshold ofML ∼ 9.5). Only X-ray
sources with (f2−7/∆f2−7) > 3 are shown. Diamonds represent
AGN with fAGN = 1 (IR SED purely due to AGN activity),
while stars indicate AGN with 0.05 6 fAGN < 1. The horizontal
lines show the 1σ uncertainties in NH. For illustration purposes,
we show the uncertainties on the ratio of X-ray to IR luminos-
ity based on the error of the X-ray luminosity for the fAGN = 1
AGN only. The objects plotted in gray have observed hardness
ratios larger than the maximum predicted hardness ratio from
our mytorus model. We assigned these objects the value of NH
that corresponds to the maximum predicted hardness ratio of our
mytorus model.
AGN which are also detected in the X-rays and have spec-
troscopic data. These objects are classified as type I AGN
(broad emission lines in the optical spectra). We show their
location in the diagram. Type I AGN, as well as the X-ray
detected objects for which we have only photometric red-
shifts (small squares), scatter around the derived median
X-ray to IR-selected AGN luminosity ratio for unabsorbed
AGN (〈LX/LIR〉 = 0.11).
We compute the ratio of LX/LIR corresponding to
NH = 10
24 cm−2 with our mytorus model as explained
above. Because of the K-correction, this ratio depends on
redshift, thus we calculate the ratio for z = 0.5, 1.0, and
1.5. We consider a real Chandra ACIS response matrix and
the model X-ray spectrum (mytorus) to calculate the de-
crease in the 2–7 keV count rate due to absorption. Then
the decrease in the count rate is converted into a decrease
in the observed X-ray luminosity to yield the lines with
NH = 10
24 cm−2 in Fig. 18.
The upper limits of LX/LIR for the X-ray non-detected
IR-pure AGN have a median value of 0.017, which is close
to the value expected from those with NH = 10
24 cm−2.
The median redshift of the IR-selected AGN without X-ray
detections is 〈z〉 ∼ 1.0. We also encode the redshift of the in-
dividual sources in the thickness of the arrows in Fig. 18 (in-
creasing thickness = increasing redshift). The most promis-
ing Compton-thick candidates are the objects that have a
ratio of LX/LIR consistent with the presence of intrinsic col-
umn densities NH > 10
24 cm−2 at the object’s redshift. Con-
sequently, we call those objects strong Compton-thick AGN
candidates and those with upper limits of the LX/LIR ratios
indicating lower amount of absorptions possible Compton-
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Figure 18. Left: Infrared (8–1000 µm) AGN rest-frame luminosity vs. hard (2–7 keV) observed X-ray luminosity. All objects shown have
IR-SEDs purely explainable by AGN activity (fAGN = 1). The different symbols represent: triangles – spectroscopically-confirmed type I
AGN (broad emission lines), diamonds – objects with optical spectra that do not show broad emission lines, small squares – IR-selected
AGN that are also detected in the 2–7 keV band with photometric redshifts (Hanami et al. 2012) only, downward arrows – IR-selected
AGN that do not have a detection in the 2–7 keV band (internal threshold of ML ∼ 9.5). For these objects, we use the 90 per cent
confidence upper flux limit (see Sect. 5.4) in the 2–7 keV band. The thickness of the arrows encodes the redshift (continuous distribution)
of the source. The black dotted line shows the correlation between the AGN IR luminosity and the X-ray luminosity (〈LX/LIR〉 = 0.11).
The gray lines show for different redshifts the expected attenuation of the 2–7 keV X-ray luminosity caused by an intrinsic absorption
of NH = 10
24 cm−2 using our mytorus model. Right: IR-selected objects where the AGN contribution to the total 8–1000 µm (IR)
rest-frame luminosity is 0.05 6 fAGN < 1.
thick AGN candidates, i.e., those that can have NH > 10
24
if the LX is lower than the observed upper limit. For those
objects, deeper X-ray observations could determine whether
they are strong Compton-thick AGN candidates or not.
Among the 26 IR-selected AGN with no X-ray detec-
tions (Fig. 18, left panel), we identify 10 (total sample: 42
IR-selected AGN) strong Compton-thick AGN and 16 pos-
sible Compton-thick AGN candidates. In addition, two IR-
selected AGN that are detected in the X-ray fulfill the se-
lection criterion for a strong Compton-thick AGN candi-
date. Therefore, roughly 30 per cent of all IR pure AGN
(fAGN = 1) are strong Compton-thick AGN candidates.
This is in agreement with Brightman & Ueda (2012) who
estimate that the Compton-thick AGN fraction at a red-
shift of z ∼ 1 − 4 is about 40 per cent based on data from
the CDF-S. Since the X-ray flux limit is known as a function
of the position, we can count how many of them could not
have been detected in 2–7 keV, even if it were not absorbed
in X-rays, i.e., if LX/LIR,AGN = 0.11. None of the IR-pure
AGN falls in that category.
We create the same figure for the IR AGN/SB mix ob-
jects (0.05 6 fAGN < 1; Fig. 18, right panel). This sam-
ple contains 170 IR-selected AGN with no X-ray detec-
tions. Their median 〈LX/LIR,AGN〉 = 0.031. In comparison
to Fig. 18 (left panel), these objects also have lower IR and
X-ray luminosities.
Our sensitivity map shows that the X-ray limiting flux
at the locations of 36 out of the 170 IR AGN/SB mix objects
would also not been detected even if these AGN were unab-
sorbed. Consequently, excluding these 36 objects, the X-ray
detection fraction among the IR AGN/SB mix is 24 per
cent. These numbers are shown in Table 2 in parentheses.
In these 170 non-X-ray-detected IR AGN/SB mix objects,
we find 15 strong Compton-thick AGN candidates and 119
possible Compton-thick AGN candidates.
7 SUMMARY
We present the data reduction, source catalog, sensitivity
maps, 90 per cent confidence upper flux limit maps, and
first analysis of the 300 ks Chandra survey in the AKARI
North Ecliptic Pole deep field. The IR Camera onboard
AKARI provides near-IR (NIR) to mid-IR (MIR) measure-
ments with continuous wavelength coverage over 2–25 µm
in 9 filters. This fills the 9–20 µm gap between the Spitzer
IRAC+MIPS instruments, and allows efficient selection of
AGN at 0.5 . z . 1.5 in the IR. The AKARI NEP deep field
is one of the deepest surveys ever achieved at ∼15 µm, and is
by far the widest among those with similar depths. Extensive
multi-wavelength follow-up data from radio, sub-millimeter
(Herschel), far-infrared, near-infrared, optical, and UV cover
the AKARI NEP deep field.
Our Chandra observations further extend the wave-
length coverage in this field to the X-rays. We use a dense
ACIS-I pointing pattern to utilize the sharp Chandra PSF
over the field to provide unambiguous identification. The to-
tal area covered by our Chandra mosaicked survey is ∼0.34
deg2. Deep optical and near-infrared imaging has been ob-
tained with Subaru/Suprime-Cam and covers the central
∼0.25 deg2.
Our source detection algorithm uses a PSF-fitting code,
based on the XMM-Newton Science Analysis System, which
performs joint (simultaneous) Maximum Likelihood fits on
each candidate source in sets of input images from several
overlapping observations, and in multiple energy bands, ac-
counting for the appropriate PSF model in each case. We
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determine the optimal parameters for source detection by
extensively testing our algorithm with simulated data sets.
We implement several improvements compared to previously
used versions of the code. As primary input, our algorithm
uses three energy bands (0.5–2, 2–4, 4–7 keV) for each indi-
vidual ACIS-I pointing. At the same level of spurious source
fraction, we show that source detections (involving joint
multi-PSF fittings) in subbands are preferred over a sin-
gle broad band covering the same energy range. In addition,
we demonstrate that the maximum likelihood threshold has
to be calibrated by the spurious source fraction when using
different numbers of detection bands and energy ranges.
The final source catalog yields in total 457 sources, of
which 377 fall within the deep Subaru/Suprime-Cam imag-
ing region. Based on the simulated data sets, we estimate a
spurious detection rate of only ∼1.7 per cent, and determine
the optimal matching radius for each source to identify the
corresponding counterpart in other wavelength ranges. We
also list the properties of the sources in all bands. If sources
are not detected in a certain band, we give the 90 per cent
confidence upper flux limits, based on a Bayesian approach.
We also produce sensitivity maps and 90 per cent confidence
upper flux limit maps in each energy band. In addition, we
generate a source catalog with a much lower maximum like-
lihood threshold. Since this catalog contains a much larger
fraction of spurious detections, it is only of interest when
one wants to exclude potential X-ray-emitting objects from
a sample with a high completeness. Both catalogs and all
maps are publicly available. We describe their format in de-
tail.
Roughly 60 per cent of the X-ray sources have AKARI
mid-IR counterparts. For those sources, we also have red-
shift information, and derive column density estimates based
on the measured hardness ratios in the 0.5–2 and 2–7 keV
bands. In the X-rays, we recover 38 per cent of the IR-
selected AGN whose IR-SEDs originate only from AGN
emission, and 20 per cent of the IR AGN in which a mixture
of host galaxy starbursts and AGN is required for the MIR
SED fits. The fraction decreases to 3 per cent if we consider
those objects without any sign of AGN activity based on
their MIR SED. We find a tight correlation between the 2–
7 keV X-ray luminosity and the IR AGN luminosity. This
confirms that the AKARI data in the NEP deep field are a
powerful tool to identify successfully AGN over a wide range
of redshift and luminosity.
Among the 42 IR-selected AGN (IR-SED exclusively
explained by AGN activity), roughly 30 per cent are strong
Compton-thick AGN candidates, where an absorbing col-
umn of NH > 10
24cm−2 is suggested by LX/LIR,AGN, while
another 16 objects are possible Compton-thick AGN, which
are also not detected in X-rays, but the upper limits to
LX/LIR,AGN do not necessarily imply a Compton-thick col-
umn density. In the case of the IR-selected AGN that re-
quired an AGN and galaxy component to explain their
IR-SED, only around 7 per cent (15 objects) are strong
Compton-thick AGN candidates. However, 119 objects in
this AGN subsample (∼55 per cent) qualify as possible
Compton-thick AGN. Deeper data are needed to verify them
as strong Compton-thick AGN candidates. A detailed quan-
titative analysis of the Compton-thick AGN populations
among the MIR selected AGN implied by our dataset is
a topic of a future paper (Miyaji et al., in preparation).
The recently launched NuSTAR satellite
(Harrison et al. 2010) is able to directly image X-rays
above 10 keV. The results from NuSTAR are also expected
to significantly expand our knowledge of the nature of
Compton-thick AGN at cosmological distances. NuSTAR
is limited in sensitivity. Thus, E . 10 keV X-ray and MIR
diagnostics, as presented in this paper, will keep playing
a complementary role in the census of Compton-thick
accretion.
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APPENDIX A: COMPARING A JOINT
DETECTION IN 3 SUBBANDS WITH A
SINGLE-BAND RUN
A1 Details on the Origin of Divergent ML Values
In Section 4.2.4, we point out that the value of the detec-
tion likelihoodML cannot be used blindly for different num-
bers of energy (sub)bands. Instead it should be calibrated by
aiming for the same spurious source fraction using simulated
data sets. In the following, we use such calibrated source de-
tection runs with different numbers of subbands but covering
the same energy range. The issue arises because likelihoods
from different bands are combined and then normalized to
two degrees of freedom (see Eq. 1 and Sect. 4.2.3). This nor-
malization of the final ML is always applied, even in the
case of a single broad band detection run.
Figure A1 illustrates the problem for two source detec-
tion runs that cover an identical energy range, but where
one uses a joint 3-subband detection while the other uses
a single energy band detection. Figure A1 shows that for
bright sources, the ML values of both methods follow a 1:1
Figure A1. Comparison of the maximum likelihood values for
the same simulated input sources (true sources) based on a 0.5–7
keV source detection using a single band and a joint detection run
in 3 subbands (0.5–2, 2–4, 4–7 keV). The y-axis shows the dif-
ference between the likelihood values from 3-subband vs. a single
broad energy band.
correlation. Only for faint sources do both ML values devi-
ate significantly. The joint 3-subband detection run returns
lower ML values on average than the single-band detection
for the same simulated input source.
Each subband contributes one additional degree of free-
dom to the PSF fits (the source flux in that band). The nor-
malization to two degrees of freedom thus results in a larger
downward correction of the likelihoods in the case of our 3
band detection run as compared to the single-band run. We
suspect, however, that the likelihood normalization intro-
duces an over-correction to the likelihoods of faint sources,
since subbands that contain no counts at all in the source
extraction region do not justify an additional degree of free-
dom. The algorithm reaches its limitation if i) an object is
too faint to contain a count in a certain subband or even
in several subbands or ii) the number of background counts
in a subband is too low (or even zero). Simulating different
levels of background and source counts, we verify that the
applied procedure works correctly in the case of large num-
bers of background counts in single bands. For small count
numbers, the likelihood values have to be calibrated by sim-
ulations. One should thus not compare the number of source
detections from different source detection runs in different
surveys, or even within the same survey, only based on the
ML threshold value.
The problem is not as prominent in XMM-Newton data,
as these data have a much higher background and the in-
strumental PSF is much larger. Each subband thus has a
higher chance to contain, within an area of 80 per cent of the
PSF, enough background counts to justify the assumption.
In our case of having very sharp Chandra PSFs, with low
background, and multiple overlapping pointing for a single
source in which the individual pointings have rather low ex-
posure time (therefore low counts), the issue is recognizable
for faint sources. However, as mentioned before, we can cor-
rect for this by normalizing different source detection runs
to the same spurious source fraction.
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Figure A2. Left: Ratio of detected sources in 3 subbands over one single-band source detection (solid and dashed line) as the function
of 0.5–8 keV simulated input flux. The solid and dashed lines represent different simulated data sets. Due to illustration purposes, we
cut the y-axis at 1.8, although in the case of Simulation A, the y-value for the bin around 1.5× 10−15 erg s−1 cm−2 is 3.0. The dotted
line shows the detection ratio of sources from the 3-subband run over the total number of simulated input sources that have at least four
counts when adding all our pointings. The dotted line represents the average from Simulation A + B. Right: The same ratios are plotted,
but this time as a function of the effective photon index Γ of the simulated input source. At Γ ∼ 2.7, there was no detected source in the
single-band source detection run and one detected source in the 3-subband run. We therefore artificially rescale this value to 1.5 solely
for illustration purposes.
A2 Details on the Difference of Detected Sources
The 3-subband source detection run detects 5–10% more
sources than the single-band run. To understand the differ-
ence, we study the properties of the detected X-ray sources
for both methods. We are able to do so, as we can rely on
our extensive simulated data sets in which we have access
to the input flux, input counts, and effective photon index
Γ for each source. Instead of NH and intrinsic Γ, we use for
our simulations an effective Γ which represents the general
shape of the X-ray spectrum of the source.
Figure A2 (left) shows that the additional simulated
input sources detected by the 3-subband run are found at
fainter X-ray fluxes compared to the single-band run. The
3-subband run is more sensitive to detect weak, but true
simulated input sources. This happens at fluxes where the
overall fraction of detected sources, compared to all input
sources with at least four counts, drops significantly. Based
on our spurious source fraction criterion (∼2%) and first
simulations, we know that a source has to have approxi-
mately four counts to be contained in the final source catalog
even if it is observed on-axis.
Interestingly, these additional sources are found across
all values of effective Γ (Fig. A2, right). In other words,
it is not the case that the additional detected sources are
extremely soft or hard. We verify this finding by comparing
the 2–4/0.5–2 keV count rate hardness ratio to the 4–7/2–
4 keV hardness ratio for the detected sources. The sources
from a single broad energy run occupy the same area as the
additional (true) sources that are only detected in the joint
3-subband detection run.
Figure A2 (right) also shows that the source detection
algorithm recovers most simulated input sources at effec-
tive Γ ∼ 1.5 − 2.0. This range corresponds to unabsorbed
or only mildly absorbed X-ray sources. For these studies, we
only consider simulated input sources that have at least four
counts in the energy range 0.5–7 keV. The overall efficiency
of detecting strongly absorbed (effective Γ ∼ 0.0−0.5) simu-
lated input sources is significantly lower than for unabsorbed
sources.
To summarize, the joint (simultaneous) detection in
subbands is preferred over a detection in a single band cover-
ing the same energy range, as it detects more faint sources. A
likely explanation is that a faint source might be detectable
with a higher ML-value (higher contrast between source
counts and background) in a single subband, while a sin-
gle broad energy band contains relatively more background
resulting in a decrease in contrast.
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