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Attention is usually modelled by sequential fixation of peaks in saliency maps. Those maps code local 
conspicuity: complexity, colour and texture. Such features have no relation to entire objects, unless also 
disparity and optical flow are considered, which often segregate entire objects from their background. 
Recently we developed a model of local gist vision: which types of objects are about where in a scene. This 
model addresses man-made objects which are dominated by a small shape repertoire: squares, rectangles, 
trapeziums, triangles, circles and ellipses. Only exploiting local colour contrast, the model can detect these 
shapes by a small hierarchy of cell layers devoted to low- and mid-level geometry. The model has been 
tested successfully on video sequences containing traffic signs and other scenes, and partial occlusions 
were not problematic. 
A model of local gist vision has several advantages: (1) it is very fast, because it can exploit non-standard 
retinal ganglion cells instead of the more complex coding in area V1, (2) as for most low-level processes, it 
is parallel, (3) it can be used for global scene gist, biasing likely scenes by using detected objects, and 
already at semantic level, (4) the localized analysis, with object segregation, results in a spatial layout map 
for directing attention to objects, (5) it can serve reflexive behaviour, by a direct pathway in the dorsal data 
stream to the superior colliculus, which may also explain the phenomenon of blindsight, and (5) it can be 
used in the ventral data stream for a first object categorisation. 
[Supported by the Portuguese Foundation for Science and Technology (FCT) through the PIDDAC Program 
funds (ISR/IST plurianual funding) and EC project Neuro-dynamic (FP7-ICT-2009-6 PN: 270247) and FCT PhD 
grant to J. A. Martins (SFRH-BD-44941-2008)] 
  
 
 
