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HIGHER ARITY SELF-DISTRIBUTIVE OPERATIONS IN
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Abstract. We investigate constructions and relations of higher arity
self-distributive operations and their cohomology. We study the cate-
gories of mutually distributive structures both in the binary and ternary
settings and their connections through functors. This theory is also in-
vestigated in the context of symmetric monoidal categories. Examples
from Lie algebras and coalgebras are given. We introduce ternary aug-
mented racks and utilize them to produce examples in Hopf algebras. A
diagrammatic interpretation of ternary distributivity using ribbon tan-
gles is given and its relation to low dimensional cohomology is stated.
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1. Introduction
The main purpose of this paper is to investigate constructions and rela-
tions of self-distributive operations of arbitrary arity and their cohomology
theory. The binary case has been studied extensively in the literature under
the name of quandle, and its connections to low dimensional topology have
1
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been widely exploited, see for example [6,9]. The ternary self-distributivity
and its cohomology theory that generalizes the binary case have been also
studied [13,21]. In this paper we produce ternary operations from mutually
distributive binary operations. We study the categories of mutually distribu-
tive structures both in the binary and ternary settings and their connections
through functors.
The binary self-distributivity describes type III Reidemeister move on
knot diagrams. We present diagrammatic representation of ternary self-
distributivity by ribbon tangles and, by means of these diagrams, we relate
the binary and ternary cohomology theories. We provide the relation be-
tween the binary cohomologies of the mutually distributive operations and
the ternary cohomology of the operation they produce, in diagrammatic and
purely algebraic form.
Higher arity self-distributivity is also investigated in the context of sym-
metric monoidal categories. In the same guise as in [5] we proceed to in-
ternalize the property of (n-ary) self-distributivity in symmetric monoidal
categories. The procedure does indeed produce interesting examples of self-
distributive objects among coalgebras. Examples from Lie algebras, coalge-
bras and Hopf algebras are given.
This work is organized in the following manner. In Section 2 we recall
basic facts regarding binary and ternary racks. In Section 3 we introduce
functors (which we call doubling) from the binary and ternary mutually
distributive rack categories, to the categories of binary and ternary racks,
respectively. We use these functors to construct 2-cocycles which we call
doubled 2-cocycles. Section 4 is devoted to the passage from binary mutu-
ally distributive racks to ternary self-distributive racks. We exhibit a direct
construction of ternary cocycles from binary cocycles. In section 5 we close
the circle of functors relating binary and ternary operations by introducing
a construction that brings back from ternary to binary. We also discuss the
relations among these functors and interpret the construction geometrically.
In Section 6 we introduce the n-ary case and discuss the composition of arbi-
trary mutually distributive operations. This section provides a general point
of view of the preceding ones. We show in Section 7 that there is an action
of the braid group Bn on the set of mutually distributive n-ary operations.
Section 8 is devoted to the development of a purely categorical point of view
of n-ary self-distributivity, extending the previous results of [5]. We define
self-distributive objects in symmetric monoidal categories and constuct ex-
amples in the category of vector spaces. We describe a procedure to obtain
higher order self-distributive operations from Lie algebras. We also intro-
duce a higher order analogue of augmented rack that enables us to produce
Hopf algebra versions of group theoretic examples, such as the heap opera-
tion. We finish the section by commenting on further possible developments
on framed link invariants and a properadic point of view. In Appendix A
we study ternary extensions in terms of 2-cocycles and provide an explicit
method to construct 3-cocycles. Appendix B is devoted to the introduction
HIGHER ARITY SELF-DISTRIBUTIVITY AND COHOMOLOGY 3
of a new (co)homology theory that provides a refinement of the methods
developed in Section 4. Lastly, we defer some detailed computations related
to Lie algebras to Appendix C.
2. Preliminary
2.1. Basics of Racks. We review, for the convenience of the reader, some
basic definitions of shelves, racks and quandles and give a few examples.
This material can be found, for example, in [10,14,24].
Definition 2.1. A shelf X is a set with a binary operation (a, b) 7→ a ∗ b
such that for any a, b, c ∈ X, we have (a ∗ b) ∗ c = (a ∗ c) ∗ (b ∗ c).
If, in addition, the maps Ry : x 7→ x ∗ y are bijections of X, for all y ∈ X,
then (X, ∗) is called a rack.
A quandle is an idempotent (a ∗ a = a, for all a ∈ X) rack.
Example 2.2. The following are typical examples of quandles:
• A group G with conjugation as operation: a ∗ b = b−1ab, denoted by
X = Conj(G), is a quandle.
• A group G with the operation a ∗ b = ba−1b is a quandle called the
core quandle.
• Any Λ(= Z[t, t−1])-module M is a quandle with a ∗ b = ta+ (1− t)b,
for a, b ∈M , and is called an Alexander quandle.
A rack homomorphism f : (X, ∗)→ (X ′, ∗′) is a map satisfying f(x∗y) =
f(x) ∗′ f(y) for all x, y ∈ X. The category of racks is denoted by R.
Let (X, ∗) be a rack and A be an abelian group. A function φ : X×X → A
is said to be a (rack) 2-cocycle if for all x, y, z ∈ X, the following holds
φ(x, y) + φ(x ∗ y, z) = φ(x, z) + φ(x ∗ z, y ∗ z).
Lemma 2.3 ([8]). Let (X, ∗) be a rack, A an abelian group, and φ : X×X →
A a 2-cocycle. Define an operation ∗ on X ×A by
(x, a) ∗ (y, b) := (x ∗ y, a+ φ(x, y)).
Then (X ×A, ∗) is a rack.
Rack and quandle 2-cocycles have been constructed from extensions [8],
polynomial expressions [1,22], determinants [23], and computer calculations
[27].
2.2. Ternary distributive structures. Ternary racks and quandles were
investigated in [13, 15, 21] and generalized further in [11]. Here we review
the basics of ternary racks and give some examples.
Definition 2.4. Let (X,T ) be a set equipped with a ternary operation
T : X ×X ×X → X. The operation T is said to be (right) distributive if it
satisfies the following condition for all x, y, z, u, v ∈ X,
T (T (x, y, z), u, v) = T (T (x, u, v), T (y, u, v), T (z, u, v)).
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In this paper all distributivity is from the right.
Definition 2.5. Let T : X×X×X → X be a ternary distributive operation
on a set X. If for all a, b ∈ X, the map Ra,b : X → X given by Ra,b(x) =
T (x, a, b) is invertible, then (X,T ) is said to be ternary rack.
Example 2.6. The following constructions are found in [13].
• Let (X, ∗) be a rack and define a ternary operation onX by T (x, y, z) =
(x ∗ y) ∗ z, for all x, y, z ∈ X. It is straightforward to see that (X,T )
is a ternary rack. Note that in this case Ra,b = Rb ◦Ra. We will say
that this ternary rack is induced by a (binary) rack.
In particular, if (X, ∗) is an Alexander quandle with x ∗ y = tx+
(1− t)y, then the ternary rack coming from X has the operation
T (x, y, z) = t2x+ t(1− t)y + (1− t)z.
• Let M be any Λ-module where Λ = Z[t±1, s]. The operation
T (x, y, z) = tx+ sy+ (1− t− s)z defines a ternary rack structure on
M . We call this an affine ternary rack.
In particular, consider Z8 with the ternary operation T (x, y, z) =
3x+ 2y+ 4z. This affine ternary rack given in [13] is not induced by
an Alexander quandle structure as described in the preceding item
since 3 is not a square in Z8.
• Any group G with the ternary operation T (x, y, z) = xy−1z gives
a ternary rack. This operation is well known and called a heap
(sometimes also called a groud) of the group G.
A morphism of ternary racks is a map f : (X,T )→ (X ′, T ′) such that
f(T (x, y, z)) = T ′(f(x), f(y), f(z)).
A bijective ternary rack endomorphism is called ternary rack automorphism.
We denote by T the category of ternary racks.
Let (X,T ) be a ternary rack and A be an abelian group. A function
ψ : X×X×X → A is said to be a ternary 2-cocycle if for all x, y, z, u, v ∈ X,
the following hold
ψ(x, y, z) + ψ(T (x, y, z), u, v)
= ψ(x, u, v) + ψ(T (x, u, v), T (y, u, v), T (z, u, v)).
This equation comes from extending the ternary operation T on X to a
ternary operation on X × A, also denoted by T , according to the following
definition, for all x, y, x, u, v ∈ X and for all a, b, c ∈ A,
T ((x, a), (y, b), (z, c)) := (T (x, y, z), a+ ψ(x, y, z))
and requiring its right distributivity. This is the content of Lemma 2.7.
Since it has not been found explicitly in literature, we include a proof and
a few other aspects of ternary abelian extensions in Appendix A.
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Lemma 2.7. Let (X,T ) be a ternary rack and A be an abelian group. Let
φ : X ×X ×X → A be a map. The set X × A with the ternary operation
given by
T ((x, a), (y, b), (z, c)) = (T (x, y, z), a+ ψ(x, y, z))
is a ternary rack if and only if the map φ satisfies the following ternary
2-cocycle condition
φ(x, y, z) + φ(T (x, y, z), u, v)
= φ(x, u, v) + φ(T (x, u, v), T (y, u, v), T (z, u, v)).
1
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Figure 1. Diagrammatic representations of a binary (left)
and ternary (right) operations
For a ternary distributive operation T on X, we also use the notation
x ∗ y := T (x, y0, y1),
where y = (y0, y1). Although strictly speaking T (x, y0, y1) is not equal to
T (x, (y0, y1)), no confusion is likely to happen by this convention. Further-
more, for x = (x0, x1), we use the notation x ∗ y to represent
(x0 ∗ y, x1 ∗ y) = (T (x0, y0, y1), T (x1, y0, y1)).
In this notation the ternary distributivity can be written as
(x ∗ y) ∗ z = (x ∗ z) ∗ (y ∗ z)
in analogy to the binary case.
Figure 1 depicts diagrammatic representations of binary and ternary op-
erations, on the left and on the right, respectively. See [10], for example, for
more details on diagrammatics for racks and their knot colorings.
We also recall the definition of homology of ternary racks [13]. De-
fine first Cn(X) to be the free abelian group generated by (2n + 1)-tuples
(x0, x1, . . . , x2n) of elements of a ternary rack (X,T ). Define the differentials
∂n : Cn(X) −→ Cn−1(X) as:
∂n(x0, x1, . . . , x2n)
=
n∑
i=1
(−1)i[(x0, . . . , xˆ2i−1, xˆ2i, . . . , x2n)
−(T (x0, x2i−1, x2i), . . . , T (x2i−2, x2i−1, x2i, ), xˆ2i−1, xˆ2i, . . . , x2n)].
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Definition 2.8. The nth homology group of the ternary rack X is defined
to be:
Hn(X) = ker∂n/im∂n+1.
By dualizing the chain complex given above, we get a cohomology theory
for ternary racks.
3. The doubling functor
In this section we describe a construction, called doubling, of operations
on X×X from two binary operations on X. Constructions of corresponding
2-cocycles are also presented.
3.1. Doubling binary operations. Sets with multi-distributive binary
operations have been investigated in [24]. Specifically, the following con-
dition was considered.
Definition 3.1 ([24]). LetX be a set and ∗0 and ∗1 be two binary operations
on X. We call the pair (∗0, ∗1) mutually distributive if ∗ is self-distributive
for  = 0, 1, and the equalities (x ∗0 y) ∗1 z = (x ∗1 z) ∗0 (y ∗1 z) and
(x ∗1 y) ∗0 z = (x ∗0 z) ∗1 (y ∗0 z) hold for all x, y, z ∈ X. We call (X, ∗0, ∗1)
a mutually distributive rack.
In [24], (X, ∗0, ∗1) is called a distributive set, and it is defined for more
than two operations.
Example 3.2. Let (X, ∗X), (Y, ∗Y ) be racks. Define ∗0, ∗1 on X × Y , re-
spectively, by (x0, y0) ∗0 (x1, y1) = (x0 ∗X x1, y0) and (x0, y0) ∗1 (x1, y1) =
(x0, y0 ∗Y y1). Then computation shows that (∗0, ∗1) are mutually distribu-
tive.
Example 3.3. The following example appears in [17] and provides examples
of mutually distributive rack operations. Denote by ∗n the rack operation
on X defined by n-fold leftmost product x ∗n y = (· · · (x ∗ y) ∗ y) ∗ · · · ∗ y.
Then ∗0 = ∗m and ∗1 = ∗n are mutually distributive for positive integers m
and n.
More generally, the following appears in [16, 24]. Let X be a group, and
let f0, f1 ∈ Aut(X) be mutually commuting automorphisms. Let ∗ be
the generalized Alexander quandles with respect to f for  = 0, 1. Thus
x ∗ y = (xy−1)fy, where the action is denoted in exponential notation.
Then computations show that ∗0 and ∗1 are mutually distributive.
Lemma 3.4. Let (X, ∗0, ∗1) be mutually distributive racks. Define the op-
eration for (x0, x1), (y0, y1) ∈ X ×X by
(x0, x1) ∗ (y0, y1) := ((x0 ∗0 y0) ∗1 y1, (x1 ∗0 y0) ∗1 y1).
Then (X ×X, ∗) is a rack.
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Proof. We have
[(x0, x1) ∗ (y0, y1)] ∗ (z0, z1)
= ((x0 ∗0 y0) ∗1 y1, (x1 ∗0 y0) ∗1 y1) ∗ (z0, z1)
= (([(x0 ∗0 y0) ∗1 y1] ∗0 z0) ∗1 z1, ([(x1 ∗0 y0) ∗1 y1] ∗0 z0) ∗1 z1)
= ([((x0 ∗0 y0) ∗0 z0) ∗1 (y1 ∗0 z0)] ∗1 z1,
[((x1 ∗0 y0) ∗0 z0) ∗1 (y1 ∗0 z0)] ∗1 z1)
= ([(x0 ∗0 z0) ∗0 (y0 ∗0 z0)) ∗1 (y1 ∗0 z0)] ∗1 z1],
[((x1 ∗0 z0) ∗0 (y0 ∗0 z0)) ∗1 (y1 ∗0 z0)] ∗1 z1)
= ([{(x0 ∗0 z0) ∗1 z1} ∗0 {(y0 ∗0 z0) ∗1 z1}] ∗1 [(y1 ∗0 z0) ∗1 z1],
[{(x1 ∗0 z0) ∗1 z1} ∗0 {(y0 ∗0 z0) ∗1 z1}] ∗1 [(y1 ∗0 z0) ∗1 z1])
= ((x0 ∗0 z0) ∗1 z1, (y1 ∗0 z0) ∗1 z1) ∗ ((y0 ∗0 z0) ∗1 z1, (x1 ∗0 z0) ∗1 z1)
= [(x0, x1) ∗ (z0, z1)] ∗ [(y0, y1) ∗ (z0, z1)].
We note that both equalities of Definition 3.1 were used. The fact that the
right multiplication is bijective is straightforward. 
1
0
0
1
1
0 0 1y
*
*
x
*
y
*
x
Figure 2. Diagrammatic representation of doubling
A diagrammatic representation of the preceding lemma is depicted in Fig-
ure 2, and the computations in its proof are facilitated by the corresponding
type III Reidemeister move with doubled strings.
Definition 3.5. Let RM be the category defined as follows. The objects
consist of (X, ∗0, ∗1), where X is a set and (∗0, ∗1) is mutually distributive.
For objects (X, ∗0, ∗1) and (X ′, ∗′0, ∗′1), a morphism f is a map f : X → X ′
that is a rack morphism for both (∗0, ∗′0) and (∗1, ∗′1).
We observe that if f : X → X ′ is a morphism in the sense of this definition,
then f will automatically respect the mutual distributivity. Specifically,
simple computations imply the following.
Lemma 3.6. If f : (X, ∗0, ∗1)→ (X ′, ∗′0, ∗′1) is a morphism in RM , then it
holds that
f((x ∗0 y) ∗1 z) = (f(x) ∗′1 f(z)) ∗′0 (f(y) ∗′1 f(z)).
Computations also show the following.
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Lemma 3.7. Let (X, ∗0, ∗1) and (X ′, ∗′0, ∗′1) be two mutually distributive
racks, and (X × X, ∗) and (X ′ × X ′, ∗′) be racks as in Lemma 3.4. If f :
(X, ∗0, ∗1) → (X ′, ∗′0, ∗′1) is a morphism in RM , then the map F : (X ×
X, ∗)→ (X ′ ×X ′, ∗′) defined by F (x, y) = (f(x), f(y)) is a rack morphism.
Definition 3.8. The functor DR fromRM to the categoryR of binary racks
defined on objects by DR(X, ∗0, ∗1) = (X ×X, ∗) through Lemma 3.4 and
on morphisms by DR(f) = f × f through Lemma 3.7, is called the doubling
functor.
Remark 3.9. The functor DR is injective on objects and morphisms, but
not surjective on either.
We have the following definition motivated by constructing a ternary 2-
cocycle from mutually distributive binary operations and their cocycles (see
Theorem 4.5 in the next section).
Definition 3.10. Let (X, ∗0) and (X, ∗1) be two binary racks and let φ0 be
a 2-cocycle for (X, ∗0) and φ1 be a 2-cocycle for (X, ∗1) both with coefficients
in an abelian group A. We say that (φ0, φ1) is a pair of mutually distributive
rack 2-cocycles, if the following two conditions are satisfied
φ0(x, y) + φ1(x ∗0 y, z) = φ1(x, z) + φ0(x ∗1 z, y ∗1 z),
φ1(x, y) + φ0(x ∗1 y, z) = φ0(x, z) + φ1(x ∗0 z, y ∗0 z).
Example 3.11. Let (X, ∗X), (Y, ∗Y ) be racks, and (∗0, ∗1) be mutually
distributive operations defined on X × Y in Example 3.2. Let φX and
φY be 2-cocycles of (X, ∗X) and (Y, ∗Y ), respectively. Define 2-cocycles
of X × Y corresponding to ∗0, ∗1, respectively, by φ0((x0, y0), (x1, y1)) =
φX(x0, x1) and φ1((x0, y0), (x1, y1)) = φY (y0, y1). Then computations show
that (φ0, φ1) are mutually distributive.
Example 3.12. The following construction found in [17] provides a con-
struction of mutually distributive 2-cocycles. Let (X, ∗) be a rack, φ :
X × X → A be a 2-cocycle, and (E = X × A, ∗˜) be the corresponding
extension. Recall that ∗n denotes the n-fold leftmost product x ∗n y =
(· · · (x ∗ y) ∗ y) ∗ · · · ∗ y. Then the function φn defined by
φn(x, y) = φ(x, y) + φ(x ∗ y, y) + · · ·+ φ(x ∗n−1 y, y)
is a 2-cocycle.
Let (X, ∗0 = ∗m, ∗1 = ∗n) be the mutually distributive rack defined in
Example 3.3, and let φm, φn be 2-cocycles defined above. Then φm and φn
are mutually distributive. This is seen by the diagrammatic interpretation
of parallel strings.
A direct computation gives the following lemma.
Lemma 3.13. Let (X, ∗0, ∗1) be a mutually distributive rack, and (φ0, φ1)
be mutually distributive rack 2-cocycles. Let (E, ∗˜) be abelian extensions of
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(X, ∗) with respect to φ,
(x, a) ∗˜ (y, b) = (x ∗ y, a+ φ(x, y))
for  = 0, 1. Then (E, ∗˜0, ∗˜1) is a mutually distributive rack.
Theorem 3.14. Let (X, ∗0, ∗1) and (X×X, ∗) be as described in Lemma 3.4.
Let φ0, φ1 be rack 2-cocycles of (X, ∗0) and (X, ∗1), respectively, that satisfy
the mutually distributive rack 2-cocycle condition. Then
φ((x0, x1), (y0, y1)) = φ0(x0, y0)+φ1(x0∗0y0, y1)+φ0(x1, y0)+φ1(x1∗0y0, y1)
is a rack 2-cocycle of (X ×X, ∗).
A proof will be given at the end of Section 5. The right-hand side corre-
sponds to Figure 2. We call φ the doubled rack 2-cocycle.
3.2. Doubling ternary operations. In this subsection, we give a doubling
construction for ternary racks.
Definition 3.15. Let T0 and T1 be two ternary operations on a set X. We
say that T0 and T1 are compatible if they satisfy
T0(T0(x0, y0, y1), z0, z1)
= T0(T0(x0, z0, z1), T0(y0, z0, z1), T1(y1, z0, z1)),
T1(T1(x1, y0, y1), z0, z1)
= T1(T1(x1, z0, z1), T0(y0, z0, z1), T1(y1, z0, z1)).
A diagrammatic representation of the compatibility is depicted in Fig-
ure 3.
0
1 0
0
1
0 0 1
1 1
0 1
0 0 1
0 1
0
0 1
1
0 0 0 1
1 10
0
0
1
00
1
0
1 0 1
10 1
1 0 1 1 0 1
1
T T z z, , x T z z, y( , ) T y z z, ( , ), ( ) , )(
T y z z, ( , ), T T z z, (
z
) , )(T y
1y0 y1x x0 1 z0 z1y0 yx x0 1 z01
T z z, y( , )
y z z, T ( , )
xTT z z, y, y )(( , ), 
TT x y , y ), (( )z z, , 
( , )z z, , x
Figure 3. Diagrammatic representation of compatible
ternary rack operations
Example 3.16. Consider a Λ-module M where Λ = Z[t±1, t′±1, s, s′]. The
following two ternary operation T0(x, y, z) = tx + sy + (1 − t − s)z and
T1(x, y, z) = t
′x + s′y + (1 − t′ − s′)z are compatible if and only if the
following conditions hold
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{
(1− t− s)(t′ − t) = 0
(1− t− s)(s′ − s) = 0 and
{
(1− t′ − s′)(t− t′) = 0
(1− t′ − s′)(s− s′) = 0 .
For example, one can choose M = Z8 with T0(x, y, z) = 3x+ 2y+ 4z and
T1(x, y, z) = −x+ 2y.
We observe that if f : X → X ′ is a morphism in the sense of Definition
3.15, then it will automatically respect the mutual ternary distributivity.
Specifically, computations imply the following.
Lemma 3.17. If f : (X,T0, T1) → (X ′, T ′0, T ′1) is a morphism in TM , then
it holds that
f(T0(T0(x0, y0, y1), z0, z1)) =
T ′0(T
′
0(f(x0), f(z0), f(z1)), T
′
0(f(y0), f(z0), f(z1)), T
′
1(f(y1), f(z0), f(z1))),
f(T1(T1(x0, y0, y1), z0, z1)) =
T ′1(T
′
1(f(x0), f(z0), f(z1)), T
′
0(f(y0), f(z0), f(z1)), T
′
1(f(y1), f(z0), f(z1))).
Theorem 3.18. Let (T0, T1) be compatible ternary distributive operations
on X. Then T : X2 ×X2 ×X2 → X2 defined by
T ((x0, x1), (y0, y1), (z0, z1))
= (T0(T0(x0, y0, y1), z0, z1), T1(T1(x1, y0, y1), z0, z1))
is a ternary distributive operation on X2.
Proof. It is enough to establish
T (T ((x0, x1), (y0, y1), (z0, z1)), (u0, u1), (v0, v1))
= T ( T ((x0, x1), (u0, u1), (v0, v1)),
T ((y0, y1), (u0, u1), (v0, v1)), T ((z0, z1), (u0, u1), (v0, v1)) ).
A diagrammatic representation of this equality is depicted in Figure 4. This
diagrammatic equality follows from a sequence of moves depicted in Fig-
ure 3. Thus calculations are obtained by applications of defining relations
of compatibility accordingly. 
x0/1
u0/1 v0/1y0/1 z0/1 x0/1 u0/1 v0/1y0/1 z0/1
Figure 4. Diagrammatic representation of Theorem 3.18
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Definition 3.19. The category TC of compatible ternary distributive racks
is defined as follows. The objects consist of triples (X,T0, T1) where X is
a set and (T0, T1) are compatible ternary operations on X. A morphism
between two objects (X,T0, T1) and (Y, T
′
0, T
′
1) is a map f : X → Y which
is morphism in the ternary category for both (T0, T
′
0) and (T1, T
′
1).
The following is analogous to Lemma 3.7 and is shown by direct compu-
tations.
Lemma 3.20. Let (X,T0, T1) and (X
′, T ′0, T ′1) be sets with mutually distribu-
tive ternary operations, and (X × X,T ) and (X ′ × X ′, T ′) be ternary dis-
tributive racks constructed in Theorem 3.18. If f : (X,T0, T1)→ (X ′, T ′0, T ′1)
is a morphism in TC , then F defined from f by f × f is a morphism of TC .
Definition 3.21. We denote the functor from TM to the category of ternary
racks defined on objects by DT (X,T0, T1) = (X ×X,T ) and on morphisms
by DT (f) = f × f , and call it doubling.
Remark 3.22. The functor DT is injective on both objects and morphisms,
but is not surjective on either.
Definition 3.23. Let (T0, T1) be compatible ternary distributive operations
on X. Let ψ0, ψ1 be 2-cocycles with respect to T0 and T1, respectively. Then
the following are called the compatibility conditions for ψ0 and ψ1:
ψ0(x0, y0, y1) + ψ1(T1(x1, y0, y1), z0, z1)
= ψ1(x1, z0, z1) + ψ0(T0(x0, z0, z1), T0(y0, z0, z1), T1(y1, z0, z1)),
ψ1(x1, y0, y1) + ψ0(T0(x0, y0, y1), z0, z1)
= ψ0(x0, z0, z1) + ψ1(T1(x0, z0, z1), T0(y0, z0, z1), T1(y1, z0, z1)).
Theorem 3.24. Let (T0, T1) be compatible ternary distributive operations
on X. Let T be the doubled ternary operation defined in Theorem 3.18. Let
ψ0, ψ1 be 2-cocycles with respect to T0 and T1, respectively, that satisfy the
compatibility condition defined in Definition 3.23. Then
ψ((x0, x1), (y0, y1), (z0, z1))
= ψ0(x0, y0, y1) + ψ1(x1, y0, y1)
+ψ0(T0(x0, y0, y1), z0, z1) + ψ1(T1(x1, y0, y1), z0, z1)
is a ternary rack 2-cocycle of (X ×X,T ).
A proof will be given at the end of Section 5. We call ψ the doubled
ternary rack 2-cocycle.
4. From binary racks to ternary racks
In [13], a ternary rack (X,T ) was defined from a binary rack (X, ∗) by
T (x, y, z) = (x ∗ y) ∗ z. We consider the following generalization.
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Lemma 4.1. Let (X, ∗0, ∗1) be a mutually distributive rack. Then the op-
eration T given by
T (x, y0, y1) := (x ∗0 y0) ∗1 y1
is a ternary distributive operation, that is,
T (T (x, y0, y1), z0, z1) = T (T (x, z0, z1), T (y0, z0, z1), T (y1, z0, z1)).
Proof. We have
T (T (x, y0, y1), z0, z1)
= [[(x ∗0 y0) ∗1 y1] ∗0 z0] ∗1 z1
= [[(x ∗0 y0) ∗0 z0] ∗1 (y1 ∗0 z0)] ∗1 z1
= [[(x ∗0 z0) ∗0 (y0 ∗0 z0)] ∗1 (y1 ∗0 z0)] ∗1 z1
= ([(x ∗0 z0) ∗0 (y0 ∗0 z0)] ∗1 z1) ∗1 [(y1 ∗0 z0) ∗1 z1]
= ([(x ∗0 z0) ∗1 z1] ∗0 [(y0 ∗0 z0) ∗1 z1]) ∗1 [(y1 ∗0 z0) ∗1 z1]
= T (T (x, z0, z1), T (y0, z0, z1), T (y1, z0, z1))
where the second and the fifth equalities follow from the mutual distribu-
tivity of ∗0 and ∗1. 
Remark 4.2. Note that given two binary operations ∗0 and ∗1 on a set X,
the two ternary structures T (x, y, z) = (x∗0y)∗1z and T ′(x, y, z) = (x∗1y)∗0z
may not be isomorphic in general as the following example shows.
Consider the set Z3 with the two binary operations x ∗0 y = x and x ∗1
y = 2y − x. The induced ternary structures T (x, y, z) = (x ∗0 y) ∗1 z and
T ′(x, y, z) = (x ∗1 y) ∗0 z are not isomorphic. In fact, if f : (Z3, T ) →
(Z3, T ′) is an isomorphism then for all x, y, z in Z3, we have f(T (x, y, z)) =
T ′(f(x), f(y), f(z)). Then f(2z − x) = 2f(y) − f(x). One obtains then a
contradition, for example, by setting x = z = 0.
Definition 4.3. The assignment of objects defined by Lemma 4.1 is denoted
by F : RM → T , where F(X, ∗0, ∗1) = (X,T ).
Let f : (X, ∗0, ∗1) → (X ′, ∗′0, ∗′1) be a morphism of mutually distributive
sets. Define an assignment of morphisms by F(f) = f . Lemma 3.6 implies
that F is a functor.
By definition F is injective and surjective on morphisms.
Proposition 4.4. Let QM denote the subcategory of RM restricted on quan-
dles. Then the functor F|QM is not surjective on objects.
Proof. Let (X,T ) = F(X, ∗0, ∗1), where (X, ∗0, ∗1) is a set with mutually
distributive quandle operations. Then for all x, y ∈ X, it holds that
T (x, x, y) = (x ∗0 x) ∗1 y = x ∗1 y = (x ∗0 y) ∗1 y = T (x, y, y).
On the other hand, a heap (X,T ′), where X is a group and T ′(x, y, z) =
xy−1z, satisfies T ′(x, x, y) = y and T ′(x, y, y) = x, so that it is not in the
image of F for a non-trivial group X. 
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Figure 5. Diagrammatic proof of 2-cocycle conditions
We construct ternary 2-cocycles from rack 2-cocycles as follows.
Theorem 4.5. Let (X, ∗0, ∗1) be a mutually distributive rack, and (φ0, φ1)
be mutually distributive rack 2-cocycles. Then ψ(x, y, z) given by
ψ(x, y, z) := φ0(x, y) + φ1(x ∗0 y, z)
is a ternary 2-cocycle for the ternary distributive set (X,T ) = F(X, ∗0, ∗1).
Proof. It is sufficient to check that the map ψ satisfies the following equation
ψ(x, y0, y1) + ψ(T (x, y0, y1), z0, z1) =
ψ(x, z0, z1) + ψ(T (x, z0, z1), T (y0, z0, z1), T (y1, z0, z1)).
The computations below are aided by diagrams shown in Figure 5, where
each equality is represented by a type III Reidemeister move. In the figure
and the computations below, underlines highlight those terms to which the
cocycle condition is applied. We compute
LHS = φ0(x, y0) + φ1(x ∗0 y0, y1) + φ0((x ∗0 y0) ∗1 y1), z0)
+φ1((x ∗0 y0) ∗1 y1) ∗0 z0, z1)
= φ0(x, y0) + φ0(x ∗0 y0, z0) + φ1((x ∗0 y0) ∗1 y1) ∗0 z0, z1)
+φ1((x ∗0 y0) ∗0 z0, y1 ∗0 z0)
= φ0(x, z0) + φ0(x ∗0 z0, y0 ∗0 z0) + φ1((x ∗0 y0) ∗0 z0) ∗0 z0, y1 ∗0 z0)
+φ1(((x ∗0 y0) ∗1 y1) ∗0 z0, z1)
= φ0(x, z0) + φ0(x ∗0 z0, y0 ∗0 z0) + φ1((x ∗0 y0) ∗0 z0), z1)
+φ1((x ∗0 y0) ∗0 z0) ∗1 z1, (y1 ∗0 z0) ∗1 z1)
= φ0(x, z0) + φ1(x ∗0 z0, z1)
+φ1((x ∗0 y0) ∗0 z0) ∗1 z1, (y1 ∗0 z0) ∗1 z1)
+φ0((x ∗0 z0) ∗0 z0) ∗1 z1, (y1 ∗0 z0) ∗1 z1) = RHS
as desired. 
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The functor F and extensions commute in the following sense.
Proposition 4.6. Let (X, ∗0, ∗1) be a mutually distributive rack, and (φ0, φ1)
be mutually distributive rack 2-cocycles. Let (E, ∗˜0, ∗˜1) be a mutually dis-
tributive rack that is an abelian extension with respect to (φ0, φ1) obtained
by Lemma 3.13. Let F(X, ∗0, ∗1) = (X,T ), and ψ be the ternary 2-cocycle
obtained in Theorem 4.5. Let (E, T˜ ) be the abelian extension with respect to
ψ obtained in Lemma 2.7. Then we have F(E, ∗˜0, ∗˜1) = (E, T˜ ).
Proof. Suppose φ0 and φ1 are 2-cocycles with coefficients in an abelian group
A. Let ∗˜0 and ∗˜1 be the binary distributive structures obtained on X × A
from φ0 and φ1, respectively. Then, by Lemma 3.13, (X × A, ∗˜0, ∗˜1) is a
mutually distributive rack. We want to show that the ternary structure
obtained on X × A by applying F , is the same as the ternary structure
obtained on X×A as a ternary extension, with cocycle ψ as in Theorem 4.5
and T obtained from ∗0 and ∗1. By direct computation, F(E, ∗˜0, ∗˜1) has
ternary operation given by:
T˜ ((x, a), (y0, b0), (y1, b1))
= ((x, a) ∗˜0 (y0, b0)) ∗˜1 (y1, b1)
= ((x ∗0 y0) ∗1 y1, a+ φ0(x, y0) + φ1(x ∗0 y0, y1)
= (T (x, y0, y1), a+ ψ(x, y0, y1)),
which is the ternary abelian extension on F(X, ∗0, ∗1) corresponding to the
cocycle ψ. 
The situation of the proposition above is represented by the following
commutative diagram.
(E, ∗˜0, ∗˜1) (E, T˜ )
(X, ∗0, ∗1) (X,T )
F
F
(φ0,φ1) ψ
5. From ternary racks to binary racks
In this section we present a construction of a rack structure on the product
X ×X from ternary distributive operations (T0, T1) on X.
Lemma 5.1. Let T0 and T1 be a two compatible ternary rack operations.
Then the binary operation on the cartesian product X ×X defined by
(x0, x1) ∗ (y0, y1) := (T0(x0, y0, y1), T1(x1, y0, y1)) = (x0 ∗0 y, x1 ∗1 y)
gives a rack structure (X ×X, ∗).
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Proof. We have the distributivity as follows
[(x0, x1) ∗ (y0, y1)] ∗ (z0, z1)
= (T0(x0, y0, y1), T1(x1, y0, y1)) ∗ (z0, z1)
= (T0(T0(x0, y0, y1), z0, z1), T1(T1(x1, y0, y1), z0, z1))
= (T0[T0(x0, z0, z1), T0(y0, z0, z1),
T1(y1, z0, z1)], T1[T1(x1, z0, z1),
T0(y0, z0, z1), T1(y1, z0, z1)])
= (T0(x0, z0, z1), T1(x1, z0, z1)) ∗ (T0(y0, z0, z1), T1(y1, z0, z1))
= [(x0, x1) ∗ (z0, z1)] ∗ [(y0, y1) ∗ (z0, z1)].
The invertibility of the map R(y0,y1) : X
2 → X2 comes from the fact that,
for given y0, y1 ∈ X, the maps Ti(−, y0, y1) from X to X sending u to
Ti(u, y0, y1) are invertible for i = 0, 1. 
Definition 5.2. The functor defined by Lemma 5.1 is denoted by G : TC →
R, where G(X,T0, T1) = (X × X, ∗) on objects, and G(f) = f × f on
morphisms.
Observe that G is injective on objects and on morphisms.
Proposition 5.3. the functor G is not surjective on objects.
Proof. Consider the binary rack structure on Z× Z defined by
(x0, x1) ∗ (y0, y1) = (x0 + x1, x1).
This rack is not in the image of G since the first entry depends on both x0
and x1. 
Theorem 5.4. Let (X,T0, T1) be an object in TC , and (X × X, ∗) =
G(X,T0, T1) be as in Lemma 5.1. Suppose ψ0 and ψ1 are compatible ternary
2-cocycles of respectively (X,T0) and (X,T1). Then
φ((x0, x1), (y0, y1)) := ψ0(x0, y0, y1) + ψ1(x1, y0, y1)
defines a 2-cocycle φ of (X ×X, ∗).
Proof. We check that φ satisfies the following equation
φ((x0, x1), (y0, y1)) + φ((x0, x1) ∗ (y0, y1), (z0, z1))
= φ((x0, x1), (z0, z1)) + φ((x0, x1) ∗ (z0, z1), (y0, y1) ∗ (z0, z1)).
We have
LHS = ψ0(x0, y0, y1) + ψ1(x1, y0, y1) +
ψ0(T0(x0, y0, y1), z0, z1) + ψ1(T1(x1, y0, y1), z0, z1),
RHS = ψ0(x0, z0, z1) + ψ1(x1, z0, z1) +
ψ0(T0(x0, z0, z1), T0(y0, z0, z1), T1(y1, z0, z1)) +
ψ1(T1(x1, z0, z1), T0(y0, z0, z1), T1(y1, z0, z1)).
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The compatibility conditions of ψ0 and ψ1 show that LHS and RHS coincide.

The constructions are summarized as follows.
Proposition 5.5. It holds that G ◦ F = DR and F ◦ G = DT .
Proof. Let (X, ∗0, ∗1) be a set with mutually distributive rack operations.
Let (X,T ) = F(X, ∗0, ∗1). Then by definition T (x, y0, y1) = (x ∗0 y0) ∗1 y1.
Lemma 5.1 implies that (X×X, ∗) = G(X,T, T ) is a rack, since T is mutually
distributive over itself. One computes
G(X,T, T ) = (x0, x1) ∗ (y0, y1)
= (T (x0, y0, y1), T (x1, y0, y1))
= ((x0 ∗0 y0) ∗1 y1, (x1 ∗0 y0) ∗1 y1)
= DR(X, ∗0, ∗1)
as desired.
Let (X,T0, T1) be a set with mutually distributive ternary rack operations.
Let (X × X, ∗) = G(X,T0, T1). Then by definition (x0, x1) ∗ (y0, y1) =
(T0(x0, y0, y1), T1(x1, y0, y1)). Since ∗ is mutually distributive over itself,
Lemma 4.1 implies that (X×X,T ) = F(X×X, ∗, ∗) is a rack. One computes
F(X ×X, ∗, ∗) = T ((x0, x1), (y0, y1), (z0, z1))
= [(x0, x1) ∗ (y0, y1)] ∗ (z0, z1)
= (T0(x0, y0, y1), T1(x1, y0, y1)) ∗ (z0, z1)
= (T0(T0(x0, y0, y1), z0, z1), T1(T1(x1, y0, y1), z0, z1)
= DT (X,T0, T1)
as desired. 
Proof of Theorem 3.14. Let (∗0, ∗1) be mutually distributive rack operations
on X. Let (X,T ) = F(X, ∗0, ∗1). By Lemma 4.1, (X,T ) is a ternary rack.
Let φ0, φ1 be mutualy distributive rack 2-cocycles of (X, ∗0) and (X, ∗1),
respectively. Then by Theorem 4.5,
ψ(x, y0, y1) := φ0(x, y0) + φ1(x ∗0 y0, y1)
is a ternary rack 2-cocycle of (X,T ). Since T is compatible over itself,
(G ◦ F)(X, ∗0, ∗1)((x0, x1), (y0, y1), (z0, z1))
= G(X ×X,T, T )((x0, x1), (y0, y1), (z0, z1))
= (T (T (x0, y0, y1), z0, z1), T (T (x1, y0, y1), z0, z1)
is a rack operation by Theorem 3.18. Then Theorem 5.4 applied to (X ×
X,T, T ) with mutually distributive cocycles (ψ,ψ) implies that
φ((x0, x1), (y0, y1))
= ψ(x0, y0, y1) + ψ(x1, y0, y1)
= φ0(x, y0) + φ1(x ∗0 y0, y1) + φ0(x1, y0) + φ1(x1 ∗0 y0, y1)
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as desired. 
Proof of Theorem 3.24. Let (T0, T1) be compatible ternary distributive op-
erations on X, and (X ×X, ∗) = G(X,T0, T1). By Lemma 5.1, (X ×X, ∗) is
a rack. Let ψ0, ψ1 be compatible ternary 2-cocycles of (X,T0) and (X,T1),
respectively. Then by Theorem 5.4,
φ((x0, x1), (y0, y1)) := ψ0(x0, y0, y1) + ψ1(x1, y0, y1)
is a rack 2-cocycle of (X ×X, ∗). Since ∗ is mutually distributive over itself,
(F ◦ G)(X,T0, T1)((x0, x1), (y0, y1), (z0, z1))
= T ((x0, x1), (y0, y1), (z0, z1))
= [(x0, x1) ∗ (y0, y1)] ∗ (z0, z1)
is a ternary rack operation by Lemma 4.1. Then Theorem 4.5 applied to
(X ×X, ∗, ∗) with mutually distributive cocycles (φ, φ) implies that
ψ((x0, x1), (y0, y1), (z0, z1))
= φ((x0, x1), (y0, y1)) + φ((x0, x1) ∗ (y0, y1), (z0, z1))
= φ((x0, x1), (y0, y1)) + φ((T0(x0, y0, y1), T1(x1, y0, y1)), (z0, z1))
= ψ0(x0, y0, y1) + ψ1(x1, y0, y1)
+ ψ0((T0(x0, y0, y1), z0, z1) + ψ1(T1(x1, y0, y1)), z0, z1)
as desired. 
6. General n-ary compositions
In this section we generalize compositions of mutual distributive opera-
tions to n-ary cases. The vector notation for ternary operations is directly
generalized to the n-ary ones: Let (X,W ) be an n-ary distributive set. Let
y = (y1, . . . , yn−1) ∈ Xn−1. Then the operation W : Xn → X is denoted
by W (x, y1, . . . , yn−1) = W (x,y). An n-ary operation is also denoted by
x ∗ y := W (x,y). Here the extra parentheses caused by the vector notation
is ignored, i.e., for y = (y1, . . . , yn−1) and z = (z1, . . . , zn−1), the concatena-
tion (y, z) or simply y, z denotes (y1, . . . , yn−1, z1, . . . , zn−1). Furthermore,
for x = (x1, . . . , xm) ∈ Xm and y ∈ Xn−1, denote (W (x1,y), . . . ,W (xm,y))
by W (x,y) or x ∗ y.
Definition 6.1. LetWm andWn bem-ary and n-ary distributive operations
on X, respectively. The two operations Wm and Wn are called mutually
distributive if they satisfy
Wn(Wm(x,y), z) = Wm(Wn(x, z),Wn(y, z))
Wm(Wn(x,u),v) = Wn(Wm(x,v),Wm(u,v))
for all x ∈ X, y,v ∈ Xm−1 and z,u ∈ Xn−1.
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Example 6.2. Let X be a module over Z[u±1, t±1, s] and ∗, T be affine
binary and ternary rack operations, respectively, defined by
x ∗ y = ux+ (1− u)y,
T (x, y, z) = tx+ sy + (1− t− s)z.
Then computations show that ∗ and T are mutually distributive.
Proposition 6.3. Let Wm and Wn be mutually distributive m-ary and n-ary
distributive operations on X. Then W : Xm+n−1 → X defined by
W (x,y, z) = Wn(Wm(x,y), z)
is an (m+ n− 1)-ary distributive operation.
Proof. We establish the equality
W (W (x,y, z),u,v) = W (W (x,u,v),W (y,u,v),W (z,u,v)).
We replace Wn(x,y) by the notation x ∗n y. Thus we have
W (x,y, z) := (x ∗m y) ∗n z.
Then we compute
W (W (x,y, z),u,v)
= [[(x ∗m y) ∗n z] ∗m u] ∗n v
= ([(x ∗m y) ∗m u] ∗n [z ∗m u]) ∗n v
= [[(x ∗m u) ∗m (y ∗m u)] ∗n (z ∗m u)] ∗n v
= [[(x ∗m u) ∗m (y ∗m u)] ∗n v] ∗n [(z ∗m u) ∗n v]
= [[(x ∗m u) ∗n v] ∗m [(y ∗m u) ∗n v]] ∗n [(z ∗m u) ∗n v]
= W (W (x,u,v),W (y,u,v),W (z,u,v)),
where the second and the fifth equalities follow from the mutual distribu-
tivity of ∗m and ∗n. This concludes the proof. 
Remark 6.4. We note that for a group G, the core binary operation (x ∗
y = yx−1y) and the ternary operation heap (x ∗ˆ (y0, y1) = xy−10 y1) satisfy
(x ∗ y) ∗ˆ z = (x ∗ˆ z) ∗ (y ∗ˆ z) but not (x ∗ˆ y) ∗ z = (x ∗ z) ∗ˆ (y ∗ z).
Definition 6.5. Let ∗nj , j = 1, . . . , k, be distributive nj-ary operations on
X that are pairwise mutually distributive. Then we call (X, {∗nj}kj=1) a
mutually distributive set.
Computations give the following.
Lemma 6.6. Let {∗, ∗0, ∗1} be a mutually distributive binary set. Let (X,T ) =
F(X, ∗0, ∗1). Then {∗, T} are mutually distributive.
We generalize both the n-ary distributive homology [13] and homology of
distributive sets [24] as follows.
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Definition 6.7. Let (X, {∗nj}kj=1) be a mutually distributive set. Let ~ =
(1, . . . , n−1) be a vector such that i ∈ {nj}kj=1 for i = 1, . . . , n − 1. Let
chain groups C~n(X) be defined by the free abelian group generated by tuples
x = (x0, (x1, 1), . . . , (xn−1, n−1)). Define Cn(X) = ⊕~ C~n(X) where the
direct sum ranges over all possible vectors ~. Define the differential ∂~n :
C~n(X)→ Cn−1(X) by
∂~n(x) =
n−1∑
i=1
(−1)i[(x0 ∗i xi, (x1 ∗i xi, 1), . . . , (xi−1 ∗i xi, i−1), (̂xi, i),
(xi+1, i+1), . . . , (xn−1, n−1))
−(x0, (x1, 1), . . . , (̂xi, i), . . . , (xn−1, n−1))],
and let
∂n =
∑
~
∂~n : Cn(X)→ Cn−1(X).
In Lemma B.1, it is proved that this defines a chain complex. In par-
ticular, the 2-cocycle condition in this complex is formulated in the same
manner as in Definition 3.10.
Remark 6.8. The multiplication on binary operations condidered in [24]
can be directly generalized to n-ary operations as follows. Given a nonempty
set X, let DistM (X) denotes the set of all n-ary mutually distributive oper-
ations on X. Define the following multiplication on DistM (X):
(W ·W ′)(x,y) := W (W ′(x,y),y)
for all x ∈ X and y ∈ Xn−1. Then it is straightforward to see that the
multiplication defined above makes DistM (X) into a monoid with identity
W0 given by W0(x,y) = x, for all x ∈ X and y ∈ Xn−1.
For example, let (X,T ) be a ternary rack. Define, inductively,
Tn(x, y0, y1) = T (T
n−1(x, y0, y1), y0, y1).
Then (X,Tn) is a ternary distributive set for all positive integer n.
7. Braid actions on n-ary operations
In this section we introduce braid group actions on n-ary operations. Let
(X, ∗) be a rack. Let Bm denote the m-string braid group, and let β ∈ Bm.
As in [3], Bm acts on X
m via ∗ by
(x1, . . . , xm)
σi = (x1, . . . , xi−1, xi+1, xi ∗ xi+1, xi+2, . . . , xm),
where the right action is denoted by the exponent, and σi, i = 1, . . . ,m− 1
denotes the standard generator of Bm.
Lemma 7.1. Let ∗ and ∗ˆ be mutually distributive binary and n-ary opera-
tions on X. Let β ∈ Bm and x ∈ Xm, y ∈ Xn−1. Then we have
xβ ∗ˆ y = (x ∗ˆ y)β,
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where the action of Bm on X
m is defined by ∗.
Proof. It suffices to prove it for standard generators, and hence, the case
β = σ1 ∈ B2. Then the mutual distributivity implies
xσ1 ∗ˆ y = (x1, x2)σ1 ∗ˆ y
= (x2, x1 ∗ x2) ∗ˆ y = (x2 ∗ˆ y, (x1 ∗ x2) ∗ˆ y)
= (x2 ∗ˆ y, (x1 ∗ˆ y) ∗ (x2 ∗ˆ y)) = (x ∗ˆ y)β
as desired. 
The following establishes braid group actions on the n-ary operations.
Theorem 7.2. Let ∗ and ∗ˆ be mutually distributive binary and n-ary op-
erations on X. Let β ∈ Bn−1 and x ∈ X, y ∈ Xn−1. Define the action of
Bn−1 on Xn−1 by ∗. Then the operation defined by x ∗ˆβ y := x ∗ˆ (yβ) is
an n-ary distributive operation.
Furthermore, for any β0, β1 ∈ Bn−1, the operations ∗ˆβ0 and ∗ˆβ1 are mu-
tually distributive.
Proof. It suffices to show the second statement with possibility of β0 = β1.
One computes, for x ∈ X and y, z ∈ Xn−1,
(x ∗ˆβ0 y) ∗ˆβ1 (z)
= (x ∗ˆ yβ0) ∗ˆ zβ1
= (x ∗ˆ zβ1) ∗ˆ (yβ0 ∗ˆ zβ1)
= (x ∗ˆ zβ1) ∗ˆ (y ∗ˆ zβ1)β0
= (x ∗ˆβ1 z) ∗ˆβ0 (y ∗ˆβ1 z),
where the third equality follows from Lemma 7.1. 
Example 7.3. Let {∗, ∗0, ∗1} be mutually distributive binary rack oper-
ations on X. Let (X,T ) = F(X, ∗0, ∗1). Then {∗, T} are mutually dis-
tributive by Lemma 6.6. The preceding theorem provides a new ternary
operations ∗ˆσm1 from ∗ˆ = T for all integers m, where the braid action is
defined by ∗. In particular, Alexander quandles can be used for {∗, ∗0, ∗1}.
8. Internalization of higher order self-distributivity
We begin this section with the definition of n-ary self-distributive object
in a symmetric monoidal category, providing therefore a higher arity ver-
sion of the work in [5]. We will use the symbol  to indicate the tensor
product in the symmetric monoidal category C, not to confuse the gen-
eral setting with the standard tensor product in vector spaces, to be found
in the examples. We remind the reader first, that a symmetric monoidal
category is a monoidal category C together with a family of isomorphisms
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τX,Y : X  Y −→ Y  X, natural in X and Y , satisfying the following
conditions (Section 11 in [19]). The hexagon:
X  (Y  Z)
(X  Y ) Z (Y  Z)X
(Y X) Z Y  (Z X)
Y  (X  Z)
τX,Y ZαX,Y,Z
τX,Y 1 αY,Z,X
αY,X,Z 1τX,Z
is commutative for all objects X,Y and Z in C, where αX,Y,Z indicates the
associator of the monoidal category. We further have the following identity
for all objects X and Y :
τY,XτX,Y = 1XY .
For the sake of simplicity, we work on a strict symmetric monoidal category
for the rest of the paper and therefore do not keep track of the bracketing.
We recall also that a comonoid in a symmetric monoidal category is an object
X ∈ C endowed with morphisms ∆ : X −→ X X, called comultiplication
or diagonal, and  : X −→ I, called counit, where I is the unit object of the
monoidal category. The comultiplication and the counit satisfy the usual
coherence diagrams analogous to the coalgebra axioms. In virtue of the
coassociative axiom we can inductively define an n-diagonal ∆n : X −→
Xn by the assignment: ∆n = (∆1)∆n−1, for all n ∈ N. Let us define the
isomorphism τi,i+1 : X
n −→ Xn as τi,i+1 = 1(i−1)  τX,X  1(n−i−1).
It is easy to verify that the morphisms τi,i+1 satisfy the relations of the
transposition (i, i+1) in Sn, the symmetric group on n letters. We therefore
obtain, for every object X, an action of Sn on X
n, by mapping (i, i + 1)
to τi,i+1, and extending to a homomorphsim of groups between Sn and
Aut(Xn), the automorphism group of Xn. In particular we will make use
of the automorphism of Xn
2
, corresponding to the permutation
n = (2, n+ 1)(3, 2n+ 1) · · · (n, (n− 1)n+ 1)
(n+ 3, 2n+ 2)(n+ 4, 3n+ 2) · · · (2n, (n− 1)n+ 2)
· · · ((n− 2)n+ n, (n− 1)n+ n− 1).
We are ready now to define n-ary self-distributive objects in a symmetric
monoidal category C.
Definition 8.1. An n-ary self-distributive object in a symmetric monoidal
category C is a pair (X,W ), where X is a comonoid object in C and W :
Xn −→ X is a morphism making the following diagram commute:
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Xn
2
X(2n−1)
Xn
2
Xn
Xn X
n
1
n∆(n−1)n
W1(n−1)
W···W W
W
Remark 8.2. The need of defining a self-distributive object by means of a
diagonal map ∆ seems to be intrinsic to self-distributivity itself. In other
words it appears that self-distributivity is a properadic [20], rather than
operadic, property.
Example 8.3. Clearly, any n-ary rack is an n-ary self-distributive object
in the symmetric monoidal category of sets, with τ and ∆ defined in the
obvious way.
In the rest of this section we will make use of Sweedler notation in the
following form: ∆(x) = x(1) ⊗ x(2).
Example 8.4. Let H be an involutory Hopf algebra, i.e. S2 = 1. Define a
ternary operation T : H ⊗H ⊗H −→ H by the assignment T (x⊗ y ⊗ z) =
xS(y)z, extended by linearity, where we use juxtaposition as a shorthand
to indicate the multiplication µ of H and S is the antipode. By direct
computation on tensor monomials we obtain, for the left hand side of ternary
self-distributivity:
T (T (x⊗ y ⊗ z)⊗ u⊗ z)
= T (xS(y)z ⊗ u⊗ v)
= xS(y)zS(u)v.
The right hand side is:
TT⊗3 3 (1⊗3 ⊗ (∆⊗ 1)∆⊗ (∆⊗ 1)∆)(x⊗ y ⊗ z ⊗ u⊗ v)
= TT⊗3((x⊗ u(11) ⊗ v(11) ⊗ (y ⊗ u(12) ⊗ v(12))⊗ (z ⊗ u(2) ⊗ v(2)))
= T (xS(u(11))v(11))⊗ yS(u(12))v(12) ⊗ zS(u(2))v(2))
= xS(u(11))v(11)S(yS(u(12))v(12))zS(u(2))v(2)
= xS(u(11))v(11)S(v(12))S2(u(12))S(y)zS(u(2))v(2)
= xS(u(11))(v(1) · 1)S2(u(12))S(y)zS(u(2))v(2)
= xS((u(1)) · 1)S(y)zS(u(2))(v(1))v(2)
= xS(y)zS((u(1))u(2))v
= xS(y)zS(u)v.
Note that we have used the fact that H is involutory in the sixth equality,
to obtain S(u(12))u(11) = u(1). This ternary strucutre is the Hopf algebra
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analogue of the heap operation in group theory, which is known to be ternary
self-distributive. We also observe that H being involutory is in line with the
operation of taking inverses in a group, obviously involutory as well.
2
2
x y z x y z
q ( x y)
=
( )x y z
( ) ( ∆) ( )
T ( )x y z
x y z
q(q    1)
q q q 1
Figure 6. Diagrammatic representation of categorical dis-
tributivity
In Figure 6, a diagrammatic representation of categorical distributivity is
depicted. It is read from top to bottom, where the top 3 end points of both
sides represent x⊗y⊗z, a trivalent vertex with a small triangle represents a
self-distributive morphism q : X⊗X → X, and the left-hand side represents
T = q(q ⊗ 1).
Given a symmetric monoidal category C, we define categories nSD, for
each n ∈ N, as follows. The objects are n-ary self-distrifbutive objects in
C, as in Definition 8.1. Given two objects (X, q) and (X ′, q′), we define the
morphism class between them to be the class of morphism f : X −→ X ′
in C , such that f ◦ q = q′ ◦ fn. In particular we define BSD = 2SD and
T SD = 3SD, B and T standing for binary and ternary, respectively.
We will make use of the following results in Theorem 8.7.
Lemma 8.5. Let C be a strict symmetric monoidal category. Suppose
(X,∆, ) is a comonoid in C. Then the swithcing morphism and the comulti-
plication commute. More specifically, we have: ∆1◦τX,Y = τX,Y 2 ◦1∆.
This lemma is represented in Figure 7 (A) below.
Proof. Consider the following diagram:
X  Y Y X Y 2 X
X  Y 2 Y X  Y
τX,Y
1∆
∆1
τX,Y 1
τ
X,Y2
1τX,Y
The outmost diagram commutes by naturality of switching map τX,Y with
respect to X and Y . The lower right triangle commutes by the hexagon
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axiom:
X  (Y  Y )
(Y  Y )X (X  Y ) Y
Y  (Y X) (Y X) Y
Y  (X  Y )
τX,Y 2
τX,Y 1
1τX,Y
The assertion now follows. 
Lemma 8.6. Let (X, q) be a binary self-distributive object in a strict sym-
metric monoidal category C. Then the switching morphism and the self-
distributive operation commute. More specifically, we have: τX,Y ◦ q  1 =
1 q ◦ τX2,Y .
This lemma is represented in Figure 7 (B) below.
Proof. Similar to Lemma 8.5 and left to the reader. 
(B)(A)
Figure 7. The switching morphism commutes with comul-
tiplication and binary self-distributive operation
In general, the following result is useful to produce ternary self-distributive
objects in the category of vector spaces, starting from binary self-distributive
objects (see also [5]). Compare it to the construction of Section 4.
Theorem 8.7. Let (X,∆) be a comonoid in a (strict) symmetric monoidal
C (e.g. a coalgebra in the category of vector spaces). Let q : XX −→ X be
a morphism such that (X, q) is a binary self-distributive object in C. Then
the pair (X,T ), where T = q(q1), defines a ternary self-distributive object
in C. The construction defines a functor F : BSD → T SD.
Proof. We define F on objects as F(X, q) = (X,T ) and as the identity on
morphisms. To show that the map T = q(q 1) is ternary self-distributive,
we can proceed as in Figure 8. In the left column of the figure, the part of
the diagram representing each T = q(q  1) are indicated by dotted circles.
At each step we are using the definition of T , the binary self-distributivity
of q and Lemmas 8.5 and 8.6. If f : (X, q) −→ (Y, q′) is a morphism in BSD,
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we can show that f is also a morphism in T SD between (X,T = q(q  1))
and (Y, T ′ = q′(q′  1)) via the following diagram:
X X X X X X
Y  Y  Y Y  Y Y
fff
q1
ff
q
f
q′1 q′
where the commutativity of the left and right squares is just a restatement
of the fact that q is a morphism in BSD. The consequent commutativity of
the outer rectangle means that f is a morphism in T SD as well. It is also
clear that F preserves composition of morphisms. 
Figure 8. Diagrammatic proof of doubling procedure
The following is a rephrased version of Lemma 3.3 in [5], adapted to our
languange in the present article.
Lemma 8.8. Let L be a Lie algebra over a ground field k. Define X =
k ⊕ L and endow it with a comultiplication ∆, defined by (a, x) 7→ (a, x) ⊗
(1, 0) + (1, 0)⊗ (0, x), and a counit , defined by (a, x) 7→ a. Then (X,∆, )
is a comonoid in the symmetric monoidal category of vector spaces. The
morphsim q : X⊗X −→ X defined by (a, x)⊗ (b, y) 7→ (ab, bx+ [x, y]) turns
X into a binary self-distributive object.
Proof. By direct computation making use of the Jacobi identity. This is
done explicitly in Lemma 3.3 in [5]. 
Example 8.9. Let L be a Lie algebra and let X = k⊕ L be as in Lemma
8.8. The map T : X ⊗X ⊗X −→ X defined by
(a, x)⊗ (b, y)⊗ (c, z) 7−→ (abc, bcx+ c[x, y] + b[x, z] + [[x, y], z]),
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and extended by linearity, is such that (X,T ) is a tenrary self-distributive
object in the category of vector spaces by an easy application of Theorem
8.7. An explicit, and tedious, computation that shows the self-distributivity
of T directly, is postponed to Appendix C.
If H is a Hopf algebra, we can use the adjoint map to produce a ternary
self distributive map, as the following example shows:
Example 8.10. The map defined by T (x⊗ y⊗ z) = S(z(1))S(y(1))xy(2)z(2)
is ternary self-distributive, as an easy direct computation shows. This is the
Hopf algebra analogue of the iterated conjugation quandle.
The following definition can be considered a ternary analogue of an aug-
mented rack [14].
Definition 8.11. Let X be a set with a right G-action denoted by X×G 3
(x, g) 7→ x · g ∈ X. Let G act on the right of X ×X diagonally, (y0, y1) · g =
(y0 · g, y1 · g) for y0, y1 ∈ X and g ∈ G. An (double) augmentation of X is a
map p : X ×X → G satisfying the condition
p((y0, y1) · g) = g−1p((y0, y1))g
for all y0, y1 ∈ X and g ∈ G.
The following is a direct analogue of binary augmented rack and, there-
fore, the proof is omitted.
Lemma 8.12. Let X be a set with an augmentation p : X ×X → G. Then
the ternary operation T : X3 → X defined by
T (x, y0, y1) := x · p((y0, y1))
is ternary self-distributive.
Definition 8.13. Let X be a set with an augmentation p : X2 → G and
T be a ternary operation defined in Lemma 8.12. Then (X,T ) is called an
augmented ternary shelf.
The following is a Hopf algebra version of ternary augmented rack.
Definition 8.14. Let X be a coalgebra, and let H be a Hopf algebra such
that X is a right H-module, therefore X⊗2 is also a right H-module via the
comultiplication in H. The map of coalgebras p : X⊗2 −→ H is a ternary
augmented shelf if, for all z ∈ X⊗2 and g ∈ H, we have:
p(z ·∆(g)) = S(g(1))p(z)g(2).
This axiom is depicted diagrammatically in Figure 9, where solid lines
refer to X, and dashed lines refer to H. We have used ∆, m and S to
indicate comultiplication, multiplication and antipode in the Hopf algebra
H, while µ stands for the action of H on X.
We have the following result:
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y1y0 g y1y0 g
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∆
m
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p
p∆
Figure 9. Augmented ternary shelf axiom
Theorem 8.15. Let p : X⊗2 −→ H be a ternary augmented shelf. Then
the ternary operation defined on monomials via x ⊗ y ⊗ z 7−→ x · p(y ⊗ z),
and extended by linearity, is self-distributive.
Proof. By direct computation we have, for the right hand side of self-distributivity
axiom:
TT⊗3 3 (1⊗3 ⊗ (∆⊗ 1)∆⊗ (∆⊗ 1)∆)(x⊗ y0 ⊗ y1 ⊗ z0 ⊗ z1)
= T (x · p(z(1)0 ⊗ z(1)1 )⊗ y0 · p(z(2)0 ⊗ z(2)1 )⊗ y1 · p(z(3)0 ⊗ z(3)1 ))
= x · (p(z(1)0 ⊗ z(1)1 )p(y0 · p(z(2)0 ⊗ z(2)1 )⊗ y1 · p(z(3)0 ⊗ z(3)1 )))
= x · (p(z(1)0 ⊗ z(1)1 )(y0 ⊗ y1 ·∆p((z0 ⊗ z1)(2))))
= x · (p(z0 ⊗ z1)(1)S(p((z0 ⊗ z1)(2)))p(y0 ⊗ y1)p((z0 ⊗ z1))(3))
= x · ((p(z0 ⊗ z1)(1)) · 1p(y0 ⊗ y1)p((z0 ⊗ z1))(2))
= x · (p(y0 ⊗ y1)p(z0 ⊗ z1)),
where we have used the fact that p is a coalgebra morphism in the third
equality, the defining axiom for augmented ternary shelf in the fourth equal-
ity, the antipode and the counit axioms to obtain the fifth and sixth equa-
tions respectively. It is easy to see that it coincide with the left hand side
of self-distributivity. 
Example 8.16. Let H be a cocommutative Hopf algebra and let X = H.
Then, H acts on X via multiplication. Define p to be the map given by
x ⊗ y 7−→ S(x)y and extended by linearity. Observe that p is a coalgebra
morphism since H is cocommutative. The ternary rack structure obtained
is the one in Example 8.4. A diagrammatic proof that the given p satisfies
the augmented ternary rack axiom is shown in Figure 10.
Remark 8.17. It is possible, a priori, to develop the theory of higher self-
distributivity in braided monoidal categories, where the switching morphism
satisfies the hexagon axiom but we do not require τY,XτX,Y = 1XY . Sim-
ilarly as above we have an action of the braid group on n strings on every
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Figure 10. Hopf algebra heap as an augmented ternary shelf
object Xn and the shuffle map n takes now into account over passing
and under passing of the strings.
We conclude this section with a perspective for future work. Using our
diagrammatic representation, colorings and cocycle invariants can be defined
for framed and labeled links with higher arity distributive operations and
their mutually distributive cocycles, in a manner similar to [9]. Also, heaps
defined by means of presentations from diagrams and cohomology for heap
structures may be useful for framed knot invariants. It is desirable to know
their properties, applications, and relations to other invariants.
As pointed out in Remark 8.2, self-distributivity is not an operadic prop-
erty, but rather a properadic one. It is easy to define properads governing
n-ary self-distributivity in the sense of [20, 26]. In virtue of Example 8.9 it
is natural to attempt to utilize strongly homotopy Lie algebras to obtain
homotopy versions of self-distributivity. We can therefore ask for a minimal
model of the self-distributive binary properad whose algebras are homotopy
self-distributive objects. It would be of interest to relate the self-distributive
minimal model to strongly homotopy Lie algebras and to the distribuhedron
introduced by Dehornoy in [12]. We defer the investigation of these possi-
bilities to future work.
Appendix A. Extensions of ternary distributive structures
In this appendix we consider extensions of ternary distributive structures,
providing thus a natural generalization of the analogous results in the binary
case. To the best of our knowledge, these results are not explicitly found in
the literature. The following is Lemma 2.7.
Lemma 2.7. Let (X,T ) be a ternary rack and A be an abelian group. Let
φ : X ×X ×X → A be a map. The set X × A with the ternary operation
given by
T ((x, a), (y, b), (z, c)) = (T (x, y, z), a+ φ(x, y, z))
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is a ternary rack if and only if the map φ satisfies the following ternary
2-cocycle condition
φ(x, y, z) + φ(T (x, y, z), u, v)
= φ(x, u, v) + φ(T (x, u, v), T (y, u, v), T (z, u, v)).
Proof. We have, for all x, y, z, u, v ∈ X and for all a, b, c, d, e ∈ A, that the
left hand side is given by
LHS = T (T ((x, a), (y, b), (z, c)), (u, d), (v, e))
= (T (T (x, y, z), u, v), a+ φ(x, y, z) + φ(T (x, y, z), u, v)),
while the right hand side is given by
RHS = T (T ((x, a), , (u, d), (v, e)), T ((y, b), (u, d), (v, e))),
T ((z, c), (u, d), (v, e)))
= (T (T (x, u, v), T (y, u, v), T (z, u, v)),
a+ φ(x, u, v) + φ(T (x, u, v), T (y, u, v), T (z, u, v))),
thus the lemma follows. 
For two given abelian extensions (X × A, T ′i ), i = 1, 2, of the ternary
rack (X,T ), define a morpshim of extensions to be any ternary rack map
f : (X×A, T ′1) −→ (X×A, T ′2) that makes the following diagram commute:
X ×A X ×A
X
f
pi pi
We define two extensions to be equivalent if the morphism of extensions f ,
is an isomorphism of ternary racks. The following result is an analogue of
the binary rack and the group theoretic cases.
Proposition A.1. Let X be a ternary rack and let A be an abelian group.
Then there is a bijection between equivalence classes of extensions of X by
A and H2(X;A), the ternary second cohomology group with coefficients in
A.
Proof. Using Lemma 2.7 we just need to show f : (X×A, T ′1) −→ (X×A, T ′2)
is an isomorphism of extensions, with T ′1 and T ′2 corresponding to cocycles
ψ1 and ψ2 respectively, if and only if ψ1 − ψ2 = δφ, for some 1-cocycle φ.
This statement is proved similarly as in [7]. 
In particular, Proposition A.1 guarantees that if the 2-cocycle ψ is non-
trivial, the extension is not equivalent to the trivial extension.
30 ELHAMDADI, SAITO, AND ZAPPALA
Example A.2. Let E = Zpm+1 , where p is an odd prime number and m a
positive integer. Consider the ternary quandle operation
T (x, y, z) = (1− 2p)x+ py + pz
as in Example 2.6. Write x =
∑m
i=0 xip
i and similarly for y and z. We have a
set-theoretic bijection Zpm+1 ∼= Zpm×Zp, via
∑m
i=0 xip
i 7→ (∑m−1i=0 xipi, xm).
Set X = Zpm and A = Zp, then E inherits a ternary quandle operation for
which it is a 2-cocycle extension as described in Lemma 2.7.
Specifically, x ∈ E can be written as (x¯, a) = (∑m−1i=0 xipi, xm) ∈ X × A,
and
T ((x¯, xm), (y¯, ym), (z¯, zm)) = (T (x¯, y¯, z¯), xm + ψ(x¯, y¯, z¯))
where
ψ(x¯, y¯, z¯) = ym−1 + zm−1 − 2xm−1 ∈ Zp.
Consider now the ternary 2-chain element
α = (0, r, r) + (2rp,−r + 2rp+ pm−1,−r + 2rp+ pm−1)
for any r ∈ Zpm−1 . It is easy to verify that α is a ternary 2-cycle for any
r. Since ψ(α) = 2 6= 0, it follows that [ψ] 6= 0 in H2(X;Zp) and therefore,
applying Proposition A.1, the extension we just described is non-trivial.
Next, we proceed to describe a useful method to construct 3-cocycles.
Let X be a ternary rack and let 0 → H ι→ E pi→ A → 0 be an extension
of abelian groups. Let φ ∈ Z2(X,A) be a ternary 2-cocycle of X with
coefficients in A and s : A −→ E be a set-theoretic section of the projection
pi : E −→ A, assumed to be normalized (i.e. s(0) = 0). Let us define the
map α : X5 −→ E by:
α(x1, x2, x3, x4, x5) =
sφ(x1, x2, x3)− sφ(T (x1, x4, x5), T (x2, x4, x5), T (x3, x4, x5))
−sφ(x1, x4, x5) + sφ(T (x1, x2, x3), x4, x5).
It is easy to show, using the definition of ternary 2-cocycle and normaliza-
tion condition of s, that α factors through the inclusion H
ι→ E. Therefore
it induces a map from X5 to H, which we will still indicate with the same
letter α. We now prove the following proposition.
Proposition A.3. The map α : X5 −→ H given above is a 3-cocycle of X
with coefficients in H.
Proof. By definition of third differential we get:
δ3(α)(x1, x2, x3, x4, x5, x6, x7) =
sφ(x1, x2, x3)− sφ(T (x1, x4, x5), T (x2, x4, x5), T (x3, x4, x5))
−sφ(x1, x4, x5) + sφ(T (x1, x2, x3), x4, x5)
−sφ(x1, x2, x3) + sφ(T (x1, x6, x7), T (x2, x6, x7), T (x3, x6, x7))
−sφ(x1, x6, x7) + sφ(T (x1, x2, x3), x6, x7)
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+sφ(x1, x4, x5)− sφ(T (x1, x6, x7), T (x4, x6, x7), T (x5, x6, x7)
−sφ(x1, x6, x7) + sφ(T (x1, x4, x5), x6, x7)
+sφ(T (x1, x4, x5), T (x2, x4, x5), T (x3, x4, x5))
−sφ(T (T (x1, x4, x5), x6, x7), T (T (x2, x4, x5), x6, x7),
T (T (x3, x4, x5), x6, x7))
−sφ(T (x1, x4, x5), x6, x7) + sφ(T (T (x1, x4, x5), T (x2, x4, x5),
T (x3, x4, x5)), x6, x7)
−sφ(T (x1, x2, x3), x4, x5) + sφ(T (T (x1, x2, x3), x6, x7), T (x4, x6, x7),
T (x5, x6, x7))
−sφ(T (x1, x2, x3), x6, x7) + sφ(T (T (x1, x2, x3), x4, x5), x6, x7)
−sφ(T (x1, x6, x7), T (x2, x6, x7), T (x3, x6, x7)) +
sφ(T (T (x1, x6, x7), T
6,7
4,5 ), T (T (x2, x6, x7), T
6,7
4,5 ), T (T (x3, x6, x7), T
6,7
4,5 )
−sφ(T (x1, x6, x7), T (x4, x6, x7), T (x5, x6, x7))
+sφ(T (T (x1, x6, x7), T (x2, x6, x7), T (x3, x6, x7)),
T (x4, x6, x7), T (x5, x6, x7)) = 0,
where we put T 6,74,5 = (T (x4, x6, x7), T (x5, x6, x7)) in the fourth to last line
and we have used the ternary self-distributivity to obtain the equality. 
Remark A.4. Observe that α being a ternary rack 3-cocycle of X with
coefficients in H is the obstruction for the set-theoretic section s to be a
group homomorphism, and therefore the short exact sequence to be split.
Appendix B. Chain maps from ternary to binary racks
In this section we introduce a homology theory for mutually distributive
racks. We will therefore construct a chain map between this newely intro-
duced chain complex, and the rack chain complex related to the ternary
operation induced by the mutually distributive rack as in Lemma 4.1. The
cocycles discussed in Section 4 can be seen to be the image of this chain
map, providing a second and more elegant proof of Theorem 4.5. We recall
Definition 6.7.
Definition 6.7. Let (X, {∗nj}kj=1) be a mutually distributive set. Let
~ = (1, . . . , n−1) be a vector such that i ∈ {nj}kj=1 for i = 1, . . . , n − 1.
Let chain groups C~n(X) be defined by the free abelian group generated by
tuples x = (x0, (x1, 1), . . . , (xn−1, n−1)). Define Cn(X) = ⊕~ C~n(X) where
the direct sum ranges over all possible vectors ~. Define the differential
∂~n : C
~
n(X)→ Cn−1(X) by
∂~n(x) =
n−1∑
i=1
(−1)i[(x0 ∗i xi, (x1 ∗i xi, 1), . . . , (xi−1 ∗i xi, i−1), (̂xi, i),
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(xi+1, i+1), . . . , (xn−1, n−1))
−(x0, (x1, 1), . . . , (̂xi, i), . . . , (xn−1, n−1))],
and let
∂n =
∑
~
∂~n : Cn(X)→ Cn−1(X).
Lemma B.1. Let (X, {∗nj}kj=1) be a mutually distributive set. Then the
sequence (Cn(X), ∂n) defines a chain complex.
Proof. We define, for each vector ~ and i = 1, . . . , n− 1, linear maps
∂i~n (x) = [(x0 ∗i xi, (x1 ∗i xi, 1), . . . , (xi−1 ∗i xi, i−1), (̂xi, i),
(xi+1, i+1), . . . , (xn−1, n−1))
−(x0, (x1, 1), . . . , (̂xi, i), . . . , (xn−1, n−1))].
Therefore by definition, ∂~n =
∑
i(−1)i∂i~n . It is enough to show now that
the maps ∂i~n satisfy the pre-simplicial complex relation: ∂
i~
n ∂
j~
n = ∂
j~
n ∂i+1~n
for each n ∈ N whenever j < i.
Fix a vector ~ = (1, . . . , n−1) and consider an element
(x0, (x1, 1), . . . , (xn−1, n−1)) ∈ C~n(X). Then we have:
∂in∂
j
n(x0, (x1, 1), . . . , (xn−1, n−1)) =
((x0 ∗j xj) ∗i+1 xi+1, ((x1 ∗j xj) ∗i+1 xi+1, 1), . . . , ̂(xj , j),
(xj+1 ∗ xi+1, j+1), . . . , (̂xi, i), . . . , (xn−1, n−1))
−(x0, (x1, 1), . . . , ̂(xj , j),
(xj+1, j+1), . . . , ̂(xi+1, i+1), . . . , (xn−1, n−1)).
On the other hand we have:
∂j~n ∂
(i+1)~
n (x0, (x1, 1), . . . , (xn−1, n−1)) =
((x0 ∗i+1 xi+1) ∗j (xj ∗i+1 xi+1), ((x1 ∗i+1 xi+1) ∗j (xj ∗i+1 xi+1), 1),
. . . ̂(xj , j), (xj+1 ∗i+1 xi+1, j+1), . . . , ̂(xi+1, i+1), . . . , (xn−1, n−1))
−(x0, (x1, 1), . . . , ̂(xj , j),
(xj+1, j+1), . . . , ̂(xi+1, i+1), . . . , (xn−1, n−1)),
where we have used the vector notation introduced in Section 6. The two
quantities are equal, in virtue of the property of mutual distributivity of the
set {∗nj}kj=1. 
Definition B.2. The chain complex defined by Definition 6.7 and the ho-
mology that it induces will be called labeled chain complex and labeled
homology and will be denoted CL• (X) and HL• (X), respectively.
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Figure 11. Curtain diagram representing chain maps
Remark B.3. The chain complex in Definition 6.7 has a diagrammatic
interpretation as in Figure 11. In particular, the mutual distributivity con-
dition takes the same form as in the curtain homology of [25].
Remark B.4. For a given abelian group A, we obtain a labeled cochain
complex with coefficients in A, upon dualizing the chain complex in Defi-
nition 6.7. We will write CnL(X;A) and H
n
L(X;A) to indicate the labeled
nth cochain and cohomology groups with coefficients in A, respectively. We
observe that the cochain complex encodes the conditions of mutual distribu-
tivity as described in the next proposition.
Proposition B.5. Let (X, ∗0, ∗1) be a mutually distributive rack and let
C2L(X;A) be the second labeled cochain group with coefficients in A, as in
Remark B.4. Then the labeled 2-cocycle conditions corresponding to δ(01)ψ =
0 and δ(10)ψ = 0 are equivalent to the mutual distributive rack 2-cocycle
condition in Definition 3.10.
Proof. By definition, CL2 (X) splits in the direct sum of labeled cycles. Dual-
izing, a 2-cocycle ψ ∈ C2L(X;A) is a pair (φ0, φ1), where φi ∈ Hom(C(i)2 , A),
i = 0, 1. Similarly, CL3 (X) consists of a direct sum of four terms labeled
by vectors (00), (01), (10) and (11). It follows therefore that δψ consists of
four summands, obtained by dualizing the labeled differential and precom-
posing with each of the two components of ψ. Specifically, the component
corresponding to the differential ∂(01) reads
δ(01)ψ(x, (y, ∗0), (z, ∗1)) = φ1(x ∗0 y, (z, ∗1))− φ1(x, (z, ∗1))
−φ0(x ∗1 z, (y ∗1 z, ∗0)) + φ0(x, (y, ∗0)).
This gives us the first condition in Definition 3.10. Similarly, from δ(ii) we
obtain the 2-cocycle condition for φi with respect to the rack (X, ∗i), and
δ(10) gives the second equation in Definition 3.10. 
Remark B.6. Similarly to Proposition B.5 from the labeled third cochain
group we can obtain mutual 3-cocycle conditions. It seems natural to ask,
therefore, whether it is possible to proceed as in Theorem 4.5 in the case of
3-cocycles. This is part of the content of Lemma B.9 below.
Definition B.7. We define maps F],n : CTn (X) −→ CLn (X), from the ten-
rary cochain complex, to the chain complex defined by Lemma B.1 for
n = 1, 2, 3. Explicitly:
F],1 = 1
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F],2(x, y0, y1) = (x, y0)0 + (x ∗0 y0, y1)1
F],3(x, y0, y1, z0, z1) = (x, y0, z0)00 + (x ∗0 z0, y0 ∗0 z0, z1)01 +
(x ∗0 y0, y1, z0)10 + ((x ∗0 y0) ∗0 z0, y1 ∗0 z0, z1)11,
where we put the labels as a subscript.
Definition B.8. Let (X, ∗0, ∗1) be a mutually distributive racks. Let F ],n :
CnL(X)→ CnT (X) for n = 2, 3 be the maps obtained from F],n by dualization.
Lemma B.9. For n = 2, 3 the maps F],n define chain maps. Therefore they
define induced homomorphisms F],n : HTn (X) → HLn (X) in homology and
F∗,n : HnL(X)→ HnT (X) in cohomology.
Proof. For a ternary 2-chain (x, y0, y1) we have:
∂F],2(x, y0, y1) =
−(x ∗0 y0) + (x)− ((x ∗0 y0) ∗1 y1) + (x ∗0 y0) = ∂T (x, y0, y1).
By direct computation, we also have:
F],2∂T (x, y0, y1, z0, z1)
= (x, z0)0 + (x ∗0 z0, z1)1 − (T (x, y0, y1), z0)0
−(T (x, y0, y1) ∗0 z0, z1)1 − (x, y0)0 − (x ∗0 y0, y1)1
+(T (x, z0, z1), T (y0, z0, z1))0
+(T (x, z0, z1) ∗0 T (y0, z0, z1), T (y1, z0, z1))1.
On the other hand, the following holds:
∂F],3(x, y0, y1, z0, z1)
= (x, z0)0 − (x ∗0 y0, z0)0 − (x, y0)0
+(x ∗0 z0, y0 ∗0 z0)0 + (x ∗0 z0, z1)1 − ((x ∗0 z0) ∗0 (y0 ∗0 z0), z1)1
−(x ∗0 z0, y0 ∗0 z0)0 + (T (x, z0, z1), T (y0, z0, z1))0
+(x ∗0 y0, z0)0 − (T (x, y0, y1), z0)0
−(x ∗0 y0, y1)1 + ((x ∗0 y0) ∗0 z0, y1 ∗0 z0)1
+((x ∗0 y0) ∗0 z0, z1)1 − (((x ∗0 y0) ∗0 z0) ∗1 (y1 ∗0 z0), z1)1
−((x ∗0 y0) ∗0 z0, y1 ∗0 z0)1 + (((x ∗0 y0) ∗0 z0) ∗1 z1, T (y1, z0, z1))1.
The two quantities can be seen to be equal, making use of the identity:
T (x, z0, z1) ∗0 T (y0, z0, z1) = ((x ∗0 y0) ∗0 z0) ∗1 z1.
Therefore we obtain F],2∂T = ∂F],3, which concludes the proof of the first
statement. The second statement follows easily from the first one by stan-
dard arguments in homological algebra. 
Theorem B.10. The construction given in Theorem 4.5 induces a well
defined map between second cohomology groups H2L(X;A) and H
2
T (X;A).
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Proof. In virtue of Lemma B.9, it is enough to show that the map F ],2 :
C2L(X) → C2T (X) in Definition B.8 coincide with the map ψ defined in
Theorem 4.5. This follows directly from the definitions. 
Appendix C. Example 8.9 revisited
In this appendix we explicitly show that the map in Example 8.9 is indeed
self-distributive. Each equality is obtained by applying the Jacobi identity
as in the proof of Lemma 3.3 in [5]. In fact, each step corresponds to one
of the diagrams in the proof of Theorem 8.7 (cf. figure 8). Recall also the
definition of the diagonal ∆, from Lemma 8.8, and the inductive definition
for ∆3 at the beginning of Section 8. Explicitily, we have for ∆3:
∆3(a, x) = (a, x)⊗(1, 0)⊗(1, 0)+(1, 0)⊗(0, x)⊗(1, 0)+(1, 0)⊗(1, 0)⊗(0, x).
To make the steps easier for the reader, we declare the terms that are going
to be replaced according to the Jacobi identity, and underline the replacing
terms in the subsequent equality. We obtain therefore:
T (T ((a, x)⊗ (b0, y0)⊗ (b1, y1))⊗ (c0, z0)⊗ (c1, z1))
= (ab0b1c0c1, b0b1c0c1x+ b1c0c1[x, y0] + b0c0c1[x, y1]
+c0c1[[x, y0], y1] + b0b1c1[x, z0] + b1c1[[x, y0], z0]
+b0c1[[x, y1], z0] + c1[[[x, y0], y1], z0] + b0b1c0[x, z1]
+b1c0[[x, y0], z1] + b0c0[[x, y1], z1] + c0[[[x, y0], y1], z1]
+b0b1[[x, z0], z1] + b1[[[x, y0], z0], z1] + b0[[[x, y1], z0], z1]
+[[[[x, y0], y1], z0], z1]).
Applying the Jacobi identity to the terms b0c1[[x, y1], z0], c1[[[x, y0], y1], z0],
b0[[[x, y1], z0], z1] and [[[[x, y0], y1], z0], z1] we obtain:
= (ab0b1c0c1, b0b1c0c1x+ b1c0c1[x, y0] + b0b1c1[x, z0]
+b1c1[[x, y0], z0] + b0c0c1[x, y1] + c0c1[[x, y0], y1]
+b0c1[[x, z0], y1] + c1[[[x, y0], z0], y1] + b0c1[x, [y1, z0]]
+c1[[x, y0], [y1, z0]] + b0b1c0[x, z1] + b1c0[[x, y0], z1]
+b0b1[[x, z0], z1] + b1[[[x, y0], z0], z1] + b0c0[[x, y1], z1]
+c0[[[x, y0], y1], z1] + b0[[[x, z0], y1], z1] + [[[[x, y0], z0], y1], z1]
+b0[[x, [y1, z0]], z1] + [[[x, y0], [y1, z0]], z1]).
We now apply the Jacoby identity to the term b1c1[[x, y0], z0], b1[[[x, y0], z0], z1],
c1[[[x, y0], z0], y1] and [[[[x, y0], z0], y1], z1] to obtain:
= (ab0b1c0c1, b0b1c0c1x+ b0b1c1[x, z0] + b1c0c1[x, y0]
+b1c1[[x, z0], y0] + b0c0c1[x, y1] + b0c1[[x, z0], y1]
+c0c1[[x, y0], y1]] + c1[[[x, z0], y0], y1] + b1c1[x, [y0, z0]]
+c1[[x, [y0, z0]], y1] + b0c1[x, [y1, z0]] + c1[[x, y0], [y1, z0]]
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+b0b1c0[x, z1] + b0b1[[x, z0], z1] + b1c0[[x, y0], z1]
+b1[[[x, z0], y0], z1] + b0c0[[x, y1], z1] + b0[[[x, z0], y1], z1]
+c0[[[x, y0], y1], z1] + [[[[x, z0], y0], y1], z1] + b1[[x, [y0, z0]], z1]
+[[[x, [y0, z0]], y1], z1] + b0[[x, [y1, z0]], z1] + [[[x, y0], [y1, z0]], z1]).
Next, we use the Jacoby identity on the terms b0c0[[x, y1], z1], b0[[[x, z0], y1], z1],
b0[[x, [y1, z0]], z1], c0[[[x, y0], y1], z1], [[[[x, z0], y0], y1], z1], [[[x, [y0, z0]], y1], z1]
and [[[x, y0], [y1, z0]], z1].
= (ab0b1c0c1, b0b1c0c1x+ b0b1c1[x, z0] + b1c0c1[x, y0]
+b1c1[[x, z0], y0] + b0b1c0[x, z1] + b0b1[[x, z0], z1]
+b1c0[[x, y0], z1] + b1[[[x, z0], y0], z1] + b0c0c1[x, y1]
+b0c1[[x, z0], y1] + c0c1[[x, y0], y1] + c1[[x, [y0, z0]], y1]
+b1c1[x, [y0, z0]] + b0c0[[x, z1], y1] + b0[[[x, z0], z1], y1]
+c0[[[x, y0], z1], y1] + b1[[x, [y0, z0]], z1] + [[[[x, z0], y0], z1], y1]
+[[[x, [y0, z0]], z1], y1] + b0c1[x, [y1, z0]] + c1[[x, y0], [y1, z0]]
+b0[[x, z1], [y1, z0]] + [[[x, y0], z1], [y1, z0]] + b0c0[x, [y1, z1]]
+b0[[x, z0], [y1, z1]] + c1[[[x, z0], y0], y1] + c0[[x, y0], [y1, z1]]
+[[[x, z0], y0], [y1, z1]] + [[x, [y0, z0]], [y1, z1]] + b0[x, [[y1, z0], z1]]
+[[x, y0], [[y1, z0], z1]]),
Lastly, making use of the Jacobi identity on the terms b1c0[[x, y0], z1],
b1[[[x, z0], y0], z1], c0[[[x, y0], z1], y1], b1[[x, [y0, z0]], z1], [[[[x, z0], y0], z1], y1],
[[[x, [y0, z0]], z1], y1] and [[[x, y0], z1], [y1, z0]] we obtain:
= (ab0b1c0c1, b0b1c0c1x+ b0b1c1[x, z0] + b0b1c0[x, z1]
+b0b1[[x, z0], z1] + b1c0c1[x, y0] + b1c1[[x, z0], y0]
+b1c0[[x, z1], y0] + b1[[[x, z0], z1], y0] + b0c0c1[x, y1]
+b0c1[[x, z0], y1] + b0c0[[x, z1], y1] + b0[[[x, z0], z1], y1]
+c0c1[[x, y0], y1] + c1[[[x, z0], y0], y1] + c0[[[x, z1], y0], y1]
+[[[[x, z0], z1], y0], y1] + b0c1[x, [y1, z0]] + b0[[x, z1], [y1, z0]]
+c1[[x, y0], [y1, z0]] + [[[x, z1], y0], [y1, z0]] + b1c1[x, [y0, z0]]
+b1[[x, z1], [y0, z0]] + c1[[x, [y0, z0]], y1] + [[[x, z1], [y0, z0]], y1]
+b1c0[x, [y0, z1]] + b1[[x, z0], [y0, z1]] + c0[[x, [y0, z1]], y1]
+[[[x, z0], [y0, z1]], y1] + b1[x, [[y0, z0], z1]] + [[x, [[y0, z0], z1]], y1]
+[[x, [y0, z1]], [y1, z0]] + b0c0[x, [y1, z1]] + b0[[x, z0], [y1, z1]]
+c0[[x, y0], [y1, z1]] + [[[x, z0], y0], [y1, z1]] + [[x, [y0, z0]], [y1, z1]]
+b0[x, [[y1, z0], z1]] + [[x, y0], [[y1, z0], z1]]).
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This last term can be seen to coincide with the right-hand side of the self-
distributivity equation:
T (T⊗3)3 (13 ⊗∆⊗23 )((a, x)⊗ (b0, y0)⊗ (b1, y1))⊗ (c0, z0)⊗ (c1, z1)).
It follows therefore, that the map T turns X into a ternary self-distributive
object in the category of vector spaces.
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