In this paper, we propose two approaches to the problem of finding similar users to a set of champions representing domains of interest on social media. The first approach is based on the content shared by the users, while the second one relies on the social network connections (following, followers, and mentions). Given a small set of champion accounts, we construct a centroid and we rank candidates by computing their distance from the centroid. Experiments show that social network features provide better performance, but they are computationally much more intensive. This approach can be used for providing highly reliable recommendations of the top-k instances which are most similar to a given target, specified through examples rather than through specific properties.
I. Introduction
Social communities can be recognized according to many aspects; in this paper, we take the perspective of identifying a community by first selecting its champions, i.e. people who are recognized as exemplary within the community, and then determining the community members as those users with highly similar social behavior w.r.t champions, in terms of the relationships they establish. We compare two approaches to compute similarity between candidate users and provided champions: the content-based approach, focused on the production of textual content (presented in [1] ); and the network-based approach, focused on * equal contribution network connections (following, followers, and mentions) surrounding each user.
For each connection type we build a graph and we use graph representation learning, by mapping the nodes (users) into a low-dimensional latent space. In the features space, similarity of two users is directly proportional to their distance. Ranking of users is defined for both methods exploiting this distance.
The paper is organized as follows. In Section 2 we present the related work. In Section 3 we describe the features used in the analysis, based on content and on social network connections. In Section 4 we explain the implemented methodology, while in Section 5 we provide an evaluation through experiments in four different domains, by first focusing on the content and network separately, then providing their comparison. Section 6 concludes and presents future works.
II. Related Work
Many works exploit content to describe users. Among all, PLSA-PHITS [2] , Community-User-Topic model [3] and Link-PLSA-LDA [4] use generative probabilistic modeling which considers both contents and links as being dependent on one or more latent variables, and then estimates the conditional distributions to find community assignments. When compared to our research, all the above methods require larger training data for building an accurate model, while we need only few champions accounts.
Considering network-based approaches, they are usually applied to directly extract set of similar users through community detection: Lim et al. [5] proposes a method to detect communities that share common interests on Twitter, based on linkages among followers of celebrities representing an interest category. [6] , [7] exploit retweets network and followers network to extract communities based on political orientation. C. He et Al. [8] present a unified framework that combines link and content in a matrix factorization-based model: Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. the two parts contribute in a complementary way to the resulting groups. Instead, in our work we extract numerical features from several source networks to rank single users with respect to sample community champions.
III. Features Description

A. Content-based Features
We exploit user-generated content on social media to extract descriptive features. In particular, we calculate syntactic and semantic features from posts text.
Syntactic features are extracted by using the NLTK Python library 1 : it performs stop-words deletion, tokenization, text tagging, and retrieval of the root form of the words. After this procedure, words can be classified into syntactic categories, such as verbs or nouns.
Semantic features are extracted by using Dandelion 2 , an online API that wraps access and matching of text to either instances or types of DBpedia. Each word of a language has abstract characteristics known as semantic features, that go beyond the textual expression of the word. Typically, words are representations of the leafs of hierarchies and their semantics is assigned by traversing the hierarchy. As concept hierarchy, we use DBPedia 3 , which extracts structured content from the information created in Wikipedia. The considered semantic features are: types, elements of the DBpedia hierarchy, and instances, i.e. words that can be mapped to a Wikipedia page.
B. Network-based Features
We generate graphs from social media data by considering three relationships: follower, following and mentioning.
Considering a target user u, its followers comprise all the users that are interested in its posts' content. Followings are the correspondent active roles: they represent the accounts that u is interested in. Mentions arise from content: using the special character '@', it is possible to tag a user within a post, thus making a direct reference.
Note that different semantic relationships generate different graphs and, by consequence, different descriptive features. Therefore, a further step is necessary to map these network features to numerical vectors.
In this work, we exploit the network itself: we consider as input the graphs and then we apply graph representation learning to extract features for each node. This technique provides the account's representation in the context of several networks, encoding his/her relative importance. Since nodes are mapped to numerical vectors, it is possible to generalize a methodology and compare the results of the analysis with other approaches that use feature vectors, possibly leading to new insights.
The representation learning algorithm used is node2vec [9] . Feeding this algorithm with any of the previously defined networks allows to extract a different description of the users, over which the methodology presented in next section is applied.
IV. Methodology
The pipeline is as follows: 1) Provide a small set of champions accounts used as representatives for the community; 2) Define feature vectors, either using content or network information, for all the users, as described in the previous sections; 3) Compute a feature vector centroid from the set of champions accounts: each component of the centroid is the average of the correspondent components of the champions accounts; 4) Apply a similarity metric to rank users: the more similar a vector and the centroid are, the higher is the ranking position.
V. Evaluation and Comparison
Evaluation of the methodology is defined below:
• Select a set of users from social networks that are a-priori associated to specific communities as ground truth, and a set of users picked randomly as negative samples;
• Split ground truth users in two groups, the seeds and the candidates: seeds vectors define the centroid for the community, while candidates are used for test;
• Apply cosine similarity to rank users with respect to centroid;
• Evaluate the ranking, considering that candidates should be ranked first if the model effectively catches the similarities with champions accounts.
The evaluation is run on a Twitter dataset collected through official API: statistics of the data is presented in Tab. I.
A. Network-based Users Ranking
The graphs used for the experiments represent the mention, follower and following connections between the users. In addition, the combination of follower and following relationships are merged in a unique network, representing the complete social relationships that arise among users. For each domain, the presented networks are built and combined with the correspondent random ones: in Fig. 1 , the output of this procedure is presented for Australian writers domain. The orange part of the network is composed by the community users, while the black part reports the same data on the random users: champions users and its followers have more intra-edges than inter-edges, showing that this graph connects similar users. Stronger the similarities in the graph, better the embeddings generated: Fig. 2 shows this effect. Embeddings of Australian writers mentions network and followings network are represented in a 2-dimensions space: red points are the champions of the community, while blue points are the random users. In the followings embeddings, the distance between red points is lower and most negative samples are not overlapping with the space covered by the champions, intuitively leading to a better ranking. The features vectors of both the champions and the random users are kept to build the final ranking, while other users reached by champions and by random users are no longer considered. The method presented in Section IV is repeated for 50 times to remove the bias of centroid selection: for each run, we select at random half of the domain users as seeds to calculate the centroid and the remaining ones as candidates. Each output ranking is evaluated in terms of precision@10 and the average precision over the repetitions is used as final evaluation metric.
Results are presented in Tab. II: following and followers networks overperform mentions networks in all domains, even if the latter obtain good results for Australian writers and fashion. The combination of followers and following in a unique network (column complete in Tab. II) performs slightly better only for Australian writers, but with a much higher computational cost. Network features obtain poor results in finance domain, reaching 0.6 average precision@10 in the best case.
Given these results, networks that arise from social relations are shown to be more reliable, while considering mentions, that arise from content, lead to poor results. In particular, following networks have the best trade-off: they obtain comparable level of performance with respect to followers ones, and they are much easier to calculate.
B. Models Comparison
The two models take as input very different features: either the words used in the post forming a vocabulary, or numerical vectors that represent social relationships. Depending on the domain, these inputs produce different outcomes: in some settings, the vocabulary used is more discriminatory, while in others the language is more generic and the mutual connections have more impact on the similarity.
Tab. II summarizes the results for the content and the network-based methods. Best content-based results (NNP and instance features) are taken from [1] : precision is high for chess players, where the vocabulary is extremely specific, while in the other domains they cannot reach performance comparable to network-based features. Network-based model achieves the best precision in three domains over four. Content-based model, on the other hand, has an extreme low computational cost, both in terms of data collection time (Twitter API requests) and data analysis. In fact, number of posts grows linearly, while following and followers grow exponentially, as showed in Tab. I. Therefore, we cannot assert that a single method is uniquely defined as the best: network-based features give better performance with the drawback of high computational cost, while we can obtain good quality results at much lower cost using content-based features.
VI. Conclusions
In this paper, we compared two different approaches for extracting users similar to domain champions on social media. Among the different social network based alternatives, experiments proved that the following network provides the best performance in extracting top-k users ranked by similarity with selected champions. On the other side, content-based models have slightly lower performance but are much easier to build, thus we cannot select one of the methods as the best one in general.
As future work, we plan to combine the methods in an ensemble model, that is able to take advantage of both aspects. We already used the content-based method in a large setting, where the goal was to understand the political affiliation of accounts [1] . Reproducibility. The dataset used for the experiments is available 4 and code to reproduce the analysis is published on GitHub 5 .
