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Abstract—Deep Neural Network (DNN) has gained unprece-
dented performance due to its automated feature extraction
capability. This high order performance leads to significant
incorporation of DNN models in different Internet of Things
(IoT) applications in the past decade. However, the colossal
requirement of computation, energy, and storage of DNN models
make their deployment prohibitive on resource constraint IoT
devices. Therefore, several compression techniques were pro-
posed in recent years for reducing the storage and computation
requirements of the DNN model. These techniques on DNN
compression have utilized a different perspective for compressing
DNN with minimal accuracy compromise. It encourages us
to make a comprehensive overview of the DNN compression
techniques. In this paper, we present a comprehensive review of
existing literature on compressing DNN model that reduces both
storage and computation requirements. We divide the existing
approaches into five broad categories, i.e., network pruning,
sparse representation, bits precision, knowledge distillation, and
miscellaneous, based upon the mechanism incorporated for com-
pressing the DNN model. The paper also discussed the challenges
associated with each category of DNN compression techniques.
Finally, we provide a quick summary of existing work under
each category with the future direction in DNN compression.
Index Terms—Application, compression, deep neural network,
knowledge distillation, pruning, sparse representation.
I. INTRODUCTION
Recent years have witnessed significant growth in ma-
chine learning-based Internet of Things (IoT) applications
due to easier and cheaper availability of small computing
devices [1], [2]. The machine learning-based approaches re-
quire handcrafted features which reduces its suitability for
a new dataset, where, information about data distribution is
missing [3]. Therefore, Deep Neural Network (DNN) based
IoT applications have achieved dominance in different appli-
cation domains, including smart home, agriculture, locomotion
mode recognition, etc [4]–[9]. It is because the DNN provides
automatic feature extraction capability from a large amount of
raw data. The DNN models not only eliminates the human in-
tervention for calculating domain-related features but achieves
coercive performance [4]. DNN model involves the following
components, including Convolutional Neural Network (CNN),
Fully Connected (FC) layers, and RNN (Recurrent Neural net-
work). A DNN model can have all these components at a time
or any of its combination. The CNN extract spatial features
and RNN identifies temporal features form the dataset. These
features archives a high order performance in classification,
regression and prediction of different tasks [10], [11].
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Despite these advantages, the DNN models require a sig-
nificant amount of resources including, energy, processing
capacity, and storage. This resource requirement reduces the
suitability of DNN model for Resources constraint Devices
(RCDs) [12]. The huge resource requirements of the DNN
model also become a bottleneck for real-time inference and
to run DNN model on browser-based applications. Therefore,
to mitigate these shortcomings of DNN model, i.e., energy,
processing capacity, and storage, different DNN compression
techniques have been proposed in the existing literature.
We can achieve several benefits by compressing the DNN
model over the traditional cumbersome DNN model. Some of
these benefits are as follows:
• Storage capacity: The DNN model achieves significant
accuracy that comes up with a large number of pa-
rameters, which requires considerable storage [13], [14].
Therefore, by compressing the DNN model, we can
preserve storage that facilitates the deployment of DNN
model on Resource Constraint Devices (RCDs).
• Computation requirements: A large number of FLoating
point OPerations (FLOPs) involve in the DNN operation
can exceed the limited computational capacity of the
RCDs [15]. Thus, it would be beneficial to employ DNN
compression for reducing the computation requirement.
• Earliness: The training and inference time of a DNN
model is significantly high that hampers its real-time
inference performance [16], [17]. The DNN compression
mechanisms, therefore, provides a higher degree of ear-
liness in both training and inference phases.
• Privacy: The data transmission from the source to the
high-end machine leads to the security breach and privacy
compromise [18]. Thus, it would be beneficial to employ
in-situ processing using compressed DNN model on
RCDs, which helps in preserving privacy and provides
data security.
• Energy consumption: The DNN compression also pre-
serves energy for processing the data [19]–[21]. It en-
hances its suitability for the deployment of compressed
DNN model on battery-operated IoT devices.
The demand for IoT based applications is growing day-by-
day that encourages data scientists to incorporate DNN models
in IoT applications. Therefore, it is beneficial to provide a
thorough overview of the DNN compression technique that can
meet out the limited storage and processing capacity available
at the resource constraint IoT devices. Thus, we carry out a
comprehensive survey of existing literature on different DNN
compression technique and propose a useful categorization
to point out a potential research gap for future work. This
paper presents a systematic overview of DNN compression
2techniques that reduce both storage and computation require-
ments of the DNN model. We categorize the different DNN
compression techniques into five broad categories based on the
type of strategy they followed for compression DNN model
with minimal accuracy compromise. The five broad categories
for DNN compression are network pruning, sparse representa-
tion, bits precision, knowledge distillation, and miscellaneous.
Fig. 1 illustrates the categorization hierarchy with different
DNN compression techniques and their subcategories.
Next, section discusses the categorization of the DNN
compression technique. Section III presents the overview of
network pruning technique with all sub-categories. The sum-
mary of the sparse representation technique is presented in
Section IV. Further, Section V and section VI demonstrate
the detailed description of bits precision and knowledge distil-
lation techniques, respectively. The miscellaneous techniques
that are not included in the above four category is discussed
in Section VII. Finally, Section VIII presents the discussions
and future directions of the DNN compression techniques.
II. CATEGORIZATION OF DNN COMPRESSION
TECHNIQUES
This section classifies the existing work on DNN compres-
sion in five broad categories, i.e., network pruning, sparse rep-
resentation, bits precision, knowledge distillation, and miscel-
laneous techniques. These categories were chosen through an
extensive literature review on DNN compression techniques.
For example, based on the network shrinking, we come up
with network pruning, and through sparsification of the weight
matrix, we can obtain the category for sparse representation.
Fig. 1 illustrates the overview of the paper with different
categories of DNN compression. Table I summarises the
existing work on DNN compression under different categories.
The broad categories of the DNN compression techniques are
defined as
A. Network pruning
Deep network pruning is one of the popular techniques to
reduce the size of a deep learning model by incorporating
the removal of the inadequate components such as channels,
filters, neurons, or layers to produce a lightweight model [22],
[23]. The resultant lightweight model is a low power con-
suming, memory-efficient, and provides faster inference with
minimal accuracy compromise. The adequacy of a component
relies on the amount of loss incurred when a component is
removed from the model [24]. Sometimes pruning is also
said to be a binary criterion to determine the removal or
persistence of a component in the DNN. The pruning is
performed on a pre-trained model iteratively, such that only
inadequate components are pruned from the model. We further
categorized the network pruning techniques into four parts,
i.e., channel pruning, filter pruning, connection pruning, and
layer pruning. It helps in reducing the storage and computation
requirements of the DNN model. The detailed overview of
existing network pruning techniques [25]–[45] for the DNN
model is discussed in Section III.
B. Sparse representation
Sparse representation exploits the sparsity present in the
weight matrices of the DNN model [46]. In sparse represen-
tation, the weights there are zero or near to zero are removed
from the weight matrix, which reduces the storage and compu-
tation requirements of the DNN model. In other words, those
links in the network having similar weights are multiplexed,
where, in-place of multiple weights with a single link is re-
placed with a single weight with the multiplex link. The sparse
representation includes low-rank estimates [47], quantization,
multiplexing, etc. The principle motive behind the sparse
representation is to concise the weight matrix without losing
the performance of the DNN model. In this work, we illustrate
the overview of existing approaches on DNN compression
that incorporates sparse representation. Further, we categorized
the DNN compression using sparse representation into three
sub-categories, i.e., quantization, multiplexing, and weight
sharing. Section IVpresents a detailed description of the sparse
representation techniques in the existing literature [35], [37],
[38], [43], [45], [48]–[52] on DNN compression.
C. Bits precision
Bits precision in the DNN compression technique reduces
the number of bits required for storing the weights in the
weight matrices W. For example, the FLOPs in the DNN
model requires 32 bits, which can be replaced with integer
operation that requires only 8 bits. Similarly, we can use
binary, 6 bits, 16 bits for replacing 32 bits FLOPs in DNN
model [53]. We categorized the existing literature on DNN
compression using bits precision into three sub-categories,
namely, estimation using integer, low bits representation, and
binarization. Section V highlights the overview of different
bits precision techniques [41], [48], [54]–[58] for DNN com-
pression using limited number of bits.
D. Knowledge distillation
In DNN model, the term knowledge distillation is defined
as the process of transferring the generalization ability of the
cumbersome model (teacher) to the compact model (student)
to improve its performance [59]. Knowledge distillation pro-
vides a mechanism to overcome the accuracy compromise due
to DNN compression. The training of the student model using
knowledge distillation improves its generalization ability such
that it can mimic similar behaviour as the teacher model for
predicting the class label probabilities. In this work, we have
covered a detailed overview of three categories of knowledge
distillation, i.e, logits transfer, teacher assistant, and domain
adaptation. Section VI provides a detailed description of the all
subcategories of knowledge distillation covered in the existing
literature [60]–[68].
E. Miscellaneous
The DNN compression technique that do-not qualifies the
above four categories are classified as miscellaneous. They
include such DNN compression techniques, which perform
modelling of DNN in such a manner that can be easily
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Fig. 1: Overview of different categories of compression techniques for deep neural network.
fitted on mobile devices. They adopt parallelization of features
or task distribution to reduce the storage and computation
requirements of the DNN model. The existing literature [69]–
[82] on DNN compression under miscellaneous category are
discussed in Section VII.
III. NETWORK PRUNING
This section discusses the network pruning techniques for
DNN compression. The key idea is to remove unimportant
components such as layers, filters, channels, etc., from the
original DNN model. The remaining components form a
compressed DNN model. The compressed model requires both
minimal processing resources and consume lower storage than
the original DNN model. Further, the compressed model is
trained on the existing dataset for a colossal number of epochs
that leads to the fine-tuning of the model. The two major
research challenges associated with the network pruning are
mitigating the accuracy compromise due to network com-
pression and reducing the time in fine-tuning of the DNN
model [84], [85]. We divide the network pruning into four
categories depending upon the existing work, i.e., Channel
pruning [25]–[29], [83], Filter pruning [30]–[34], Connection
pruning [35]–[43], [83], and Layer pruning [43]–[45]. Fig. 2
illustrate the categories and step involved in the network
pruning. Table II summarizes the existing literature on network
pruning under different categories. The detailed description of
different network pruning techniques are as follows.
Pre−trained
model
DNN model
original 
Training
1. Channel pruning
2. Filter pruning
3. Connection pruning
4. Layer pruning
Network
pruning
Pruned
model
Fine−tuning
pruned 
DNN model
Fig. 2: Categories and steps involved in network pruning.
A. Channel pruning
In this section, we provide an overview of different channel
pruning techniques discussed in the existing literature. Channel
pruning is a concept of reducing the number of channels
in the input supplied to the intermediate layers of the DNN
model [87]. The data supplied to the DNN model are initially
channelized to form an appropriate input, e.g. image have
3 channels (RGB). The output of each layer of the DNN
model also contains different channels that improve the model
performance but increases the computation and storage. There-
fore, it is beneficial to remove unimportant channels to reduce
the computation and storage requirements. Authors in [25]
proposed an inference time approach to perform channel
pruning by effectively removing the redundant channels from
CNN. They claim to accelerate the deep CNN using two
sequential steps, including, regression-based channel selection
followed by estimation of least reconstruction error. Authors
have proved their proposed mechanism for accelerating deep
CNN operations using compact architecture by performing
experiments on different datasets. The reconstruction error in
this approach is formulated as follows.
Let k represent the number of channels in a feature map
which we have to pure to reduce the number of channels to
k′. Let a convolutional filter F of size o×k×fh×fw applied
to a input I of dimension N × k× fh× fw to produce output
matrix O. Here, N denotes the number of samples in dataset
D and fh × fw is the dimension of the convolutional kernel.
The minimization problem is formed as
argmin
δ,F
1
N
∥∥∥O− k∑
j=1
δjFjIj
∥∥∥2
F
,
subject to, ||δ||0 ≤ k
′, (1)
where, || · ||F denotes the Frobenius norm. Ij represents the
data input for channel j, 1 ≤ j ≤ k and Fj is the j
th slice of
F. δ a coefficient vector of length k used in channel selection,
δj is the j
th entry of δ. Liu et.al. [26] proposed an improved
scheme of pruning operation, where, at the initial step, the
pruning threshold is determined by analyzing the network
connections. Further, those connections and channels are re-
moved that are less than the pruning threshold. The threshold
estimation in the proposed scheme preserves the accuracy of
the pruned network up to some extent. In [83] authors claim
that the prior assumption of channels and neurons independent
in the deep neural network is wrong. They claim that there
are certain dependencies among channel and neurons. Authors
formed a combinatorial optimization problem for network
pruning which is solved using an evolutionary algorithm and
attention mechanism. They named the proposed mechanism
as Evolutionary NetArchitecture Search (EvoNAS). Authors
in [27] proposed a novel learning scheme for CNN that
4TABLE I: Categorization of existing literature on DNN compression techniques.
DNN compression
techniques
Network pruning
Channel pruning [25]–[29], [83]
Filter pruning [30]–[34]
Connection pruning [35]–[43], [83]
Layer pruning [43]–[45]
Sparse representation
Quantization [35], [38], [45], [48]
Multiplexing [37], [49], [50]
Weight sharing [35], [37], [43], [51], [52]
Bits precision
Estimation using integer [48], [54]
Low bits representation [55]
Binarization [41], [56]–[58]
Knowledge distillation
Logits transfer [60]–[64]
Teaching assistant [65]
Domain adaptation [60], [66], [67]
Miscellaneous [69]–[81]
decrease model-size, runtime memory, and computing oper-
ations. They claim to retain the accuracy of the compressed
model. The proposed scheme enforces channel-level sparsity
in the network and dierctly applies to CNN architectures.
Therefore, introduces minimal overhead during the training
of the deep learning model. They named their approach as
network slimming that compressed large model to a compact
model without a higher accuracy compromise. The main idea
behind this approach is to introduce a scaling factor (∆) for
each channel in the deep learning model. Next, the model
and ∆ are jointly trained using the sparsity regularization.The
training objective is defined as
Loss =
∑
x,y
L(f(x,W), y) + µ
∑
∆
g(∆), (2)
where, (x, y) denotes the training input and output, W repre-
sents the weight matrix, and L(·) is the training loss imposed
by the model. g(·) denotes the penalty function and µ balances
the difference between two terms.
Yan et. al. [28] proposed an approach (named VarGNet) for
reducing the operations in the CNN model that uses variable
group convolution. The use of variable group convolution
helps in solving the conflict between small computational
cost and the unbalanced computational intensity. Further, they
adopt angular distillation loss to improve the performance of
the generated lightweight model. Authors in [29] proposed a
DNN compression technique based on the streamlined archi-
tecture that uses depth-wise separable convolutions to build a
lightweight model. The authors named the technique as Mo-
bileNets that estimates two hyperparameters, i.e., width multi-
plier and resolution multiplier. It allows the model developer to
choose a small network that matches the resources restrictions
(latency, size) for different applications. In MobileNets, the
depthwise convolution applies a single filter to each input
channels. Further, 1× 1 convolution is performed to combine
inputs into a new set of output. MobileNets achieve faster
inference by exploiting the sparsity of the dataset. The role
of the width multiplier wd is to thin a network uniformly at
each layer. For a given layer, the number of input channelsM
becomes (wd)M . The resolution multiplier rm is applied to
the input image and the same multiplier subsequently reduces
the internal representation of every layer.
• Remarks: The existing literature on channel pruning,
EvoNAS [83] VarGNet [28], MobileNets [29], [25]–[27] have
covered different mechanisms of channel pruning. However,
none of the existing work helps in diminishing the accuracy
compromise due to channel pruning. Apart from the accuracy
compromise, the existing literature misses the effect of a
channel elimination on the performance of different layers of
the DNN model. As, removal of single channel in one layer
can also effect other layers in the DNN model.
B. Filter pruning
The convolutional operation in the CNN model incorporates
a large number of filters to improve its performance under dif-
ferent processes of classifications, regressions, and predictions.
As it assumed that the increment in the number of filters, im-
proves the distinguishable characteristics of the spatial features
generated from the CNN model. [88]. However, this increment
in the convolutional filters leads to a significant increase in
the number of floating-point operations in the DNN model.
Therefore, the elimination of the unimportant filters plays a
decisive role in reducing the computational requirements of
the DNN model. An example scenario of filter level pruning is
illustrated in Fig. 3. The existing work on filter pruning [30]–
[34] are discussed as follows.
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Fig. 3: An example scenario of the filter level pruning [30].
Authors in [30] proposed an efficient framework, namely
ThiNet, for accelerating the operation of the CNN model using
5TABLE II: Summary of network pruning techniques for DNN compression.
Paper
Abbreviated
name
Address the challenge Proposed solution
Suitable for
Category
CNN FC RNN
[25] — To accelerate deep CNN for faster inference Efficiently removing redundant channels ✓ ✗ ✗
Channel
pruning
[26] — Improving channel pruning scheme
Determine pruning threshold prior to
actual pruning
✓ ✗ ✗
[83] EvoNAS
Resolve dependency between channels and
neurons
Combinatorial optimization for network
pruning
✓ ✓ ✗
[27] —
To decrease model-size, runtime, memory,
and computation
Network slimming using channel
level sparsity
✓ ✗ ✗
[28] VarGNet To reduce the operation in CNN
Variable group convolution and angular
distillation loss
✓ ✗ ✗
[29] MobileNet To build a light-weight DNN model Deep-wise and 1× 1 convolutions ✓ ✗ ✗
[30] ThiNet
Efficient framework for accelerating operations
in CNN
Discarding unimportant filters using
statistical information
✓ ✗ ✗
Filter
pruning
[31] —
To reduce the storage and memory requirement
during training and inference
Sparsification in fully connected layer
and convolutional filters
✓ ✓ ✗
[32] —
Prune parameters that results in minimal
performance degradation
Knee-guided evolutionary algorithm
for optimal filter pruning.
✓ ✗ ✗
[33] DeepMon
To provide deep learning inference on mobile
devices
An optimization mechanism for
convolutional operation on mobile
✓ ✗ ✗
[34] —
To speed up the test-time evaluation of the
large DNN model
Finds appropriate low-rank approximation
for convolutional filters
✓ ✗ ✗
[35] —
To reduce storage and bandwidth of DNN
model with minimal accuracy compromise
Quantization using clustering
technique, and further Huffman coding
✓ ✓ ✓
Connection
pruning
[36] DeepIoT
To ensure the deployment of deep learning
models on IoT devices
Optimal dropout estimation ✓ ✓ ✓
[37] EIE
To perform DNN based inference on the
compressed network
Pruning of redundant connections and
weight sharing among different elements
✓ ✓ ✓
[43] MTZ
To induced a minimal change in error upon
layer sharing
Layer-wise neuron sharing and subsequent
weight update
✓ ✓ ✓
[38] —
To provides a better selection mechanism
for deployment of DNN model
Guided deployment for wiser pruning ✓ ✓ ✓
[39] SCNN
To improve performance and provides
energy efficiency
Zero-valued weight estimation generated
from ReLU operation
✓ ✗ ✗
[40] — A sparse solution for compressing DNN models Using sparse variational dropout ✓ ✗ ✗
[41] —
Hierarchical priority to prune the nodes inside
the DNN model
Bayesian compression for Deep learning ✓ ✓ ✓
[86] —
Pruning method for DNN model by removing
unimportant connections
Using connection pruning threshold ✓ ✓ ✓
[42] —
Solving irretrievable network damage due to
incorrect pruning
Splicing into the network compression to
avoid incorrect pruning
✓ ✗ ✗
[44] FINN
To build a fast and flexible heterogeneous
DNN architecture
Using a set of optimization for mapping
binarized neural networks to hardware
✓ ✓ ✗
Layer
pruning
[45] —
Pruning method for deploying DNN model
on embedded devices
Singular value decomposition based
factorization method
✗ ✗ ✓
[43] MTZ Minimal change in error upon layer sharing Layer pruning and weight update ✓ ✓ ✓
compression in both training and testing phases. They have
incorporated filter-level pruning, where, an unimportant filter
is discarded based on the statistical information computed
form the next layer. Authors have established a filter level
pruning as an optimization problem to determine the filters
that are to be pruned. ThiNet uses a greedy algorithm for
solving the optimization problem that is defined as follows
argmin
E
N∑
i=1
(
yˆi −
∑
j∈E
xˆij
)2
, (3)
subject to, |E| = k × crate, (4)
E ⊂ {1, 2, · · · , k}, (5)
where, N is the number of training examples (xˆi, yˆi), |E| is
the number of elements in a subset of E, k denotes number
of channel in CNN model, and crate is compression rate that
determines number of channels retrained after compression.
Bhattacharya et. al. [31] proposed a DNN compression
technique that removes the sparsification in fully connected
layer and convolutional filters. The main motive was to reduce
the storage requirement of device and processor resources
in both training and inference phases. The basic operational
principle of this work is the hypothesis that computational and
space complexity of DNN model can be considerably increase
using sparsification of layers and convolutional filters.
In [32] authors, defined the filter pruning as a multi-
objective optimization problem followed by a knee-guided
evolutionary algorithm for its solution. They established a
trade-off between the number of parameters and performance
compromise due to model compression. The basic principle
of this mechanism is to prune parameters that result in little
performance degradation. To estimate the importance of a
parameter, they have used the criteria of performance loss
to identify the redundancy. To achieve a compressed model
with a small size, the number of filters preserved must be less
as possible to achieve a considerable accuracy. The problem
can be treated as to find a compact binary representation that
can prune maximum filters while preserving the performance
to a greater extent. This pruning mechanism falls under the
group of filter pruning in the CNN, as it simultaneously
poses the advantage of parameter reduction and minimiz-
ing computational overhead. This mechanism can be further
improved by incorporating the low-rank estimation. Authors
6in [33] proposed a mechanism named DeepMon to provide
deep learning inference on mobile devices. They claim to run
the inference in limited time and provides energy efficiency
using the Graphical Processing Unit (GPU) on the mobile
device. The authors proposed an optimization mechanism
for processing convolutional operation on mobile GPU. The
mechanism utilizes the internal processing structure of CNN
incorporating filters and the number of connections to reuse
the results. Thus, removing unimportant filters and connections
for proving faster inference.
Authors in [34] speed up the test-time evaluation of the
large DNN model, designed for object recognition tasks. The
authors have exploited the redundancy present within the
convolutional filters to derive approximations that significantly
reduce the required computation. They have started compres-
sion of each convolutional layer by finding an appropriate
low-rank approximation, and then fine-tune until the prediction
performance is restored.
• Remarks: The filter pruning technique presented in the
existing literature [30]–[34] have successfully reduced the
number of floating-point operations in the CNN. However,
the fully connected layers and recurrent layers also contribute
a major portion of floating-point operations in the DNN
model, which should not be ignored during DNN compression.
Additionally, the existing work cannot be employed on the
DNN model that is having a large number of layers with
minimal filters on each convolutional layer.
C. Connection pruning
The number of input and output connections to a layer
of DNN model determines the number of parameters. These
parameters can be used to estimate the storage and com-
putation requirement of the DNN model [82]. Since the
DNN model requires a large number of parameters in their
operations; therefore, it is convenient to reduce the parameters
by eliminating unimportant connection for different layers
in the DNN model [89]. The existing studies on the con-
nection pruning [35]–[43], [83] have attempted to remove
the unimportant connection from the DNN models. Fig. 4
illustrates an example scenario of connection pruning in the
DNN model. The overview of different connection pruning
techniques discussed in the existing literature are as follows
Connection
pruning
Original DNN model Pruned DNN model
Fig. 4: An illustration of connection pruning in the DNN model.
Authors in [35] proposed a connection pruning technique
that first prunes the DNN model by learning only important
connection using dropout. Next, the learned weights are quan-
tized using clustering technique, and further Huffman coding
is applied to reduce the storage requirement. The authors
under this technique try to fit the model into cache memory
rather than main memory. In this way, they encourage us
to run applications on tiny computing devices with limited
storage and energy. Here, the goal is to reduce the storage
and bandwidth of the DNN model with minimal accuracy
compromise. It also justified the goal of tiny device execution,
such as better privacy, uses least network bandwidth and
provides output in real-time.
In [36] authors proposed an approach that helps in the
deployment of deep learning models on IoT devices. Thus,
named the approach as DeepIoT. The proposed approach is
capable of performing compression on commonly used deep
learning structures, including CNN, fully connected layers, and
recurrent neural network. DeepIoT incorporates dropout tech-
niques to remove unimportant connections from the network.
Here, the chosen dropout is not a fixed value but optimally
determined for generating optimal compressed networks. In
DeepIoT, small dense matrices are obtained by performing
compression of the different structures in the network. These
dense matrices contain a minimal number of non-redundant
elements, such as input and output dimension of a layer, filters,
etc. The process of obtaining dense matrices must safeguard
the network from higher accuracy compromise.
Han et. al. [37] proposed an Energy efficient Inference En-
gine (EIE) to perform DNN based inference on the compressed
network obtained after pruning of redundant connections and
weight sharing among different elements. The EIE accelerates
the sparse matrix multiplication by adopting weight sharing
without losing the accuracy of the model. In EIE, the pro-
cessing is performed using an array of processing elements.
Each element simultaneously partitions the network in SRAM
and perform the computation of their respective part. In [43]
authors proposed a Multi-Tasking Zipping (MTZ) framework
that automatically merges multiple correlated DNN models to
perform cross model compression. In MTZ, the compression
is performed using layer-wise neuron sharing and subsequent
weight update. Here, the authors induced a minimal change in
error upon layer sharing.
Authors in [38] developed a quantitative characterization
approach for a deep learning model to make its deployment
on embedded devices. It not only provides a better selection
mechanism for deployment of DNN model on the embed-
ded device but also guides the development of compression
technique using a wiser connection pruning. In [39] authors
proposed a zero-valued weight estimation from a network
during training that is generated from ReLU operation. The
authors named the approach as Sparse CNN (SCNN). It is
a DNN compression architecture that improves performance
and provides energy efficiency. SCNN uses both weight
and activation sparsity, which enhances the power of the
compressed DNN. SCNN also employ an effective dataflow
mechanism inside the DNN that maintains the sparse weights
and activations in the DNN compression. It further reduces
unimportant data transmission and storage requirement.
Authors in [40] proposed a sparse variational dropout, which
7is an extension of variational dropout. Here, all possible values
of dropouts are considered, which leads to a sparse solution
for compressing the DNN models. Authors have provided
an approximation technique that incorporates KL-divergence
in variational dropout. They experimentally demonstrate that
higher sparsity is achieved in CNN and fully connected layers.
Let N denotes the number of instances in dataset D, whose ith
instance is denoted as (xi, yi)
N
i=1. The goal of a learning mech-
anism is to estimate parameter θ of a model p(y/x, θ). When
we incorporate Bayesian learning after data D arrival, the
prior distribution is transformed into a posterior distribution,
p(θ/D) = p(D/θ)p(θ)/p(D). In variational inference the pos-
terior distribution p(θ/D) is approximation using distribution
rφ(θ). The authors uses KL divergence DKL(rφ(θ)||p(θ/D))
to estimate quality of approximation. The optimal value of
parameter φ is obtained as follows
L(φ) = LD(φ)−DKL(rφ(θ)||p(θ)),
where, LD(φ) =
N∑
i=1
Erφ(θ)[log p(yi/xi, θ)]. (6)
Louizos et. al. [41] proposed a Bayesian compression for
Deep learning. They introduced a hierarchical priority to prune
the nodes inside the DNN model inspite weight reduction. The
authors have incorporated posterior uncertainties for determin-
ing the fixed point precision to encode the weights. Further,
the authors employ inducing sparsity for hidden neuron despite
individual weights to prune neurons. In [86] authors proposed
a network pruning method for DNN model that removes
unimportant connections. The proposed pruning method first
identifies the unimportant connections having weight less than
a given threshold. Next, these connections are removed from
the DNN model. Further, fine-tuning is performed with the
remaining connections.
Authors in [42] proposed a network compression technique
to perform network pruning. The pruning incorporates deleting
unimportant parameters and retaining the remaining ones. The
authors have incorporated splicing into the network compres-
sion to avoid incorrect pruning. There are two major issues
related to network interconnections in the DNN model. The
First issue is irretrievable network damage due to incorrect
pruning, and second is the inconsistency of the DNN model
due to an inefficient machine. The authors have claimed
to solve both shortcomings of the network pruning through
continuous pruning and splicing.
• Remarks: The connection pruning technique provides a
high order compression of the DNN model in contrast with
channel pruning and filter pruning discussed in Section III-A
and III-B, respectively. The existing studies, DeepIoT [36],
EIE [37], MTZ [43], SCNN [39], [35], [38], [40]–[42], [83]
have emphasized on connection pruning to perform DNN
compression. However, a major concern of connection pruning
technique is the elimination of important connection during
DNN compression, needs more emphasis, such as pruning
and splicing discussed in [42]. Additionally, the connection
pruning suffers from higher accuracy compromise when the
network is dynamically building and rebuilding on RCDs.
D. Layer pruning
The last category of the network pruning techniques is layer
pruning, where, some selected layers from the network are
removed to compress the DNN model. The layer pruning is
highly utilized for deploying DNN model on tiny computing
devices, where, we need an ultra-high compression of DNN
model [90]. The primary issue with layer pruning is the loss
of the semantic structure of the DNN model that generates
low-quality features. These low-quality features result in per-
formance inefficiency. The prior studies on layer pruning [43]–
[45] for DNN compression are elaborated as follows.
Authors in [44] presented a framework that builds fast
and flexible heterogeneous architecture, named FINN. They
utilized a set of optimization for mapping binarized neural
networks to the hardware. The authors have performed the
implementation of different DNN components, including, con-
volutional, pooling, and fully connected layers. The imple-
mentation was conducted in such a manner that meet out
the performance demand of the users. They claim to perform
millions of classifications per second with microsecond latency
on embedded devices.In [45] authors compared the perfor-
mance of different classification approaches and proposed
a pruning method for deploying DNN model on embedded
devices. They have taken three embedded devices, including
smartphone, smartwatch, and Raspberry Pi, for deploying
compressed LSTM model. They claim to achieve significant
accuracy by performing compression up to 25%.
The authors have used the Singular Value Decomposition
(SVD) based factorization method that allows the decomposi-
tion of weight matrix (W) into three sub-matrices, i.e., A, E,
and B of dimensionsN×l, l×l, and l×M , respectively. Here,
N denotes the number of instance in dataset D having sample
length of size M . l denotes the number of class labels in the
dataset and matrix E is a diagonal matrix. The decomposition
of the weight matrix is represented as
WN×M = AN×lEl×lBl×M . (7)
The weight factorization helps in achieving both storage
gain Sg and computation gain Cg defined as follows
Sg =
N ×M
N × l + l2 + l ×M
. (8)
Cg =
N2 ×M
N2 × l + l3 + l2 ×M
. (9)
• Remarks: The existing literature on layer pruning,
FINN [44], [43], [45] have reduced both storage and compu-
tation requirement of DNN model by providing an ultra high-
level pruning. However, the layer pruning results in higher
accuracy compromise due to structural deterioration of the
DNN model, which should be mitigated to enhance the utility
of layer pruning.
IV. SPARSE REPRESENTATION
In the previous section, we have covered those techniques
for DNN compression that prunes unimportant components,
including, layers, filters, and channels, etc. This section, on
the other hand, gives an overview of the DNN compression
8techniques that preserve the overall structure of the DNN
model. Here, the sparsity in the representation of the DNN
model is exploited to reduce both storage and processing
requirement of the DNN model [91], [92]. The sparsity in
the DNN model persists in the weight matrices due to the
following two reasons
1) The value of stored weights is zero or near to zero. It
could be beneficial to remove these weights to reduce
the computation and storage requirements.
2) The value of maximum stored weights are alike that pro-
vides a convenience to replace multiple weights having
single connections with single weight having multiplex
connections.
The existing literature on sparse representation [35], [35],
[37], [37], [38], [43], [45], [48]–[52] have incorporated above
two reasons for compressing the DNN models. We categorize
the existing literature in three parts, i.e., Quantization [35],
[38], [45], [48], Multiplexing [37], [49], [50], and Weight
sharing [35], [37], [43], [51], [52], as illustrated in Table III.
The overview of existing literature on these categories are as
follows.
A. Quantization
This section covers the sparse representation technique
that involves weight quantization in the DNN model [35],
[38], [45], [48]. The weight quantization reduces the storage
requirement of the DNN model, along with the computation
requirement. Authors in [35] proposed a weight quantization
technique to compress the deep neural network by curtailing
the number of bits required for representing the weight ma-
trices. Here, authors try to reduce the number of weights that
should store in the memory. In doing so, the same weights
are eliminated, and multiple connections are drawn from a
single remaining weight. Let us consider a scenario, where,
a deep learning model has 4 neurons at the input and output
layers. Next, the weights are quantized to 4 bins, where, all
weights in the same bin share the same value. Thus, during
the deployment of the DNN model on the embedded device,
we have to store smaller indices for each weight, as illustrated
in part (a) of Fig. 4. Similarly, the gradients are also updated
during the backpropagation of the DNN model and weights
are reduced, as illustrated in part (b) of Fig. 4.
Jacob et. al. [48] proposed a quantization technique, where,
the inference is performed using integer arithmetic. The integer
arithmetic provides higher efficiency than floating-point opera-
tion and requires a lower number of bits for representation. Au-
thors further design a training step that preserves the accuracy
compromise during replacement of floating-point operation
with integer operations. The proposed approach thus solve the
tradeoff between on-device latency and accuracy compromise
due to integer operations. The authors have used integer
arithmetic during inference and floating-point operation during
training. The quantization technique is an affine mapping of
integers Q to the real number R, i.e., of the form
R = W (Q− T ), (10)
where, Eq. 10 is the quantization scheme having quantization
parameters W and T. For example, for 8-bit quantization Q is
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Fig. 5: Illustration of weight quantization using clustering [35]. Part (a)
Forward propagation and part (b) backward propagation.
set to 8. The quantization parameterW is an arbitrary positive
real number and T is of the same type as variable Q.
• Remarks: The quantization technique discussed in existing
literature [35], [38], [45], [48] for compressing DNN model.
The techniques cover the model reduction by providing opti-
mal arrangements of weight matrices. However, the negative
consequences of weight quantization and its complexity of
estimation are missing for the existing work.
B. Multiplexing
The multiplexing plays a vital role in reducing the stor-
age requirement of the DNN model. The multiplexing is
highly effective when weight matrices have similar values of
weights [93]. These weights are replaced with a single weight
with multiplexed connections. The overview of the existing
literature on multiplexing for DNN compression [37], [49],
[50] are as follows. Authors in [49] proposed a lightweight
neural multiplexer. The input to the multiplexer is the raw data
and resource budget, which jointly determine the model that
should be called to perform inference. The lightweight data
with a low budget of resources are inferences on the mobile
device, whereas, hard data with high resource budget resources
inferences at the Cloud. In the multiplexing approach, multiple
models are multiplexed from small to large. The proposed ap-
proach is output to a binary vector that indicates the inference
is either on the mobile device or Cloud. The authors introduced
a contrastive loss function (Lossc) to train all the model in
the multiplexing by adding Lossc with the main loss function
(e.g. cross-entropy loss) of the model. For a pair of models
(M1 and M2), three possible cases can happen, i.e., both M1
and M2 can predict correct output, M1 or M2 can predict
correct output, and non of them can predict correct output. In
the third case, Lossc is not applied, and cross-entropy function
only work. The contrastive loss function (Lossc) is defined as
Lossc(yˆ, y) =
N∑
i=1
N∑
j=1,i6=j
log
(
dist(ai, aj)
)
×
(
(yˆi == y&yˆj == y)
− (yˆi! == y&yˆj == y)
− (yˆi == y&yˆj == y)
)
, (11)
9TABLE III: Illustration of DNN compression techniques that incorporates sparse representation.
Paper
Abbreviated
name
Address the challenge Proposed solution
Suitable for
Category
CNN FC RNN
[35] —
To compress DNN by reducing the bits
required for weight matrices representation
Weight quantization to reduce the
storage requirement of DNN model
✓ ✓ ✓
Quantization
[38] —
To provides a better selection mechanism
for deployment of DNN model
Guided deployment for wiser pruning ✓ ✓ ✓
[45] —
Pruning method for deploying DNN model
on embedded devices
Singular value decomposition based
factorization method
✗ ✗ ✓
[48] —
Inference is performed using integer
arithmetic
Quantization technique is an affine
mapping
✓ ✓ ✓
[37] EIE
To perform DNN based inference on the
compressed network
Pruning of redundant connections and
weight sharing among different elements
✓ ✓ ✓
[49] —
To jointly determine the model that should
be called to perform inference
Developed lightweight neural multiplexer ✓ ✓ ✓
Multiplexing
[50] —
Multiplexing different recognition and
prediction task using a single backbone network
Sequential steps of training a CNN based
backbone network followed by branches
✓ ✗ ✗
[35] —
To identify the shared weights of each layer in
trained network
k-means clustering technique is used where,
the same cluster must share the same weights
✓ ✓ ✓
Weight
sharing
[37] EIE
To perform DNN based inference on the
compressed network
Pruning of redundant connections and
weight sharing among different elements
✓ ✓ ✓
[43] MTZ Minimal change in error upon layer sharing Layer pruning and weight update ✓ ✓ ✓
[51] — Data sharing during DNN model training
Uses max-margin approach that extracts most
identifiable training data.
✓ ✓ ✓
[52] — DNN based modeling framework for RCDs
Framework follows a multitasking learning
principle for training shared DNN model
✓ ✓ ✓
where, y and yˆ are correct and predicted labels, respectively.
dist· denote the cosine distance function given by
dist(a1, a2) =
aT1 a2
aT1 a1 × a
T
2 a2
. (12)
In [50] authors proposed a multi-branch CNN architec-
ture, which multiplexes different recognition and prediction
task simultaneously using a single backbone network. The
proposed mechanism involves sequential steps, i.e., first, the
authors have trained a CNN based backbone network then
train different branches of the network by freezing the training
of the backbone network. The authors proved the multiplex
approach that preserves both time and energy of the system
while achieving significant accuracy on an embedded device.
• Remarks: The existing literature on multiplexing [37],
[49], [50] helps in DNN compression for reducing storage
and computation requirements. Though the existing literature
has designed the framework for multiplexing different DNN
models. However, none of the work tried to multiplex the
weights, which can be an effective solution for reducing the
storage of the DNN model.
C. Weight sharing
In this section, we cover the overview of the weight sharing
in the DNN model. Weight sharing proves to be the important
criteria for reducing both storage and computation require-
ments of the DNN model [94]. In weight sharing, inspite
of storing multiple weights for the DNN model, it would be
convenient to share the pre-existing weights. Here, the weights
stored for (i − 1)th layers can be used by the ith layer. The
detail descriptions of weight sharing are as follows. Authors
in [35] use k-means clustering technique for identifying the
shared weights of each layer in the trained network. All the
connections that are in the same cluster must share the same
weights. Here, the authors also assumed that the weights are
not shared across the layers in the DNN model. They partition
m weights in the network, W = {w1, w2, · · ·wm} into c
clusters K = {k1, k2, · · · kc}, where, m >> c.
argmin
K
C∑
i=1
∑
w∈ki
|w − ki|
2. (13)
Wu et. al [51] emphasized the technique of sharing training
process that involves sharing of training data. This sharing
of data (or weights) provides a better understanding of the
prediction process involve in the DNN model. However, this
data sharing during the model training also leads to privacy
compromise. Therefore, the authors proposed a method that
discloses a few samples of the training data, which are
sufficient for a data analyst to get insight into the DNN model.
To reduce the discloser of the training data, authors have
used the max-margin approach that extracts most identifiable
training data. These identifiable data significantly contributes
to obtaining a decision boundary.
In [52] authors proposed deep learning-based modeling
and optimization framework for resource constraint devices.
The proposed framework achieves considerable accuracy while
consuming limited resources. The framework follows a mul-
titasking learning principle for training shared DNN model.
Here, the hidden layers are shared among each other, where,
similar weights are associated with multiple links after elimi-
nation. The presented framework balances the improvement
in the performance by optimizing different losses in the
multitasking framework. In the case of multitask learning,
Ts supervised tasks are considered having training dataset,
Di = (x
i
j , y
i
j)
N
j=1, where, i ∈ {1, 2, · · · , Ts}. Let L(·) is the
loss incurred during the training, the objective of the multi-
tasking learning is to minimize following term
min
Ts∑
i=1
1
N
N∑
j=1
L(yij , φ(x
i
j)) + λ||θ||
2. (14)
• Remarks: The existing literature on weight sharing [35],
[37], [43], [51], [52] helps in reducing storage and computa-
tion requirement of the DNN model. However, the complexity
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of weight sharing also comes into the picture, while, repre-
senting DNN model using minimal weights. Thus, it could be
beneficial to reduce the complexity of weight sharing in the
DNN model.
V. BITS PRECISION
This section presents an overview of the DNN compression
technique that incorporates bits precision for reducing storage
and computation requirements. In bits precision, the number
of bits required for representing weight matrices is suppressed
for reducing the storage and computation [95]. For example,
we require 32 bits for storing the weights in the weight
matrix in floating-point operations of DNN model. It can be
reduced to 8 bits by performing operations using integers. This
transformation from float-to-integer simultaneously reduces
storage and computation requirements. However, it comes up
with the challenge of conversion complexity from float to
integer along with a higher accuracy compromise. The existing
literature on bits precision [41], [48], [54]–[58] tried to tackle
out these challenges. Table IV summarizes different DNN
compression techniques using bits precision. The overview
of the bits precision techniques in existing literature are as
follows.
A. Estimation using integer
This section covers, the most straightforward strategy of
reducing computation through bits precision is replacing
floating-point operations with the integers. Here, the only
complexity is to convert floating values to the integer. The
existing work on bits precision using integer [48], [54] are
elaborated as follows. Authors in [54] proposed a mechanism
of opportunistically accelerating the inference performance
of the DNN model, named Neuro.ZERO. They adopt four
accelerating mechanisms, i.e., extended inference, expedited
inference, ensemble inference, and latent training. Further, the
authors proposed two algorithms for applying these acceler-
ating mechanisms. They have adopted integer arithmetic by
replacing floating-point operations. The authors emphasized on
facilitating runtime adaptations, where, accuracy during run-
time suppose to increase when the resources are available. The
authors adopt co-processor architecture for toggling during
availability and scarcity of resources. The extended inference
involves an extension of DNN structure that improves the
accuracy. It uses additional resources of the secondary pro-
cessor for running extended part Next, the expedited inference
speedup by offloading some task portion of the original DNN
model. Later, in ensemble inference, multiple DNN models
run simultaneously on primary and secondary processors, and
their outputs are combined. Finally, in latent training primary
model run as usual, but for unseen data, training is performed
on secondary processors.
Jacob et. al. [48] proposed a quantization mechanism, which
uses integer arithmetic despite floating points operations. It
relies on the facts that multiplications are inefficient if the
operands are wide (floating points 32 bits) and eliminating
multiplication leads to performance degradation. Therefore,
it could be beneficial to adopt integer multiplication inspite
to
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Fig. 6: Process of converting floating point operations into integer operations
in DNN model.
of floating-point operations to reduce the temporary storage
for computation. Fig. 6 illustrates the entire steps involve in
performing integer operations by replacing all floating point
operations.
• Remarks: The estimation using the integer values plays a
vital role in reducing the bits requirements for storing weights.
The prior studies [48], [54] have successfully performed the
DNN operations using integer values. However, they lack in
estimating the amount of memory we can preserve through
integer estimation. Additionally, beyond integer, other low bits
estimations are also possible, which could be explored.
B. Low bits representation
This section extends the concept of the integer representa-
tion to reduce the storage and computation of DNN model.
It generalizes the concept of bits precision for using any
number of bits for representing weights instead of 8-bits
integers only. The concept of Quantized Neural Networks
(QNNs) is discussed in [55]. Here, the authors design a
DNN network that requires very low precision (e.g., 1 bits,
4 bits, and so on) weight and activations during inference.
While training the quantized weights and activations helps
in estimating the gradient. This QNN scheme highly reduces
memory requirements, access latency, and replace floating-
point operations with bit-wise operations. Therefore, colossal
power efficiency is observed. Authors have used two types
of quantization schemes for reducing the bits requirements
for representing weights and activations, namely, linear and
logarithmic. The linear quantization LQ(·) is defined as
LQ(r, lb) = Clip
(
round
( r
2lb − 1
)
2lb−1, Vmin, Vmax
)
,
(15)
where, r is the real valued number, lb is the length of bits,
and round(·) is the round-off function. Vmin and Vmax are
the minimum and maximum scale range, respectively. Further,
the logarithmic quantization LogQ(·) is given as follows
LogQ(r, lb) = Clip
(
log ap2(r),−(2lb−1 − 1), 2lb−1
)
, (16)
where, log ap2(r) denotes the log of approximate power of 2,
in other words it uses the logarithm for most significant bits.
• Remarks: The low bits representation in [55] is an extension
of integer estimation and provides the facility of using any
number of bits for performing the DNN operations. However,
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TABLE IV: Summary of the DNN compression incorporating bits precision for reducing computation and storage.
Paper
Abbreviated
name
Address the challenge Proposed solution
Suitable for
Category
CNN FC RNN
[54] Neuro.ZERO
Adopt integer arithmetic by replacing
floating-point operations
Co-processor architecture for toggling during
availability and scarcity of resources
✓ ✓ ✓ Estimation
using integer
[48] — To reduce the temporary storage for computation Quantization mechanism that uses integer ✓ ✓ ✓
[55] QNN
To design a DNN network that requires very low
precision weight and activation during inference
Linear and logarithmic scheme for reducing
the bits requirements
✓ ✓ ✓
Low bits
representation
[56] BNN
To replace floating-point operations in the DNN
with binary operations
Deterministic and stochastic techniques ✓ ✓ ✓
Binarization[58] FINN
Heterogeneous architecture for achieving high
order flexibility
Parametric architecture for dataflow
and optimized method for classification
✓ ✓ ✓
[57] cDeepArch
Dividing the task into multiple sub-task and
using binarization of weights
Quantitative measure to estimate the
reduction in resources
✓ ✗ ✗
selecting an optimal number of bits for any estimation is a
tedious task.
C. Binarization
In this section, we illustrate an overview of bits preci-
sion techniques [56]–[58] that incorporates binary number
for performing the different operation of the DNN model.
Binarization refers to the process of converting floating-point
operations into binary operations for reducing the storage and
processing requirement of the DNN model [96]. The overview
of the different binarization techniques in DNN models is
as follows. Authors in [56] introduced a training method
that incorporates binary activations and weights. The resultant
network is called Binary Neural Network (BNN). During
the training of the model; the gradient is estimated using
binary activations and weights. Binarization helps in reducing
storage requirements and provides energy efficiency. Here, the
floating-point operations in the DNN model are replaced with
binary operations. The authors in the paper have highlighted
two binarization techniques, i.e., deterministic and stochastic.
In deterministic binarization, the real-valued number r is
transformed into binary value b using Sign(·) function, which
is defined as
b = Sign(r) =
{
+1 if r ≥ 0,
−1 otherwise.
(17)
In stochastic binarization, a probability p is estimated for
converting real value r to binary value b as
b =
{
+1 if p = max
(
0,min
(
1, r+12
))
,
−1 if 1− p.
(18)
Umuroglu et. al. [58] presented a framework for building a
fast and flexible DNN compression mechanism, named FINN.
It provides a heterogeneous architecture that achieves high
order flexibility. The framework is a parametric architecture
for dataflow and optimized method for classification on limited
resource device. The authors have implemented fully con-
nected, convolutional, and pooling layers with computation as
per the requirements of the user. It provides compressed DNN
with sub-microsecond latency, thus enhance its suitability for
deployment on embedded devices.
In [57] authors presented a compact DNN architecture,
where a task is divided into multiple subtasks for reducing
the resource requirement of the DNN model. The authors
named the approach as cDeepArch. The decomposition of
the task in cDeepArch efficiently utilizes the limited storage
and processing capacity during the execution of the task. The
authors emphasized that the unorganized compression of the
DNN models results in unreliable and low performance for
recognizing multiple tasks. Further, the authors established a
quantitative measure to estimate the reduction in resources and
available resources. cDeepArch incorporates offline training
followed by the execution of the task on user smartphone. It
also preserves the privacy of sensitive information. Here, to
provide privacy of the sensitive information, it is converted
into image format for training a DNN model. For reducing
the DNN model, cDeepArch adopted layer separation, delayed
pooling, integration of activation, and binarization for reducing
the computation.
• Remarks: The binarization of DNN model presented in the
prior studies [56]–[58] reduce the storage and computations.
The proposed binarization approaches achieve a high-order
compression but with performance degradation. Thus, it could
be beneficial to mitigate this degradation for the successful
adaptation of binarization techniques in DNN compression.
VI. KNOWLEDGE DISTILLATION
This section gives an overview of the DNN compression
technique that adopts knowledge distillation [97] to improve
the performance of the compressed DNN model. The existing
literature on knowledge distillation [60]–[67] is further clas-
sified into three parts, i.e., logits transfer, teacher assistant,
and domain adaptation, as illustrated in Table V. In logits
transfer, the unnormalized output of the original DNN model
(teacher) act as a soft target for training the compressed DNN
model (student) [98]. However, sometimes the gap between
student and teacher is large, which hinders the appropriate
knowledge transmission. It could be mitigated by inserting a
teacher assailant in the between teacher and student. Further,
the domain adaptation is discussed, where, the generalization
ability of the teacher model could not improve the performance
of the student model due to domain disparity between training
and testing data of the student model.
A. Logits transfer
Logits transfer is the simplified approach for knowledge
distillation from teacher to student model. Firstly, the teacher
model is trained on a given dataset D. Next, the logit vectors
(output of DNN model before the softmax layer) of the teacher
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TABLE V: Illustration of knowledge distillation techniques for improving the performance of compressed DNN model.
Paper
Abbreviated
name
Address the challenge Proposed solution
Suitable for
Category
CNN FC RNN
[61] —
Improving performance of compression
DNN model
Knowledge distillation technique
for improving performance
✓ ✓ ✓
Logits
transfer
[62] —
Distilling the predictive distribution
among same class labels for training
Performance using self-knowledge
distillation
✓ ✓ ✓
[60] RONA
DNN compression to provide
significant privacy to the user
Designed a private model
compression framework
✓ ✓ ✓
[63] FSKD
To highlight the complexity of
fine-tuning of compress DNN model
Established a relationship between
compression rate and training epochs
✓ ✓ ✓
[64] — Interpretation of knowledge distillation
Involve both relevant and irrelevant
features related to the visual task
✓ ✓ ✓
[65] —
To reduce the gap between student
and teacher model
Introduced teacher assistant between
teacher and student during distillation
✓ ✓ ✓
Teaching
assistant
[66] ShrinkTeaNet
To train a few parameter student models
using cumbersome teacher model
Developing a technique that is more
robust towards open-set problem
✓ ✗ ✗
Domain
distillation
[67] MobileDA
To perform training on simplified DNN
model that handles domain shift problem
Learning transferable features for
domain adaptation
✓ ✗ ✗
model acts as a soft target for a training student model. The
knowledge distillation using logits transfer improves the gener-
alization ability of the student model and helps in improving its
performance. Different logits transfer mechanism in existing
literature are described as follows.
Authors in [61] proposed a knowledge distillation technique
for improving the performance of a compressed DNN model
using the generalization ability of the pre-trained cumbersome
model. The cumbersome model contains the ensembled output
of multiple models, thus achieve higher generalization ability.
The deployment of the cumbersome model on an embedded
device is impractical due to substantial resource requirements.
To overcome such limitations, the small model is deployed
on the embedded device, with accuracy improvement using
the cumbersome model. The principle objective is to distil the
knowledge from large model to small model by training small
model in such a way that it achieves similar performance as
the cumbersome model. While performing the transmission
of the generalization ability of the cumbersome model to the
small compressed model, the class label probabilities will act
as a soft target for training the small model.
In the DNN model, the output features vector obtained at
one layer prior to the softmax layer is termed as logit. Let
ai denotes a logit vector of data instance i (∀i ∈ N), where,
N represents total number of data instances in dataset D. To
obtain ai, let xij ∈ X, wij ∈ W
T , and bj ∈ b represent an
element of feature matrix, weight matrix, and bias vector for
jth (1 ≤ j ≤ l) class of ith (1 ≤ i ≤ N ) training instance,
respectively, where, l denotes the number of classes in D.
Hence, we can estimate an element aij of logit vector ai for
class j given as
aij = wijxij + bj . (19)
Later, the logits vector ai = {aij |1 ≤ j ≤ l} passes to a
softmax function to compute predicted class label probability
pij as following
pij =
eaij∑l
j=1 e
aij
. (20)
The predicted probability vector for ith instance is a set of
probabilities {pi1, pi2, · · · , pil}, against each class label l and
a class label with highest probability value is said to be the
predicted class label. Further, we introduce a variable T for
generating a softer probability distribution; therefore, Eq. 21
is rewritten as
ρij =
euij/τ∑k
j=1 e
uij/τ
. (21)
The matching of the logits mainly involves two meth-
ods [99], i.e., cross-entropy using soft targets and cross-
entropy using correct labels. In cross-entropy using soft tar-
gets, the cross-entropy loss of compressed model is calculated
using the large value of temperature T, which was used by
the cumbersome model for generating soft targets. Similarly,
in cross-entropy with correct labels, we compute the cross-
entropy loss of compressed model using similar logit as the
cumbersome model. To perform the matching of logits, we
have to estimate gradient ∇ with the element (aij) of logit
vector. aij is the element of logit vector of i
th data instance
and jth class. Let bij represent the element of logit vector of
the cumbersome model, then the gradient ∇ is estimated as
∇ = =
l∑
j=1
1
T
(pij − qij)
=
l∑
j=1
1
T
( eaij/T∑l
j=1 e
aij/T
−
ebij/T∑l
j=1 e
bij/T
)
. (22)
At the higher value of T the magnitude of matching logits
in Eq. 22 can be rewritten in an approximate format as follows
∆ ≈
l∑
j=1
1
T
(
1 + aij/T
N +
∑l
j=1
aij/T
−
1 + bij/T
N +
∑l
j=1
bij/T
)
. (23)
The main objective of knowledge distillation is to minimize
the gradient (∇) in Eq. 23. The value of ∇ = 0 indicates
the performance of the cumbersome and compressed DNN
model is exactly same. However, it is impractical to reach
this equilibrium state. As it is achieved when the compressed
model is trained for an infinite number of epochs with logits
of teacher model. To avoid such a problem, we stop training
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the compressed model, when ∇ → 0. At this stage, the com-
pressed model achieves significant performance by consuming
minimal resources. Fig. 7 illustrates the steps involve in the
knowledge distillation using logits transfer.
Original 
DNN model
Model
training
Model
training
Dataset
Pre−trained
model Logits
DNN model
Compressed 
DNN model
Compressed
classifier
Knowledge distillation
(D)
Fig. 7: Illustration of knowledge distillation using logits of original DNN
model.
Yun et. al. [62] distilled the predictive distribution among
the same class labels for training. This distillation results in the
regularization of knowledge obtained from wrong predictions,
in a single DNN model. In other words, the model improves
its performance using self-knowledge distillation by rapidly
training and employing more precise predictions. Thus, the
authors have tried to improve the performance of a build
classifier in self-improving mode using dark knowledge of
wrong predictions. The authors have combined two loss func-
tions, i.e., cross-entropy and Kullback-Leibler (KL) divergence
loss, using a regularization parameter λ. The combined loss
function Lcomb(·) is defined as
Lcomb(x,x
′, y, φ, T ) = LCE(x, y, φ)+λT
2LKL(x,x
′, φ, T ),
where, LCE(·) and LKL(·) are the cross-entropy and KL-
divergence losses, respectively. x is the data instance instance
having label y and x′ is another data instance having label y. φ
is the network parameter and T is the temperature used in the
knowledge distillation for softening the prediction probabilities
of the knowledge inferring model.
In [60] authors have designed a private model compression
framework, named pRivate mOdel compressioN frAmework
(RONA). The authors have highlighted the need for DNN
compression to provide significant privacy to the user by
analysing the collected data on the limited resource devices.
Using knowledge distillation, the accuracy of the compressed
model is improved by jointly using a hint, distillation, and self
learnings. In performing knowledge distillation, the cumber-
some model is carefully perturbed for enforcing a high level
of privacy. Therefore, the authors try to meet two crucial goals
simultaneously, i.e., model compression and preserve privacy.
Authors in [63] highlighted the complexity of fine-tuning
of compress DNN model. The compression of DNN using
pruning, quantization, weight decomposition requires fine-
tuning, which may take a massive number of epochs for
stabilization. Therefore, they established a relationship that
higher the compression rate higher will be the epochs counts
for stabilizing the performance of the model. Another problem
associated with fine-tuning is the compressed DNN model
that requires large training dataset for achieving considerable
accuracy. Here, the authors try to realize both data and
processing efficiency. The authors proposed a Few Sample
Knowledge Distillation (FSKD) that performs efficient net-
work compression. The efficiency is achieved in terms of both
model training and inference.
In [64] authors presented a method for successful interpre-
tation of knowledge distillation that involve both relevant and
irrelevant features related to the visual task. They presented
three types of hypothesis for knowledge distillation, including,
1) it helps in learning more precise class label predictions
from raw data, 2) it ensures simultaneously learning multiple
class form the dataset, and 3) it provides the well-optimized
direction for leaning. The authors have demonstrated the pros
and cons of the hypothesis using empirical and experimental
analysis on the different datasets.
• Remarks: The existing work on logits transfer [60]–[64]
in knowledge distillation improves the performance of the
compressed DNN model. However, the logits of original pre-
trained DNN model sometimes lead to overfitting, which leads
to poor generalization ability of the compressed model. As
during fine-tuning of the compressed DNN model, the student
model can mimic the exact prediction behaviour as teacher
model but lose its generalization ability. It could be a research
direction to determine the exact point for halting the training
of the student model to retain its generalization ability and
avoid overfitting.
B. Teacher assistant
Authors in [65] studied the concept of knowledge distil-
lation from a different perspective. The authors introduced
teacher assistant in between teacher and student model during
knowledge distillation. This insertion of teacher assistant has
the main motive to reduce the gap between student and
teacher model. They claim, when the size of the student model
is fixed, then we can not employ a large teacher model.
In other terms, the gap between teacher and student model
beyond a limit leads to improper knowledge transmission from
student to teacher. To mitigate such difficulty in improving
the performance of the student model through knowledge
distillation, the teacher assistant plays a decisive role. Fig. 8
illustrates an example scenario demonstrates the role of teacher
assistant to fill the gap between large teacher model and small
student model. The authors also suggest the futuristic approach
of inserting multiple teaching assistants for providing high
order compression with minimal accuracy compromise.
• Remarks: The work in [65] have discussed the benefits
of inserting a teaching assistant between teacher and student
models, but unfortunately, it will increase the training time
by nearly two-fold. First, the training of teacher assistant is
performed using teacher model followed by training of student
model using teacher assistant. Despite significant improvement
in the student model performance, the complexity of training
could be a loophole of the proposed approach.
C. Domain adaptation
The knowledge distillation techniques discussed in the pre-
vious sections do not consider the consequence of domain
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Fig. 8: An example scenario of teacher assistant between teacher model and
student model [65].
disparity while training student model using logits of the
teacher. The domain disparity leads to poor generalization
ability of the student model [100]. To handle domain disparity,
different domain adaptation techniques have been proposed
in the existing literature [60], [66], [67]. Fig. 9 illustrates
the layer-by-layer feature extraction from teacher and student
model followed by knowledge distillation from teacher to
student. The simultaneous training helps in preserving the
student model generalization ability.
The overview of different work on knowledge distillation
incorporating domain adaptation are as follows.
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Fig. 9: Layer-by-layer knowledge distillation from teacher to student for
eliminating domain disparity.
Duong et. al. [66] proposed a knowledge distillation tech-
nique that helps in shrinking the gap between cumbersome
teacher and compact student model. Therefore, the authors
called this technique as ShrinkTeaNet. The objective of Shrink-
TeaNet is simple to train a few parameter student models using
cumbersome teacher model. However, the authors emphasized
on developing a technique that is more robust towards open-set
problem along with maintaining significant accuracy. Further,
authors have introduced angular distillation loss for determin-
ing the feature direction despite the hard targets that result
in overfitting. The angular distillation loss helps in reducing
the domain adaptation problem in knowledge distillation. The
angular distillation loss (Ladl(S, T )) is defined as
Ladl(S, T ) = dist
(
trans(Ft), trans(Fs)
)
=
∥∥∥1− trans(Ft)
trans(Ft)
×
trans(Fs)
trans(Fs)
∥∥∥2
2
(24)
where, dist(·) is the distance function that estimates the
distance between the transformation function of the teacher
(trans(Ft)) and student (trans(Fs)). Eq. 24 is similar to
the cosine similarity for estimating the distance between two
vectors. In this approach, the authors suggest training the
student model, along with the teacher model parallelly. This
parallel training provides a soft target at each step despite
final class label predictions that seem to be a hard target for
the student model during training.
In [67] authors emphasized on the problem of domain
adaptation that is encountered during the training of the DNN
model on embedded Internet of Things (IoT) devices. The au-
thors discovered the DNN model achieves prominent result on
the high-end machine but suffers from degradation in accuracy
and efficiency on IoT devices. They proposed a framework
for Mobile Domain Adaptation (MobileDA) that can learn the
transferrable features. The learning is performed in such a
way that the structure of the DNN model remains simplified
as possible. The authors use cross-domain distillation for
training student model on IoT devices using cumbersome
teacher model on the high-end machine. The main objective
of the MobileDA is to perform training on simplified DNN
model that can handle the domain shift problem along with
achieving significant accuracy. In other words, the training
phase addresses the domain adaptation using cumbersome
DNN model running on a high-end machine and testing
phase is performed using a simplified DNN model deployed
on the embedded device. Further, the authors proposed an
algorithm that simultaneously optimizes different loss function
for handling domain adaptation.
• Remarks: The domain adaptation technique proposed in the
existing literature [60], [66], [67] have successfully covered
the domain disparity problem. However, the gap between the
student model and teacher model sometimes hampers the
performance of the domain adaptation technique. Thus, it
could be beneficial to adopt the teacher assistant in domain
adaptation problem to get overall benefits.
VII. MISCELLANEOUS
This section covers the DNN compression technique in the
existing literature [69]–[81] that do not meet the different
categorization criteria discussed in the previous sections. Apart
from the outlier of categorization criteria, some of them
simultaneously incorporate a group of DNN compression
techniques. The principal motive behind the miscellaneous
category, i.e., to reduce the storage and computation require-
ment of the DNN model is same as the above-discussed
techniques. In other words, the miscellaneous category enlights
the optimization of various DNN parameters before actually
building the model. Thus, it helps in developing a storage
and computationally efficient model for resource constraint
devices. The overview of the DNN compression technique
under miscellaneous category is illustrated in Table VI.
Authors in [69] proposed a unified framework that can han-
dle the noise insertion in the collected dataset due to on-device
sensors. Since the exact estimation of the noise distribution is
highly tedious; therefore, a classification approach is needed
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TABLE VI: Summary of miscellaneous approaches for compressing DNN model.
Paper
Abbreviated
name
Address the challenge Proposed solution
Suitable for
CNN FC RNN
[69] DeepSense
To automatically handle the noise in
the dataset collected form mobile device
Unified framework for on device
classification
✓ ✓ ✓
[70] FastDeepIoT
To exploits the non-linear relation between
structure of DNN model and its execution time
Determined the tradeoff between execution
time and accuracy on embedded device
✓ ✓ ✓
[71] AdaDeep
To automatically specifies a combination of
compression techniques for DNN model
Determine an optimal balance between
resources and user demanded performance
✓ ✓ ✓
[72] —
To determine the capability of DNN model
to perform recognition
To utilize cross-sensor correlation for providing
a high-order of recognition performance
✓ ✗ ✗
[73] NestDNN
Emphasized on the availability of dynamic
resources on mobile devices
To select optimal resources while performing
inference on the mobile device
✓ ✓ ✓
[74] —
Benefits of using multimodal-sensors for
recognition using DNN on embedded devices
Using the modality-specific partition ✓ ✓ ✗
[75] Deepeye
To perform image recognition with significant
accuracy in short duration
Optimizing the operation of convolutional
and fully connected layers
✓ ✓ ✗
[77] DeepApp
Determines the mobile device usage
pattern using historical data
Deep reinforcement learning framework ✓ ✓ ✓
[78] DeepFusion Recognition of different IoT based task
A unified framework that incorporates values
of multiple sensors
✓ ✓ ✓
[79] —
To reduce the resource requirement through
distributed operations
Implemented a technique to train the DNN
model in a distributed manner
✓ ✓ ✓
[80] —
Issues associated with DNN model running
on high-end machine and mobile devices
Elaborates the contradiction between
requirement of DNN model and mobile devices
✓ ✓ ✓
[81] Shufflenet
To reduce the power consumption by reducing
the floating-point operations without accuracy
Use pointwise group convolution and
channel shuffle
✓ ✗ ✗
that can automatically handle the noise in the dataset. Along
with noise handling, the on-device classification is also benefi-
cial to reduce the inherent delay due to data transmission from
the device to the high-end machine. To solve these problems,
simultaneously, the authors proposed a mechanism named
DeepSense. DeepSense uses CNN and RNN based feature
extraction to avoid the difficulty in designing manual features.
As it is not always convenient to find highly robust features
that can accommodate noise in the sensory data and rapidly
changing user behaviour. DeepSense uses parallel execution
of multiple sensors data on DNN models that decrease its
complexity to run on mobile devices.
Yao et. al. [70] proposed a framework that provides an
insight into the black box of DNN model. The framework is
named as FastDeepIoT that provides an accuracy preserving
DNN compression for IoT devices. FastDeepIoT exploits the
non-linear relation between the structure of DNN model and
its execution time. Using the non-linear relation, the authors
determined the tradeoff between execution time and DNN
accuracy on the embedded device. Authors perform a high
level of device profiling for automatically determining the
minimal execution time on an embedded device with little
accuracy compromise. The objective behind the FastDeepIoT
is to develop a DNN model that check the conditions which
are responsible for non-linearity without any knowledge of
library and hardware.
In [71] authors explored the tradeoff between performance
and resources of the DNN model on the embedded device.
Here, the authors determine the user-specified needs to esti-
mate the appropriate DNN model for its deployment on the
embedded device. The authors referred to this framework as
AdaDeep. The framework automatically specifies a combina-
tion of compression techniques for a given DNN model. This
combination of compression techniques leads to an optimal
balance between resources and user demanded performance.
It imposes resource constraint on accuracy, energy consump-
tion, storage, and latency. AdaDeep relies on reinforcement
learning-based optimization that automatically and efficiently
solves the constraints optimization problem. The AdaDeep
tried to solve following optimization problem
arg max
ct∈Ct
λ1τ(acc − accmin) + λ2τ(Emax − E), (25)
s.t., L ≤ Lth, (26)
St ≤ Stth, (27)
where, accuracy (acc), energy (E), latency (L), and storage
(St) have the corresponding threshold accmin, Emax, Lth,
and Stth, respectively. The accuracy and energy constants are
combined using constraints λ1 and λ2. τ(·) is the normaliza-
tion process for both accuracy and energy.
Radu et. al. [72] mainly focus on determining the capability
of a DNN model to perform recognition of sensory values on
mobile and embedded devices. The authors utilize cross-sensor
correlation for providing a high-order of recognition perfor-
mance. In [73] authors presented a DNN framework named
NestDNN. The framework emphasized on the availability of
dynamic resources on mobile devices. It indicates the DNN
model running on a mobile device faces resource scarcity
when different applications are running on the mobile device.
Therefore, it is beneficial to select optimal resources while
performing inference on the mobile device. NestDNN has the
main objective of providing on-device computation of DNN
model without Cloud support. NestDNN uses DNN model
pruning and recovery method that transforms the cumbersome
teacher model to a compact multi capacity student model.
Authors in [74] studied the different benefits of using
multimodal-sensors for recognizing various activities using
DNN classifier on embedded devices. They mainly empha-
sized on two variant of DNN model, i.e, fully connected
layer and a convolutional neural network that is using the
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concatenation of multi-sensors values. Here, the authors have
used the modality-specific partition. Mathur et. al. [75] pre-
sented a DNN compression technique called DeepEye. The
DeepEye provide a matchbox size computational unit having
attached camera sensor. The small size device can process the
image captured by the camera in the same way the image
processed at high-end machines (Cloud). On the matchbox
size device, the DNN model runs successfully to perform
image recognition with significant accuracy in short duration.
The local execution is possible by optimizing the operation of
convolutional and fully connected layers in the DNN model.
The convolutional layers are computationally expensive but
require low storage. On the other hand, fully connected layers
are computationally inexpensive and require higher storage
than convolution layer. This reciprocal relationship between
convolutional and fully connected layer creates a tradeoff for
optimizing a DNN model. If the embedded device has suffi-
cient storage and limited processing capacity, then perform the
maximum operations by loading the fully connected layer on
the device. Similarly, in vice-versa condition, the convolutional
layers are loaded on the device.
Authors in [76] proposed a cache designing mechanism
that helps in providing inference on mobile devices. The
authors named the approach as DeepCache. They suggest that
the cache memory must be available and should handle the
memory variation in the raw sensory data. The caching provide
space to store results and helps in exploiting result reusability.
The authors claim to require minimal efforts of the developer
in designing the proposed mechanism. Through experimental
analysis DeepCache have proved to reduce execution time
by 18% and energy consumption by 20%. In [77] authors
proposed a deep reinforcement learning framework named
DeepApp. It determines the mobile device usage pattern using
historical data of the applications being used by the user.
The features from the historical data are extracted using com-
pressed DNN model. Further, the compressed DNN classifier
recognizes the different usage pattern.
Xue et. al. [78] proposed a unified framework (named
DeepFusion) that incorporates values of multiple sensors for
recognition of different IoT based task. DeepFusion paral-
lelly combines spatial features extracted from CNN for each
sensory values. This parallelisation reduces the complexity of
the DNN model and makes it suitable for its deployment on
mobile devices. The multimodal sensory value is considered as
it not only provides better distinguishable characteristics but
also reduces the noise in the sensory data. In [79] authors
have implemented a technique to train the DNN model in
a distributed manner. Here, the author trends to perform the
execution on multiple GPUs. The authors tried to reduce the
resource requirement through distributed operations.
Authors in [80] elaborates the contradiction between re-
source requirements of the DNN models and deployment of
DNN model on miniature mobile devices having limited re-
sources. Other issues associated with training of DNN models
on the high-end machine is the privacy and security concern
about individual data. The cumbersome DNN models exceed
the limited storage on the mobile device and its deployment
off the device results in higher energy consumption and
delay. It is tedious to perform both training and inference on
mobile devices. During the training of DNN model on mobile
devices, it requires distributed data generation and processing.
Further, upon running a DNN model, it can dominate the
entire processing on the device due to a huge number of
floating-point operations. In [81] authors have incorporated
two crucial operations, i.e., pointwise group convolution and
channel shuffle for compressing DNN model. The proposed
approach was named as ShuffleNet that reduces the power
consumption by reducing the floating-point operations without
accuracy compromise.
•Remarks: The DNN compression techniques,
DeepSense [69], FastDeepIoT [70], AdaDeep [71],
NestDNN [73], DeepEye [75], DeepCache [76], DeepApp [77]
DeepFusion [78], ShuffleNet [81], [74], [79], [80] in
miscellaneous approach have reduced the storage and
computation requirements with a different perspective.
For example, DeepSense proposed a lightweight feature
extraction mechanism using parallelization of sensory values
and DeepFusion combines spatial and temporal features of
sensory values using a parallelized architecture. Through,
these mechanisms are effective and shown significant
performance on smartphone using compressed DNN models.
However, a higher degree of compression is needed for
RCDs, where, storage and computation resources are much
smaller than that of smartphones.
VIII. DISCUSSIONS AND FUTURE RESEARCH DIRECTIONS
The presented categorization for compressing DNN model
gives a glimpse of the existing literature and their colossal
contributions. After a thorough review of the existing literature
on DNN compression, we come up with five broad cate-
gories, i.e., network pruning, sparse representation, bits pre-
cision, knowledge distillation, and miscellaneous techniques.
All these categories seem to be the predominating area of
research that encourages effective utilization of DNN model
on resource constraint devices. As, demand for IoT based
applications is proliferating, which enables data scientists to
incorporate DNN models in IoT. Therefore, it is beneficial
to provide a thorough overview of the DNN compression
technique that can meet out the limited storage and processing
capacity available at the resource constraint IoT devices.
The overview of different categories of DNN compression
provides several research possibilities. Even though several
work have been done in the DNN compression, there are still
a lot more to be uncovered. The existing literature mainly
emphasized on compressing convolutional neural network and
fully connected layers, but very few work have been done for
the recurrent neural networks. Additionally, despite different
accuracy preserving mechanism adopted in existing litera-
ture, still, the DNN compression techniques face performance
degradation. Finally, the dynamic resources on tiny computing
devices need more exploration.
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ABBREVIATIONS AND SYMBOLS
BNN Binarized Neural Network
CNN Convolutional Neural Network
cDeepArch compact Deep neural network Architecture
DeepIoT Deep neural network for IoT
DNN Deep Neural Network
EIE Energy efficient Inference Engine
EvoNAS Evolutionary Network Architecture Search
FastDeepIoT Fast Deep neural network for IoT
FLOPs FLoating point OPerations
FSKD Few Sample Knowledge Distillation
GPU Graphical Processing Unit
IoT Internet of Things
LSTM Long Short Term Memory
MobileDA Mobile Domain Adaptation
MTZ Multi Tasking Zipping
QNN Quantized Neural Network
RCD Resource Constraint Device
RNN Recurrent Neural Network
RONA pRivate mOdel compressioN frAmework
SCNN Sparse Convolutional Neural Network
SVD Singular Value Decomposition
VarGNet Variable Group convolution in DNN
D Dataset
N Number of data instances
M Length of data instance
L(·) Loss function
F Convolutional filter
I Input dimension
O Output dimension
W Weight matrix
l Number of classes in l
Clip(·) Clip function
Sign(·) Sign function
Ladl(·) Angular distillation loss
trans(·) Transformation function
X Input matrix
Lcomb Combined loss
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