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Abstract
For a special linear group SLn(K) (K a field) we want to find the minimal integer k (extended covering
number) such that 1 ∈ C1 · · · Ck for arbitrary non-central conjugacy classes Ci of SLn(K). Using methods
from Chevalley groups, length-theorems on products of simple mappings and theorems on products of cyclic
mappings we find that k = n + 1, provided n and the field are not too small.
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1. Introduction
Let n ∈ N2, K a field and V :=Kn. GL = GLn(K) denotes the group of regular n × n
matrices over K and SL the subgroup of matrices with determinant 1. The center of GL (of
SL) consists of the homotheties in GL respectively SL. For k ∈ N we study the property (∗)
1 ∈ C1 · · · Ck for arbitrary non-central SL-conjugacy classesCi . If k satisfies (∗) then k + 1 fulfills
also (∗) (as a product C1C2 of non-central SL-conjugacy classes contains a non-homothety). The
minimal number k with this property is called the extended covering number. A lower bound is
n + 1.
To our knowledge, the best published upper bound (when n  3 and K /= GF2) is 3n + 4
([15], Theorem 2.9).
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We will prove that n + 1 is the extended covering number, provided n  3, n /= 4 and K /=
GF2.
The case n = 4 requires some specific considerations; when n = 4 and |K|  4 the extended
covering number is alson + 1 = 5. This result, together with the remaining cases will be published
in an additional paper. If K = GF2 the problem is easier as each GL-conjugacy class is an SL-
conjugacy class. The case n = 2 is studied in [18].1 In this case properties of the underlying field
play a role.
For the field of complex numbers the problem is closely akin to the Deligne–Simpson prob-
lem.
Our article includes also results to the question when a product of SL- or GL-conjugacy
classes contains a cyclic mapping, a question that was treated by various authors. Rodgers and
Saxl [15] use methods from Chevalley groups. We need these results. Several arguments in the
present paper are part of proofs to propositions in [15] but we write them down nevertheless
in order to make the article easy to read and rather self-contained. Through these methods,
theorems on permutation groups by Dvir [4] and Boccara [2] contribute to one of our essential
propositions 6.9. The minimum rank of a linear mapping equals the index of a certain per-
mutation. Sometimes we need also basic but tedious computations, e.g. in 6.8 when we cope
with particular nasty SL-conjugacy classes. Further cornerstones in the proof to the Theorem
are results on products of simple mappings (linear mappings with an (n − 1)-dimensional fixed
space), e.g. 7.4. We prove also a result 7.11 on the fixed space of an appropriate element in
a product of two SL-conjugacy classes, depending on the minimum ranks of the conjugacy
classes.
One can define the extended covering number in slightly different ways that coincide:
Remark. Let k ∈ N and let G be a non-abelian group. The following statements are equivalent.
(i) For all non-central conjugacy classes C1, . . ., Ck one has 1 ∈ C1 · · · Ck .
(ii) For all non-central conjugacy classes C1, . . ., Ck−1 one has G \ Z(G) ⊆ C1 · · · Ck−1.
(iii) G ⊆ C1 · · · Ck for any non-central conjugacy classes C1, . . ., Ck .
If a number k as in (ii) exists then G/Z(G) is a simple group.
Remark. The extended covering number of SLn is  n + 1.
Indeed, let the SL-conjugacy class C1 consist of elements ϕ ∈ SL such that V (ϕ − 1) = V
and let C2 = . . . = Cn consist of transvections. Then 1 /∈ C1 · · · Cn (see ‘path lemma’ in 7.2).
All arguments in this article contribute to the main result:
Theorem. Let n  3, n /= 4, and K /= GF2. If k  n + 1 and C1, . . ., Ck are non-central SLn-
conjugacy classes then 1 ∈ C1 · · · Ck.
As noted above, the result holds true also when n = 4 and |K|  4, but we will prove this in
an additional paper.
1 Theorem 2.3 of [18] contains an error: If e.g. K = GF5 and C is an SL2(K)-conjugacy class of transvections then
1 /∈ C · C · C, in contrast to the assertion.
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2. Concepts
2.1. Notation
Let N ⊆ GL denote the group of monomial matrices in GL, i.e. matrices with precisely one
entry /= 0 in each row and in each column. Let U denote the group of upper diagonal matrices
with all entries equal 1 in the diagonal.
Replacing in a matrix of N each entry /= 0 by 1 we obtain a group-homomorphism of N onto
the group of n × n permutation matrices. The kernel H consists of the diagonal matrices in N.
Hence the Weyl group N/H is isomorphic to the group of all permutation matrices. We identify
w = nH ∈ N/H with the permutation matrix ∈ w (the use of n for the dimension and for elements
of N will not cause any confusion).
Notation: For w ∈ N/H let w˙ ∈ N denote a preimage of w.
We identify a permutation matrix P and the permutation ∈ Sn induced by P on the set of vectors
e1 = (1, 0, . . ., 0)t , . . ., en = (0, . . ., 0, 1)t , hence ei → Pei .
Using this agreement, we identify N/H with the group of permutation matrices and also with
Sn.
2.2. Rational form and rational decomposition
Each companion matrix A ∈ GLd has a decomposition
(+) A =


0 −a0
1 −a1· ·
· ·
1 −ad−1


=


0 −a0
1 0
· ·
· ·
1 0

 ·


1 −a1· ·
· ·
· −ad−1
1

 = n · u,
where n ∈ N and u ∈ U . The permutation assigned to n is the cycle (1 2 3 . . . d) (observe that
a0 /= 0).
Now consider companion matrices A1, . . ., Ak where Ai ∈ GLdi . Using for each matrix Ai a
decomposition (+) we obtain a decomposition for A :=diag(A1, . . ., Ak):
(++) A =


A1
A2
.
.
Ak


=


n1
n2 0
.
.
nk

 ·


u1
u2
.
.
uk

 = n · u.
We have n ∈ N and u ∈ U . The permutation assigned to n is (1, 2, . . ., d1)(d1 + 1, . . ., d1 +
d2)· · ·(d1 + · · · + dk−1 + 1, . . ., d1 + · · · + dk−1 + dk) (decomposition into cycles).
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Observe that n1u1 = n2u2 ⇒ n1 = n2 and u1 = u2 for all ni ∈ N and ui ∈ U (sinceN ∩ U =
{1}).
2.3. Rational normal form
Let C be a GLn-conjugacy class. Then C contains a unique element
A =


A1
A2
.
.
Ak

 ,
where the matrices Ai are companion matrices (0 × 0-matrices excluded) and the characteristic
polynomials qi :=charAi satisfy qk|qk−1. . .|q2|q1 (where | denotes the relation divide in K[x]).
The matrix A is called the rational normal form of C.
Put qn :=· · · :=qk+1 :=1. The polynomials qn, . . ., q1 are called the invariant divisors of C
and also the invariant divisors of each element of C.
The degrees di of the invariant divisors satisfy d1 + · · · + dn = n.
As we have seen in 2.2 (++), A has a unique decomposition n · u ∈ N · U .
The permutation w = nH assigned to n is w = (1, 2, . . ., d1)(d1 + 1, . . ., d1 + d2)· · ·(d1 +
· · · + dk−1 + 1, . . ., d1 + · · · + dk−1 + dk) (decomposition into cycles). The cycles have lengths
d1, . . ., dk , i.e. the lengths coincide with the degrees degree(char)Ai of the invariant divisors
qi /= 1.
The decomposition of w into cycles consists of k cycles (where each fixed point, i.e. a cycle
of length 1, is included).
The number δ(w) :=n − k is called the index of the permutation w ∈ Sn. In other words
n − δ(w) is the number of cycles in a cycle decomposition of the permutation w ∈ Sn. Clearly,
0  δ(w)  n − 1. We have δ(w) = 0 if and only if w = id; δ(w) = n − 1 if and only if w is a
cycle of length n.
The decomposition A = n · u (more precisely: the pair n, u) is called the rational decompo-
sition of the GL-conjugacy class C and also the rational decomposition of each element of the
GL-conjugacy class C.
Let w = nH be the permutation associated with C. Then the Sn-conjugacy class W of w is
called the Weyl class of C (and also the Weyl class of the elements of C). All elements of W have
the same index.
We have seen that k = n − δ(C) is the number of invariant divisors /= 1 of C. The number
δ(C) = n − k where k is the number of invariant divisors /= 1 of C is called the minimum rank of
C (and of each element of C).
Hence the minimum rank of C and the index of its Weyl class coincide.
The elements of C are cyclic (i.e. each A ∈ C admits v ∈ Kn such that v,Av, . . ., An−1v is a
basis for Kn) if and only if δ(C) = n − 1.
C is a central conjugacy class, i.e. it consists of a single homothety, if and only if δ(C) = 0.
2.3′ Remark
Let C be a conjugacy class of GL. We observed that C ∩ NU /= ∅, as NU contains the rational
normal form of C. However, in general SLNU . There may be distinct elements A1, A2 ∈
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C ∩ NU . Then we have distinct decompositions A1 = w˙1u1 and A2 = w˙2u2. Then w1 need not
be Sn-conjugate to w2.
2.4. Remark and definition
If D is an SL-conjugacy class then D is a subset of a GL-conjugacy class C. Definition:
The rational form (rational decomposition, Weyl class, minimum rank) of D is the rational form
(rational decomposition, Weyl class, minimum rank) of C.
3. Basic propositions
Clearly, any two conjugacy classes of a group commute.
Lemma 3.1 (Gordeev, Saxl; Lemma 2.1 in [15]). Let C be a conjugacy class of SL and let w˙u
be the rational decomposition of C. Let w′ be any Sn-conjugate of w. Then w˙′u′ ∈ C for some
preimage w˙′ ∈ N of w′ and some u′ ∈ U.
Lemma 3.2 (Lemma 2.2 in [15]). Let w˙ ∈ N and u ∈ U and w(1) = 2 and w(2) /= 1, 2. There
are w˙′ ∈ N and u′ ∈ U such that w˙′u′ is SL-conjugate to w˙u and w′ = w · (1, 2).
Lemma 3.3 (Lemma 2.3 in [15]). Let C1, . . ., Ck be conjugacy classes of SL and let w˙i ∈ N and
ui ∈ U such that w˙iui ∈ Ci. Put w :=w1 · · · wk.
Then w˙u ∈ C1 · · · Ck for some w-preimage w˙ ∈ N and u ∈ U.
Proposition 3.4 [17]. Let w˙ ∈ N and u ∈ U. If w is a Coxeter element (i.e. a product of the n − 1
transpositions (1 2), . . ., (n − 1 n) in any order where each of these transpositions occurs once)
then w˙u is a cyclic mapping.
Remark. The cycle (1 2 3 . . . n) of length n is a Coxeter element: (1 2 3 . . . n) = (1 2)(2 3). . .(n −
1 n) (mappings applied from left).
Proposition 3.5 [4]. Let A1, . . ., Ak be Sn-conjugacy classes (each /= {id}) such that δ1 + · · · +
δk  n − 1 holds true for the indices δi :=δ(Ai). Then some Sn-conjugacy class B satisfies B ⊆
A1 · · · Ak and δ(B) = δ1 + · · · + δk. Moreover, if k  2 one can ensure that B does not contain
involutions.
Let Om denote the Sn-conjugacy class of cycles of length m.
Proposition 3.6 [2]. Let A and B be Sn-conjugacy classes. Put δ :=δ(A) + δ(B). Then
(i) On ⊆ AB ⇔ n − 1  δ and δ − n is odd.
(ii) Assume that not both A and B consist of fixed point free involutions.
Then On−1 ⊆ (AB)π ⇔ n  δ and δ − n is even.
Here (AB)π :={ab|a ∈ A, b ∈ B, 〈a, b〉 is transitive}denotes the ‘transitive product’ (clearly,
(AB)π ⊆ AB).
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Lemma 3.7. Let C1, . . ., Ck be SL-conjugacy classes. Let Wi be the Weyl class of Ci. Each
w ∈ W1 · · · Wk admits a w-preimage w˙ ∈ N and u ∈ U such that w˙u ∈ C1 · · · Ck.
Proof. We have w = w1 · · · wk for some wi ∈ Wi .
Now 3.1 supplies wi-preimages w˙i ∈ N and ui ∈ U such that w˙iui ∈ Ci .
Finally, 3.3 yields w˙ ∈ N and u ∈ U such that w˙u ∈ C1 · · · Ck and w = w1 · · · wk . 
Corollary 3.8. Let C1, . . ., Ck be SL-conjugacy classes. Let Wi be the Weyl class of Ci. If w ∈
W1 · · · Wk for a Coxeter element w then C1 · · · Ck contains a cyclic mapping.
Proof. The previous lemma supplies a w-preimage w˙ ∈ N and u ∈ U such that w˙u ∈ C1 · · · Ck .
Now 3.4 yields the assertion. 
4. Products of cyclic conjugacy classes
Definition 4.1. We call ϕ ∈ GL(V ) a nice cyclic mapping if ϕ is cyclic and char(ϕ) = q · (x − λ)
where λ ∈ K and q ∈ K[x] and q(λ) /= 0.
Proposition 4.2 [3]. Let n  3. Let 1 and 2 be cyclic GL(V )-conjugacy classes such that 1
is nice (i.e. its elements are nice). Then ϕ ∈ 12 for each ϕ ∈ GL(V ) \ Z(GL(V )) satisfying
the determinant condition det ϕ = det1 det2.
The following result (which we will not use) is due to Lev and very similar to the previous
one; we do not know a generalization that covers both theorems.
Proposition 4.3 [11]. Let n  3 and |K|  4. Let 1 and 2 be cyclic GL(V )-conjugacy clas-
ses such that char1 decomposes in K[x] into linear factors. Then ϕ ∈ 12 for each ϕ ∈
GL(V ) \ Z(GL(V )) satisfying the determinant condition det ϕ = det12.
Proposition 4.4 [12]. Letn  3.Let1,2,3 be cyclic SL(V )-conjugacy classes.Then SL(V ) \
Z(SL(V )) ⊆ 123.
Lemma 4.5. If A ∈ GL and n > 2δ(A) or if A is a nice cyclic mapping, then AGL = ASL.
The same statement holds true for a nice cyclic mapping A (Definition 4.1).
Proof. We claim: (+) V = U ⊕ W where U,W are A-modules and dim W = 1.
As (+) implies that the centralizer of A in GL contains elements with arbitrary determinant
/= 0 the assertion follows.
If A is a nice cyclic mapping then (+) is fulfilled.
If n − δ(A) > n2 then some invariant divisor of A has degree 1 and (+) holds true. 
Notation. For A ∈ GL we call ASL an SL-class.
So the previous lemma says forA ∈ GL that if n > 2δ(A) or ifA ∈ GL is a nice cyclic mapping
then the GL-conjugacy class of A coincides with the SL-class of A.
Special cases of the following lemma have been proved previously, see e.g. [7] Lemma 1.2.
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Lemma 4.6. Let n  3. Let be a cyclic SL-conjugacy class and a non-central GL-conjugacy
class. Then contains all nice cyclic mappings (see 4.1) ϕ that fulfill the determinant condition
det ϕ = det.
Proof. Let  = ωGL. Let ϕ be a nice cyclic mapping such that det ϕ = det · det.
Take ψ ∈ . We have ω ∈ ϕGL(ψ−1)GL (4.2). Hence ψ−1 ∈ ωGL(ϕ−1)GL = ωGL(ϕ−1)SL
(see 4.5). This implies ϕ ∈ ωGLψSL = . 
Corollary 4.7. Let n  3. If 1,2 are GL-conjugacy classes in SL and 1,2 are cyclic
SL-conjugacy classes then SL = 1212.
Proof. Both 11 and 22 contain all nice cyclic mappings in SL (previous lemma). Hence
SL \ Z(SL) ⊆ 1212 (see 4.2 and 4.5). Now let λ ∈ K \ {0} be a homothety in SL. Take
an arbitrary nice cyclic mapping ϕ ∈ SL. Then λϕ is a nice cyclic mapping and we have λ =
λϕ · ϕ−1 ∈ 1212 by the initial statement. 
The following proposition is Theorem 4.2 of [3]; compare [12], 7.15 in [14], 10 in [8], 3 in
[6] for similar results. We will apply the special case when α ∈ GL and ,  are GL-conjugacy
classes.
Proposition 4.8. Let n  2 and α : V → V linear and  a cyclic similarity class in GL and  a
cyclic similarity class in Kn×n such that
(i) The characteristic polynomial of α is pp′ for polynomials p, p′ ∈ K[x] of degree 1 such
that p′(0) /= 0 and p prime to p′,
(ii) dim kernel α = dim kernel  1,
(iii) det α = det.
Then α ∈ .
5. Minimum rank of products
Lemma 5.1 (Minimum-rank-lemma). δ(AB)  δ(A) + δ(B) for the minimum ranks of A,B ∈
GL.
Proof. Let L be an algebraic closure of the field K. Put Z :=Ln.
For each A ∈ GLK the minimum rank is δ(A) = min dim(Z(A − λ)) where λ ranges over L.
(This follows from the fact that the tuple of invariant divisors of A ∈ GL(Kn) coincides with the
tuple of invariant divisors of A ∈ GL(Ln).)
For all λ,µ ∈ L and z ∈ Z we have z(AB − λµ) = zA(B − µ) + zµ(A − λ) ∈ Z(B − µ) +
Z(A − λ). Hence δ(AB)  dim Z(AB − λµ)  dim Z(B − µ) + dim Z(A− λ) = δ(B)+ δ(A)
for appropriate λ,µ ∈ L. 
The following lemma is a special case of 6.2 in the next section. Nevertheless we give a separate
proof.
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Lemma 5.2 (see [15]). Let C1, . . ., Cr be non-central SL-conjugacy classes with minimum ranks
δ(C1) + · · · + δ(Cr) = n − 1. Then C1 · · · Cr contains a cyclic mapping.
Proof. If r = 1 there is nothing to prove. Let r  2.
Let W1, . . .,Wr be the Weyl classes.
From 3.5 we obtain a ∈ W1 · · · Wr−1 such that δ(a) = δ1 + · · · + δr−1 (where δi :=δ(Ci) =
δ(Wi)). Let A denote the Sn-conjugacy class of a.
3.6 (i), ⇐, implies On ⊆ A · Wr ⊆ W1 · · · Wr−1Wr where On denotes the Sn-conjugacy class
of cycles of length n.
In particular, w′ := (1 2 3 · · · n) ∈ W1 · · · Wr . As w′ is a Coxeter element, 3.8 yields that
C1 · · · Cr contains a cyclic mapping. 
Lemma 5.3. Let m ∈ N0 such that 0  m  n − 1. Some A ∈ SL has minimum rank δ(A) = m.
The proof is easy.
Proposition 5.4. Let C1, . . ., Cs be non-central SL-conjugacy classes such that δ1 + · · · + δs 
n − 1 for δi :=δ(Ci). Then δ(S) = δ1 + · · · + δs for some S ∈ C1 · · · Cs.
Proof. If δ1 + · · · + δs = n − 1 then 5.2 yields the assertion. So let δ1 + · · · + δs < n − 1. Take
an SL-conjugacy class C such that δ(C) = n − 1 − (δ1 + · · · + δs); 5.3. Then δ(C) + δ1 + · · · +
δs = n − 1. Hence 5.2 provides a cyclic mapping A = ST ∈ C1 · · · Cs · C where S ∈ C1 · · · Cs
andT ∈ C. Now 5.1 implies that δ(A)  δ(S) + δ(T )  δ1 + · · · + δs + δ(C) = n − 1. We have
δ(A) = n − 1 (as A is a cyclic mapping). Hence equality holds true in the above inequality. This
yields δ(S) = δ1 + · · · + δs . 
6. Products of conjugacy classes containing cyclic mappings
Observation 6.1 (merely quadratic mappings). Let A ∈ GL and let w˙ · u be the rational decom-
position assigned to (the GL-conjugacy class of) A.
If all invariant divisors /= 1 of A have degree 2 then V=V1 ⊕ · · · ⊕ Vs where each Vi is a cyclic
A-module and the characteristic polynomial of the restriction of A to each Vi is the same quadratic
polynomial p. Hence the Weyl element w of (the GL-conjugacy class of) A is a fixed point free
involution, i.e. a product of 12n disjoint 2-cycles. The minimum polynomial of A is p and the
characteristic polynomial is pt where t = n2 .
Conversely, if the Weyl element w of A is a fixedpoint-free involution, then each cycle in a
decomposition of w has length 2 and each invariant divisor /= 1 of A has degree 2.
If all invariant divisors /= 1 of A ∈ GL have degree 2 then we call A (and also its GL-conjugacy
class) merely quadratic.
Lemma 6.2 (see [15]). Let n  3. Given non-central SL-conjugacy classes C1, . . . , Cr . Put
δi :=δ(Ci).
Suppose that δ1 + · · · + δr − n is odd and δ1 + · · · + δr  n − 1  δ1 + · · · + δr−1.
Then C1 · · · Cr contains a cyclic mapping.
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Proof. Let Wi denote the Weyl class of Ci .
From 3.5 we obtain an Sn-conjugacy class B ⊆ W1 · · · Wr−1 such that δ(B) = δ1 + · · · +
δr−1.
As δ(B) + δ(Wr)  n − 1 and δ(B) + δ(Wr) − n is odd we have w := (1 2 3 . . . n) ∈ On ⊆
BWr ⊂ W1 · · · Wr (see 3.6, (i)).
As w is a Coxeter element, 3.8 yields the assertion. 
Lemma 6.3 (see [15]). Let n  3. Given non-central SL-conjugacy classes C1, . . . , Cr . Put
δi :=δ(Ci).
Suppose that δ1 + · · · + δr − n is even and δ1 + · · · + δr  n − 1  δ1 + · · · + δr−1.
Suppose that r  3, or that r = 2 and C1 or C2 is not merely quadratic (see 6.1).
Then C1 · · · Cr contains a cyclic mapping.
Proof. Let Wi denote the Weyl class of Ci .
We have δ1 + · · · + δr  n.
From 3.5 we obtain a Sn-conjugacy class B ⊆ W1 · · · Wr−1 such that δ(B) = δ1 + · · · + δr−1.
If r  3 then we may assume that B does not contain involutions.
If r = 2 we can assume that W2 is not the class of fixedpoint-free involutions.
Then δ(B) + δ(Wr)  n and δ1 + · · · + δr − n is even and B orWr do not consist of fixed-point
free involutions. Hence 3.6 (ii) yields
(i) On−1 ⊆ (BWr)π (transitive product).
From this fact we will deduce the assertion.
Select b ∈ B and c ∈ Wr such that
(∗) bc = (2 3 . . . n) and 〈b, c〉 is transitive.
Then b(1) /= 1 or c(1) /= 1 (since 〈b, c〉 is transitive), and from bc(1) = 1 we obtain: b(1) /= 1
and c(1) /= 1.
Let (1 ρ . . .) be the cycle of b containing 1; let (1 τ . . .) be the cycle of c containing 1.
At least one of the cycles has length  3.
So we assume that the cycle (1 τ σ . . .) of c has length  3 (else switch C1 and C2).
Conjugating the identity (∗) a suitable number of times with (2 3 . . .n) entails τ = 2.
3.2 supplies c˙′ ∈ N and u′ ∈ U such that c˙′u′ ∈ Cr and c′ = c · (1 2).
We have b ∈ W1 · · · Wr−1. Hence 3.7 yields b˙u′′ ∈ C1 · · · Cr−1 for some preimage b˙ ∈ N of
b and u′′ ∈ U ; cf. 3.1.
We conclude b˙c˙′u′u′′ = b˙u′′(u′′ − 1(c˙′u′)u′′) ∈ C1 · · · Cr .
As bc′ = (2 3. . . n)(1 2) = (2 3)(3 4) · · · (n − 1 n) · (1 2) is a Coxeter element, the mapping
b˙c˙′u′u′′ is cyclic; cf. 3.4. 
In [15] the authors prove the following lemma.
Lemma 6.4. Letn  3. Ifn = 4 suppose thatK /= GF2.Given non-central SL-conjugacy classes
C1, C2, C3 such that C1 and C2 are merely quadratic (see 6.1).
Then C1C2C3 contains a cyclic mapping.
Proposition 6.5 (see [15]). Let n  3. Assume that n /= 4 or K /= GF2. Given non-central SL-
conjugacy classes C1, . . ., Cm with minimum ranks δ1, . . ., δm. Exclude the exceptional case (e).
Then some ϕ ∈ C1 · .. · Cm satisfies δ(ϕ) = min{n − 1, δ1 + · · · + δm}. In particular, if δ1 +
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· · · + δm  n − 1, then C1 · · · Cm contains a cyclic mapping. (e) m = 2 and C1 and C2 are
merely quadratic (see 6.1).
Proof. We can assume δ1 + · · · + δm  n − 1 (else 5.4 yields the assertion). Proceed by induc-
tion. For m = 1 the statement is obviously correct.
Let m  2.
If δ1 + · · · + δm−1  n − 1 (which applies wheneverm = 2) then 6.2 or 6.3 yield the assertion.
Thus let m  3 and δ1 + · · · + δm−1 > n − 1.
The induction hypothesis provides a cyclic SL-conjugacy class C ⊆ C1 · · · Cm−1 except when
m − 1 = 2 (hence m = 3) and C1, C2 are merely quadratic. However, in this case 6.4 yields the
assertion immediately.
We have δ(C) + δ(Cm) = n − 1 + δ(Cm)  n − 1 and C is not merely quadratic. Hence 6.2
or 6.3 supply a cyclic mapping ϕ ∈ C · Cm ⊆ C1 · · · Cm.
Under the assumption r = 2 and δ1 + δ2  n − 1 and that the characteristic polynomials of
C1 and C2 split into linear factors Kurtz proved 6.5 in [10], Theorem 1.2. Kurtz does not use
Dvir’s and Boccara’s theorems. 
Now we deal with products of two merely quadratic SL-conjugacy classes (the exceptional
case in the previous proposition). In the proof of 6.8 we need the following fact; see e.g. [5].
Proposition 6.6. Let K be a finite field, t an integer  2 and p0 ∈ K \ {0}. Then some monic
irreducible polynomial p ∈ K[x] of degree t satisfies p(0) = p0.
Lemma 6.7. If K is finite and  is an SL2(K)-conjugacy class such that the characteristic
polynomial is irreducible then  is a GL2(K)-conjugacy class.
Proof. We may assume K /= GF2. The characteristic polynomial x2 − tx + 1 of is irreducible,
hence the quadratic form K2 → K , (x, y) → x2 − txy + y2 is anisotropic (in particular non-
degenerate). As K is finite, the u-invariant of K is 2. Hence each element of K is a value of the
quadratic form. This implies that  is a GL2(K)-conjugacy class.
The previous lemma is a special case of a result by Newman [13]: If is an SLn(K)-conjugacy
class and K is finite and some elementary divisor of is irreducible then is a GLn(K)-conjugacy
class.
A more general answer to the question how a GL-similarity class splits into SL-similarity
classes is given in [19]. 
Proposition 6.8. Let n  4. Let  and  be merely quadratic SL-conjugacy classes (in partic-
ular, n is even).
(a) If [n  6 and |K|  4] or if |K|  7, then  contains a nice cyclic mapping.
(b)  contains a cyclic mapping.
Proof. Put t :=n/2. For π ∈  we have a decomposition V = 〈a1, a1π〉 ⊕ · · · ⊕ 〈at , atπ〉 into
π -cyclic 2-dimensional submodules such that p = x2 − αx − β ∈ K[x] is the characteristic
polynomial on each submodule. Using the basis a1, . . ., at , a1π, . . ., atπ we obtain the
matrix
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π =
(
0 I
βI αI
)
,
where I denotes the t × t-unit matrix. Every element of  is a GL-conjugate of
ψ =
(
0 I
νI µI
)
,
where x2 − µx − ν is the minimum polynomial of .
We can assume ψ ∈  for the above matrix ψ and have some ι ∈ K∗ such that
(i) πϕ ∈  for each ϕ ∈ GL such that det ϕ = ι.
If  is a GL-conjugacy class then πϕ ∈  for each ϕ ∈ GL.
Put
η :=
(
0 I
I 0
)
and ϕ :=
(
X 0
0 Y
)
,
where X, Y ∈ GLt will be properly chosen.
Let γ :=βν and Z :=X−1Y . We have
πϕψη =
(
Z 0
∗ γZ−1
)
,
where γ :=βν and Z :=X−1Y .
(ii) ()GL contains each linear mapping Z ⊕ γZ−1 where Z ∈ GLt satisfies det Z ∈ ιK∗2
(discriminant of Z) and the characteristic polynomial of Z is prime to the characteristic polynomial
of γZ−1.
If  is a GL-conjugacy class then ()GL contains each linear mapping Z ⊕ γZ−1 where
Z ∈ GLt and the characteristic polynomial of Z is prime to the characteristic polynomial of
γZ−1.
Proof. Let Z fulfill the requirements, det Z = ιµ2. Take X ∈ GLt such that det X = µ−1 and
put Y :=XZ. Then det ϕ = det XY = det XXZ = µ−2 · det Z = ι. Hence πϕ ∈  (see (i)) and
πϕψη ∈  by the above identity.
The matrix in the above identity is similar to the matrix Z ⊕ γZ−1 (as the characteristic
polynomial of Z is prime to the characteristic polynomial of γZ−1). 
(iii) Suppose a monic polynomial q of degree t exists such that
(1) q is prime to γ t · q∗(γ−1x) (where q∗ denotes the reciprocal polynomial to q), and
(2) q(0) ∈ (−1)t · ι · K∗2.
Then  contains a cyclic mapping.
If additionally q has a simple zero in K then  contains a nice cyclic mapping (see 4.1).
If one of the classes  or  is a GL-conjugacy class then the requirement (2) can be
deleted.
Proof. Apply (ii) where Z is the companion-matrix with characteristic polynomial q. Then γZ−1
has characteristic polynomial γ t · q∗(γ−1x) and det Z ∈ ι · K∗2.
Further, q · γ t · q∗(γ−1x) is the characteristic polynomial of the cyclic mapping Z ⊕
γZ−1. 
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Now the assertion can be deduced from the construction of appropriate polynomials.
If  (or ) is a GL-conjugacy class then ι plays no role for the choice of ϕ (see (i) and
(ii)).
(iv) For λ,µ ∈ K∗ put q := (x − λ)t−1(x − µ2λ1−t ι).
Then q(0) = (−1)t ιµ2 ∈ (−1)t · ι · K∗2.
Further, γ t · q∗(γ−1x) = (x − γ λ−1)t−1 · (x − γ λt−1µ−2ι−1).
Hence q is prime to γ t · q∗(γ−1x) if and only if
(1) λ2 /= γ and (2) µ2 /= ι−1γ λt−2 and (3) µ4 /= ι−2γ λ2t−2
((3) requires that µ2 is not a root of x2 − ι−2γ λ2t−2).
Further, q has a root with multiplicity 1 if and only if (4) µ2 /= λt ι−1.
(v) If |K|  11 or [t = 2 and |K|  7] then  contains a nice cyclic mapping.
Proof of (v). As |K|  4 we find λ ∈ K∗ satisfying (1) of (iv).
The requirements (2), (3) and (4) of (iv) exclude at most 4 squares /= 0.
• Hence if |K|  11 we find µ2 as required.
• Now let t = 2 and |K| = 9.
Then we find λ ∈ K∗ such that (1) holds true and additionally ι−2γ λ2 /∈ K4. Hence (2) and
(4) are the only obstacles for the choice of µ2 and we have finished.
• Let t = 2 and |K| = 7 and assume that  or  is a GL-conjugacy class.
Then ι is arbitrary (see (iii)) and we may assume that ι−1γ is a non-square, hence (2) plays
no role for the choice of µ2. Further, as −1 is not a square in GF7, requirement (3) of (iv)
excludes at most one square. Hence a proper choice of µ2 is possible.
• Let t = 2 and |K| = 7 and assume that neither  nor  is a GL-conjugacy class.
Then the minimum polynomial of is not irreducible (see 6.7). Hence the minimum polyno-
mial is (x − α)2, and the minimum polynomial of is (x − β)2 for some α, β ∈ K = GF7. The
elements of α and β are ‘big transvections’ (i.e. their minimum polynomials are (x − 1)2) and
the minimum rank is 2. Then their product contains a transformation with characteristic polynomial
(x − 3)(x − 5)(x2 − 3x + 1) or (x − 3)(x − 5)(x2 + 1) (see 6.10). Such a transformation is a
nice cyclic one. Hence the assertion is also true in this case. 
(vi) If t  3 and K is a finite field with |K|  4 then  contains a nice cyclic mapping.
Proof. Take p0 ∈ K∗ such that p20 /= γ t−1.
Take λ ∈ (−1)t+1 · p−10 · ι · K∗2 such that λ2 /= γ (this is possible: GF4 contains 3 squares
/= 0 and −1 is a non-square in GF5).
Now 6.6 supplies a monic irreducible polynomial p ∈ K[x] of degree t − 1 (here we need
t  3) such that p(0) = p0. Put q := (x − λ) · p. Then γ t · q∗(γ−1x) = (x − γ λ−1) · γ t−1 ·
p∗(γ−1x). The monic irreducible polynomials p and γ t−1 · p∗(γ−1x) are distinct (the absolute
coefficientsp0 and γ t−1p−10 differ); hence they are prime. Further,λ /= γ λ−1 and q(0) = −λp0 ∈
(−1)t ιK∗2. So q satisfies the requirements in (iii) and λ is a root of multiplicity 1 of q. 
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We proved statement (a) of the proposition.
We turn to (b).
For n = 4 and K = GF3 the assertion is 6.10(c).
Hence we assume t  3 or |K|  4.
We treat first the case 4  |K|  5 and t = 2.
If K = GF4 and t = 2 take any monic polynomial q of degree 2 such that q(0) /= 0, 1. Then
(1) of (iii) holds true and also (2) (every element of GF4 is a square).
If K = GF5 and t = 2 take a monic polynomial q of degree 2 such that q(0) = 4 respectively
a monic polynomial q of degree 2 such that q(0) = 2; see 6.6.
There remains the case 2  |K|  3.
If t is even 6 take monic irreducible polynomialsf, g ∈ K[x] such that degreef + degreeg =
t and 3  degreef  t − 3 is odd and f (0)g(0) = ι; see 6.6. Then q :=fg satisfies the require-
ments (1) and (2) in (iii).
If t is odd let q be monic and irreducible of degree t such that q(0) = −ι.
If t = 4 and K = GF2 put q :=x4 + x + 1.
If t = 4 and K = GF3 and ι = 1 put q :=x4 + x2 + x + 1.
If t = 4 and K = GF3 and ι = −1 put q :=x4 + x − 1.
The proof is finished. 
From the previous two propositions we obtain
Corollary 6.9. Let n  3. If n = 4 suppose that K /= GF2. Given non-central SL-conjugacy
classes C1, . . ., Cm with minimum ranks δ1, . . ., δm. Then some ϕ ∈ C1 · · · Cm satisfies δ(ϕ) =
min{n − 1, δ1 + · · · + δm}. In particular, if δ1 + · · · + δm  n − 1, then C1 · · · Cm contains a
cyclic mapping.
In the final section we need 6.11 for a very special situation. The proof requires the following
statements.
Lemma 6.10
(a) Let n = 3 and C be the GL3-conjugacy class of cyclic transformations with minimum
polynomial (x − 1)3. Then C · C contains each nice cyclic mapping ϕ ∈ SL3 (see 4.1).
(b) Let n = 2 and K = GF3. Let C1, C2 be SL-conjugacy classes consisting of transvections.
Then some ϕ ∈ C1C2 is cyclic and r(1) /= 0 where r is the minimum polynomial.
(c) Let n = 4 and K = GF3. If C1, C2 are SL-conjugacy classes consisting of merely quadratic
transformations then C1C2 contains a cyclic mapping.
(d) Let n = 2 and K = GF4. Let C1, C2 be SL-conjugacy classes consisting of transvections.
Then some ϕ ∈ C1C2 is cyclic and its minimum polynomial is (x − α)(x − α−1) where
α2 /= 0, 1.
(e) Let n = 4 and K = GF4. If C1, C2 are SL-conjugacy classes consisting of merely quadratic
transformations then C1C2 contains a nice cyclic mapping.
(f) Let n = 2 and K = GF5. Let C1, C2 be SL-conjugacy classes consisting of transvections.
Then some ϕ ∈ C1C2 is cyclic and its minimum polynomial is x2 + x + 1 or x2 − 3x + 1
(hence irreducible in both cases).
(g) Let n = 2 and K = GF7. Let C1, C2 be SL-conjugacy classes consisting of transvections.
Then some ϕ ∈ C1C2 is cyclic and its minimum polynomial is x2 − 3x + 1 or x2 + 1 (hence
irreducible in both cases).
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Proof of (a). The statement follows from 4.8. Nevertheless we give an elementary proof.
A nice cyclic mapping in SL3 has minimum polynomial (x − a) · p wherep = x2 + ux + a−1
satisfies p(a) /= 0. Put
R :=

3 −a − 3 a1 0 0
1 a−1 0

 and S :=

0 1 −1 − a−1 − u0 0 1
1 −2 + a−1 + u 3

 .
Then R, S are cyclic and have minimum polynomials (x − 1)3. Hence R, S ∈ C. As
RS =
(
a ∗
0 T
)
,
where the 2 × 2-matrix T has characteristic polynomial p and T is cyclic the assertion follows. 
Proof of (b). As C1 and C2 contain transvections we find λ,µ ∈ K \ {0} such that
R =
(
1 λν2
0 1
)
∈ C1 and
S =
(
0 −1
1 0
)(
1 −µ
0 1
)(
0 −1
1 0
)
=
(
1 0
µ 1
)
∈ C2
for each ν ∈ K \ {0}. The minimum polynomial of RS is x2 − (2 + λµν2)x + 1.
This yields immediately statements d),…,g).
When K = GF3 this minimum polynomial is x2 + 1 or x2 − x + 1. 
Proof of (c). The minimum polynomials of the Ci are (x ± 1)2. We may replace e.g. C1 by −C1.
Hence we can assume that both C1 and C2 have minimum polynomial (x − 1)2. This yields
τ1 ⊕ σ1 ∈ C1 and τ2 ⊕ σ2 ∈ C2 where τi and σi are transvections on a 2-dimensional space. Call
a transvection (on a 2-dimensional vector space) a +1-transvection if it is SL-conjugate to R as
in the proof of (b) with λν2 = 1; else a −1-transvection.
After eventually switching τ1 and σ1 (by conjugation in SL4) we can assume that both τ1 and
τ2 are +1-transvections or both τ1 and τ2 are −1-transvections. The identity(
1 λ
0 1
)(
1 µ
0 1
)
=
(
1 λ + µ
0 1
)
shows that τSL1 · τSL2 contains a transvection (i.e. cyclic element in SL2 with minimum polynomial
(x − 1)2).
Statement (b) states that we may assume: σ1σ2 is cyclic with a minimum polynomial r such
that r(1) /= 1.
As r is prime to (x − 1)2, C1C2 contains a cyclic transformation. 
Proof of (d). Read the proof of (b). As each element of GF4 is a square C1C2 contains the cyclic
mappings ∈ SL with minimum polynomial x2 + (α + α−1)x + 1. 
Proof of (e). We proceed as in the proof of c), however apply d) instead of b) and take r =
x2 + (α + α−1)x + 1 as in d). Then r · (x − 1)2 has α as a zero of multiplicity 1. 
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Lemma 6.11. Let n = 5 and K /= GF2 and C1, C2 non-central SL-conjugacy classes such that
neither of them is cyclic or a GL-conjugacy class. Then C1C2 contains a nice cyclic mapping
(see 4.1).
Proof. The assumptions yield immediately δ(C1) = 3 = δ(C2); see 4.5. As Ci is not a GL-
conjugacy class it follows that Di :=λiCi is unipotent for an appropriate λi ∈ K .
Thus each Di contains an element ηi ⊕ τi where ηi is cyclic with minimum polynomial
(x − 1)3 and τi is cyclic with minimum polynomial (x − 1)2 (i.e. τi is a transvection). As SL2
acts transitively on the 1-dimensional subspaces of K2 we can assume that T :=B(τ1) = B(τ2),
i.e. τ1, τ2 have the same path.
When K /= GF3 select q ∈ K[x] monic of degree 3 such that q has a zero µ /= 1 of multiplicity
1 and q(0) = −1 (use 6.6); if K = GF3 put q := (x − 1)(x2 + x − 1).
For an appropriate α ∈ GL3 the mapping η1 · ηα2 is cyclic with minimum polynomial q (pre-
vious lemma part (a)).
One has β ∈ GL2 such that det αβ = 1 and Tβ = T .
Then (η1 ⊕ τ1) · (ηα2 ⊕ τβ2 ) ∈ D1 · D2.
If K contains a square /= 0, 1, some γ ∈ SL2 satisfies (τβ2 )γ /= τβ2 and T γ = T . Hence we can
assume that τ1τβ2 /= 1. This implies that τ1τβ2 /= 1 is a transvection, the minimum polynomial is
r = (x − 1)2.
If K = GF3 the previous lemma (part (b)) shows that we can assume: τ1τβ2 is cyclic and its
minimum polynomial r satisfies r(1) /= 0.
Hence π := (η1 ⊕ τ1) · (ηα2 ⊕ τβ2 ) ∈ D1 · D2 is cyclic and its minimum polynomial is q · r (as
q is prime to r). Due to the choice of q, π is a nice (4.1) cyclic mapping. This is also true for
λ−11 λ
−1
2 π ∈ C1C2. 
7. Enlarging the fixed space
The proof of the following lemma is easy and enlightens the more sophisticated proof of the
powerful result 7.11.
For ϕ ∈ GL put F(ϕ) :=kernel(ϕ − 1).
Lemma 7.1. Let π ∈ GL(V ).
(a) Letbe a GL(V )-conjugacy class and t ∈ N such that t  n2 , δ(π), δ().Then dim F(ϕ) 
t for some ϕ ∈ π ·.
(b) Let  be a SL(V )-conjugacy class and t ∈ N such that t  δ(π), δ().
If t < n2 then dim F(ϕ)  t for some ϕ ∈ π ·.
If t = n2 then dim F(ϕ)  t − 1 for some ϕ ∈ π ·.
Proof. As t  n2 , δ(π) there is a t-dimensional π -anti-invariant subspace T of V, i.e. V = T ⊕
T π ⊕ Z for some subspace Z; see [16] or [9]. So take a basis e1, . . ., et , e1π, . . ., etπ, e2t+1, . . ., en
for V. Also, eachψ ∈  admits a basis e′1, . . ., e′t , e′1ψ, . . ., e′tψ, e′2t+1, . . ., e′n. We can pickψ ∈ 
such that e′i = eiπ and e′iψ = ei for i = 1, . . ., t and e′i = ei for i = 2t + 1, . . ., n. We obtain (∗)
eiπψ = ei for i = 1, . . ., t .
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When we replace ψ by α−1ψα where eiα = ei for i = 1, . . ., n − 1 and enα = λen (λ ∈ K \ {0})
then eiπ(α−1ψα) = ei for i = 1, . . ., t remains true when n > 2t ; and eiπ(α−1ψα) = ei for
i = 1, . . ., t − 1 remains always true. As α has arbitrary determinant λ /= 0 the assertion for an
SL-conjugacy class  follows. 
Observation 7.2 (and definitions). For a linear mapping ϕ : V → V define the path (residue
space) of ϕ, B(ϕ) :=V (ϕ − 1), and the fixed space F(ϕ) :=kernel(ϕ − 1).
Clearly, dim F(ϕ) + dim B(ϕ) = n and B(ϕ) = B(ϕ−1) for all ϕ ∈ GL(V ).
The ‘path lemma’ states that B(αβ) ⊆ B(α) + B(β) for all linear mappings α, β : V → V .
If the path is 1-dimensional then ϕ ∈ GL(V ) is called a simple mapping. A simple mapping
ϕ ∈ SL is called a transvection. The set of transvections is a GL-conjugacy class. If the dimension
of V is  3 this GL-conjugacy class is an SL-conjugacy class.
We call ϕ ∈ GL(V ) a path homothety if the restriction π |B(π) is a homothety.
The following results or similar ones are well-known. The following lemma and a special case
of 7.7 entail immediately 7.4 and the corollaries, so we keep our arguments self-contained.
Lemma 7.3. Let π ∈ GL(V ), δ ∈ K \ {0}, and suppose that π is not a path homothety. Then
some simple mapping σ ∈ GL(V ) satisfies det σ = δ and dim F(πσ) = dim F(π) + 1.
If dim B(π)  3 then one can additionally achieve that πσ is not a path homothety.
Proof. Take z ∈ V such that z(π − 1)π /∈ 〈z(π − 1)〉. Then dim 〈z, zπ〉 = 2 and 〈z, zπ〉 ∩ F(π) =
{0}. [If the last statement failed then 〈z, zπ〉 ∩ F(π) /= {0}. As z, zπ /∈ F(π)we have a fixed vector
of the form z + αzπ where α ∈ K \ {0} and then z(π − 1)π = −α−1z(π − 1) ∈ 〈z(π − 1)〉, a
contradiction.]
Thus
(1) V = 〈z, zπ〉 ⊕ F(π) ⊕ W for a subspace W.
Define σ ∈End(V ) by the requests zπσ :=z; zσ := (1 + δ)z − δzπ ; F(π) ⊕ W ⊆ F(σ ).
As F(πσ) ⊇ F(π) ⊕ 〈z〉 we conclude
(2) F(πσ) = F(π) ⊕ 〈z〉, B(σ ) = 〈z(π − 1)〉, det σ = δ.
Now let additionally dim B(π)  3. Then dim W  1. Select distinct subspaces W,W ′ with
property (1). The above definition yields mappings σ and σ ′.
Assumption: πσ |B(πσ) is a λ-homothety and πσ ′|B(πσ ′) is a λ′ -homothety.
Then vπσ − λv ∈ F(πσ) for each v ∈ V . Hence
(3) vπσ ∈ λv + 〈z〉 + F(π), and (4) vπσ ∈ vπ + B(σ ) = vπ + 〈z(π − 1)〉
for all v ∈ V . This implies vπ ∈ λv + 〈z, zπ〉 + F(π) for all v ∈ V . The analogue holds true for
λ′. From 〈z, zπ〉 + F(π) /= V we obtain λ = λ′. Now (3) and (4) yield
vπσ − vπσ ′ ∈ (〈z〉 + F(π)) ∩ 〈z(π − 1)〉 for all v ∈ V.
We can choose vπσ − vπσ ′ /= 0 and conclude zπ ∈ 〈z〉 + F(π); a contradiction to 〈z, zπ〉 ∩
F(π) = 0. 
Proposition 7.4. Let1, . . .,k be GL(V )-conjugacy classes consisting of simple mappings. Let
π ∈ GL(V ) such that dimB(π) = k and det π = det1 · · · k. Further, suppose that π is not a
path homothety.
Then π ∈ 1 · · · k.
Proposition 7.5. Let K /= GF(2) or n  3.
Let 1, . . .,k be GL(V )-conjugacy classes consisting of simple mappings.
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Let π ∈ GL(V ) such that dim B(π)  k − 1 and det π = det1 · · · k.
Then π ∈ 1 · · · k.
We need two special cases:
Corollary 7.6. Let K /= GF(2) or n  3. Let 1, . . .,k be GL(V )-conjugacy classes of simple
mappings.
If k  n + 1 and π ∈ GL(V ) such that det π = det1 · · · k then π ∈ 1 · · · k.
If k  n and π ∈ GL(V ) is not a homothety and det π = det1 · · · k then π ∈ 1 · · · k.
Lemma 7.7. Letπ,ω ∈ GL(V ) such thatb :=dim B(π) > dim B(ω)  1.Then someϕ ∈ GL(V )
fulfills
(1) dim B(π · ωϕ) < b, or
(2) dim B(π · ωϕ)  b and π · ωϕ is not a path homothety.
Proof. Put  :=ωGL. Suppose that the assertion fails.
(i) π is a path homothety (i.e. the restriction of π to its path is a homothety).
Proof of (i). Assume that this is not true. Put m :=dim B(π). Then T π /= T for a 1-dimensional
subspace of B(π). As 1  dim B(ω)  m − 1 and dim F(ω)  n − m + 1 = dim F(π) + 1 we
find ω ∈  such that B(ω) ⊆ B(π) and T ⊆ F(π). This yields B(π) = B(πω) ⊆ Fλ(πω) (ei-
genspace of πω to eigenvalue λ) for some λ ∈ K . As T ⊆ B(π) ∩ F(ω) we have T ⊆ Fλ(πω) ∩
F(ω) ⊆ Fλ(π). In particular, T π = T , a contradiction.
Now choose ω ∈  such that B(ω) ⊆ B(π) and B(π)F(ω).
Then B(π) = B(πω) ⊆ Fλ(πω) (as the assertion is not true) and B(π) ⊆ Fµ(π) (see (i)) for
some λ,µ ∈ K . Then B(π) ⊆ Fν(ω) for ν :=µ−1λ. This yields ν = 1 (else Fν(ω) ⊆ B(ω) and
we obtain a contradiction) and therefore B(π) ⊆ F(ω), in contrast to the choice of ω. 
The following proposition generalizes 7.1 (where the additional assumption t  n2 was used).
We use the concept of a chain space. The authors introduced this concept in [9].
Definition 7.8. Let π be a linear mapping V → V . A subspace C of V is called a π -chain space
if C has a basis (v, vπ, . . ., vπs).
The definition does not require Cπ ⊆ C. Each π -cyclic subspace is a chain space.
For a subsetM ⊆ V and a linear mappingπ let 〈M〉π denote theπ -module (π -cyclic subspace)
generated by M.
Conditions similar to (1), (2) and (3) in the following proposition occur in the study of partitions
of numbers or tournament scores (dominance relations).
Proposition 7.9. Let π be a linear mapping V → V and V = C1 ⊕ · · · ⊕ Cs ⊕ X a decompo-
sition into subspaces such that each Ci is a π -chain space and 〈Cj 〉π ⊆ Cj ⊕ X for each j and
let 0  c1 :=dim C1  . . .  cs :=dim Cs.
Let z1, . . ., zs be integers with the following properties:
(1) 0  z1  · · ·  zs .
(2) z1 + · · · + zs = c1 + · · · + cs .
(3) z1 + · · · + zk  c1 + · · · + ck for 1  k  s.
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Then V has a decomposition V = Z1 ⊕ · · · ⊕ Zs ⊕ X such that each Zj is a π -chain space of
dimension zj .
Proof (By induction over s). We can assume that (c1, . . ., cs) /= (z1, . . ., zs). Take m ∈ {1, . . ., s}
maximal such that zm > cm. We have m < s and 2  s. Put l :=min{zm − cm, cm+1 − zm+1}.
Let u, uπ, . . ., uπcm−1 be a basis for Cm and w,wπ, . . ., wπcm+1−1 a basis for Cm+1.
Put C˜j :=Cj for j /= m,m + 1 and
C˜m :=〈u + wπcm+1−cm−l , uπ + wπcm+1−cm−l+1, . . ., uπcm+l−1 + wπcm+1−1〉
C˜m+1 :=〈w,wπ, . . ., wπcm+1−l−1〉
Then C˜m ⊕ C˜m+1 ⊕ X = Cm ⊕ Cm+1 ⊕ X.
Put c˜j :=dim C˜j .
First suppose that l = zm − cm. Let Zm := C˜m and X˜ :=X ⊕ Zm. Then 〈C˜j 〉π ⊆ C˜j ⊕ X˜ and
V = X˜ ⊕
⊕
j /=m
C˜j
∑
jk, j /=m
zj 
∑
jk, j /=m
c˜j and
∑
j /=m
zj =
∑
j /=m
c˜j
The induction hypothesis yields Z1, . . ., Zm−1, Zm+1, . . ., Zs such that
V = Z1 ⊕ · · · ⊕ Zm−1 ⊕ Zm+1 ⊕ · · · ⊕ Zs ⊕ X˜ = Z1 ⊕ · · · ⊕ Zs ⊕ X
Now let l = cm+1 − zm+1. Put Zm+1 := C˜m+1 and X˜ :=X ⊕ Zm+1.
Then 〈C˜j 〉π ⊆ C˜j ⊕ X˜ and
V = X˜ ⊕
⊕
j /=m+1
C˜j
∑
jk, j /=m+1
zj 
∑
jk, j /=m+1
c˜j and
∑
j /=m+1
zj =
∑
j /=m+1
c˜j
The induction hypothesis yields Z1, . . ., Zm,Zm+2, . . ., Zs such that V = Z1 ⊕ . . . ⊕ Zm ⊕
Zm+2 ⊕ · · · ⊕ Zs ⊕ X˜ = Z1 ⊕ · · · ⊕ Zs ⊕ X.
The proof is finished. 
Notation. For a similarity class  of linear mappings let ∂ := (∂i1, . . ., ∂in) denote the n-tuple
of the degrees of the invariant factors i1, . . ., in where i1|i2|, . . ., |in.
Corollary 7.10. Let  and  be similarity classes of linear mappings on V, or  a similarity
class and  an SL-conjugacy class. Let  = (a1, . . ., an) and  = (b1, . . ., bn).
Put rk :=a1 + · · · + ak and sk :=b1 + · · · + bk for k = 1, . . ., n.
Let tk :=max{rk, sk} for k = 1, . . ., n and zk := tk − tk−1.
Then V = Z1 ⊕ . . . ⊕ Zn where each Zi is a ω-chain space and also a ψ-chain space for
some ω ∈  and ψ ∈ .
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Corollary 7.11. Let  be an SL-class (i.e. of the form ωSL where ω ∈ GL) and let  be a
similarity class of linear mappings on V. Then some ϕ ∈  satisfies dim F(ϕ)  min{δ(),
δ()}.
Proof. As the assertion depends only on ()GL = GLGL we can assume that  is also a
similarity class.
Let p :=min{δ(), δ()}. Take a decomposition V = Z1 ⊕ . . . ⊕ Zn into chain spaces as in
the previous corollary. Consider a chain space Z = Zi /= 0. We have a basis z, zω, zω2, . . ., zωs
for Z (dim Z = s + 1) whereω ∈ . The same argument applies to. Hence a suitableψ ∈  sat-
isfies zωsψ = zωs−1; zωs−1ψ = zωs−2; …; zω2ψ = zω; zωψ = z. Then z, zω, zω2, . . ., zωs−1
are fixed elements of ωψ . Hence the restriction of ωψ to Z contains a fixed space of dimension
dimZ − 1. Thus we find ϕ ∈  with a fixed space of dimension  n − m where m denotes the
number of chain spaces Zi /= 0. 
Corollary 7.12. Let and be SL-conjugacy classes. Then some ϕ ∈  satisfies dim F(ϕ) 
min{δ(), δ()} − 1.
If min{δ(), δ()} < n2 then we can achieve dim F(ϕ)  min{δ(), δ()}.
Observation 7.13. Let D be any non-central SL-conjugacy class. Then SL ⊆ (SL \ Z(SL)) · D.
Let C1, . . ., Ck be SL-conjugacy classes and m ∈ {1, . . ., k − 1} such that SL \ Z(SL) ⊆
C1 · · · Cm. Then SL ⊆ C1 · · · Ck .
8. Final proof of the Theorem
In this section we assume that n  5 and K /= GF2.
Let C1, . . ., Cn+1 be non-central SL-conjugacy classes, δi :=δ(Ci) and δ1  δ2  . . .  δn+1.
We will frequently use 6.9 without referring to this result.
Proposition 8.1. If δ2  n2 then 1 ∈ C1 · · · Cn+1.
Proof. Let n = 5. We have δ2, . . ., δ6  3.
If δ6 = 4 then C6 is cyclic and 4.4 provides C−11 ⊆ SL \ Z(SL) ⊆ (C2C3)(C4C5)C6, hence
1 ∈ C1 · · · C6 Thus suppose that δ6 = 3, hence δ2 = . . . = δ6 = 3.
For all i, j ∈ {1, . . ., 6}, i /= j , the product CiCj contains a cyclic mapping.
If say C1, C2 are GL-conjugacy classes then 4.7 asserts that SL ⊆ C1C2(C3C4)(C5C6).
Hence we assume that C3, . . ., C6 are not GL-conjugacy classes.
Then 6.11 yields nice cyclic mappings π ∈ C3C4 and ψ ∈ C5C6.
Hence 8.1 and 4.2 and 4.5 and imply that C−11 ⊆ C2πGLψGL = C2πSLψSL ⊆ C2 · · · C6.
Let n  6. Then δi  n2 for i = 2, . . ., 7. Thus C2C3 and C4C5 and C6C7 contain cyclic
mappings. So 4.4 implies that C−11 ⊆ C2 · · · C7 and we have 1 ∈ C1 · · · C7. 
Remark. The previous proof is the only instance where we use 4.4. However, we could replace
4.4 by a considerably simpler argument.
Proposition 8.2. Let δ2 < n2 .
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Suppose that
(a) δ3  2 and n odd, or
(b) δ3  2 and δn+1  3, or
(c) δ3 = 1.
Then 1 ∈ C1 · · · Cn+1.
Proof. Suppose that (a) or (b) is valid.
Put r := n−12 + 2 respectively r := n2 + 2.
Then δ3 + · · · + δr , δr+1 + · · · + δn+1  n − 1. Hence  ⊆ C2 · · · Cr and  ⊆ Cr+1 · · ·
Cn+1 for cyclic SL-conjugacy classes  and .
As δ1, δ2 < n2 4.7 yields SL ⊆ C1C2 ⊆ C1 · · · Cn+1.
Now consider case (c).
Let s ∈ {0, . . ., n + 1} such that δ1 = · · · = δs = 1 < δs+1  · · ·  δn+1.
We have s  3.
The SL-conjugacy classes C1, . . ., Cs are GL-conjugacy classes (see 4.5)). The elements of
C1, . . ., Cs have n − 1-dimensional eigenspaces.
Hence we find λ1, . . ., λs ∈ K such that C′1 :=λ1C1, . . ., C′s :=λsCs consist of simple map-
pings (see 7.2; i.e. the fixed spaces have dimensions n − 1 and the path spaces have dimension
1). Put λ :=λ1 · · · λs .
Each C′i is a GL-conjugacy class.
(i) If s  n then the assertion follows.
Proof. Put ϕ = 1 if s = n + 1, else select ϕ ∈ Cs+1 · · · Cn+1 such that ϕ is a non-homothety
(i.e. δ(ϕ) /= 0). Then λϕ−1 ∈ C′1 · · · C′s (see 7.6). Hence 1 ∈ C′1 · · · C′sλ−1ϕ ∈ C1 · · · Cn+1 as
claimed.
Thus we assume in the sequel
(+) s  n − 1, in particular m :=n + 1 − s  2.
We have 3  s  n − 1 and 2  m  n − 2.
Put r := m2 + s respectively r := m+12 + s. 
(ii) If some ϕ ∈ λ−1Cs+1 · · · Cn+1 fulfills dim F(ϕ)  n + 1 − s then the assertion follows.
Proof. As dim B(ϕ−1) = dim B(ϕ) = n − dim F(ϕ)  s − 1, 7.5 implies that ϕ−1 ∈ C′1 · · · C′s
and so 1 ∈ C′1 · · · C′sϕ = C1 · · · Csλϕ ⊆ C1 · · · Ck .
Put r := s + m2 when m is even and r := s + m+12 when m is odd. 
(iii) The assertion is true when (α) δr < n2 and m is even, or (β) δr < n2 and δk  3.
Proof. In any case we have δs+1 + · · · + δr , δr+1 + · · · + δk  m.
One obtains π ∈ Cs+1 · · · Cr and ψ ∈ Cr+1 · · · Ck such that δ(π), δ(ψ)  min{m, n − 1} =
m.
We have πGL ⊆ Cs+1 · · · Cr (as Cs+1, . . ., Cr are GL-conjugacy classes; see 4.5).
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Now 7.11 supplies ϕ ∈ (λ−1π)GL · ψSL ⊆ λ−1Cs+1 · · · Cr · Cr+1 · · · Ck such that
dim F(ϕ)  min{δ(λ−1π), δ(ψ)}  min{m, n − 1} = m. Hence (ii) yields the assertion. 
(iv) The assertion is true when m is even and δr  3 (in particular, when δr  n2 ).
Proof. We have δs+1 + · · · + δr , δr+1 + · · · + δk  m + 1. One obtains π ∈ Cs+1 · .. · Cr and
ψ ∈ Cr+1 · · · Ck such that δ(π), δ(ψ)  min{m + 1, n − 1} = m + 1.
Hence 7.12 supplies ϕ ∈ (λ−1π)SL · ψSL ⊆ λ−1Cs+1 · · · Cr · Cr+1 · · · Ck such that
dim F(ϕ)  min{δ(λ−1π), δ(ψ)} − 1  m = n + 1 − s. Hence (ii) yields the assertion. 
As (iii) and (iv) cover the case when m is even we can now assume that m is odd.
(v) The assertion holds true when m is odd and δn+1  3 and δr  n2 .
Proof. First let m  5.
We have δn−1, δn, δn+1  n2 .
Hence δ3 + · · · + δn−1  (s − 2) + (m − 3) · 2 + n2  n − 1. Hence we find cyclic mappings
π ∈ C3. . .Cn−1 and ψ ∈ CnCn+1.
Now 4.7 yields SL = C1C2πSLψSL ⊆ C1 · .. · Cn+1.
Now let m = 3.
If δs+1  n2 then δ3 + · · · + δs + δs+1  n − 1. Henceπ ∈ C3 · · · CsCs+1 andψ ∈ Cs+2Cs+3
for cyclic mappings and SL = C1C2πSLψSL ⊆ C1 · · · Cn+1 by 4.7.
Let δs+1 < n2 . Then C1, . . ., Cs, Cs+1 are GL-conjugacy classes. We find a cyclic mapping
π ∈ Cs+2Cs+3 and (since δ2 + · · · + δs + δs+1  n − 1) a cyclic mapping ψ ∈ λ−11 C2 · · · Cs ·
Cs+1. Now 7.11 provides a simple mappingσ ∈ ψGLπSL ⊆ λ−11 C2 · · · Cs+3. Hence 1 = σ−1σ ∈
σ−1λ−11 C2 · · · Cs+3. As det C′1 = det σ−1 and C′1 is a GL-conjugacy class of simple mappings
one concludes σ−1 ∈ C′1 = λC1. We obtained 1 ∈ C1. . .Cs+3. 
(vi) The assertion holds true when m is odd and δn+1 = 2.
Proof. We have δs+1 = . . . = δn+1 = 2.
Each Ci is a GL-conjugacy class (we need n  5; see 4.5) and m  3.
One finds λs+1 such that the elements of λs+1Cs+1 have an (n − 2)-dimensional fixed space,
hence a 2-dimensional path.
Put λ :=λ1. . .λsλs+1.
We have δs+2 + · · · + δr , δr+1 + · · · + δn+1  m − 1.
As λ−1Cs+2, Cs+3, . . ., Cn+1 are GL-conjugacy classes, 6.9 and 7.11 yield ϕ ∈ λ−1Cs+2
. . .Cn+1 such that dim F(ϕ)  min{n − 1,m − 1} = m − 1. Hence dim B(ϕ)  n − m + 1 =
s. 
From 7.7 we obtain η ∈ λs+1Cs+1ϕ such that dimB(η) < dimB(ϕ)  s, or dimB(η) 
dimB(ϕ)  s and η is not a path homothety, or dim B(ϕ)  2 < s. In the first two cases we have
η−1 ∈ C′1 · · · C′s ; see 7.4 and 7.5. Hence 1=η−1η ∈ (C′1 · · · C′s)(λs+1Cs+1)λ−1Cs+2 · · · Cn+1 =
C1 · · · Cn+1. In the third case ϕ−1 ∈ C′1 · · · C′s by 7.5 and 1 = ϕ−1ϕ ∈ C1 · . . . · Cn+1. 
Proposition 8.3. If n is even and δ3 = . . . = δn+1 = 2 then 1 ∈ C1 · · · Cn+1.
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Proof. First suppose that each C3, . . ., Cn+1 contains up to a factor unipotent elements (hence
each minimum polynomial divides a polynomial of the form (x − µ)3).
We findλ3, . . ., λn ∈ K∗ such that the GL-conjugacy classesC′3 :=λ3C3, . . ., C′n :=λnCn have
fixed spaces of dimension n − 2 and ηi ⊕ I1 ∈ C′i for i = s + 1, . . ., n where ηi ∈ SLn−1 and
δ(ηi) = 2 and I1 denotes the identity on a 1-dimensional subspace.
Put t := s + m−12 . As m − 1 is even and m − 1  n − 2 we find cyclic mappings
π ∈ ηGLs+1. . .ηGLt , ψ ∈ ηGLt+1. . .ηGLn where GL = GLn−1
We have also σ1 ⊕ I1 ∈ C′1 :=λ1C1 and σ2 ⊕ I1 ∈ C′2 :=λ2C2 where λi ∈ K∗ and σ1, σ2 ∈
GLn−1 satisfy δ(σ1), δ(σ2)  2.
Take monic polynomials p, q of degree n − 1 such that p(1) /= 0 /= q(1) and p0 = (−1)n−1 ·
det(σ1π) and q0 = (−1)n−1 · det(σ2ψ) (apply 6.6). Now 4.6 yields cyclic mappings π ′ ∈
σ
GLn−1
1 π
GLn−1 and ψ ′ ∈ σGLn−12 ψGLn−1 with minimum polynomials p respectively q. Then π ′′ :=
π ′ ⊕ I1 andψ ′′ :=ψ ′ ⊕ I1 are cyclic with minimum polynomialsp · (x − 1) respectively q · (x −
1); hence they are nice cyclic mappings (1 is a simple root of the minimum polynomials).
Now 4.2 implies SL \ Z(SL) ⊆ π ′′GLψ ′′GL ⊆ C′1 · · · C′n = λC1 · · · Cn where λ :=λ1. . .λn.
This yields 1 ∈ C′1 · · · C′nλ−1Cn+1 = C1 · · · Cn+1 (see 8.1).
Finally, suppose that C3 is not unipotent up to a factor.
Hence the characteristic polynomial of C3 (and also of C−13 ) has the form pp′ where degp,
degp′  1 and p is prime to p′.
As δ1 + δ4 + · · · + δr , δ2 + δr+1 + · · · + δn+1  n − 1 we obtain cyclic elements π ∈ C1C4
· · · Cr and ψ ∈ C2Cr+1 · · · Cn+1.
Now 4.8 yields C−13 ⊆ πGLψGL ⊆ C1C2C4 · · · Cn+1. Hence 1 ∈ C1 · .. · Cn+1.
The three propositions of this section cover all cases and reveal that 1 ∈ C1 · · · Cn+1 is always
true. This proves our Theorem when n  5. 
9. Dimension 3
Now assume that n = 3 and K /= GF2.
Let C1, . . ., C4 be non-central SL-conjugacy classes, δi :=δ(Ci) and δ1  δ2  · · ·  δ4.
If δ3 = 2 then 8.1 and 6.9 and 4.4 yield 1 ∈ C1 · · · Cn+1.
If δ3 = 1 then argument (i) in the proof to 8.2 yields 1 ∈ C1 · · · C4.
Hence we obtained
Proposition 9.1. When n = 3 and K /= GF2 then 1 ∈ C1 · · · C4.
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