ABSTRACT: Consider sequences {Xi} ∞ i=1 and {Yj} ∞ j=1 of independent and identically distributed (i.i.d.) random variables, random variables K1, K2 ranging over of all positive integers, where the Xi's, Yj's, K1, and K2 are all independent. We obtain Berry-Esseen bounds for random-sum Wilcoxon's statistics in the form (WK 1 ,K 2 − U )/V and
INTRODUCTION
Let X, X 1 , . . . , X m and Y , Y 1 , . . . , Y n be two sequences of independent and identically distributed (i.i.d.) random variables. Note that the distributions of X and Y are not necessarily identical. Suppose the X i 's and Y j 's are independent and continuous random variables. To test the null hypothesis that the distributions of X and Y are equal, Wilcoxon 1 introduced rank-sum statistics by ranking the random variables between two sequences and then computing the sum of these rankings. Mann 
Mann and Whitney
2 showed that their statistics and Wilcoxon's rank-sum statistics are equivalent. They also showed that under the null hypothesis, MannWhitney's distribution can be approximated by the standard normal distribution denoted by Φ.
Consider a Wilcoxon's rank-sum statistic defined by W m = m k=1 R k where R k is the ranking-number of X k between two samples X 1 , . . . , X m and Y 1 , . . . , Y n . Pestman 3 obtained normal approximation theorems and Alberink 4 investigated Berry-Esseen bound for Wilcoxon's rank-sum statistics by assuming the null hypothesis. From the result of Alberink 4 and the well-known fact that W m = W m,n +m(m+1)/2, we obtain the bound for Mann-Whitney's statistics as the next statement. It is obvious that Mann-Whitney's statistics are example of U -statistics introduced by Hoeffding 5 and Lehmann 6 . So that the bounds for Mann-Whitney's statistics were established by applying the results of Grams and Serfling 7 or Chen and Shao 8 . Now, we need some notation:
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Consider a two-sample U -statistic given by
µ for all = 1, 2. Also, we note that
Hence we can use the bounds for U m,n of Chen and Shao 8 to derive the bounds for Mann-Whitney's statistics as the next statement.
, and there exists a constant C (which does not depend on m and n) such that for all x ∈ R,
In particular, if θ = 1/2 and σ Mann-Whitney's and Wilcoxon's statistics are usually used to compare two treatments in many comparative experiments. However, these statistics cannot be used when the sample sizes of observation from two treatments are not measured 9, 10 . For example, the number of normal and abnormal images in the medical imaging studies and diagnostic marker studies. In 2011, under the situation that the sample sizes are random variables, Tang and Balakrishnan 10 proposed a random-sum Wilcoxon's statistic as the following:
and {Y j } ∞ j=1 be two sequences of i.i.d. random variables such that the X i 's and Y j 's are independent. Assume that the X i 's and Y j 's are continuous random variables. Let K 1 and K 2 be independent positive integer-valued random variables which are independent of the X i 's and Y j 's. A random-sum Wilcoxon's statistic is defined by
Tang and Balakrishnan
10 also obtained normal approximation theorems for random-sum Wilcoxon's statistics as the next statement. (C1) the random variable K has its asymptotic distribution as the normal distribution with mean E K and variance Var(K ), as τ → ∞;
for some finite non-zero constant λ and for some p 1, as τ → ∞.
tends to zero, where
as τ 1 → ∞ and τ 2 → ∞.
MAIN RESULTS
The main results of this article are Berry-Esseen bounds for random-sum Wilcoxon's statistics. In Theorem 4, we consider a random-sum Wilcoxon's statistic with random centring and random norming as in the form (W K1,K2 − U ) /V where U and V are random variables. In Theorem 5, we consider a random-sum Wilcoxon's statistic with non-random centring and non-random norming as in the form (W K1,K2 − a) /b where a and b are constants.
Theorem 4 Let K 1 and K 2 be positive integer-valued random variables such that the
We have the following results:
sup ) for some p 1, when τ 1 and τ 2 tend to infinity.
By definition, random-sum Wilcoxon's statistics include Mann-Whitney's statistics in the special case of fixed-indices K 1 = m and K 2 = n. In this case, our results are same as Theorem 2 (the bounds of Chen and Shao 8 ). But the constants in a uniform bound of Theorem 2 are smaller. The next corollary is an immediately consequence of Theorem 4.
, and there exists an absolute constant C (which does not depend on m and n) such that for all x ∈ R,
It is understood that Wilcoxon's statistics can be approximated by the sum of independent random variables, introduced by Hajek 11 . Now, we denote the projection of W K1,K2 on the
By taking the conditional expectation given by K 1 and K 2 (see p. 22 of Ref. 12), we observe that
Similarly, we can see that
This implies that Var(W K1,K2 )/Var * ( W K1,K2 ) → 1, when E K 1 and E K 2 tend to infinity. Hence, the quantity Var(W K1,K2 ) for normalization in the normal approximation theorem, can be replaced by
In the next statement, we show a uniform bound for random-sum Wilcoxon's statistics with nonrandom centring θE K 1 E K 2 and non-random norming Var * ( W K1,K2 ).
where τ = m/n.
Remark 2
The random variables K 1 = m j=1 ξ j and K 2 = n =1 ζ depend on the parameters m and n, respectively. It is easy to see that K 1 , K 2 satisfy the conditions (C1), (C3) and (C4) in Theorem 3. Moreover, if m/n converges to some constant when m and n tend to infinity, then K 1 , K 2 satisfy the condition (C2). Hence the rate of convergence is O n −1/2 .
APPLICATION IN LROC ANALYSIS
A location receiver operating characteristic (LROC) curve, introduced by Starr, Metz, Lusted and Goodenoughet 13 , provides a useful method in radiology based on a location of data. And the area under the LROC curve has been widely used to measure the diagnostic accuracy of imaging study because it represents the probability that positive and negative case are correctly classified. By using an empirical estimation model, Tang and Balakrishnan 10 showed that the area under the LROC curve is equivalent to the random-sum Wilcoxon's statistic as the following:
Let K be a binomial distributed random variables with parameters m and p. Suppose that the X i 's, Y j 's and K are all independent. An estimator for the area under the LROC curve is given by
Tang and Balakrishnan 10 also obtained the asymptotic distribution of A LROC as the following statement. tends to zero as m → ∞ and n → ∞.
In the next theorem, we investigate Berry-Esseen bounds for A LROC .
Theorem 7 Let n be any fixed-index and K be a binomial distributed random variable with parameters m and p. Set τ = m/n. Suppose that the X i 's, Y j 's and K are independent. Under the null hypothesis that the distributions of X and Y are equal, we have the following results:
(1 + pτ )
3/2
, and there exists an absolute constant C (which does not depend on m, n and p) such that for all x ∈ R,
Proof : Under the assumption that the distributions of X and Y are equal, Alberink 4 showed that θ = 1/2, σ 
PROOF OF MAIN RESULTS
In the proof of Theorem 4, we apply Theorem 2 (Berry-Esseen theorem for Mann-Whitney's statistics) to investigate the bounds for the randomly-indexed summands. In the proof of Theorem 5, we obtain the bounds for random summands with non-random centring and non-random norming by improving the arguments of Chen, Goldstein and Shao (see p. 271 of Ref. 14) for the case of two random indices. Proof of Theorem 4: (Uniform bound.) By using the conditional probability given by K 1 , K 2 and applying the uniform bound of Theorem 2, we can see that
where we used the facts that for = 1, 2,
and set
From (1), it suffices to investigate the non-uniform bound for |x| > 1. Without loss of generality, we may assume that x > 1.
By using the non-uniform bound of Theorem 2 and taking the conditional probability given by K 1 and K 2 , we have
Set
Note that E ( W k ) = 0 and
Hence we can check that
and that
Observe that
From (3) and the fact that σ 2 µ for = 1, 2, we can see that
Hence, combining (2) and (4), one can prove the nonuniform bound of Theorem 4. Proof of Theorem 5: Let Z 1 , Z 2 and Z 3 be independent standard normal random variables which are independent of the
, where
It is clear that T 3 has the standard normal distribution and easy to see that
where y 1 , y 2 and y 3 are given by
Q ,
Firstly, following the arguments of (1) (in the proof of Theorem 4), we can see that
Secondly, using the conditional probability given by K 2 and Z 1 ,
where
,
.
where we used the fact that (Rosenthal's inequality)
in the last inequality. Also, we can see that
where we use the fact that E √ mn .
By using the conditional probability given by Z 2 , Z 1 and applying the result of p. 258 of Ref. 14, we have 
We combine (5), (6), (11) and (12) to obtain the main result.
