One contribution of 13 to a theme issue 'Adaptive data analysis: theory and applications' . Multi-scale entropy (MSE) was developed as a measure of complexity for complex time series, and it has been applied widely in recent years. The MSE algorithm is based on the assumption that biological systems possess the ability to adapt and function in an ever-changing environment, and these systems need to operate across multiple temporal and spatial scales, such that their complexity is also multiscale and hierarchical. Here, we present a systematic approach to apply the empirical mode decomposition algorithm, which can detrend time series on various time scales, prior to analysing a signal's complexity by measuring the irregularity of its dynamics on multiple time scales. Simulated time series of fractal Gaussian noise and human heartbeat time series were used to study the performance of this new approach. We show that our method can successfully quantify the fractal properties of the simulated time series and can accurately distinguish modulations in human heartbeat time series in health and disease.
Introduction
Multi-scale entropy (MSE) is an innovative assessment method that is derived from statistical physics and complex systems for diagnosing the health condition of biological systems [1] [2] [3] . The dynamical complexity, measured by MSE, of a biological system is proposed to be an assessment of a system's capacity to adapt to various unpredictable stresses. Therefore, a biological system with a high degree of complexity is considered to be a healthy one. Loss of complexity is an important characteristic for biological systems in ageing and poor functional conditions (i.e. diseases) [1] [2] [3] . In recent years, MSE has been widely applied in diverse research topics, ranging from electromagnetics [4] and environmental research [5] to statistical mechanics [6] . An important scientific and technical issue when applying MSE to complex time series was noted, but no systematic solution has been developed. The challenge is the following: because entropies calculated by MSE depend on the threshold determined by the standard deviation of time series, trends embedded in time series affect the outcomes of MSE [7, 8] . However, a complex time series is often nonlinear and multi-modal and it is difficult to determine the appropriate time scales for detrending a nonlinear time series based on linear assumptions. Two important issues should be taken into consideration: (i) What type of method is appropriate for detrending complex time series? (ii) How many trends embedded in a complex time series should be removed.
In 2007, Wu et al. [9] discussed the detrending and variability of nonlinear and multi-modal time series based on the application of an adaptive algorithm of empirical mode decomposition (EMD). They proposed that a 'trend' in the data depends on the time scale of the observation. EMD can decompose a complex time series into a set of intrinsic mode functions (IMFs). Each IMF represents a nonlinear component with oscillations in a narrow range of time scales. A local mean of upper and lower envelopes enclosing the data can be viewed as an intrinsic trend for the shortest time scales. This process can be iterated by treating the trend as data, and to decompose the next level of trend (on a larger time scale). Here, the word 'intrinsic' means that the trend is determined completely by the data themselves. No a priori functional form and time scales were used to determine the trend with the EMD-based approach. Thus, we can obtain a set of intrinsic trends from small time scale to large time scale. Effectively, the nth detrended time series is a summation of the first n IMFs. When the trends with different time scales are removed, we can quantify the complexity of the data after excluding the fluctuations beyond a specific time scale of trends. Then, a systematic approach to the complexity of the complex time series can be realized.
The difference in complexity between two successive detrended time series is assumed to represent the complexity contributed by an IMF with a specific time scale. Furthermore, the complexity contributed by an IMF can be simplified so that it is represented by an entropy on a specific time scale because an IMF is a narrow band time series. Then, a nonlinear and multimodal time series can be expressed as the combination of a set of IMFs and the monotonic final residual. The complexity of the time series can be represented as a set of scale-dependent entropies contributed by IMFs with different corresponding time scales. In this study, the entropy contributed by an IMF is denoted as the intrinsic entropy and the time scale of the IMF is denoted as the intrinsic time scale.
To examine the characteristics of complexity expressed using scale-dependent intrinsic entropies, this new approach was used to analyse two completely different types of datasets: (i) an artificial time series of simulated fractal Gaussian noise with a known Hurst exponent and (ii) human heartbeat time series of healthy subjects and patients with various diseases.
Methodology
(a) Quantify the complexity of a stationary time series by multi-scale entropy
The MSE analysis was developed in recent years [1, 2] . Briefly, the complexity of a time series is expressed by the entropy as a function of coarse-graining scales. There are two steps in MSE: (i) coarse-graining the time series using different scales; (ii) quantifying the degree of irregularity for each coarse-grained time series by the SampEn algorithm [10] . The details of SampEn can be found elsewhere [11] . The coarse-graining procedure of a time series is defined as where x τ (l) is the coarse-grained time series with coarse-graining scale τ ; l is the new index of the coarse-grained time series; x(t) is the time series before coarse-graining; and N is the length of the original time series. The length of each coarse-grained time series shrinks to the length of the original time series divided by the coarse-graining scale τ . The complexity of a time series x(t) can be expressed as a set of entropies with different coarsegraining scales τ = 1, . . . , L. The entropy for a coarse-grained time series calculated by SampEn is noted as SampEn(x τ (l), m, r, SD), where m is the vector length; r is the tolerance coefficient; and SD is the standard deviation. In the calculation of SampEn, we set vector length m = 2 and tolerance coefficient r = 0.2.
It should be mentioned that x(t) is assumed to be a stationary time series in the calculation of entropy. However, a real-world signal is often non-stationary. An appropriate detrending process, therefore, is considered to be an important step to improve the stationary property of a real-world signal in the complexity analysis by MSE.
(b) Detrending by empirical mode decomposition EMD can decompose a nonlinear and multi-modal time series into a finite number of IMFs and a monotonic residual [12] ,
where X(t) is the original time series, C n (t) is the nth IMF, M is the number of IMFs and R(t) is the final residual. In 2007, EMD was proposed as an adaptive detrending algorithm for nonlinear and multimodal time series [13] . It is important to note that the 'trend' of a time series has to be defined with respect to the 'scale' of interest. Thus, the EMD algorithm can be used to derive the scaledependent trend in the following way: the overall residual term, R, can be considered as the global trend of the entire time series. The second largest scale trend is R + C M . By adding an additional IMF, i.e. C M−1 , C M−2 , etc., we can obtain trends on shorter and shorter scales. The time scale of each trend can be defined as the averaged period of the corresponding IMF, because the averaged period represents the time scale of fluctuations with the trend removed. In summary, a detrended time series is the reconstructed time series of the first n IMFs,
where C i (t) is the ith IMF. We denote x n (t) as the nth detrended time series. The complexity of a detrended time series can be quantified by the MSE algorithm with a set of entropies for coarse-graining scales 1 to L. Each entropy is calculated by SampEn on the detrended coarse-grained time series.
(c) Define intrinsic entropy as representing the complexity contributed by a specific intrinsic mode function Equation (2.3) shows that the nth detrended time series is a combination of the first n IMFs. Thus, an IMF can be expressed as the difference between two successive detrended time series, C n (t) = x n (t) − x n−1 (t). The complexity contributed by C n (t) can be considered as a set of entropy increments for coarse-graining scales 1 to L when a specific IMF, C n (t), is added into the detrended time series. In this study, an entropy increment is defined as
It should be noted that the standard deviations SD n used in both entropy calculations for x τ n (l) and x τ n−1 (l) are the same. The entropy of x τ n (l) is always greater than that of x τ n−1 (l) based on the same standard deviation SD n . Therefore, E τ n is always a positive value. For coarse-graining scales τ = 1, . . . , L, a row vector of E n represents a set of entropy increments contributed by IMF n. Because a time series can be decomposed into M IMFs, an entropy increment matrix with size M × L is used to represent the overall entropy distribution for a time series. Because each IMF has its own intrinsic time scale, the entropy increments contributed by a specific IMF are significant only on a specific coarse-graining scale range correlated to the IMF's intrinsic time scale. The relationship between the intrinsic time scale and the specific coarse-graining scale range will be determined using the real and simulated data in §2d. The values of the elements within the specific scale range are significantly greater than 0. Therefore, to simplify the expression using the entropy increment matrix, we defined a new term of 'intrinsic entropy' as the maximum of a row vector of the entropy increment matrix, which reflects the most significant entropy increment for adding an IMF into a detrended time series. For a set of IMFs decomposed from a time series, a set of intrinsic entropies with different scales represents the complexity for the time series.
In summary, we apply the EMD to decompose a time series into a set of IMFs and the final residual in this new approach. Each IMF contributes an intrinsic entropy on its corresponding time scale. The ensemble of intrinsic entropies reflects a systemic complexity of a time series, and the individual intrinsic entropy represents the entropy contributed by a specific IMF on its corresponding scale.
(d) Define the time scale of an intrinsic mode function
As mentioned above, an intrinsic entropy is the maximum of a row in the entropy increment matrix, which represents the entropy contributed by a specific IMF, with a specific coarse-graining scale. It implies an IMF contributed by its corresponding intrinsic entropy on a specific time scale. It is interesting to determine the specific coarse-graining scale for determining the intrinsic entropy contributed by an IMF. Therefore, we investigate the time scale of an IMF. The time scale of an IMF can be defined as the averaged period of the oscillatory fluctuation according to the definition in a previous study, as expressed in the following equation [14] : 5) where N is the sample number of the time series; S ln T,n is the Fourier spectrum of the nth IMF as a function of lnT; T is the period; andT n is the averaged period of the nth IMF. In this study, we define the term 'intrinsic time scale' as the averaged period of an IMF to check the correlation between the intrinsic time scale and the specific coarse-graining scale. According to our analysis of the results from simulated data of fractal Gaussian noises and human heartbeat time series in the following sections, a strong correlation between the specific coarse-graining scales and intrinsic time scales can be found. Thus, we can easily determine the coarse-graining scales required to evaluate the intrinsic entropy contributed by a specific IMF.
Numerical experiments using simulated fractal Gaussian noise
Fractal Gaussian noise is a time series satisfying the condition of Gaussian distribution and presents a specific fractal property. The Hurst exponent is an index for the fractal property of a time series. For numerical simulation, there are many different methods proposed to generate simulated time series of fractal Gaussian noise, such as a fast fractional Gaussian noise generator [15] , Fourier-based algorithms [16, 17] and a wavelet-based method [18] . Here, a simple algorithm for generating the simulated fractal Gaussian noise proposed by Wood & Chan [19] was used to generate the fractal Gaussian noises with a Hurst exponent from 0 to 1. Furthermore, fractal Brownian motion can be generated by integration of fractal Gaussian noise, and the Hurst exponent of the fractal Brownian motion is the Hurst exponent of the fractal Gaussian noise plus 1 [20] [21] [22] . Therefore, we investigated a total of six different simulated time series of fractal Gaussian noise and fractal Brownian motion to represent a case with anti-correlation (H = 0.25), a To examine the complexities of the simulated time series, the first numerical experiment was conducted to estimate the complexities of the simulated time series by MSE. In this numerical simulation, the algorithm of SampEn was used to quantify the entropy of a time series. The parameters used in the entropy calculations are the vector length m = 2 and tolerance coefficient r = 0.2. The length of the simulated time series is 16 384 points. The complexities of the simulated time series with different fractal properties can be expressed by the MSE plots, as shown in figure 2 .
In recent studies, a complexity index of a time series was defined as the summation of entropies on the first L coarse-graining scales in MSE. Here, we choose the number of coarse-graining time scales L = 20. In other words, we define a complexity index as the summation of entropies of the first 20 coarse-graining scales. The complexity indices of the simulated time series versus their corresponding Hurst exponents are shown in figure 3 . In many disciplines of science and engineering, pink noise (also known as 1/f noise in the physics literature), with Hurst exponent H = 1, is considered to be the most complex in comparison with other fractal noise. This empirical assumption is consistent with our results (shown in figure 3 ) that pink noise has the highest complexity index.
As mentioned above, an entropy increment matrix with size M × L represents the entropies for coarse-graining scales 1, . . . , L contributed by M IMFs decomposed from a time series. intrinsic time scales contribute significant entropy increments on large coarse-graining scales. For each row of entropy increment matrix, only the elements around a specific coarse-graining scale have values significantly larger than 0. Moreover, the intrinsic time scale of an IMF has a powerlaw correlation with its corresponding coarse-graining scales, shown as diagonal distributions in the plots of figure 4 with logarithmic-scale axes. This finding implies that the intrinsic entropy, the maximum of a row of entropy increment matrix, contributed by an IMF can be found on a specific coarse-graining scale and the coarse-graining scale is a function of the intrinsic time scale.
To examine the correlation between intrinsic time scales and the specific coarse-graining scales, we collected samples of all the specific coarse-graining scales of the intrinsic entropies and intrinsic time scales of their corresponding IMFs in the numerical experiment using simulated time series. Because the intrinsic entropies on large intrinsic time scales are small for noises with Hurst exponent H 0.50, the specific time scales cannot be accurately identified, because the values of the intrinsic entropies are not significantly different from the entropies for the other coarse-graining scales. Therefore, only the specific coarse-graining scales for intrinsic entropies greater than 0.05 were checked with the intrinsic time scales of the corresponding IMFs. The correlation between specific coarse-graining scales and intrinsic time scales is shown as figure 5 . Then, the correlation can be expressed as
where S i is the intrinsic time scale and S c is the specific coarse-graining time scale for an IMF. According to equation (3.1), only those entropy increments around the coarse-graining scales within the range from 1/4 to 1/3 of the intrinsic time scale should be calculated to derive the intrinsic entropy contributed by an IMF.
In summary, a simulated time series of fractal noise can be decomposed into a set of IMFs. Then, the intrinsic entropy contributed by a specific IMF can be evaluated as the entropy increment for a specific coarse-graining scale, which is located on the scale range at around 0.3 times the intrinsic time scale of the IMF. Moreover, the values of the intrinsic entropies for the IMFs decomposed from the simulated fractal noises depend on the Hurst exponent, as shown in figure 6 .
Because a sufficient data length is required for a calculation of entropy, the data length of the coarse-grained time series must be longer than 300 samples. According to equation (3.1), the intrinsic time scale is 3.4 times the specific coarse-graining time scale. The intrinsic time scale represents the averaged period of the IMF and it should be 3.4 times the specific coarse-graining time scale in the calculation of intrinsic entropy. Thus, the sample number of the coarse-grained time series should be 3.4 times the number of periods in an IMF for the calculation of intrinsic entropy. An IMF with data length containing 100 periods can be coarse-grained to 340 samples, satisfying the minimum requirement for an entropy calculation. Therefore, only the intrinsic entropy for an IMF with over 100 periods can be accurately quantified in this approach. As shown in figure 6 , the expressions using multiple intrinsic entropies were used to display the complexity of fractal noise. Here, the data length of the simulated time series of fractal noise is 32 768. For IMFs with an intrinsic time scale of around 1000 samples, the required coarse-graining time scale is 294 samples and the minimum requirement for data length is 29 400 samples. Therefore, the intrinsic entropies with intrinsic time scales over 1000 are inaccurate, because the data length of the coarse-grained time series is insufficient for the calculation of entropy. 
Intrinsic entropies for human heartbeat time series
In addition, we also applied this new approach in human heartbeat analysis. Human heartbeat time series for subjects with different physiological and pathological conditions can be downloaded from the website of PhysioNet [23] . A total of 141 heartbeat time series from subjects with different states of normal, ageing and diseases were downloaded from the Automated Teller Machine of PhysioBank. The heartbeat time series of 72 healthy subjects were downloaded from the Normal Sinus Rhythm RR Interval Database and the Massachusetts Institute of Technology/Beth Israel Hospital (now the Beth Israel Deaconess Medical Center, BIDMC) (MIT-BIH) Normal Sinus Rhythm Database; the time series of 44 subjects with congestive heart failure (CHF) were download from the Congestive Heart Failure RR Interval Database and the BIDMC Congestive Heart Failure Database; and 25 recordings from patients with atrial fibrillation (AF) were downloaded from the MIT-BIH Atrial Fibrillation Database. The healthy subjects were divided into two groups by age: 44 subjects aged 60 (66.2 ± 3.7) years or older for the group of healthy elderly and the other 28 subjects aged 36.39 ± 9.4 years for the group of healthy young. A total of 44 patients with CHF were divided into two subgroups of CHF I-II and CHF III-IV according to the criteria of New York Heart Association functional classification. Actually, the heartbeat time series are sequences of heartbeat intervals but not true time series. Figure 7 shows the entropy increment matrices with a logarithmic coarse-graining scale as the x-axis and a logarithmic intrinsic time scale as the y-axis. Similar to the results of the analysis of the simulated time series of fractal noise, intrinsic entropies contributed by each specific IMF were evaluated with a specific coarse-graining scale. The specific coarse-graining scale depends on the intrinsic time scale of the corresponding IMF. It implies that the specific coarse-graining scale for deriving the intrinsic entropy can be determined by the intrinsic time scale of the corresponding IMF. For both simulated and real-world situations, such as human heartbeat time series, the correlations between the specific coarse-graining scales and intrinsic time scales are consistent. Therefore, the entropy increment matrix for a human heartbeat time series can be simplified to a set of intrinsic entropies with their corresponding intrinsic time scales. Figure 8 shows the statistical results of intrinsic entropies of the first seven IMFs for human heartbeat time series of subjects with different physiological and pathological states. The heartbeat time series of subjects with AF show significant intrinsic entropies only for the first two IMFs. This implies that a set of intrinsic entropies for the heartbeat time series of a subject with AF is similar to that for noise with a Hurst exponent equal to or less than 0.5. A subject with AF has an anti-correlated or non-correlated heartbeat time series.
Healthy subjects (i.e. healthy young and healthy elderly subjects) behave with high intrinsic entropies on all intrinsic time scales. As a measure of complexity as the complexity index of MSE, the summation of intrinsic entropies was used as a new index of complexity in this new approach. The new complexity index for the healthy young group is significantly higher than that for the other groups with ageing and/or disease states. This result implies that loss of complexity is a significant sign of ageing and disease states, which is consistent with the results obtained by MSE. Furthermore, it is interesting to distinguish the features of intrinsic entropies on different scales for heartbeat time series affected by ageing and disease.
In this study, the healthy young group was chosen as the baseline for comparison with the other groups with ageing and heart diseases. The feature of intrinsic entropies for the heartbeat time series of the healthy young and healthy elderly groups represents a baseline with a healthy condition. Furthermore, the intrinsic time scales of intrinsic entropies with significant differences in comparison with the baseline provide important clues to determine the control mechanisms that are affected by ageing or a specific disease. Table 1 shows the comparison results between heartbeat time series for the healthy young and healthy elderly groups by the approach using intrinsic entropy. According to the results, only the first two intrinsic entropies show significant differences in statistics for these two groups. The p-value of the t-test for the intrinsic entropy of IMF 1 is 0.02 and that for IMF 2 is less than 0.0001, as shown in results show a significantly negative correlation between the intrinsic entropies of IMF 2 and age. Ageing causes the loss of intrinsic entropy of IMF 2. To determine which mechanism was potentially affected by ageing, the control mechanisms with working time scales similar to the intrinsic time scale of IMF 2 is the possible mechanism affected by ageing. The intrinsic time scale of IMF 2 is around eight beats, which is close to 6.4 s per cycle (0.156 Hz) as the high-frequency (HF) band of heart rate variability (HRV). The HF band of HRV reflects the balance of sympathetic activation and vagal modulation. Detrended fluctuation analysis (DFA) α1 (with scale range from 3 to 11 beats) performs as a good assessment of sympathovagal modulation [24] . The correlation between DFA α1 and the intrinsic entropies of IMF 2 for the 72 healthy subjects is shown in figure 9 . The Pearson correlation coefficient between these two parameters is 0.7938. This result shows a strong correlation between DFA α1 and the intrinsic entropy of IMF 2. Therefore, the intrinsic entropy of IMF 2 also represents a new measure correlated to sympathovagal modulation. Furthermore, the correlation between DFA α1 and age was checked using the Pearson correlation coefficient and the t-test. The Pearson correlation coefficient between age and DFA α1 is −0.4406 and the p-value of the t-test for DFA α1 for the two groups of healthy young and healthy elderly is 0.0002. Both the correlation coefficient and the t-test result show that the correlation between the intrinsic entropy of IMF 2 and age is more significant than that between DFA α1 and age.
In addition, heart diseases cause a decrease in the intrinsic entropies of the heartbeat time series on all intrinsic time scales as shown in figure 8 . The loss of complexity can be observed as the decreases in the intrinsic entropies of the first seven IMFs. On the other hand, we were also interested in what underlying mechanism was potentially affected by CHF. Cheyne-Stokes respiration (CSR) is an abnormal pattern of breathing and the pattern repeats with each cycle [25] . CSR is a common symptom of CHF. Therefore, we considered that the intrinsic entropies of IMFs with intrinsic time scales from 36 beats to 180 beats should be potential parameters for distinguishing the two groups of CHF I-II and CHF III-IV, because the severities of CHF are different. Considering the disease state of the subjects with CHF III-IV is more severe than that of the subjects with CHF I-II, the complexities of the subjects with severe CHF should be lower than those of subjects with mild CHF. Moreover, as subjects with severe CHF potentially have more serious CSR symptoms than subjects with mild CHF, the intrinsic entropies should be affected on the corresponding time scales. The corresponding time scales of CSR include the intrinsic time scales of IMFs 4-6, as shown in table 2. Therefore, the intrinsic entropies of IMFs 3-6 should reflect the influences of CSR. Figure 10 shows the intrinsic entropies of IMFs 1-7 for the two groups with mild and severe CHF. Because the intrinsic entropy of IMF 3 reflects the entropy outside the influence of CSR, the intrinsic entropy of IMF 3 for subjects with severe CHF is lower than that for subjects with mild CHF. However, the statistical difference is not significant (p-value of t-test is 0.15). The intrinsic entropies of IMFs 4-6, within the time-scale range affected by CSR, are significantly higher than the intrinsic entropy of IMF 3 for the subjects with severe CHF. The difference between the intrinsic entropies of IMFs 3 and 5 is significant for subjects with mild and severe CHF, as shown in figure 10 . Therefore, the ratio of the intrinsic entropy of IMF 5 to the intrinsic entropy of IMF 3 is defined as a new parameter for verifying the difference between heartbeat time series of groups with mild and severe CHF. The mean and standard deviation of this ratio is 2.02 ± 1.24 for subjects with severe CHF and 1.22 ± 0.34 for subjects with mild CHF. The p-value of the t-test is 0.03, which represents a significant difference between the two groups of mild and severe CHF. In addition, a new complexity index can be defined as the summation of all intrinsic entropies on multiple intrinsic time scales in this scale-dependent approach. As shown in figure 11 , the healthy young healthy elderly CHF I-II CHF III-IV AF complexity index using sum of intrinsic entropies value of the complexity index derived by this scale-dependent approach for the healthy young group is higher than that of the other three groups. Both ageing and heart diseases reduce the complexity of heartbeat time series. These results are similar to the results for the complexity index derived in the MSE analysis.
Discussions and conclusion
In this investigation, a new approach by scale-dependent intrinsic entropies was proposed for quantifying the entropies of a time series on different intrinsic time scales. The intrinsic time scales are defined as the averaged periods of IMFs decomposed by EMD. This new approach combined the functions of EMD and MSE. EMD works by decomposing a time series into a set of IMFs with different intrinsic time scales, and a new parameter term as intrinsic entropy was used for quantifying the entropy contributed by a specific IMF on its corresponding intrinsic time scale. The intrinsic entropy represents the relative term between two successive detrended time series but not an additive measure. The value of the intrinsic entropy is a function of the standard deviation of a detrended time series (SD n ). The problem of mode-mixing is an issue arising from using EMD for detrending in this approach. Mode-mixing causes inconsistency of a mode function, which affects the standard deviation of a detrended time series and the outcomes of scale-dependent intrinsic entropy analysis.
In MSE analysis, a complexity index is defined using the summation of entropies on multiple coarse-graining time scales. In the scale-dependent intrinsic entropy analysis, the total of intrinsic entropies on all intrinsic time scales also represents a new complexity index. A complex time series is considered to have high intrinsic entropies on multiple time scales. Comparing the methodologies of MSE and the scale-dependent approach, MSE used the variation (SD) of the last detrended time series (the detrended time series including all IMFs) for the entropy calculations on multiple coarse-graining scales. However, the scale-dependent intrinsic entropies are calculated using the variations of the detrended time series with different intrinsic time scales. According to the results of the MSE analysis for fractal noises, as shown in figure 2 variation of a fractal noise with a high Hurst exponent (Hurst exponent greater than 1) generated by integration of fractal Gaussian noise is large. A large standard deviation reduces the entropies on all coarse-graining scales and results in a low complexity index in MSE analysis. In the scaledependent approach, the fractal properties are consistent on successive intrinsic time scales, as shown in figure 6 , because the variations also change with the intrinsic time scales. Therefore, the results of the complexity analysis by MSE and the scale-dependent approach are incongruous for the fractal noise with a Hurst exponent greater than 1.
For the simulated time series of fractal noise, the fractal property is shown as consistent intrinsic entropies on most of the intrinsic time scales excluding the first IMF, as shown in figure 6 . However, the intrinsic entropy of IMF 1 is calculated by MSE directly, and not by the definition mentioned in the section on methodology, because C 1 (t) is equal to x 1 (t). Theoretically, the intrinsic entropies should be consistent on different scales for a simulated noise with consistent fractal properties on different scales. Therefore, the intrinsic entropy actually reflects the fractal property of the simulated noises.
On the other hand, how many intrinsic entropies can be accurately determined for a time series? For a time series with a limited number of samples, we can obtain a set of IMFs by EMD. As mentioned in the section on methodology, an appropriate coarse-graining scale should be used in the calculation of intrinsic entropy for an IMF and the coarse-graining scale depends on the intrinsic time scale. A long coarse-graining scale reduces the length of the data according to the method of coarse-graining. However, a sufficient length of data is required for an accurate calculation of SampEn. For a coarse-grained time series without sufficient data length, the value of the entropy is not accurate. Therefore, it should be noted that only the intrinsic entropy calculated by a coarse-grained time series with sufficient data length can represent the entropy contributed by an IMF. In figure 6 , we can observe the declines in the intrinsic entropies for the last four IMFs because of the insufficient data length of coarse-grained time series.
In the analysis of the results of the human heartbeat time series, the total of the intrinsic entropies represents a new complexity index. According to our results, both ageing and heart disease decreased the complexity of the human heartbeat time series. This is consistent with the results reported in previous studies by MSE. Furthermore, the intrinsic entropy of IMF 2 for the human heartbeat time series is significantly correlated with age and DFA α1. DFA α1 is considered to be a measure of sympathovagal modulation according to previous studies. Therefore, the intrinsic entropy of IMF 2 also performed a new measure similar to DFA α1. In this study, a negative correlation between the intrinsic entropy of IMF 2 and age has been found. This implies that the functional reduction in sympathetic activation and vagal modulation is a sign of ageing.
Finally, the ratio of the intrinsic entropy of IMF 5 to the intrinsic entropy of IMF 3 could be used as a new index for distinguishing the difference between subjects with mild and severe CHF. CSR is thought to act as a control mechanism, which causes fluctuations in heart rate as a result of the abnormal breathing pattern on the corresponding time scales. The sympathovagal effect and CSR represent two different modulations with different intrinsic time scales in the heartbeat time series. In this study, these two modulations were used to describe the potential applications of intrinsic entropy for investigating the entropy on a specific time scale with its corresponding control mechanism.
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