Abstract. An implicit assumption of many machine learning algorithms is that all attributes are of the same importance. An algorithm typically selects attributes based solely on their statistical characteristics, without considering their semantic interpretations. In order to resolve difficulties associated with this unrealistic assumption, many researchers attempted to introduce user judgements of the importance of attributes into machine learning. However, there is still a lack of formal framework. Based on decision theory and measurement theory, a model of user-oriented reduct construction is proposed for machine learning by considering the user preference of attributes. It seamlessly combines internal information and external information. User preferences of attributes are extended to user preferences of attribute sets. Accordingly, user preferred reducts can be constructed.
Introduction
One of the basic tasks of machine learning is to derive knowledge from data in terms of rules. The discovered rules should be concise, precise, general, easy to understand and practically useful. It is a crucial issue to select the most suitable attributes, features or properties of the objects in a dataset in a machine learning process.
The problem of attribute selection is studied in many different areas, such as machine learning, data mining and pattern recognition [3, 12, 13, 16, 22, 28] . In the theory of rough sets, the attribute selection process is understood as reduct construction [16] . The difference between reduct construction and feature selection is their termination criteria. For feature selection, one might stop adding or deleting features when a predetermined condition is satisfied, such as a threshold of the importance of an attribute, a performance measure, or a computational cost measure. For reduct construction, the algorithm does not stop until the minimum set of features that possesses some particular property is obtained. Reduct construction thus is a special case of feature selection. In fact, many feature selection algorithms can be viewed as the construction of approximate reducts.
Many proposals have been made regarding the importance of individual attributes or subsets of attributes. They can be broadly divided into two classes, the approaches based on internal information and the approaches based on external information. Internal information based approaches typically depend on the syntactic or statistical information of the dataset. For example, an attribute weighting function is designed by using attributes' distribution information or prediction power. External information based approaches assign weights to attributes, or rank attributes based on semantics or constraints. These two classes are complementary to each other. Once an ordering of attributes is obtained, independent of a particular approach, more important attributes are used first in a learning process. Therefore, it is possible to consider both syntactic and semantic information in a unified framework.
A review of the existing research in machine learning shows that the major research efforts have been focused on the internal information based approaches, although the external information based approaches may be more meaningful and effective. This may stem from the fact that external information covers a very diverse range, is highly subjective, and usually is not well-defined. Consequently, it may be difficult to build a well-accepted model. The concept of user preference has been studied by many researchers [8-10, 14, 21, 24, 27, 31, 35, 36] . In this paper, we extend the results from paper [31] . We provide a formal model of reduct construction for machine learning by considering the user preference of attributes. The model seamlessly combines internal information and external information.
The rest of the paper is organized as follows. Section 2 discusses the user preference of attributes. Both quantitative and qualitative representations are discussed. Section 3 extends the user preference of attributes to attributes sets. Both quantitative and qualitative user preferences of attribute sets are discussed. Section 4 illustrates the usefulness of the proposed model by applying it to reduct construction. We extend the results to conditional and dynamic preferences in Section 5.
User Preference of Attributes
In many machine learning algorithms, it is implicitly assumed that all attributes are of the same importance. Consequently, attributes are selected solely based on their characteristics revealed in an information table. This results in a model that is simple and easy to analyze. At the same time, without considering the semantic information of attributes, the model is perhaps unrealistic. A more realistic model can be built by considering attributes with non-equal importance. This type of external information is normally provided by users, and is referred to as user judgement or user preference.
User judgement can be expressed in various forms. Quantitative judgement involves the assignment of different weights to different attributes. Qualitative judgement is expressed as an ordering of attributes. In many situations, user judgement is determined by semantic considerations. For example, it may be interpreted in terms of more intuitive notions, such as the cost of testing, the easiness of understanding, or the actionability of an attribute. It is virtually impossible to list all interpretations of user judgement. The meaning of a user judgement becomes clear only in a particular context of application. To simplify our discussion, we treat user judgement as a primitive notion. In other words, we only investigate the desirable properties of a user judgement, as well as how to incorporate it into a machine learning process.
Quantitative judgement of attributes
A simple and straightforward way to represent user judgement of attributes is to assign them with numerical weights. Formally, it can be described by a mapping:
where At is a finite non-empty set of attributes, and is the set of real numbers.
For an attribute a ∈ At, w(a) is the weight of a. The numerical weight w(a) may be interpreted as the degree of importance of a, the cost of testing a in a rule, or the number of occurrences of a in a set (which is also called the frequency of a). The weights of attributes naturally induce an ordering of attributes. For example, if the weights are interpreted as costs, a machine learning algorithm should use, if possible, attributes with lower costs first. The use of numerical weights for attribute importance has been extensively considered in machine learning. In many learning algorithms, a numerical function is used to compute weights of individual attributes based on their distribution characteristics. According to the computed weights, attributes are selected. For example, entropy-theoretic measures have been studied and used for attribute selection [29].
Qualitative judgement of attributes
A difficulty with the quantitative method is the acquisition of the precise and accurate weights of all attributes. To resolve this difficulty, we consider a qualitative judgement that only relies on pairwise comparisons of attributes. For any two attributes, we assume that a user is able to state whether one is more important than, or more preferred to, the other. This qualitative user judgement can be formally defined by a binary relation on At. For any two a, b ∈ At: a b ⇐⇒ the user prefers a to b.
The relation is called a preference relation. If a b holds, we say that the user strictly prefers a to b. In contrast to the quantitative representation, the preference does not say anything regarding the degree of preference, namely, how much a is preferred to b.
In the absence of preference, i.e., if both ¬(a b) and ¬(b a) hold, we say that a and b are indifferent. An indifference relation ∼ on At is defined as:
The indifference of attributes may be interpreted in several ways. A user may consider the two attributes are of the same importance. The indifference may also occur when the comparison of two attributes are not meaningful, as they are incompatible. When both a and b are unimportant, it may not make too much sense to compare them. The indifference represents such an absence of preference. In fact, in many practical situations, one is only interested in expressing the preference of a subset of crucial attributes, and considers all unimportant attributes to be the same. Based on the strict preference and indifference relations, one can define a preference-indifference relation on At:
If a b holds, we say that b is not preferred to a, or a is at least as good as b.
The strict preference can be re-expressed as a b
A weak order interpretation A user preference relation must satisfy certain axioms in order to capture our intuitive understanding of preference. The following two axioms, studied extensively in decision theory [6] and measurement theory [18] , seem to be reasonable, for any a, b, c ∈ At:
The asymmetry axiom states that a user cannot prefer a to b, and at the same time prefer b to a. The negative transitivity axiom states that if a user does not prefer a to b, nor b to c, then the user should not prefer a to c. If a preference relation on At is asymmetric and negatively transitive, it is called a weak order [6, 18] .
A weak order imposes structures on the set of attributes. Additional properties of a weak order are summarized in the following lemma [6] . A strict partial order interpretation Another class of user preference relations is defined by the following two axioms. For any a, b, c ∈ At:
The irreflexivity axiom states that a user cannot prefer a to a itself. The transitivity axiom states that if a user prefers a to b, and b to c, then the user should prefer a to c. If a preference relation on At is irreflexive and transitive, then it is asymmetry and is called a strict partial order [6, 18] . For a strict partial order, the indifference relation is no longer an equivalence relation. In terms of ∼, we can define a new binary relation ≈ as:
A strict partial order also imposes structures on the set of attributes. Additional properties of a strict partial order are summarized in the following lemma [6] .
Lemma 2. Suppose a preference relation on a finite set of attributes At is a strict partial order. Then, -Exactly one of a b, b a, a ≈ b and (a ∼ b ∧ ¬(a ≈ b)) relations holds for any two a, b ∈ At; -≈ is an equivalence relation that induces a partition
At/≈ of At; -The relation on the partition At/≈, defined by [a] ≈ [b] ≈ ⇐⇒ a
b, is a strict partial order, where [a] ≈ is the equivalence class containing a.
Linear order extensions A linear order is a weakly connected weak order. That is, for a, b ∈ At, a b or b a whenever a = b. A linear order is a weak order in which any two distinct elements are comparable [6, 7, 18] .
For the three orders, we have ( is a linear order) =⇒ ( is a weak order) =⇒ ( is a strict partial order). In general, the converse implications do not hold. For a weak order or a strict partial order, it is possible to obtain its linear extensions. Given a weak order or a strict partial order, , a linear order l is called an extension of if for any a, b ∈ At,
That is, l preserves the strict preference of , but may introduce extra preference. Formally, this may be expressed equivalently as ⊆ l . In the subsequent discussion, we also express a linear order in terms of the preference-indifference relation l . This relation satisfies the asymmetry and negative transitivity conditions. For attributes a and b, we have a ∼ b. Thus, three equivalence classes {d}, {c}, {a, b} can be formed. They can also be written as
In turn, they can be arranged as three levels in a linear order:
If one does not care the order of attributes in an equivalence class, we can extend the given weak order to either of the two distinct linear orders: We can extend this order into the following three different linear orders:
Connections between quantitative and qualitative judgements of attributes
A quantitative judgement can be easily translated into a qualitative judgement. The translation to a preference relation only preserves the ordering of attributes implied by the quantitative weights. Additional information given by the numerical values of weights is lost. Given the weights of attributes, we can uniquely determine a preference relation. Suppose w(a) and w(b) represent the importance of a, b ∈ At, a preference relation is defined by:
When w(a) and w(b) are the costs of testing attributes a, b ∈ At in a rule, the following preference relation should be used instead,
In general, two attributes may have the same weights. The measurement of a user preference by a quantitative function depends on the properties of the preference relation. By imposing different sets of axioms on a user preference, it is possible to derive quantitative measurements using different scales. Different scales allow different arithmetic operations [6, 7, 18] .
The following theorem states that a weak order is both necessary and sufficient for a numerical measurement [6] . The utility function also trustfully represents the indifference relation, i.e.,
According to Theorem 1, for a given preference relation, there exist many utility functions. Under the ordinal scale, it is only meaningful to examine the order induced by a utility function. Although numerical values are used, it is not necessarily meaningful to apply arithmetic operations on them.
The next theorem states that a strict partial order is necessary and sufficient for a weaker numerical measurement [6] .
Theorem 2. Suppose is a preference relation on a finite non-empty set At of attributes. There exists a real-valued function
if and only if is a strict partial order.
Compared with Theorem 1, for a strict weak order we can only obtain a single implication. That is, we can conclude that a preferred attribute has a larger weight value. However, we cannot make a reverse inference. Equation (10) can be re-expressed as
That is, we can only infer that an attribute with a smaller weight value is not preferred to an attribute with a larger weight value.
User Preference of Attribute Sets
Conceptually, rule learning in an information system can be viewed as two tasks, the selection of a subset of attributes, and the construction of rules using such attributes. The two tasks can in fact be integrated in one algorithm without a clear separation. Ideally, the subset should contain more preferred attributes and avoid including unfavoured attributes. In this case, users should be able to express the preference over subsets of attributes. This requires a user preference relation on the power set 2 At . In this section, we present the way to derive a preference relation on 2
At based on a preference relation on At.
Basic properties
For simplicity, we use the same symbol to denote the preference relation on At and the preference relation on 2 At . Obviously, the relation on 2 At needs to satisfy certain conditions. By definition, on 2
At must be an extension of on At. That is, for two singleton attribute sets {a} and {b}:
{a} {b} ⇐⇒ a b.
According to Theorem 1, the axiom (T). on 2
At is a weak order, is required, so that on 2 At allows quantitative measurement. One may impose additional conditions depending on particular applications.
Quantitative judgement of attribute sets
When the user judgement is given as weights of attributes, we can extend the weighting function w on At to a weighting function on 2
At . For simplicity, we use the same symbol to denote these two functions. Similarly, the extensions are not unique. For example, for A ⊆ At, we consider the following possible extensions: One can interpret the meaningful extensions based on the physical meaning of the weighting function on At. It is important to note that only some extensions are meaningful in a particular application. For example, if w(a) is a cost measurement function, the above extensions are interpreted as the total cost, average cost, maximal cost, and minimal cost, respectively. An attribute set with the minimum cost is normally more useful. If w(a) is an information measurement function, w(A) is the joint information of all attributes in the set. Normally, an attribute set with the maximal information gain is preferred.
Based on the computed weights, we can order subsets of attributes in a similar way as given by Equations (6) and (7).
Qualitative judgement of attribute sets
For a set of attributes, we can arrange them in a linear order based on the preference-indifference relation . This enables us to derive a possible ordering of subsets by consecutively examining attributes one by one. Based on the directions in which attributes are examined, we define two lexical orders. In the left-to-right lexical order, we compare two sets of attributes from left to right, in order to determine which set of attributes is preferred. In the right-to-left lexical order, we compare attributes in the reverse order. These two lexical orders represent two extreme views and define two different criteria for comparing attribute sets. The meaning of them can be interpreted as follows. The left-to-right method focuses on the preferred attributes of the two sets. That is, the winner is determined by comparing the strongest attributes in the sets. By the left-to-right lexical order, an attribute set A is preferred to another attribute set B if and only if the most preferred attribute of A is preferred to the most preferred attribute of B, or A is a proper subset consisting of the most preferred attributes of B.
On the other hand, the right-to-left method emphasizes the less preferred attributes of the two sets. The winner is determined by comparing the weakest attributes in the sets. By the right-to-left lexical order, an attribute set A is preferred to another attribute set B if and only if the least preferred attribute of A is preferred to the least preferred attribute of B, or A is a proper subset consisting of the least preferred attributes of B.
The left-to-right lexical order encourages an optimistic comparison, and the right-to-left lexical order promotes a pessimistic comparison. The left-to-right lexical order is also understood as the dictionary order. According to the right-to-left lexical order, we obtain: {a} {b} {a, b} {c} {a, c} {b, c} {a, b, c}.
Both lexical orders satisfy Axioms (E1)-(E3) and (T), and should be considered as examples of potential extensions of the preference order from At to 2
At . They may provide different preference orders as shown in the example. It may be difficult to argue which one is better based solely on theoretical basis. In real applications, we might also need to consider other extensions.
A tree representation of all subsets of At has been studied by Zhang et al. [32, 33] . We can explain and extend it to a graph representation. Under such a graph structure, a traversal method of all the subsets according to the left-to-right order or the right-to-left order can be determined.
User Preference of Reducts
The usefulness of the proposed model can be illustrated by attribute reduct construction.
Preliminaries
In many data analysis applications, information and knowledge are stored and represented in an information table. An information table provides a convenient way to describe a finite set of objects by a finite set of attributes [16] . It represents all available information and knowledge. That is, objects are only perceived, observed, or measured by using a finite number of attributes.
Definition 3. Information tables: An information table is the following tuple:
where U is a finite nonempty set of objects, At is a finite nonempty set of attributes, V a is a nonempty set of values of a ∈ At, and I a : U → V a is an information function that maps an object of U to exactly one value in V a .
Two objects are discernible if their values are different in at least one attribute. Skowron and Rauszer suggested a matrix form for storing the sets of attributes that discern pairs of objects [19] . Each matrix element maps an object pair into a set of attributes. Any attribute of the set can distinguish the two objects. A discernibility matrix M is symmetric, i.e., m x,y = m y,x , and m x,x = ∅. The discernibility of objects can be also expressed as a set M by collecting only the distinct nonempty elements as:
In the following discussion, we will use the set representation.
The theory of rough sets has been applied to data analysis, data mining and knowledge discovery. A fundamental notion supporting such applications is the concept of reducts [16] . The basic idea of reduct construction is to find the minimum subset of attributes that has the same property, or performs the same, as the entire set of attributes. Different algorithms, approaches and methodologies have been extensively studied [1, 2, 10, 11, 15, 17, 19, 20, 23, 24, 26, 30, 34, 35, 32] . The objective of reduct construction is to reduce the number of attributes, and at the same time, to preserve a desired property.
Definition 5. Reducts: Given an information table S and a property p, an attribute set R ⊆ At is called a p-reduct of At, or simply a reduct of At, if R satisfies the two conditions: (i). R and At express the same property p of S; (ii). for any R ⊆ R, R does not exprss the property p.
The first condition indicates the joint sufficiency of the attribute set R, and the second condition indicates that each attribute in R is individually necessary.
Normally, an information table contains more than one reduct. If an attribute appears in at least one reduct, it is called a reduct attribute; if it appears in all reducts, it is called a core attribute; if it does not appear in any reduct, it is called a non-reduct attribute. A core attribute is a reduct attribute. Wei et al. [25] referred to the core attributes as the absolutely necessary attributes, the reduct attributes as the relatively necessary attributes, and the non-reduct attributes as the absolutely unnecessary attributes. For all attributes in At, we can classify them into three categories: the set REDUCT of all reduct attributes, the set CORE of all core attributes, and the set NREDUCT of all non-reduct attributes.
An attribute set R ⊆ At is called a super-reduct of a reduct R, if R ⊇ R; an attribute set R ⊆ At is called a partial reduct of a reduct R, if R ⊆ R. Given a reduct, there exist many super-reducts and many partial reducts. The set CORE is a partial reduct of any reduct, and the set REDUCT is a super-reduct of any reduct. For any reduct R, we have:
The two sets CORE and REDUCT can be used as initial sets for reduct construction.
Given a user preference relation on the attribute set At, we can rank reducts according to the two lexical orders. Conceptually, internal information determines a set of reducts, and a user preference determines an ordering of reducts. The two lexical orders immediately suggest two strategies for reduct construction, i.e., the deletion strategy and the addition strategy. While the deletion strategy can deterministically generate the winning reduct under the right-toleft order, the addition strategy cannot guarantee the generation of the winning reduct under the left-to-right order. In fact, constructing the winning reduct under the left-to-right order has been proved to be NP-hard [14] . More information about these two algorithms can be found in [30] .
Before introducing the two algorithms, we need to introduce an important matrix operation. Given a discernibility matrix M , the Absorb operation absorbs any matrix element m = m x,y if there exists another matrix element m = m x ,y such that m ⊆ m. By the definition of a discernibility matrix, any attribute a ∈ m is sufficient to distinguish both object pairs (x, y) and (x , y ). Thus, attributes in m − m are superfluous. The Absorb operation of a discernibility matrix M is defined as:
That is, all supersets of a set are deleted from M .
The deletion algorithm
A deletion algorithm starts from the entire attribute set At, or from the reduct attribute set REDUCT, deletes the superfluous attributes one-by-one until a reduct is constructed. The order for attribute deletion can be based on the user preference of attributes. A deletion algorithm is described as Algorithm 1, where the ordering of attributes can be constructed from an evaluation function or given by a user. According to the algorithm, given the attribute set At, an attribute a can be deleted from M if {a} is not a singleton attribute set that uniquely distinguish any object pair. Thus, the attribute set R = R − {a} is jointly sufficient to keep the discernibility of all object pairs, and is a super-reduct. The iteration process is stopped under the condition that M is a family of singleton attribute sets. All the remaining attributes in the discernibility matrix are necessary and sufficient to keep the discernibility of all object pairs, and hence a reduct is obtained. We update R by deleting the attributes not existing in M . In fact, the constructed reduct R is the union of all singleton attribute sets in M .
This deletion algorithm deletes the most unfavoured attributes first. That is, we check from the right, the most unfavourable attribute in At, to the left, the most preferred attribute in At. This results in the winning reduct under the right-to-left lexical order. Consequently, M is updated as {{a}, {b, d, e}, {c, d, f }, {e, f }} after the absorption. In the second round, we further select the least preferred attribute f for deletion. As a result, M = {{a}, {c, d}, {e}}. In the third round, we can repeat the same procedure by deleting the least preferred attribute d, and update M = {{a}, {c}, {e}}. At this stage, M contains only singleton attribute sets, and cannot be further simplified. Thus, R = {a, c, e}, which is the winning reduct under the right-to-left lexical order.
The addition algorithm
An addition algorithm starts from the empty set ∅, or from the core attribute set CORE, adds the necessary attributes one-by-one until a reduct is constructed. The order for attribute addition can be based on the user preference of attributes. An addition algorithm is described as Algorithm 2 where the ordering of attributes can be constructed from an evaluation function or given by a user. According to the algorithm, given the attribute set At, an attribute a can be added to R if it is necessary to distinguish at least one pair of objects. This is made possible by not considering attributes in m a − {a}, also denoted as T ail(a), in the construction of the partial reduct of R. To keep the discernibility property, we must ensure that for all m ∈ M , m − T ail(a) = ∅. It means that by deleting T ail(a) from any matrix element m, the discernibility of all objects does not change. Otherwise, the element m a cannot be selected. If all the tails of a cannot be deleted, then a is a non-reduct attribute, and cannot be added to R. The attributes in the set R = R ∪ {a} are individually necessary to keep the discernibility of some object pairs, and thus is a partial reduct. The iteration process is stopped when M is a family of singleton attribute sets. That is, all the remaining attributes are necessary and sufficient to keep the discernibility of all object pairs, and hence a reduct is obtained. We then update R by adding the attributes existing in M but not in R. In fact, the constructed reduct R is the union of all singleton attribute sets in M .
The addition adds the most preferred attributes first. That is, we check from the left, the most preferred attribute in At, to the right, the most unfavoured attribute in At. Comparing to the deletion algorithm which can deterministically generate the winning reduct under the right-to-left order, the addition algorithm cannot deterministically generate the reduct of the left-to-right order. The essential, but non-deterministic, part of the algorithm is in Step (4.2). For a chosen attribute a, there may exist more than one tail. The criterion for selecting one tail of a for deleting is to keep the best candidate attribute for further processing. Deleting a less preferred tail cannot guarantee the result of a more promising attribute in the future round. In other words, keeping the less preferred tail might induce a more preferred reduct attribute set, or, keeping the more preferred tail might induce a less preferred reduct attribute set in the future round. Liang et al. [14] have proved that the problem of constructing the winning reduct under the left-to-right lexical order is NP-hard.
Example 5. We can use the same setting in Example 4 to illustrate the complexity of the addition algorithm. Given an information table S with an ordering At : a b c d e f g, and the set representation of the discernibility matrix after absorption is read as:
According to the algorithm, suppose we select the most preferred attribute a for addition. We obtain R = {a}, and we can either delete the tail {g}, or the tail {f } of a.
-If the tail {g} of a is selected, then accordingly, the discernibility matrix M is updated as {{a}, {b, d, e}, {c, d, f }, {e, f }}. In the second round, we select the second-most preferred attribute b for addition and obtain R = {a, b}. The tail {d, e} of b needs to be deleted. This turns out M = {{a}, {b}, {f }}, containing only singleton attribute sets. Consequently, we obtain the reduct R = {a, b, f }. -On the other hand, if the tail {f } of a is selected, then accordingly, M is updated as {{a}, {b, e}, {c, d}, {e, g}}. In the second round, we still select the second-most preferred attribute b for addition and obtain R = {a, b}. The tail {e} of b needs to be deleted. This turns out M = {{a}, {b}, {c, d}, {g}}. In the third round, we select the third-most preferred attribute c for addition and obtain R = {a, b, c}. The tail {d} of c needs to be deleted. This yields M = {{a}, {b}, {c}, {g}} contains only singleton attribute sets. Consequently, we obtain the reduct R = {a, b, c, g}.
According to the left-to-right lexical order, we have {a, b, c, g} {a, b, f }.
Conditional User Preferences
In the previous discussion, we simply assume that a user can precisely and completely express the preference over the entire attribute set. This enables us to investigate fundamental issues in a simple model. One may argue that a user might not be able to provide such information in practices. A practical issue is how to acquire the user preference of attributes. In this section, we discuss conditional user preferences of attributes and reducts.
Conditional user preference of attributes
User preferences under practical constraints are also understood as conditional user preferences, constrained user preferences, or dynamic user preferences. A simple conditional user preference can be interpreted as "given the condition x, a is preferred to b." The measurement of a simple conditional user preference relation states that "given the condition x, the weight of a is higher than the weight of b." A related notion of the conditional user preference of attribute values has been considered by some researchers [4, 5, 9] . Formally, a conditional user preference relation can be defined in two ways. Suppose there is a constraint attribute set A and a constraining attribute set B. A conditional user preference is the preference relation of B depending on the preference relation of A, i.e., (B, ) | (A, ).
Based on this constraint-based interpretation, given two constraint attributes x and y, we can express the conditional user preference of attributes a and b as (a b) | (x y). It means that the preference of attributes a and b is constrained by the preference of attributes x and y. Suppose a set A is a partial reduct. A conditional user preference is the preference relation of the set A c depending on the attributes in A, i.e., (A c , ) | A.
Based on this dynamic-based interpretation, given a constraint attribute x, we can express the conditional user preference a and b as (a b) | {x}.
For both interpretations, we can introduce preference on attribute sets. This leads to the following implication for a partial reduct A:
We also can obtain the implication in another form for a super-reduct A:
They can be immediately applied to the two reduct construction algorithms.
Reduct construction based on conditional preferences
Based on the conditional user preference of attributes, we can simply modify the above deletion Algorithm 1 and the addition Algorithm 2 as Algorithms 3 and 4 in order to cope with the dynamically changed attribute order. More specifically, by moving the Step (1) of these algorithms to be the first operation in Step (3) which results the attribute selection, we allow the user to specify the preference in the on-going construction procedure. The fitness value of attributes can be computed, modified and ordered in each iteration. This approach requires an interaction between the user and the system during the computation, and let the user guide the processing. The construction of an attribute ordering in Step (3) of the two algorithms are based on the notion of the conditional user preference. In face, we do not ence of attributes. Based on utility theory and measurement theory, both the qualitative and quantitative representations of user preference of attributes, and the connection between the qualitative and quantitative representations are explored.
User preferences of attributes can be extended to the user preference of attribute sets. We explore several quantitative extensions and qualitative extensions. For the qualitative user preference of attribute sets, we need to consider two different forms: the left-to-right lexical order and the right-to-left lexical order, respectively. While the left-to-right order encourages an optimistic comparison between attribute sets, the right-to-left order promotes a pessimistic comparison.
With respect to the user preference of attribute sets, the computation of the most preferred reducts can be studied. Regarding the two lexical orders, we have the winning reduct under the left-to-right lexical order and the potential winner of the right-to-left lexical order, respectively.
It is also noted that user preference can be either unconditional or conditional on some constraints. For conditional situations, a dynamic mechanism is required for the reduct construction. The paper proposed different algorithms to cope with both unconditional and conditional user preferences. They focus on user-oriented attribute selection and reduction.
