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Abstract
Let L be a square matrix. A well-known theorem due to Lyapunov states that L is positive
stable if and only if there exists a Hermitian positive definite matrix H such that LH + HL∗
is positive definite. The main inertia theorem, due to Ostrowski, Schneider and Taussky, states
that there exists a Hermitian matrix H such that LH + HL∗ is positive definite if and only if
L has no eigenvalues with zero real part; and, in that case, the inertias of L and H coincide.
A pair (A,B) of matrices of sizes p × p and p × q, respectively, is said to be positive
stabilizable if there exists X such that A + BX is positive stable. In this paper, we generalize
Lyapunov’s theorem by giving necessary and sufficient conditions for (A,B) being positive
stabilizable. We also give generalizations of the main inertia theorem and of another inertia
theorem due to Chen and Wimmer. Then we deduce a necessary condition for the existence of
a Hermitian matrix H such that K := LH + HL∗ is positive semidefinite and the number of
nonconstant invariant factors of
[
xI − L K] has a fixed value. This last result was inspired
by another inertia theorem due to Loewy.
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1. Lyapunov’s theorem
LetR andC be the fields of the real and of the complex numbers, respectively. Let
F ∈ {R,C}. The inertia of a polynomial f ∈ F[x] is the triple In(f ) = (π(f ), ν(f ),
δ(f )), where π(f ), ν(f ) and δ(f ) denote, respectively, the number of roots of f
with real positive part, the number of roots of f with real negative part and the num-
ber of roots of f with real part equal to zero. The inertia of L ∈ Fn×n, denoted by
In(L) = (π(L), ν(L), δ(L)), is the inertia of its characteristic polynomial, det(xIn −
L); L is said to be positive stable if In(L) = (n, 0, 0). As usual, given a square matrix
H , the expression H > 0 means that H is Hermitian positive definite and H  0
means that H is Hermitian positive semidefinite.
Lyapunov’s theorem states that L ∈ Fn×n is positive stable if and only if there
exists a positive definite matrix H ∈ Fn×n such that LH + HL∗ > 0. A generaliza-
tion, due to Ostrowski and Schneider [5] and to Taussky [8], states that there exists a
Hermitian matrix H ∈ Fn×n such that LH + HL∗ > 0 if and only if δ(L) = 0; and
the inequality LH + HL∗ > 0 also implies that In(L) = In(H).
A linear system x˙(t) = Ax(t) + Bu(t), where A ∈ Fp×p, B ∈ Fp×q and u(t) is a
control vector, is said to be stabilizable if there exists a linear feedback input u(t) =
Xx(t), with X ∈ Fq×p, such that the system becomes stable, that is, A + BX is
(negative) stable. The pair (A,B), where A ∈ Fp×p and B ∈ Fp×q , is said to be
positive stabilizable if there exists X ∈ Fq×p such that A + BX is positive stable.
The description of the possible characteristic polynomials of A + BX, when X
varies, presented in the next lemma, is a well-known result in control theory, see [7,
Theorem 13] for example. See [14, Theorem 2.6] for a more general result.
Lemma 1. Let A ∈ Fp×p, B ∈ Fp×q . Let f ∈ F[x] be a monic polynomial of degree
p. There exists X ∈ Fq×p such that A + BX has characteristic polynomial f if and
only if the product of the invariant factors of[
xIp − A B
] (1)
divides f.
If A ∈ Fp×p, B ∈ Fp×q , define the inertia of (A,B) as In(A,B) = (π(A,B),
ν(A,B), δ(A,B)), where π(A,B), ν(A,B), δ(A,B) denote, respectively, the num-
ber of roots of the product of the invariant factors of (1) with real positive part,
real negative part and real part equal to zero. For notational convenience, we make
convention that the invariant factors of polynomial matrices are always monic.
Lemma 2 [10]. Let A ∈ Fp×p and B ∈ Fp×q . Let f ∈ F[x] be a monic polynomial
of degree p + q. There exist C ∈ Fq×p, D ∈ Fq×q such that
L =
[
A B
C D
]
(2)
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has characteristic polynomial f if and only if the product of the invariant factors of
(1) divides f.
Given two triples of integers (π, ν, δ) and (π ′, ν′, δ′), we shall write (π, ν, δ) 
(π ′, ν′, δ′) whenever π  π ′, ν  ν′ and δ  δ′.
Remark. Let A ∈ Fp×p and B ∈ Fp×q . The following statements are trivial corol-
laries of Lemmas 1 and 2:
(1) (A,B) is positive stabilizable if and only if the roots of the product of the invari-
ant factors of (1) have positive real parts.
(2) (A,B) is positive stabilizable if and only if there exist C ∈ Fq×p, D ∈ Fq×q
such that (2) is positive stable.
(3) Given a matrix of the form (2), In(A,B)  In(L).
Now Lyapunov’s theorem can be easily extended to pairs of matrices as the fol-
lowing theorem shows.
Theorem 3. Let A ∈ Fp×p and B ∈ Fp×q . The following are equivalent:
(a3) The pair (A,B) is positive stabilizable.
(b3) There exists a positive definite matrix
H =
[
H1 H2
∗ ∗
]
∈ F(p+q)×(p+q), where H1 ∈ Fp×p, (3)
such that
AH1 + H1A∗ + BH ∗2 + H2B∗ > 0. (4)
(c3) There exists a positive definite matrix H1 ∈ Fp×p and there exists H2 ∈ Fp×q
such that (4) is satisfied.
Proof. (a3) implies (b3). As we have already noticed, there exist C ∈ Fq×p, D ∈
Fq×q such that (2) is positive stable. According to Lyapunov’s theorem, there exists a
positive definite matrix H ∈ F(p+q)×(p+q) such that LH + HL∗ > 0. Partition H as
in (3). Then AH1 + H1A∗ + BH ∗2 + H2B∗ is a principal submatrix of LH + HL∗
and, therefore, is positive definite.
(b3) implies (c3). Trivial.
(c3) implies (a3). From (4) it follows that
(A + BH ∗2 H−11 )H1 + H1(A∗ + H−11 H2B∗) > 0.
According to Lyapunov’s theorem, A + BH ∗2 H−11 is positive stable. Therefore (A,B)
is positive stabilizable. 
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2. The inertia theorem of Ostrowski, Schneider and Taussky
The second natural problem is to extend the inertia theorem, due to Ostrowski,
Schneider [5] and Taussky [8], to pairs of matrices. Note that, for every L ∈ Fn×n,
every Hermitian matrix H ∈ Fn×n and every nonsingular matrix S ∈ Fn×n, LH +
HL∗ > 0 if and only if (SLS−1)(SHS∗) + (SHS∗)(SLS−1)∗ > 0. Then that iner-
tia theorem can be viewed as giving a complete set of relations between the similarity
orbit of L and the congruence orbit of H , when LH + HL∗ > 0; and can be stated
as follows.
Theorem 4. Let L,H ∈ Fn×n, where H is Hermitian. The following are equivalent:
(a4) There exists a Hermitian matrix H ′ ∈ Fn×n, congruent to H, such that LH ′ +
H ′L∗ > 0.
(b4) There exists L′ ∈ Fn×n, similar to L, such that L′H + HL′∗ > 0.
(c4) There exists a Hermitian matrix H ′ ∈ Fn×n, congruent to H, and there exists
L′ ∈ Fn×n, similar to L, such that L′H ′ + H ′L′∗ > 0.
(d4) δ(L) = 0 and In(L) = In(H).
Now let A,H1 ∈ Fp×p, B,H2 ∈ Fp×q , where H1 is Hermitian. Then, for every
nonsingular matrix
S =
[
P 0
R Q
]
∈ F(p+q)×(p+q), where P ∈ Fp×p, (5)
(4) is equivalent to any of the following inequalities:
[
A B
] [H1
H ∗2
]
+ [H1 H2]
[
A∗
B∗
]
> 0,
(
P
[
A B
]
S−1
)(
S
[
H1
H ∗2
]
P ∗
)
+ (P [H1 H2] S∗)
(
(S∗)−1
[
A∗
B∗
]
P ∗
)
> 0.
Recall that [A B] and [A′ B ′], where A,A′ ∈ Fp×p and B,B ′ ∈ Fp×q , are said
to be block similar or feedback equivalent if there exists a nonsingular matrix of the
form (5) such that[
A′ B ′
] = P [A B] S−1.
It is easy to see that [A B] and [A′ B ′] are block similar if and only if the linear
pencils
[
xIp − A B
]
and
[
xIp − A′ B ′
]
are strictly equivalent. Then a canon-
ical form for block similarity results easily from the Kronecker canonical form for
strict equivalence. (See [3], for details about strict equivalence.)
Given a polynomial f (x) = xk + ak−1xk−1 + · · · + a0, with k  1, over F, de-
note by C(f ) the companion matrix of f ,
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C(f ) =
[
0 Ik−1
−a0 −a1 · · · − ak−1
]
∈ Fk×k.
Denote by e(p)j the j th column of the identity matrix of order p, Ip.
Lemma 5 (Canonical form for block similarity [12, Theorem 2.11]). Let A ∈ Fp×p,
B ∈ Fp×q . The matrix [A B] is block similar to a unique matrix of the form[
N 0 0
0 M1 M2
]
, (6)
where
N = C(f1) ⊕ · · · ⊕ C(fw) ∈ Fd×d ,
M1 = C(xµ1) ⊕ · · · ⊕ C(xµu) ∈ F(p−d)×(p−d),
M2 =
[
e
(p−d)
µ1 e
(p−d)
µ1+µ2 · · · e(p−d)µ1+···+µu 0
]
∈ F(p−d)×q,
f1(x)| · · · |fw(x), w  0, d = deg(f1 · · · fw), 0 < µ1  · · ·  µu, u  0. The poly-
nomials f1, . . . , fw are the nonconstant invariant factors and µ1, . . . , µu are the
nonzero column minimal indices of (1).
We shall say that two matrices [H1 H2] and [H ′1 H ′2], where H1, H ′1 ∈ Fp×p
are Hermitian and H2, H ′2 ∈ Fp×q , are block congruent if there exists a nonsingular
matrix of the form (5) such that[
H ′1 H ′2
] = P [H1 H2] S∗.
Lemma 6 (Canonical form for block congruence). Let H1 ∈ Fp×p be a Hermitian
matrix and H2 ∈ Fp×q . Then [H1 H2] is block congruent to a unique matrix of the
form 

Iπ 0 0 0 0 0
0 −Iν 0 0 0 0
0 0 0ρ 0 Iρ 0
0 0 0 0p−π−ν−ρ 0 0

 . (7)
In this case, π = π(H1), ν = ν(H1) and ρ = ρ(H1, H2) := rank[H1 H2] − rank
H1.
Proof. Existence. As H1 is Hermitian, there exists a nonsingular matrix P ∈ Fp×p
such that PH1P ∗ = Iπ ⊕ (−Iν) ⊕ 0, where π = π(H1), ν = ν(H1). Suppose that
PH2 = [M t1 M t2 M t3]t, where M1 ∈ Fπ×q , M2 ∈ Fν×q , M3 ∈ F(p−π−ν)×q .
Note that rankM3 = ρ(H1, H2) := rank[H1 H2] − rankH1. Let P0 ∈
F(p−π−ν)×(p−π−ν), Q ∈ Fq×q be nonsingular matrices such that P0M3Q = Iρ ⊕ 0,
where ρ = ρ(H1, H2). Then [H1 H2] is block congruent to
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
Iπ 0 00 Iν 0
0 0 P0

(P [H1 H2] (P ∗ ⊕ Iq))


Iπ 0 0 −M1Q
0 Iν 0 M2Q
0 0 P ∗0 0
0 0 0 Q


and this matrix has the prescribed form.
Unicity. If [H1 H2] is block congruent to a matrix of the form (7), it is easy to
see that π = π(H1), ν = ν(H1) and ρ = rank[H1 H2] − rankH1. 
Therefore, two matrices [H1 H2] and [H ′1 H ′2], where H1, H ′1 ∈ Fp×p are
Hermitian and H2, H ′2 ∈ Fp×q , are block congruent if and only if In(H1) = In(H ′1)
and ρ(H1, H2) = ρ(H ′1, H ′2).
The main result of this section is the next theorem that can be viewed as giving a
complete set of relations between the block similarity orbit of [A B] and the block
congruence orbit of [H1 H2], when (4) is satisfied.
Theorem 7. Let A ∈ Fp×p, B ∈ Fp×q . Let π, ν, δ and ρ be nonnegative integers
such that π + ν + δ = p. The following are equivalent:
(a7) There exists a Hermitian matrix H1 ∈ Fp×p and there exists H2 ∈ Fp×q such
that (4) is satisfied, In(H1) = (π, ν, δ) and ρ(H1, H2) = ρ.
(b7) ρ = δ  rankB and In(A,B)  (π, ν, 0).
Proof. (a7) implies (b7). If rank[H1 H2] < p, then [H1 H2] is block congruent
to a matrix with its last row equal to zero. Without loss of generality, suppose that
the last row of [H1 H2] is equal to zero. Then the entry (p, p) of the left-hand side
of (4) is equal to zero, a contradiction. Therefore rank[H1 H2] = p. Hence ρ = δ.
Then [H1 H2] is block congruent to[
 0 0 0
0 0ρ Iρ 0
]
,
where  ∈ F(p−ρ)×(p−ρ) is Hermitian and In() = (π, ν, 0). Without loss of gener-
ality, assume that [H1 H2] has this form. Partition A and B accordingly:
A =
[
A1,1 A1,2
A2,1 A2,2
]
, B =
[
B1,1 B1,2
B2,1 B2,2
]
,
A1,1 ∈ F(p−ρ)×(p−ρ) and B1,1 ∈ F(p−ρ)×ρ . Then B2,1 + B∗2,1 is a principal subma-
trix of the left-hand side of (4). Then B2,1 + B∗2,1 > 0. Then rankB  rankB2,1 =
ρ = δ.
In this paragraph, we shall prove that In(A,B)  (π, ν, 0). From now on, assume,
without loss of generality, that [A B] has the form (6). Partition [H1 H2] accord-
ingly:
[
H1 H2
] =
[
G1,1 G1,2 G1,3
G∗1,2 G2,2 G2,3
]
,
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where G1,1 ∈ Fd×d , G2,2 ∈ F(p−d)×(p−d). Then NG1,1 + G1,1N∗ is a principal
submatrix of the left-hand side of (4). Therefore NG1,1 + G1,1N∗ > 0. According to
Theorem 4, δ(N) = 0 and In(N) = In(G1,1). From the Cauchy interlacing inequal-
ities for the eigenvalues, it follows that π(G1,1)  π(H1) and ν(G1,1)  ν(H1).
Then In(A,B) = In(N) = In(G1,1)  (π, ν, 0).
(b7) implies (a7). Let γ1| · · · |γp be the invariant factors of (1). As ρ  rankB, we
have γ1 = · · · = γρ = 1 and there exist nonsingular matrices U ∈ Fp×p, V ∈ Fq×q
such that UBV = B1,1 ⊕ Iρ , for some B1,1 ∈ F(p−ρ)×(q−ρ). Suppose that[
A′ B ′
] := U [A B] (U−1 ⊕ V ) =
[
A1,1 A1,2 B1,1 0
A2,1 A2,2 0 Iρ
]
,
where the blocks A′, A1,1, A2,2 are square matrices. The invariant factors of[
xIp−ρ − A1,1 A1,2 B1,1
]
are γρ+1, . . . , γp. As In(γρ+1 · · · γp) = In(A,B) 
(π, ν, 0), choose a monic polynomial h such that In(γρ+1 · · · γph) = (π, ν, 0).
According to Lemma 1, there exist X ∈ Fρ×(p−ρ) and Y ∈ F(q−ρ)×(p−ρ) such that
A1,1 + A1,2X + B1,1Y has characteristic polynomial γρ+1 · · · γph. Then [A B] is
block similar to
[
A′′ B ′′
] :=
[
Ip−ρ 0
−X Iρ
] [
A′ B ′
]

Ip−ρ 0 0X Iρ 0
Y 0 Iq−ρ

⊕ Iρ


and [A′′ B ′′] has the form[
A′1,1 A1,2 B1,1 0
∗ ∗ ∗ Iρ
]
,
where A′1,1 = A1,1 + A1,2X + B1,1Y . Clearly [A′′ B ′′] is block similar to[
A′1,1 A1,2 B1,1 0
0 0 0 Iρ
]
.
Without loss of generality, assume that [A B] has this form. According to Theorem
4, there exists a Hermitian matrix  ∈ F(p−ρ)×(p−ρ) such that A′1,1+ A′∗1,1 > 0
and In() = In(A′1,1) = (π, ν, 0). Let
H1 =
[
 0
0 0
]
∈ Fp×p, H2 =
[
0 0
0 Iρ
]
∈ Fp×q .
Then In(H1) = (π, ν, δ), ρ(H1, H2) = ρ and
AH1 + H1A∗ + BH ∗2 + H2B∗ = (A′1,1+ A′∗1,1) ⊕ 2Iρ > 0. 
3. A theorem by Chen and Wimmer
Chen [2] and Wimmer [11] proved that, with the notation of Theorem 4, if
(e) There exists a Hermitian matrix H ′ ∈ Fn×n, congruent to H , such that K :=
LH ′ + H ′L∗  0 and (L,K) is completely controllable,
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then (d4) is satisfied. The converse is trivially true, as (d4) ⇒ (a4) ⇒ (e). Our next
purpose is to obtain a version of Chen’s and Wimmer’s theorem for pairs of matrices.
Let A ∈ Fp×p, B ∈ Fp×q . The controllability matrix of the pair (A,B) is the
matrix
C(A,B) := [B AB · · · Ap−1B] ∈ Fp×pq.
Recall that the pair (A,B) is completely controllable if and only if all the invariant
factors of (1) are equal to 1 if and only if
min
λ∈C rank
[
λIp − A B
] = p
if and only if rankC(A,B) = p. Moreover, if (6) is the canonical form for block
similarity of [A B], then (M1,M2) is completely controllable.
Lemma 8. Let G,Y ∈ Fp×p be Hermitian matrices and suppose that Y is nonsin-
gular. Then there exists a positive real number  such that, for every λ  , In(G +
λY ) = In(Y ).
Proof. For every positive real number λ, In(G + λY ) = In(λ−1G + Y ). As
limλ→+∞(λ−1G) = 0 and Y is nonsingular, the conclusion follows from the con-
tinuity of the eigenvalues. 
Lemma 9. Let G1,1 ∈ Fd×d , Y ∈ F(p−d)×(p−d) be Hermitian nonsingular matri-
ces. Let G1,2 ∈ Fd×(p−d). Then there exists a positive real number  such that, for
every λ  ,
In
[
G1,1 G1,2
G∗1,2 λY
]
= In(G1,1) + In(Y ).
Proof. For every positive real number λ,[
G1,1 G1,2
G∗1,2 λY
]
is congruent to G1,1 ⊕ (λY − G∗1,2G−11,1G1,2). Then the conclusion follows from the
previous lemma. 
Lemma 10. Let M1 ∈ Fp×p, M2 ∈ Fp×q . Suppose that (M1,M2) is completely
controllable. Then there exist Y−, Y+ ∈ Fp×p, Z−, Z+ ∈ Fp×q such that Y−, Y+ are
Hermitian, Y− < 0, Y+ > 0 and
M1Y− + Y−M∗1 + M2Z∗− + Z−M∗2 > 0, (8)
M1Y+ + Y+M∗1 + M2Z∗+ + Z+M∗2 > 0. (9)
Proof. Note that we may assume, without loss of generality, that the matrix
[M1 M2] is in the canonical form for block similarity. We shall prove that there
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exist Y− ∈ Fp×p, Z− ∈ Fp×q such that Y− < 0 and (8) is satisfied. The remaining
of the proof is analogous.
First suppose that rankM2 = 1. We may assume that
M1 = C(xp), M2 =
[
e
(p)
p 0 · · · 0
]
.
In this case, the proof is by induction on p. If p = 1, let[
Y− Z−
] := [−1 1 0 · · · 0] .
Suppose that p  2. Suppose that
[
M1 M2
] =
[
L1 L2 0 0 · · · 0
0 0 1 0 · · · 0
]
,
where L1 ∈ F(p−1)×(p−1), L2 ∈ F(p−1)×1. According to the induction assumption,
there exists a negative definite matrix R ∈ F(p−1)×(p−1) and there exists S ∈ F(p−1)×1
such that L1R + RL∗1 + L2S∗ + SL∗2 > 0. Choose µ ∈ R so that
Y− :=
[
R S
S∗ µ
]
has determinant (−1)p. Then choose λ ∈ R so that, with
Z− :=
[
0 0 · · · 0
λ 0 · · · 0
]
∈ Fp×q,
the matrix
M1Y− + Y−M∗1 + M2Z∗− + Z−M∗2
=
[
L1R + RL∗1 + L2S∗ + SL∗2 L1S + µL2
S∗L∗1 + µL∗2 2λ
]
has positive determinant. Using the criteria of the determinants of the leading princi-
pal minors, we deduce that Y− is negative definite and M1Y− + Y−M∗1 + M2Z∗− +
Z−M∗2 is positive definite.
Now we suppose that u := rankM2  2. We may assume that
M1 = C(xµ1) ⊕ · · · ⊕ C(xµu),
M2 =
[
e
(p)
µ1 e
(p)
µ1+µ2 · · · e(p)µ1+···+µu 0
]
.
According to the previous case, for every i ∈ {1, . . . , u}, there exists a negative defi-
nite matrix Yi ∈ Fµi×µi and there exists Zi ∈ Fµi×1 such that
C(xµi )Yi + YiC(xµi )∗ + e(µi)µi Z∗i + Zie(µi)∗µi > 0.
Let Y− = Y1 ⊕ · · · ⊕ Yu ∈ Fp×p and Z− = [Z1 ⊕ · · · ⊕ Zu 0] ∈ Fp×q . Then Y−
is negative definite and (8) is satisfied. 
Lemma 11. Let M1 ∈ Fp′×p′ , M2 ∈ Fp′×q . Suppose that (M1,M2) is completely
controllable. Then, for every c1, . . . , cp′ ∈ F, [M1 M2] is block similar to a matrix
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of the form [M ′1 M ′2], where M ′1 ∈ Fp
′×p′ is upper triangular with its entry (i, i)
equal to ci, for every i ∈ {1, . . . , p′}, and M ′2 has the form[
0 0
IrankM2 0
]
. (10)
Proof. By induction on p′. As (M1,M2) is completely controllable, rankM2 > 0.
Let P ∈ Fp′×p′ and Q ∈ Fq×q be nonsingular matrices such that M ′2 := PM2Q has
the form (10). Let s = rankM2.
If p′ = s, then, for every M ′1 ∈ Fp
′×p′
, [M1 M2] is block similar to [M ′1 M ′2]
and the result is trivial.
Now suppose that p′ > s. Then [M1 M2] is block similar to
P
[
M1 M2
]
(P−1 ⊕ Q) =
[
N1 N2 0 0
∗ ∗ Is 0
]
,
where N1 ∈ F(p′−s)×(p′−s), N2 ∈ F(p′−s)×s . Note that (N1, N2) is completely con-
trollable. According to the induction assumption, [N1 N2] is block similar to a
matrix of the form [N ′1 N ′2], where N ′1 ∈ F(p
′−s)×(p′−s) is upper triangular with
its entry (i, i) equal to ci , for every i ∈ {1, . . . , p′ − s}. Then [M1 M2] is block
similar to[
N ′1 N ′2 0 0
0 diag(cp′−s+1, . . . , cp′) Is 0
]
.
The last matrix has the prescribed form. 
The following result generalizes Chen’s and Wimmer’s theorem to pairs of
matrices.
Theorem 12. Let A ∈ Fp×p, B ∈ Fp×q . Let π, ν, δ and ρ be nonnegative integers
such that π + ν + δ = p. Let γ1| · · · |γp be the invariant factors of (1). The following
are equivalent:
(a12) There exists a Hermitian matrix H1 ∈ Fp×p and there exists H2 ∈ Fp×q such
that In(H1) = (π, ν, δ), ρ(H1, H2) = ρ,
K := AH1 + H1A∗ + BH ∗2 + H2B∗  0, (11)
and (A, [B K]) is completely controllable.
(b12) ρ  q, ρ  δ  p − deg(γ1 · · · γp) and In(A,B)  (π, ν, 0).
Proof. (a12) implies (b12). First suppose that H1 is nonsingular. Clearly ρ = δ =
0  p − deg(γ1 · · · γp). Without loss of generality, suppose that
H1 = Iπ ⊕ (−Iν), H2 = 0.
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Partition [A B] accordingly:
[
A B
] =
[
A1,1 A1,2 B1
A2,1 A2,2 B2
]
,
where A1,1 ∈ Fπ×π , A2,2 ∈ Fν×ν . Let j ∈ {−1, 1}. Let
Lj =

 A1,1 A1,2 B1A2,1 A2,2 B2
−jB∗1 jB∗2 jIq

 , Gj =

Iπ 0 00 −Iν 0
0 0 jIq

 .
Then
LjGj + GjL∗j = K ⊕ 2Iq  0.
As (A, [B K]) is completely controllable, it follows that (Lj , LjGj + GjL∗j )
is completely controllable. According to Chen’s [2] and Wimmer’s [11] theorem,
In(Lj ) = In(Gj ). According to Lemma 2, In(A,B)  In(Lj ). Then
In(A,B)  In(L−1) = In(G−1) = (π, ν + q, 0),
In(A,B)  In(L1) = In(G1) = (π + q, ν, 0).
Therefore In(A,B)  (π, ν, 0).
Now we shall give the proof for the general case. The condition ρ  q is triv-
ial. Without loss of generality, suppose that [A B] has the form (6). Partition
[H1 H2] accordingly:
[
H1 H2
] =
[
G1,1 G1,2 G1,3
G∗1,2 G2,2 G2,3
]
,
where G1,1 ∈ Fd×d , G2,2 ∈ F(p−d)×(p−d). Then
K =
[
NG1,1 + G1,1N∗ NG1,2 + G1,2M∗1 + G1,3M∗2
G∗1,2N∗ + M1G∗1,2 + M2G∗1,3 M1G2,2 + G2,2M∗1 + M2G∗2,3 + G2,3M∗2
]
.
(12)
In order to get a contradiction, suppose that G1,1 is singular. Let e = rankG1,1.
Then there exists a nonsingular matrix U ∈ Fd×d such that G′1,1 := UG1,1U∗ =
0d−e ⊕ , where  is nonsingular or vanishes (i.e., G1,1 = 0). Partition N ′ :=
UNU−1 accordingly:
N ′ =
[
N1,1 N1,2
N2,1 N2,2
]
,
where N1,1 ∈ F(d−e)×(d−e). Then NG1,1 + G1,1N∗ is congruent to
N ′G′1,1 + G′1,1N ′∗ =
[
0d−e N1,2
N∗1,2 N2,2+ N∗2,2
]
.
As NG1,1 + G1,1N∗  0, we deduce that N1,2 = 0. As is nonsingular, N1,2 = 0.
Note that N ′G′1,1 + G′1,1N ′∗ is a leading principal submatrix of
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K ′ := (U ⊕ Ip−d)K(U∗ ⊕ Ip−d).
As K  0 and K ′ is congruent to K , we deduce that the first d − e rows of K ′ are
zero. Then [A B K] is block similar to
(U ⊕ Ip−d)
[
A B K
]
(U−1 ⊕ Ip−d+q ⊕ U∗ ⊕ Ip−d) =
[
N1,1 0 0
∗ ∗ ∗
]
.
If λ ∈ C is an eigenvalue of N1,1, then rank
[
λIp − A B K
]
< p. This is a
contradiction, because (A, [B K]) is completely controllable. Therefore G1,1 is
nonsingular. Then d = rankG1,1  rankH1 = p − δ and ρ  δ  p − d = p −
deg(γ1 · · · γp).
For every Hermitian matrix Y ∈ F(p−d)×(p−d) and every Z ∈ F(p−d)×q, let KY,Z
be the matrix that results from K on replacing G2,2 by Y and G2,3 by Z in (12).
As (M1,M2) is completely controllable, all the invariant factors of[
xIp−d − M1 M2
] (13)
are equal to 1 and the Smith canonical form of (13) is [Ip−d 0]. Bearing in mind
the form (6) of [A B], we deduce that[
xIp − A B KY,Z
]
is equivalent, over F [x], to
[
xId − N NG1,1 + G1,1N∗ NG1,2 + G1,2M∗1 + G1,3M∗2
]⊕ [Ip−d 0] .
(14)
Note that (14) does not depend on Y and Z. In particular, we know that (A, [B K])
is completely controllable and, therefore, (14) has all its invariant factors equal to
1. Consequentely (A, [B KY,Z]) is completely controllable, for every Hermitian
matrix Y ∈ F(p−d)×(p−d) and every Z ∈ F(p−d)×q .
According to Lemma 10, there exist Y−, Y+ ∈ F(p−d)×(p−d), Z−, Z+ ∈ F(p−d)×q
such that Y−, Y+ are Hermitian, Y− < 0, Y+ > 0 and (8), (9) are satisfied. For every
positive real number λ, let
H1,−λ =
[
G1,1 G1,2
G∗1,2 λY−
]
, H2,−λ =
[
G1,3
λZ−
]
,
H1,λ =
[
G1,1 G1,2
G∗1,2 λY+
]
, H2,λ =
[
G1,3
λZ+
]
.
Note that
AH1,−λ + H1,−λA∗ + BH ∗2,−λ + H2,−λB∗ = KλY−,λZ− ,
AH1,λ + H1,λA∗ + BH ∗2,λ + H2,λB∗ = KλY+,λZ+ .
According to Lemma 9, there exists a positive real number  such that, for every
λ  ,
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In(H1,−λ) = In(G1,1) + (0, p − d, 0),
In(H1,λ) = In(G1,1) + (p − d, 0, 0),
and H1,−λ and H1,λ are nonsingular.
Let V ∈ Fd×d be a nonsingular matrix such that
V (NG1,1 + G1,1N∗)V ∗ = 0d−r ⊕ ,
where r = rank(NG1,1 + G1,1N∗) and  ∈ Fr×r is positive definite. Then (V ⊕
Ip−d)K(V ∗ ⊕ Ip−d) has the form
0d−r 0 P0  Q
P ∗ Q∗ M1G2,2 + G2,2M∗1 + M2G∗2,3 + G2,3M∗2

 ,
for some matrices P,Q. As K  0, we deduce that P = 0. Note that, for every
positive real number λ, (V ⊕ Ip−d)KλY−,λZ−(V ∗ ⊕ Ip−d) has the form
0d−r ⊕
[
 Q
Q∗ λ(M1Y− + Y−M∗1 + M2Z∗− + Z−M∗2 )
]
.
It follows from Lemma 9 that there exists a positive real number − such that, for
every λ  −, KλY−,λZ− is positive semidefinite. Analogously, there exists a positive
real number + such that, for every λ  +, KλY+,λZ+ is positive semidefinite.
For λ  max{, −, +}, it follows, from the previously studied case and the Cau-
chy interlacing inequalities, that
In(A,B)  In(H1,−λ) = In(G1,1) + (0, p − d, 0)  (π, ν + p − d, 0),
In(A,B)  In(H1,λ) = In(G1,1) + (p − d, 0, 0)  (π + p − d, ν, 0).
Therefore In(A,B)  (π, ν, 0).
(b12) implies (a12). Suppose that (6) is the canonical form for block similarity of
[A B]. We have In(N) = In(A,B)  (π, ν, 0). Then d = deg(γ1 · · · γp)  π +
ν. Let p′ = p − d . Let [M ′1 M ′2] be a matrix, block similar to [M1 M2], of the
form indicated in Lemma 11, with the elements c1, . . . , cp′ chosen so that, if M0
is the leading principal submatrix of M ′1 of size (π + ν − d) × (π + ν − d), then
In(N ⊕ M0) = (π, ν, 0).
Then [A B] is block similar to[
N 0 0
0 M ′1 M ′2
]
.
As ρ  δ = p − π − ν, it is not hard to deduce that there exists a permutation matrix
Q ∈ Fq×q such that
M ′2Q =
[
0 B ′1,2
B2,1 B2,2
]
∈ F(p−d)×q,
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where
B2,1 =
[
0 0
0 Ir
]
∈ Fδ×ρ,
r = min{rankB, ρ}. Partition N ⊕ M ′1 as[
A1,1 A1,2
0 A2,2
]
, where A1,1 = N ⊕ M0 ∈ F(π+ν)×(π+ν).
Then [A B] is block similar to[
A1,1 A1,2 0 B1,2
0 A2,2 B2,1 B2,2
]
, where B1,2 =
[
0
B ′1,2
]
. (15)
Without loss of generality, suppose that [A B] has the form (15).
According to Theorem 4, there exists a Hermitian matrix  ∈ F(π+ν)×(π+ν) such
that A1,1+ A∗1,1 > 0 and In() = In(A1,1) = In(N ⊕ M0) = (π, ν, 0). Let
[
H1 H2
] :=

 0 0 0 00 0δ−ρ 0 0 0
0 0 0ρ Iρ 0

 ,
where H1 is of size p × p and H2 is of size p × q. Then In(H1) = (π, ν, δ),
ρ(H1, H2) = ρ,
K := AH1 + H1A∗ + BH ∗2 + H2B∗ = (A1,1+ A∗1,1) ⊕ 0 ⊕ 2Ir  0.
and (A, [B K]) is completely controllable. 
4. On a inertia theorem by Loewy
For any A ∈ Fp×p, B ∈ Fp×q , denote the number of nonconstant invariant fac-
tors of (1) by i(A,B). Recall that (A,B) is completely controllable if and only if
i(A,B) = 0. The following lemma is a simple corollary of [6,9], as we show. It is
also a consequence of [1]; and a consequence of [13], when q = 0.
Lemma 13. Let A ∈ Fp×p, B ∈ Fp×q . Then i(A,B) is the smallest nonnegative
integer τ for which there exists X ∈ Fp×τ such that (A, [B X]) is completely con-
trollable. [The result is valid when q = 0.]
Proof. Let τ = i(A,B). According to [6,9], there exists M(x) ∈ F[x]p×τ such
that
[
xIp − A B M(x)
]
has all its invariant factors equal to 1. Suppose
that M(x) = (xIp − A)Q(x) + X, where Q(x) ∈ F[x]p×τ , X ∈ Fp×τ . Then[
xIp − A B M(x)
]
and
[
xIp − A B X
]
are equivalent, and, therefore,
(A, [B X]) is completely controllable.
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Now suppose that Y ∈ Fp×σ , with σ < τ . Let γ1| · · · |γp be the invariant factors
of (1) and let η1| · · · |ηp be the invariant factors of
[
xIp − A B Y
]
. Accord-
ing to [6,9], γp−σ |ηp. As γp−σ is nonconstant, it follows that (A, [B Y ]) is not
completely controllable. 
Loewy [4] has obtained necessary conditions for the statement that results from
(e), when “(L,K) is completely controllable” is replaced by the more general
assumption “rankC(L,K) = l”.
The next theorem gives a necessary condition for the statement that results from
(e), when “(L,K) is completely controllable” is replaced by the more general
assumption “i(L,K) = τ”. We also give a version of this result for pairs of matrices.
Theorem 14. Let L ∈ Fn×n. Let π, ν, δ, τ be nonnegative integers such that π +
ν + δ = n. Let α1| · · · |αn be the invariant factors of xIn − L. If there exists a Her-
mitian matrix H ∈ Fn×n such that In(H) = (π, ν, δ), K := LH + HL∗  0 and
i(L,K) = τ, then
(b14) In(α1 · · ·αn−τ )  (π, ν, 0). [With the convention that α1 · · ·αn−τ = 1, when
n = τ.]
Remark. The condition (b14) implies that deg(α1 · · ·αn−τ )  π + ν = n − δ and,
therefore, δ  n − deg(α1 · · ·αn−τ ). As deg(α1 · · ·αn) = n, it is easy to deduce that,
when τ = 0, (b14) is equivalent to (d4).
We omit the proof of Theorem 14, because it is analogous to the proof of the next
theorem.
Theorem 15. Let A ∈ Fp×p, B ∈ Fp×q . Let π, ν, δ, τ be nonnegative integers such
that π + ν + δ = p. Let γ1| · · · |γp be the invariant factors of (1). If there exists
a Hermitian matrix H1 ∈ Fp×p and there exists H2 ∈ Fp×q such that In(H1) =
(π, ν, δ), (11) holds and i(A, [B K]) = τ, then In(γ1 · · · γp−τ )  (π, ν, 0). [With
the convention that γ1 · · · γp−τ = 1, when p = τ.]
Proof. Bearing in mind the canonical form for block similarity of [A B K] (cf.
Lemma 5), it follows that there exists a nonsingular matrix P ∈ Fp×p such that
A′ := PAP−1 =
[
N 0
M0 M1
]
, B ′ := PB =
[
0
M2
]
,
K ′ := PKP ∗ =
[
0 0
0 M3
]
,
where N ∈ Fe×e, M1 ∈ F(p−e)×(p−e), M2 ∈ F(p−e)×q , M3 ∈ F(p−e)×(p−e),
(M1, [M2 M3]) is completely controllable and the number of nonconstant invari-
ant factors of xIe − N is equal to i(A, [B K]) = τ .
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According to Lemma 13, there exists D ∈ Fe×τ such that (N,D) is completely
controllable. Then (A′, [B ′ E′ K ′]) is completely controllable, where
E′ :=
[
D
0
]
.
Moreover, K ′ = A′H ′1 + H ′1A′∗ + B ′H ′∗2 + H ′2B ′∗  0, where H ′1 = PH1P ∗ and
H ′2 = PH2. According to Theorem 12, δ(H1) p − deg(η1 · · · ηp), where η1| · · · |ηp
are the invariant factors of
[
xIp − A′ B ′ E′
]
, and In(A′, [B ′ E′])  (π(H1),
ν(H1), 0). From the interlacing inequalities for the invariant factors [6,9], ηi |γi and
γi |ηi+τ , for every significant index i. Therefore
In(γ1 · · · γp−τ )  In(η1 · · · ηp) = In
(
A′,
[
B ′ E′
])
 (π(H1), ν(H1), 0).

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