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Even a crude analysis of neural computation provides several major constraints on this enterprise. When asked to carry out any of a wide range of taslcs, such as naming a picture or deciding if some sound is an English noun, people can respond correctly in about a halfsecond [25] . This means the brain, a device c:omposed of neural elements having a basic computing speed of a few milliseconds, can solve difficult problems of vision and language in a few hundred milliseconds, that is, in about a hundred time steps. The best AI programs for these tasks are not nearly as general and require millions of computational time steps. This hund:red-step rule is a major constraint on any computational model of behavior. It also turns out that the same tilming considerations show that the amount of information sent from one neuron to another is very small, a few bits at most. The range of spike frequencies is limited, and the system is too noisy for delicate phase encodings to be functional. This means that complex structures are not transmitted directly and, if present, must be encoded in some way. The fact that the critical information must be captured in the connections has given rise to the name connectionist for this kind of model.
The number of neurons in the human brai:n is estimated to be about lo", which presents a number of other serious constraints. For one thing, the number of cells in each retinal ganglion is greater than 3.06, which means that any vision algorithm that required N" units can be automatically ruled out. For example, there could not be a separate unit for each possible line joining two points on the retina. Many attractive algorithms for higher level tasks also run afoul of the size constraint. For example, one could not have separate units for visual percepts at each different location. Considerable work has gone into what amounts to coding tricks to circumvent these constraints [IS, 201. One might think that biological constraints like those mentioned above need not be taken seriously in designing connectionist hardware and software. Certainly electronic switching times are a million times faster than neural ones. But the size constraint and particularly the connectivity constraints are much more serious for artificial systems. Animal brains derive much of their power from their very large fan-in and fan-out: Each unit can be connected to thousands of others. For conventional chips, a fan-out of 6 is quite unusual. There is some research [2] on very high circuit connectivity, but nothing close to a solution. In software simulations like the ones described in this article, excessive connectivity leads to serious performance problems. It seems likely that the massively parallel computational solutions evolved by nature will prove useful in computer science and engineering. Connectionist computer research aims to understand principles of massively parallel computation and to apply them to appropriate tasks.
INTRODUCTION
TO CONNECTIONIST MODELING We can capture some of the flavor of connectionist computation with a simple example. The cube shown in Figure 1 is a famous optical illusion originally due to the Swiss naturalist, L. A. Necker (1832) . Most people initially see the cube with the vertex B closer to them, but it also can be seen as a cube with vertex H closest to the observer. If you focus on vertex H and imagine it coming out of the paper toward you, the picture will flip to the H-closer cube. The flip takes less than a second. The Necker cube is interesting to psychologists because it will flip spontaneously between the two views if you keep looking at it. It is interesting to us because of what it tells us about parallel computation.
After observing how quickly the Necker cube flips state and knowing how slow the underlying human computing elements are, it seems unlikely that a sequential program on such a slow device could do the job. But the situation is much more complex. We know that both human and computer vision require several The edges and lines are the same for both the H-closer and B-closer cubes, but many other visual features are seen differently in the two views. For example, k'ertex C is oriented into the paper in the B-closer reading, but out of the paper in the other reading. Similarly, C is closer than G in the B-closer reading, and all these perceptions are mutually consistent and reinforcing. The remarkable fact is that our visual system simultaneously flips all these perceptual decisions from one mutually consistent reading of the cube to the other. This illustrates the key cooperative property of massively parallel computation and why it is conceptually different from von Neumann computation on standard machines. Figure 1 also illustrates some of the details of the connectionist paradigm. In our models each item of interest is represented as a computational unit, with connections to many other units. Each unit has a level of activity (here between -100 and 100) and automatically sends the value of this activity along all its outgoing connections. The connections can be drawn explicitly (cf. Figure 2 ) or displayed implicitly as in Figures 1  and 3 . For example, the top double arrow in Figure 1 depicts the fact that the unit representing the H-closer cube has positive two-way links with the four relative distance detectors: A C E, etc. Each unit at each level in this network has a rival to which it is connected by a mutual inhibition link. The strengths of links into a particular unit can be displayed as shown in Figure 3 . The only other information needed for a complete model is the rule by which a unit computes its new activity from its inputs and its old activity; the simulator described in the next section allows a wide variety of update algorithms. We can assume for now that the units compute the sum of their positive and negative inputs. Networks like Figure 1 are not very sensitive to the exact choice of unit computation rules: this is one of the reasons for their attractiveness. Units that are all mutually connected by negative links are said to comprise a winner-take-all network. Such networks are one of the main decision mechanisms in connectionist models and have known neurophysiological analogues. Much of the effort in massively parallel AI is dedicated to using computational frameworks like that in Figure 1 to build models of intelligent activity. Advantages of this approach include its link to natural intelligence, increased noise resistance, and ease of implementation on parallel hardware. But the main advantage of the connectionist approach is that it provides a much better way of specifying some computations. There does not appear to be any alternative way to describe the Necker cube phenomenon that is nearly as clear and concise as Figure 1 .
Researchers in AI and related areas of cognitive science are using connectionist models to study a variety of tasks. Vision is an area where massive parallelism fits naturally. It is less obvious that the methodology will be effective in natural language research, but there have been some very nice results in that domain. One problem that has worked out particularly well is disambiguation. Consider what happens when ~0.1 hear or read the sentence Bob threw a ball.
One would automatically assign a meaning to each word, despite the fact that most words in English are ambiguous. For example, the words threw and ball both have quite different meanings in the sentence Bob threw a ball for charity.
The problem is to develop algorithms that exhibit this behavior and help explain its basis. Linguists and other cognitive scientists have worked at length on these issues and have developed sophisticated theories. The contribution of AI has been to encode these theories in programs so that they can be tested and, if c:orrect, used in applications. As with the Necker cube example, it appears that massively parallel models constitute the best way to carry out the encoding.
In language, as in vision, theory calls for several distinct levels of representation and processing. Three of these are shown in Figure 2 The thing acted upon.
Recipient:
Beneficiary of the action.
The key linguistic insight is that there are constraints on the possible word senses that can fill various case roles. For example, one cannot propel a dance, so these are incompatible. It also makes no sense to sponsor a sphere. The only other fact used in the model is that some word senses are more frequent than others.
We can now see how Figure 2 presents a c:onnectionist computational model of disambiguation. As with the Necker cube, compatible units have positive links, and incompatible units have negative winner-take-all links. The model assumes that as each word reachfes the lexical level it spreads activity to the various wclrd senses to which it is connected. Since the more frequent sense has a higher weight, it will tend to dominate less frequent senses. As additional words come in, they will activate more word senses and case roles. The simple sentence "Bob threw a ball" will activate a mutually consistent set of units, and the alternatives are never noticed. The additional words for charity will activate the "dance" meaning of ball. This will weaken the "sphere" meaning, which will, in turn, reduc:e the activity of "propel" because there is no longer a suitable object in the sentence. An alternative stable coalition will develop and suppress the original interpretation. The two alternative coalitions are quite similar to the two readings of the Necker cube. This is no accident:
The idea of a cooperative-competitive network pervades parallel models. Work on language problems like disambiguation is quite advanced and offers simple explanations for many phenomena. For example, a context that biased us toward the "dance" sense of ball would be modeled as providing that meaning with a head start in activity for its competition with the "sphere" sense. Again, the massively parallel paradigm is the simplest way to express this idea. The example of Figure 2 is part of the work of Cottrell [9, lo] ; related work has been done by Waltz and Pollack [36] , and there is currently a great deal of interest in connectionist models of natural language. Before considering more applications, we turn our attention to computational issues and propose a framework for designing massively parallel computation networks.
SPECIFYING AND SIMULATING NETWORKS
As with other computational models, it is important for researchers to be able to implement and test ideas. Different researchers working in diverse areas need the ability to build and simulate radically different networks. Aspects that may differ include connection pattern, activation functions, and the amount of data associated with each network node. Connectionist networks consist of simple computational elements (units) that communicate by sending their level of activation via links to other elements. The units have a small number of states and compute simple functions of their inputs. Associated with each link is a weight, indicating the "significance" of activation arriving over that link. The behavior of the network is determined by the pattern of connections, the weights on the links, and the unit functions.
The Rochester Connectionist Simulator [16] has evolved from simple beginnings [32] into a sophisticated research tool that supports construction and simulation of a wide variety of networks. The main design criterion has been flexibility.
Each unit can compute a different function, any amount of data may be associated with each unit, and an arbitrary connection pattern may be specified. This flexibility exacts its cost in time and space as compared to special-purpose simulators. It is time-expensive because each unit and link is simulated by a separate function call, and spaceexpensive because each unit and link must have an explicit representation.
The particular network paradigm supported by the simulator is given in [15] . Each unit has a number of sites at which the incoming links arrive. The provision of sites allows differential treatment of inputs, since the links themselves do not indicate their origin at the destination site. Associated with each unit are various pieces of data, including potential, output, and state. The potential corresponds to the unit's level of activation, the output is transmitted along all links emanating from the unit, and the state is used to make simple decisions about how to interpret the input. Associated with each link, site, and unit is a function representing its action.
Network Construction
The construction environment provides a set of primitives for specifying a network. Typical primitives are those to make a unit or link, or name a unit or an array of units. The primitives provide a conceptual structure through which networks may be specified. Rather than define an entire new language for specification, we use an existing programming language, augmented by the primitives.
A network is built in the simulator by a user program written in C. The primitives are implemented as library functions, called from the user program. The specification parameters for units, sites, and links include initial data values and an activation function. The activation function may be different in every case, either written by the user or supplied from a library. Within each unit, site, and link, a general-purpose data field exists, which can be used to point to an arbitrarily large structure. When displaying, saving, or reloading the network, user-supplied functions are called by the simulator to handle these user-defined structures.
The large library of functions facilitates the construction task by supplying many of the commonly used unit, site, and link functions. Library functions to create particular network structures are also available. Researchers may add their own unit and structuring functions to the library, and so augment the utility of the simulator for themselves and others. An example of this is a library that greatly eases the construction of back-propagation networks [26, 271, either An important consideration in specifying a network is the ability to give descriptions at different levels of abstraction. At the lowest level, single unit descriptions are given by the unit, site, and link functions. At the next level, the pattern of connectivity is described by a set of functions that specify the links and groups of units. This may include modularity within the network, and for any large network necessarily reflects regularity. At a still higher level, network specifications given in user-defined languages may be read in and compiled into units and links by user-supplied functions (cf. the upcoming "Applications" section, Figure 13 , and [6] ). To ease the high-level description process, a version of the simulator has been integrated with Common Lisp and Scheme packages.
A Sample Construction Program
For an example of a network and its specification program, let us look at the Necker cube network in Fig The links to or from a unit can be displayed with the graphics interface described later, which was used to generate Figures 1, 3, and 4 . Figure 4 shows the graphics panel when the links to one unit are displayed. The square black unit is the one being examined. The pentagons indicate which units send links to it, with the size of the pentagon indicating the weight on the link. In the panel above the network diagram can be seen the state of four of these units, the cube unit, two depth units, and one vertex unit, including link weights. Figure 5 shows a specification program for this network, written in pseudocode. The structure in the network is reflected in the structure of the specification program. Units O-8 represent the B-closer cube's vertex nodes, ABCDEFGH in order. Units 8-11 represent the depth level, A < E. B < F, C < G, and D < H in order. Unit 12 is the B-closer unit. Units 13-25 are encoded in a similar manner for the H-closer network. The linking specifications implement this choice of encoding.
The build function calls Createunits, which makes the 26 units and names them. The unit and site functions are taken from the library. Each view's nodes are named as a three-by-four array of units, the first four for the "front" face, the second four for the "back" face, and the third four for the depth nodes. Simulation Once a network has been constructed, simulation may begin. The simulation can be run synchronously or asynchronously.
During synchronous simulation, all units use the output values computed during the previous step as their input. The order of simulation is unimportant, the network behaving as though all units update simultaneously.
During asynchronous simulation, at each step a fraction of the units are updated, in pseudorandom order, with the new output value immediately transmitted to the other units. Synchronous simulation is marginally faster than asynchronous, but in cases like the Necker cube example, synchronous updating with deterministic unit functions will always lead to the same outcome. Asynchronous simulation is a useful way to break symmetry conditions and model random factors. By allowing the user to specify the seed for the random number generator, we enable repetition of a particular simulation run. Performance Two major issues in neural network simulation are size and performance. On a SUN3/260, a network of 2000 units (computing the weighted sum of their inputs), each with 100 links, took 25 s to construct and performed 100 simulation steps in 83 s, giving an interconnect time of approximately 4 ps. The number of links in a network is a crude but effective measure of its size: on the SUN3/260 with 8 Mbytes of memory, the maximum number of links attainable before thrashing sets in is of the order of a quarter of a million. The parallel simulator discussed under "Parallel Implementation" can do much better.
With the flexibility now achieved, future work will be in the form of libraries of unit activation functions, unit structure customizations, and specialized commands. As specialized network structures are defined and analyzed, we will be able to produce libraries of functions to implement them.
The simulator command interface was designed for simple terminal operation, and is useful for controlling simulation and displaying limited amounts of information. The graphics interface described in the next section has proved to be an extremely powerful tool for displaying network information during simulation and aiding the network debugging process.
GRAPHICS INTERFACE
Designing a connectionist network to perform some computation is somewhat like writing a program to execute on a sequential computer. Nevertheless, people find "programming" a connectionist network quite different from traditional computer programming. In sequential programs (and in most parallel ones) one expects specific sequences of events to occur at precise moments in the program's execution. Variables must have certain values, and groups of instructions must be executed exactly on cue with precise results in order for the computation to proceed correctly. To follow the progress of a sequential computation, one usually needs to look at only a few critical variables and the instruction counter to verify that the program indeed is doing what one expects. This is in contrast to connectionist networks where the sequence of events and their results usually cannot be so easily specified or predicted. For example, the connections between units and the ndex: weights of connections are often randomly specified. In learning paradigms, the weights of connections between units wit! vary as a result of previous processing. Furthermore, in asynchronously executing networks, even whether a unit gets to compute during a network step is left to chance.
This freedom from rigidity allows connectionist networks to tolerate individual component failures as well as errors in input and intermediate computations. On the other hand, one must deal with the difficulties of trying to design and then debug a computation whose detailed progression cannot be predicted in advance. In a sequential computer program, the end result of a computation is often contained in a single variable: whereas in a connectionist network, the "result" is often "spread out" over the network as a relationship among some subset of its units. Thus, the questions of "where to look" and "what to look for" have very different answers for network computations as compared to traditional sequential programs. Consequently, traditional output and debugging tools are simply not adequate for dealing with connectionist networks. What is needed is a way to examine the entire network or some significant subset of it. Network designers soon learn this and almost invariably develop some kind of graphical representation of their network's activity, but these are usually targeted to their specific problem or type of network. At the University of Rochester, we decided to develop a general-purpose graphics interface that would be useful for a variety of network paradigms. Thus, the Graphics Interface tool was developed as a companion to the Rochester Connectionist Simulator for the purpose of making the execution, debugging, and documentation of connectionist networks easy, natural, and even entertaining. A different approach to general graphics for connectionist simulation can be found in Zipser and Rabin [37] .
The Graphics Interface allows the user who has created a network with the simulator to view graphically and examine that network before, during, and after it executes. Each significant aspect of each unit in the network can be displayed as a separate graphic object Communications of the ACM (or icon) whose size, shape, or shading varies with the current value of that aspect. As the simulation runs, the icons are constantly updated to reflect changing values, giving an overall view of what the network is doing. In keeping with the philosophy of the simulator, the Graphics Interface was designed to give maximum flexibility to the user in how the network is to be displayed.
The Graphics Interface was specifically written to run on our Sun'" workstations using Sun Microsystem's graphics tool package. It was designed as a separate part of the simulator package: The user specifies that the Graphics Interface be included as an option when the network is compiled into object code. If included, the Graphics Interface code will automatically create its own window, which layers itself between the user and simulator. The user now interacts with the simulator via the Graphics Interface window, which either executes graphics commands given by the user or passes commands to the simulator as appropriate. It provides and maintains a graphics panel upon which the graphical representation of the user's network is displayed as the simulation proceeds. The graphics panel acts like a movable window over a plane on which the network is displayed. This allows networks too large to fit on the screen at one time to be examined in a piecemeal fashion. Figure 4 shows an example of the Graphics Interface tool, in this case being used to show the weights of links to unit "C < G" from the other units. The simulator itself is unaware of the presence of the Graphics Interface and in fact will still generate text output to its own window, just as though the user were interacting with it directly. In addition to displaying and running the network, the Graphics Interface also has facilities that allow the user to display detailed textual information for specific units, show network topology, write the graphics display to a raster file, put text and line drawings on the display for documentation purposes, log the simulator and graphics commands for later replay, and map the mouse buttons to execute simulator or graphics commands.
There is also a version of the Graphics Interface tool that communicates with the parallel connectionist simulator running on the department's BBN Butterfly@ multiprocessor described in the next section and in [28] .
Using the Graphics Interface significantly reduces the time needed to get a connectionist network up and running. With the proper unit aspects displayed, one can quickly determine if a network is working properly and, if not, where in the network the problem lies. computer. Programs and data are stored and compiled be caught almost immediately. The Graphics Interface has made it much easier to specify and debug the large structured networks that we work with at Rochester. In essence, the Graphics Interface is analogous to a sourcelevel debugger for sequential programs: It allows one to quickly and without interference watch the progress of a computation when that computation is being carried out by a connectionist network. It thus allows the network designer to concentrate on the scientific endeavors of understanding the properties of connectionist networks, with minimal effort directed toward figuring out how to display and debug them. We believe that developing useful tools is important in any research effort, but is particularly important in connectionist research where the concept of computation and what one does to observe it can be so different from traditional computer science.
PARALLEL IMPLEMENTATION
Connectionist networks require a large number of functional units to perform complex tasks. These units will need to operate in parallel if the networks alre ever to be practical. Even in the short run, scientists need reasonable performance on moderately large networks for experiments. To this end, we have parallelized the Rochester simulator using a BBN Butterfly Multiprocessor [5] . The parallel simulator looks and functions much like the uniprocessor simulator. Code can often be ported with little modification. If the user is content with a naive network partition, he or she can ignore the fact that the simulator is actually running on several processors.
Using the Butterfly computer significantly increases the speed and capacity of network simulations. Our largest system configuration is 120 processo.rs with a total of 120 Mbytes of memory. This will ea.sily run networks that will not begin to fit on any of our uniprocessor machines. Even with smaller networ:ks, simulations that would run for hours take only minutes.
A Short Description of the Butterfly Computer
The Butterfly Multiprocessor consists of up to 256 nodes, each of which has a Motorola 680x0 processor, special switching hardware, and up to 4. Mbytes of memory. The processors are connected by a log-depth Butterfly switching network. The Chrysalis operating system supports the C programming language (among others) and provides message-passing and memorysharing primitives. There is no global memory, but portions of each processor's local memory can be mapped in by programs on other processors. After being mapped in and assigned to a variable name, the memory can be treated as though it were local. This is the major communication mechanism used by the simulator. Unfortunately, there are strict hardware limits on the amount of memory that can be shared efficiently. This rules out strategies that require the entire network dalta structure to be shared. Overview of the Implementation The simulator runs on the Butterfly computer as a number of processes, one per processor. There is a single controller process, which manages the user interface and coordinates the worker processes. The workers do the actual simulating. Each handles a fraction of the network. Unit, site, and link structures are represented just as with the uniprocessor simulator. Communicating unit values over links between units on different processors is the only difficulty. This traffic is potentially intense, so efficiency is important. Our solution to this problem is illustrated in Figure 6 . Each worker allocates and maintains an output array for the units stored locally. As with the uniprocessor simulator, the unit function on the receiving end of a link looks up the appropriate entry in the output array to find the incoming value. In order for links to cross processor boundaries, the output arrays are shared. Every worker maps in the output array of every other worker. Once this is done, the remote output arrays appear, to the programmer, to be local. Remote links use indirect references (C pointers) just as local links do. When a remote memory location is accessed, hardware translates this into a read over the switch. Because there is no caching, the same remote value may be retrieved over the switch by a worker many times. We have experimented with caching and found the speedup to be minor. The controller parses user input and coordinates the workers. The communication is mostly through message passing. For example, to run a single step of the simulation, the controller will send a "go" message to each worker; each worker will increment a global atomic variable when finished. The controller periodically checks this variable to see if all the workers have finished.
We have found it necessary to provide a large, fast global name table. Unit, set, type, site, function, and state names are all entered in the global name table. The controller or any worker can enter symbols and retrieve those entered by other processes. The name table consists of a number of hash tables, distributed over the available processors. Two hash indexes must be generated for each symbol: one for the table number and one for the offset. When entering symbols, the appropriate table is locked using an atomic add on a lock variable.
The Graphics Interface described earlier can also be used with the Butterfly simulator. A display program runs on a workstation and communicates with the controller on the Butterfly via the Ethernet network system. Every time the display is to be updated, the display process sends a data request for those units currently visible. The controller cannot look up the data directly because of the limitation on shared memory. Instead, the array of requests is put in a globally readable memory structure, and the worker processes simultaneously scan this structure looking for requests they can satisfy. They write the requested data values in another globally writable array. When all the requests are fulfilled, the answers are sent back to the display process that updates the screen.
Using the Butterfly Simulator
Once the start-up is complete, using the Butterfly computer is much like using the uniprocessor simulator. The interface looks the same, with, mostly, the same commands. Except for minor changes, the same code can be used both to build and run the networks. This compatibility is important since uniprocessors are likely to be used for initial development. The similarity breaks down in many ways, however. Errors are much harder to deal with, for one thing. Also, more efficient use of the parallelism requires attention.
One way to build the network is with a function executed by the controller. This function can be identical to one run by the uniprocessor simulator, since the network is being built sequentially. The units are automatically allocated to the different workers. For each unit and link made, the information must be shipped across the switch. This can be quite a slow process. It is possible to build the network in parallel if the user is willing to write special-purpose code. From the command interface, user functions on any (or all) workers can be called by name. Each worker can build units that reside locally as well as make links to any local unit. Coordinating parallel constructing can be a formidable task, depending on the structure of the network. It is also possible to mix sequential and parallel building. For example, all the units could be made sequentially, and the links made in parallel. This is much easier to program since the index of both units must be known when a link is made. After a unit has been built, its index can be found with a name lookup.
The default partitioning of the network fills the workers with units sequentially, so that each has the same number of units. Since the number of links per unit can vary, this might result in a very uneven partition of the workload. The user can program a sequential build function to customize the number of units allocated to each worker, but the units must still be allocated in the order they are created. Custom layout and dynamic repartitioning of the network are possible topics of future work. For each worker the number of nodes and links allocated as well as the amount of time spent computing the last simulation step can be examined interactively by the user. Because of the programming environmeni., some normally simple tasks are more difficult. On the Butterfly computer, UNIX'"-style pipes are not available. In particular, long listings cannot be piped through a scrolling program that waits for user feedback after each screen full of text. A mechanism has been established for sending output to a waiting UNIX process that can then further process it, but it is tedious to use. A more serious limitation is the lack of a file system. Though network descriptions could be sent to a UNIX process and saved on disk, we have so far not implemented this, partly because of the potentially huge size of the networks involved. When the Butterfly compui.er acquires multiple disks that can be written in parallel, quick file saves will be possible. Using data files to build networks and run simulations is possible, either by downloading the data files as memory objects or t.hrough the Graphics Interface communication link.
Performance
The critical parameters are size, construction time, and execution time. The size gain is substantial, and would be even bigger with a memory upgrade to the maximum of 4 Mbytes per processor. We currently have 1 Mbyte per processor. Each unit uses 40 bytes; each site and link uses 20 bytes. If there are 1,000 units per worker, each can have about 4,000 links and sites. This means the total capacity is around 100,000 units and ~,OOO,OOO links. The sequential build time is fairly slow. A test network was built that had 100,000 units and ~,OOO,OOO links, 30 links to each unit from a random source. When it was built sequentially from the controller, the units and sites took 9 min. to build, and the links took 2.75 h. When a network of the same size was built concurrently, the total time for units and links was 56 s. The superlinear speedup is due to concurrency and locality. This difference makes us anxious to develop concurrent build techniques for all our networks. The speedup would still be dramatic even if the units were built sequentially and the links made in parallel.
If used for parallel building, name lookups need to be fairly fast. We have conducted independent tests of the name table software. Ninety processes were used, one per processor. The global name table had over 180,000 name records. Each process entered 1,000 distinct names (90,000 total names) simultaneously. This took about 6 s. Each process then looked up and retrieved data for all 90,000 names (8,100,OOO total lookups) simultaneously.
No two processes were looking up names in the same order. The total lookup time was 409 s. This is fast enough so that even parallel build programs that do a name lookup for each of several million links will still run reasonably fast.
We ran a number of tests to measure the run time UNIX is a registered trademark of AT&T Bell Laboratories.
and speedup of the simulator. The same network could The results of this test are also given in Figure 7 . We not be used with different numbers of processors beare very pleased with these times. We originally excause of memory limitations (a small network does not petted to spend some effort repartitioning networks or show much improvement when run on a large number caching remote outputs locally. The actual overhead of processors because of overhead). We ran each test proved low enough to make this a low-priority enwith the same number of units per processor (1000) and hancement. the same number of links per unit (30) . The links were Most of the simulations run on the Butterfly comgenerated randomly, so with n processors approxiputer so far (other than tests) have been with modermately (n -1)/n links were remote. With perfect ately large networks that can fit on uniprocessors, but speedup the simulation time would have been the that run much faster on the Butterfly computer. When same no matter how many processors were used.
the turnaround time for a series of simulations is deThe user function was simple: The potential was set creased to 10 min. from 3 h.. the effect on research is to the unweighted sum of the inputs. This represents significant. As our understanding of connectionist computation grows and our networks become more ambitious, parallel simulation will become a necessary tool.
about the fastest possible run time for a network this big. Running on one processor, the execution time was 2.0 s per step. Running on 90 processors, the execution time was 2.6 s per step. This works out to about 70 effective processors. A graph of the speedup for these and other configurations is shown in Figure 7 . As expected, when the build function was changed so that all links were from other units on the same processor, 90 processors also took 2.0 s per step: there was no slowdown.
In the next series of tests, the inputs were multiplied by the weights and divided by 100. This represents a more typical computation. For one worker the time was 4.1 s per step; for 90 workers the time was 4.6 The driving force behind the system developments described above has been applications of connectionist models, particularly to problems in AI. Since all connectionist networks are currently simulated on inappropriate hardware, applications refer to concept demonstrations and scientific models, not to programs for practical use. There are many such applications described in the literature [zo] . We will focus on some recent Rochester work that illustrates the structured connectionist style and the use of the simulator.
Two examples were presented in earlier sections: the Necker cube (Figures 1, 3 , and 4) and Cottrell's disambiguator ( Figure 2 ). The major example of this section is a rather more ambitious vision project carried out by Paul Cooper and Susan Hollbach [8] with help from Steven Whitehead and others. The basic problem is to match real images of Tinker Toy objects to stored topological models. This is a simple example of a more general theory [13] of how connectionist networks could carry out visual recognition within the hundredtime-step constraint. The low-level vision processing for this is depicted in Figure 8 . Figure 8a shows a digitized picture of a Tinker Toy horse, the input to the system. Figure 8b represents the magnitude of the gradient produced by the Kirsch operators (i.e., the edge picture). Figure 8c has both straight lines and circles found by the Hough technique from the edge information of Figure 8b . And Figure 8d demonstrates the connectivities found between rods and disks: The small circles represent joints between a rod and disk. We have known for some years how all these computations can be done in constant time; the high-level matching network is the new result.
A typical model database is given in Figure 9 . The idea is to match the analyzed input to all the models in parallel using a structured connectionist network. The details of the model are the extracted figure with models 3 and 7 (judged quite moderately complex, involving several winner-take-all similar) and models 4, 6. and 15 (judged fairly similar) .
networks and simultaneous comparison of all models. Figure 10 shows a model, labeled by letters, and a possible input image, labeled by numbers. The matching network tries to match simultaneously compatible disks (ones with the same number of rods) and ensure that adjacent disks in the image match adjacent model disks. These mutual constraints are adequate to select the correct model for a wide range of tasks. Figure 11 shows some of the consistency constraints: for example, if the image pair 3-4 matches the model pair B-C, then
The Necker cube, disambiguation.
and Tinker Toy examples are all instances of what are called recognition problems in AI. Several other problems are like this, but many others are not. Can we apply structured connectionist models to other traditional AI issues such as knowledge representation and inference? There is much less research completed along these lines, but some promising starts have been made. The example in Figure 12 should convey the flavor of this work. The standard way to explore the issue of knowledge representation and inference is in terms of programs that can answer questions. There are many AI approaches to the development of question-answering systems, but they all have the same basic requirements: One needs a way to store the knowledge, pose questions, and compute and register the answers. In a connectionist model, all these aspects must be expressed in terms of activity spreading among simple units like those in the previous examples. Winner-take-all answer network FIGURE 12. Interaction between a Knowledge Network and a Routine Figure 12 the possible tastes of foods form a winnertake-all network where each unit inhibits the others so only one answer will be active. The answer network is assumed to be part of a routine that also poses the questions and acts upon the answer. The units that make up the routine are assumed to be activated in sequence from left to right just like a standard program. A question is sent to the knowledge network by activating the appropriate units; this is shown in Figure 12 as links from the hexagonal node to the nodes for [has-taste] and [ham] . The key to the operation of this network is the operation of the triangular-shaped nodes, like [b l] in Figure 12 . A unit shown as a triangle is defined to become active when two of its inputs are simultaneously active. In this case, [ham] and [has-taste] are both on, so [bl] becomes active and activates [salty] . Now the [salty] node in the knowledge network spreads activation to the response [r-salty] back in the routine, and the question is answered. The same network can answer questions like "Name a salty meat" when activated appropriately. The answers returned by such a network will depend on context as people's answers do; contextual bias is again modeled by activation.
In addition, Shastri showed that structured connectionist knowledge representations can handle problems that have proved difficult for logic-based approaches. Suppose we believe that Quakers tend to be pacifists and Republicans are generally not. Given an individual who is both a Quaker and Republican, it is hard to decide how likely that person is to be a pacifist [the recent U.S. president who had these two beliefs was also a marine officer). Shastri's system allows the relative strengths of conflicting beliefs and correlations to be combined according to maximum entropy rules of evidence, and performs quite well. Again, the structured connectionist network provides a natural mechanism for representing the required knowledge and capturing inferences based on partial, uncertain, and conflicting knowledge. Shastri's system was implemented on an earlier but similar version of the simulator [cf. "Specifying and Simulating Networks"). An interesting aspect of the implementation was how the semantic networks were specified. The detailed construction of nodes and links that will yield correct inferences is quite elaborate, and most of Shastri's thesis was concerned with designing and verifying these constructions. But, once this was finished, he was able to build a translator that would take declarative input, like that in Figure 13 Figure 5 , and the rest OF the construction work proceeded. An obvious question that arises in connection with work like Shastri's is how a network like that in Figure 12 could be learned. The neural substrate of memory and learning is one of the great unsolved scientific questions for which we certainly have no definitive answers.
But there are connectionist theories of learning that are compatible with current brain research and computationally feasible [26, 271. They key idea is that, whereas new connections are rare, weight change in
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Algorithms + data structures Relaxation Inference Adaptation Representation Structured connectionist models FIGURE 14. The Merging of Two Approaches to Al connections appears to be common. We also know each unit can have thousands of incoming and outgoing connections. Our hypothesis is that most of these connections are only potentially important and learning involves strengthening the appropriate connections. Suppose, for example, the network of Figure 12 needed to learn that spinach was a salty vegetable. Our model suggests there are uncommitted triangular nodes that are weakly connected to many combinations of objects, properties, and values. In an ideal case, one of them will be linked to [spinach] ,
[has-taste], and [salty], among other things. This unit will get highly activated by the simultaneous activation of three of its neighbors and, by strengthening its active connections, can become dedicated to the new association. This example omits many important issues; the whole learning theory is in a very primitive stage. A theoretical discussion of this learning model can be found in [12] . Experimental research on recruiting concept representations from a pool of uncommitted units is described by Fanty [ll] .
Although it is much too early to be certain, it appears that structured connectionist models could lead to major advances in our ability to automate complex tasks, such as those of AI. The system tools described in the core of this article have proved very useful in our work and are being made available to the research community. Another way to look at these developments is historically. Figure 14 cartoons a merging of two different approaches to AI that have been evolving separately for decades [z] . If we are able to combine the best features of both paradigms and develop appropriate hardware and software, the scientific and practical consequences could be considerable.
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