When A ∈ B(H ) and B ∈ B(K) are given, we denote by M C the operator acting on the infinite dimensional separable Hilbert space H ⊕ K of the form M C = A C 0 B
Introduction
The study of upper triangular operator matrices arises naturally from the following fact: if T is a Hilbert space operator and M is an invariant subspace for T , then T has the following 2 × 2 upper triangular operator matrix representation:
and one way to study operators is to see them as entries of simpler operators. The upper triangular operator matrices have been studied by many authors (see, for example, [2, 4, 5, 8, 9] , etc.). This paper is concerned with the essential approximate point spectra and Weyl spectra of 2 × 2 upper triangular operator matrices. We also study Weyl's theorem and a-Weyl's theorem for 2 × 2 upper triangular operator matrices. Throughout this paper, let H and K be infinite dimensional separable Hilbert spaces, let
B(H, K) denote the set of bounded linear operators from H to K, and abbreviate B(H, H ) to B(H ). If A ∈ B(H ), write N(A) for the null space of A and R(A) for the range of A. For A ∈ B(H ), if R(A) is closed and dim N(A) < ∞, we call A an upper semi-Fredholm operator and if dim H/R(A) < ∞, then A is called a lower semi-Fredholm operator. Let Φ + (H ) (Φ − (H )) denote the set of all upper (lower) semi-Fredholm operators on H . An operator A is called Fredholm if dim N(A) < ∞ and dim H/R(A) < ∞. If A is a semiFredholm operator and let n(A) = dim N(A) and d(A) = dim H/R(A), then we define the index of A by ind(A) = n(A) − d(A). An operator A is called Weyl if it is a Fredholm operator of index zero, and is called Browder if it is Fredholm "of finite ascent and descent." We write α(A) for the ascent of A ∈ B(H ). If A ∈ B(H ), write σ (A)
for the spectrum of A; σ a (A) for the approximate point spectrum of A; π 00 (A) for the isolated points of σ (A) which are eigenvalues of finite multiplicity; π a 00 (A) for the isolated points of σ a (A) which are eigenvalues of finite multiplicity. The essential spectrum σ e (A), the Weyl spectrum σ w (A), the Browder spectrum σ b (A) of A are defined by σ e (A) = {λ ∈ C: A − λI is not Fredholm};
We call σ SF + (A) and σ SF − (A) the upper semi-Fredholm spectrum and the lower semiFredholm spectrum of A, respectively. Let
with ind(A) 0 (ind(A) 0), and for any A ∈ B(H ), let
and let σ ab (A) = {λ ∈ C: A − λI is not an upper semi-Fredholm operator with finite ascent}. It is well known that σ ea (A) is called the essential approximate point spectrum of A and σ ab (A) the Browder essential approximate point spectrum of A.
If G is a compact subset of C, we write iso G for the isolated points of G. For A ∈ B(H ), let A * denote the conjugate of A. When A ∈ B(H ) and B ∈ B(K) are given, we denote by M C an operator acting on H ⊕ K of the form
where C ∈ B(K, H ). [2] and [4] give a necessary and sufficient condition for which M C is invertible for some C ∈ B(K, H ) and characterize the spectrum of M C . In Section 2 of this paper, we characterize the essential approximate point spectrum and Weyl spectrum of M C . In Section 3, we explore how Weyl's theorem, Browder's theorem, a-Weyl's theorem, and a-Browder's theorem, survive for M C . Weyl's theorem for 2 × 2 upper triangular operator matrices M C was studied in [9] . We have examples to show that our result is cooperative with the main theorem in [9] .
Essential approximate point spectra for operator matrices
If A ∈ B(H ) and A = 0, the reduced minimum modulus of A is defined by [1] 
Thus r(A) > 0 if and only if A has closed nonzero range [1] . In this section, our main result is:
Proof. We first claim that if A ∈ Φ + (H ) and R(B) are closed, then
To show this, suppose n(B) < ∞ and n(A)
There are two cases to consider.
Case 1. Suppose d(B) = ∞.
Since N(B) and R(A) ⊥ are separable, there exists a linear operator T with domain N(B) and range R(A) ⊥ such that T y = y for every y ∈ N(B). Define an operator
Then we claim that 
, so that Au n + Cv n → u 0 and Bv n → v 0 . Write v n = α n + β n , where α n ∈ N(B) and β n ∈ N(B) ⊥ . We claim that {β n } is a Cauchy sequence. Indeed, since Bv n = Bβ n → v 0 and R(B) is closed, it follows that there exists y 1 ∈ N(B) ⊥ such that Bv n = Bβ n → By 1 = v 0 and hence B(β n − y 1 ) → 0. Since β n − y 1 ∈ N(B) ⊥ and r(B) > 0, we get that β n − y 1 → 0. Then {β n } is a Cauchy sequence. Also since {Au n + Cv n } is Cauchy sequence and Cv n ∈ R(A) ⊥ , we know that {Au n } and {Cv n } are all Cauchy sequences. By the definition of C, Cv n = C(α n + β n ) = T α n , and hence {α n } is Cauchy sequence because T is isometric. Thus {v n } is Cauchy sequence. Let v n → y 0 and Au n → Ax 0 , so that u 0 = Ax 0 + Cy 0 and v 0 = By 0 . It means that
Case 2. Suppose that d(B) < ∞.
We claim that dim N(B) ⊥ = dim R(B * ) = ∞. To see this, if dim R(B * ) < ∞, then B * is compact and hence 0 ∈ σ SF + (B * ). It is in contradiction to the fact that B * ∈ Φ + (K). Suppose n(A) = N and let {e 1 , e 2 , . . . , e N } be an orthonormal set in N(B) ⊥ and let
. 
, so that Au n + Cv n → u 0 and Bv n → v 0 . Thus {Au n } and {Cv n } are Cauchy sequences. Suppose that v n = α n + β n , where α n ∈ N(B) + M and β n ∈ (N (B) + M) ⊥ . By the definition of C, Cv n = J α n , and hence {α n } is Cauchy sequence. Since Bβ n = Bv n − Bα n , it follows that {Bβ n } is a Cauchy sequence. Since (N (B) + M) ⊥ ⊆ N(B) ⊥ and R(B) is closed, we can see that {β n } is a Cauchy sequence. Therefore {v n } is Cauchy sequence. Suppose v n → y 0 and Au n → Ax 0 , so that u 0 = Ax 0 + Cy 0 and v 0 = By 0 , which means that
Hence R(M C ) is closed. We also can prove that d(M C ) = N . To see this, we need to prove
be an orthonormal set. Then A * x n = 0 and hence
Observe that J * is injective, so that k N and hence
To the contrary, we suppose that d(A) < ∞. There are two cases to consider. 
Then we claim that
. Then Au n + Cv n → u 0 and Bv n → v 0 . Thus {Au n } and {Cv n } are Cauchy sequences. It follows that {v n } is a Cauchy sequence. Let v n → y 0 and Au n → Ax 0 . Then 
We claim that there exists ε 0 > 0 and a subsequence {y n k } of {y n } for which
Assume to the contrary that dist(R(A), Cy n ) → 0 as n → ∞. Thus there exists a sequence {x n } in H such that dist(Ax n , Cy n ) → 0. Since n(M C ) < ∞ and x n y n is linear independent, without loss of generality, we suppose that x n y n is not in N(M C ). For each n ∈ N, we can prove that
To see this, observe that
which proves (2.3). Then
it is in contradiction to (2.1). This proves (2.2). There is no loss in simplifying the notation and assuming that dist R(A), Cy n ε 0 for all n ∈ N. 
Proof. We only need to prove that σ ea Similar to the proof of Theorem 2.1, we have that:
(K, H ) if and only if B ∈ Φ − (K) and d(A) < ∞ and d(A) + d(B) n(A) + n(B) or d(A) = n(B) = ∞, if R(A) is closed, n(B) = ∞, if R(A) is not closed.
From the proof of Theorem 2.1, we find that:
is Weyl for some C ∈ B(K, H ) if and only if A ∈ Φ + (H ), B ∈ Φ − (K) and one of the cases exists: (a) d(A) < ∞, n(B) < ∞, and n(A) + n(B)
The following corollary is immediate from Theorems 2.1 and 2.3.
Corollary 2.5. For a given pair (A, B) of operators, we have
C∈B(K,H ) σ ea (M C ) = σ SF + (A) ∪ λ ∈ C: R(B − λI ) is not closed and d(A − λI ) < ∞ ∪ λ ∈ C: R(B − λI ) is closed, n(B − λI ) = ∞ and d(A − λI ) < ∞ or d(A − λI ) + d(B − λI ) < n(A − λI ) + n(B − λI ) and C∈B(K,H ) σ SF + − (M C ) = σ SF − (B) ∪ λ ∈ C: R(A − λI ) is not closed and n(B − λI ) < ∞ ∪ λ ∈ C: R(A − λI ) is closed, d(A − λI ) = ∞ and n(B − λI ) < ∞ or n(A − λI ) + n(B − λI ) < d(A − λI ) + d(B − λI ) .
Weyl's theorem for 2 × 2 operator matrices
H. Weyl [12] examined the spectra of all compact perturbation A + K of a hermitian operator A and discovered that λ ∈ σ (A + K) for every compact operator K if and only if λ is not an isolated eigenvalue of finite multiplicity in σ (A). Today this result is known as Weyl's theorem. Similar to the Weyl's theorem, there is a-Weyl's theorem [3, 10] .
It is well known that Weyl's theorem holds for A ∈ B(H ) if
and Browder's theorem holds for A [6] if
Clearly, Weyl's theorem implies Browder's theorem. Similarly, we say that a-Weyl's theorem holds for A if there is equality
(A) and that a-Browder's theorem holds for A if there is equality σ ea (A) = σ ab (A).
It is known [3, 10] 
Now we get that
, and hence M C has finite ascent. 2 
