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CHAPTER 1: GENERAL INTRODUCTION 
Introduction 
The binding of RNA polymerase II to the genome during transcription initiation is a complex 
process that dictates most of eukaryotic gene regulation and expression. This vital binding 
event is initiated and mediated by a variety of complex mechanisms which regulate in both 
cis- and trans- fashions. These mechanisms are controlled by sites on the genome, both 
proximal and distal to the site of RNA polymerase II binding, which are broadly termed as 
the promoter region of that gene.  
The promoter region in eukaryotic genomes is divided into three regions, namely, (1) the 
core promoter region that is conventionally located -35 to +35 relative to the Transcription 
Start Site (TSS) (2) the proximal promoter region which contains regulatory elements located 
immediately upstream of the core promoter; and (3) the distal promoter which contains 
distant regulatory elements several thousand base pairs upstream of the TSS. Each of these 
regions contains various elements and factors that regulate transcription by a variety of 
mechanisms.  
The detailed study of these cis-regulatory factors and their mechanisms is vital in deciphering 
modes of gene expression and regulation. In the past, various experimental techniques have 
been invented and applied to understand these regions better. With the availability of 
increasing amounts of data in public repositories, comprehensive and accurate computational 
approaches are essential to derive actionable knowledge from these gigantic data sets.  
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Transcription is highly complex and regulated at many levels 
The control of transcription has been found to be dispersed across various levels of genomic 
organization. On a lower level of organization, the process of transcription initiation is 
affected by the binding of Transcription Factor (TF) proteins to TF binding sites (TFBS) on 
the genome. At this level, motifs in the genomic sequence that have a positional bias with 
respect to the TSS also come into play. These signals are present in the core promoter region 
and are thought to determine the specific site of transcription initiation [1-3] . At the next 
level of organization, the normalized CG-content of the genomic sequence determines the 
mode of gene regulation. This content also determines the TFBS landscape and the presence 
or absence of tissue-specific TFs [4]. At a higher level of organization, histone modifications 
control the portions of the genome that are open and available for the binding of TFs and the 
RNA Polymerase II complex. Genomic DNA is wrapped around histone proteins and both 
the amount and strength of associations of these histone proteins to the genome influence the 
availability of the genome for transcription processes. Chemical modifications of these 
histones can also affect their coupling with DNA and other proteins (Figure 1) 
In higher level organisms, the functions of cells at any given time are determined by the set 
of genes that are expressed, which is in turn based on the cell and tissue type. The effects and 
timings of all the different transcription control factors, at various levels of genomic 
organization, result in the transcription of a specific set of genes which then leads to a 
specific set of functions. In order to decipher the source of these cell functions, it is critical to 
design and implement accurate studies which can account for and model this high complexity 
in transcription. 
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Transcription is pervasive 
The classical paradigm that transcription is invariant between different genes in different 
locations has been debunked in recent times by the large scale sequencing of 5’ end of RNA 
species [5]. Transcription initiation is no longer considered to be as simple as a single TSS 
for a single gene throughout the genome. Recent studies have concluded that a majority of 
the genome is transcribed and for a few genomes, the number of mRNA transcripts is at least 
one order of magnitude larger than the total number of estimated genes [6].  
There has also been an explosion of un-annotated non-coding transcription data with the 
discovery of transcripts without coding sequences that cannot be associated with any 
functional annotations. These results led to the notion of ‘pervasive’ transcription in 
eukaryotes where transcripts are not limited to functional features such as genes [7]. These 
results also support the notion that a higher level eukaryote might have an interleaved model 
of transcription instead of a simplistic linear model as previously thought. With the advent of 
high throughput sequencing technologies, the need of the hour are further studies that 
potentially lead to prediction and functional annotation of these large transcriptomes. 
Promoter regions have different architectures that are associated with different modes 
of gene regulation 
Studies using 5’RLM-RACE transcripts in Drosophila and CAGE tags in Human and mouse 
genomes showed that promoters can be characterized by a broad region of distributed TSS or 
by a single TSS that indicates a discrete promoter [3, 8, 9]. These descriptions of promoter 
“classes” are also consistent with similar findings from the analysis of cap-trapped and non-
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cap trapped 5’-Expressed Sequence Tags (ESTs)[8]. Both “broad” and “peaked” promoter 
classes have different enrichment of core promoter motifs, and are associated with different 
spatial patterns of activation [3, 8]. The “peaked” or “sharp” class of promoters often 
associates to tissue-specific promoters with TATA boxes, and the “broad” class is associated 
with a higher representation of CpG islands, while being active in multiple tissues [3] 
An interesting study in Drosophila melanogaster which identified and characterized 
promoters using CAGE, RACE and EST datasets studied these promoter classes in detail 
[10]. The authors then developed an entropy-based score to show that TSS distributions form 
a complex continuum of promoter shapes, and that this score can delineate promoter classes 
(Figure 2). Such studies on genome-wide promoter architecture utilizing TSS distributions to 
classify promoters are absent from non-mammalian eukaryotic kingdoms. Studying gene 
families and clusters of orthologous genes with a promoter architecture-based perspective 
will develop our understanding of gene regulation across eukaryotes, as well as substantially 
increase the level of annotation in these species. 
Characteristic features of the promoter region can be used to design computational 
prediction approaches 
In addition to the various motif signals, promoter regions have been known to have distinct 
structural properties that are different from other regions of the genome. This difference has 
been associated with protein-DNA interactions and communications between signals at distal 
promoters. Characteristic structural features of the DNA such as AT/GC Skew, bendability, 
flexibility, free energy, curvature, twist, base stacking, nucleosome positioning etc., have 
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been found to show discernible patterns near the promoter regions and TSS [11-17]. 
Although they are sequence-dependent, these structural features model long-range 
interactions, and are found to be conserved across species [13, 15-17]. A set of pre-
configured scoring matrices have been created to model these structural properties, as 
reviewed in Florquin et al. [12]  
By studying these features and by modeling their patterns, computational prediction 
approaches (Figure 3) can be designed to predict regulatory regions across genomes. 
Previous studies have used these structural features to delineate promoter regions in 
eukaryotes with varying degrees of success [15, 16, 18]. 
Machine learning approaches are powerful and can derive useful knowledge from large 
biological datasets 
Machine learning, a branch of artificial intelligence, is a scientific discipline concerned with 
the design and development of algorithms that allow computers to evolve behaviors based on 
empirical data. Machine learning approaches have been used in molecular biology mainly 
because of their proven strength in handling large amounts of noisy data that do not have any 
readily obvious underlying theory. The strength of machine learning comes from getting 
information from all characteristics of the data at hand and using these to model complex 
relationships. Machine learning methods for classification problems work by training on two 
or more labeled classes of the data that are different from each other on the basis of certain 
rules or features. Once trained, these methods are then validated, usually repeatedly, over a 
unique testing dataset and the performance is measured by certain user-defined metrics. 
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The Waikato Environment for Knowledge Analysis or WEKA is a popular data mining 
workbench implementing many complex machine learning techniques [19]. This system 
provides a working environment to run state-of-the-art machine learning algorithms that have 
been previously used to perform TSS and promoter predictions in Bacteria and Human 
genomes [20, 21]. 
Promoter prediction programs for plant genomes 
Complex machine learning-based Promoter Prediction Programs (PPPs) have been 
previously shown to be very powerful to elucidate cis-regulatory regions from large 
genomes. However, the application of robust machine learning methods is skewed in both 
quality and quantity towards higher eukaryotes such as mammals, as compared to plants and 
other eukaryota.  
PPPs such as McPromoter [18], CoreBoost [22] and Eponine [23] have been proven to be 
capable of modeling the transcriptional complexity and predicting promoter motifs in 
Drosophila, Mouse and Human genomes respectively. The limitation of these mammal-
specific PPPs is their reliance on species-specific features and on a limited number of 
sequence motifs. In turn, nucleotide sequence-based PPPs for plants exclusively utilize 
repositories of Transcription Factor Binding Sites (TFBSs) and cis-regulatory elements 
derived from individual study reports in the absence of any other generic features, such as 
PLACE, Osiris and AGRIS [24-26]. Other PPPs exclusively search for over-represented 
motifs in promoters to derive predictions [27-29], which is an inadequate approach for 
predicting the complex regulatory landscape of any genome. 
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With an increasing number of plant genomes being sequenced, the needs of the hour are 
accurate computational approaches that annotate and analyze their promoter regions. By 
combining structural features that perform well in plants [15, 16] along with machine 
learning approaches that perform well in complex mammal genomes [18, 22, 23], one can 
design powerful tools for computational promoter prediction in plant species (Figure 3). 
Comprehensive and accurate data sets are publically available to study gene regulation 
and transcription initiation 
With the advent of next generation sequencing (NGS) methodologies and by combining them 
with 5’ cap-trapping methods, whole genome datasets of transcriptional regions have been 
created for mammalian genomes. These are publically available from resources such as the 
ENCODE [30] and FANTOM projects [31]. These resources have been utilized to derive and 
support biological hypotheses regarding the transcriptional landscape of genomes of 
individual species [3, 6, 8, 10]. These studies have proven that public repositories are 
comprehensive and accurate enough to decipher complex regulatory region architectures or 
distributions. 
Relative to mammalian genomes, most plants have resources that are as yet expanding from 
low-resolution datasets such as Expressed Sequence Tags (ESTs) and complementary DNA 
(cDNA) which may or may not be full-length. A majority of plants, with the exception of the 
model species and species of commercial interest, have limited high-resolution NGS-based 
datasets. Fortunately, one can apply quality-control criterion on these datasets prior to 
parsing them with spliced alignment software such as GeneSeqer [32] and Genome Threader 
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[33] to map and study the regulatory regions of interest. A sample workflow that utilizes such 
a methodology is detailed in Figure 3. Several comprehensive public repositories exist for 
plant transcript datasets such as PlantGDB [34], TAIR [35], Phytozome [36] and GenBank 
[37]. 
Public resources have been previously mined to support hypotheses regarding promoter 
architecture in only single eukaryotic species, with specific emphasis on a few mammalian 
and fly genomes. Such studies have been performed in a very limited fashion with respect to 
plant genomes. This has, in turn, led to a gap in knowledge about the mechanisms and 
architecture of regulatory region across diverse eukaryotic kingdoms. In addition, the 
availability of computational tools which are capable of performing such eukaryota-wide 
studies is limited if not non-existent. Designing such novel frameworks will lead to an 
unprecedented means to quantify the various similarities and differences in the complex 
regulatory landscapes across a plethora of eukaryotic species. 
Full length nucleotide sequences are being rapidly generated for an expanding number of 
relatively less-studied species. There is an urgent need for robust approaches that can 
annotate and analyze the regulatory regions of these sequences. These tools by themselves or 
as part of larger, whole-genome frameworks will significantly contribute towards adding to 
our knowledge on genomes and their intricate regulation. 
Thesis organization 
This thesis is organized into four chapters which are as follows: A General introduction 
(Chapter 1), two research papers (Chapters 2 and 3) and a General conclusion (Chapter 5). 
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The General introduction chapter introduces and explains the complex mechanisms that 
underlie transcription and gene regulation. This chapter then briefly reviews the state of 
computational and experimental approaches developed for gene regulation studies, and what 
are the gaps that need to be addressed. Chapter 2 is a research paper that outlines a novel 
computational method that was developed for addressing the problem of core promoter 
region prediction for plant genomes. Chapter 3 is a research paper that describes a unique, 
robust method that utilizes publically available datasets to predict the higher-level 
architecture of promoter regions in multiple eukaryotic genomes. Finally, Chapter 4 
summarizes the contributions from this thesis and suggests several directions for future 
research. 
The authors of Chapter 2: “Predicting core promoter regions using DNA-based structural 
properties” provided the following contributions. Krishnakumar Sridharan conceived the 
project, designed and implemented the studies, analysed the data and wrote the manuscript. 
Yasser El-Manzalawy contributed with suggestions on design and interpretation of results 
from machine learning trials. Volker P. Brendel supervised the project, and provided design 
and feature suggestions. All authors contributed in editing the manuscript. 
The authors of Chapter 3: “TSRchitect: A tool to identify promoters from large-scale 
transcription start site (TSS) data” contributed as follows. Krishnakumar Sridharan and R. 
Taylor Raborn contributed equally in designing and implementing the studies, and in writing 
the manuscript. Daniel S. Standage provided computational support in assembling and 
implementing the tool. John M. Logsdon Jr. provided suggestions on design of the study and 
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the manuscript. Volker P. Brendel provided advisory support and critical suggestions on 
design. All authors contributed towards editing the manuscript. 
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Figures 
Figure 1: Complexity of transcriptional regulation 
 
Figure 1: Complexity of transcriptional regulation: Transcription is regulated at many levels (A) 
At this level, DNA is wound around nucleosomes. For transcription, the DNA needs to be unwound 
and available for regulatory factors and the PolII complex to bind around the Transcription Start Site 
(TSS). This winding and unwinding of the DNA is controlled by histone modifications (H3K27Ac, 
H3K4me1 and H3K4me3, not shown here). (B) The open chromatin DNA is the site for many 
upstream and downstream Transcription Factor Binding Site (TFBS) motifs where Transcription 
factors bind the components of the Pre-Initiation Complex (PIC). CpG islands and distal upstream 
enhancers also control transcription regulation. (C) At the most proximal level, the core promoter 
region around the TSS contains various motifs which act as signals for the PIC to begin transcription. 
Image created using information from Valen and Sandelin 2011 [38]. 
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Figure 2: Promoter architecture affects mode of regulation 
 
Figure 2: Promoter architecture affects mode of regulation: Promoter architecture, as defined here 
by the mapping of TSS information to the genome, is associated with the mode of regulation. Two 
main classes of promoters, namely “broad” and “peaked”, are found to be associated with 
constitutively expressed and regulated genes respectively. Quantifiable metrics (such as Shape Index) 
can also be derived from the TSS-based distribution and used to indicate one of these two major 
promoter classes. The work shown here summarizes the observations from Drosophila melanogaster 
by Hoskins et al. 2011 [10]. 
Figure 3: Workflow using spliced alignment to annotate promoters 
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Figure 3: Workflow using spliced alignment to annotate promoters: With the broad availability 
of low-resolution datasets such as ESTs and cDNAs for plant genomes, one can utilize spliced 
alignments and machine learning to identify promoter regions. The transcript datasets and the 
nucleotide sequences can be input into spliced alignment software such as GeneSeqer [32]. The 
spliced alignment output can be parsed to obtain genomic regions with a high number of transcripts 
aligned to them.  This data can be used to train a machine learning model which exploits the 
difference in the patterns of genomic features in this positive dataset versus a promoter-lacking, 
negative dataset. The trained model can be used to identify promoter regions from nucleotide 
sequences of interest. 
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Abstract 
Background 
Predicting the regulatory regions of genomes is essential for studies on gene expression and 
cell development, while also contributing to existing gene annotations. The problem of 
promoter region prediction has been well-addressed using various in silico approaches in 
mammals. The corresponding approaches for plants have either been limited to a very few 
well-studied species, or have used over-simplistic methods that may not model 
transcriptional complexity adequately. With the rapid rate at which plant genomes are being 
made available, an approach to accurately annotate regulatory regions is urgently needed.  
Results 
We present our novel machine-learning based Promoter Prediction Extractor (ProPEr) tool 
which utilizes DNA-based structural properties to predict promoter regions. We first explain 
how the classifier is trained using a novel and robust methodology based on spliced 
alignment.  We then detail the generic structural features used and their universality which 
prevents biases towards or against any plant genome. Finally, we evaluated the performance 
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of this approach in predicting promoters on the model plant genomes, Arabidopsis thaliana 
and Oryza sativa. 
Conclusion 
The framework that we have implemented as ProPEr is among the few promoter prediction 
programs that have been developed and tested exclusively with plant genomes. This tool by 
itself or as part of an annotation package will contribute to regulatory region annotation for 
newly sequenced plant genomes using only the nucleotide sequence. The capabilities of our 
approach can be potentially extended to promoter prediction in other kingdoms since it 
utilizes DNA-based structural features that have been shown to be generic for this problem. 
Background 
The binding of RNA Polymerase II to initiate transcription is a defining event in the 
expression and regulation of genes in eukaryotes. This complex event involves various cis– 
regulatory elements which are controlled by sequence motifs present in the promoter region 
of a gene.  Ascertaining the location of the promoter region is of paramount importance in 
the study of gene regulatory networks and gene expression patterns.  
The eukaryotic promoter region is conventionally divided into three parts: (1) the core-
promoter, about 100 bp long, centered around the Transcription Start Sites (TSSs), which 
contains the binding sites for RNA polymerase II (Pol II) and general transcription factors; 
(2) the proximal promoter, a few hundred base pairs long, which contains regulatory 
elements located immediately upstream of the core promoter; and (3) the distal promoter, 
several thousands of base pairs long, which contains distant regulatory elements. Promoter 
regions exert immediate and strong control over the initiation of transcription and have been 
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found to possess localized, detectable and distinctive features as compared to the rest of the 
genome [1-3]. These features, present in the genome, can thus be used to predict promoter 
regions. 
The prediction of promoter regions has been a reasonably addressed problem in literature, 
and techniques for this problem have come a long way from the initial Primer extension 
study experiments [4, 5]. Various high-throughput methods have been brought to bear for 
predicting promoter regions, some of these have enjoyed great success such as 5’-end Serial 
analysis and Cap analysis of gene expression (SAGE, CAGE), Paired-End Analysis of TSSs 
(PEAT), Whole Transcriptome Shotgun Sequencing (RNA-Seq), and RNA Ligase Mediated 
Rapid Amplification of cDNA Ends (RLM-RACE) [6-8]. A variety of computational methods 
have also been used to address this problem in mammals and Drosophila using machine-
learning (e.g. Support Vector Machines) and probabilistic approaches (e.g. Hidden Markov 
Models) [5, 9, 10]. 
Although this problem has been addressed for most mammalian model organisms, there is 
still an absence of such comprehensive, robust and good quality solutions for a large number 
of plant species [2, 11]. The application of the high-throughput methods mentioned above 
has been relatively limited in plant species which lack high quality annotations unlike 
mammals. Moreover, robust predictions have been hindered by the lack of definitive full-
length cDNA information in many situations, such as for novel genes and genes expressed at 
low levels. Therefore an urgent need exists for comprehensive computational methods that 
can predict regulatory regions accurately in plant genomic sequences. 
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Large-scale sequencing and annotation of various eukaryotic genomes has created a vast 
amount of data that is publicly available. Although detailed computational methods for gene 
prediction have been designed, implemented, and tested on newly available genomes, the 
problem of promoter prediction has been relatively less addressed in these novel genomes. 
Precise and accurate annotations of the regulatory regions can help in studying and 
modifying gene expression in detail. 
Promoter regions have been known to have structural properties different from other regions 
of the genome [2, 11]. This difference has been found to be the cause of protein-DNA 
interactions and communications between controlling elements at distal promoters. 
Characteristic structural features of the DNA such as AT/GC Skew, bendability, flexibility, 
free energy, curvature, twist, base stacking, nucleosome positioning etc., have been found to 
show discernible patterns at the TSSs and promoters as compared to non-promoter sequences 
[1-3, 11-14]. Although they are sequence-dependent, these structural features model long-
range interactions and are found to be conserved across species [2, 11, 13, 14]. Hence, a 
computational prediction approach that uses the information from these structural features is 
more likely to be capable of predicting regulatory regions across genomes. 
Several sophisticated Promoter Prediction Programs (PPPs) based on some state-of-the-art 
machine learning algorithms or probabilistic models have been proposed [5, 9, 10]. However, 
the vast majority of these programs focus on well-studied and annotated genomes of humans 
and other related species, like ARTS, Eponine and ProSOM [10, 14, 15]. These programs are 
trained on transcript data from one species and utilize genome-specific non-universal motifs. 
A number of sequence-based PPPs have been proposed for predicting promoter regions but 
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they exclusively utilize repositories of Transcription Factor Binding Sites (TFBSs) and cis-
regulatory elements derived from individual study reports in the absence of other features, 
such as PLACE, Osiris and AGRIS [16-18]. Other PPPs search for over-represented k-mers 
in promoters to derive their predictions [19-21]. Some existing PPPs are subject to limitations 
such as giving non-obvious outputs, or utilizing vertebrate CpG island information which is 
not extendable to plant species [11]. 
Relative to these developments in other eukaryotic kingdoms, the state-of-art in plant 
promoter prediction is limited. To the best of our knowledge, only two software, EP3 [2] and 
PromPredict [11, 22], are available for prediction of promoter regions in plants. EP3 was 
designed to generalize promoter prediction across kingdoms and perform best in most 
species. PromPredict was originally designed for microbial genomes and recently extended 
only to Arabidopsis and Rice genomes. Although both EP3 and PromPredict have been able 
to perform well on limited model plant species, they do not utilize the more complex 
approaches that have been proven to model transcriptional complexity in higher species such 
as humans. Machine-learning-based PPPs, which involve prior training on sequences, such as 
McPromoter[9], CoreBoost [5] and Eponine [10] are able to model the transcriptional 
complexity and predict promoter motifs in higher organisms such as Drosophila, Mouse and 
Human. The limitation of these PPPs is their reliance on either features that have not been 
proven to be universal, or on a limited number of sequence motifs. Obtaining the training 
data for these machine-learning PPPs is also cited as a problem and a possible limiting factor. 
By combining structural features that perform well in plant genomes [2, 11] along with 
machine-learning approaches that perform well in complex mammalian genomes [5, 9, 10], 
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we propose a novel approach for promoter region prediction in plant genomes. Additionally, 
we propose a novel approach to train a machine learning classifier using spliced alignment of 
ESTs and demonstrate that this training method is not a limiting factor of our tool. Finally, 
we apply our ProPEr tool to model plant genomes and show good performance in predicting 
cis-regulatory regions. 
Results and discussion 
Creating a good-quality training dataset of promoter-containing and promoter-lacking 
sequences 
High-quality datasets of promoter-containing (positive) and promoter-lacking (negative) 
sequences are needed to train machine-learning algorithms. The absence of comprehensive 
and high quality promoter region annotations, such as Cap Analysis of Gene Expression 
(CAGE) tags, for most plant species creates a dearth of data to train a predictor that can learn 
the patterns associated with known promoters. EST datasets on the other hand are easily 
available for all plant species. Quality–controlled alignments of EST sequences to the 
genome have been also used to decipher the approximate location of promoters previously in 
mammals[23]. In our experiments, we utilized the available plant EST datasets in the 
PlantGDB resource[24] and aligned them to various genomes by spliced alignment to 
identify possible promoter-containing regions. The GeneSeqer[25] tool specializes in using 
heterogeneous ESTs to produce spliced alignments, which have been used to derive 
consensus gene structures. The alignment output from GeneSeqer was provided as the input 
to EST2TSS, a simple script that we have designed. The basic principle behind EST2TSS is 
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that any genomic position, to which a considerable number of 5’-EST ends can be aligned 
satisfactorily, represents an approximate promoter region. An illustration of the inner 
workings of EST2TSS and GeneSeqer to identify promoter regions is provided (Figure 1). 
Due to the strict quality measures incorporated on spliced alignments by EST2TSS the output 
is expected to be of good quality (see Methods). 
EST2TSS was used to derive positive sequence datasets as regions with high number of 5’-
EST ends aligned to them. The negative sequence dataset is derived from the genomic region 
to which no 5’-EST ends are aligned (Methods, Additional file 1). The variety of genic, 
intergenic and intronic regions that these negative sequences are derived from, adds to the 
robustness of our classification approach. By learning the distinct patterns associated with 
positive sequences and their differences from patterns in negative sequences, our prediction 
algorithm is able to predict promoter regions with good accuracy in genomes with no prior 
information. 
Constructing feature profiles representing DNA structural properties 
During the process of transcription, RNA polymerase II recognizes and utilizes certain 
properties of the DNA in the promoter region adjacent to the TSS [2, 11, 26]. Our approach 
attempts to model and computationally replicate this distinguishable set of features so as to 
predict the promoter region (Table 1, Additional file 3). These structural features are 
modeled using conversion tables that were produced as a result of biochemical experiments 
on oligo-nucleotide strands (see review [12]). Also, these features have been proven to be 
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largely independent based on the analysis of correlations between different properties [27, 
28], and have been used to cluster promoters from distinct gene sets [12]. 
The features we modeled include mono-, di- and tri-nucleotide based features such as 
hydrogen bond signatures involved in protein-DNA recognition[29], nucleosome preference, 
GC content, DNA Bendability, Flexibility, Stability, Twist, and Deformability measures [32-
47]. Among these, the mono-nucleotide based hydrogen bond signature features and the tri-
nucleotide based nucleosome-preference features have been seldom used in the plant 
promoter prediction problem. In addition to these structural features, the sequences were also 
searched for core promoter motifs [30] and Transcription Factor Binding Site (TFBS) motifs 
from the TRANSFAC [31] resource. This added another set of motif-based features which 
were used to refine the predictions, and hence are a potential improvement over approaches 
that use motifs alone.  
The positive sequences that were obtained by aligning 5’-EST ends to the genome were input 
into the DnaFVP package [32] which calculated these structural properties from nucleotide 
sequences. This package then output a numerical feature profile of the sequences which was 
provided as input to train the machine-learning approach so as to identify patterns associated 
with promoter regions (for example, see Additional file 2). To gauge the utility and 
distinctiveness of these structural properties between promoter-containing and promoter-
lacking sequences, we calculated structural properties from 400bp long sequences and 
visualized their trends (Figure 2). A clear differentiating trend was observed for most features 
between these two sequence sets. Previous studies have used a time and memory intensive 
approach of looking at a much larger sequence region for features that give the best 
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performance [2, 11]. In comparison, we have modeled and used the feature differences 
between promoter-containing and promoter-lacking sequences within a much smaller 
genomic region for our predictions.  
Choosing the best classifier and training data set 
We compared multiple machine-learning based methods, implemented in the Waikato 
Environment for Knowledge Analysis (WEKA)[33] platform, based on their performance in 
predicting  promoter regions. Naïve Bayes [34] is a simple probabilistic classifier that is 
based on the application of the Bayes theorem, which assumes complete independence 
between every pair of features. Random Forest [35] is an ensemble classifier that utilizes 
multiple decision trees to classify data. It is a popular method in computational biology due 
to its proven ability to handle complex data structures with many input variables. Support 
Vector Machines (SVM) [36] are a set of related supervised machine-learning methods; they 
are complex and require high amounts of computational time and resources. An SVM with a 
Radial Bias Function kernel (SVM-RBF) has been previously used to predict the TSSs  in 
smaller bacterial genomes with good accuracy [37].  
For our performance comparison, we obtained promoter-containing and promoter-lacking 
sequence instances using EST2TSS from chromosomes 1 and 5 of the model dicot plant 
species, Arabidopsis thaliana. Then we created a balanced dataset of three different sizes 
containing randomly selected instances after redundancy reduction using the lowest identity 
threshold (80%) in the CD-HIT-EST program from the CD-HIT[38] software suite. We 
applied the three machine-learning methods mentioned above to each of the datasets in turn 
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and compared the performances using 3-fold cross-validation test so as to decide on a best 
classifier and training dataset. The performance measures that we used in this comparison 
were WEKA’s default definitions for Positive Predictive Value (PPV), Sensitivity and area 
under the Receiver Operating Characteristic curve (AUC) (See Methods). Based on the AUC 
and PPV measurements, the best classifiers were SVM-RBF and Random Forest (Table 2, 
Figure 3). We noticed that the increase in the performance of the Naïve Bayes and Random 
Forest approaches was not strongly associated with the increase in the size of dataset. The 
SVM-RBF approach on the other hand showed a modest performance increase as the size of 
the dataset was increased by 3,000 instances at a time. This led us to believe that finding an 
optimal dataset size to get maximal performance from the SVM-RBF approach would be 
non-obvious for our problem. In addition, the SVM-RBF approach that we applied to our 
problem with our large feature set took the highest amount of computational time among the 
approaches we used. In light of these findings, along with the proven performance of 
Random Forest methods in problems with high-dimensional feature space and with complex 
data structures, we chose the Random Forest model with 100 trees (RF_100) trained on 9,000 
instances as our promoter predictor. 
Checking for performance bias between monocot and dicot genomes 
We checked our approach for any performance biases between monocot and dicot plant 
genomes by applying it on sequences from species belonging to each of these two major 
groups of flowering pants. We applied the cross–validation procedure described in the 
Methods section on chromosomes 11 and 12 from the model monocot plant species, Oryza 
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sativa. The performance values obtained from this trial were comparable and very similar to 
the values obtained from the cross-validation Arabidopsis trial described above (Table 3).  
Since this was a trial on a balanced dataset with equal number of labeled positive and 
negative instances, we applied the classifier trained on the dicot Arabidopsis thaliana 
(chromosomes 1 and 5) on a single monocot Oryza sativa chromosome. We also applied the 
classifier trained on the monocot Oryza sativa (chromosomes 11 and 12) on a single dicot 
Arabidopsis thaliana chromosome. Performance values for this trail were derived using the 
definitions described in the Methods section (Figure 4) after dividing the annotated genes 
into protein-coding genes with UTR information (UTR genes) and all other genes (Other 
genes).This is an unbalanced dataset and interestingly, the performance values between the 
two classifiers were highly similar (Table 4). Thus there is no discernible bias towards or 
against monocot or dicot plant genomes and the classifier can be trained on any plant species. 
In light of these findings, we retained the cross-validated model trained on the Arabidopsis 
thaliana dataset as our promoter predictor. 
Performance on plant genomes 
We applied our approach, which is implemented as the Promoter Prediction Extractor 
(ProPEr) tool, to the model dicot plant species Arabidopsis thaliana and the model monocot 
plant species Oryza sativa. The ProPEr tool predicts regions of the genome that satisfy 
certain thresholds as promoter regions. These thresholds consist of a probability score that is 
assigned by the classifier to each prediction based on the 21 structural properties of the DNA 
which the classifier is trained to search for (Table 1, Additional file 3). An additional score is 
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based on checking for a certain number of core promoter and TFBS motifs in the upstream 
and downstream region with respect to a prediction.  
The prediction performance on the Arabidopsis thaliana and Oryza sativa genomes is 
presented in Table 5. Since our predictor is trained on randomly selected instances from 
Arabidopsis chromosomes 1 and 5, we applied our approach to predict cis-regulatory regions 
for the other three Arabidopsis chromosomes 2, 3 and 4 so as to prevent artificial inflation of 
performance values. The performance is represented using Precision, Recall and F-measure 
values which are calculated as shown in Figure 4 (see detailed definitions of performance 
values in Methods section). The region -500 to +500bp with respect to the annotated start of 
a gene is considered as the True Positive region for determining True Positive predictions 
(TPPred) as this covers the upstream region as well as most 5’-UTRs. The predictions that fall 
within the gene but away from the True Positive region are labeled as False Positive 
predictions (FPPred) [11]. It is possible that some of these labeled False Positives are 
indicative of potentially real regulatory elements. We labeled all other predictions not falling 
within these two categories as Intergenic Predictions (IPPred) instead of ignoring them 
completely as recommended in previous works [11, 39]. Similar to previous work though, 
these IPPred are not included in calculating the performance values as it is non-obvious if 
these predictions are artifacts of our method or actual signals that have not been documented. 
In order to answer this concern to an extent, we labeled any IPPred which fell within the [-100, 
+100] interval with respect to an aligned 5’-EST as being supported by 5’-EST evidence. 
Approximately 10% of the IPPred were supported by 5’-EST evidence in their vicinity and the 
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results from this analysis are shown in Additional files 5 (Arabidopsis thaliana) and 7 (Oryza 
sativa).  
With default thresholds ProPEr performed well on protein-coding genes from both plant 
genomes, giving a Recall and Precision of 97% and 36% on Arabidopsis thaliana and 81% 
and 15% on the larger Oryza sativa genome, respectively. The difference in performance is 
likely due to the difference in genome size and gene density between the two genomes. It 
should be noted that there is a trade-off between Precision and Recall such that we can 
always set the threshold to improve one metric at the cost of a drop in the value of the other 
one. Additionally, we observe that ProPEr gives a better performance on smaller gene sets 
such as the protein-coding genes with UTR information in Arabidopsis thaliana. We 
hypothesize that this performance difference is due to the biological difference between the 
regulation of protein-coding genes and other genes. 
Predicting promoters in a region of the maize genome 
In order to demonstrate the utility of ProPEr and its application to a specific use-case, we 
applied our tool to a region of the maize genome and visualized the results using the 
Integrated Genomic Viewer [40] platform. We predicted promoter regions for chromosome 1 
of Zea mays from position 273,749,985 to position 273,908,271. For this trial, we utilized 
thresholds similar to our whole-genome predictions to identify promoter regions. ProPEr 
performed well in this trial by identifying promoter regions in close proximity to the majority 
of genes in this region of interest (Figure 5). Intergenic regions within this well-annotated 
interval were also devoid of predictions from our tool.  
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This trial provides a snapshot of how ProPEr can be used within an annotation framework to 
identify putative promoter regions from the nucleotide sequence. In addition, this use-case 
shows how ProPEr is robust and scalable to varying sizes of genomic regions from a whole-
genome to a specific genomic interval. 
Conclusions 
In summary, we have proposed a novel approach that utilizes spliced alignment and generic 
structural features to predict promoter regions. We have implemented this framework as the 
Promoter Prediction Extractor tool (ProPEr). Our approach utilizes the abundant EST and 
cDNA datasets which are available for plants, and does not rely exclusively on any high-
throughput datasets which are easily available only for mammalian species. Our approach 
uses a novel training methodology to train a machine learning classifier on spliced 
alignments of ESTs, and uses structural characteristics of DNA as attributes which are 
proven indicators of transcription activity [2, 11, 12]. This methodology of training and 
utilizing structural features can be potentially extended to other eukaryotic kingdoms which 
do not have high-throughput data available. 
ProPEr is highly flexible and provides users multiple options so that they can analyze and 
predict promoter regions according to their specific needs. Our results suggest that ProPEr is 
a robust tool since it does not show any known performance biases between the two major 
groups of flowering plants and requires only the nucleotide sequence to predict  promoters. 
In trials on the model plant species Arabidopsis thaliana and Oryza sativa, our tool 
performed well in finding -promoter regions. We were able to predict protein-coding genes 
30 
 
from both plant genomes with a Recall and Precision of 97% and 36% on Arabidopsis 
thaliana and 81% and 15% on the larger Oryza sativa genome, respectively. This tool by 
itself or as part of a larger annotation framework will be a powerful addition to elucidate cis-
regulatory regions from the exploding amounts of newly sequenced plant genomes. 
Methods 
Datasets 
Transcript sequence datasets that are maintained at PlantGDB [24] were used to create 
training and testing sequence datasets. Spliced alignments were performed with the EST 
assemblies and genome sequences using the GeneSeqer tool [25]. Spliced alignment outputs 
were then parsed using our custom EST2TSS script. The EST2TSS script is designed to 
perform three basic operations on the GeneSeqer output: 1) identify “significant” genomic 
positions, that is, genomic positions with a high number of 5’-EST ends aligned well to them 
for “positive” datasets; 2) identify genomic positions with absolutely no 5’-EST ends for 
“negative” datasets; and then 3) use the BLAST+ package to extract promoter-containing and 
promoter-lacking sequences from the [-50,+50] interval with respect to the identified 
genomic positions (Additional file 1). These promoter-containing, “positive” sequences 
contain a specific length of genome upstream and downstream of the identified genomic 
coordinates so as to capture the associated promoter motifs which have distinct, 
distinguishable structural properties. 
EST2TSS parses the GeneSeqer output and identifies “positive” genomic positions that have 
considerable number of 5’-EST ends aligned to them, subject to the following criteria:- 
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I. The alignment should have at least 80% similarity to the genomic region it 
matches, and the EST matched should cover at least 80% of that region 
II. Each EST vs. genomic sequence alignment should start within 10bp of the 
aligned EST. This constraint is used  to ensure  the capture of the most 5’-end 
of the EST aligned 
III. For the genomic position to be considered significant, the number of 5’-EST 
ends that match to it by satisfying criteria I & II, should be more than a 
threshold value. In our experiments we used a default value of three ESTs. 
The “negative” genomic positions are extracted by parsing the GeneSeqer output for 
positions which are at least 250 bp away from any genomic position with even one 5’-end 
aligned to it (Additional file 1). Once the sequences are extracted, redundancy reduction 
based on pair-wise sequence similarity is performed on these sequences using the strictest 
threshold possible for nucleotide sequences (80%) in the CD-HIT [38] software suite. 
For the cross-validation trials to choose the best classifier and training dataset, we tried three 
different datasets that were obtained from Arabidopsis chromosomes 1 and 5. These datasets 
were balanced between labeled positive and negative instances, and consisted of 3,000, 6,000 
and 9,000 randomly selected instances after redundancy reduction. We compared 
performances between these three classifiers on the three datasets using a 3-fold cross 
validation test within the WEKA platform. By comparing performances after this cross-
validation trial, we chose the classifier for ProPEr. 
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For the performance trial on plant genomes, ProPEr was applied to label testing instances 
which were obtained by sliding a 101bp window along the genome with a specified step-size. 
In our experiments, we chose a step-size of 50 bp, which we also recommend as a starting 
point for users. 
Calculating structural feature profiles of the DNA sequence 
To obtain the discriminative structural features and to make them scalable to the different 
sizes of genomic fragments we utilized a software package called DnaFVP [32]. DnaFVP 
processes and converts nucleotide sequences to numerical sequences based on pre-calculated 
conversion tables (previously reviewed in [12]). Depending on the physico-chemical 
property to be modeled, each di- or tri- nucleotide is converted into its structural value as 
shown in Figure 2. These conversion tables were described for various properties ,including 
but not limited to,  Aphylicity [41], Nucleosome preference [42], DNA denaturation [43, 44], 
protein-DNA twist[45], Duplex stability energy[46, 47], Base Stacking energy [48] etc. (See 
Additional File 3). 
There are 21 structural features which are calculated for different window sizes based on 
whether they are mono-mer (window size = 1), di-mer (window size = 2) or tri-mer 
(window-size = 3) based features. The resulting feature value is assigned to the first 
nucleotide in that window. Thus for a single sequence, say, a 101bp long nucleotide sequence 
centered on the TSS, there will be 2100 feature values. 
Machine learning algorithm 
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The Waikato Environment for Knowledge Analysis, WEKA [33], platform was used to 
implement the three machine learning algorithms used. Random Forest [35] classifiers were 
used to predict whether the given sequence has a  promoter, and if so, with what probability.  
Random Forest is an ensemble of decision tree classifiers which combines bagging [49] with 
random subset feature selection for training decision trees.  
Training a Random Forest classifier using n training examples of M features, k decision tree 
classifiers, and a number m << M involves (at each iteration): i) Bootstrap sampling of n 
training instances (i.e., randomly selecting with replacement n instances from the training 
data); ii) Using the sampled training data to train a decision tree classifier such that at each 
node the best split is chosen from a set of m features selected at random from the set of input 
features. This two-step procedure is repeated to build k tree classifiers. Given a query 
instance, the average prediction of all tree classifiers is reported as the Random Forest 
classifier prediction. In our experiments, we used a Random Forest classifier with 100 trees 
(k=100). All Random Forest classifiers used here were trained and tested on nucleotide 
sequences that were represented as numerical values of the corresponding structural features. 
Core promoter and Transcription Factor Binding Site motifs 
Predictions with a probability higher than the set threshold can be searched for core promoter 
and Transcription Factor Binding Site (TFBS) motifs. We extracted the consensus sequences 
of six core promoter motifs from Valen et al.[30] , and use these to search sequences centered 
on the predictions from our approach. We also provide 24 TFBS motifs that were obtained 
from the TRANSFAC resource [31] that can be searched for by the user at a specific distance 
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upstream and downstream of a prediction. The number of core promoter and TFBS motifs 
that support a prediction are mentioned as part of the output GFF-format file.  
ProPEr prediction scores and thresholds 
The package that we designed to implement this approach, ProPEr, contains multiple 
thresholds that can be set according to the user’s needs and preferences. The probability of a 
prediction is determined by ProPEr’s machine learning predictor and this score aggregates 
from the 21 structural features that the predictor is built over. Users can specify either an 
absolute decimal value from 0 to 1 to use as the probability threshold, or use a statistic over 
the probability scores of all predictions such as mean, median, mode or mean+/- standard 
deviation.  
The default probability threshold used by ProPEr was determined using the 
ThresholdSelector function from WEKA during initial training and cross-validation of our 
prediction model. Using this function, a probability threshold of 0.5 was found to be optimal 
to maximize the accuracy of our predictions on the training dataset. Hence, we chose 0.5 as 
our default probability threshold. To maximize F-measureWEKA, a probability threshold of 
0.45 was found to be optimal using ThresholdSelector. We recommend users to use a 
probability threshold that best corresponds to their data and preferences. 
ProPEr also searches for a given number of core promoter and TFBS motifs at a given 
distance upstream and downstream from the center of a given prediction, while giving the 
users flexibility to set these values as parameters from the command line. Users can also set 
the step size that will be used to traverse the sequence during promoter prediction. 
35 
 
Information on using these parameters and the default values for these is available with the 
ProPEr distribution. As demonstrated here, ProPEr can be applied to generate predictions 
from nucleotide sequences with lengths ranging from less than one kbp up to full 
chromosomes and genomes. 
Performance evaluation 
The performance values reported for the cross-validation trials (Tables 2 and 3) were derived 
using the default definitions within the WEKA platform. The terms sensitivity and Positive 
Predictive Value(PPV) [50] and F-measureWEKA are from WEKA’s definitions. 
The sensitivity and PPV measures are calculated by WEKA as follows: 
Sensitivity = True Positives / (True Positives + False Negatives) 
PPV = True Positives / (True Positives + False Positive) 
F-measureWEKA = 2*Sensitivity*PPV / (Sensitivity + PPV) 
The performance on plant genomes was evaluated using the distance-based cutoffs described 
by Abeel et al [39] and Bajic et al. [51].  Prior to calculating performance we divided our 
annotation into two sub-categories of genes, based on information available in annotation: 1) 
protein-coding genes with UTR information; and 2) all other genes including those with only 
Translation Start (TLS) information as well as non-coding RNA genes. Cis-regulatory 
regions are found at a particular distance upstream of the 5’-UTR position/Translation Start 
of a gene, or even within the primary transcript in the 5’UTR. It is critical to choose the right 
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distance as the threshold to decide if a prediction is a true positive, as this directly affects the 
performance. In this protocol, the true positive (TP) region has been considered as [-
500,+500] with respect to the 5’-UTR position for eukaryotes in the past [2, 39] . We 
followed a similar distance threshold in our approach with the 0 position as the annotated 
start of a gene.  
Each prediction from our approach is associated with a certain class probability score. If this 
probability is above a certain user-defined threshold, the coordinates used to produce that 
sequence instance are output as a prediction. The mid-point of a prediction is considered as 
the single-nucleotide coordinate which we use to define true and false positives. If this mid-
point falls within the above-described TP region, that prediction is denoted by TPPred. If this 
mid-point lies within the transcribed region of a gene, but not within the TP region, it is 
denoted as FPPred. All other predictions are discarded from the calculation of the performance 
measures and designated as Intergenic Predictions (IPPred). Genes that have at least one TPPred 
in their TP region are denoted as discovered genes or TPGenes. Genes which have no such 
predictions are denoted as FNGenes. 
Recall, Precision and F-Measure [2] were used as performance measures for this analysis. 
They are defined as shown in Figure 4, and as follows: 
Recall = TPGenes/ (TPGenes + FNGenes) 
Precision = TPPred/ (TPPred + FPPred) 
F-Measure = 2*Recall*Precision / (Recall + Precision) 
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Figures 
Figure 1: Training data creation by EST2TSS 
a)
 
b)
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Figure 1: Training data creation by EST2TSS: (a) Arabidopsis genome view: The Black track is 
the genomic region of interest and the Red tracks denote the EST sequences aligned to this genomic 
region (b) 5’-EST end distribution in a genomic region of Arabidopsis chromosome 1: An illustrative 
Image produced by EST2TSS. Genomic positions on the X” are plotted against the number of 5’-EST 
ends, which are aligned to them satisfying strict criteria, on the Y”. The peaks are genomic positions 
that have a high number of 5’-EST ends aligned to them; these positions are used to derive the 
Positive dataset. Regions which do not contain any 5’-ends are used to derive the Negative dataset. 
 
Figure 2: Numerical profile representing DNA structural properties 
 
Figure 2: Numerical profiles representing DNA structural properties: These representative 
numerical profiles are derived from 401bp long promoter-containing (Positive, Red line) and 
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promoter-lacking (Negative, Blue line) sequences. The numeric profiles are average values and not 
smoothed using a window. The features shown here represent different properties of the DNA derived 
from mono-nucleotide (H-bond w2), di-nucleotide (DNA Bending stiffness) and tri-nucleotide (GC 
content) composition respectively. These features showed the highest significant difference between 
the Positive and Negative data sets based on a paired t-test performed between their numeric profiles. 
The coordinates for promoter-containing (Positive) data were obtained by aligning 5’-EST sequences 
to the genome, the exact coordinate where the 5’ end of ESTs aligned is position 201 of the sequence. 
The coordinates for promoter-lacking (Negative) data were obtained from randomly selected points in 
large genomic regions with no 5’-ESTs aligned to them. The sequences were extracted from the [-
200, +200] interval around these coordinates to give the sequence data sets used here. For more 
specific details about the features see Table 1 and Additional file 3. 
Figure 3: ROC curve of 3 classifiers on 9,000 randomly selected Arabidopsis instances 
 
 
Figure 3: ROC curve of 3 classifiers on 9,000 randomly selected Arabidopsis instances: The three 
classifiers that were compared here are Naïve Bayes (NB, Magenta line), Random Forest with a 100 
trees (RF_100, Dark green line) and Support Vector Machine with a Radial Bias Function kernel 
(SVM_RBF, Orange line). 
Figure 4: Performance measure definitions adapted from Abeel et al. 
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Figure 4: Performance measure definitions adapted from Abeel et al.: Definitions used to derive 
Recall, Precision and  F-measure modified from Abeel et al. [39]. The red dotted line at the start of a 
gene is the annotated gene start. Predictions falling in the [-500, +500] region with respect to the 
annotated start are considered True Positive predictions (TPPred) and those falling within a gene but 
away from this True Positive region are False Positive predictions (FPPred). All other predictions are 
labeled as Intergenic Predictions (IPPred) and the genomic regions around these predictions are 
checked for 5’-EST alignments. 
Figure 5: Predicting promoter regions from a maize genomic region 
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Figure 5: Predicting promoter regions from a maize genomic region: This representative view 
displays the promoter regions derived from a 158kbp region of the maize genome. The top track in 
blue shows the annotated genes from Zea mays B73-strain annotation release 5a and the bottom track 
in red shows the promoter predictions from ProPEr for this genomic region. ProPEr performs 
reasonably well by identifying putative promoter regions proximal to annotated genes, with intergenic 
regions being relatively devoid of predictions. This image was generated using the Integrated 
Genomics Viewer platform. 
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Tables 
Table 1: Overview of k-mer-based structural features used 
k-mer used to derive 
feature 
Feature details Number of features 
Mono-nucleotide 
Feature scores representative 
of six signature hydrogen 
bonds on the major and 
minor grooves that are 
involved in protein 
recognition 
6 
Di-nucleotide 
Feature scores representative 
of stability, bendability, 
flexibility and deformability 
of the double-helix 
12 
Tri-nucleotide 
Feature scores representative 
of GC content, nucleosome 
preference and bendability 
3 
Table 1: Overview of k-mer-based structural features used: This table details the k-mer categories 
from which the structural features are derived and the number of features in each category. For 
detailed information see Additional file 3. 
Table 2: Comparison of different classifiers and training data sets 
ML method 
used 
Number of 
Instances 
PPV Sensitivity 
F-
measureWEKA 
AUC 
NaiveBayes 3,000 0.68 0.70 0.69 0.75 
NaiveBayes 6,000 0.68 0.70 0.69 0.74 
NaiveBayes 9,000 0.68 0.69 0.69 0.75 
-------- -------- -------- -------- -------- -------- 
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RF_100 3,000 0.68 0.70 0.69 0.75 
RF_100 6,000 0.69 0.72 0.70 0.75 
RF_100 9,000 0.69 0.72 0.70 0.76 
-------- -------- -------- -------- -------- -------- 
SVM_RBF 3,000 0.69 0.72 0.71 0.73 
SVM_RBF 6,000 0.69 0.73 0.71 0.76 
SVM_RBF 9,000 0.69 0.76 0.73 0.77 
Table 2: Comparison of different classifiers and training data sets: Performance values after 3-
fold cross-validation of promoter-containing and promoter-lacking sequences from Arabidopsis 
chromosomes 1 and 5 derived using EST2TSS. PPV (Positive Predictive Value), Sensitivity, F-
measureWEKA and AUC are all derived using default definitions from WEKA (Methods). F-
measureWEKA is the harmonic mean of Sensitivity and PPV, and AUC is the area under the Receiver 
Operating Characteristic curve. RF_100 denotes Random Forest with 100 trees and SVM_RBF 
denotes Support Vector Machine with a Radial Bias Function kernel. Performance values displayed 
here utilize WEKA’s default probability threshold of 0.5, which is also the optimal threshold to obtain 
highest accuracy as calculated by WEKA’s ThresholdSelector function. 
Table 3: Checking for performance biases between monocots and dicots on a balanced 
dataset 
ML method 
used 
Number of 
Instances 
PPV Sensitivity 
F-
measureWEKA 
AUC 
NaiveBayes 3,000 0.66 0.60 0.63 0.70 
NaiveBayes 6,000 0.67 0.60 0.64 0.72 
NaiveBayes 9,000 0.68 0.61 0.64 0.72 
-------- -------- -------- -------- -------- -------- 
RF_100 3,000 0.66 0.65 0.65 0.70 
RF_100 6,000 0.69 0.63 0.66 0.73 
RF_100 9,000 0.70 0.65 0.67 0.75 
-------- -------- -------- -------- -------- -------- 
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SVM_RBF 3,000 0.66 0.66 0.66 0.70 
SVM_RBF 6,000 0.68 0.72 0.70 0.72 
SVM_RBF 9,000 0.68 0.76 0.72 0.76 
Table 3: Checking for performance biases between monocots and dicots on a balanced dataset: 
Performance values from WEKA after 3-fold cross-validation of labeled promoter-containing and 
promoter-lacking sequences from Oryza sativa chromosomes 11 and 12 derived using EST2TSS. 
PPV (Positive Predictive Value), Sensitivity, F-measureWEKA and AUC are all derived using 
default definitions from WEKA (Methods). F-measureWEKA is the harmonic mean of Sensitivity 
and PPV, and AUC is the area under the Receiver Operating Characteristic curve. RF_100 denotes 
Random Forest with 100 trees and SVM_RBF denotes Support Vector Machine with a Radial Bias 
Function kernel. Performance values displayed here utilize WEKA’s default probability threshold of 
0.5, which is also the optimal threshold to obtain highest accuracy as calculated by WEKA’s 
ThresholdSelector function. 
Table 4: Checking for performance biases between monocots and dicots on an Un-
balanced dataset 
Test dataset 
source 
Gene 
annotation type 
Number of 
genes 
F-measure 
(Arabidopsis-
trained 
classifier) 
F-measure 
(Oryza-trained 
classifier) 
Arabidopsis 
chromosome #2 
UTR genes 3,192 0.54 0.54 
Arabidopsis 
chromosome #2 
Other genes 1,275 0.71 0.71 
---- ---- ---- ---- ---- 
Oryza 
chromosome 
#10 
UTR genes 1,221 0.27 0.27 
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Oryza 
chromosome 
#10 
Other genes 2,276 0.40 0.39 
Table 4: Checking for performance biases between monocots and dicots on an Un-balanced 
dataset: Performance values obtained from predictions by a monocot, Oryza-trained classifier on a 
dicot chromosome (Arabidopsis chromosome #2), and from predictions by a dicot, Arabidopsis-
trained classifier on a monocot chromosome (Oryza chromosome #10). The ProPEr tool was run with 
the default thresholds which are (1) a probability threshold as Mean-Standard Deviation of all 
prediction probabilities and  (2) supported by no less than 2 core promoter motifs within the [-50,+50] 
region and (3) 12 TFBS within the [-100,+100] region with respect to the center of a prediction. 
Performance values were derived using the definitions from Abeel et al. 2009 [39] (Figure 4, 
Methods section) after dividing the annotated genes into protein-coding genes with UTR information 
(UTR genes) and all other genes (Other genes). 
Table 5: Performance on model plant genomes 
Test dataset 
source 
Gene 
annotation 
type 
Number of 
genes 
Precision Recall F-measure 
Arabidopsis 
thaliana** 
UTR genes 10,178 0.36 0.97 0.53 
Arabidopsis 
thaliana** 
Other genes 4,227 0.54 0.98 0.70 
----- ----- ----- ----- ----- ----- 
Oryza sativa UTR genes 22,944 0.15 0.81 0.25 
Oryza sativa Other genes 32,586 0.32 0.52 0.40 
Table 5: Performance on model plant genomes: The ProPEr tool was used to predict cis-
regulatory regions on the model plant genomes Arabidopsis thaliana (dicot) and Oryza sativa 
(monocot). The tool was run with the default thresholds which are (1) a probability threshold as 
Mean-Standard Deviation of all prediction probabilities and  (2) supported by no less than 2 core 
promoter motifs within the [-50,+50] region and (3) 12 TFBS within the [-100,+100] region with 
respect to the center of a prediction. Performance values were derived using the definitions from 
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Abeel et al. 2009 [39] (Figure 4, Methods section) after dividing the annotated genes into protein-
coding genes with UTR information (UTR genes) and all other genes (Other genes). For detailed 
results on each chromosome, see Additional files 4 and 6. **The performance values shown here for 
Arabidopsis thaliana are from chromosomes 2, 3 and 4, which are the chromosomes from which no 
training data has been extracted. 
Additional files 
Additional file 1: Obtaining promoter-containing and promoter-lacking data based on 
5'-EST ends, using EST2TSS 
 
Additional file 1: Obtaining promoter-containing and promoter-lacking data based on 5'-EST 
ends, using EST2TSS: Positive denotes promoter-containing sequence region and Negative denotes 
promoter-lacking sequence region 
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Additional file 2: Methodology of structural feature value extraction 
 
Additional file 2: Methodology of structural feature value extraction: This figure shows an 
example on how the numerical profile is extracted for a given feature, Protein-DNA twist. The 
sequence file is parsed using a Protein-DNA twist conversion table to give a numerical profile that 
can be then loaded into a prediction algorithm or visualized as shown in the graph. Data in graph: 
The coordinates for promoter-containing (Positive) data were obtained by aligning 5’-EST sequences 
to the genome, the exact coordinate where the 5’ end of ESTs aligned is position 201. The coordinates 
for promoter-lacking (Negative) data were obtained randomly selected points in large genomic 
regions with no 5’-ESTs aligned to them. The sequences were extracted around these coordinates to 
give the sequence data sets used here. This figure is produced with information from Kuang et al 
2011 [32]  
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Additional file 3: Collection of structural and motif-based features used in DnaFVP 
package 
 
Feature Description Reference 
Stabilizing energy of 
Z-DNA 
Stretches of DNA with low values are more likely 
to form Z-DNA than a high-value region. 
[52] 
A-philicity 
A region in the DNA with a high A-philicity value 
is more easily converted to the A-form than a low 
value region, which is more resistant to transition. 
[41] 
Duplex stability disrupt 
energy 
Regions with a high disrupt energy value will be 
more stable than regions with a lower energy value. 
[46] 
Duplex stability free 
energy 
Regions with low free energy content will be more 
stable than regions with high thermodynamic 
energy content. 
[47] 
Base Stacking energy 
Dinucleotide base stacking energy represents how 
easily parts of the DNA de-stack. A high peak for 
this value represents an unstable region while a low 
peak represents a more stable region. 
[48] 
DNA Denaturation 
DNA regions with a low value are more likely to be 
denatured than regions with a higher value. 
[43, 44] 
B-DNA twist 
Structures with a low twist region appear to unwind 
in response to steric clashes of large exocylic 
groups in the major and minor grooves and those 
with high twist values are subject to lesser contact. 
[53] 
Protein DNA twist 
High peak values are more likely to be deformed by 
proteins than regions with a lower peak value. 
[45] 
54 
 
DNA propeller-twist 
The dinucleotide propeller twist is the value for the 
flexibility of the helix. Low values indicate flexible 
areas whereas high values indicate rigid areas. 
[54] 
Bendability 
The trinucleotide bendability model models the 
bendability of the DNA towards the major groove. 
Sections with high values are more bendable than 
regions with a low value. 
[55] 
DNA Bending stiffness 
High values correspond to DNA regions that are 
more rigid, while low values correspond to regions 
that will bend more easily. 
[56] 
Protein induced 
deformability 
With this property a larger value reflects a more 
deformable sequence while a smaller value 
indicates a region where the DNA helix is less 
likely to be changed dramatically by proteins. 
[45] 
Nucleosome preference 
NPP is a trinucleotide model that calculates the 
unlikeliness of the sequence being within a 
nucleosome. High values represent regions with a 
lower likelihood of nucleosome appearance. 
[42] 
Major-groove 
Hydrogen Bonding 
Pattern 
Six locations that contribute to hydrogen bonding 
in double-helix, and are recognized by proteins 
[29] 
Core promoter motifs 
Six motifs that are matched for in the immediate 
vicinity of the prediction 
[30] 
TRANSFAC motifs 
24 TFBS motifs which are searched for in a user-
specified distance from the center of the prediction 
[31] 
Additional file 3: Collection of Structural and motif-based features used in DnaFVP package: 
All the features collected and incorporated into the DnaFVP package. Description of features courtesy 
of EP3 [2] and the DNAlive Webpage [57] 
Additional file 4: Performance on Arabidopsis thaliana chromosomes 
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Test dataset 
source 
Gene 
annotation 
type 
Number of 
genes 
Precision Recall F-measure 
Arabidopsis 
chromosome 
#2 
UTR genes 3,192 0.37 0.97 0.54 
Arabidopsis 
chromosome 
#2 
Other genes 1,275 0.56 0.98 0.71 
----- ----- ----- ----- ----- ----- 
Arabidopsis 
chromosome 
#3 
UTR genes 3,968 0.36 0.97 0.53 
Arabidopsis 
chromosome 
#3 
Other genes 1,670 0.55 0.99 0.71 
----- ----- ----- ----- ----- ----- 
Arabidopsis 
chromosome 
#4 
UTR genes 3,018 0.35 0.97 0.51 
Arabidopsis 
chromosome 
#4 
Other genes 1,282 0.51 0.98 0.67 
Additional file 4: Performance on Arabidopsis thaliana chromosomes: The ProPEr tool was used 
to predict cis-regulatory regions on the remaining three chromosomes which were not used to train 
our machine learning model. The tool was run with the default thresholds which are (1) a probability 
threshold as Mean-Standard Deviation of all prediction probabilities and  (2) supported by no less 
than 2 core promoter motifs within the [-50,+50] region and (3) 12 TFBS within the [-100,+100] 
region with respect to the center of a prediction. Performance values were derived using the 
definitions described in the Methods section after dividing the annotated genes into protein-coding 
genes with UTR information (UTR genes) and all other genes (Other genes). 
56 
 
Additional file 5: Arabidopsis thaliana prediction details by category 
Test dataset 
source 
Gene 
annotation 
type 
Number 
of genes 
Number 
of TPPred 
Number 
of FPPred 
Number 
of IPPred 
Number 
of IPPred 
supported 
by 5’-EST 
ends 
Arabidopsis 
chromosome 
#2 
UTR genes 3,192 21,984 37,709 83,134 5,468 
Arabidopsis 
chromosome 
#2 
Other 
genes 
1,275 8,884 7,076 126,867 28,916 
----- ----- ----- ----- ----- ----- ----- 
Arabidopsis 
chromosome 
#3 
UTR genes 3,968 27,716 50,268 93,698 6,220 
Arabidopsis 
chromosome 
#3 
Other 
genes 
1,670 12,178 9,842 149,662 38,062 
----- ----- ----- ----- ----- ----- ----- 
Arabidopsis 
chromosome 
#4 
UTR genes 3,018 20,619 38,377 76,970 4,819 
Arabidopsis 
chromosome 
#4 
Other 
genes 
1,282 9,121 8,842 118,003 28,303 
Additional file 5: Arabidopsis thaliana prediction details by category: Predictions falling in the [-
500, +500] region with respect to the annotated start are considered True Positive predictions (TPPred) 
and those falling within a gene but away from this True Positive region are False Positive predictions 
(FPPred). All other predictions are labeled as Intergenic Predictions (IPPred) and the genomic regions 
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around these predictions are checked for 5’-EST alignments. If these IPPred have a 5’-EST end aligned 
within the [-100, +100] region with respect to their center position, they are referred to as being 
supported by 5’-EST ends. 
Additional file 6: Performance on Oryza sativa chromosomes 
Test dataset 
source 
Gene 
annotation 
type 
Number of 
genes 
Precision Recall F-measure 
Oryza 
chromosome 
#1 
UTR genes 3,195 0.14 0.81 0.24 
Oryza 
chromosome 
#1 
Other genes 3,301 0.32 0.57 0.41 
----- ----- ----- ----- ----- ----- 
Oryza 
chromosome 
#2 
UTR genes 2,586 0.14 0.81 0.24 
Oryza 
chromosome 
#2 
Other genes 2,753 0.32 0.58 0.41 
----- ----- ----- ----- ----- ----- 
Oryza 
chromosome 
#3 
UTR genes 2,942 0.14 0.80 0.24 
Oryza 
chromosome 
#3 
Other genes 2,590 0.30 0.57 0.39 
----- ----- ----- ----- ----- ----- 
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Oryza 
chromosome 
#4 
UTR genes 2,024 0.15 0.81 0.25 
Oryza 
chromosome 
#4 
Other genes 3,269 0.32 0.48 0.38 
----- ----- ----- ----- ----- ----- 
Oryza 
chromosome 
#5 
UTR genes 1,907 0.15 0.80 0.25 
Oryza 
chromosome 
#5 
Other genes 2,633 0.33 0.47 0.39 
----- ----- ----- ----- ----- ----- 
Oryza 
chromosome 
#6 
UTR genes 1,880 0.14 0.80 0.24 
Oryza 
chromosome 
#6 
Other genes 2,811 0.33 0.52 0.40 
----- ----- ----- ----- ----- ----- 
Oryza 
chromosome 
#7 
UTR genes 1,741 0.15 0.83 0.25 
Oryza 
chromosome 
#7 
Other genes 2,691 0.33 0.51 0.4 
----- ----- ----- ----- ----- ----- 
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Oryza 
chromosome 
#8 
UTR genes 1,510 0.14 0.77 0.24 
Oryza 
chromosome 
#8 
Other genes 2,660 0.32 0.51 0.39 
----- ----- ----- ----- ----- ----- 
Oryza 
chromosome 
#9 
UTR genes 1,314 0.16 0.81 0.27 
Oryza 
chromosome 
#9 
Other genes 2,082 0.29 0.51 0.37 
----- ----- ----- ----- ----- ----- 
Oryza 
chromosome 
#10 
UTR genes 1,221 0.16 0.81 0.27 
Oryza 
chromosome 
#10 
Other genes 2,276 0.33 0.50 0.40 
----- ----- ----- ----- ----- ----- 
Oryza 
chromosome 
#11 
UTR genes 1,307 0.15 0.82 0.25 
Oryza 
chromosome 
#11 
Other genes 2,841 0.30 0.55 0.39 
----- ----- ----- ----- ----- ----- 
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Oryza 
chromosome 
#12 
UTR genes 1,317 0.15 0.79 0.25 
Oryza 
chromosome 
#12 
Other genes 2,679 0.33 0.49 0.39 
Additional file 6: Performance on Oryza sativa chromosomes: Performance on individual 
chromosomes of the model monocot Oryza genome. The ProPEr tool was run with the default 
thresholds which are (1) a probability threshold as Mean-Standard Deviation of all prediction 
probabilities and  (2) supported by no less than 2 core promoter motifs within the [-50,+50] region 
and (3) 12 TFBS within the [-100,+100] region with respect to the center of a prediction. Performance 
values were derived using the definitions described in the Methods section after dividing the 
annotated genes into protein-coding genes with UTR information (UTR genes) and all other genes 
(Other genes). 
Additional file 7: Oryza sativa prediction details by category 
Test dataset 
source 
Gene 
annotation 
type 
Number of 
genes 
Number 
of TPPred 
Number 
of FPPred 
Number 
of IPPred 
Number 
of IPPred 
supported 
by 5’-
EST ends 
Oryza 
chromosome 
#1 
UTR genes 3,195 9,105 55,222 97,480 8,612 
Oryza 
chromosome 
#1 
Other genes 3,301 6,930 15,104 139,773 20,275 
----- ----- ----- ----- ----- ----- ----- 
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Oryza 
chromosome 
#2 
UTR genes 2,586 7,327 44,758 84,035 7,321 
Oryza 
chromosome 
#2 
Other genes 2,753 5,977 12,723 117,420 14,112 
----- ----- ----- ----- ----- ----- ----- 
Oryza 
chromosome 
#3 
UTR genes 2,942 7,868 49,669 79,829 8,094 
Oryza 
chromosome 
#3 
Other genes 2,590 5,226 11,950 120,190 17,397 
----- ----- ----- ----- ----- ----- ----- 
Oryza 
chromosome 
#4 
UTR genes 2,024 5,947 33,661 77,790 9,121 
Oryza 
chromosome 
#4 
Other genes 3,269 6,052 13,122 98,224 12,043 
----- ----- ----- ----- ----- ----- ----- 
Oryza 
chromosome 
#5 
UTR genes 1,907 5,323 30,653 64,767 5,531 
Oryza 
chromosome 
#5 
Other genes 2,633 4,700 9,764 86,279 9,785 
----- ----- ----- ----- ----- ----- ----- 
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Oryza 
chromosome 
#6 
UTR genes 1,880 5,217 31,254 72,002 5,542 
Oryza 
chromosome 
#6 
Other genes 2,811 5,387 10,960 92,126 11,387 
----- ----- ----- ----- ----- ----- ----- 
Oryza 
chromosome 
#7 
UTR genes 1,741 5,275 29,839 68,440 5,263 
Oryza 
chromosome 
#7 
Other genes 2,691 5,251 10,608 87,695 10,844 
----- ----- ----- ----- ----- ----- ----- 
Oryza 
chromosome 
#8 
UTR genes 1,510 4,152 26,199 66,811 5,357 
Oryza 
chromosome 
#8 
Other genes 2,660 5,102 11,082 80,978 9,444 
----- ----- ----- ----- ----- ----- ----- 
Oryza 
chromosome 
#9 
UTR genes 1,314 3,922 20,966 55,824 3,516 
Oryza 
chromosome 
#9 
Other genes 2,082 4,089 10,228 66,395 7,886 
----- ----- ----- ----- ----- ----- ----- 
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Oryza 
chromosome 
#10 
UTR genes 1,221 3,737 19,886 54,715 5,833 
Oryza 
chromosome 
#10 
Other genes 2,276 4,575 9,315 64,448 7,383 
----- ----- ----- ----- ----- ----- ----- 
Oryza 
chromosome 
#11 
UTR genes 1,307 4,159 23,120 74,298 6,589 
Oryza 
chromosome 
#11 
Other genes 2,841 6,097 14,033 81,447 7,971 
----- ----- ----- ----- ----- ----- ----- 
Oryza 
chromosome 
#12 
UTR genes 1,317 4,030 23,382 68,590 6,297 
Oryza 
chromosome 
#12 
Other genes 2,679 5,097 10,460 80,445 8,761 
Additional file 7: Oryza sativa prediction details by category: Predictions falling in the [-500, 
+500] region with respect to the annotated start are considered True Positive predictions (TPPred) and 
those falling within a gene but away from this True Positive region are False Positive predictions 
(FPPred). All other predictions are labeled as Intergenic Predictions (IPPred) and the genomic regions 
around these predictions are checked for 5’-EST alignments. If these IPPred have a 5’-EST end aligned 
within the [-100, +100] region with respect to their center position, they are referred to as being 
supported by 5’-EST ends. 
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Abstract 
Background 
The transcriptional landscape of eukaryotic genomes is highly complex and pervasive. 
Studies to derive knowledge on such complex transcriptomes have created large public 
repositories that can be mined to formulate species-wide hypotheses on regulatory 
mechanisms. The Transcription Start Site evidence available for genes can be used to define 
distributions in the promoter region that have been previously correlated to the mode of 
regulation of the gene. The numbers of freely available and generally applicable tools that 
can accurately and robustly perform such analyses data are very limited. 
Results 
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We present our TSRchitect tool which derives quantifiable metrics to define a Transcription 
Start Region from publically available Transcription Start Site data. Herein we describe 
TSRchitect’s configuration, utility and applicability, demonstrate its accuracy in identifying 
putative promoter regions and present it as a freely available bioinformatics tool for the 
scientific community. 
Conclusions 
TSRchitect aims to model the variability and complexity in the transcriptional control region, 
and study it by quantifying this region in the form of tangible metrics and 
visualizations.  Comparison of these metrics across species, or eukaryotic kingdoms, will 
give us a broader understanding of the transcription mechanism in eukaryota.  
Background 
Transcriptomes represent the constellation of expressed RNA transcripts present within the 
cell at a given time. In recent years, interrogations of transcriptomes using an assortment of 
methods have shown that the landscape of transcription in eukaryotic genomes is more 
complex than previously thought [1]. Genomes of diverse eukaryotes from yeast [2, 3] to 
human [4] are pervasively transcribed, generating abundant amounts of un-annotated and 
non-coding RNAs within various classes in addition to predicted protein-coding mRNAs. As 
a consequence, characterizing the extent of RNAs populating transcriptomes and 
understanding their expression patterns has become a major objective of genomics. To 
identify cis-regulatory regions specifically, sampling the 5’ends of capped mRNAs within 
66 
 
transcriptomes has proven useful, capturing transcription start sites (TSSs) of productive 
transcripts.  
 The emergence of next-generation sequencing (NGS) platforms[5] during the past half-
decade has dramatically increased the abundance of transcriptome sequence data available to 
biologists. However, much of this information has been generated using RNA-seq[6], which 
suffers from a bias toward the 3’ end of transcripts. Instead, information generated by TSS 
profiling methods such as 5’ serial analysis of gene expression (5’ SAGE), cap analysis gene 
expression (CAGE) and (to a lesser extent) full-length cDNA sequencing can be utilized to 
identify promoter regions.  
Large-scale TSS profiling studies using CAGE in Drosophila[7], mouse[8] and human[4, 9] 
show that transcription initiation patterns themselves are also complex[10]. Rather than 
utilizing a precise start site, for most genes the 5’ends of transcripts in these datasets display 
distributions at the promoter[10], a feature also similarly observed in yeast[11] and 
plants[12]. TSS profiling also revealed apparent alternative promoter usage [9, 13] and 
tissue-specific promoters, in addition to widespread unannotated TSS thought to be spurious 
or background transcription products.   
The TSS distribution patterns observed within promoter regions appear to be biologically 
relevant. In metazoans, TSS distributions at promoters were classified into two overall 
patterns and were shown to associate with the presence of specific adjacent cis-regulatory 
elements [7, 9, 14]. Narrow TSS distributions surrounding a prominent single start site are 
known as sharp or peaked promoters, and correlate with the presence of TATA and Inr 
67 
 
elements. In contrast, wide distributions of TSS are termed broad promoters and are 
associated with CpG islands in mammals and anti-correlated with TATA and Inr[10]. 
Moreover, promoter classes associate with distinct regulatory regimes: peaked promoters are 
enriched among ‘regulated’ or tissue-specific genes, whereas broad promoters tend to be 
found in constitutively expressed genes [7, 10].  
The accumulation of TSS profiling data, including that from the recently completed 
ENCODE project [4, 15], and the diversity of transcription initiation patterns in eukaryotic 
genomes necessitates a computational approach to promoter identification from TSS data. 
While comparative analyses of patterns of TSS distribution between tissues, conditions and 
species have the potential to yield useful biological information, the amount of available TSS 
data has outpaced corresponding annotation efforts. A computational tool utilizing a method 
that accurately isolates and characterizes regions of transcription initiation using TSS data 
would serve as a useful tool for the genomic community.  
To address this need, we developed TSRchitect, a freely available bioinformatics software 
package that identifies and annotates putative gene promoters using multiple sources of TSS 
profiling data. Captured 5’ ends in global experiments reveal that the landscape of 
transcription initiation is diverse, with TSS being sampled in regions of the genome where 
they are unexpected by current annotation. The widespread arrangement of TSS is visually 
illustrated within a portion of human chromosome 8 in Figure 1, which shows putative 
transcription initiation across the portion of the genome surveyed, including gene-poor areas. 
It is currently unclear which fraction of the extensive amounts of transcription initiation 
observed is biological, originating from a bona fide TSS, and which is not, deriving either 
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from background transcriptional ‘noise’ or various experimental artifacts. Therefore, we 
estimate that authentic transcription initiation products satisfy all of the following: 1) they are 
positioned among other 5’ ends, forming a collection of TSS (as shown previously [7, 9, 
14]), 2) they are positioned upstream of, and within a defined distance to, an annotated gene, 
and 3) the grouping of apparent TSS must be sufficiently abundant such that it is above 
background levels.  
TSRchitect utilizes an algorithm that clusters TSS data according to their arrangement within 
the genome as well as their collective position relative to annotated genes. It ultimately 
identifies the Transcription Start Region (TSR), which we term as the genomic region(s) 
defined by transcription initiation evidences for a given gene. TSRchitect, which is freely 
available as software too, identifies and annotates TSRs on an automated, genome-wide 
basis.  
Implementation 
Workflow 
A diagram of the procedures built into TSRchitect is provided in Figure 3, showing the major 
steps for the tool from the input of 5’ end data to the output of TSR annotation. Each of the 
procedures will be described in detail within this section.   
TSS Input 
Current TSS profiling applications fit into one of two categories: tag-based and sequence-
based methods. Tag-based methods include 5’SAGE (Serial Analysis of Gene 
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Expression)[16], as well as CAGE[17], which is presently the most widely used approach for 
global TSS identification[10]. Sequence-based methods include ESTs (Expressed Sequence 
Tags) and full-length cDNA sequencing. Overall, sequence-based approaches are less 
common than their tag-based counterparts for TSS identification because of the short reads 
generated by most NGS applications, but can be particularly useful because the sequences 
they generate connect the TSS to its downstream gene. To handle TSS input data of both 
types, two distinct modules of TSRchitect were developed to process each dataset separately 
and collect the TSS information from these to be input into the TSS Clustering Algorithm 
(Figure 3; top-left).      
CAGE Collection Module 
A selected CAGE data set is provided as input into TSRchitect along with a current gene 
annotation dataset for the species studied, both in GFF3 formats. If the mapped TSS positions 
are not available, they must be generated separately from the raw CAGE sequence file so as 
to be compatible with TSRchitect. Once the user-supplied CAGE data and gene annotation 
files are entered, CAGE data are normalized as described[18]. Each TSS within the 
normalized CAGE data are then associated with annotated genes in the gene annotation file 
using a custom C script. This routine assigns each TSS strandedly to its closest downstream 
annotated gene provided it is within a user-defined genomic distance. For mammalian 
(human and mouse) datasets we use a distance of 50kb as has been applied previously[13]. 
At the completion of the tag-assignment routine, a dataset with the coordinates of all TSS 
associated with each expressed gene is created, which is then provided as input into TSS 
Clustering Algorithm. 
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EST/cDNA Collection Module 
TSRchitect can utilize ESTs and full-length complementary DNA (fl-cDNA) data to 
calculate TSRs. Where present, cDNA data is preferred to ESTs because it captures the  
Transcript datasets can be downloaded from various sources including the PlantGDB 
resource[19], UniGene[20] and dbEST[21] from the NCBI. To map the 5’ ends within the 
sample to the reference genome, collected transcripts are parsed using spliced alignment 
software, along with the genomic sequence of interest. TSRchitect currently supports both 
GeneSeqer[22] and GenomeThreader[23] for spliced alignment. The spliced alignment 
output is then processed using a custom Perl script to associate individual transcripts with 
annotated genes using a current gene annotation file in GFF3 format. As with the CAGE 
Collection Module, a dataset is generated that lists the transcript coordinates with the 
associated genes from annotation that will be passed on to the TSS Clustering Algorithm 
(Figure 3; top-right). 
TSS Clustering Algorithm 
As previously mentioned TSRchitect takes the processed TSS data and analyzes it in a gene-
wise fashion using a clustering algorithm. In applying this algorithm, we make the following 
assumptions:  
1) Groupings of TSS within a genomic segment are most likely to derive from the same 
regulatory event, namely transcription initiation from RNA Polymerase II after 
formation of a pre-initiation complex (PIC) at the promoter region. 
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2) Profiled 5’ ends within a dataset are sampled at levels proportional to their true presence 
within the cell.  
3) 5’ ends corresponding to a specific genomic position which are sampled more frequently 
are more likely to be bona fide TSS than those that are infrequently sampled. 
4) Separate groupings of TSS (TSRs, as defined within this article) can exist for a given 
gene, are most probably derived from distinct regulatory events and should therefore be 
considered separately.  
5) TSSs display a Gaussian distribution within regions of transcription initiation. 
The challenge that the complex topography of transcription initiation presents is 
distinguishing ‘true’ TSS, which previous work [9, 14] has shown is grouped in genomic 
regions of various sizes (most <200bp), from putative ‘background’ transcription of 
unknown function. In addition, genes in multiple species have been shown to have alternative 
promoter regions [14, 24], meaning that ‘true’ TSS groupings (TSRs as defined here) for the 
same gene may need to be distinguished from one another, depending on the transcripts it 
produces. We therefore sought to separate TSS according to their genomic positions, 
simultaneously grouping together adjacent TSS into a putative promoter region, or TSR, 
while also removing background transcription, or noise. To address this problem, we applied 
a robust algorithm that efficiently clusters the TSS data, identifying TSRs and quantifying 
their properties for further characterization.  
 To do this, we chose X-means, which is a clustering algorithm that divides objects 
into groups based solely upon their spatial arrangement within a mixture. Developed by 
Pelleg and Moore[25], X-means has several advantages for our purposes. First, it is capable 
72 
 
of estimating the number of groups k in a mixture, and the objects that belong to each group. 
Second, it accurately selects the number of true groups, and third, it is scalable for large 
amounts of data[25]. Provided that, in this circumstance: 1) the number of groups (and the 
TSS belonging to each group) is unknown; and 2) large amounts of TSS data need to be 
analyzed, X-means appears to be well-suited for our task.  
Briefly, X-means is an algorithmic extension of k-means clustering[26], a method that has 
been popular for use in bioinformatics applications, particularly for the analysis of 
microarray data[27-29]. k-means clustering is an effective approach for partitioning datasets, 
but it suffers from one major drawback as it applies to this case: the number of groups k must 
be supplied by the user. In our circumstance, the number of groups (TSRs and background 
transcription) is unknown, and we seek to determine this number as we partition the dataset, 
making k-means insufficient for our purposes. X-means improves upon k-means by 
considering the arrangement of objects within a mixture, sampling the possible outcomes 
within the search space, and finally dividing the objects of the mixture into distinct groupings 
in a manner that optimizes the Bayesian Information Criterion (BIC) statistic: 
 

BIC(M j )  I j (D) 
p j
2





*log(R)    (Eq. 1) 
where lj is the log-likelihood of the data judged by the j-th model at the maximum-likelihood 
point, and where pj is the number of parameters in Mj[25]. 
 At the completion of the X-means algorithm, the mixture is partitioned such that the BIC is 
optimized, and each object within the mixture has assigned to a specific group.  
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To cluster the collected TSS data into the appropriate number of groups, we analyze it using 
the X-means algorithm. TSSs for a gene (which are identified by their genomic coordinates) 
are inputted into X-means, partitioning the data into the specified number of clusters based on 
their positional arrangement. Each TSS is represented in the dataset in proportion to its 
normalized expression level. For example, if a TSS at coordinate n is detected m times in the 
TSS profiling experiment, then n will be present m times in the gene dataset, subject to 
normalization.  
After X-means clustering, the TSS is divided into the determined number of clusters, with 
each individual TSS being assigned to a cluster number. Our TSS Clustering Algorithm then 
selects the cluster with the largest number of TSS as the ‘major’ cluster, and then searches 
within this cluster for the longest continuous stretch of TSS, using a user-defined bin-size 
(10bp is the default) and a minimum per-bin threshold count (the default is 5 TSSs). The 
TSSs within this segment define the genomic region as the ‘major’ TSR.  
Quantitative TSR Measures  
Quantitative measures of the TSR are then calculated as follows: (Figure 3; green boxes). 
TSR breadth is measured by the width of the genomic interval occupied by the TSS in the 
TSR. The TSR midpoint is the genomic position of the center of the TSR, determined by 
taking the weighted mean of its TSS rounded to the nearest whole number. The TSR shape is 
measured by the kurtosis (or fourth moment[30]) of the TSS within the TSR, which is 
calculated using the R ‘moments’ package[31]. The TSR breadth, midpoint and shape are 
provided as output for each gene in the sample, along with the gene name, chromosome 
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number and genomic coordinates in GFF3 format. TSRchitect identifies TSRs on a gene-by-
gene basis, repeating the procedure for each gene separately.   
Data Output and User Options 
TSRchitect identifies the TSR for every gene selected in the dataset provided; the compiled 
output can be written to a text file in GFF3 format at the behest of the user. In addition, 
single genes/TSRs at a time can be analyzed and visualized using the “single-gene mode”.  
TSS Analysis using TSRchitect 
 TSS Datasets 
Human TSS data. The blended tissue CAGE data (Figure 1, Figure 4-5) were downloaded 
from the Human CAGE database 
(http://fantom.gsc.riken.jp/4/download/Tables/human/CAGE/) [32], which is a resource 
generated by the FANTOM (Functional Annotation of the Mouse) consortium based at the 
RIKEN Institute in Japan[32]. All 41 mapped CAGE datasets (in GFF3 format) were batch 
downloaded, then concatenated and compiled using shell scripting, yielding a dataset totaling 
26,970,537 CAGE tags. After using LiftOver[33] to convert the coordinates to hg19, the data 
was then imported into TSRchitect irrespective of the tissue or cell line of origin.  
The K562 cell line (a transformed leukemia cell line) CAGE whole-cell data (Figure 2, 
Figure 6) was downloaded from the ENCODE UCSC FTP site 
(http://hgdownload.cse.ucsc.edu/goldenPath/hg19/encodeDCC/wgEncodeRikenCage/). The 
raw data (in fastq format), which was generated by Solexa NGS sequencing, was groomed, 
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trimmed and aligned to the hg19 genome on an analysis cluster using custom C scripts. 
Approximately 95% of the raw sequence reads were mapped to the genome, a total of 
18,609,008 CAGE tags, and was then imported into TSRchitect. 
Mouse TSS Data: CAGE TSS datasets in GFF3 format from the house mouse (Mus 
musculus) were batch downloaded from the database of the FANTOM Consortium 
(http://fantom.gsc.riken.jp/4/download/Tables/mouse/CAGE/)[32], then concatenated and 
compiled in the same manner as with the human dataset. This dataset of 9,487,712 CAGE 
tags (representing multiple tissues and cell lines) was imported into TSRchitect.  
Arabidopsis TSS Data: Collected EST/cDNA reads for Arabidopsis thaliana were 
downloaded from the PlantGDB database (EST and cDNA v.171) at the following address: 
(http://www.plantgdb.org/XGDB/phplib/resource.php?GDB=At)[34]. TSS positions were 
mapped onto the Arabidopsis genome (build TAIR10 with the gene model build TAIR10 
using the EST/cDNA Collection Module as previously described. In total, 1,517,580 
sequences were mapped to the genome as TSS, then imported into TSRchitect.  
Human transcription initiation patterns: Blended human CAGE data within the genomic 
region roughly corresponding to human chromosome 8q21.3 [chr8:19,000,000-23,500,000] 
were extracted from the compiled dataset using a simple R script. The TSS positions for both 
strands (+ and -) were then plotted separately onto histograms using R v 2.13.0[35]. An 
image of the gene models for the same region was generated using MochiView[36] and 
positioned between the strands to indicate the relationship of the TSS to coding genes.  
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Diversity of TSS within annotated promoters: K562 CAGE data was analyzed using 
TSRchitect. The TSRs of the 10,000 most highly expressed genes (sorted according to the 
number of CAGE tags assigned to them) were selected, and from these a High-Confidence 
TSR set was extracted according to the following criteria: the ratio of CAGE tags in the TSR 
to the total number of tags must be greater than or equal to 0.50 (>= 0.50), and the number of 
tags in the TSR must exceed 200 (>200). From annotated coding genes (n = 5212) were 
chosen. The TSSs that were mapped within the High Confidence TSRs were analyzed 
according to two separate calculations. The first is the Shannon Entropy Score, a 
measurement of the diversity of the members within a population[37]. The Shannon Entropy 
Score was applied as follows: 
 

H X   p(xi
i1
S
 )log p xi     (Eq. 2)         
where {x1,…xs} are the set of possible TSS values within a given TSR (X), and p is the 
probability that a TSS within X assumes the value x, and where S is the total number of TSS 
within the TSR. The more diversity, measured by unique genomic positions, that TSS within 
a TSR have, the more negative its Shannon Entropy Score. By contrast, a TSR where a very 
large fraction of sampled TSS share the same genomic position, will yield a Shannon 
Entropy Score closer to 0, and a TSR with sampled TSS that have only one unique genomic 
position will equal 0.  Using a script in R, the Shannon Entropy Scores for every TSR in the 
High Confidence TSR set was calculated using Equation 1, and a density plot of the results 
was constructed using R. The Unique TSS Statistic was also calculated for the High 
Confidence TSR set using the following equation: 
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
Unique TSS Statistic 
NUniqueTSS
NTotalTSS





1000   (Eq. 3) 
The Unique TSS Statistic measures diversity by calculating the relative proportion of unique 
TSS positions within the TSR to the total number of TSS sampled. Values closer to 0 
indicate a more uniform population, while larger Unique TSS Statistic values reflect a more 
diverse set of TSS within the sample.  
Representative TSR examples: Human: Two TSRs, with a ‘peaked’ and ‘broad’ shape, 
respectively, were selected from the Human Blended Tissue CAGE dataset after analysis 
with TSRchitect. Mouse and Arabidopsis: One representative TSR apiece was selected from 
the Mouse and Arabidopsis TSS datasets after analysis with TSRchitect. In each case, all 
TSSs within a 10kb range were plotted onto a histogram using R, with the TSRs identified 
with dashed rectangles. Tissue-specific human TSRs: A human gene with multiple prominent 
TSRs was selected from the Human Blended Tissue CAGE dataset. All TSS were plotted 
onto a histogram using R, with the TSRs similarly highlighted as in the previous examples. 
TSS data for the selected gene from all brain-related tissues (i.e. cerebrum, cerebellum), and 
leukemia cell line was extracted separately from the Human Blended Tissue CAGE dataset 
and analyzed using TSRchitect in Single Gene Mode and displayed as indicated previously. 
TSR Validation: The following chromatin datasets generated from the K562 cell line were 
downloaded from the UCSC ENCODE data repository 
(http://encodeproject.org/ENCODE/downloads.html): GIS ChIA-PET, DNAse I 
Hypersensitivity (DNAseI HS), and the following histone modification surveys: H3K27Ac 
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and H3K4Me3. Once downloaded, the files were converted to .bed format using custom Perl 
scripts. A validation of the K562 TSR annotations was made by taking the most supported 
chromatin annotations (those with support >= the 90
th
, 75
th
 and 50
th
 percentiles, respectively) 
for each of the 4 listed datasets, and cross-referencing them against with the K562 High 
Confidence TSR set (n=5212). Perl scripts were used to determine the fraction of TSRs made 
by TSRchitect that were supported by evidence from each of the 4 datasets at the 3 quality 
thresholds. A TSR was deemed ‘supported’ by an element if its genomic position was within 
10bp from the TSR midpoint. Results were plotted onto a bar chart using R and visually 
enhanced (axes, labels, legend) using Adobe Illustrator CS6. (Figure 6) 
Results and discussion 
Identifying the regions of transcription initiation for genes is challenging given the complex 
transcriptional landscapes seen within eukaryotes. As shown in Figure 1, the number of 
genomic positions represented by surveyed 5’ ends within the human genome far exceeds the 
corresponding number of coding genes. Identifying the regions of transcription initiation for 
genes, which we call Transcription Start Regions (TSRs), approximates promoter positions, 
providing useful regulatory information. In addition, identifying and characterizing TSRs has 
yielded important insights regarding promoter architecture and gene regulation in the 
organisms where it has been studied [7, 9, 38]. The diverse patterns of TSS within TSRs 
(Figure 2 provides an example of this) makes their straightforward identification impossible. 
To address this problem, we have developed TSRchitect, a freely available bioinformatics 
software package that identifies and characterizes TSRs of eukaryotic genes from multiple 
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sources of 5’ end profiling transcript datasets. TSRchitect was developed with two distinct 
coding modules (Figure 3) that analyze tag-based (CAGE, 5’SAGE) and sequence-based 
(EST, full-length cDNA) formats of high-throughput 5’ end data, respectively. Each TSS is 
associated with an adjacent gene, if present, and the TSS for every gene is collectively 
analyzed to determine its TSR using a clustering algorithm that identifies the distinct groups 
within a sample (Figure 3). TSRchitect identifies each TSR on a genome-wide basis, defining 
its genomic position, but also relevant quantitative measures such as breadth, shape, midpoint 
and expression level (see Implementation). The global TSR annotations provided by 
TSRchitect can then be separately integrated with other sources of genome-wide surveys, 
including histone modification, DNA methylation and transcription factor binding arrays for 
hypothesis-generation. 
Representative examples of the outputs generated by TSRchitect are shown in Figure 4. From 
the outcome analyzing human CAGE data using TSRchitect (Part A), genes exhibiting the 
two major shapes of TSR, peaked (panel a) and broad (panel b), are presented in Part A. 
TSRchitect offers support for any eukaryote with a sequenced genome and gene structure 
models. TSRs identified using TSRchitect in other species are shown in Part B, including 
mouse (panel a) and Arabidopsis (panel b). As TSS profiling data is generated in more 
organisms, TSRchitect will also be capable of contributing to comparative analysis of 
promoters and cis-regulatory sequences.   
 TSRchitect can discover putative cases of alternative promoter usage and tissue-specific 
promoter use. In Figure 5, we illustrate a human gene, FPR3, which has two putative 
promoters as indicated by its two distinct TSRs (labeled TSR-A and TSR-B, respectively) 
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identified with TSRchitect (Figure 5a). Interestingly, when CAGE TSS data from two tissue 
types, brain and leukemia, respectively, were analyzed using TSRchitect, we find that while 
the position and shape of TSR A and B do not vary greatly between the two conditions, that 
their relative expression does change: in brain, the ratio of TSR B to TSR A is 4.91, whereas 
in the leukemia sample it was measured 2.70, a reduction of 45% (Figure 5b). This result 
suggests a shift toward the use of the promoter adjacent to TSR A in the leukemia sample, 
but remains of unknown significance. The study of transcription initiation patterns in various 
tissue or cell-line datasets is intriguing, and is also an area where TSRchitect can be usefully 
applied.  
Conclusions 
TSRchitect, as a freely available package for the identification of large-scale TSS data, fills a 
need within the bioinformatics community. Several studies have reported methods [9, 14, 39, 
40] for annotating regions of transcription initiation from global 5’ end profiling studies, but 
of these, only one[40] is publically available as a computational tool. TSRchitect is the first 
publically available, validated tool for the identification of promoter regions from TSS 
datasets. It is hoped that the application of TSRchitect to the growing number of large-scale 
TSS datasets will improve existing promoter annotation efforts, and that through integration 
with other global genome-wide datasets will address questions about promoter architecture 
and the regulation of gene expression. 
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Figures 
Figure 1: Transcription initiation patterns within a representative fraction of the 
human genome 
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Figure 1: Transcription initiation patterns within a representative fraction of the human 
genome: Profiled 5’ ends of mRNAs reflected by CAGE data[9] are shown on both strands of 
the genomic region [chr8:19,000,000-23,500,000; displayed along x-axis of plot] roughly 
corresponding to human Chromosome locus 8q21.3. The stranded CAGE tag frequency at 
each genomic position is represented on the y-axis for the plus and minus-strands, represented 
by black and red lines, respectively. Annotated protein-coding genes (from [41]; dark blue) are 
displayed along the x-axis according to their location within the genome.  
Figure 2: Observed diversity of TSSs within annotated human gene promoters
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Figure 2: Observed diversity of TSSs within annotated human gene promoters: A) 
Distribution of Shannon’s entropy scores for TSS within a selection (n = 5212) of 
promoters of annotated genes using CAGE data from the human K562 cell line. The 
median entropy value for the dataset is 4.042 with a standard deviation of 1.137, showing 
that most gene promoters utilize multiple start sites. B) TSS diversity for the same set of 
annotated genes (n = 5212) is represented using the Unique TSS Statistic, whereby a higher 
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value indicates a larger diversity of unique start sites relative to the total TSS output. The 
median Unique TSS Statistic is 75.71 with a standard deviation of 75.04, indicating that the 
transcriptional output of gene promoters includes diverse TSSs. 
Figure 3: Workflow for TSRchitect 
Figure 3: Workflow for TSRchitect: User-supplied 5’ end profiling data from CAGE (top 
left; red boxes) and full-length cDNA or EST sequences (upper right; purple boxes) are 
analyzed separately prior to the application of the clustering algorithm (center-left; orange 
hexagon). CAGE datasets are first normalized using a method described previously[18], 
then each tag, if adjacent, is strandedly assigned to the proximal downstream annotated 
gene (described in Implementation) to generate the gene-associated TSS data. EST and 
full-length cDNAs sequence projects are automatically processed using GeneSeqer[22], 
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generating a spliced alignment against the reference genome. The positions of defined 5’ 
ends of each gene within the dataset are then compiled, creating a gene-associated TSS 
dataset. TSRs for each gene across the selection are calculated using a TSS clustering 
algorithm (detailed in Figure S1). The TSR positions for each gene, along with quantitative 
measures breadth, midpoint and shape (green boxes, below), are provided in a GFF3 
format output file. To generate hypotheses, the TSR data generated can be subsequently 
applied toward an integrative genomic analysis using other available large-scale datasets, 
including those of the types listed (yellow boxes, bottom-right).  
Figure 4: Representative examples of TSR identification and annotation using 
TSRchitect 
   
Figure 4: Representative examples of TSR identification and annotation using 
TSRchitect: Part A: Characteristic shapes of transcription initiation reflected by identified 
TSRs of human genes. a) All CAGE tags annotated to the gene UBE2l are shown on 
histogram, and those belonging to the identified TSR are highlighted by the dashed rectangle. 
The TSR for UBE2l is relatively peaked, with a shape measuring 9.44. b) CAGE tags 
annotated to the gene STX1B are displayed in the same manner, with its broad (1.76) TSR 
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featured by the dashed rectangle. Measures of TSR breadth and midpoint in a) and b) are listed 
on each histogram, as are the respective Refseq gene IDs. Part B: Identification and annotation 
of TSRs of genes in selected eukaryotic model organisms from diverse data sources using 
TSRchitect. a) CAGE tags and the identified TSR of the mouse (Mus musculus) gene Lphn3 is 
shown. b) The TSR for the Arabidopsis gene AT4G14820.1 is highlighted, identified from 
EST and cDNA data using TSRchitect. The histograms in both panels use the same notation as 
that of Part A.           
Figure 5: TSRchitect identifies putative alternative promoters and tissue-specific 
promoter use in human 
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Figure 5: TSRchitect identifies putative alternative promoters and tissue-specific 
promoter use in human: a) Two distinct TSRs, highlighted in dashed rectangles and labeled 
TSR A and B, respectively, were identified for the gene FPR3 using CAGE tags from a pooled 
collection of human tissues and cell lines. The major TSR, TSR B, utilizes approximately 2/3 
(0.661)
 
of the CAGE tags for this gene, while TSR A, the minor TSR, uses less than 1/5 
(0.184). Defined midpoint, breadth and shape values for each are presented in the same 
manner as in the previous figure. b) Tissue-specific patterns of TSR use. CAGE tags annotated 
to FPR3 from a) deriving from brain (Panel I) and lymphocytic leukemia (Panel II) tissues 
were analyzed using TSRchitect. As in a) both TSRs A and B were identified at the same 
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genomic positions (within 5bp in all cases) as the pooled sample. However, the brain and 
leukemia samples show differential TSR expression patterns. The ratio of CAGE tags (and 
therefore TSS) in TSR B to TSR A is 4.91 in brain tissues, whereas in the leukemia sample the 
ratio of TSR B to TSR A is 2.70, a 45% reduction in the relative utilization of the two TSRs. 
Figure 6: Validation of TSR annotation predictions made by TSRchitect using 
experimental evidence from four genome-wide surveys of promoter-associated 
locations and chromatin markings in the K562 cell line 
 
Figure 6: Validation of TSR annotation predictions made by TSRchitect using 
experimental evidence from four genome-wide surveys of promoter-associated locations 
and chromatin markings in the K562 cell line: Features from each of the respective surveys: 
ChIA-PET, DNAse Hypersensitivity, H3K27Ac and H3K4me3 were separately referenced 
against TSR annotations made by TSRchitect. TSRs were classified as ‘supported’ by a 
method if there was a feature within 10bp of the TSR midpoint. The percentage of supported 
TSRs (n = 5212) annotated by TSRchitect is listed on the y-axis and is displayed for each 
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method at three quality thresholds (the 90
th
, 75
th
 and 50
th
 percentiles, respectively). Nearly 
100% of TSR annotations are supported by ChIA-PET and DNAse Hypersensitivity 
evidences, while 93.98% and 62.01% of TSRs are supported by H3K27Ac and H3K4me3 
marks at the 50% quality threshold. Further detail concerning the data sources and support 
reference analysis are located in the Implementation. 
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CHAPTER 4: GENERAL CONCLUSIONS 
Conclusions 
Transcription plays a key role in gene regulation and is the first step leading to gene 
expression. The regulatory mechanisms that control and initiate transcription are of particular 
interest. These mechanisms are divided into cis-regulatory which are within the regulatory 
regions of the DNA, and trans-regulatory which are proteins like Transcription Factors that 
control transcription. The complexity involved in these mechanisms is considerably high due 
to the strict control that cells need to exert in accordance with ambient conditions [1]. 
Furthermore the metabolites that a cell produces are highly regulated according to the timing 
and amount of transcription. As the biological complexity of the species increases so does the 
complexity of these regulatory mechanisms. The computational study of these regulatory 
factors and their mechanisms is of great interest due to the large-scale availability of data sets 
in recent times. This is also an area for potential improvement in plant genomes where the 
computational study of regulatory regions has not yet sufficiently utilized the advancements 
from corresponding studies in mammalian species [2]. 
In order to address these needs, we explored two aspects: 1) designing a method to accurately 
annotate promoter regions from the DNA sequences that can be applied to relatively less-
studied species or newly sequenced species, and 2) designing an accurate method to 
potentially derive actionable knowledge from 5’-end datasets of well-studied species in 
public repositories. 
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First, we developed a computational approach to identify promoter regions given only the 
nucleotide sequence for plant genomes. This approach implemented as the Promoter 
Prediction Extractor (ProPEr) tool utilizes the unique structural features within the DNA 
sequence at promoter regions to identify putative promoters [3, 4]. The development of this 
approach demonstrates the utility of spliced alignment as a means of deriving promoter 
information from existing and widely available low-resolution transcript datasets such as 
ESTs and cDNAs. The ability of machine learning to accurately identify trends within large 
complex datasets such as regulatory regions was also established in this work.  
The robustness of ProPEr was confirmed by the lack of any biases in promoter prediction 
performance between monocot (Oryza sativa) and dicot (Arabidopsis thaliana) species. This 
can be attributed to the generic and powerful structural features that ProPEr is designed to 
utilize. This strength can be potentially harnessed for promoter prediction using our 
methodology for other non-plant eukaryotes too. The application of our tool on the 
aforementioned two model plant species’ protein-coding genes resulted in Recall and 
Precision values of 97% and 36% on Arabidopsis thaliana and 81% and 15% on the larger 
Oryza sativa genome, respectively. Utilizing frameworks such as those built into ProPEr can 
thus identify promoter regions from genomes by themselves, or contribute towards increasing 
the confidence and quality of promoter annotations from other public sources. 
The public availability of high-resolution Transcription Start Site (TSS) datasets such as Cap 
Analysis of Gene Expression (CAGE) and full-length complementary DNA (fl-cDNA) data 
has provided us with unprecedented opportunities to study transcriptional landscapes. The 
mapping of these datasets to genomes has resulted in distributions of promoter regions. These 
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promoter distributions or architectures have been strongly correlated with the mode of gene 
regulation and their regulatory mechanisms [5-7]. Although these datasets have been reliable 
and restricted to well-studied model species, methods that provide capabilities to broadly 
analyze these datasets are limited. Concurrent to the development of 5’ end profiling methods 
such as CAGE, computational practices to analyze each of these datasets have also been 
proposed [8-11]. Regrettably these practices are either not widely applicable across species, 
or not publically available as computational tools.  
To bridge this gap, we designed TSRchitect as a freely available package to derive 
information on promoter architecture from public TSS datasets. TSRchitect can utilize 
CAGE datasets from resources such as ENCODE [12], as well as ESTs and cDNA datasets 
from resources like PlantGDB [13]. Using these datasets, TSRchitect accurately identifies 
Transcription Start Regions (TSRs) of genes from the distributions of their TSSs. TSRchitect 
is further capable of quantifying these distributions as tangible metrics and visualizations. 
The combination of TSRchitect with other genome-wide datasets will greatly aid studies on 
promoter architecture across species and kingdoms.  
It would be of great interest in the future to potentially combine these two computational 
workflows presented in this thesis. Computational methods for promoter prediction can 
benefit from prior information about promoter architecture that has been derived using tools 
such as TSRchitect. Additionally, one can improve the annotation quality of promoter 
regions by providing the potential promoter architecture information, given the predictions 
from a promoter prediction program.  
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The projects presented in this thesis address the growing need for computational tools to both 
identify and analyze the cis-regulatory regions of eukaryotic genomes. Whole genomes 
annotation frameworks will greatly benefit by integrating predictions from tools such as 
ProPEr and TSRchitect. Robust and powerful regulatory region annotations produced from 
such accurate frameworks are greatly desired in this age of rapidly expanding datasets for a 
multitude of species. 
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