Abstract
, C3 t < 15, 000 where H t is the number of hunting permits allocated in year t, C3 t is an index to the 187 population based on smoothing the annual fall pre-migratory population counts (C3 t = 188 C t−3 +C t−2 +C t−1 3 ), P 3 t is an index to juvenile production as measured by smoothing the pro-189 portion of juveniles in the population (P 3 t = An increase in either P 3 t or C3 t increases allowable number of hunting permits non- operate under a sizable range of possible future conditions (Appendix S1: Figs. S1 and S2).
205
Adaptive management framework 206 An alternative approach to the RMP's reactive decision framework is an anticipatory ARM 207 framework that uses explicit population models and decision theory to identify the optimal 208 harvest policy to meet long-term management objectives. To evaluate the probability of 209 meeting the management objective under these decision frameworks, we can suppose a sand-
210
hill crane population operates according to known demographic processes, specified using a 211 stochastic population model (i.e., defined as the Generating Model throughout), which is be-
212
ing managed under a reactive or ARM decision process. For the ARM framework, managers
213
can specify competing population models that are used for optimal policy identification and 214 learning. To evaluate each decision process, including alternative sets of population models
215
within ARM, we can compare the probability of meeting our long-term management objec-
216
tives under each framework; in addition, for each type of decision framework, we can compare 217 scenarios with different combinations of structural and monitoring uncertainty, along with a 218 defined decision framework to understand the value of eliminating uncertainties, singularly 219 or in combination.
220

ARM decision process
221
To outline an adaptive management framework for sandhill cranes, we consider multiple 222 competing population models that can predict crane populations in year t + 1 based on the 223 population in the current year t and a harvest decision (H t ). Competing models represent 224 alternative hypotheses about population dynamics (i.e., due to structural uncertainty). By 225 summarizing these models as a discrete Markov process (i.e., population transitions depend 226 only on the current population state and harvest decision), we can evaluate an optimal state-227 dependent harvest management policy using stochastic dynamic programming (Marescot et 228 al. 2013) . In other words, we can calculate the optimal set of harvest decisions for all 229 potential total population sizes that will meet our long-term objectives, choosing a specific 230 harvest quota based on the current population size (i.e., current state of the system). Note,
231
that the decision process is in regards to population state transitions (i.e., total population 232 size), while the population dynamics and some population models (described below) are age-233 specific, referring to specific age-classes that have different relative influence on the dynamics.
234
We outline the six essential elements of our Markov-decision problem (Marescot et al. 2) that represents the desirability of a resulting state over time,
The utility function states that for any year the population meets our objective (17, 000 ≤
255
N t ≤ 21, 000), we assign a one and if it doesn't, we assign a zero. This allows us to use 256 an optimization process to find the decision that will maximize the number of one's we 257 obtain. Note that we only give utility to the ensuing state of the population and not to 258 the harvest resulting from the action. The sixth element is calculating the optimal policy, 259 which indicates the optimal harvest decision for each possible population state. A decision
260
is optimal when it is expected to best satisfy the objectives over time. Solving stochastic
261
Markov-decision problems can be done using a number of algorithms (Marescot et al. 2013 ).
262
We use our utility function with our weighted averaged transition probability array, and the value of meeting our population objective (i.e., the discount factor was nearly one at 0.9999; 268 the small difference from one was to ensure optimization convergence). Based on the goals 269 of the RMP management plan, there is no justification for discounting future populations.
270
Learning
271
Learning about the relative predictive merit of crane population models occurs by updating 272 model weights sequentially by year. This is done by evaluating the discrepancy between the 273 prediction of each model using the current population state (N t ) and implemented harvest 274 decision (H t ), with that of an observation of the population in the following year (N t+1 ; Eqn.
275
3). The weight of model i is updated using Bayes Theorem,
.
The P (M odel i,t ) is the model weight of M odel i,t in the previous year and P (N t+1 |M odel i )
277
is the probability density of the observed population size, given the predicted distribution 278 of N t+1 under Model i. We estimate this probability by assuming that predictions under a
279
given model follow a Normal distribution and use the probability density function to calcu-
280
late the probability of the observed population size (N t+1 ), given the mean and variance of 281 the predicted distribution of Model i. We use this approach because it provides a comparable 282 measure across different types of models, which may or may not be fit using likelihood theory.
283
We investigated alternative approaches and found using the Normal distribution straightfor- process.
340
All vital rates at or near carrying capacity are defined based on empirical findings 341 from the RMP. Survival parameters are age-specific (S k for age k) and based on estimates 342 from a 23-year mark-resight study (Kendall, W.L., and Drewien, R.C., unpublished data).
343
Fecundity is the average number of young per pair observed over 40 years (Drewien 2011 ).
344
Only older individuals ≥ 5 years old can breed, while most production comes from indi-345 viduals ≥ 8 years old (Gerber et al. 2014 ); these individuals have the highest probability 346 of breeding, which declines with younger ages (Drewien, R.C., unpublished data). Realized 347 harvest (f (H k,t , N k,t ) for age k and year t) is compensated up to natural mortality (i.e., non- PropBreeding
All survival parameters are stochastic (see Appendix S2). We assumed baseline juvenile 375 survival (1st year, S 1,t ) follows a Beta distribution with a mean of 0.73 and variance of 0.07
376
( Fig. 1d ), which is affected by the population size as,
Adult survival (S 2−8,t ) is defined similarly, where the mean of S k,t for k = 2 to 8 is 0.80, 0.90, 
The generating population model is defined following the population size of each age k in 382 year t (N k,t ), the number of breeders (z k,t ), and survival probability (S k ),
Monitoring uncertainty
385
Regardless of the decision process (reactive or ARM), it is common to only observe a count 386 of the population (Count t ), rather than the true abundance (N t ). In the below section
387
(Scenarios), we consider simulation scenarios where, in any given year, the population may 388 be over-or under-counted as,
where the observational variation (0.07) was estimated from the RMP monitoring data (Ger-390 ber and Kendall 2017). Thus, in an ARM framework, models predict the population in year 391 t+1, and models are updated using the observed Count t rather than the true population size 392 (N t ). As such, the optimal decision process is based on potentially incorrect information.
393
There is no correction within the decision process, such as when using partially observable
394
Markov decision processes, which recognizes the reality that many monitoring programs ob-395 serve data with error and can't account for it. This is the case for RMP sandhill cranes and numerous other migratory birds (Gerber and Kendall 2017 Model 2 is a discrete logistic growth model, defined as,
439
This model assumes K t is fixed at 30,000, recognizing that estimating carrying capacity is 440 often infeasible. The intrinsic growth rate (r) is defined based on juvenile recruitment (P t )
441
and differential survival of juveniles and adults (Appendix S2). Survival parameters are 442 stochastic and defined via probability distributions, while P t is data that is observed annu-
443
ally. As such, in every time step, r changes based on the realized survival probabilities and 444 the observed juvenile recruitment. We considered harvest to be additive to natural mortality.
Models 3 and 4
Model 3 is a density-independent five age stochastic population model, where harvest mor- We compare scenarios by investigating the expected (i.e., averaged) probability of and minimum annual probability of meeting the population objective. Although not an 521 explicit objective, we also report differences in expected annual harvest over the years.
522
The value of eliminating uncertainties
523
We use a value of information approach to consider eliminating all or partial uncertainty in 3). The expected probability of maintaining the population objective over the duration of 553 harvest when the population was observed with error ranged from 0.74 to 0.88, while the 554 minimum values ranged from 0.43 to 1.00 (Table 1) . The expected annual probability of 555 meeting the objective was lowest under the posthoc scenario (7), while the lowest minimum 556 probability of meeting the objective was with scenario 1. Scenarios where the population 557 was observed with error led to differences in the extent of populations going below or above 558 the objective, depending on the model set.
559
In all scenarios where the population was monitored without error (scenarios 2-3, 8, 560 9), we found the minimum annual probability of maintaining the population objective was 561 0.98 ( or structural uncertainty (scenario 9), such that the only model considered was the Gener-
565
ating Model (Fig. 2) , the probability of meeting the objective was always 1.00. Despite not 566 having age-specific optimal harvest decisions under scenario 9, the annual predictions were 567 highly accurate (Fig. 3) ; the expected annual harvest was found to vary from 391 to 1363, 568 corresponding to the changes in carrying capacity and thus the effects of density-dependence 569 on vital rates.
570
Learning
571
We found that when the population was observed with error, Model 1 (autoregressive time- 
580
When the population was observed without error, the model set and whether age-581 structure was assumed or known had an important impact on which models accrued weight.
582
But, the differences did not affect the probability of meeting the objective, which was almost 583 always 1.00. When we assumed the age-structure and neither the Generating Model nor its capacity did when the population structure was assumed (scenario 2).
590
Reactive decision framework
591
We found that making harvest decisions based on the reactive framework (scenarios 5 and 592 6) led to the lowest expected probability of meeting the management objective, which was 593 still relatively high at 0.72 and 0.77, respectively; these scenarios led to the highest overall 594 expected annual harvest. Scenarios 5 and 6 also led to the lowest minimum annual prob-595 ability of meeting the population objective (<0.01). The expected probability of meeting 596 the population objective was slightly better when the population was observed perfectly 597 (Table 1) . When the carrying capacity was either stable or decreasing, the reactive decision 598 framework set harvest levels that caused the population to settle near the lower boundary 599 of the population objective (Fig. 5) . We found that when the population was observed with 600 error (scenario 6), this led to observed counts that were below the allowable harvest level
601
(15,000) and thus harvest was closed in rare circumstances (Fig. 5) . In years when the carry-
602
ing capacity was increasing, the reactive decision framework appropriately allocated harvest 603 to maintain the population within the bounds of the objective, regardless of whether the population was observed with error.
605
606
The largest ∆ All (0.28) occurred when resolving all uncertainties associated with managing 607 under the RMP decision framework while observing the population with error (difference 608 between scenario 5 and 9; Table 2 ). This includes adopting an optimal decision process 609 where the population size and structure is observed perfectly and there is no structural expected benefit of resolving monitoring uncertainties was higher in an ARM framework
617
(∆ P artial = 0.14-0.15) than if an ARM framework is not adopted (∆ P artial = 0.05, Table 2 ).
618
Changing from the reactive to an ARM decision process always increased the prob-619 ability of meeting the population objective, regardless of resolving any additional uncertain-620 ties (Table 2 ; rows where resolved uncertainty contain 'DF'). However, there was little value 621 gained when changing to an ARM process if the population was observed with error and 622 the model set didn't include Model 1 (∆ P artial = 0.02). In all cases of changing from the 623 RMP decision process to an ARM process, there is a decrease in annual expected harvest 624 (Table 2) .
625
Discussion
626
Our findings strongly support the utility of the ARM framework to achieve population ob- (e.g., Model 3 is density-independent, while the Generating Model is density-dependent). As 662 such, our 'learning' is aimed at identifying the most useful predictive model(s) in the set for 663 a given set of circumstances. Our goal for learning is to provide the best predictions to make 664 harvest decisions that will meet our management objectives, not necessarily to perfectly 665 characterize the system. Ideally, we would most benefit if we could identify a model that in less than ten years). However, more commonly than not, this is unlikely to be the case 681 and it should be recognized that a set of poorly realistic models and imprecise monitoring can cause misleading ecological learning about the system. For example, in our scenario 683 1, the model set included the Generating model, but no weight was given to it because we 684 observed the population with error and did not know the true age-structure. Furthermore,
685
even when we did observe the population perfectly, the Generating Model was well supported 686 for only part of the simulation, likely due to the assumption of age-structure. However, a 687 set of poorly realistic models and imprecise monitoring may not jeopardize ARM's ability to 688 improve management decisions and perform better than a reactive approach, as long as the 689 model set in total provides robust predictions.
690
The quality and rate of learning in ARM will likely depend on whether model param- Population size is either observed without error (Perfect) or symmetric noise around the true population (Imperfect).
b Age-structure is either known perfectly in each year (Known) or is assumed to be an old age-structure prior to harvest and constant through time (Assumed). The RMP objective is to maintain a population between 17,000 and 21,000.
d Scenarios 5-6 do not involve model updating. a Uncertainty includes monitoring population abundance (Pop), age-structure (SS), models (Models), and the decision framework (DF). A resolved DF indicates that an ARM framework is used, while unresolved indicates the RMP framework. If DF is not included in a row then the probability of meeting population objective is being considered between ARM scenarios. b The model set indicates the scenario with unresolved uncertainty (see Table 1 ). c Harvest is not a specific objective and does not effect the value of information. It is a byproduct of the system and decisions made to meet the objective. is age-structure. Scenario 9 indicates optimal decision making using the Generating Model,
918
such that there is no structural uncertainty. dynamics when the population is observed with and without error (mean and 95% quantiles; 928 3 rd row, Harvest decisions are made using the RMP decision framework (Scenario 5 and 6).
929
The gray area of the third row figures indicates the RMP population objective. 
