Abstract. Generalizing a previous one-variable "interlace polynomial", we consider a new interlace polynomial in two variables. The polynomial can be computed in two very different ways. The first is an expansion analogous to the state space expansion of the Tutte polynomial; the differences are that our expansion is over vertex rather than edge subsets, the rank of the subset appears positively rather than subtracted from the rank of the whole, and the rank and nullity are taken over F 2 rather than R.
The polynomial
Given a graph G with vertex set V (G), for any subset S ⊂ V (G), let G[S] be the subgraph of G induced by S. Somewhat unconventionally, we shall allow the null graph with no vertices, writing G for the set of graphs including the null graph. In particular, if S is the empty set then G[S] is the null graph of rank and nullity 0.
For a matrix A over F 2 , let n(A) be the nullity of A and r(A) its rank. Abusing notation slightly, for a graph G, n(G) and r(G) will denote the nullity and rank of its adjacency matrix. It is a fact from linear algebra that for a symmetric matrix A over F 2 with zero diagonal, r(A) is always even.
We are ready to define our two-variable interlace polynomial q(G; x, y) of a graph G of order n as a sum of 2 n terms:
the sum taken over all subsets including S = ∅ and S = V (G). For convenience we will also define the monomial m(H) = (x − 1) r(H) (y − 1) n(H) , so that q(G) = S m(G [S] ). This "state space" expansion of the two-variable interlace polynomial is an analogue of the Tutte polynomial given as T (G; x, y) = F ⊂E (x − 1)
r(E)−r(F ) (y − 1) n(F ) . The differences are that our sum is over vertex rather than edge subsets, the rank of the subset appears positively rather than subtracted from the rank of the whole, and the rank and nullity are taken over F 2 rather than R.
A surprising basic property of this polynomial is that it satisfies a three-term reduction formula, as per Theorem 2. We now introduce the reduction, and the pivot operator by which it is defined.
The pivot and reduction
As in [ABS00, ABS, Bou99] , for a simple graph G and an ordered pair ab = (a, b) of distinct vertices of G, we define the pivot operation on ab mapping G into G ab as follows. We say that two vertices x, y of G are distinguished by {a, b} if x, y / ∈ {a, b} and x, y have distinct non-empty neighborhoods in {a, b}. Let G ab be the graph with vertex set V (G) in which xy is an edge if either xy / ∈ E(G) and x and y are distinguished by {a, b}, or else xy ∈ E(G) and x and y are not distinguished by {a, b}.
Let us spell out this definition in detail. Partition the vertices other than a and b into four classes:
(1) vertices adjacent to both a and b; (2) vertices adjacent to a alone; (3) vertices adjacent to b alone; and (4) vertices adjacent to neither a nor b.
To form G ab from G, for any vertex pair xy where x is in one of the classes (1-3) and y is in a different class (1-3), "toggle" the pair xy: if it is an edge of G, make it a non-edge of G ab , and if it is not an edge of G then make it an edge of G ab . All other pairs of vertices are adjacent in G ab iff they are adjacent in G. We shall write the adjacency matrices of G and G ab with rows and columns put into six groups according to their relations to a and b. The first group consists of a alone, and the second of b alone; groups three to six are the four classes above. Write 1 for an all-1 row or column vector of whatever dimension and likewise 0 for an all-0 vector, so that the adjacency matrix of G is of the form
where in all cases M ji is the transpose of M ij . Then the adjacency matrix of G ab is
Note that, outside of the neighborhoods of a and b (the first two rows and columns), A ′ is the adjacency matrix of G ab ; moreover, since these linear operations are invertible, n(A) = n(A ′ ). To prove the first assertion, discard the first row and column of A to yield A\a and similarly that of A ′ to obtain A ′ \a. Since they did not use row or column 1 (vertex a), the same linear transformations as before map A\a to A ′ \a, showing that n(A\a) = n(A ′ \a).
. To prove the second assertion, further transform A ′ by adding row 1 to each row in the 3rd and 4th groups, and repeating for columns, to obtain
Because the operations are all invertible, n(A) = n(A ′′ ). Note that A ′′ \{a, b} is the adjacency matrix of G ab −a−b. The first and second rows in A ′′ are linearly independent of one another and of all other rows, so deleting them does not change the nullity. After deletion of these rows the first two columns are all-zero, so deleting them reduces the nullity by 2; it follows that n(
Note that if either a or b has a loop, the top-left submatrix of A(G) differs from that in (2), resulting in a different "border" in the matrix A ′′ , so that the border's deletion changes the nullity unpredictably. That is, if there is a loop at either a or b, n(G) − n(G ab − a − b) may be 0 rather than 2.
Theorem 2. For any edge ab of G,
Proof. For S ranging over subsets of V (G)\{a, b}, by (1),
while
To show that (4) and (5) are equal, we will show equality of their terms for each S. Two terms of (4) directly match their counterparts in (5):
. A third equality follows from the first part of Lemma 1:
The final equality, between a single term from (4) and two terms from (5), follows from the second part of Lemma 1:
The reduction formula gives an alternative characterization of the two-variable interlace polynomial.
Corollary 3. The two-variable interlace polynomial defined by (1) is the unique map q : G → Z[x, y] that satisfies the reduction formula (3) and the boundary conditions q(E n ) = y n , n = 0, 1, . . ..
Proof.
The two-variable interlace polynomial q(G) defined by (1) satisfies the reduction formula, and from (1) it is immediate that it also satisfies the boundary conditions. Uniqueness follows from (3) by induction on the order of the graph.
Basic properties
The interlace polynomial defined in [ABS00] is a special case of the two-variable interlace polynomial. Specifically, define a single-variable polynomial q(G; y) = q(G; 2, y); substituting x = 2 into (3) gives the reduction q(G; y) = q(G−a; y)+q(G ab −b; y), precisely the reduction that defined the single-variable interlace polynomial. The boundary conditions q(E n ; y) = y n also match, concluding the equivalence.
Corollary 4. The single-variable interlace polynomial of [ABS00], defined by a reduction formula, has the explicit expansion
Contrary to the case with the one-variable interlace polynomial, here it is not true that q(G) is always equal to q(G ab ); a counterexample is the path of length 3, pivoted on the middle edge. However, we do have the following proposition.
Theorem 5. For any graph G with edge ab,
Proof. By the interlace polynomial's definition, with sums taken over subsets S ⊂ V (G)\a,
by Lemma 1. From this point symmetry completes the proof.
As with the earlier one-variable polynomial, this one obeys a simple product rule. For graphs G 1 = (V 1 , E 1 ) and G 2 = (V 2 , E 2 ) with disjoint vertex sets,
Theorem 6. If G 1 and G 2 are graphs on disjoint vertex sets, and
Proof. As in [ABS00] , the relation can be proved through the reduction, taking advantage of the fact that pivots in one component do not affect the other. Alternatively, it is easy to see that the the sum (1) is the product of the corresponding sums over all S 1 ⊂ V (G 1 ) and S 2 ⊂ V (G 2 ).
Graphs with loops
In lieu of (1), another plausible definition for the two-variable polynomial might be
by 2 is natural in that the rank of a zero-diagonal symmetric matrix over F 2 is always even. The polynomials q and q ′ are related by a change of variables, q ′ ( √ x − 1 + 1, y) = q(x, y). From this (or by inspection of the proof of Theorem 2), the reduction formula for q ′ is
One reason we prefer the original formulation is that its evaluations on the diagonal are very simple: q(G; y, y) = y n . A second reason to prefer q to q ′ comes from consideration of graphs with loops. As we are working over F 2 , we shall allow at most one loop at each vertex, and we shall indicate the presence of a loop by a 1 in the corresponding diagonal entry of the adjacency matrix. For such graphs, we may continue to define q(G) by (1), but now r(G) may be odd. The previous reduction formula (3) no longer applies, but instead there is a pair of reduction formulas.
Bouchet [Bou99] defines the "local complement" G a of graph G on vertex a by complementing (toggling the presence or absence of all edges, including loops) the subgraph of G induced by the neighborhood of a, while keeping the graph otherwise unchanged; that is,
(As usual, Γ(a) is the set of neighbors of a; in particular a ∈ Γ(a) iff there is a loop on a.) It is observed in [Bou99] that a pivot is equal to a composition of local complementations, G ab = ((G a ) b ) a , followed by a swap of the labels a and b. (This is correct as stated for our version of pivoting, which differs from Bouchet's by a label swap.)
Lemma 7. If a graph G has a loop at a vertex a then n(G) = n(G a − a) − 1, and equivalently r(G) = r(G a − a).
Proof. In notation like that of (2) but only distinguishing a vertex a having a loop, its neighbors, and its non-neighbors, we may write
Let A ′ be obtained by adding row 1 of A(G) to each row in the second class, and repeating for columns; thus
The linear operations are invertible, so n(A ′ ) = n(A). The first row of A ′ is independent of the others, so deleting it does not affect the nullity, and what remains of the first column is all-zero, so deleting it decreases the nullity by 1; thus
Theorem 8. For a graph G which may have loops, for any vertex a having a loop,
and for edges ab where neither a nor b has a loop,
Proof. To prove (6), as in the proof of Theorem 2, we show that for each S ⊂ V (G)\a, we have equality between the corresponding summands of q(G)
The first terms, m(G[S]) and m((G − a)[S]), are identical. By Lemma 7, m(G[S
, which completes the proof. Equation (7) is proved precisely as in the proof of Theorem 2, the key being the second assertion of Lemma 1.
Specializations of the interlace polynomial
Specializing q(G; x, y) by setting x = 2 (or x = 0, since rank is always even) causes the "rank" term to disappear from (1), and so we call the one-variable interlace polynomial of [ABS00] the "vertex-nullity polynomial",
This polynomial is related to the Martin polynomial and circuit partition polynomials [Mar78, ABS, EM98, EM00]. Analogously, there is a one-variable "vertex-rank polynomial"
and it appears to be at least as interesting. First, the vertex-rank polynomial distinguishes graphs of small order better than the vertex-nullity polynomial. For example, the rank polynomial distinguishes all 11 graphs of order 4, where the nullity polynomial takes on only 8 distinct values. At order 5 there are 34 non-isomorphic graphs: the rank polynomial takes 33 values, and the nullity polynomial only 17. Similarly for trees: the nullity polynomial fails to distinguish one pair of trees of order 8 and two pairs of order 9; the rank polynomial distinguishes all trees of orders 8 and 9.
In [ABS] we showed that certain basic graph parameters could be read from the vertexnullity polynomial, namely the order, the component number, the edge-independence number, and an upper bound on the (vertex) independence number. The vertex-rank polynomial, too, gives the order.
Theorem 9. For any graph G of order n, q R (G; 0) = 2 n .
Proof. The formula in (1) reduces to a sum, over all 2 n subgraphs of G, of −1 raised to an even power.
As per the following proposition, the maximum degree of either variable in the two-variable interlace polynomial is unchanged by "removing" the other variable (substituting 2).
Theorem 10. For any graph G, deg x (q(G; x, y)) = deg(q R (G; x)), and deg y (q(G; x, y)) = deg(q N (G; y)), where deg x (respectively deg y ) denotes the maximum degree of x (resp. y) in the polynomial.
Proof. We will prove the statement for the vertex-rank polynomial; that for the vertex-nullity polynomial is proved identically. Since q R (G; x) = q(G; x, 2), deg(q R (G; x)) ≤ deg x (q(G; x, y)). Consider any S ⊂ V (G) contributing to (1) a term of the maximum x-degree, degree k. But
, so each such term here also has x-degree k. For each such S the coefficient of x k is 1; there is no cancellation, and so the x-degree is k in q R as it was in q.
In [ABS] , we showed that deg(q N (G)) ≥ ind(G), that is, deg(q N (G)) is an upper bound on the independence number. We showed graphs for which deg(q N For 
the second set of rows is simply A d−1 times the first set. Since the second set is a linear combination of the first set, the rank of the whole matrix is at most 2 d−1 ; the presence of a block I means this rank is achieved.
Similarly, for H d we have
, where I = 1 + I. Here we find that for 
Counting independent sets
There are other interesting specializations of the 2-variable interlace polynomial. Evaluating at y = 1 means that (y −1)
In particular, then, q(G; 2, 1) counts full-rank induced subgraphs of G.
Similarly, q(G; 1, 2) counts the independent sets of G (including the empty set), a problem that has received widespread attention. In particular, it is known that counting independent sets is #P-complete even for low-degree graphs [DG00] , so it follows that it is #P-hard to compute the two-variable interlace polynomial (in particular at the point (x, y) = (1, 2)) and the "rank" interlace polynomial (at x = 1). In fact, it is hard to count independent sets even approximately [DFJ98] .
Given the similarity to the Tutte polynomial, which is hard to compute almost everywhere ( [JVW90] , see also [Wel93] for a survey), and given the variety of structures counted by the interlace polynomial (see [ABS] ), with counting typically being #P-hard, it is anything but surprising that the interlace polynomial is computationally hard. However, it was a question left unresolved in [ABS] , and in fact we still do not have a proof that computing the "nullity" polynomial is #P-hard. Moreover, in analogy with the Tutte polynomial, it would be of interest to show that the interlace polynomial is hard to compute at almost all points (x, y).
The transformation ∂q(G) ∂y
(1, 2) is the sum of the sizes of all independent sets. More interestingly, q(G; 1 + λ, 1) = H λ |H| , the sum taken over all independent sets H of G. (Certain communities use e −β in place of λ.) This generating function for independent sets is precisely the partition function, which is of particular interest because of its importance in mathematical physics and because most other quantities of interest can be computed from the partition function and its derivatives.
Polynomials of some basic graphs
We compute the interlace polynomial of some basic graphs, notably complete graphs K n , complete bipartite graphs K m,n , and paths P n of length n.
Theorem 12. For all n and m we have
1 + 4(y + x(x − 2)) 1 − 1 + 4(y + x(x − 2)) 2 n Proof. That q(E n ) = y n is immediate from (1) and also figured into the boundary condition in Corollary 3.
For K n we have
which, letting odd(k) = 1 if k is odd and 0 otherwise
The even and odd sums are computable from the sum and difference of (z + 1) n = n k z k and (−z + 1) n = n k z k (−1) k ; substituting z = x − 1 and simplifying gives the expression shown.
We also derive q(K m,n ) directly from (1). K m,n has m i n j subgraphs K i,j . Each such subgraph's adjacency matrix has the form
whose rank is
the four terms coming respectively from the cases where i > 0 and j > 0; i = 0 and j > 0; j = 0 and i > 0; and i = j = 0 (the null subgraph). Expanding,
The claim for K m,n follows immediately. For G = P n with n ≥ 2, we use the reduction (3) with edge ab, where b is a leaf. Since G−a is the disjoint union of P n−2 and E 1 , q(G − a) = yq(P n−2 ). Since G ab = G, G ab − b = P n−1 and G ab − a − b = P n−2 . The net result is q(P n ) = (y + x 2 − 2x)q(P n−2 ) + q(P n−1 ).
Solving this recursion, with the boundary conditions q(P 0 ) = q(E 1 ) = y and q(P 1 ) = q(K 2 ) = x 2 − 2x + 2y, yields our formula for q(P n ).
Further polynomials
We observed in Section 1 that the interlace polynomial's expansion is similar to that of the Tutte polynomial, with two significant differences: the sum is over vertex rather than edge subsets, and the rank and nullity are taken over F 2 rather than R. (That the rank of the subset appears positively rather than subtracted from the rank of the whole is just a trivial transformation: replacement of the interlace polynomial's x − 1 by (x − 1) −1 , and multiplication by (x − 1) r(G) .) This suggests a whole range of polynomials given by similar expansions, with the sums taken variously over vertex or edge subsets, and where the rank and nullity are taken over various fields. It would be interesting to determine which of these polynomials satisfy reductions akin to that of Theorem 2, and which ones have significance in combinatorics or other fields.
Open problems
As was the case with the one-variable interlace polynomial, the two-variable interlace polynomial is quite new, and there are more questions than answers. Here we simply list a few of the obvious ones.
Is q(G) reconstructible, i.e., given q(G − a) for each vertex a, can we reconstruct q(G)?
What is the expectation of q(G) for a random graph G?
We previously conjectured that the vertex-nullity polynomial's coefficient sequence was unimodal. Representing the coefficients of q(G; −x, y) as an array whose entry (i, j) is the coefficient of x i y j , we have noticed that the array's rows and columns are unimodal, and have confirmed this for all graphs through order 6. (With the substitution of −x for x, it is clear from Corollary 3 -but not from (1) -that the coefficients are all non-negative.) Is this always the case?
