Adomian decomposition method is used for solving the seventh order boundary value problems. The approximate solutions of the problems are calculated in the form of a rapid convergent series and not at grid points. Two numerical examples have been considered to illustrate the efficiency and implementation of the method.
Introduction
The boundary value problems of ordinary differential equations play an important role in many fields. The theory of seventh order boundary value problems is seldom in the numerical analysis literature. These problems generally arise in modelling induction motors with two rotor circuits. The induction motor behavior is represented by a fifth order differential equation model. This model contains two stator state variables, two rotor state variables and one shaft speed. Normally, two more variables must be added to account for the effects of a second rotor circuit representing deep bars, a starting cage or rotor distributed parameters. To avoid the computational burden of additional state variables when additional rotor circuits are required, model is often limited to the fifth order and rotor impedance is algebraically altered as function of rotor speed. This is done under the assumption that the frequency of rotor currents depends on rotor speed. This approach is efficient for the steady state response with sinusoidal voltage, but it does not hold up during the transient conditions, when rotor frequency is not a single value. So, the behavior of such models show up in the seventh order boundary value problems [10] . Presently, the literature on the numerical solutions of seventh order boundary value problems and associated eigen value problems is seldom. Siddiqi and Ghazala [12, 13, 14, 15, 16, 17, 18] presented the solutions of fifth, sixth, eighth, tenth and twelfth order boundary value problems using polynomial and non-polynomial spline techniques. Siddiqi and Twizell [19, 20, 21] presented the solution of eighth, tenth and twelfth order boundary value problems using eighth, tenth and twelfth degree splines respectively. The Adomian decomposition method was introduced and developed by George Adomian [1, 2, 3, 4] . This method has been applied to a wide class of linear and nonlinear ordinary differential equations, partial differential equations, integral equations and integro-differential equations [8, 9, 22, 23] . Wazwaz [23, 24] provided the solution of fifth order and sixth order boundary value problems by the modified decomposition method. Convergence of Adomian decomposition method was studied by Cherruault et al. [5, 6, 7] . In this paper, the Adomian decomposition method [1, 2, 3, 4] is applied on the seventh order boundary value problem. An algorithm for approximate solution by Adomian method is developed for such problems. This method provides solutions in terms of a rapidly convergent series.
Adomian Decomposition Method
Consider the operator form of differential equation
where L is the highest order derivative operator with the assumption that L −1 exists, R is a linear derivative operator of order less than L, N u is the nonlinear term and f is the source term. Applying the inverse operator L −1 to both sides of Eq. ( 2. 1 ) and using the given conditions yields the following
where the function g represents the term obtained after integrating the source term f and using the given conditions . The solution u(x) can thus, be defined as
where the components u 0 , u 1 , u 2 , ..., are determined by the following recursive relation
The nonlinear term N u is expressed in terms of an infinite series of the Adomian polynomials given by
where A n are Adomian polynomials [3] defined by
Analysis of the Method
Consider the following seventh order boundary value problem
with boundary conditions
where α i , i = 0, 1, 2, 3 and β j , j = 0, 1, 2 are finite real constants and the function f is continuous on [0, b]. The problem ( 3. 1 ), in operator form, can be rewritten as
where the derivative operator L is given by
The inverse operator L −1 is therefore defined as
Operating with L −1 on Eq. ( 3. 3 ) gives
using the boundary conditions ( 3. 2 ) at x = 0 yields
where the constants
will be determined using boundary conditions at x = b. The Adomian method determines the solution u(x) in terms of the following decomposition series
Substituting Eq. ( 3. 9 ) into Eq. ( 3. 7 ) leads to
To determine the components u n (x), n ≥ 0, the following recurrence relation will be used
where the nonlinear function f (x, u) can be decomposed into an infinite series of Adomian polynomials given by
where A k are Adomian polynomials [3] defined by
, n = 0, 1, 2, ... where the n-term approximant is defined by
Applying the boundary conditions at x = b to the approximant ϕ n . The resulting algebraic system in A, B and C can be solved to produce approximations to constants A, B and C. Finally, the approximated solution of the seventh order boundary value problem follows. To implement the method, four numerical examples are considered in the following section.
Numerical Examples
Example 4.1 Consider the linear seventh order boundary value problem
subject to the boundary conditions
The exact solution of the problem (4.1) is
The problem ( 4. 1 ), in operator form, can be rewritten as
Operating with L −1 on Eq. ( 4. 3 ) and using the boundary conditions ( 4. 2 ) at x = 0 gives
where the constants 5 ) are to be determined. Substituting the decomposition series ( 2. 3 ) for u(x) in Eq. ( 4. 4 ) yields
Using the recurrence algorithm ( 3. 11 ) the following relations are obtained
From Eq. ( 4. 7 ), The series solution of u(x) is found to be as an approximation with four components
The unknown constants A, B and C can be obtained by imposing the boundary conditions at x = 1 on the four-term approximant ϕ 4 defined by Eq. ( 4. 9 ) , as A = −3.0000001004600083, B = −3.9999991664171546, C = −5.000002140841064.
Finally, the series solution can be written as
The comparison of the exact solution with the series solution of the problem (4.1) is given in Table 1 , which shows that the method is quite efficient. Figure 1 also endorses the efficiency of the method. 11 ) subject to the boundary conditions
Example 4.2 Consider the following seventh order nonlinear boundary value problem
The exact solution of the problem (4.2) is
The problem ( 4. 11 ), in operator form, can be rewritten as
Operating with L −1 on Eq. ( 4. 13 ) and using the boundary conditions ( 4. 12 ) at x = 0 gives ( 4. 14 ) where the constants are to be determined. Substituting the decomposition series ( 2. 3 ) for u(x) and the series of polynomials ( 2. 5 ) for u 2 (x) in Eq. ( 4. 14 ) yields
A n ), ( 4. 16 ) where A n are the Adomian polynomials for the nonlinear term N u = u 2 (x), thus given by
Using the recurrence algorithm ( 3. 11 ) yields
From ( 4. 17 ) and ( 4. 18 ), The series solution of u(x) is found to be as an approximation with two components
The unknown constant A, B, and C can be obtained by imposing the boundary conditions at x = 1 on the two-term approximant ϕ 2 defined by Eq. The comparison of the exact solution with the solution of the problem (4.2) is given in Table  2 , which shows that the method is quite efficient. Figure 2 also endorses the efficiency of the method. 
The exact solution of the Example 3.1 is u(x) = x(1 − x)e x [11] . Following the procedure of the Example 4.1, this problem is solved. It is observed that the errors in absolute values are better than those of Siddiqi and Iftikhar [11] as shown in Table  3 . In Figure 3 absolute errors are plotted. 
The exact solution of the Example 3.2 is u(x) = (1 − x)e −x . Following the procedure of the previous problem 4.2, this problem is solved. The comparison of the exact solution with the solution of the problem 4.2 is given in Table 4 , which shows that the method is quite efficient. In Figure 4 absolute errors are plotted. Conclusion In this paper, the Adomian decomposition method has been applied to obtain the numerical solutions of linear and nonlinear seventh order boundary value problems. The numerical results show that the method is quite efficient for solving high order boundary value problems arising in various fields of engineering and science. 
