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Abstract
There is a set F , in a real inner product space E which is the union of all finite-dimensional
Euclidean spaces, such that the complement of F has infinitely many components with diameters
tending to zero, the union of the components is dense in the space, and each point of E has a unique
nearest point in F . Ó 1999 Published by Elsevier Science B.V. All rights reserved.
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1. Introduction
In 1934 Bunt [2] showed that if E is a finite-dimensional Euclidean space and B is a
subset of E, then each point in E has a unique nearest point in B if, and only if, B is a
closed and convex set. In [5] it was shown that if E is the inner product space that is the
union of all finite-dimensional Euclidean spaces, then there is a closed nonconvex set S in
E, such that each point in E has a unique nearest point in S. Such a set S is a shell-like
construct, and it may be noted that the complement of such a set has two components, one
of which is the union of a nested sequence of convex sets and hence convex.
Consider the complement T of the convex component of such a set S. Then each point
in the space has a unique nearest point in T . Since we do not know if such a set as S is
bounded, it is quite possible that the region removed is unbounded.
We shall show, by modifying the construction given in [5] that such a nonconvex set
may indeed be constructed so that S is bounded. One the face of it, such a result would
seem to be of interest only to workers in the field, however this simple fact is used to form
an foam-like set which, if not technically important is rather unusual. We shall call such a
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Fig. 1.
set Chebyshev foam, but before we define it, we first indicate that by a Chebyshev set we
mean a closed set C such that each point in the space has a unique nearest point in C.
We now define what is meant by Chebyshev foam: The statement that a set S is
Chebyshev foam, means S is a Chebyshev set whose complement has infinitely many
components, the union of the complements is dense in the space, each component is
bounded, and if d is a positive number, then there is a component with diameter less than
d . See Fig. 1.
The space that we shall be working in is the pre-Hilbert space E, i.e., the real inner
product space which is the union of all finite-dimensional Euclidean spaces with the
usual scalar multiplication, inner product and induced norm. The major part of this work
concerns itself with showing that it is possible to modify the construction of a set S as
given in [5] so that it will be bounded. Also observe that the unique nearest point property
is dependent only on the geometry and not size or orientation.
It should be noted that two errors in [5] were nicely repaired and presented in [4]. For an
historical exposition on the background of unique near point problems see [2]. The problem
about nonconvex Chebyshev sets in a Hilbert space was first raised by Klee [7]. Asplund [1]
and Vlaslov [8] have other results concerning the problem of nonconvex Chebyshev sets.
Finally, in [6] there is an abstraction of the notion of convexity to metric spaces.
2. The construction of Chebyshev foam
We shall be working with several types of Chebyshev sets and thus define a Chebyshev
set to be of type 0 if it is closed and convex, of type 1 if the complement has two
components, one of which is convex, and else, of type 2.
Theorem 1. If there is a bounded Chebyshev set of type [1], then there is Chebyshev foam.
Proof. Suppose that K is the collection of all bounded Chebyshev sets in E of type 1.
Suppose that L is a subset of K , such that if S1 and S2 are two sets in L, then the bounded
component of the complement of S1 does not intersect the bounded component of the
complement of S2. Suppose now that M is a maximal collection with the above property
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and that U is the union of all the bounded components of the complements of the sets in
M , and finally suppose F =E−U . That F has the required properties of Chebyshev foam
is readily checked. 2
It is interesting to compare Chebyshev sets of type 0, i.e., closed and convex, with sets
that are Chebyshev foam and to notice that the first possible setting, i.e., the union of all
finite-dimensional Euclidean spaces is where Chebyshev foam was found.
3. Bounding S
We now proceed to construct a bounded Chebyshev set of type 1. We first establish,
in Lemma 1, the critical points for a sequence of functions. Given certain conditions, we
determine in Lemma 3, that a sequence of sets is uniformly bounded and in Lemma 4 show
that a sequence of midpoints is bounded, and finally that a bounded Chebyshev set of type
1 may be constructed.
Recall that a set S of type 1 was constructed [5] as a subset of the real inner product
space E of all real sequences having at most a finite number of nonzero terms, with inner
product (x, y) =∑i xiyi , where x = (x1, x2, . . .), y = (y1, y2, . . .) and induced norm
||x|| =√(x, x). We let {φ1, φ2, . . .} be the standard orthonormal basis for E, i.e., for each
positive integer n, φn is that sequence in E for which each term is zero except the nth
term, which is one. We follow the notation given in [5] and note that it was shown there
that there is a sequence of functions {Fn}∞n=0 and a positive number sequence {Ai}∞i=0,
called the determining sequence, used to define S. We shall show that if the following
additional constraint, i.e., for each positive integer n, 0 < An 6 (8/9)[(3/2)1/2n − 1] is
placed on the determining sequence {Ai}∞i=0, then the resulting set S is bounded.
From [5] we have the following definitions:
a0 = 2, A0 = 1, F0 = 1, L0 = 1,
d1 = {x1: −F0 6 x1 6 a0F0},
D1 = {xφ1: x1 ∈ d1},
L1(x1)= a0F 20 + (a0 − 1)F0x1 − x21 : x1 ∈ d1,
F 21 (x1)= 2L1(x1)/[a0+ 1]: x1 ∈ d1,
S1 =
{
x1φ1 − F1(x1)φ2: x1 ∈ d1
}
and I1 is a convex region bounded by the union of S1 and D1, see Fig. 2.
Also, we shall use the following notation:
Xn = (x1, . . . , xn),
DiF (Xn)= ∂F
∂xi
(Xn) for 16 i 6 n, and
Dj,iF (Xn)= ∂
2F
∂xj∂xi
(Xn) for 16 j, i 6 n.
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Fig. 2.
Fig. 3.
Again following the notation in [4], for each positive integer n> 1,
an(Xn)= 1+AnLn(Xn): Xn ∈ dn,
dn+1 =
{
(Xn+1: (Xn) ∈ dn, −Fn(Xn)6 xn+1 6 anFn(Xn)
}
,
Dn+1 =
{
n+1∑
i=1
x1φi : Xn+1 ∈ dn+1
}
,
Ln+1(Xn+1)= anF 2n (Xn)+ (an− 1)Fn(Xn)xn+1 − x2n+1: Xn+1 ∈ dn+1,
F 2n+1(Xn+1)= 2Ln+1(Xn+1)/
[
an(x1, . . . , xn)+ 1
]
: Xn+1 ∈ dn+1,
Sn+1 =
{n+1∑
i=1
xiφi − Fn+1(Xn+1)φn+2: Xn+1 ∈ dn+1
}
,
and In+1 is the region bounded by the union of Sn+1 and Dn+1, see Fig. 3.
To show that such a set S is bounded, we will first show that the sets Dn, for n= 1,2, . . .
are uniformly bounded. In the construction given in [5], the set S was built a ‘half space’
at each step. To simplify some of the notation define, for k = 0,1,2, . . . ,
maximum Fk = fk, and maximum Lk = `k.
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Note that for each positive integer k, maximum ak = 1+Ak`k . Finally, define the width of
Dn+1 to be wn+1 = (2+An`n)fn, see Fig. 4.
To show that the sets, Dn, n= 1,2,3, . . . are uniformly bounded it is sufficient to show
that the width sequence, {wn}∞n=0 is bounded.
We establish in Lemma 1 information about the high point and the symmetry for each
of the functions Fn used in the construction. The symmetry is in fact used in the proof to
establish the high point.
It is straightforward to show that the maximum of both F1 and L1 occurs at (−f0 +
a0f0)/2= 1/2, f 21 = F 21 (1/2)= 3/2, `1 =L1(1/2)= 9/4 and L1(1/2− x1)=L1(1/2+
x1), which implies that F1(1/2− x1) = F1(1/2+ x1) and a1(1/2− x1) = a1(1/2+ x1).
Notice that w0 = 3 and let c1 = 1/2.
Lemma 1. For each positive integer n, if fn and ln occur at (c1, c2, . . . , cn), then fn+1
and ln+1 occur at (c1, c2, . . . , cn+1) where cn+1 =An`nfn/2, moreover, if 16 t < n, then
Ln(c1, . . . , ct−1, ct + xt , xt+1, . . . , xn)=Ln(c1, . . . , ct−1, ct − xt , xt+1, . . . , xn).
Proof. Recall that L2(x1, x2)= a1(x1)F 21 (x1)+[a1(x1)−1]F1(x1)x2−x22 , from which it
follows that L2(c1− x1, x2)=L2(c1+ x1, x2), i.e., L2 is symmetric in the first coordinate
with respect to c1.
A straightforward calculation shows that
L2
(
x1,
[
a1(x1)− 1
]
F1(x1)/2− x2
)=L2(x1, [a1(x1)− 1]F1(x1)/2+ x2).
Since F2(x1, x2)= [2L2(x1, x2)/[a1(x1)+ 1]]1/2 and a2(x1, x2)= 1+A2L2(x1, x2), we
also have that F2(c1 − x1, x2) = F2(c1 + x1, x2) and a2(c1 − x1, x2) = a2(c1 + x1, x2).
Thus both F2 and a2 are symmetric in the first coordinate with respect to c1 and from the
convexity of S2 it follows that the maximum must occur at a point (c1, x2) for some x2, see
Fig. 5.
Now
D2F 22 (x1, x2)= 2
[(
a1(x1)− 1
)
F1(x1)− 2x2
]
/
[
a1(x1)+ 1
]
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and is zero when x2 = [−F1(x1) + a1(x1)F1(x1)]/2, hence maximum occurs at (c1, c2)
where c2 = [−F1(c1)+ a1(c1)F1(c1)]/2, i.e., f2 = F2(c1, c2). From the definition of F 22 ,
L2(c1, c2)= [a1(c1)+ 1]F 22 (c1, c2)/2= [2+A1`1]f 22 /2.
Suppose that n is a positive integer such that for each positive integer k, k 6 n,
`k =Lk(c1, c2, . . . , ck), fk = Fk(c1, c2, . . . , ck),
where ck = [−Fk−1(c1, . . . , ck−1)+ ak−1(c1, . . . , ck−1)Fk−1(c1, . . . , ck−1)]/2 and if 1 6
t < k, then the symmetries
Lk(c1, . . . , ct−1, ct − xt , xt+1, . . . , xk)=Lk(c1, . . . , ct−1, ct + xt, xt+1, . . . , xk)
hold. It should be clear that we have the following symmetries for 1< t < n,
Ln+1(c1, . . . , ct−1, ct − xt , xt+1, . . . , xn+1)
=Ln+1(c1, . . . , ct−1, ct + xt , xt+1, . . . , xn+1).
Consider now the case n+ 1 and recall from the definition of Ln+1 that
Ln+1(c1, . . . , cn−1, cn − xn, xn+1)
= an(c1, . . . , cn−1, cn− xn)F 2n (c1, . . . , cn−1, cn− xn)
+ (an(c1, . . . , cn−1, cn − xn)− 1)Fn(c1, . . . , cn−1, cn− xn)xn+1 − x2n+1.
Recall also that
an(c1, . . . , cn−1, cn− xn)= 1+AnLn(c1, . . . , cn−1, cn− xn),
F 2n (c1, . . . , cn−1, cn − xn)
= 2Ln(c1, . . . , cn−1, cn − xn)/
[
an−1(c1, . . . , cn−1)+ 1
]
,
cn =An−1`n−1fn−1/2
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and
Ln(c1, . . . , cn−1, cn − xn)
= an−1(c1, . . . , cn−1)F 2n−1(c1, . . . , cn−1)
+ [an−1(c1, . . . , cn−1)− 1]Fn(c1, . . . , cn−1)(cn − xn)− (cn− xn)2.
The set Ln(c1, . . . , cn−1, cn− xn) can then be written as
[1+An−1`n−1]f 2n−1 +An−1`n−1fn−1(cn − xn)− (cn− xn)2
= [1+An−1`n−1]f 2n−1 +An−1`n−1fn−1[An−1`n−1fn−1/2− xn]
− [An−1`n−1fn−1/2− xn]2.
Note that if each of z and w is a number, then z(z/2−w)− (z/2−w)2 = z(z/2+w)−
(z/2+w)2, that the last two terms for Ln(c1, . . . , cn−1, cn− xn) are of this form and thus
Ln(c1, . . . , cn−1, cn − xn)
= [1+An−1`n−1]f 2n−1 +An−1`n−1fn−1[An−1`n−1fn−1/2+ xn]
− [An−1`n−1fn−1/2+ xn]2 =Ln(c1, . . . , cn−1, cn+ x).
Hence Ln is symmetric with respect to cn in the nth coordinate and thus it follows that
each of Fn and an is symmetric with respect to cn in the nth coordinate.
It then follows that Ln+1 is symmetric in the nth coordinate with respect to cn, i.e.,
Ln+1(c1, . . . , cn−1, cn − xn, , xn+1)=Ln+1(c1, . . . , cn−1, cn + xn, xn+1)
and therefore the following are also symmetric, for each positive integer t , 16 t 6 n,
Fn+1(x1, x2, . . . , ct − xt , . . . , xn+1)= Fn+1(x1, x2, . . . , ct + xt , . . . , xn+1).
Since Sn+1 is convex, fn+1 occurs when (x1, x2, . . . , xn+1) = (c1, c2, . . . , cn, xn+1) for
some number xn+1.
Notice that the partial in the (n+ 1) coordinate,
Dn+1F 2n+1(c1, c2, . . . , xn+1)
= 2[an(c1, c2, . . . , cn)Fn(c1, c2, . . . , cn)− 2xn+1]/[an(c1, c2, . . . , cn)+ 1]
is zero when xn+1 = [an(c1, c2, . . . , cn) − 1]Fn(c1, c2, . . . , cn)/2 = cn+1, hence fn+1 =
Fn+1(c1, c2, . . . , cn+1), which, from the definition of Fn+1, also implies that `n+1 =
f 2n+1[2+An`n]/2, and that completes the argument. 2
Having found the critical points we now establish the following technical lemma.
Lemma 2. For each positive integer n, f 2n+1 = f 2n [2+An`n]/2.
Proof. Since c2 = [a1(c1)− 1]F1(c1)/2 we have that
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f 22 = F 22 (c1, c2)
= 2[a1(c1)F 21 (c1)+ [a1(c1)− 1]F1(c1)c2− c22]/[a1(c1)+ 1]
= F 21 (c1)
[
a21(c1)+ 2a1(c1)+ 1
]
/2
[
a1(c1)+ 1
]
= [a1(c1)+ 1]F 21 (c1)/2,
hence f 22 = f 21 [2+A1`1]/2.
Suppose now that n is a positive integer such that for each positive integer k 6 n,
f 2k = f 2k−1[2+Ak`k]/2, then f 2n = f 2n−1[2+An−1`n−1]/2.
Recall that
f 2n+1 = F 2n+1(c1, c2, . . . , cn+1)
= 2[an(c1, . . . , cn)f 2n + [an(c1, . . . , cn)− 1]fncn+1
− c2n+1
]
/
[
an(c1, . . . , cn)+ 1
]
and cn+1 = [an(c1, . . . , cn)− 1]fn/2.
Then a straightforward calculation yields f 2n+1 = f 2n [1 + an(c1, . . . , cn)]/2 or finally,
f 2n+1 = f 2n [2+An`n]/2, which then completes the argument. 2
We now make some observations that will be used in the proof of the theorem that S can
be constructed so that it is bounded. For every positive integer n, f 2n+1 = 2ln+1/[2+An`n],
`n+1 = f 2n+1[2+An`n]/2 and from the above lemma we then have that, `n+1 = f 2n [[2+
An`n]/2]2.
Lemma 3. If for each positive integer n, 0<An 6 (8/9)[(3/2)1/2n − 1], then 0<wn 6 3
for every positive integer n and ∑n c2n < 1/2.
Proof. We already have that f1 = (3/2)1/2 and `1 = 9/4= (3/2)2, hence
w2 = [2+A1`1]f1 =
[
2+A1(9/4)
]
f1 6
[
2+ (8/9)(3/2)1/2](3/2)1/26 3.
Suppose n is a positive integer such that for 16 k 6 n,
`k 6 (3/2)2, fk 6 (3/2)1−1/2
k
, and wk+1 = [2+Ak`k]fk 6 3.
Then
`n+1 =
[
(2+An`n)/2
]2
f 2n =
[
(2+An`n)fn
]2
/46 32/4= (3/2)2
and
wn+2 =
[
2+An+1`n+1
]
fn+1
6
[
2+ (8/9)[(3/2)1/2n+1 − 1](9/4)](3/2)1−1/2n+1 6 3.
From Lemma 2 we have that f 2n+1 = f 2n [2+An`n]/2. Hence
f 2n+1 6 (3/2)2−2/2
n[
2+ (8/9)[(3/2)1/2n − 1](3/2)2]/2
6
[
(3/2)1/2n
]
(3/2)2−2/2n 6 (3/2)2−2/2n+1,
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and thus we have that fn+1 6 (3/2)1−1/2
n+1
.
We now turn to showing that
∑
n c
2
n < 1/2. Recall that ct+1 =At`tft/2, then, using the
above,
ct 6 (8/9)
[
(3/2)1/2
t − 1](3/2)2(3/2)1−1/2t /2= [(3/2)1/2t − 1](3/2)1−1/2t
and hence ct 6 (3/2)[1− (3/2)1/2t ].
Then we have that∑
n
c2n 6 (9/4)
∑
n
[
1− (2/3)1/2n]2.
Using the ratio test, it is straightforward to show that the series converges and elementary
computations show that
∑
n c
2
n < 1/2, which then completes the argument. 2
We now have that for each positive integer n, that 0 < wn 6 3, thus each of the sets
D0,D1, . . . has width at most 3 and hence the sets are uniformly bounded. We now have
the task of showing that the set S can be made bounded.
The remaining difficulty is that the midpoints (c0,0,0, . . .), (c0, c1,0,0, . . .), . . . are
distinct, however, the fact that
∑
n c
2
n < 1/2 will now be used.
Theorem 2. If for each positive integer n, 0<An 6 (8/9)[(3/2)1/2n − 1], then there is a
ball B of radius 4 centered at (c0, c1, . . .), that contains S.
Proof. It is clear that D1 ⊆ B and since ∑n c2n < 1/2 it follows that ||(c0, c1, . . . , cn)−
(c0, . . .)||2 < 1/2. Hence for every positive integer n, Dn ⊆ B . Recall for every positive
integer n, Sn ⊆Dn+1 and thus S = Sn ⊆⋃Dn+1 ⊆B which concludes the argument. 2
The author offers his thanks to the referee.
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