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Abstract 
Time-domain and frequency-domain features were extracted. The research of process and architecture of an audio 
classification system based on SVM was done, and the SVM audio classifier was designed. The results of 
experiments show that the audio classification system designed in the paper can classify audio signal effectively, and 
the average identification accuracy is about 90%. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [CEIS 2011] 
Keywords:Audio classification ; MFCC; SVM 
1. Introduction 
Content-based audio classification and recognition technology research began in the late 20th century. 
It has great application value in distance learning, digital libraries, news search, and other fields. 
Lu Jian, Nanjing University, proposed an audio classification method based on Hidden Markov Model 
[1]. It can be used for voice, music, and their hybrid sound classification, and the best classification 
accuracy of this algorithm is about 90.28%. Zhao Xueyan et al, Zhejiang University, proposed an audio 
classification and retrieval system based on unsupervised mechanism [2]. In this method, audio features 
can be extracted from compressed domain and feature dimension reduction is completed by a time and 
space constraint fuzzy clustering. The speed of this retrieval method is fast, and the accuracy is increased 
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greatly. Li, S.Z et al used MFCC(Mel Frequency Cepstral Coefficients) as audio features[3], which reflect 
the characteristics of human audio perception well, and designed an audio multi-classification system 
based on SVM. Erlin Wold et al analyzed the audio distinctive features, which include loudness, pitch and 
harmonicity, and then designed an audio classifier with Nearest Neighbor criterion. The data they used 
include 16 types, such as laughter, ringtones, phone ring and etc. Chih-Chieh Cheng et al used ellipsoid 
distance [4] to identify musical instrument sounds, male voices, female voices and environmental sounds. 
The features detected from these sounds include Short-Time Energy, Zero-Crossing Rate, Centroid and 
Bandwidth of the voice frequency spectrum. The optimize symmetric matrix was used in audio feature 
selection experiments.  
In this paper, we used Short-Time Average Zero-Crossing Rate, Short-Time Energy, Centroid of audio 
frequency spectrum, Sub-Band Energy and MFCC as the characteristic parameters and designed an audio 
classification system based on SVM. The experimental results are satisfactory. 
2. Time-domain Feature Extraction 
2.1. Short-Time Average Zero-Crossing Rate 
Short –Time Average ZCR stands for the times of crossing the zero signal in a unit time. As to the 
discrete audio signals, it means the sign changes of the audio signal. Short-Time Average ZCR can reflect 
the nature of the signal spectrum to a certain extent, so it can be used to estimate the signal spectral 
characteristics roughly. 
Short –Time Average ZCR can be calculated as follow: 
Where is the window function, and ( )w n ( )ws k
gn[ ]⋅
 is the signal  after windowing processing. N 
stands for the length of window function, and s means the sign function. 
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2.2. Short-Time Energy  
As to an audio signal { }( )s n , Short-Time Energy can be defined as follow: 
Where . Short-Time Energy can be used to measure the strength of the audio signal, and 
it can be used for sound/silent determine.  
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3. Frequency-domain Feature Extraction 
3.1. Centroid of Audio Frequency Spectrum  
The Centroid of an audio frequency spectrum means the average points of the spectral energy. It 
reflects the center of audio frequency distribution, it is a measure of the audio signal brightness, and it can 
be defined as follow: 
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 When the frequency is fixed as k , that means k , where k is the center frequency, E means the 
Energy, and 
ω ω ω= ω
2( )F ω means the power spectrum of the audio signal. 
3.2. Sub-Band Energy Ratio  
Sub-Band Energy Ratio is used to measure the different Sub-Band Energy Ratio of the total band 
energy. The Sub-Band Energy of the music signal is distributed uniform, while the energy spectrum of 
voice signal is mainly in the first sub-band. The energy of every sub-band can be calculated as follow: 
21 ( )
Hj
Lj
D F
E
ω ω= ∫ d (4)
3.3.  Mel Frequency Cepstral Coeffiencents 
Mel Frequency Cepstral Coeffiencents are the acoustic characteristics derived from human hearing 
mechanism [5]. Studies have shown that it is approximate linear relationship between people’s feeling 
and the sound frequencies below 1000Hz, and that it is linear relationship not in sound frequencies but in 
logarithmic frequency coordinates.  
4. SVM-based Audio Classification System 
4.1. System Design 
The system flow chart of audio classification system designed in this paper is shown as Fig.1. The first 
step is pre-processing. After doing so, we can get audio signal frame data. Several frame-level features 
such as Short-Time Average Zero-Crossing Rate, Short-Time Energy, Centroid of audio frequency 
spectrum, and Sub-Band Energy and MFCC. We also calculate some statistical characteristics, such as 
mean, variance, High Zero-Crossing Rate Ratio and Low Short-Time Energy. After that, we can get 
complete set of feature vectors. 
Fig.1 Flow chart of audio classification system 
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The training samples and test samples are sent to SVM to begin training and testing. The block 
diagrams of classifier training and classification subsystems are designed as Fig.2 and Fig.3. 
Fig.2 Block diagram of SVM training                    Fig.3 Block diagram of SVM classification 
The classification accuracy can be calculated as equation 5, which is shown as follow: 
4.2. SVM Classifier Processing 
The processing of SVM classifier includes 6 steps, which is shown as follow: 
Fig. 4 SVM classifier work processing 
In this paper, the mean and variance of MFCC are selected to build the basic feature set. Some clip 
based features are chosen to add to the basic feature set one by one, and several times of trainings and 
tests are done. RBF kernel function is selected in kernel function selection module.  
5. Experiment and Analysis 
In the experiments, the original audio data include 2500 clips. 1200 of them are voice data, and the 
other 1300 clips are music clips. 800 voice clips and 800 music clips are chosen to form the training set. 
The rest 300 voice clips and 400 music clips form the test set. The results are shown in Table.1 and 
Table.2. 
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Table.1 Result of MFCC 
Sample Result
Accuracy（%）
Category Clip Number Voice Music
Voice 300 274 26 91.33% 
Music 400 41 359 89.75% 
Average Recognition Rate 90.43% 
Table.2 Result of MFCC and Other features 
Feature 
MFCC 
(SVM 1) 
MFCC and HZCRR 
(SVM 2) 
MFCC and  LSTER 
(SVM 3) 
MFCC and Frequency 
Energy 
(SVM 3) 
Accuracy
（%） 90.43% 
91.29% 
（+0.86%）
91.86% 
（+1.43%）
92.14% 
（+1.71%）
Experimental results show that the average identification accuracy of MFCC is about 90.43%, and 3 
other clip-based features can also improve the recognition rate. The accuracy may be improved by 1.71% 
with Frequency Energy features.  
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