Abstract-The Hbrault-Jutten network has been used to separate independent sound sources that have been linearly mixed. The problem of separating a mixture of several independent signals in free-field conditions or a signal and echoes in confined spaces is compounded by propagation time delays between the source(s) and the microphones because the conventional Hbrault-Jutten network cannot tolerate time delays. In this paper, we combine a symmetrically balanced beamforming array with the conventional Hdrault-Jutten network. The resulting system can adaptively separate signals that include delays introduced by the propagation medium. The proposed algorithm has been simulated in digital communication multipath channels where intersymbol interference exists. The simulation results show two clear advantages of the proposed method over the conventional adaptive equalization: 1) there is no penalty for very long impulse responses caused by long delays, and 2) no training signals are needed for equalization. The design of a multibeamformer to handle the source separation of multiple broad-band signals is also presented.
I. INTRODUCTION
HE problem of separating mixtures of independent sig-T nals or their delayed versions is encountered in many fields: in the "cocktail party" problem, a person wants to listen to a single sound source and filter out other interfering sources; in underwater acoustic digital communication, a receiver needs to filter out delayed versions of the transmitted signal in order to eliminate intersymbol interference (ISI). In both circumstances, the locations of sources andor their echoes are unknown and may vary over the time.
The HCrault-Jutten (HJ) network can deal with these types of problems because of its adaptive separation ability [ 11-[4] . However, in many common circumstances, such as in the "cocktail party" problem, it is not possible to obtain N distinct linear combinations of N signals without delays or phase shifts required by the HJ network. In order to generate N full rank linear combinations of inputs to the HJ network, N microphones have to be placed at different locations for N signal sources located at different places.
The propagating medium between the sound sources and the microphone produces different weights on the arrivals of different sound source signals as required, and introduces significant signal delays which cannot be handled by the conventional HJ network. Platt and Faggin [7] have proposed an extension of the HJ network to estimate the matrix of delays, together with the mixing matrix A.
We have investigated another method for coping with unknown delays that relies on beamforming. An array of microphones can be organized to produce N fixed beam lobes without phase shifts. This is equivalent to having N virtual directional microphones at a single spatial location each aimed at a different direction. where Y ( t ) is the known observed data, A is an unknown full rank matrix, and X ( t ) is the signal to be recovered. It is 'For X ( t ) to be independent signals is a sufficient but not necessary condition. The H J network can converge as long as J",, ~~( t )~~+~z j ( t )~' + ' dt = 0, i # j ; see 
S ( t ) =
The output of an HJ network is S ( t ) :
The adaptive rule used in the HJ network is Substituting (3.7) into (3.6), one obtains If the weights are symmetric around the center w, = w-, and WO = 1, the Fourier transform of (3.8) is The separation of multiple broad-band signal sources is not feasible with the beamformer described above because the directional sensitivity of the sensor array decreases from high frequency to low frequency. In that case, a,, (w) in (3.9) will change with frequency, and (3.10) is no longer correct for the broad-band signals. However, this problem could be solved by replacing the weights w, in (3.8) with filters on x2(t) before forming a beam. With this approach, it should be possible to construct a beamformer whose beam lobe width is frequency-invariant over a broad bandwidth. Therefore, (3.8) becomes At the frequencies around W O , we minimize the following cost function at each frequency bin w over a range of steering directions from T = 0 to T = Tn:
where "*" stands for the time convolution. In the frequency
domain, (3.11) has the form
Then the transfer function of the filter for the mth sensor is
Here, we also assume the filters are symmetric to the center: ,,, ( w ) have Gaussian window weights (here, a. = 1.5). As the frequency increases, the Hm(w) of the two end sensors go to zero and the central Hm(w) increases.
Hm(w) = y(w)e-m2/"(") + P ( W
The resulting beam power over the given frequency band is plotted in Fig. 3 ; the directional sensitivity is approximately uniform over the bandwidth, as required. The relative bandwidth ratio is defined as
In the example above, T = 1 . S . In underwater communication, this ratio provides adequate bandwidth for practical purposes, as we will demonstrate. For the "cocktail party" problem, the frequency band usually is from 300 Hz to 5 kHz, which corresponds to T = 3.84, twice that in lhe case above. TO obtain a uniform beam over that frequency band, two arrays could be used to form the beams: one operating from 300 Hz to 1.2 kHz, and the other one operating from 1.2 to 5 kHz. The two set of beams can be superposed together to form the desired beams.
IV. SIMULATIONS
A 2 x 2 HJ network with a two-beam array was simulated for a two-path channel. The array had 2M + 1 = 25 sensors.
One formed beam was aimed at 0", and the other beam was aimed at 10". The simulated direct path came from 2", and the reflected path came from 8" with a delay of 12.75 ms. The signal used in the simulation was a biphase-shift keying (BPSK) signal and the canier frequency was 14 kHz. The bit rate was 5 kb/s. With this canier frequency and bit rate, the main signal bandwidth ranged from w, = 5 kHz to wb = 20 kHz. The filter bank consisted of 21-tap finite impulse response (FIR) digital filters to realize H,(w) in (3.15). Fig. 3 shows the output beam power of such a beamformer. One can see that for a given direction of arrival, which is represented by one of curves, the output beam power is approximately constant over the signal bandwidth from 5 to 20 kHz. The whole simulation was carried out in the time domain. The carrier synchronization was obtained using a matched filter which convolved the received signal with a time-reversed replica of the signal transmitted.
As the delay time between the different paths increases, unlike a conventional equalization filter which requires additional taps [12] , there is no penalty in our algorithm because the signal and its delayed versions are treated as two uncorrelated signals. The information in the signal bandwidth and angle of amval is enough to resolve the different paths. The estimation of time delays, which is difficult in underwater channels, can be performed after the signals from multichannels are detected. The signal and its delays can be considered as uncorrelated when the delay time is longer than a symbol length and there is no correlation between the adjacent bits transmitted. If the adjacent bits are correlated, decorrelation can also be achieved by modulating the transmitted bit train with a pseudorandom bit train which has the same bit rate as the data. When the delay time is smaller than the symbol length, which is 0.2 ms in the simulation, the HJ network will not converge in general. For short delay times, the spread spectrum technique can be used to reduce the symbol length. In practice, the main concern usually is for very long delay times rather than very short delay times. A 0.2 ms delay presents only a 6.8 cm path length difference in air and 30 cm in water, which are very short lengths indeed, and the length can be further decreased as the signal bit rate increases. Fig. 4 shows the adaptation process of the 2 x 2 HJ network which used the two beam outputs of the array mentioned above as two inputs. The two quantities c12 and c2, of the matrix C in (3.7), which are plotted as the z axis and y axis, respectively, were set to zero at the beginning of adaptation. We used f ( s ) = s3 and g ( s ) = s for e12 and CZI in the HJ network adaptation [see (2.4)]. The adaptation rate parameter was p = 0.2.
Two kinds of white noises were included in the simulation. One was the noise associated with the signal (if this directional noise is strong enough, it can be treated as an independent signal). The other is the nondirectional noise that includes the surrounding noise of the sensors and the electronic noise from the receiver circuit. With these noise sources, (3.6) becomes where W,(t) and Wz(t) are independent white Gaussian random vectors with power spectral densities S , 1 and Swz, respectively. The signal-to-noise ratios, defined as SNRl 5 10 log,, (S/SW1) and SNR2 lOlog,, (S/Sw2), were SNRl = 7 dB and SNRz = 27 dB in the simulation.
The quantities c12 and c21 quickly converged to the correct values in simulation. Fig. S shows the detection of the bit train when only the output of the beam aimed at 0" was used. There were several bit errors as shown in Fig. 5. Fig. 6 gives the detection of the same bit train using one of the HJ network outputs. The first 30 data bits were received with about the same reliability as before, but after the HJ network converged, the transmission was error free. Fig. 7 shows the detection when only the output of the beam aimed at 10' is used. Fig. 8 gives the detection of the bit train using the other HJ network output. When p increases, the adaptation speed increases, but the fluctuation of the final values of c12 and c21 around the correct values also increases. There is a tradeoff between the adaptation speed and the separation accuracy. When the directions of signal arrivals in the underwater acoustic channels change rapidly, the degree of separation will beam aimed at IO0. There were six bit errors, shown in the lower panel.
The detection of the data stream of 5 12 b in 0.1 s using only the suffer. In our simulation, cl2 and czl adapted from the random initial condition to their correct values within 10-20 ms. Thus, the algorithm is fast enough to handle time-variant fading in underwater acoustic channels.
V. IMPLEMENTATION Fig. 9 shows a diagram of a complete system for the proposed adaptive signal source separation. The filter bank, beamformer, and HJ network can be implemented for real-time processing in several different ways.
A. Digital
FIR digital filters can be used to implement H,(w) of (3.15) using DSP chips. The motivation to use an FIR filter is due to its linear phase property which is required by the beamformer at the next stage. Everything will be the same as in the simulation, except that the system runs in real time using DSP chips instead of a computer. A filter bank of transfer functions as H,(w) in Fig. 2 can be realized by
where Bl is the first L + 1 coefficients of the inverse discrete Fourier transform of H , (U).
B. Analog
The main computational burden of the digital implementation is to solve N unknowns from the N equations in (2.3) in real time at least at the Nyquist sampling rate. When the number of sources N is large and the sampling frequency is high, the analog implementation has a great advantage over the general-purpose DSP chip implementation. The analog implementation can preprocess an enormous amount of data from the sensor array, separate the signals among the paths with a moderate accuracy, and leave the detection to the digital processing part. Analog VLSI HJ network chips already exist 151, [6], and it should be possible to implement the entire system including the filter bank, beamformer, and HJ network using CMOS analog VLSI technology on a single chip. The filter bank can be implemented by either the charge-coupled device (CCD) split-electrode transversal filter, the bucket brigade device (BBD) transversal filter, or a liner phase transconductance capacitor filter. We have successfully implemented a CMOS three-order Bessel transconductance capacitor filter bank and a BBD beamformer with 15 or more microphone inputs and six beams [IO] . The next step is to integrate the whole system on one chip.
VI. CONCLUSION
We have presented a system for separating independent broad-band sound sources and multipath delays using a conventional HJ network and beamforming. Our system relies on a symmetric multibeamformer with frequency-equalized sensors to cancel time delays and frequency variations of its inputs to the HJ network.
Our technique can be used in underwater acoustic communication where, usually, several constantly changing paths exist and cause severe IS1 in the data link. Unlike other methods [ 111, [ 121 that have been proposed for reducing IS1 in multipath fading channels, which either treat the other multipath signals as noise or result in a high computational complexity for long delays, our system can recover information from each path without using training signals. It is therefore possible to achieve faster signal transmission rates than with other methods. The simulations show that our method can significantly reduce the error rate, and may be a practical approach to reliable high-speed acoustic telemetry. For application to the "cocktail party'' problem, it could be used to separate various voice and music sources in video conferencing .
The analog implementation can be realized in a single analog VLSI chip, forming a very compact system. The digital implementation is suitable for the "cocktail party" problem where the sampling rate required for the audio frequency is relatively low. At present, our system is restricted to bandpass communication channels, but this limitation could be overcome with several arrays.
Our beamformer solution to the problem of delays could be used as well to augment other methods for blind separation [ 131.
