Compressible turbulent boundary layers with free-stream Mach number ranging from 2.5 up to 20 are analyzed by means of direct numerical simulation of the Navier-Stokes equations. The fluid is assumed to be an ideal gas with constant specific heats. The simulation generates its inflow condition using the rescaling-recycling method. The main objective is to study the effect of Mach number on turbulence statistics and near-wall turbulence structures. The present study shows that supersonic/hypersonic boundary layers at zero pressure gradient exhibit close similarities to incompressible boundary layers and that the main turbulence statistics can be correctly described as variable-density extensions of incompressible results. The study also shows that the spanwise streak's spacing of 100 wall units in the inner region ͑y + Ϸ 15͒ still holds for the considered high Mach numbers. The probability density function of the velocity dilatation shows significant variations as the Mach number is increased, but it can also be normalized by accounting for the variable-density effect. The compressible boundary layer also shows an additional similarity to the incompressible boundary layer in the sense that without the linear coupling term, near-wall turbulence cannot be sustained.
I. INTRODUCTION
The design of supersonic and hypersonic vehicles depends critically on the accurate prediction of turbulent flow characteristics in high Mach number boundary layers. Basic knowledge and understanding of both aerodynamic and thermodynamic phenomena are the prerequisites in order to use design tools effectively. The understanding of complex flow phenomena can best be obtained through a coordinated study involving both computational and theoretical analyses. Relatively few numerical simulations of a turbulent supersonic boundary layer are available in the literature. Most of these studies were primarily focused on the effects of compressibility on turbulence statistics at relatively low Mach numbers ͑Յ5͒. Very few studies aimed at improving the understanding of the fundamental physics of supersonic boundary layers have been conducted.
It is known that for supersonic flows with moderate Mach numbers, the direct effects of compressibility on wall turbulence at zero pressure gradient are small, the most notable differences being due to the variation of the thermodynamic properties across the layer. This is known as the Morkovin hypothesis. All available experimental data ͑see Ref. 1 and references therein͒ confirm indeed that supersonic boundary layers at zero pressure gradient exhibit close similarities to incompressible ones and that the main turbulence statistics can be correctly predicted as variable-density extensions of incompressible results.
These similarities have been confirmed by recent direct numerical simulations, which include the extended temporal simulation of Maeder et al. 2 ͑M ϱ = 2.5͒, the quasiperiodic simulation of Guarini et al. 3 ͑M ϱ = 2.5͒, and the fully spatial simulations of Martin 4 ͑M ϱ up to 8͒ and Pirozzoli et al. 5 ͑M ϱ = 2.25͒. These studies have further confirmed the valid-ity of the van Driest transformation for the mean velocity profile and that the distributions of the density-scaled rootmean-square fluctuations of the velocity and vorticity closely follow the universal distribution found in the incompressible case.
Regarding fundamental physics of turbulent flow, most of our present understanding has been achieved due to a great deal of work conducted over the past few decades on incompressible flows. The fundamental physics of high Mach number turbulent boundary layers is, however, not well understood. Knowledge obtained from experimental studies is limited to the large-scale motions in the outer layer, mainly due to difficulties in resolving the very small flow scales found at the high Reynolds numbers typical of supersonic experimental arrangements.
The objective of the present study is to investigate the effects of high Mach number on turbulent boundary layers. The present paper is organized as follows. In Sec. II, the numerical methods, including the generation of inflow boundary conditions, are presented. The effects of Mach number on various turbulence statistics and turbulence structures are presented in Sec. III, followed by a summary and concluding remarks in Sec. IV. In this paper, we use x, y, and z to denote the streamwise, wall-normal, and spanwise directions, respectively, and u, v, and w to denote the velocity components in x, y, and z directions.
II. NUMERICAL PROCEDURES

A. The governing equations
The compressible Navier-Stokes equations are solved in conservative form, nondimensionalized with the freestream quantities ͑ ϱ , T ϱ , U ϱ , and ϱ ͒ as given in Ref. 2. For all cases, ϱ = 0.003 937 kg m −3 , T ϱ = 161.5 K, and ϱ = 1.1011ϫ 10 −5 kg m −1 s −1 , while U ϱ is increased as shown in Table I . The lengths are nondimensionalized using the boundary layer thickness at the inlet ␦ 99 and the time by ␦ 99 / U ϱ . The computational Reynolds number R ␦ 99 = ␦ 99 ϱ U ϱ / ϱ is given in Table I for each free-stream Mach number M ϱ . The value of this Reynolds number was adjusted such that it gives approximately the same Reynolds number based on the friction velocity R as the Mach number is varied. The ratio of specific heats ␥ is assumed to be constant and equal to 1.4. The perfect gas state equation reads under this normalization as ␥M ϱ 2 p = T, where p is the pressure, is the density, and T is the temperature. The dynamic viscosity obeys Sutherland's law:
The compressible Navier-Stokes equations are solved using a shock-capturing hybrid finite-difference scheme. 6 Conventional finite-difference schemes are not suitable for the numerical simulations of compressible flows since high gradient regions generate large spurious oscillations. The weighted essentially nonoscillatory ͑WENO͒ scheme has been proven to be efficient for some test problems. 7 However, due to the way the Euler flux are evaluated, this scheme is computationally expensive and highly dissipative. Therefore, problems involving a few number of shocks and a large number of complex structures in the smooth regions require less dissipative and computationally more efficient numerical schemes.
We use an alternative approach, where high gradient regions are resolved by a WENO scheme and the smooth region are computed using a less dissipative and more efficient finite-difference scheme. Around high gradient regions, the Eulerian fluxes are computed using a fifth-order WENO decomposition/reconstruction, 7 whereas in the smooth regions, they are discretized by means of a fifth-order upwind scheme with global Lax-Friedrichs flux splitting. The choice of using one scheme instead of the other for a given cell is based on the smoothness property of the solution. In the present work, we have used the smoothness indicator used in Ref. 8 , which reads for a given cell and a given quantity f r j+1/2 = min͑r j ,r j+1 ͒,
where
The ⑀ is a positive real number and ⌬ denotes the standard difference operator. Above a certain threshold r thres , the solution is considered as nonsmooth and the WENO scheme is applied. The task of chosen this threshold is simplified since, from the definition above, the value returned by the smoothness indicator is bounded and we have r j+1/2 ͓0,1͔. The viscous fluxes are approximated using a sixth-order finite-difference scheme and the time integration is performed by means of a classical four-stage fourth-order explicit Runge-Kutta scheme. This numerical scheme was validated against various compressible flows and the interested reader is referred to Lagha et al. 6 for further details.
The parameters of the simulations are given in Table I . First, our approach with M ϱ = 2.5 is validated against published results. Then, two cases with higher free-stream Mach numbers M ϱ = 10 and M ϱ = 20 are considered. It should be noted that the high Mach number flows considered in the present paper ͑e.g., M ϱ = 20 flow over a flat plate with the perfect gas law͒ are not realistic for various reasons. First, real gas effects must be accounted for at high Mach numbers. A study of real gas effects at high Mach number is currently underway. It is worth noting in passing, however, that real gas effects are not present in most ground-based hypersonic experimental facilities because of relatively low stagnation temperatures. Also, it should be pointed out that most boundary layers in a realistic situation will be behind a bow shock and therefore the free-stream Mach number may be well below M ϱ = 20. Nevertheless, the present problem, its somewhat academic nature notwithstanding, provides an excellent test case for studying the effect of high Mach number on turbulent boundary layer flows.
B. Inflow boundary conditions
The generation of a turbulent inflow for the numerical simulation of a boundary layer is in itself an issue, owing to the difficulty of obtaining a physical turbulent flow at a reasonable computational cost. Different approaches, including temporal boundary layer ͑TDNS͒, extended TDNS, and spatial boundary layer, have been developed. In the latter case, the simulation generates its own inflow conditions by rescaling the flow field at a downstream station x re and prescribing it at the inlet. This method was applied by Lund et al. 9 for an incompressible boundary layer and its extension to the compressible flow was developed by Urbin and Knight. 10 Further development of the method has been carried out ͑among others, Refs. 11-14͒. The inlet profile is obtained through a blending between two profiles, one for the inner region and another for the outer region. If the initial condition is not an already turbulent state taken from another simulation, a mismatch between the inner and outer region can occur at the inlet and the flow downstream will not reach a physical state. Moreover, empirical formulas are used to approximate the value ͑at the inlet͒ of x-dependent local quantities, such as the friction velocity and the boundary layer thickness. Additionally, the friction velocity at the inlet can drift away from the correct value, leading to a temporal drift of the simulation ͑see Ref. 12͒.
In this section, we present a systematic method to obtain a supersonic/hypersonic turbulent boundary layer starting from a laminar flow field. The main idea is to use only quantities that are slowly streamwise dependent, such as Coles' parameter. The mean velocity profile at the inlet across the whole boundary is obtained through a composite profile. Some parameters of this composite profile will be adjusted during the simulation according to the downstream evolution of the flow. First, the van Driest velocity u vd is defined by a density-weighted transformation
The mean quantities ͑averaged in the spanwise direction͒ are denoted by an overbar and the subscript "w" refers to wall quantities, which are also averaged in the spanwise direction. The subscript "re" denotes the recycled downstream station and "in" denotes the inlet.
The mean temperature profile of the initial condition is estimated using the Crocco-Busemann approximation across the entire boundary layer 14 Because the pressure is nearly constant ͑except in the region very near the wall͒ throughout the boundary layer, the mean density profile can be deduced with the perfect gas law: in / ϱ = T ϱ / T in .
The composite profile uses Reichardt's inner layer solution and Finley's wake function 3
The values of the constants k and C are similar to the incompressible values, i.e., C = 4.7 and k = 0.4.
To construct the profile, we need ␦ 99 , T w , and an estimation for the friction velocity u . The boundary layer thickness ␦ 99 is obtained by fixing R ␦ 99 = ␦ 99 ϱ U ϱ / ϱ at the inlet. Then, the temperature at the wall is estimated as T w = 1 + 0.896͑␥ −1͒ / 2M ϱ 2 , which gives an estimation of w . Coles' parameter is chosen as ⌸ = 0.1 ͑usually ⌸ ͓0.1, 0.5͔͒ and we solve for the friction velocity u , knowing that at y + = ␦ 99 + , the composite profile is equal to the free-stream velocity
Then, during the simulation, we estimate the new value of ⌸ by solving the above equation at a downstream location x re ͑where the friction velocity is now computed from the simulation and with the local value of ␦ 99 ͒. The friction velocity is re-estimated at the inlet by solving the above equation with the new value of ⌸. The new composite profile is then reconstructed at the inlet. The procedure is performed only two times, the first time with the chosen ⌸ = 0.1 and the second time with the estimated ⌸. Further refinement is not necessary. Note that Pirozzoli et al. 15 estimated the wake law constant to be ⌸ = 0.175, whereas Guarini et al. 3 found ⌸ Ϸ 0.25. In our case, we found a similar value of ⌸ Ϸ 0.2 for M ϱ = 2.5. The perturbations, denoted with a prime and computed by subtracting the mean value from the flow field, can be assumed to satisfy a similarity law across the boundary layer. Therefore, they are rescaled and introduced at the inlet according to, for example,
where ␦ 99 re represents the boundary layer thickness at the rescaling station. The same procedure is applied to the spanwise wЈ and wall-normal vЈ perturbations and to the thermodynamic perturbations TЈ and Ј ͑further details are given in Refs. 10 and 11͒. For all cases, the streamwise L x , wallnormal L y , and spanwise L z extents of the domain are L x ϫ L y ϫ L z =14␦ 99 ϫ 5␦ 99 ϫ 2␦ 99 . The recycling station is located at x re = x in +8␦ 99 . Two sponge regions are added near the outlet ͑starting at x = x in +13␦ 99 ͒ and the top of the domain ͑starting at y =4␦ 99 ͒ to prevent artificial reflections from the boundaries. 6, 14 Periodic boundary condition is used in the spanwise direction. In all cases, the number of points in the streamwise, wall-normal, and spanwise directions is N x ϫ N y ϫ N z = 512ϫ 128ϫ 256. The grid resolutions in wall units are ⌬ x + ϫ⌬ y + ϫ⌬ z + Ϸ 8 ϫ 0.3ϫ 3. A hyperbolic stretching is used in the y-direction and at the boundary layer edge ⌬ y + Ϸ 11. Higher resolutions ͑up to 1024ϫ 180ϫ 512͒ were used to validate the accuracy of the simulations.
III. RESULTS
A. Mean flow and turbulence fluctuations
To validate the present simulation, the computed mean velocity, Reynolds stress, and the root-mean-square ͑rms͒ of the velocity and vorticity components are compared with the results of Guarini et al. 3 at M ϱ = 2.5. A few other studies of boundary layers at this Mach number or similar Mach numbers have been made recently, each conducted with different approaches ͑temporal and spatial simulations͒. 2,4,5,16 All the following results are computed at the recycling station x re = x in +8␦ 99 .
The distribution of the van Driest-transformed mean streamwise velocity, expected to satisfy the incompressible logarithmic law, is shown in a semilogarithmic plot in Fig. 1 logarithmic scaling in the overlap region ͓u vd + = ͑1 / k͒log y + + 5.1, k Ϸ 0.4͔ are also plotted as references. The figure shows that the viscous sublayer law holds up to y + Ϸ 5 and the logarithmic region extends from y + Ϸ 40 to y + Ϸ 140.
The distributions of the density-scaled Reynolds-stress Fig. 2 
where the y-dependent friction velocity u ‫ء‬ ͑y͒ ϵ u ͱ w / ͑y͒ takes into account the mean property variations ͑e.g., Refs. 17 and 18͒. Figure 3 shows the distribution of the computed rms of the vorticity components normalized by the friction velocity and the kinematic viscosity at the wall ͑ i 
Using Sutherland's law and assuming
that T + S Ϸ T ͑especially near the wall͒ gives / w Ϸ͑ w / ͒ 1/2 and, therefore, the scaling i + ͑ w / ͒ 1/2 . Another possibility is to use the local friction velocity u ‫ء‬ but use the kinematic viscosity at the wall, as in ͱ i Ј 2 w / ͑u ‫ء‬ ͒ 2 , which is equivalent to the scaling i + / w . However, we have found that the scaling used by Ref. 3 gives a better collapse ͑see Fig. 8 below͒. This might be due to the fact that in this scaling, the density at the wall is replaced by the mean density, whereas the dynamic viscosity is taken at the wall , which is equivalent to 19 For y + Ն 30, the vorticity fluctuations become nearly isotropic ͑ x ЈϷ y ЈϷ z Ј͒. Consistent with the DNS data in the literature, x Ј attains a peak at y + Ϸ 16 and y Ј has its maximum at y + Ϸ 12. The computed results show also that x Ј has a local minimum at about y + = 5 before it attains its maximum value at the wall. This behavior is usually attributed to To further assess the quality of the simulations, the budget of the turbulent kinetic energy was compared to the literature results. This energy is defined as k =1/ 2u i Љu i Љ/ , where the superscript refers to fluctuations from the Favre averages, commonly used to simplify the resulting energy equation. The explicit forms of the different terms are given in Ref. 3 . Namely, P is the rate of generation of turbulent kinetic energy by velocity gradients, T is the turbulent transport, ⌸ is the pressure diffusion and dilatation, D is the viscous diffusion, and −⌽ is the viscous dissipation. Figure 5 compares the distributions of these different terms, after normalization by the wall quantity w u 4 R ␦ 99 / w , 2 to the DNS data of Guarini et al. and confirms the quality of the present simulation. Note that the contribution from the convective terms was not computed directly, but it is considered to be negligibly small since the balance of the terms shown in Fig.  5 is nearly zero ͑dashed line in Fig. 5͒ .
Finally, the results for the higher Mach numbers M ϱ = 10 and M ϱ = 20 are given in Figs. 6-9. To increase the Mach number, the free-stream temperature is maintained fixed but the velocity U ϱ is increased, as shown in Table I . Then, the free-stream Reynolds number R ␦ 99 is adjusted ͑by changing ␦ 99 ͒, so that R = ␦ 99 u / w keeps the same value.
The targeted value was R = 350, which is high enough to give a developed logarithmic region to the mean profile. 
015106-5
A numerical study Phys. Fluids 23, 015106 ͑2011͒
Note that since R is similar for these cases, the domain extent in wall units is similar:
The results shown in Figs. 6-9 illustrate that turbulent boundary layers at M ϱ = 10 and M ϱ = 20 exhibit close similarities with the low supersonic case M ϱ = 2.5 and that the main turbulence statistics can be correctly described as variable-density extensions of incompressible results.
B. Turbulent Mach number and fluctuating Mach number
In addition to the turbulent Mach number ͑M t ͒, we also examined the rms perturbations of the local Mach number, called the fluctuating Mach number MЈ, since it presents different information in compressible flows.
The turbulent Mach number is shown in Fig. 10 ͑left͒ for different M ϱ . Its maximum value slowly increases with M ϱ , in agreement with the observation of Martin. 4 Its value is about 0.6 for M ϱ = 20 and is located near the wall. The fluctuating Mach number MЈ is, however, more sensitive to M ϱ . For low M ϱ ͑Յ5͒, the maximums of both M t and MЈ are approximately similar, but for higher M ϱ , they become different. Additionally, MЈ starts to build a second maximum which moves away from the wall, as seen in Fig. 10 ͑right͒, in agreement with the observations of Spina et al. 21 To study the origin of this behavior and, more specifically, to differentiate between a true compressibility effect and a variable-property effect, we follow the approach of Coleman et al. 17 They introduced a separate Mach number M d in the temperature equation, referring to it as the dissipation Mach number. The temperature equation becomes
where the heat-flux vector is
Setting M d M ϱ is equivalent to adding a nonzero heat source/sink term L to the temperature equation. Such nonphysical simulations are used to determine the relative importance of turbulent-fluctuation and variable-property influences at a given M ϱ , since cases with different mean temperature profiles ͑i.e., different mean property variations͒ at the same free-stream Mach number M ϱ can be considered.
In our current simulation, the governing equation for the total energy E becomes
where ij is the stress tensor and is given by ij = / R ␦ 99 ͑‫ץ‬u i / ‫ץ‬x j + ‫ץ‬u j / ‫ץ‬x i −2/ 3 ‫ץ‬ u k / ‫ץ‬x k ␦ ij ͒. The heat flux For M ϱ = M d = 2.5, we have found that MЈ and M t have similar values. However, by increasing the mean variation of the mean temperature by setting M d = 7.5, MЈ increases to roughly twice its initial value. Therefore, the apparent increase in the value of MЈ with M ϱ is not a true compressibility effect but, rather, is due to the variation of the mean property. This suggests that the variation of MЈ is due to the variable-density effect. In fact, we have found that the simple scaling MЈ → MЈ / w collapses the profiles of MЈ for different M ϱ into a single one, as shown in Fig. 11 . This scaling seems to work better for the hypersonic Mach numbers 10, 15, and 20.
C. Dilatation
The dilatation term ϵ ‫ץ‬ x u + ‫ץ‬ y v + ‫ץ‬ z w, which is zero for M ϱ = 0, is another measure of the effect of the Mach number ͑e.g., Refs. 22 and 23͒. The plot of the probability density function ͑pdf͒ of in Figs. 12 and 13 confirms the increase of the probability of observing higher values of ͉͉ with increasing free-stream Mach number. To check whether this behavior is a true compressibility effect or a variableproperty effect, we have computed the pdf of for the nonphysical case M ϱ = 2.5 and M d = 7.5. The result, shown in Fig. 12 , suggests that the increase in the pdf tail is a variableproperty effect since the pdf of this nonphysical case is very close to that of the physical case M ϱ = 7.5. This implies that a scaling using the mean density would collapse the different pdf curves. We have found in fact that by computing the pdf of , the different pdf curves collapse ͑Figs. 14 and 15͒. It is worth noting that the collapse to a single curve of the compression part ͑ Յ 0͒ of the different pdf curves is slightly better than the collapse of the dilatation part ͑ Ն 0͒.
D. Turbulence structure
In a numerical study of channel flow, Coleman et al. 17 observed an increase with the Mach number of the streamwise coherence of the near-wall streaks ͑longer streaks͒. They showed that this modification of turbulence structure represents a confirmation of, and not an exception to, the Morkovin hypothesis, which postulates that at supersonic Mach numbers, only mean property variations are important and not the thermodynamic fluctuations. In fact, Coleman et al. 17 were able to show, using an artificial simulation with 
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A numerical study Phys. Fluids 23, 015106 ͑2011͒ constant density and temperature profiles, that the enhanced streak coherence has its source in the mean property variations. The method that they used, which was described earlier in this paper, consisted of differentiating between compressibility effects due to thermodynamic fluctuations and those caused by mean property variations using an artificial heat source defined by a dissipation Mach number. They concluded that nonzero near-wall gradients of mean properties are required for the streaks modification to occur. In other words, the enhanced streak coherence has its source in the mean property variations rather than in the thermodynamic fluctuations. A few conclusions can be drawn from this. First, the near-wall streaks become longer when the wall becomes colder, independently from the free-stream Mach number. This point was confirmed by Duan et al. 24 who performed a parametric study of a turbulent boundary layer by varying the temperature at the wall from T w / T ϱ =1 ͑cold wall͒ to T w / T ϱ =5 ͑ϷT adiab / T ϱ ͒. The free-stream Mach number was fixed at M ϱ = 5. Second, the streaks become shorter when the wall is heated. Third, the streaks are not modified when the gradients of mean properties are zero, namely, for an adiabatic wall. To confirm the first two points, we have performed three isothermal simulations where the wall temperature T w / T ϱ was varied but the free-stream Mach number was fixed to M ϱ = 2.5. The considered wall temperatures are T w / T ϱ =1 ͑cold wall͒, T w / T ϱ = 2.14 ͑near adiabatic value͒, and T w / T ϱ = 11.6 ͑hot wall͒. For the three cases, R Ϸ 380. The streamwise velocity perturbations in a horizontal plane located at y + = 15 are shown in Fig. 16 and they confirm the results of Refs. 17 and 24: the streaks become longer when the wall is cooled. They also become shorter when the wall is heated. Note that these results are presented in terms of viscous units since they are more suitable to describe near-wall structures.
It is worth noting that two inner layer parameters can be used to quantify these three isothermal simulations. The first parameter is the friction Mach number M = u / c w , where c w is the speed of sound based on the wall temperature. The second parameter is the nondimensional heat flux 17, 25 The values of these parameters are given in Table II for the three different simulations. The value of ␤ q is negative when the heat transfer is from the flow to the wall ͑for the case with T w / T ϱ =1͒. It is positive when the wall is heating the flow and, respectively, indicates moderate and strong heating conditions for the cases with T w / T ϱ = 2.14 and T w / T ϱ = 11.6.
To study the third point, that streaks are unaffected in the adiabatic case, we examined two-point correlations of the adiabatic simulations with three Mach numbers M ϱ = 2.5, M ϱ = 7.5, and M ϱ = 20. To further study the role of R , we have also performed two additional simulations for the M ϱ = 2.5 case with R Ϸ 200 and R Ϸ 1200. For the latter case, the resolution used is N x ϫ N y ϫ N z = 1024ϫ 180ϫ 256. Although this resolution is marginal to capture all relevant scales in this high Reynolds number flow, it should be adequate for the present purpose of examining the dependence of the streak spacing on the Reynolds number and as such, this simulation was not used for any other purposes. In all cases, two-point correlations of the velocity perturbation uЈ in the streamwise direction are computed for a fixed wallnormal location y + = 15. Figure 17 ͑left͒ shows that the two-point correlations for different Mach numbers collapse, indicating that the streak coherence remains the same. The streamwise length of the streaks, measured in terms of viscous units, is therefore independent of the Mach number. However, if it is measured in terms of the outer length scale ␦ 99 , it becomes a function of the friction Reynolds number R . The streak length in terms of x / ␦ 99 decreases when R increases, as shown in Fig. 17 ͑right͒. Therefore, one should use the viscous units to rule out the Reynolds number effect.
Finally, regarding the streaks width for an adiabatic wall, we examined two-point correlations in the spanwise direction of the streamwise velocity perturbation. At y + = 15, the typical spanwise streak spacing of 100 wall units is still valid, even at a free-stream Mach number of 20, as shown in Fig. 18 . The minimum of the wall-normal velocity is found to be at 25 wall units and it represents the typical width of the streamwise vortices ͑e.g., Ref. 20͒.
Therefore, when computed at the same wall-normal location, say y + = 15, the streamwise and spanwise extents of the streaks, expressed in wall units, are not affected by the change in the free-stream Mach number for an adiabatic wall. This can also be deduced by comparing instantaneous snapshots of the streamwise velocity perturbations at y + = 15 for two different Mach numbers, as shown in Fig. 19 . This concludes the proof of the third point.
To summarize, compared to an adiabatic simulation ͑␤ q =0͒, the near-wall streaks are longer in a simulation with negative ␤ q and shorter in a simulation with positive ␤ q . We postulate that this parameter ␤ q ͑and eventually M ͒ can uniquely characterize isothermal simulations in the sense that two simulations with different free-stream Mach numbers but with the same ␤ q will have near-wall streaks with similar lengths.
E. Self-sustaining mechanism of near-wall turbulence
Kim and Lim 26 investigated the role of a linear coupling term ͑see definition below͒, which is a source of the nonnormality of the eigenmodes of the linearized Navier-Stokes equations. They have found that near-wall turbulence in an incompressible channel flow decays without this linear coupling term. This shows that the maintenance of the turbulent state relies on a linear process. Whether the same behavior occurs in high Mach number compressible boundary layers is the subject of this section. For the wall-normal velocity v and the wall-normal vorticity y , the linearized Navier-Stokes equations in the incompressible case can be written in an operator form 
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For the compressible case, the three velocity equations can be written in wall-normal velocity-vorticity form, which formally reads ͑see the Appendix͒
where L OS c and L Sq c are the corresponding operators in the compressible case to the operators L OS and L Sq . The term ⌬ h C in the y equation originates from adding a term to the u-equation and another to the w-equation. To remove the coupling term, we set ⌬ h C = dU b / dy‫ץ‬ z v and we solve this two-dimensional ͑2D͒ Poisson equation at every iteration to determine C. A Fourier spectral method with modified wave number has been used to solve this Poisson equation.
The turbulence decays as a result of removing the coupling term for both M ϱ = 2.5 and M ϱ = 7.5. For the lower Mach number, this result is expected from the behavior of the incompressible case. However, the decay at higher Mach number, shown in Fig. 20 , constitutes a more interesting result. To our best knowledge, this result is the first direct demonstration that compressible turbulence decays when the non-normality of the underlying linear operator in the nonlinear flow is removed. Therefore, while the formation of the commonly observed near-wall turbulence structures, i.e., streamwise vortices, is known to be essentially nonlinear ͑e.g., Refs. 27 and 28͒, the maintenance of the turbulence relies on a linear process. The linear coupling term is necessary to generate the wall-layer streaks, the instability of which in turn is believed to strengthen the streamwise vortices through a nonlinear process. A companion paper addresses this issue and discusses the process of streamwise vortices generation.
IV. CONCLUSION
Predicting the turbulent flow characteristics in a high Mach number boundary layer and studying the associated physical phenomena requires accurate numerical simulations. This represents a twofold challenge for the numerical study: the numerical scheme on one hand and the inflow boundary condition generation algorithm on the other. We have presented a robust and easy-to-implement method for generating the inflow turbulent conditions for compressible turbulent boundary layers. This method allows us to gather turbulence statistics after a short transient time and gives full control of the value of the final R .
To improve our understanding of the fundamental physics of supersonic boundary layers, we have used this method to perform a parametric study varying the free-stream Mach number from 2.5 up to 20 ͑without taking into account the real gas effects͒. The turbulence statistics given by the direct numerical simulations are in good agreement with existing results. The van Driest-transformed mean velocity, that is, the density-weighted mean velocity, is found to satisfy the incompressible logarithmic law u vd + =1/ k log͑y + ͒ + C, with k and C similar to their incompressible values. When rescaled using the wall quantities, the fluctuations of the velocity and vorticity for different Mach numbers collapse into Guarini's result at M = 2.5 and therefore into their incompressible counterparts. The budgets of the turbulent kinetic energy are nearly unchanged with increasing Mach number. The maximum of the turbulence production is located around y + Ϸ 10 and the contribution of the pressure dilatation term remains negligible, consistent with previous observations ͑e.g., Refs 2 and 4͒.
We have shown that the apparent increase in the magnitude of the fluctuating Mach number with increasing freestream Mach number is a variable-property effect. Using the mean density to scale the fluctuating Mach number collapses results for different free-stream Mach numbers. The increase in the pdf tails of the dilatation , a direct measure of the compressibility, has also been shown to be a variableproperty effect. Compressible boundary layers are also shown to be similar to incompressible boundary layers in that, without the linear coupling term, the turbulence cannot be sustained. The linear coupling term is necessary to generate the wall-layer streaks, in spite of the fact that the generation of the streamwise vortices is essentially nonlinear. For an adiabatic wall, the near-wall structure exhibits the same 
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Phys. Fluids 23, 015106 ͑2011͒ characteristics as in incompressible turbulent flow in terms of the spanwise spacing of the streaks ͑Ϸ100 + ͒ and the spanwise spacing of wall-normal velocity ͑Ϸ20 + ͒. Finally, in an isothermal simulation with a cold wall ͑␤ q Ͻ 0͒, the streaks are longer, whereas for a hot wall ͑␤ q Ͼ 0͒, they are shorter, in comparison with the simulation with an adiabatic wall ͑␤ q =0͒.
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APPENDIX: WALL-NORMAL VELOCITY-VORTICITY FORM
Consider the governing equations for incompressible flow
where u, v, and w are the streamwise, wall-normal, and spanwise velocity perturbations and U b is the base flow. The terms r . h . s u , r . h . s v , and r . h . s w contain the remaining viscous and nonlinear terms. The terms ‫ץ−‬ z C and ‫ץ‬ x C are defined below. By taking the sum of the derivatives of the three equations above, we obtain the pressure equation ⌬p =−2dU b / dy‫ץ‬ x v. Then, from the equations of u and w, we get the equation for y . Multiplying the v-equation by v and replacing the pressure term by the equation above, we get the following system for v and y :
Note that Kim and Lim's virtual flow, in which the linear coupling term is not present, is equivalent to setting ⌬ h C = dU b / dy‫ץ‬ z v, where ⌬ h = ‫ץ‬ xx + ‫ץ‬ zz is the horizontal Laplacian. Hence, this manipulation corresponds to adding the terms ‫ץ−‬ z C and ‫ץ‬ x C in the equations above, where C is computed at every iteration by solving the 2D Poisson equation at every y-location.
For the compressible case, the three velocity equations
To drop the coupling term between the velocity v and the vorticity y , we set ⌬ h C = dU b / dy‫ץ‬ z v. A Fourier spectral method with modified wave number is used to solve this Poisson equation.
