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1 Introduction
This paper extends the recent developments of normal form theory (without parameters) via
the spectral sequences method to parametric normal forms of differential equations. Spectral
sequences method is one of the most elegant and powerful methods of computations. It has
been applied in different branches of mathematics and has helped in solving many difficult
computational problems. Arnold [3, 4] was the first to apply this method on singularity
and normal form theory but it were not later used by others. Recently Sanders [25, 26]
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further elaborated the method and evidently encouraged a few researchers in using this
method on normal form theory [9, 21]. Sanders [25, 26] and Murdock [21] mainly focus
on normal forms of non-parametric vector fields while Benderesky and Churchill [9] applied
the method on matrix normal forms. The later made their results based on an innovative
general setting; by having a group structure acting on a vector space. We use their results
to establish a foundation for parametric normal form of vector fields. The existing results,
i.e., [9, 21, 25, 26], use neither time rescaling nor reparametrization while the use of these
is the main new feature of this paper. Obviously, our method is also finely established for
obtaining the spectral sequences of orbital equivalence of nonparametric vector fields.
We apply the method to obtain hypernormal forms for generalized Hopf singularities
with multiple parameters; this has been done for such systems without parameters, see e.g.,
[1, 5, 6, 8, 15, 24, 25, 31]. Considerable work has been done on singular Hopf bifurcations, that
is, degenerate forms of the Hopf singularity that do not satisfy the conditions for a standard
Hopf bifurcation but instead produce more complicated dynamics. We give a method for
finding specialized hypernormal forms for Hopf singularities with specific degeneracies. The
goals that follow are illustrated with this specific type of system, but are applicable more
generally to any singularity.
A new significant feature of parametric normal forms is to enable us gaining the trans-
formations between the original parametric system and the parametric normal forms; this
is impossible via non-parametric normal forms [32, 33]. Real life problems modeled by sci-
entists and engineers usually involve parameters and obtaining these transformations is of
fundamental importance in applications. The notion of normal form theory is to simplify
nonlinear differential equations via a change of state variables such that the topological be-
havior of the system in the vicinity of a singular point remains unchanged, see [11, 17, 18, 20].
Efficient usage of time rescaling with change of state variable simplify the systems further
to their (simplest) orbital equivalence, see e.g., [1, 2, 28, 29]. Although using time rescaling
efficiently is a key tool (a challenging task) for parametric normal forms, the obtained orbital
equivalence (simplest) of parametric system may not be yet sufficiently simple for bifurcation
and stability analysis. Thus, we also need to use reparametrization (change of parameters)
to simplify the parametric systems beyond their orbital equivalence. Reparametrization re-
quires also a new structure within the context of unique normal form theory. This is why
we need to generalize the recent developments on the spectral sequences and their structures
on normal form theory to accommodate time rescaling and reparametrization alongside with
change of state variable.
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We provide an example of detailed calculations of hypernormal forms using the notations
of the spectral sequences in section 4. Spectral sequences have been introduced for normal
form calculations in [9, 21, 25, 26] but even in these papers, the spectral sequence method
is usually kept in the background as a guide to the calculations, while the calculations
themselves are done in the ordinary way. Here we show what it would look like to employ
the notations of the spectral sequences in full. This has the advantage that the exact range
of nonuniqueness is displayed at all times with every step. The associated disadvantage is
the complexity of the notation. It seems worth while to have at least one example of this
type of calculation in the literature, even if most users may choose to use a simpler notation
and do some extra work on the side to keep track of the range of nonuniqueness when that
is desired.
The rest of this paper is organized as follows. Section 2 introduces a new way of defining
styles and costyles for normal forms (in addition to standard styles such as the inner product,
sl(2), and simplified styles), i.e., formal basis style and costyle. Also the cohomology spectral
sequences are briefly presented in section 2. Section 3 describes parametric state space, pa-
rameter space and parametric time space, and further some technical results are presented.
Then, in section 4, the general theory and methodology are applied to obtain one of the two
parametric normal forms (via formal basis style) presented in this paper for systems with
multiple parameters and generalized Hopf singularity. Based on notions of invariant degener-
ate spaces, formal basis styles and costyles, in section 5, the method of spectral sequences is
distorted to formulate an alternative approach to obtain a more suitable parametric normal
form for bifurcation and stability analysis. Section 6 provides some alternative normal forms
which can be obtained via different approaches. These include different simplest parametric
(and nonparametric) normal forms obtained by using and not using either or both of time
rescaling and reparametrization. Finally conclusions are drawn in section 7.
2 Formal basis style and the spectral sequences
We first revisit filtration topology for presenting the notion of formal basis used here for
determining a new style and costyle for unique parametric normal forms, see also [12, 14],
and then discuss the notion of the cohomology spectral sequences.
Let V =
∏∞
i=1 Vi, where Vi are finite dimensional vector spaces over the field F of
characteristic zero. We call V a graded vector space and each Vi a homogenous space
of grade i. In order to make the paper more readable, we follow Murdock and Sanders
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[20, 23] and denote V = ⊕∞i=1Vi in which its elements are represented by sums of a countable
number of nonzero terms (recall the concept of formal power series). This notation should
not be confused with the common direct sum of vector spaces whose elements can only be
represented as a sum of finite many nonzero terms. One could use ⊕ˆ notation, whenever
infinitely many terms are involved, to avoid this confusion, see [6, 12]. A countable ordered
set (sequence) B = {ej|j ∈ N} ⊆ V is called a formal basis for V if any element v ∈ V can
be uniquely represented by v =
∑∞
j=1 ajej for aj ∈ F.
With every grading goes a filtration. Let F kV = {
∑∞
i=k vi|vi ∈ Vi} and call F =
{F kV }∞k=1 a filtration associated with the graded vector space V = ⊕
∞
i=1Vi. The filtration
F induces a topology on V by considering {v + F kV } as an open local base for a vector
v ∈ V. The induced topology τF from F is called filtration topology. Since the filtration
topology is a first countable topology, its topology is completely understood by knowing its
convergent sequences. In other words, with regards to the filtration topology we only need
to know: a sequence {vn} ⊆ V converges to v ∈ V if and only if for any N ∈ N there exists
a natural number k such that for any n ≥ k we have vn ∈ v + F
NV. Thus, any sequence
of the forms {
∑n
j=1 ajej} and {
∑n
i=1 vi|vi ∈ Vi} converges respectively to {
∑∞
j=1 ajej} and
{
∑∞
i=1 vi|vi ∈ Vi} in the filtration topology; more precisely the filtration topology is the
finest topology on a graded vector space in which all formal series are convergent. Note that
the filtration F is Hausdorff, i.e.,
⋂
p F
pV = {0}, and exhaustive, i.e., F 0V = V . This
is why the spectral sequences induced by F is convergent in the sense of Cartan-Eilenberg,
see the last paragraph on page (7). We refer the reader to [12, 14] for more details on
the filtration topology and formal basis (also formal decompositions). Note that the order
of basis (and formal basis) is important for our formal basis style (costyle) and all graded
structures defined in this paper are graded vector spaces over F. Also, note that the style of
parametric normal forms used in this paper is different from other common styles such as
inner product style, sl(2) style or simplified style. Recall that a normal form style is a rule
stating how to choose the complement spaces, see [20–22]. When the rule of how uniquely
choosing complement spaces is applied to the transformation space rather than the space of
vector fields, it is called costyle [22]. We call our style formal basis style and describe it in
the following.
In order to express the formal basis style or in other words how we would choose a
complement space N for a vector subspace W from V, we assume V has a formal basis
B = {en} (or a finite ordered basis B = {en}
rankFV
n=1 ). Then, we construct the complement
space N by inductively choosing the least natural number nk in which enk is not an element of
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W⊕spanF{eni |i < k}.We continue this to either the process be terminated for a finite number
k (i.e., N = spanF{eni|i ≤ k}) or obtain an infinite sequence {eni} (i.e., N = spanF{eni}).
From now on, we refer to N obtained in this manner by the unique complement space forW.
Succinctly stated, by setting an order on the formal basis we automatically determine which
terms to be eliminated in priority; when we have some alternative terms to eliminate from
the system in our normal form computation, those terms will be automatically eliminated in
our style which are laid in lower orders in our formal basis. This is, indeed, one of the main
purposes of using formal basis in this paper. Some common styles used in the literature
are sl(2) style, inner product style or to determine the complement spaces individually for
each grade in all steps, see [22] for the original definition and discussion on style and costyle.
Despite the other common styles, we believe it is an advantage for our approach to decide on
priority of eliminating certain terms of the system well in advance of calculations by setting
a fixed order on formal basis. For example, in this paper we practically give priority to the
amplitude terms rather than phase terms of the same grade. To observe this, one should
transform the normal form of the system in polar coordinates and see the relation X and
Y with amplitude and phase terms, and then compare them with the rules (1-3) above in
Remark 3.1. This way we do not need to decide which complement spaces to choose but
we only calculate the complement spaces based on the order defined on the formal basis. It
is imperative to distinguish (and not confuse) the usage of formal basis to set up our style
(or costyle), in order to give priority to some terms over the others for their elimination
(or for using them in the transformation maps), from the method of formal decompositions
(described in [13, 14]) which employs a chess-like computation.
Throughout this paper, formal basis style is also applied for our notation piW to represent
it as a unique projection on W . To formulate this, let V be a vector space with a formal
(an ordered) basis B = {en}. Then, there exists a unique complement space N for W (i.e.,
N ⊕W = V ) such that B ∩N = {eni} is a formal (an ordered) basis for N and for any
em ∈ B, there exist a unique vector w ∈ W and unique scalars an1, an2 , · · · , anN (nN ≤ m)
satisfying em = w+
∑N
k=1 ankenk . Thus, V can be naturally equipped with a unique projection
piW from V ontoW, i.e., piW ◦piW (V ) = piW (V ) = W and for any v =
∑
i anivni+w ∈ V (where∑
i anieni ∈ N and w ∈ W ) we have piW (v) = w. Giving a simple example to illustrate
this, consider piW (e1 + 2e2) for which V = F
2 with standard ordered basis B = {e1, e2} and
W = spanF{e1+e2}. N = spanF{e1} uniquely satisfies our conditions (while N = spanF{e2}
does not; e1 can not be expressed by e1 = w +
∑
nk≤1
ankenk for a w ∈ W, where we only
have n1 = 2) and thus, piW (e1 + 2e2) = 2e1 + 2e2.
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The style of parametric normal forms in the context of the spectral sequences comes from
a unique choice to represent quotient spaces instead of the common complement spaces; i.e,
for a vector subspace W from V, we need to explain how we choose a subspace N from V
such that V
W
= {v+W |v ∈ N }. Indeed, any style (rule for choosing a complement space for
W in V ) can alternatively be applied for a unique choice of representing this, see also [25, 26].
Since in this paper we follow formal basis style, we are interested in defining a formal basis
compatible with B for quotient spaces of the given vector space V. To do this, consider the
basis {eni} for the unique complement space N = spanF{eni} obtained via formal basis style
(described above) for W. Then, {eni} with its inherited order from B builds up our formal
basis for the quotient space V
W
, i.e, B V
W
= {eni +W}. Since N plays the same role as the
complement spaces, for our convenience we call N ⊆ V the unique complement space for
the quotient space V
W
. We further borrow the notations and denote V
W
by N , i.e., V
W
= N .
Thus, the unique complement space for a quotient space of V is a vector subspace of V with
its own formal basis.
Lemma 2.1. (See also [14, Proposition 1.3]). Let V and W be vector spaces over F, V have
a formal basis B = {en}
∞
n=1 or a finite ordered basis B = {en}
dimF V
n=1 , and T0 be a subspace
of V, where d : W → V is a linear map and piT0d(W ) = 0. Then, d naturally induces a linear
map d∗, given in the short complex 0 → W
d∗
−→ V
T0
→ 0 ( V
T0
denotes the quotient space of V
over T0). Then, there exist unique vector subspaces N1 and T1 ⊆ V such that
1. coker d∗ ∼= V
T1
= N1+T1
T1
= N1,T0 ⊆ T1 and N1 ⊕T1 = V.
2. B ∩N1 = {enk} is either an ordered basis or a formal basis for N1.
3. For any em ∈ B there exist a unique vector wˆ ∈ V (where wˆ + T0 = d
∗(w) for
some w ∈ W and piT0wˆ = 0) and unique scalars an1 , an2, · · · , anN (nN ≤ m) satisfying
em − (wˆ +
∑N
k=1 ankenk) ∈ T0.
4. For any v ∈ V in which piT0(v) = 0, there exists a vector w ∈ W such that v−d(w) ∈ N1
(This property implies that N1 fulfils the role of complement spaces).
The notation piW should be distinguished from pii(v); pii(v) = vi where vi is the ith
component of the vector v ∈ Fn for 1 ≤ i ≤ n. Now for our convenience, we present a quick
review on the spectral sequences, see [19, 30] and for a more detailed discussion of this topic
on normal forms see [8, 27, 28, 33–35].
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Spectral sequences (cohomological type) in general are considered to be a page-sequence
of left R-modules (where R is a commutative ring with identity) which comes with a page-
sequence of differentials and each page is the cohomology of the previous page. Consider a
differential graded R-module (A∗, d∗) where d∗ has a degree +1, i.e., A∗ = ⊕nA
n,
d∗ : A∗ → A∗ with dn = d∗|An : A
n → An+1
and d∗ ◦ d∗ = 0. Denote Hn(A∗, d) for the cohomology of d∗ at grade n, i.e., Hn(A∗, d∗) =
ker dn/Imdn−1. Now assume A∗ comes equipped with a filtration F compatible with the
differential d∗, that is,
· · · ⊂ F p+1A∗ ⊂ F pA∗ ⊂ · · · ⊂ A∗
and d : F pA∗ → F pA∗ ∀p ∈ Z. Then, (A∗, d,F ) is called a filtered differential graded R-
module. For simplicity, assume that filtration comes from a grading structure, that is, A∗,∗
is a bi-graded R-module (A = A∗,∗ = ⊕q≥0A
∗,q = ⊕pA
p,∗, A∗,q = ⊕pA
p,q, and Ap,∗ = ⊕qA
p,q)
and F qA∗,∗ = ⊕k≥qA
∗,k. Thereby, the filtration is Hausdorff and exhaustive. We may express
some isomorphisms with equality whenever confusion does not occur.
Spectral sequences are aimed at computing H∗(A, d) = ⊕qH
q(A, d), where Hq denotes
the cohomology of the differential d at degree q. Note that H∗(A, d) can be interpreted in
the context of normal form theory as the space of unique normal forms, when the graded
differential (A, d) is properly chosen. This is clearly demonstrated by Sanders [25, 26].
Although
H∗(A, d) ∼= ⊕p ⊕q F
pHq(A, d)/F p+1Hq(A, d) ∼= ⊕q⊕pF
pHq(A, d)/F p+1Hq(A, d), (2.1)
in principal it is not possible to compute H∗(A, d) directly from this equation. This is why
the spectral sequences are actually designed; to compute Em,n∞ in a systematic approach.
Obviously, it is important to properly define the differential, grading structure and the
filtration in such a way that E∗,∗r converges to E
∗,∗
∞
∼= H∗(A, d). To describe the spectral
sequences, we denote
Em,n0 = F
mAm+n/Fm+1Am+n ∼= Am+n,m
and define the differential d0 with degree +1 by d
m,∗
0 = d|Em,∗0 : E
m,∗
0 → E
m,∗
0 . Since E
m,∗
r =
⊕nE
m,n
r is isomorphic to a quotient space of A
∗,m, we can inductively define the rth level
differential of bi-degree (r, 1− r) by
dm,∗r = d|Em,∗r
, dm,nr : E
m,n
r → E
m+r,n+1−r
r , and also E
m,n
r+1 = H
n(Em,∗r , d
m,∗
r ).
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The filtration F is called strongly convergent in the sense of Cartan-Eilenberg if the
filtration is Hausdorff, exhaustive and we have
H∗(A, d) ∼= lim
←p
H∗(A, d)/F pH∗(A, d), (2.2)
where lim
←p
stands for the projective limit [19, pp 69]. Since
lim
←p
H∗(A, d)/F pH∗(A, d) ∼= ⊕∞p=0F
pH∗(A, d)/F p+1H∗(A, d),
our filtration automatically satisfies the condition (2.2). Therefore, the associated spectral
sequence Ej,kr strongly converges to H
∗(A, d), that is,
Ej,k∞
∼= F jHj+k(A, d)/F j+1Hj+k(A, d),
according to [19, Theorems 2.6, 3.2, 3.12]. Finally, a spectral sequence is said to collapse at
r, when E∗,∗n = E
∗,∗
r for any n ≥ r. Thus, in order to obtain E
∗,∗
∞ we just need to compute
E∗,∗r .
3 Parametric state space, parametric time space and
parameter space
In this section, we present the algebraic structures of parametric state space, parametric time
space and parameter space as well as their possible interactions. Note that this algebraic
structure is designed for computation of parametric normal forms of systems associated with
Hopf singularity. However, the methodology described here is general and can be applied to
alternative algebraic structures suitable for other singularities.
The following presentation of our algebraic structures are recommended in part by J.
Murdock, see also [12, 14, 20, 24]. We begin with the most general C∞ system in two
dimensions with vector parameter µ = (µ1, ..., µm) having a Hopf singularity at the origin.
When expanded in a formal power series such a system takes the form (module flat functions)(
x˙
y˙
)
=
(
y
−x
)
+
∑( ajkn
bjkn
)
xjykµn (3.1)
where summation is taken over j, k ∈ N0,n = (n1, · · · , nm) ∈ N
m
0 , |n| = |n1| + · · · + |nm|,
j + k + |n| > 1, and j + k ≥ 1. Introducing the complex variable z = y + ix (to avoid later
minus signs that arise if we use x+ iy), we find
z˙ = iz +
∑
(bjkn + iajkn)
(z − z
2i
)j(z + iz
2
)k
µn
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which can be expanded in the form
z˙ = iz +
∑
Ajknz
jzkµn (3.2)
with Ajkn ∈ C.We now consider the following (formal) system, defined on C
2, with variables
(z, w) : (
z˙
w˙
)
= i
(
z
−w
)
+
∑( Ajkn
Bjkn
)
zjwkµn. (3.3)
With reality conditions Bjkn = Ajkn, the equation (3.3) reproduces our original system
on the reality subspace of C2 defined by w = z (This is a real vector space, that is, it is a
subspace of C2 over R. For a complete discussion of reality conditions in normal form theory,
see [20, pages 203-206]). If we now set
Xjk =
(
zjwk
wjzk
)
, Yjk =
(
izjwk
iwjzk
)
and write Ajkn = Bjkn with α and β real, our system on C
2 takes the simple form(
z˙
w˙
)
= Y10 +
∑
αjknXjkµ
n +
∑
βjknYjkµ
n (3.4)
where the reality conditions are now simply given by the α and β coefficients lying in R. It
is now easy to include in the discussion the case when the original system is complex (that
is, (x, y) ∈ C2). We simply take the field F to be either R or C, and consider the right hand
side of Equation (3.2) to be a vector field on C2 with coefficients in F. The following analysis
will apply to both the real and complex cases simultaneously.
From here on we take (3.4) as the starting form for our analysis. This way we avoid the
formulas for the coefficients of (3.4) in terms of those of (3.1), which are of course rather
complicated. Since the vector space span of vector fields of the form (3.4) constitutes a Lie
algebra L under the Lie bracket [u, v] = u′v − v′u (= Wronskian(u, v)), that is, we set
L = {aY10 +
∑
αjknXjkµ
n +
∑
βjknYjkµ
n|a, αjkn, βjkn ∈ F,n ∈ N
m
0 }
and call it parametric state space. We also use the subalgebras
LS = {aY10 +
∑
αjk0Xjk +
∑
βjk0Yjk}.
which is called state space without parameters and
LH = {aY10 +
∑
αj+1,jnXj+1,jµ
n +
∑
βj+1,jnYj+1,jµ
n},
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which is a Lie subalgebra of L and is a result of normalization in the classical sense (without
time rescaling and reparametrization and prior to hypernormalization). It is important to
notice that these are not merely Lie algebras but also graded Lie algebras. There are several
ways to arrange the grading. One is to treat these as multi-graded with one grading by
j + k − 1 (one less than the degree in z and w) and p additional gradings by n1, ..., nm. The
machinery for handling normalization with multiple gradings is developed in [22] for the case
of two gradings. Instead we combine these into a single grading δ defined by j + k + |n|.
Later, when considering specialized normal forms for degenerate Hopf singularities, we need
a modified grading. The general definition covering both cases is
δ(Xjkµ
n) = δ(Yjkµ
n) = j + k − 1 + α|n|, (3.5)
where α is a weight for the parameters. The weight α rearranges the terms in the graded
Lie algebra and thus may result in different unique normal forms. This weight is taken
to be one in [14] for the codimension one Hopf singularity while in the next two sections,
for the specialized normal forms of degenerate systems with parametric dimension N0, we
choose α = 2N0 + 1. In order to call L a graded Lie algebra, it is necessary to check that
δ([u, v]) = δ(u) + δ(v); this accounts for the −1 in the definition of δ. Thus, (L , [·, ·]) is
a Z-graded locally finite parametric Lie algebra over F. For a simple notation to show the
subspace of all homogenous terms of grade k, we use a subindex k, e.g., Lk,LS,k,LH,k; so
we do for later defined spaces, time and parameter spaces, i.e., Rk,P
m
k .
Let F be the filtration associated with the grading structure of L . Elements of F 1L are
called generators because they generate near-identity transformations used in normalization.
Suppose that u is a generator (so that u ∈ F 1L and therefore begins with quadratic terms)
and φ is its time-one map. Writing Z = (z, w), it follows that φ(Z) = Z + O(|Z|2); such
maps are called near-identity maps because they are close to the identity in a neighborhood
of the origin. Let v ∈ L be a vector field in L , then φ∗(v), the push-forward of v by φ, can
be regarded as the same vector field v expressed in modified coordinates. The easy way to
compute this is by the formula
φ∗(v) = exp aduv,
see e.g. [6, 7, 14, 16] for more details.
Once the parametric state space and its grading structure are settled down, it turns to
define the formal basis. Let B = {Xijµ
n, Yijµ
n|n ∈ Nm0 , i, j ∈ N0, i+ j > 0} be ordered in a
sequence according to the following rules:
1. The terms of lower grades are in lower orders, based on the grading function δ.
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2. Yij is before Xkl, when they have the same grade.
3. Terms without parameter are before terms with parameter when they have the same
grade.
Remark 3.1. Although the above rules are not sufficient to set up a unique order for B,
they are sufficient that any fixed order satisfying them will lead to a unique parametric
normal form of a generalized Hopf singularity; see sections 4 and 5.
The reasons behind the conditions (1) and (3) are easy to observe; the condition (1)
means the lower garde terms are in priority for elimination while the condition (3) is to omit
the terms with parameters as much as possible even at the expense of some terms without
parameters of the same grade. However, the condition (2) needs to be explored. Since LH
denotes the first level parametric normal form space when only the change of state variable
is used (and also a component of the first level conormal form space) for generalized Hopf
singularity, see Lemma 4.5, all the first level parametric normal forms belong to this space.
This delivers a significant information about X and Y (∈ LH) terms when they are depicted
in polar coordinates, that is, any X term in LH is practically transformed into an amplitude
term while Y terms in LH indirectly represent phase terms, see Corollary 5.4. This is why
we put Y terms before X terms in the order of our formal basis (see the condition (2) above);
in other words, the amplitude terms are in priority for elimination than phase terms of the
same grade. Finally, it is important to mention that we choose an identical formal basis for
parametric state space regardless of observing it as either the space of all vector fields (where
normal forms live) or the space of all generators (where conormal forms lie). The later stems
from a new notion, i.e., costyle, in normal form theory.
The formal bases defined for parametric time space R and parameter space Pm along-
side with that of L , are our rules in determining a unique complement space for any subspace
within the transformation space in section (5). Murdock [22] is the first to raise the notion
and call this kind of rule as costyle. Therefore, we follow him to call it by formal basis
costyle. Indeed, any fixed costyle sets a rule to only have a unique choice (module unusable
terms) for transformation solutions. Thus, it together with a fixed style make it possible
to introduce unique (though far from being simplest) finite level normal forms, see [22] for
further details on style and costyle. In principal costyle of normal forms is considered less
important than style in the context of simplest normal form theory of systems without pa-
rameters. The importance of using costyle is indeed manifested in parametric normal forms,
where obtaining the transformations are of the fundamental importance. In other words,
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costyle sets a rule for obtaining unique transformations (module unusable terms; belonging
to the kernel of all maps at all steps) transforming a vector field to its simplest parametric
normal form. Therefore, costyle can surprisingly play a direct role in obtaining the simplest
parametric normal forms (not the transformations); this is demonstrated in section (5). To
see this note that any costyle used in the section (4) results in the same obtained parametric
normal forms. In section (5), however, distorts the normal form computations by keeping
some time terms for using them later; these terms do not belong to the kernel of the maps
associated with step N, but yet are used at steps of higher than N. Therefore, the maps of
step N are restricted to some subspaces and their complement spaces (of vector space span
of terms intended for use at step N) are left for higher level computations. In other words
different costyles, in section (5), may lead to totally different normal forms; this signifies the
role of costyle. One can foresee that implementation of the results, obtained in this way,
for practical computations requires a chess like computation. Thus, it is essential to define
a costyle coordinated with the style and our computations to gain our desired parametric
normal form.
Similar to what we did with regards to the parametric state space, we now wish to do
for time rescaling. Since time rescaling has to stand in the real numbers, we begin with the
variable z and parameters µ such that the time rescaling is given by
t = τ(T0 + Y
T (zz, µ)) = τT0 + τ
∑
Tk,nz
kzkµn, (3.6)
where T0 6= 0 and the sum is taken over k ∈ N0 and n ∈ N
m
0 , only if k + |n| ≥ 1. Let
Zk = z
kzk (in particular Z0 = 1) and define the parametric time space by
R = F[[zz, µ]] = {T0 +
∑
Tk,nZkµ
n}. (3.7)
Therefore, the parametric time space is an integral domain and a vector space on F, where
from now on F is the set of real numbers. Indeed, R is a locally finite graded vector space
and also a graded ring; let BR = {Ziµ
n} and define the grading function δR : BR → Z by
δR(Ziµ
n) = 2i+ rα, i, r ∈ N0.
Note that the number α is the same for all three grading functions (i.e., δ, δR , δPm , for
definition of δPm see below) defined in this paper. The order of a formal basis for time
rescaling plays a partial role in formal basis costyle. BR is our formal basis for R whose
order in a sequence obeys the following rules (Remark 3.1 is also true here):
1. The terms of lower grades are in lower orders.
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2. The terms without parameter are before the terms with parameters, whenever they
have the same grade.
Denoting Rk for the grade k homogenous elements of R, we have R = ⊕
∞
k=0Rk and RkRl ⊆
Rk+l for any k, l ∈ N0 (i.e., R is a graded ring). For our convenience we choose T0 = 1 and
thus, Y T ∈ F 1R is a generator for near identity time rescaling.
For any time rescaling generator Y T , there is a map φT
Y T
sending a vector field v to
v + Y Tv (indeed, the system dz
dt
= v is transformed to dz
dτ
= v + Y Tv); the multiplication
(Y Tv) follows the common multiplication of Y T and v when both are presented as formal
power series in terms of z and z. The following two formulas are for our convenience:
Ziµ
n1Xjkµ
n2 = X(i+j)(i+k)µ
n1+n2 ,
Ziµ
n1Yjkµ
n2 = Y(i+j)(i+k)µ
n1+n2 ,
for any Ziµ
n1 ∈ BR and Xjkµ
n2, Yjkµ
n2 ∈ B. This product along with the grading structures
on L and R builds up L as a graded module structure over the graded ring R, i.e.,
RN1L
2
N2
⊆ L 2N1+N2.
Proposition 3.2. F 1R is a subgroup of R-module filtration preserving automorphisms of
L , i.e., φT
F1R∗ ≤ AutR(L ) ≤ AutF(L ) and furthermore, φ
T
Y T ∗(F
nL ) ⊆ F nL (∀n ∈
N0, Y
T ∈ F 1R).
Let F[[µ]] denote for the integral domain of formal power series in terms of the parameters
µ = (µ1, µ2, · · · , µm). Now the parameter space is defined by
P
m = Fm[[µ]] = {v|v = (v1, v2, · · · , vm) where vj ∈ P
1 = F[[µ]] ∀j, 1 ≤ j ≤ m}.
For the given α ∈ N and any n = (n1, n2, · · · , nm) ∈ N
m
0 , we define a grading function on
monomials µn by δPm(µ
n) =
∑m
i=1 niα− α. Denote
P
m
n = spanFδ
−1
Pm
(n) for all n ∈ N0 ∪ {−α}.
Then, Pm−α = F
m and Pm = ⊕∞n=0P
m
n is a locally finite graded vector space, where
{µnek|n ∈ F
m, k ≤ m}∞r=0 is a formal basis for P
m with lower grade terms (associated
with δPm) being ordered in a sequence before higher grade terms.
F 1Pm = F αPm is called near identity parameter generators, since for any Y P (ν) ∈
F αPm we have a near identity reparametrization given by µ = ν + Y P . Let φP
Y P ∗(v(µ))
denote the vector field v in terms of new coordinates ν. Then,
φPY P ∗(v(µ)) =
∞∑
n=0
1
n!
Dnµ(v, Y
P ), (3.8)
M. Gazor and P. Yu Spectral sequences and parametric normal forms 14
where Dnµ(v, Y
P ) denotes the nth-order formal Frechet derivative of v(µ) with respect to µ
but evaluated at ν and (
n times︷ ︸︸ ︷
Y P , Y P , · · · , Y P ), see also [14, Section 2] and [17, 18]. Obviously, the
composition of any two near identity reparametrization is a near identity reparametrization
and thus, F αPm forms a group acting on the parametric Lie algebra L 2.
Proposition 3.3. F αPm is a subgroup of F-linear filtration preserving automorphisms of
L , i.e., φP
FαPm∗ ≤ AutFL . Furthermore we have φ
P
Y P ∗(F
nL ) ⊆ F nL (∀n ∈ N0 and
Y P ∈ F αPm).
Remark 3.4. For any Y S, v ∈ L , the condition adnY Sv = 0 implies ad
k
Y Sv = 0 ∀k ≥ n.
Now let m = 1, Y P ∈ Pm and vk(µ) ∈ Lk. Then, the condition Dµ(vk(µ), Y
P ) = 0 requires
Dnµ(vk(µ), Y
P ) = 0 for any n ≥ 1. This is the main reason that in the computation of the
simplest normal form for systems without parameter as well as the parametric normal form
in which m = 1, the state and parameter operators are linear. On the contrary, consider
m = 2, α = 1,
v2 = X10(µ
2
1 + µ
2
2) ∈ L2 and Y
P
2 = µ
2
2∂1 − µ1µ2∂2 ∈ P
m
2 .
Then,
Dµ(v2(µ), Y
P
2 ) = 0 while D
2
µ(v2(µ), Y
P
2 ) = 2X10µ
2
2(µ
2
1 + µ
2
2) 6= 0.
Furthermore, note that D2µ(v2(µ), Y
P
2 ) is not a linear operator in terms of Y
P
2 ; see e.g.,
D2µ(v2(µ), aY
P
2 ) = a
2D2µ(v2(µ), Y
P
2 ). Therefore, parameter operators are not necessarily linear
in general. This leads to an interesting structure which makes normal form computation
complicated. Thus, it requires a new approach. However, in this paper we consider a
condition on parameters ensuring the condition
Dµ(
k∑
i=0
v
(i)
i , Y
P ) = 0 implies Dnµ(
k∑
i=0
v
(i)
i , Y
P ) = 0 ∀n > 1, k ∈ N0(Y
P ∈ F αPm). (3.9)
Then, the parameter operators are linear. In other words, the linear part of parameter map
(Equation (3.8)) is injective and thus, there is no kernel term to be used for nonlinear parts
of the parameter maps. This (in section (5)) means that the parameters are in the right
places for having a structurally stable amplitude equation (when we only think of topological
behavior of the system, we may ignore the phase equation); this is observed in equation (5.8)
where any of its small perturbation (upto o(ρ2N0)) does not change the system’s topological
behavior. Thus, we further assume a minimum number of parameters for such purpose,
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and also for our computation to simply get the simplest normal form, that is, m = N0 in
Lemma 4.6 and Theorem 5.2. Therefore, there is neither unnecessary parameters in the
system nor a need for extra unfolding parameters to get a structurally stable system, when
the amplitude equation is only concerned. We refer to m as the parametric dimension of the
Hopf singularity system.
For our convenience we say a parametric (generalized) Hopf singularity system has para-
metric dimension m, when it has m parameters (apart from the state variable and time) and
m is the least number of parameters necessarily present in the amplitude equation (of its
parametric normal form is transformed in polar coordinates) to have the amplitude equation
as a structurally stable equation. This means that there is no unnecessary parameters in the
system, while the parameters already existed in the system are enough and are in the right
places to make the amplitude equation (of its parametric normal form in polar coordinates)
structurally stable. Therefore, many parametric systems may not have a parametric dimen-
sion; either for the system having more or less parameters than needed or for the parameters
not being in the right places. We assume that all parametric systems considered in this pa-
per have a parametric dimension. To treat systems without a parametric dimension, we can
try to eliminate unnecessary parameters and unfold the system with unfolding parameters
wherever they are needed. This is beyond the cope this paper. Although we do not try to
address it, this has close links with the topological codimension.
The reader should note that a parametric system in real life problems may have more
parameters than what we require here. Such extra parameters can be considered as control
parameters and therefore, they are important in applications. This is the main reason for Yu
and Leung [33] to consider and keep the extra parameters in their parametric normal forms.
One may also try to reduce the number of parameters in their parametric normal form.
The following two lemmas and Corollary 3.7 play a key role in the method described in
this paper.
Lemma 3.5. Let σ be a permutation on the set {φP
F1Pm∗, φ
T
F1R∗, φ
S
F1L ∗}, that is, σ ∈ S3,
and AutF(L ) denote the filtration preserving F-linear automorphism. Then, σ(φ
P
F1Pm∗) ×
σ(φT
F1R∗)
∼= σ(φP
F1Pm∗)σ(φ
T
F1R∗) = σ(φ
T
F1R∗)σ(φ
P
F1Pm∗) ≤ AutF(L ). Furthermore, φ
P
F1Pm∗×
φT
F1R∗ × φ
S
F1L ∗
∼= σ(φP
F1Pm∗)σ(φ
T
F1R∗)σ(φ
S
F1L ∗) ≤ AutF(L ).
Note that the above lemma represents a semidirect product of subgroups, see our newer
version of this paper for more details. This implies that none of the three transformations
(i.e., state change of variable, reparametrization, and time rescaling) can be obtained from
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the other two. This is consistent with our claim that all three transformations are needed
for parametric normal forms. It also explains why normal forms of non-parametric systems
alongside with their orbital equivalence have been considered in the literature.
Lemma 3.6. Let n, p, q, l ∈ N and v ∈ F nL . Then,
piLs ◦ σ(φ
P
F lPm∗) ◦ σ(φ
T
FpR∗) ◦ σ(φ
S
F qL ∗)(v) = {piLs(v)}
(∀s, s < n+min{l, p, q}) and σ ∈ S{φP
FlPm∗
, φT
FpR∗
, φS
FqL ∗
}. Furthermore, σ(φ
P
FpPm∗)◦σ(φ
P
F qPm∗) =
σ(φP
F lPm∗
) where l = min(p, q) and σ ∈ S{φP
FkPm∗
, φT
FkR∗
, φS
FkL∗
} (∀k, k ∈ N0). In particular,
for any p ≤ q, φY1 ∈ σ(φ
P
FpPm∗) and φY2 ∈ σ(φ
P
F qPm∗), there exists φY ∈ σ(φ
P
FpPm∗) such
that φY2φY1 = φY where Y = Y1 mode F
qx (x denotes Pm,R or L ).
Corollary 3.7. For any q ∈ N0, p ∈ N, and permutation σ ∈ S{φP
FpPm∗
, φT
FpR∗
, φS
FpL ∗
} we
have
(σ ◦ φSFpL ∗ − 1)(F
q
L ) ⊆ F p+qL ,
where σ ◦ φS
FpL ∗ − 1 is defined by (σ ◦ φ
S
FpL ∗ − 1)v = σ ◦ φ
S
FpL ∗v − v (∀v, v ∈ L ).
4 Parametric normal forms and the spectral sequences
In this section, we establish the setup for the method of spectral sequences for parametric
normal forms of vector fields and apply it to a parametric generalized Hopf singularity with
parametric dimension N0. Let v ∈ L ,
A0,∗ = F 1Pm ×F 1R ×F 1L and φA0,∗ = φ
P
F1Pm∗ × φ
T
F1R∗ × φ
S
F1L ∗ ≤ AutF(L ).
Then, define the map
φA0,∗
φ−1
−−→ L
φ(Y P ,Y T ,Y S) 7→ φ
P
Y P ∗ ◦ φ
T
Y T ∗ ◦ φ
S
Y S∗(v)− v,
where φ(Y P ,Y T ,Y S) = (φ
P
Y P ∗, φ
T
Y T ∗, φ
S
Y S∗) and (Y
P , Y T , Y S) ∈ A0,∗. Thus, our goal is to find
Y (∞) = (Y P , Y T , Y S) and v(∞) = φY (∞)(v) such that v
(∞) represents the unique parametric
normal form. This map is not linear, thus similar to Benderesky and Churchill [9], we,
instead, work with its initially F-linear map, that is,
0→ A0,∗
d
−→ L → 0,
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defined by
d(Y ) = Dµ(v)Y
P + Y Tv + adY Sv, where Y = (Y
P , Y T , Y S). (4.1)
Let A1,∗ = L , A∗,∗ = A0,∗ ⊕ A1,∗ and Aj,k = {0} (∀j 6= 0, 1). Then, (A∗,∗, d,F ) is a
locally finite graded filtered differential. Obviously, d depends on v and so does the spectral
sequence Ej,kr .We sometimes denote the differential defined in equation (4.1) by d(v, Y ), i.e.,
d(Y ) = d(v, Y ).
Remark 4.1. Sanders [25] considered the spectral sequence Ej,kr by allowing v
(r) to be
updated during the process of normal form, i.e., Ej,kr = E
j,k
r (v
(r−1)). This is one of the most
common and convenient approach in normal form theory. Benderesky and Churchill’s result
[9] implies that updating v(r) does not change En,−n+1r (by proving that E
j,k
r (v) is invariant
under the group orbit of v). Therefore, both approaches are equivalent. One should note that
[9] applied the method in the context of matrix normal form theory, that is why they chose
not to update the differentials, indicating that “the spectral sequences do not admit useful
morphisms as one varies v”, e.g., updating v into v(r). This is also true in a sense for normal
form of vector fields, see Lemma 4.3 and [9, Theorem 6.11]. It, however, is evident that
updating the differential substantially reduces the complexity of computations, see e.g., [12,
Example 2.4.4.]. This is the main reason which led Sanders to come up with his innovative
idea. Therefore, we also follow his idea of using the converging differentials dr = d
∗,∗
r (v
(r))
at each new level of the spectral sequence. Thus, the results [19, Theorem 2.6, 3.2, 3.12] are
still valid here and so is the argument given in the last paragraph of section 2.
Lemma 4.2. For any v ∈ L , there exists an automorphism associated with Y (1) ∈ A0,∗ such
that it uniquely sends v into v˜(1) = φY (1)(v) ∈ ⊕
∞
n=0N
(1)
n ⊂ L , where
E−n,n+11 =
Ln
T
(1)
n
=
N
(1)
n + T
(1)
n
T
(1)
n
= N (1)n (∀n, n ∈ N0)
and the formal basis style is used for the complement spaces N
(1)
n .
Proof. Following Lemma 2.1, there exists a unique vector space N
(1)
n satisfying
En,−n+11 =
F nL
F nL ∩ d(F nA0,∗) + F n+1L
=
Ln
piLn◦ dA
0,n
=
N
(1)
n + T
(1)
n
T
(1)
n
.
Thus, there exists Yn = (Y
P
n , Y
T
n , Y
S
n ) ∈ A
0,n such that vn−1n + T
(1)
n = vnn + T
(1)
n , where
vnn ∈ N
(1)
n and vnn = v
n−1
n + piLndYn. Therefore, v
n = Φn(v
n−1) = φP
Y Pn ∗
(φT
Y Tn ∗
(φS
Y Sn ∗
(vn−1))) =
v00 + v
1
1 + · · · + v
n−1
n−1 + (v
n−1
n + piLndYn) + · · · , where piLnv
n = vnn = v
n−1
n + Dµv
(0)
0 Y
P
n +
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Y Tn v
(0)
0 + adY Sn v
(0)
0 . By Lemma 3.5, there exists Y(n) = (Y
P
(n), Y
T
(n), Y
S
(n)) ∈ A
0,∗ such that
vn = Φn · · ·Φ2Φ1(v
0) = φP
Y P
(n)
◦ φT
Y T
(n)
◦ φS
Y S
(n)
(v0). Lemma 3.6 implies that Y(n) converges in
filtration topology to an element Y (1) from A0,∗ and thus, vn is also convergent to v˜(1), i.e.,
v˜(1) = ΦY (1)v
(0).
The proof is complete.
We follow Murdock [21, Section 5] to call v˜(1) (and v˜(r)) the first (the rth) level extended
partial parametric normal form.
Lemma 4.3. For any v ∈ L , there exist parameter solution Y P ∈ F 1Pm, time solu-
tion Y T ∈ F 1R, and state solution Y S ∈ F 1L such that their associated automorphisms
transform v into a unique vector field (the rth level extended partial parametric normal form)
v˜(r) = Φ(r)(v) ∈ ⊕
∞
n=0N
(r)
n (Φ(r) = φ
P
Y P ∗◦ φ
T
Y T ∗◦ φ
S
Y S∗),
where N
(r)
n follows Lemma 2.1, i.e., E−n,n+1r = Ln/T
(r)
n =
N
(r)
n +T
(r)
n
T
(r)
n
= N
(r)
n ∀n ∈ N0.
Proof. By Lemma 4.2 there exists a unique (since v˜(1) follows formal basis style) vector field
v˜(1) = φY (1)(v) ∈ ⊕
∞
n=0N
(1)
n = N (1), where Total
1(E∗,∗1 ) =
N (1)+T (1)
T (1)
= N (1). Now define a
new differential d1 = d
n,−n
1 induced by d(v˜
(1), Yn) = Dµ(v˜
(1))Y Pn + Y
T
n v˜
(1) + adY Sn v˜
(1) (where
Yn = (Y
P
n , Y
T
n , Y
S
n )), i.e.,
ker dn,−n0
d
n,−n
1−−−→ coker dn+1,−n−10 (4.2)
Yn + Z
n+1,−n−1
0 7→ d(v˜
(1), Yn) (mode F
n+1
L ∩ d(F n+1A0,∗) + F n+2L ).
Since v˜
(1)
0 = v
(0)
0 , the above map is well-defined. Thus, E
n,−n
2 = Z
n,−n
2 /Z
n+1,−n−1
1 , where
Zn,−n2 = F
nA0,∗ ∩ d−11 F
n+2A1,∗ and Zn+1,−n−11 = F
n+1A0,∗ ∩ d−11 F
n+2A1,∗. Lemmas 4.2
and 3.5 prove that there exists an automorphism Φ(2) which sends v into v˜
(2) = Φ(2)(v) ∈
⊕∞n=0N
(r)
n , where v˜(2) is the second level extended partial parametric normal form of v.
This confirms our claim for r = 2, and therefore the proof is finished by mathematical
induction.
By the above Lemma there exist state solution Y S,n, parameter solution Y P,n and time
solution Y T,n such that
v(n) = Φn(v
(n−1)) = φTY T,n∗ ◦ φ
P
Y P,n∗ ◦ φ
S
Y S,n∗(v
(n−1)) =
∞∑
k=k0
v
(n)
k , v
(n)
k ∈ Nk ∀k ≤ n.
{v(n)}∞n=0 ⊂ L is a convergent sequence to a vector field v
(∞) ∈ L with respect to filtration
topology. We call v(∞) an infinite level (order or unique) parametric normal form. The above
argument leads to the following theorem.
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Theorem 4.4. Let v = v(0) =
∑∞
n=k0
v
(0)
n ∈ L , where v
(0)
n ∈ Ln. Then, there exist a
sequence of near-identity maps {Φn}n which transforms v
(n) to v(n+1) = Φn+1(v
(n)) ∀n ∈ N0
in which v(n) converges (with respect to filtration topology) to an infinite level parametric
normal form v(∞) =
∑∞
r=k0
v
(∞)
r , where v
(∞)
r ∈ N
(r)
r , E−r,r+1∞ = E
−r,r+1
r = Lr/T
(r)
r =
N
(r)
r +T
(r)
r
T
(r)
r
= N
(r)
r ∀r ∈ N0 and N
(r)
r follows Lemma 2.1. Furthermore, there exist Y(n) and
Y (∞) = (Y P , Y T , Y S) ∈ A0,∗ such that Φ(n) = Φn ◦ · · ·Φ2 ◦ Φ1 is associated with Y(n), Y(n)
converging to Y (∞) with respect to filtration topology, and v(∞) = φT
Y T ∗ ◦ φ
P
Y P ∗ ◦ φ
S
Y S∗(v).
Proof. For any p, r ∈ N0, Z
p,−p+1
r = F
pA1,∗ = Zp,−p+1∞ , while assuming p − r ≤ 1, we have
Bp,−p+1r = F
pA1,∗ ∩ d(F 1A0,∗) = Bp,−p+1∞ . Then,
Er,−r+1r =
Zr,−r+1r
Zr+1,−rr−1 +B
r,−r+1
r−1
= Er,−r+1∞ and Total
1(E∗,∗∞ ) = ⊕
∞
r=0E
r,−r+1
r .
Since A0,∗ is locally finite, the rest of the proof follows Lemma 4.3 and v
(∞)
r = v˜
(r)
r , where
v˜(r) =
∑∞
n=0 v˜
(r)
n denotes the rth level extended partial parametric normal form.
In the rest of this section we apply the method of spectral sequence described above to
obtain a parametric normal form for generalized Hopf singularity of parametric dimension
N0. The following lemma presents the first level parametric normal forms of a system with
generalized Hopf singularity.
Lemma 4.5. There exists (Y T , 0, Y S) ∈ ⊕∞n=1A
0,n which uniquely transforms v, given by
v = v(0) = Y10 +
∞∑
i+j+r=2, |n|=r, i+j≥1
a
(0)
ijnXijµ
n +
∞∑
i+j+r=2, |n|=r, i+j≥1
b
(0)
ijnYijµ
n, (4.3)
into the first level extended partial parametric normal form
v˜(1) = φPY P ◦ φ
T
Y T ◦ φ
S
Y S(v) ∈ Y10 +⊕
∞
n=1N
(1)
n , (4.4)
where N
(1)
n = spanF{X(k+1)kµ
n|n = 2k + rα,n ∈ Nm0 , |n| = r} ⊂ LH,n (∀n ∈ N). Further-
more, the first level parametric conormal form space is ⊕∞n=1{0} ×P
m
n ×LH,n.
Proof. Let L = spanF{Y10}⊕
∞
k=1Lk and n ∈ N. Then, Z
n,−n+1
1 = F
nL , Zn+1,−n0 = F
n+1L
and Bn,−n+10 = F
nL ∩ d0(F
nA0,∗), where d0(v
(0), (Y T , Y P , Y S)) = Dµv
(0)Y P + Y Tv(0) +
adY Sv
(0). Therefore,
Bn,−n+10 + Z
n+1,−n
0 = DµY10P
m
n + RnY10 + adY10Ln + F
n+1
L
= RnY10 + adY10Ln + F
n+1
L
= spanF{Y(k+1)kµ
n|n = 2k + r, k, r ∈ N0}+ LHc,n + F
n+1
L
= Tn.
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Thus, by Lemma 2.1, En,−n+11 =
FnL
T
(1)
n
= N
(1)
n +T
(1)
n
T
(1)
n
, where
N
(1)
n = spanF{X(k+1)kµ
n|n = 2k + r, α|n| = r, k, r ∈ N0}.
Since Zn,−n1 = {0} × P
m
n × LH,n + F
n+1A0,∗, Zn+1,−n−10 = F
n+1A0,∗ and Bn,−n0 = {0},
En,−n1 = {0} ×P
m
n ×LH,n + F
n+1A0,∗/F n+1A0,∗. Then,
Total1(E∗,∗1 ) = ⊕
∞
r=0E
r,−r+1
1
∼= ⊕∞r=0N
(1)
r ⊂ L .
Besides, Total0(E∗,∗1 ) = ⊕
∞
n=1E
n,−n
1
∼= ⊕∞n=1{0} ×P
m
n ×LH,n.
The rest of the proof is straightforward by Lemma 4.2.
The parametric dimension of the vector field v is N0 if and only if for any natural number
r, piFX(i+1)i v˜
(r) = 0 (∀i < N0) and piFX(N0+1)N0 v˜
(r) 6= 0. In other word, the parametric dimension
of the system v˜(i) (i 6= 0) is N0 if and only if its representation in the polar coordinates has
no amplitude terms of grade less than 2N0 + 1 while has a nonzero term of ρ
2N0+1. When
N0 > 1, the system is associated with a generalized Hopf singularity. Let us denote
A(1) = [Dµv˜
(1)(µ = 0)]
{X(k+1)k}
N0−1
k=0
(4.5)
for the unique matrix representation of linear map Dµv˜
(1) at µ = 0 on the finite dimensional
vector space W = spanF{X(k+1)k}
N0−1
k=0 in terms of its ordered basis {X(k+1)k}
N0−1
k=0 . When
rankF(A
(1)) equals the parametric dimension (N0) of the system, we say v is generic with
respect to parameter or parameter generic. Thus, parameter generic merely means that the
parameters are in the right places for having a structurally stable amplitude equation. Note
that these assumptions are essentially useful in evaluating the converging differentials dr and
the individual level spaces of the spectral sequences. We omit the proof of the following
lemma and Theorem 5.2 for brevity.
Lemma 4.6. Assume the hypothesis given in Lemma 4.5 and that the vector field v is
parametric generic and of parametric dimension N0, m = N0, and α = 2N0 + 1. Then,
Total1(E∗,∗2N0) = ⊕
∞
r=0E
r,−r+1
2N0
∼= ⊕∞r=0N
(2N0)
r ⊂ L , (4.6)
where N
(2N0)
n = spanF{X(k+1)k|n = 2k} ⊂ LH,n for any n, 1 ≤ n ≤ 2N0, for some σ ∈ SN0 ,
N
(2N0)
n = spanF({Xk(k−1)µσ(k)|n = 2k + 2N0 − 1} ∪ {X(k+1)k|n = 2k})
∀n, 2N0 < n ≤ 4N0 + 1, and N
(2N0)
n = spanF{X(k+1)kµ
n|k ≥ N0, n = 2k + rα,n ∈
N
N0
0 , r = |n|} ∀n ≥ 2N0. Furthermore, the 2N0th level conormal form space is Total
0(E∗,∗2N0) =
⊕∞r=1E
n,−n
2N0
∼= ⊕∞r=1{0} × {0} ×LH,n.
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E∗,∗r is strongly convergent to E
∗,∗
∞ (more precisely, the filtration F is strongly convergent
in the sense of Cartan-Eilenberg) and E∗,∗r -terms collapses at r = 2N0 + 1, i.e.,
Total1(E∗,∗∞ ) = Total
1(E∗,∗2N0+1) = ⊕
∞
r=0E
r,−r+1
2N0+1
∼= ⊕∞r=0N
(2N0+1)
r ⊂ L , (4.7)
where
N
(2N0+1)
n = N
(2N0)
n (1 ≤ n ≤ 2N0),N
(2N0+1)
n = {0} (2N0 < n < 4N0), (4.8)
and
N
(2N0+1)
n = spanF{X(2N0+1)2N0µ
n|n = 4N0 + r,n ∈ N
N0
0 , |n| = r} (∀n, 4N0 ≤ n). (4.9)
Corollary 4.7. Let the vector field v given by equation (4.3) be associated with a para-
metric generic system of N0-parametric dimension and m = N0. Then, there exists Y =
(Y T , Y p, Y S) ∈ ⊕∞n=1A
0,n such that φY = φ
P
Y P0
◦ φP
Y P
◦ φT
Y T
◦ φS
Y S
(φP
Y P0
stands for an invert-
ible linear reparametrization) uniquely transforms v into the infinite-level parametric normal
form
v(∞) = Y10 + a
(∞)
(N0+1)N00
X(N0+1)N0 +
∞∑
|n|=0,n∈N
N0
0
a
(∞)
(2N0+1)2N0n
X(2N0+1)2N0µ
n (4.10)
+
N0∑
k=1
Xk(k−1)µσ(k) (for some σ ∈ SN0).
Proof. The proof is straightforward following Lemma 4.6 and Theorem 4.4.
The key property of the spectral sequence in the context of normal form theory is
that transformation spaces in each new level (cohomology of previous page) coincide with
the kernel of the maps associated with the previous level. This is the main reason that
eliminating new terms in level r will not lead to recreating the already eliminated terms
in previous levels. This idea of using the kernel of the maps is one of the most common
approach in the unique normal form theory. However, it is evident that not only kernel
terms are useful but also some terms under which the degenerate spaces are kept invariant
can be used. This, of course, may not lead to further simplification of the system (since it,
instead, makes a compromise on the degenerate spaces) but it leaves us with more freedom
in the choice of parametric normal form which can be very important in applications. An
alternative parametric normal form (i.e, equation (5.8) compared) to the equation (4.10)
may evidently be more suitable for bifurcation and stability analysis.
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5 A distorted spectral sequence and invariant degen-
erate spaces
In this section we modify the method of spectral sequence to a similar approach based on
the notion of degenerate invariant spaces in order to obtain our desired parametric normal
form. Since the main property of the spectral sequence fails in this section, the sequence of
spaces Êm,nr is not called the spectral sequence; Ê
m,n
r is not necessarily the cohomology of
Êm,nr−1 .
Any degenerate condition puts some more restrictions on each level of normal forms
than what complement spaces does, e.g., the homogenous terms of v˜(r) can not freely take
any vector in the rth level complement spaces. Mathematically, this lack of freedom can
be (fully or partially) translated in terms of invariant degenerate spaces D(p) (i.e., D(p) ⊆
D
(q), p ≥ q ≥ r, for some r ∈ N0) when for a sufficiently large natural number r, v˜
(p) =∑∞
n=0 v˜
(p)
n ∈ D(p) = ⊕∞n=0D
(p)
n ⊆ ⊕∞n=0N
(p)
n ∀p ≥ r. The degenerate conditions (imposed
by the codimension of the system) are usually distinguished when the normal form of a
given system is computed up to high enough levels. For instance, the first (and higher)
level extended partial (parametric) normal form of a system associated with codimension N0
generalized Hopf singularity (in polar coordinates) does not have amplitude term of grade
less than 2N0 + 1 (i.e., ρ
i for i < 2N0 + 1); this is because of its codimension, see Lemma
4.5. The first level complement spaces of such system, however, have amplitude terms of
all odd orders. So, we assume that the first level degenerate spaces associated with grades
less than 2N0 + 1 do not have amplitude terms. Generally we may define the rth level
degenerate space associated with a set of conditions, i.e., degenerate conditions, (when the
style, grading structures, and approach are already fixed) by the vector space span D(r) of
all rth level extended partial parametric normal forms of all systems satisfying degenerate
conditions. According to the grading structure, we have D(r) ⊆ ⊕∞n=0piLnD
(r) = ⊕∞n=0D
(r)
n ,
where piLnD
(r) = D
(r)
n . Thus, we further assume D(r) = ⊕∞n=0D
(r)
n is satisfied and call D
(r)
n
by the rth level degenerate space of grade n.
The computation of normal forms does not necessarily require (indeed, not a feasible
approach in practical computations as Murdock [21] stated) the evaluation of rth level ex-
tended partial normal forms. Indeed, the proper approach is to evaluate the spaces En,−n+1r
(∀r, 1 ≤ r ≤ n) and En,−nr (∀r, r ≤ n − 1). Then, by Lemma 2.1, it is easy to prove that
there exist Yr (∀r, r ≤ n − 1) such that φYn−1 · · ·φY1φY0 transforms the system into a new
system in which the terms of grade n be an element of D
(n)
n , while terms with grades less
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than n remain unchanged. The later, however, is not necessarily true in this section, since
the notion of invariant degenerate spaces is used. In fact, the terms of grades less than n
may be changed in the nth step, but yet they stay within the degenerate spaces and thus it
does not hamper our computational process. Therefore, in the modified approach below we
just need to satisfy some conditions and then, evaluate Total1(Ê∗,∗∞ ) which determines the
parametric normal forms. We denote the new spaces with Ê∗,∗r , Ê
n,−n+1
r =
N
(r)
n +T
(r)
n
T
(r)
n
= N
(r)
n
and D
(r)
n ⊆ N
(r)
n .
Let us denote R
(0)
n for a time space satisfying E
n,−n
0 =
(R
(0)
n +F
n+1R)×FnPm×FnL
Fn+1A0,∗
and
consider its decomposition as R
(0)
n = R˜
(0)
n ⊕ R̂
(0)
n such that R˜
(0)
n D
(1)
0 ⊆ D
(n)
n and R̂
(0)
n is the
unique complement for R˜
(0)
n , where the formal basis costyle is used. Our idea is to preserve
the time subspace R˜
(0)
n for later use and only apply the space
Ên,−n0 = R̂
(0)
n ×P
m
n ×Ln + F
n+1A0,∗/F n+1A0,∗
for the first level spaces. This provides us enough flexibility and freedom to obtain our
desired normal form. Therefore,
Ên,−n+10 = E
n,−n+1
0 and Ê
n,−n+1
1 =
F nL
F n+1L + d0(R̂
(0)
n ×Pmn ×Ln)
.
Now we intend to use the time space R˜
(0)
n for higher level spaces, thus we add this space to
our conormal form spaces (transformation spaces). Then, we assume
(R˜(0)n , 0, 0) + F
nA0,∗ ∩ d−10 F
n+1
L = R(1)n ×P
m
n
(1)×L (1)n (mode F
n+1A0,∗ ∩ d−10 F
n+1
L ).
Thus, R
(0)
n ⊆ R
(1)
n denotes the time space available to be used for the second level spaces.
However, we may again wish to preserve a subspace R˜
(1)
n ⊆ R
(1)
n for our later use provided
that R˜
(1)
n D
(2)
i ⊆ D
(n+i)
n+i for i = 0, 1. Then, consider the unique time space decomposition
R
(1)
n = R˜
(1)
n ⊕ R̂
(1)
n
obtained via formal basis costyle. Thereby, we let
Ên,−n1 =
R̂
(1)
n ×Pmn
(1) ×L
(1)
n + F n+1A0,∗ ∩ d−1F n+1L
F n+1A0,∗ ∩ d−11 F
n+1L
and
Ên,−n+12 =
F nL
F n+1L + piFnL d1(R̂
(1)
n−1 ×P
m
n−1
(1) ×L
(1)
n−1) + d0(R̂
(0)
n ×Pmn ×Ln)
.
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Inductively, for any natural number r we add the time space R˜
(r−1)
n to the transformation
spaces and denote
(R˜(r−1)n , 0, 0) + F
nA0,∗ ∩ d−1r−1F
n+r
L = R(r)n ×P
m
n
(r) ×L (r)n
(mode F n+1A0,∗∩d−1r−1F
n+rL ). Then, we choose the unique formal basis costyle time space
decomposition R
(r)
n = R˜
(r)
n ⊕ R̂
(r)
n such that
R˜
(r)
n D
(k)
k ⊆ D
(n+k)
n+k ∀k, k < r, (5.1)
with the intention of preserving the space R˜
(r)
n for computing higher level spaces. Thus,
Ên,−nr =
R̂
(r)
n ×Pmn
(r) ×L
(r)
n + F n+1A0,∗ ∩ d
−1
r−1F
n+rL
F n+1A0,∗ ∩ d−1r−1F
n+rL
and
Ên,−n+1r+1 =
F nL
piLn
∑r
k=0 dk(R̂
(k)
n−k ×P
m
n−k
(k) ×L
(k)
n−k) + F
n+1L
.
We apply the above approach to parametric generic N0-codimension generalized Hopf
singularity to obtain an alternative parametric normal form. The new normal form is more
suitable for its applications in perturbation and bifurcation analysis. Define
D
(N)
N =

spanF{Y10} when N = 0,
spanF{X(N0+1)N0 , Y(N0+1)N0} when N = 2N0,
spanF{Y(N0+1)N0µ
n} when N = 2N0 + 2rN0 + r, |n| = r 6= 0,
spanF{Xi(i−1)µk} when N = 2i+ 2N0 − 1, i ≤ N0, k ≤ m,
{0} otherwise,
(5.2)
and
R˜
(i)
n =
{
spanF{ZN0µ
n|n = N0 + rα,n ∈ N
m
0 } when i < 2N0,
{0} otherwise.
(5.3)
It is easy to check that R˜
(i)
n and D
(N)
N satisfy the condition given in Equation (5.1). In the
following the above method is implemented to compute Total1(Ê∗,∗∞ ) = ⊕
∞
n=0N
(n)
n (D
(n)
n ⊆
N
(n)
n ). Clearly, Equation (5.3) results in
Rn = R̂
(0)
n , R˜
(0)
n = {0} (∀n < 2N0),
and for any i < 2N0 we have R̂
(i)
n = {0} and
R˜
(i)
n = spanF{ZN0µ
n|n = 2N0 + rα,n ∈ N
m
0 }.
Furthermore, R̂
(2N0)
n = spanF{ZN0µ
n|n = 2N0 + rα,n ∈ N
m
0 }.
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Lemma 5.1. Let v, given by equation (4.3), be a parametric generic Hopf singularity system
of parametric dimension N0, α = 2N0 + 1, and R˜
(i)
n satisfy the equation (5.3). Then, we
have Ên,−n+11 =
N
(1)
n +T
(1)
n
T
(1)
n
= N
(1)
n , where
N
(1)
n = spanF{X(N0+1)N0µ
n, Y(N0+1)N0µ
n|n = 2N0 + rα,m ∈ N
m
0 }
+ spanF{X(k+1)kµ
n|n = 2k + rα, k 6= N0,m ∈ N
m
0 }.
Furthermore, Ên,−n+11 = Ê
n,−n+1
r ∀r < 2N0.
Proof. Since v is a N0-parametric dimension generalized Hopf singularity, D
(1)
n = {0} ∀n <
2N0, therefore, Ê
n,−n+1
1 = Ê
n,−n+1
r ∀r < 2N0. The rest of the proof is straightforward.
The following theorem presents the infinite level normal form space of an N0-parametric
dimension of parametric generic generalized Hopf singularity.
Theorem 5.2. Assume the hypothesis of Lemma 5.1 holds. Then,
Total1(Ê∗,∗2N0) = ⊕
∞
n=0Ê
n,−n+1
2N0
∼= ⊕∞n=0N
(2N0)
n , (5.4)
where N
(2N0)
n = {X(k+1)k|n = 2k} (1 ≤ n < 2N0), for any n ≥ 2N0,
N
(2N0)
n = spanF{δ2N0,nX(N0+1)N0 , Y(N0+1)N0µ
n|n = 2N0 + rα,n ∈ N
m
0 }
+ spanF{X(k+1)kµ
n|0 ≤ k < N0, n = 2k + rα,n ∈ N
m
0 }, (5.5)
and the degenerate spaces D
(2N0)
n = D
(n)
n ⊆ N
(2N0)
n for any n ≤ 2N0. In particular D
(2N0)
n =
{0} for any 0 6= n < 2N0 and D
(2N0)
2N0
= N
(2N0)
2N0
. Furthermore, assume v is parametric generic
and m = N0. Then, (by also using an invertible linear reparametrization on v) there exists
a σ ∈ SN0 such that
Total1(Ê∗,∗∞ ) = Total
1(Ê∗,∗4N0)
∼= ⊕∞k=0N
(4N0)
k , (5.6)
where ∀n ≥ 2N0,
N
(∞)
n = spanF{δ2N0,nX(N0+1)N0 , δ2N0+rα,nY(N0+1)N0µ
n|r = |n|,n ∈ NN00 }
+ spanF{Xk(k−1)µσ(i)|1 ≤ i ≤ N0, 0 ≤ k < N0, n = 2k − 2 + α},
and D
(∞)
n = N
(∞)
n ∀n ≥ 2N0.
The next theorem follows Theorem 5.2.
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Theorem 5.3. Let v(0) ∈ L , given by equation (4.3) and m = N0, be a parametric generic
system associated with generalized Hopf singularity of parametric dimension N0. Then, there
exist a σ ∈ SN0 , a parametric state solution Y
P , a parametric time solution Y T and a
parametric state solution Y S such that their associated near-identity maps (with an invertible
linear reparametrization) transform v(0) to an infinite level parametric normal form:
v(∞) = Y10 +
N0−1∑
i=0
X(i+1)iµσ(i+1) + a
(2N0)
(N0+1)N0
X(N0+1)N0
+
∞∑
r=|n|=0
∑
n∈N
N0
0
b
(2N0+2rN0+r)
(N0+1)N0n
Y(N0+1)N0µ
n,
where the coefficients are uniquely expressed in terms of the coefficients of v(0).
The following corollary provides a different parametric normal form for generalized Hopf
singularity from the ones in [32, Theorem 3] and [14, 33] but identical with the parametric
normal form presented in [12, 13]. This, of course, is a consistent alternative form with those
of [14, 32, 33].
Corollary 5.4. Let the parametric generic Hopf singularity system(
dx
dt
dy
dt
)
=
(
y
−x
)
+
∞∑
i+j+|n|=2,i+j≥1
(
αijn
βijn
)
xiyjµn, (5.7)
where µ ∈ RN0 , have a parametric dimension of N0. Then, there exist a σ ∈ SN0 , a sequence
of near-identity change of state variables, time rescaling and reparametrization maps (near
identity as well as an invertible linear reparametrization) such that system (5.7) can be
transformed to an infinite level parametric normal form (given in polar coordinates):
dρ
dt
= ρ
[
Aρ2N0 +
N0∑
i=1
ρ2i−2µσ(i+1)
]
, (5.8)
dθ
dt
= 1 + ρ2N0
∞∑
|n|=0
∑
n∈N
N0
0
Bnµ
n,
where the coefficients A and Bn are uniquely determined in terms of αijn and βijn.
Proof. The corollary readily follows the proof of [14, Corollary 4.3] in the light of Theorem
5.3.
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6 Different approaches on normal forms of Hopf sin-
gularity
In this section, we briefly present different simplest normal forms (parametric and also non-
parametric) in polar coordinates that can be obtained by using or not using time rescaling
and reparametrization.
We consider the parametric system given by the Equation (5.7) whose parametric di-
mension is N0. With only (near identity change of parametric) state maps without time
rescaling and reparametrization, the following parametric normal form can be obtained:
v(∞) = (1 +
∞∑
|n|=0
∑
n∈Nm0
N0∑
l=1
b(l+1)ln1ρ
2lµn)∂θ + (
∞∑
|n|=1
∑
n∈Nm0
a(2N0+1)2N0nρ
4N0+1µn (6.1)
+a(N0+1)N0ρ
2N0+1 +
∞∑
|n|=1
∑
n∈Nm0
N0−1∑
i=0
a(i+1)inrρ
2i+1µn)∂ρ.
This is while the state maps with reparametrization (including an invertible linear reparametriza-
tion) can help simplifying Equation (6.1) further to
v(∞) = (1 +
∞∑
|n|=0
∑
n∈Nm0
N0∑
l=1
b(l+1)lnρ
2lµn)∂θ + (
∞∑
r=1
∑
n∈Nm0
a(2N0+1)2N0nρ
4N0+1µn (6.2)
+a(N0+1)N0ρ
2N0+1 +
N0−1∑
i=0
ρ2i+1µi)∂ρ.
The orbital equivalence for parametric normal forms (i.e., the state maps and time
rescaling are only used without any usage of reparametrization) follows the equation
v(∞) = (a(N0+1)N0ρ
2N0+1+
∞∑
|n|=1,n
N0−1∑
i=0
a(i+1)inρ
2i+1µn)∂ρ+ (1 +
∞∑
|n|=0,n
bnρ
2N0µn)∂θ. (6.3)
One may compare the equations (6.1)-(6.3) with the equation (5.8) to get an idea on how
time rescaling and reparametrization may contribute in our parametric normal forms.
Finally, the following corollary presents the nonparametric normal forms for generalized
Hopf singularity as well as its two alternative orbital equivalence, see also [1, 6, 24].
Corollary 6.1 (Nonparametric systems). Let v = v(0) represent a system of generalized
Hopf singularity with no parameter. Then, there exists a natural number N0 such that the
system can be transformed to
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1. the simplest normal form in polar coordinates:
dρ
dt
∂ρ +
dθ
dt
∂θ = (AN0ρ
2N0+1 + A2N0ρ
4N0+1)∂ρ + (1 +
N0∑
i=n
Biρ
2i)∂θ, AN0 6= 0, (6.4)
where state maps are only used, or to
2. (when time rescaling and state maps are both used) the simplest orbital equivalence
dρ
dt
∂ρ +
dθ
dt
∂θ = (AN0ρ
2N0+1 + A2N0ρ
4N0+1)∂ρ + ∂θ, AN0 6= 0, (6.5)
or alternatively to
dρ
dt
∂ρ +
dθ
dt
∂θ = AN0ρ
2N0+1∂ρ + (1 +BN0ρ
2N0+1)∂θ, AN0 6= 0. (6.6)
7 Conclusions
The method of spectral sequences has been suitably generalized to consider the simplest
parametric normal forms of parametric vector fields. Our results can also be considered as
a generalization for the spectral sequences of orbital equivalence of non-parametric systems.
We also introduce a new style (and costyle) for obtaining unique normal forms. The method
is applied to obtain two different parametric normal forms associated with generalized Hopf
singularity.
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