Local feature methods suitable for image feature based object recognition and for the estimation of motion and structure are composed of two steps, namely the 'where ' and 'what' steps. The 'where' step (e.g., interest point detector) 
Introduction
Local feature matching methods for view-based object recognition and structure and motion estimation have received a great deal of attention lately. The extraction of local features is performed in two steps: a) a 'where' step involving an interest point detector, and b) a 'what' step consisting of a local feature extractor. The interest point detector must select image locations that contain a high degree of information content, while being robust to common image deformations. The local feature extractor must provide a representation of such image neighborhoods that is semiinvariant to typical image deformations, yet highly distinctive to afford identity information.
We are particularly interested in methods that match robustly detectable, highly informative and relatively sparse features. Rao and Ballard [12] explore the use of such local features for recognizing human faces by using principal component analysis (PCA) to reduce the dimensionality of localized natural image patches at multiple scales. In [11] , Nelson presented a technique to automatically extract a geometric description of an object by detecting semiinvariants at localized points. A new concept was presented by Schmid and Mohr [14] , where the authors use a set of differential invariants extracted from interest points. In [9] Lowe presents a novel method based on local scaleinvariant features detected at interest points. Shoukoufandeh et al. [16] present a multi-scale view-based representation for 3D objects such that the local characteristic scale is used to build a graph that serves to measure similarity between test image and model. In [13] the features are based on receptive field histograms, which are robust to scale, translation, 2D rotation, minor occlusions, and common brightness changes. Recently, some authors have proposed affine invariant local features [1, 8] , where the region around an interest point is iteratively transformed to an affine invariant space. A brief overview of feature based methods for structure and motion estimation is provided in [17] , where the authors advocate that local features should be used for image matching relations/camera geometry initialization and then followed by dense reconstruction methods Even though there is an extensive literature in the area, there has been a lack of quantitative comparison of the recent approaches suggested for local features. In [15] , a quantitative comparison of interest point detectors in terms of robustness to image deformations and distinctiveness takes place, but there is no comparison of different local feature extractors. The discriminance of interest points is also explored in [6] . Here, we propose a quantitative evaluation of the 2 steps (i.e., the 'where' and 'what' steps) separately, and we investigate the performance of the following three recent approaches: a) phase-based local features [2] , b) differential invariants [14] , and c) scale invariant feature transform (SIFT) [9] . Moreover, we propose a new form of multi-scale interest point detector to be used in the 'where' step of the phase-based local features in order to make the approach robust to scale changes and, thus, more comparable to the other two approaches. The experiments conducted in this work also investigate the use of brightness renormalization for the local differential invariants, as in [13] , in order to reduce the brightness sensitivity of the differential invariant approach and provide a fairer comparison.
Our results show that the phase-based local features perform better than the other two approaches when dealing with common illumination changes, 2D rotation, and subpixel translation. For scale and large shear changes, both SIFT and the differential invariant features lead to better results than ours. Finally, a simple system that performs object recognition is provided to demonstrate the general viability of the phase-based approach.
Image Deformations Studied
The image deformations considered here are: a) two types of global brightness changes, b) non-uniform local brightness variations, c) additive noise, d) scale changes, e) 2D rotation, f) shear and g) sub-pixel translation. The nonuniform global brightness changes are implemented by adding a constant to the brightness value, taking into account the gamma correction non-linearity:
where ¾ ¾, and ¾ controls the changes in brightness. The resulting image is linearly mapped to values between 0 and 255, and then quantized. The uniform brightness change is simply based on the division of gray values by a constant ¾ ½ ¿ .
For the non-uniform local brightness variations, a highlight at a specific location of the image is simulated by adding a Gaussian blob as follows:
½¼, Ü ¼ is a specific position in the image, and ´ Ü µ ÜÔ´ Ü ¾ ´¾ ¾ µµ. Again, the resulting image is mapped to values between 0 and 255, and then quantized. For noise deformations, we simply add Gaussian noise with varying standard deviation ( ¾ £ ½¼ ¿ ½¼ ½ ), followed by normalization and quantization, as above.
The geometric deformations are 2D rotations (from ¼ Ó to · ¼ Ó in intervals of ½ Ó ), uniform scale changes (with expansion factors in the range ¼ ¾ ½ ), shear in the horizontal direction (so that a vertical line is perturbed by ¦¾ Ó ), and sub-pixel translation (in the range [0,1]) pixel. The geometrically deformed images are quantized to ¼ ¾ without normalization.
Where: The Interest Points
An interest point detector must select highly informative image locations that are robustly localizable given common image deformations. Here we extend the Harris corner detector (see [7] ) which is known to be robust common illumination changes and rotation, but it is also known to be sensitive to scale changes. Therefore, we must seek a way to make the Harris corner detector robust to scale changes. We use an approach similar to the one suggested in [3] , in which we check local spatial information to determine whether the current scale is appropriate. The Harris corner detector is based on a matrix that averages the products of the first derivatives of the signal in a window, which is built as follows: In order to filter the initial set of interest points computed by the Harris corner detector, we utilize the procedure described in [4] , where the quadrature pair filters specified in [5] are used, tuned to a specific orientation and scale (as mentioned before ¾). More specifically, let
where ¾´ Ü µ is the second directional derivative of a Gaussian, À ¾´ Ü µ is the approximation of Hilbert transform of ¾ , and is the standard deviation of the Gaussian kernel used to derive ¾ and À ¾ 1 . The complex polar representation of (4) can be written as Ê´ Ü . Below we use and interchangeably to refer to the local scale. The local frequency of the response Ê is defined as the spatial derivative of the phase signal [4] . In particular,
1 These responses for all orientations can be computed from just seven basis images at each scale, which can be computed using a total of 14 1D convolutions.
where Ê £´ Ü µ is the complex conjugate of Ê´ Ü µ.
Similarly, we can compute Ý´ Ü µ, and the local frequency at the maximum energy orientation Å (computed as described in [5] ) is
where denotes Euclidean norm. This gives a local wavelength of
Using equations (5-7), we can compute the local wavelength ´ Ü µ of each Ü ¾ In´Á µ. Finally, the mean wavelength at interest points at the scale , namely Ñ´ ), is then defined as the average of all observed wavelengths ´ Ü µ, for which ´ Ü µ ¾ ¾ ¾ , where Ü ranges over a large collection of interest points.
We are particularly interested in interest points that are stable in terms of local phase information. Following [4] these points can be identified as those whose local frequency is sufficiently close to the filter tuning. That is, we filter the initial set In´Á µ as follows
where ¿ ½ , as above.
Comparison of Interest Points
Here we study the stability of multi-scale interest points with respect to the deformations described in section 2. We denote the deformed test image by Á , where Á ½¼¼ ½ is a database of images, and denotes the deformation applied to Á to form Á . Thus the set of interest points of deformed test image Á is In ´ Á µ, where we use In order to assess the interest point detector performance, two measures are computed, namely the precision and recall rates. The precision rate measures the probability that an interest point detected in a deformed test image Á is actually an interest point in the corresponding database image,
where Á for ½ ½¼¼ ranges over the image database and¯ ¾ ¼ pixels. On the other hand, the recall rate measures the probability of finding an interest point in a deformed image Á , given that it is detected in the corresponding database image Á . That is,
Using È Ö Ø and Ê Ö Ø , we provide a comparison in Fig.   1 between our interest point detector (solid curves) and the ones described in [10] (Harris-Laplacian, dotted curve), and in [9] (difference-of-Gaussian, dashed curve). The HarrisLaplacian is based on the interest points detected using the Harris corner detector at several scales and the scale selection is done using local maxima of the normalized Laplacian in image and scale spaces. On the other hand, the difference-of-Gaussian uses difference of images convolved with the Gaussian filter at neighboring scales and local maxima and minima in image and scale spaces are selected as interest points. Another important observation is that we respect the image space sampling originally described in the papers [10] (no subsampling in coarser scales) and [9] (subsampling = ). Our interest point detector also uses subsampling = . In general, our detector performs better than the other two considered in terms of common illumination changes, 2D rotation, and sub-pixel translation while giving comparable results for large shear changes.
We note that the frequency of interest point detection at (i.e., number of interest points detected divided by the number of original pixels in the image) on the deformed images was rather different, namely our detector selected ½ ± of the image points as interest points, while the Harris-Laplacian detected ¼ ¾¼±, and the difference-ofGaussian detected ¼ ¾¼±. A significant observation here is that we do not apply non-maximum suppression on the filtered interest point map In ´Á µ, so we are likely to have small clusters of interest points which may provide a bias in our favor in terms of the precision and recall curves. However, this is not a problem as long as we still have high precision and recall rates, and the regions detected are still distinctive (see section 4). The tradeoff is a highly populated database of features that will demand a more efficient search scheme and a larger amount of memory space.
What: The Local Features
Ideally, suitable local features must extract a representation for local image data with the following two properties: a) be complex enough to provide strong information about a specific location of an image; and b) be relatively stable to changes in the object configuration, so that small transformations do not significantly affect the identification process. In this section we consider the problem of finding good candidates for such local features.
Phase and Amplitude Information
We use the phase-based local feature (described in detail in [2] ), which is a complex representation of local image data that is obtained through the use of the quadrature pair filters described in section 3. In order to make the system robust to brightness changes, any sufficiently large amplitude is saturated according to
where Ô ½ ¼. Therefore, whenever the local amplitude is high enough, the saturated amplitude is roughly constant.
Local Image Description
Since a single pixel does not provide a distinctive response we consider several sample points, say Ü Ñ Å Ñ ½ , taken from a region around each interest point, Ü . We use the sampling pattern depicted in Fig. 2 , with the center point Ü ½ denoting the specific interest point Ü (the reasons for selecting this particular sampling pattern are discussed further below). It is worth seeing that the fixed radius is in terms of the subsampling grid for the scale at which the feature is being evaluated. In terms of the original image pixels, this radius increases proportionally to the scale (i.e. image subsampling = ). At each spatial sample point Ü Ñ the filters are steered to AE equally spaced orientations, Here Å´ Ü µ is the main orientation of the pixel computed as described in [5] , except we use the sign of the imaginary response of the filter steered to this orientation to resolve a particular direction (i.e. mod ¿ ¼ Ó ) from this orientation. Notice that this main orientation Å´ Ü µ determines both the orientations that the filters are steered to and the positions of the sample points along the circle centered on the interest point Ü (see Fig. 2 ). The feature vector ´ Ü µ at scale has individual components specified by the saturated complex filter responses. We use Ê ÒÑ ´ Ü Ñ Ò´ Ü µµ ´ Ü Ñ Ò´ Ü µµ to denote the filter response evaluated at Ü Ñ and steered to orientation Ò´ Ü µ, for Ò ½ AE , and Ñ ½ Å . Together these responses form the AE Å -dimensional complex feature vector ´ Ü µ. An empirical study was used to select the following feature vector configuration: a) number of sample points, Å ; b) number of steering directions,
AE
; c) radius of the circle, Ð ¿. This configuration was found to provide a reasonable tradeoff between expressiveness and stability.
Phase Correlation
The similarity between local features is computed using phase correlation since this is known to provide some stability to typical image deformations such as brightness changes and near identity image warps [4] . The similarity measure for our feature vector is the normalized phase correlation
where Ê £ Ò Ñ is the complex conjugate of Ê Ò Ñ (see section 4.2). The reason for adding the ½ in the denominator above is to provide a low-amplitude cut-off for the normalization.
This results in similarity values Ë´ ´ Ü µ ´ Ü µµ ¾ ¼ ½ .
Scale and Rotation Semi-Invariant Feature Vectors
While the feature vector ´ Ü µ described above is semiinvariant to common illumination changes, image translations and rotations, it is only locally robust to scale changes [2] . In order to achieve semi-invariance to scale changes, we consider sampling the scale specific features at a discrete set of scales, say £ Ó as defined in section 3.1. That is, to form a feature database we compute the feature vectors
Given a feature vector from a test image, we search the entire database for similar features, irrespective of the specific scales at which they were observed in the test and model images. The specific scales of matching features then provides some information about the relative scales of the target in the test and the database images.
Alternative Local Features
Here we are evaluating two things: a) the feature robustness in terms of image deformation, and b) whether the interest points selected by the 'where' step provides highly informative image locations, as encoded by local features. In order to assess the effectiveness of the multi-scale phase-based local features, a comparison with the feature vectors used in [14] and in [9] is provided below. The differential invariant [14] characterizes the neighborhood of an interest point by a set of its derivatives which is theoretically proven to be invariant to rotation. SIFT features [9] are based on image gradient histogramming processed at several orientations.
A normalized version of the differential invariant feature vector [14] is used due to its high sensitivity to common illumination changes of the unnormalized version [2] . Two types of normalization were applied, namely: a) energy normalization, as described in [13] ; and b) dividing the local jets by the norm of the Gaussian filtered image This component is uninformative, and is therefore deleted. An important remark is that, for the differential invariant features, we only consider the case where no subsampling is applied at coarser scales; as opposed to the phase-based and SIFT features where subsampling = . Moreover, we found it important to add Gaussian noise during the training phase of the differential invariants (i.e. in the computation of the covariance matrix for the Mahalanobis distance) in order to reduce its sensitivity to noise.
Another critical consideration is the dimensionality of each local feature vector, which is an issue that directly affects the database search process. The phase-based local feature has 36 dimensions in the complex domain, but the saturated amplitude could be compressed to a few bits. The differential invariant feature vector [14] has 8 dimensions, and the SIFT local feature [9] has 160 dimensions. We expect the search time for larger dimensional features to be higher. Finally, the interest point detector described in [10] is used for the differential invariants; the SIFT features were extracted using the interest point detector in [9] ; while the phase-based local features were extracted from interest points detected as explained in section 3.
Comparison of Local Features
The comparison tests utilize the database of 100 test images along with one model image database consisting of 12 images. None of the test images were included in database.
For the experiments below, we build a database of random features extracted from interest points detected in each of the 12 images at the scales ½ , and we have, on average, 1000 features stored in the database, which are used in the false positive rate calculation. For the true pos- In Fig. 3 we show the detection rate for thresholds at which the false positive rate is held fixed at ¼ ½. Note that the phase-based feature (solid line) gives more robust and more distinctive results than the differential feature (dotted line) and SIFT (dashed line) in terms of illumination changes, 2D rotation and sub-pixel translation; while for scale and large shear changes, we observe that the other two methods produce better results than the phase-based feature.
In order to observe a comparable result for scale change, the phase-based local feature would need to use a denser sampling in scale space. We also conducted the same experiments, but omitted the graphs, holding the false positive rate fixed at ¼ ¼½. show a higher sensitivity to scale changes. Also, the differential invariants produced a significantly worse result than the one displayed in Fig. 3 . This is likely due to its lower dimensionality (8 dimensions) compared to the other methods.
Object Recognition System
In order to demonstrate the general viability of the phasebased local feature and its robustness under real image deformations, a simple object recognition system was implemented. The system can be divided into the learning and recognition subsystems. The learning subsystem accepts an input image and requests the user to select a region from that image (see top left image of Fig. 4) , and to give an identity Á to it. The features, extracted from the multi-scale interest points inside the region, are computed at 7 different scales (see £ Ó in section 4.4). Along with each feature vector, we store the model identity Á , the wavelength that the filter was tuned to when it was extracted, and the main orientation Å . The recognition subsystem receives a test image, the wavelength to use as the filter tuning (default wavelength is 8), and the object to look for within that image. The first step is to find the nearest neighbor ´ Ü µ, using phase correlation described in (15) , in the model database for each local feature ´ Ü µ at an interest point Ü detected in the test image. Next, using random sampling and robust M-estimation from the matches where Ë´ ´ Ü µ ´ Ü µµ (here we consider ¼ ), we compute the similarity transform which is locally optimal with respect to an error measure that takes into account the phase correlation and the Euclidean distance between matched points.
The system returns only the best possible match in terms of this error measure. It is worth mentioning that the system is not doing any tracking of the features whatsoever. Instead it is only trying to find the given model in every frame separately. The point here is to test both the 'where' (i.e., the interest point detector) and the 'what' (i.e., the local feature extractor) steps together when dealing with real image deformations.
The first test consists of a sequence of 100 images where we are looking for the boy's left eye (see Fig. 4 ), and even though the sequence presents 3D rotation, lighting variations, scale changes, and non-rigid transformations, this simple object recognition system was able to correctly find the model in almost ¼± of the images. The second test consists of a rotating object (see Fig. 5 ), and we obtained 100% true positive rate. Finally, the last test comprises 16 different images where we try to find a baking soda box (see top left image of Fig. 6 ). The first set of four images (second row of Fig. 6 shows 2 out of those 4 images) has the box at the same position, but with clutter (varying back- ground); we obtain 100% true positive rate. The second set presents the same box with a small rotation in depth (third row of Fig. 6 ), scale change, and with clutter and occlusion; we still obtain 100% true positive rate. A larger rotation in depth in the third set of four images (Fig. 6, top right) , and we obtained 50% true positive rate, and 50% false positive rate. Finally, the last set does not show the front part of the box, and we got 100% for the true negative rate.
Conclusions
We have presented a quantitative comparison between three approaches suggested for local features . We investigate the 'where' step (i.e., the interest point detector), and the 'what' step (i.e., the local feature extractor) separately. Furthermore, the phase-based local feature in [2] uses a new form of multi-scale interest point detector in its 'where' step so that we have a fair comparison between this approach and others based on local differential invariants [14] and SIFT [9] . The differential invariant feature is modified to make it robust to illumination changes due to its sensitiveness to those types of deformations [2] . The comparison shows that the phase-based local feature performs better than the differential invariant and SIFT features in terms of common illumination changes, 2D rotation, and sub-pixel translation. For scale and large shear changes we see that both SIFT and the differential invariants produce better results. However it is relevant to say that the robustness of the phase-based feature to scale changes can be improved by using a denser sampling in the scale space. Finally, the viability of the phase-based approach is demonstrated in a simple object recognition system.
