The exponential and the Lomax distributions are widely used in life testing experiments in mixture models. A mixture model of exponential distribution and Lomax distribution is proposed. Parameters of the proposed model are estimated using classical and Bayesian procedures under type-I right censoring. Expressions for Bayes estimators are derived assuming noninformative (uniform and Jeffreys) priors under symmetric and asymmetric loss functions. Posterior predictive distributions of a future observation are derived and predictive estimates are obtained. Extensive Monte Carlo simulations are carried out to investigate performance of the estimators in terms of sample sizes, censoring times and mixing proportions. The analysis of mixture model is carried out using a data set of lifetime of transmitter receivers. Interesting properties of estimators are observed and discussed.
Introduction
The importance of finite mixture models in statistical analysis of data can be judged by ever-increasing rate at which articles on applications of mixture model appear in literature.
Because of the flexibility of mixture models, these models are being increasingly used in a variety of applications e.g., reliability and survival analysis, medical diagnosis and prognosis, ecology, fishery, biology, astronomy, quality control and econometrics. A variety of applications exist in mixture models e.g., beauty-contest data is analyzed using the finite mixture model in Bosch-Domènech et al. (2010) . Joffe (1964) fits the frequency distribution of dust particles in mines using mixture models. Everitt and Hand (1981) , Titterington et al. (1985) , McLachlan and Peel (2000) and Erişoğlu et al. (2011) ) can be consulted for more applications.
In situations where the complete data sets are unavailable, we focus on the more difficult situations of incomplete data sets. Consider an object is put on life testing experiment and the complete life length cannot be determined or unknown, the object is then considered a censored object. Such a censoring is called right censoring of type-I, with fixed test termination time.
Mixtures of lifetime distributions such as Weibull-gamma, Weibull-exponential and exponential-gamma are proposed in Erişoğlu et al. (2011) . Saleem et al. (2009) For example, the scale parameter of Lomax distribution is formed as a function of stress levels in Hassan and Al-Ghamdi (2009) . It makes the motivation to propose a mixture of two different lifetime distributions, i.e., exponential and Lomax distributions. The proposed mixture model is useful in modeling the lifetimes of heterogeneous population which will be composed of exponential and Lomax distributions.
The mixture model is proposed in Section 2 and Section 3 deals with formation of likelihood function and construction of system of equations to find maximum likelihood (ML) estimates. Bayesian analysis of proposed model assuming uniform and Jeffreys priors is carried out in Section 4. Loss functions and importance sampling procedure used in this study are also highlighted in this section. The expressions for Bayes estimates and posterior variances are obtained. Bayes estimates are computed using importance sampling procedure too. Section 5 presents the posterior predictive distributions and Bayes point predictors. Predictive bounds are also constructed for future observation. Simulations are performed in Section 6 and analysis using real life data set is addressed in Section 7. This study finishes off by drawing some conclusions in Section 8. 
Maximum Likelihood Estimates
The maximum likelihood (ML) estimates of parameters 1  , 2  and p are obtained by solving the non-linear system of equations given by (3.3)−(3.5). The system of equations is constructed by partially differentiating the natural logarithm of (3.2) with respect to 1 
,
(3.5)
(3.12)
Bayesian Estimation
This Section provides the expressions of Bayes estimators under squared error loss function (SELF) and general entropy loss function (GELF), and posterior variances using 6 uniform and Jeffreys priors. Below described importance sampling technique is also used to obtain approximate Bayes estimators.
Bayes Estimators under Loss Functions
A loss is associated with an estimate being different from either a true or a desired value.
We use two loss functions (SELF and GELF) for the estimation of Bayes estimators. The SELF is symmetric in nature and is defined as SELF:
The mean of the posterior distribution is Bayes estimator under SELF. i.e.,
In some situations, asymmetric loss functions have been functional (see Zellner (1986) and Calabria and Pulcini (1996) ). The asymmetric GELF is defined as GELF: 
Importance Sampling
It is a technique for assessing properties of a distribution under consideration when sampling is done from some other distribution(s). The basic idea of importance sampling is that certain values of input random variables can be easily sampled. So, we focus attention on locating such region in the form of a probability distribution (which is close to the distribution of interest) that encourages such certain values. Ghosh et al. (2006) provide a detailed insight to the importance sampling procedure. We use importance sampling to obtain Bayes estimators and call them approximate Bayes estimators.
Posterior Distribution Assuming the Uniform Priors
We assumed uniform distribution over   0,  as uniform priors for 1  and 2  . And uniform prior over   0,1 is taken for mixing parameter p . The independent joint prior distribution of 1  , 2  and p in density kernel form is
The joint posterior distribution is obtained by incorporating the density kernel (4.1) with the likelihood (3.2). The marginal posterior distributions are obtained by integrating out the irrelevant parameters. 
Bayes Estimators under SELF Assuming the Uniform Priors
                       , (4.2)          k                       .
Bayes Estimators under GELF Assuming the Uniform Priors
                                , (4.5)                                                                       .(4.7) 8
Bayes Estimators with Importance Sampling Procedure
The joint uniform prior of 1  , 2  and p given in (4.1) is incorporated with the likelihood (3.1), the resulting expression may be written as 
(4.10)
Bayes estimator with importance sampling (approximate Bayes estimators) can be found as 
Posterior Variances Assuming the Uniform Priors
Posterior variances determine the amount of uncertainty in the parameters. The expressions for the posterior variances are obtained from marginal posterior distributions.
Posterior Distribution Assuming the Jeffreys Priors
Jeffreys prior is a very famous prior among noninformative priors. It is based on observed data (see Jeffreys (1961) ) and extracted from Fisher's information matrix. We assume (4.17)
Here, 3 H is a constant and is given by
Bayes Estimators under GELF Assuming the Jeffreys Priors
The expressions for the Bayes estimators under GELF are
Bayes Estimators with Importance Sampling Procedure
The joint Jeffreys prior of parameters given in (4.14) is incorporated with the likelihood (3.1) to produce the following expression 
Posterior Predictive Distributions
Statistical prediction deals with estimating the future value(s) of observed random variable using the limited information available at hand. Bayesian statistics provides techniques of predicting the future value(s) of observed random variable after observing only a single random variable. We derive posterior predictive distributions and obtain Bayes point predictors as well as predictive intervals.
Posterior Predictive Distribution Assuming the Uniform Priors
Using the joint posterior distribution assuming the uniform priors and the mixture model 
After some simplifications, these equations may also be expressed as 
(4.33)
A Simulation Study
Following the procedure of simulation from Saleem et al. (2010) intervals. The length of predictive intervals assuming uniform priors are small for medium and large sample sizes. And the length decreases by increasing the value of T . The predictive intervals assuming Jeffreys prior are wider than the intervals assuming uniform priors. More the proportion of exponential data in the mixture data, narrower the length of predictive interval becomes.
A Real Life Example
The analysis of mixture model (2.4) is carried out using a data set taken form Mendenhall and Hader (1958) . The data represent the failure times of radio transmitter receivers in a commercial airline. The failure time is set at 630 hours due to general policy of the airline. The first 100 observations of mixture data seem to follow the mixture model developed in this study with parameters 1 0.00476 
