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Abstract
The subject of this thesis is judicial enforcement of contracts and property rights and 
its economic implications.
The first chapter introduces the topic, discusses the issues involved in empirical re­
search on law enforcement, and surveys the literature. The second chapter develops an 
analytical method for empirical identification of relative policy preferences and com­
petence of judges. The third chapter studies the impact of judicial selection on law 
enforcement. The fourth chapter analyses the effect of predictability of law enforce­
ment on firms’ finances.
In chapter two, I develop a model of judicial decision making in a two tier court 
system. It shows that relative preferences of the two courts can be identified by com­
paring appellate court reversal rates for different types of lower court decisions. I use 
this result to analyze the data on Russia’s commercial courts which I collected for this 
purpose. The findings show that regional courts favour small firms relatively more 
than courts of appeal.
In chapter three, I compare selection of judges by the legislator with that by the 
executive branch. First, I analyze the differences in the incentives o f the two offices 
theoretically. Second, I empirically exploit a natural experiment in judicial appoint­
ment procedures in Russian courts. I find that judges selected by the legislature favour 
small firms more than judges appointed by the executive.
In the fourth chapter, I show both empirically and analytically that greater pre­
dictability in law enforcement encourages credit to firms. The data from Russia in­
dicates that more predictable courts stimulate lending by raising the number of firms 
that have access to bank financing. In contrast, trade credit is only weakly affected by 
court performance.
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Chapter 1
Introduction
Secure property and contractual rights are paramount for economic growth. Invest­
ment critically relies on such rights for they protect entrepreneurs from having their 
returns expropriated (see for instance, Demsetz (1967)). Research by Mauro (1995), 
Keefer and Knack (1995), and others has shown that countries grow faster when prop­
erty and contracts are more secure.
In most countries, property and contractual rights are enforced by the judiciary. 
Enterprises decide whether to enter transactions and make investment based on the 
amount of protection they expect to receive from courts should a dispute arise.
A survey of firms published recently by the World Bank reveals that there are dra­
matic differences in how well courts are perceived to cope with this task around the 
world (figure 1.1). For example, 97% of firms surveyed in Singapore believe that 
their legal system will uphold their rights. In contrast, only a quarter of Ukrainian 
respondents have a similar degree of confidence in their country’s law enforcement1.
Do these differences matter for countries’ economic performance? If  so, which 
specific features of law enforcement are important, and what are the channels through 
which they affect the economy? The research presented in this thesis contributes to­
wards our understanding of these issues, and the growing literature on the link between 
law enforcement and economy.
This thesis makes three separate contributions. First, I show empirically that pre­
dictability of the court system has a significant impact on the economy through alloca­
tion of credit (chapter 4). Second, I demonstrate, both empirically and theoretically, 
that selection procedures forjudges have a substantial effect on the way courts enforce 
property and contract rights (chapter 3). Third, I develop an approach that helps em­
1 See World Bank (2000). The figures reported are the shares of firms who fully agree, agree in most 
cases and tend to agree with the statement that the legal system will uphold contract and property rights.
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pirically identify relative preferences of judges (chapter 2), and use it to study selection 
procedures in chapter 3.
The empirical analysis is based on detailed data from Russian commercial courts, 
which I collected for this purpose. The dispute data, used in chapters 2 and 3, was 
put together by reading the texts of approximately 6,000 commercial court decisions 
and coding the variables of interest. The data on selection of individual judges, used 
in chapter 3, was collected by going through government publications. The statistics 
on annual performance of regional courts, used in chapter 4, was obtained through 
correspondence and meetings with officials from the Supreme Arbitration Court of 
Russia.
I now elaborate on each chapter of the thesis in greater detail.
It is not easy to measure the quality and characterise the performance o f law en­
forcers empirically. Therefore, before tackling the issue of law enforcement and its 
economic implications, this thesis develops an approach to characterise performance 
of judges empirically. In chapter 2 , 1 do so by building a model of judicial decision 
making in a two-tier court system. I allow the lower court judges to differ from ap­
pellate court judges along two dimensions: competence and policy preferences, both 
of which are precisely defined in the model. There are two results. First, when pol­
icy preferences of the lower and the appellate court judges differ, the probability that 
the latter reverses a decision of the former will be different for different types of lower 
court decisions. Second, if there are no differences between policy preferences of the 
two types of judges, the probability of a reversal falls in the competence of the lower 
court judge relative to that of the appellate court judge. I show that both results are 
true in presence of endogenous selection into litigation.
In the same chapter, I use this approach to analyze decisions of Russia’s 81 regional 
commercial courts made between 1995 and 2002. The data reveals that regional courts 
favour small firms more than do courts of appeal. This pattern is highly significant 
in most types of disputes involving small firms, including cases against government 
branches as well as against large firms. The analysis also shows a substantial variation
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in the quality of court performance across Russia. I link this variation to several 
regional factors, such as freedom of media and presence of oil and gas industries.
Chapter 3 asks whether differences in rules that govern the judiciary can help ex­
plain variation in law enforcement. I focus on the process o f selecting judges, and 
contrast two methods of selection most commonly used around the world: selection by 
the executive and selection by the legislative branches of the government.
The chapter presents a model which analyzes differences in incentives of the legis­
lator and the executive when each is in charge of appointing judges. It is based on a 
premise that politicians collect rents from large firms, and these rents can be affected 
by judges. When selecting judges, the optimal strategies of the executive and the leg­
islator diverge because the decisions of the executive are typically subject to judicial 
review, while decisions of the legislator are not.
Again, the empirical analysis uses Russia, taking advantage of a rare natural exper­
iment injudicial appointment procedures in its commercial courts. I find that judges 
appointed by the legislator tend to favour small firms more than judges appointed by 
the executive in disputes with government agencies. This finding is consistent with 
the implications of the proposed model. The results are robust to a number of con­
trols, as well as to correction for unobserved regional fixed effects. I also test for a 
number of alternative explanations of obtained results, and reject them.
The fourth and final, chapter of the thesis comes back to the fundamental question 
of how differences in court performance affect firms that contract in the shadow of 
these courts. The chapter develops an analytical framework which shows that when a 
court system is less predictable, expected costs of contract enforcement rise, making 
lenders less willing to finance firms. The rate of appeals is shown to be a good proxy 
for predictability of the court system, even when the decision to litigate is endogenous.
I then investigate empirically how bank and trade credit received by individual firms 
in Russia depend on the predictability of commercial courts in the 81 regions where 
these firms operate. I find that predictability in law enforcement stimulates bank credit. 
This occurs through two channels: first, the number of firms that have access to bank
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financing rises, and second, firms that already have credit enjoy bigger loans. How­
ever, the former effect is much greater than the latter, and its inference is more robust. 
In contrast to bank credit, trade credit is only weakly affected by court performance, 
and this effect is not robust to more demanding specifications.
The impact o f court performance on access to bank credit continues to be significant 
even when firm-level fixed effects are taken out. It is also robust to controlling for all 
fixed and some time-varying regional factors, as well as to adjustment of standard 
errors for contemporaneous intra-regional correlation of residuals.
Taken together, the next three chapters of this thesis help show that the quality of 
law enforcement has significant implications for the economy, and that institutional 
design of the judiciary has a very real effect on how property rights are enforced. In 
each chapter an empirical model is informed by an analytical framework, and signifi­
cant attention is paid to robustness of results.
The rest of this introduction is organized as follows. In section 1.1,1 detail the 
issues of empirical identification which arise in analyzing economic implications of 
law enforcement, and ways in which my thesis addresses them. Section 1.2 surveys 
the literature on law enforcement and economic activity which has inspired this thesis, 
and to which I contribute. Section 1.3 concludes this chapter.
1.1 Empirical identification
1.1.1 Characterising law enforcement
Empirical analysis of law enforcement is complicated by several issues. Compared 
with government policies which are easily quantifiable (for example, taxes and spend­
ing), enforcement of property rights is harder to measure and describe.
The first papers to rigorously investigate the impact of law enforcement on eco­
nomic performance across countries, such as Keefer and Knack (1995), used a rule-of- 
law index compiled by a team of experts for a credit rating service. A similar index, 
albeit for different years and different countries, was used to measure enforcement of
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property rights in a number of subsequent papers, such as La Porta et al (1997), (1998) 
and Demirguc-Kunt and Maksimovic (1998).
These papers have become agenda setting by drawing economists’ attention to the 
empirical link between law and economic development. However, the measure of law 
enforcement used in them has several drawbacks: expert ratings are typically subjec­
tive, hypothetical, and their exact ingredients are usually unknown. This makes it 
difficult to interpret such ratings and raises questions about what they really measure.
Surveys in which firms are asked to rate law enforcement alleviate some of these 
problems (see for, instance, Johnson et al (1999), Pistor et al (2000) and Frye (2004) 
for results based on such surveys). Still, some subjectivity remains and can cause 
problems when differences in law enforcement measured this way are mapped into 
variations in economic performance. If survey responses proxy for general confidence 
or optimism of respondents, a relationship between the perceived quality of law en­
forcement and economic outcomes may be spurious. In addition, survey questions 
typically only ask for a general assessment of law enforcement. This makes it difficult 
to be specific about the aspects of law enforcement that have economic impact and the 
mechanisms that transmit such effects2.
To get a more objective measure of court performance, some surveys ask firms 
about their actual use of courts (for example, Koford and Miller (1995), and Frye and 
Zhuravskaya (2000)). Yet, it is not obvious whether differences in actual litigation 
rates reveal something about the quality of law enforcement. One could argue that 
low litigation rates are consistent either with courts being useless or with courts being 
very good.
An alternative approach is to analyze decisions of courts directly. A number of 
studies compare decisions of judges or courts with different characteristics or in differ­
ent localities (among many others, Eisenberg and Johnson (1991), who look for effects
2 Some surveys do include more detailed questions. For example, Frye and Zhuravskaya (2000) and 
Frye (2004) ask firms about their perceived chances of winning a law suit against a government office. 
Berkowitz and Clay (2005) ask US lawyers to give separate ratings to speed, fairness, predictability of 
courts, etc.; however, they only report aggregated results.
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of political orientation of the US judges on their decisions, and Lambert-Mogiliansky 
et al (2000), who compare bankruptcy decisions of Russian courts located in regions 
with more or less powerful governors). Identification in such analysis is undermined 
by two major problems. First of all, the comparison of decisions in different cases in­
evitably omits some characteristics of cases on which decisions had been based. Sec­
ondly, since the parties’ decision whether to settle a dispute out of court or to litigate 
is based on their expected ruling of the judge, the characteristics of litigated disputes 
depend on the attributes of the court where these disputes are litigated. Unless this 
problem of endogenous selection into litigation is addressed explicitly, the results are 
hard to interpret.
A number of studies have addressed this problem by taking advantage of a particular 
feature of the data or institutional structure. For instance, in employment disputes, a 
settlement can typically occur after the worker files charges with a court. Ichino 
et al (2003) and Marinescu (2004) ask whether judges favour workers more when 
unemployment is high. Both papers use charges filed to estimate a two stage model, 
where the probability of litigation equation is fitted in the first stage. Besley and 
Payne (2003) look for a pro-worker stance among courts where judges are subject to 
re-elections. They focus on the number of employment discrimination charges filed, 
after showing analytically that it increases in pro-worker predisposition of the court. 
Ashenfelter et al (1995) compare decisions of judges who belong to different political 
parties but work in the same US federal court, taking advantage o f a random allocation 
of cases to judges in these courts.
Instead of using decisions, several studies look at other quantifiable outcomes that 
may capture judicial performance: Hanssen (1999) compares volumes o f disputes 
litigated in courts with different judicial retention arrangements, Landes and Posner 
(1980), and Landes et al (1998) analyze citations of judges with different characteris­
tics, Higgins and Rubin (1980), and Posner (2000) look for effects of judicial and court 
characteristics on the rates at which decisions of judges are reversed by higher courts. 
None of these papers, however, provide analytical foundations for processes that may
15
generate these outcomes.
I approach the issue of characterising judicial performance by building on the idea 
of using the rates at which judges’ decisions are reversed on appeal. As already 
mentioned, in chapter 2 I build a model of judicial decision making and appellate 
review which allows me to analyze determinants of reversal rates3. The model predicts 
that when policy preferences of lower and appellate court judges are the same, then 
the probability that a particular decision is reversed at appeal is independent of who 
the decision favoured. The reversal rate then depends only on the (relative) noise 
with which the lower court observes characteristics of the case and, therefore, can 
be interpreted as the lower court’s relative competence. On the other hand, when 
there are differences in policy preferences between the lower and appellate courts, the 
probability of a reversal of any particular lower court decision depends on its substance. 
In this way, I can identify differences in preferences of lower and appellate courts by 
comparing reversal rates for different types of decisions.
This approach has several attractive features. First, unobservable case characteris­
tics do not cause a problem because the decisions of the two judges (lower and appel­
late) are compared for the same case every time. Second, I show that this identification 
strategy is robust to endogenous selection into litigation and appeal. Third, it is ob­
jective and derived from analytically using fairly simple assumptions. And finally, it 
does not rely on any particular characteristics of disputes or courts: it can be applied 
to any category of cases where the data on two levels of decisions are available.
1.1.2 Identifying economic effects of law enforcement
The second difficulty which arises in empirical study of law enforcement and its eco­
nomic impact is common to much of research on institutions. Major differences in 
legal environments across economies make cross country comparisons a natural first 
step in such research. Yet, countries differ in many ways researchers cannot con­
trol for, and these differences may be correlated with both law enforcement practices
3 Analysis in chapter 2 is in part inspired by Spitzer and Talley (2000). See section 2.1 for more detail.
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and economic performance. This can lead to identification problems, which may be 
aggravated when subjective measures of law enforcement are used.
In this thesis, I address the identification issue in three ways. First, I analyze per­
formance of different regional courts located within one country. This helps limit 
variation in factors that I am not investigating. Second, I focus on specific outcomes. 
This helps restrict the number of factors that can interfere with identification. Third, 
in each chapter, I develop an analytical framework which, in addition to motivating the 
main relationship of interest, often gives other predictions that can be used as robust­
ness tests.
Chapter 4, where I show that greater predictability of courts encourages bank lend­
ing, illustrates how concentrating on Russia helps. I collect court performance data 
for several years for 81 regional courts, in order to exploit both cross-regional and over 
time variation. The result then comes from comparing the dynamics of credit issued 
to firms in regions where over time courts have become more predictable with those 
regions where they have not. The fact that Russia’s regions share the same policy, 
and institutional and macroeconomic environment alleviates the problem of unobserv­
ables. By controlling for all fixed regional factors using dummies I ensure that court 
performance does not proxy for regional initial conditions. This lends confidence that 
my results really do identify the impact of courts rather than other factors.
However, focusing on a particular country has its drawbacks. First, in doing so, 
I confine my research to the range of institutions which differ within Russia. This 
excludes a large number of interesting questions. For example, I cannot compare the 
effects o f common law and civil law systems using this approach4. Yet, Russia has 
undergone some interesting changes in institutions. In chapter 3, I take advantage 
of changes in the Russian constitution to compare the effects of two judicial selection 
procedures: by the executive government and by the legislator. These are the two most 
common procedures for the final selection of judges around the world5. By gathering
4 What is not possible in Russia, may be possible in the US: Berkowitz and Clay (2005) analyze long 
term effects of civil and common law systems by looking at legal history of individual states.
5 To be precise, often applicants are pre-screened by other judges, and the final selection is either by a
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data on individual judges, I am able to compare judges who had been selected by 
different methods but work in the same court at the same time, and face the same 
economic, political and institutional environment. This allows me to isolate the effect 
of judicial selection procedures in a way that would not have been possible if I had 
tried to compare countries where judges are appointed by the executive with those 
where they are appointed by the legislature.
The second drawback of limiting attention to one country is the potential difficulty 
of generalizing results to other environments. In fact, the example of Russia is highly 
specific. In particular, Russia’s legal and democratic institutions are new, and politi­
cians are often seen as active collectors of rents. Indeed, the model in chapter 3 sug­
gests that the impact of judicial selection on law enforcement that I find in the data is 
predicated on politicians being interested in rents, not just the country’s welfare. Yet, 
politicians in many societies care about perks, rents and lobby contributions at least to 
some extent. Russia can then be considered a benchmark case for these.
Similar issues arise in chapter 4, where I show that lack of predictability of the court 
system discourages banks from lending to firms. Before generalizing this beyond 
Russia, one needs to keep in mind that Russia’s overall legal environment is likely to 
be particularly unpredictable relative to some other countries.
1.2 Law enforcement and economy: The literature
Economists have written extensively on importance of secure property rights for eco­
nomic development. Empirically, along side cross-country comparisons already men­
tioned, papers such as Besley (1995) and Johnson et al (2002) show that poor protec­
tion of property rights discourages investment at the level of individual agents6.
The degree to which investor rights are protected depends on the laws the society 
adopts on the one hand and how well these laws are enforced on the other. This thesis,
political office (executive or legislative), or by a committee which includes the executive or the legislature, 
or sometimes both.
6 Specifically, Ghanaian farmers in the former case and Eastern European enterprises in the latter.
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and the review of the literature below focus on the latter of these two determinants7.
The next section discusses the literature on the impact of law enforcement on eco­
nomic development. I then turn to research on the effects of the institutional set up of 
the judiciary on its performance in section 1.2.2.
1.2.1 Impact of courts on economic performance
To start, I note that courts are not the only way of enforcing laws and contracts. Mar­
kets can provide private solutions to potential expropriation problem. For example, 
Clotfelter (1977) makes a theoretical case for private protection against crime. Around 
the world, there is evidence that reputational concerns which arise in repeated interac­
tions or small communities can help enforce contracts (see, for instance, Greif (1993) 
on Maghribi traders, McMillan and Woodruff (1999) on firms in Vietnam, Fafchamps 
and Minten (1999) on agricultural traders in Madagascar, and Banerjee and Duflo 
(2000) on Indian software industry). Firms may also pay private protection agen­
cies or racketeers for contract enforcement services (see Gambetta (1994) on Italy, 
Frye and Zhuravskaya (2000) on shopkeepers in Russia, Johnson et al (2000) on firms 
in transition economies).
These alternatives do not, however, make the court system irrelevant. In fact, 
deficiencies in the court system are often the very reason why alternative contract en­
forcement arrangements appear8. Klein and Leffler (1981) and de Meza and Goud 
(1992) model private enforcement of contracts and show that it is typically associated 
with higher costs for entrepreneurs and is often inefficient compared to courts. Em­
pirically, Johnson et al (1999) demonstrate that firms that enforce contracts through 
repeated interaction are willing to turn down significantly discounted offers from un­
known suppliers.
There is a growing body of empirical evidence linking legal enforcement of con­
tracts and property rights to economic performance. Cross-sectional regressions show
7 For evidence on importance of law on books for investor protection see, for example, La Porta et al 
(1998) and Pistor et al (2000).
8 For example, Frye and Zhuravskaya (2000) show that shop owners who believe that courts are less 
effective are more likely to turn to racket for protection.
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that countries with a better rule o f law tend to grow faster (see, for example, Keefer 
and Knack (1995), Mauro (1995), and Barro (1997)). Yet, as discussed in section 
1.1, determining whether this correlation represents a causal relationship is problem­
atic since countries differ in many ways not captured by regressions. Economists have 
responded to this problem by focusing on more specific outcomes.
The market for loanable funds is an important example of transactions which rely 
a great deal on contract enforcement9. Analyzing data for 49 countries and using 
an expert rating of rule of law, La Porta et al (1997) show that better law enforce­
ment is associated with more stock market listings, more IPOs, more minority share 
holdings and more loans extended to by firms. Pistor et al (2000) complement this 
research by linking the legal environment to financial market development in 26 tran­
sition economies. They find that law enforcement is not only associated with greater 
market capitalization and private credit, but also appears to have stronger links with 
them than law on books. Demirguc-Kunt and Maksimovic (1998) analyze data on 
individual firms located in 26 countries. Their results show a positive relationship 
between countries’ law and order index on the one hand, and firm-level growth and 
proportion of investment financed by stock market borrowing on the other.
As already discussed, these results are obtained from cross country comparisons, 
where identification can be difficult. One way of addressing this problem is to use 
firm surveys in collecting information about law enforcement. Johnson et al (2002) 
asked firms in five transition economies whether they believed that courts could enforce 
agreements with customers or suppliers. They then link these responses to the share 
of profits that firms reinvest. They find that firms that do not believe that courts are 
useful invest significantly less than others, even after controlling for all country specific 
industry characteristics using a set of interacted dummy variables.
As the authors themselves point out, subjective assessment of law enforcement 
gives rise to the possibility that unobserved firm level characteristics, such as opti­
9 Loanable funds are important because they allow firms to invest: see, for example, Levine (1997) 
and Rajan and Zingales (1998) for evidence on the effect of financial market development on economic 
growth.
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mism, drive results. A paper by Chemin (2004) addresses this issue by focusing on an 
objective measure of judicial performance in the context of India. Using cross state 
variation in the speed of courts, he finds that firms located in regions with faster courts 
are less likely to face breach of contract, more likely to make relationship specific in­
vestments, face a greater probability of receiving credit, and are less likely to have a 
dynastic ownership structure.
Put together, this jigsaw of papers shows that better courts lead to improved eco­
nomic performance. Although causality has been difficult to establish, over time this 
young literature has achieved substantial progress in making the empirical results more 
convincing.
1.2.2 Design of judicial institutions
Having established a link between courts and economic performance, it is important to 
understand what determines the quality of law enforcement.
The literature on performance of politicians provides some useful insights. It sug­
gests, both theoretically and empirically that organization of political institutions and 
government bureaucracy has real effect on behaviour of public officials (see Persson 
and Tabellini (2000) for a review of theoretical models; Persson and Tabellini (2003) 
and Besley and Case (2003) for cross-country and within country empirical evidence, 
respectively).
Economists have not analyzed the design of judicial institutions nearly as much, 
although there has been a substantial informal discussion of this in legal and politi­
cal science literatures. First rigorous attempts to study the design of the court system 
were made by researchers working in the area of law and economics. Many of those 
results are summarized in Komhauser (2000a), (2000b). Below I combine some of the 
more recent literature with major early findings in an attempt to take stock of econo­
mists’ collective knowledge of how the structure of judicial institutions shapes their 
performance.
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1.2.2.1 Judicial discretion and mandate
A casual look at legal systems around the world reveals two broad approaches to defin­
ing the mandate of judges vis-a-vis that of the legislators: common law and civil law. 
While under common law judges are meant to engage in law-making using the power 
of the precedent, in civil law countries, the legislator produces detailed codes to which 
the judges adhere in their disputes. Thus, civil law judges typically have less discre­
tion than their common law counterparts, and do not have a formal mechanism which 
would elevate their decisions into a standard for subsequent referral.
Glaeser and Shleifer (2002) develop a model to compare the two systems. They 
argue that, relative to civil law, common law allows more flexibility and protects firms 
from undue interference from the government. On the other hand, under the system of 
civil codes judicial decisions are less susceptible to influence (bullying or corruption) 
from potential litigants. Therefore, which system is optimal for a particular society 
depends on whether it is the government or the individual litigants that are more likely 
to distort law enforcement relative to welfare optimum. Gennaioli (2005) extends this 
comparison by modelling contracting decisions of firms under each regime. In a simi­
lar spirit, he concludes that the choice of the legal system involves a trade off between 
potential legislative bias under civil law and potential judicial bias and incompetence 
under common law.
These theories suggest that societies may have chosen to adopt one of the two ma­
jor legal systems depending on particular conditions that they faced. This endogeneity 
may complicate interpretation of empirical evidence on how legal origins affect eco­
nomic performance. Comparison of countries reveals that common law systems are 
associated with lower level of labour regulation and smaller number of procedures nec­
essary to register a new business than civil law ones (La Porta et al (2004)). La Porta 
et al (1998) construct indexes capturing various aspects of laws governing shareholder 
and creditor rights in 49 countries. They find that law on books of the civil law coun­
tries, particularly those of French origin, provides less protection to shareholders and 
creditors. Consistent with this, in their 1997 paper, the same authors find that countries
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with the French civil law system have less developed debt and equity markets.
Enforcement also appears to be less effective under civil law of French origin than 
under common law. Djankov et al (2003) construct an index of formalities involved in 
first, collecting a check and second, evicting a tenant through courts in 109 countries, 
and show that countries with French and Socialist legal origins are more ‘formalistic’ 
than others. They proceed to demonstrate that higher judicial formalism is associated 
with slower judiciary and lower confidence in the court system among firms.
Berkowitz et al (2003) argue that the process of adoption of one of the four legal 
systems (English common law, French, German or Scandinavian civil law) has varied 
substantially across countries: some have put more thought and effort into adapting 
the borrowed legal system to local conditions than others10. In a cross-sectional com­
parison of 49 countries (same as those used in La Porta et al (1998)) they show that 
economies that poorly adapted the borrowed legal system to their specific environment 
tend to have a lower index of overall legality and lower output, after controlling for 
legal origin11. This study complements the argument of Glaeser and Shleifer (2002) 
that the effectiveness of a particular legal system depends on specific conditions that 
prevail in the society.
Courts are not the only agencies engaged in enforcement of law: so are regula­
tors. There is a growing literature investigating which of these two institutions does 
a better job. Economists have long argued that regulatory process is often captured 
by interest groups (see Stigler (1971) among others). However, when analyzing rela­
tive incentives of judges and regulators, Glaeser et al (2001) and Glaeser and Shleifer 
(2003) argue that regulators may perform better because they can be incentivised to 
act in public interest12. Judges, by design, do not face performance related incentives,
10 A study by Pistor et al (2003) further illustrates these differences. It describes the process of ‘trans­
plantation’ of corporate law from three legal families in six countries (Spain, Chile, Columbia, Israel, 
Malaysia and Japan) and contrasts evolution of corporate law in these economies to that in countries 
where the transplants had originated.
11 Identification may be particularly difficult here since both legality and receptiveness of transplant are 
subjective variables, and the distinction between them can be rather fine. However, authors do control 
for countries being a member of the OECD, and experiment with different definitions of an ‘unreceptive’ 
transplant.
12 However, the roles of the regulator and the judge are not exactly symmetric: in most countries deci­
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and therefore, are less likely to invest costly effort and are more susceptible to capture 
by litigants than regulators (more on this in section 1.2.2.2)13.
Xu and Pistor (2002) complement this research with the observation that when law 
is incomplete, the functions of the regulator and the judiciary differ in a fundamental 
way: regulators often intervene preemptively, while judges only enforce laws after a 
violation has occurred. They argue that such failure to deter is a weakness of law en­
forcement by courts, and is especially costly when violations lead to significant harm 
(for example when they result in externalities). Similar to Glaeser et al (2001) they 
show that the drawbacks of regulation is overzealousness and stifling of harmless activ­
ities. They conclude that adjudication should be preferred to regulatory enforcement 
in areas of law where harm does not involve large externalities and violations follow a 
predictable pattern.
The relationship between judges and the legislator deserves a further comment. 
The theory of common vs. civil law, such as that in Glaeser and Shleifer (2002), 
and that of incomplete law (Xu and Pistor (2002)) implicitly view the roles of the 
legislature and the judiciary as substitutes (albeit imperfect). In absence of detailed 
laws, judges use discretion to make decisions; when laws become more specific, this 
discretion is removed, at least partly.
There is some evidence to support this notion. Using case study evidence for 
Poland, Russia and Germany, Pistor and Xu (2002) illustrate how courts fill in gaps 
left by the legislation in the area of conflicts between management and shareholders of 
firms. Kessler and Piehl (1998) analyze how judicial decisions are affected by a new 
Californian law providing for higher sentences for certain types of crimes. They find 
that judges increase sentences not only for crimes covered by the provision, but also 
for other similar type crimes14. Turning to interest groups, Shapiro (1995) describes
sions of regulators are subject to a judicial review.
13 Glaeser et al (2001) illustrate this by contrasting enforcement of securities laws in Poland and Czech 
republic. They argue that Poland has been more successful in preventing shareholder rights violations 
because it adopted more stringent requirements on informational disclosure of firms and used a regulator 
rather than judiciary to monitor compliance with securities laws.
14 Cooter and Ginsburg (1996) also find evidence in the US that of more powerful legislatures are asso­
ciated with lower degree of judicial discretion.
24
that in the US they increasingly view legislation and adjudication as alternative means 
of achieving preferred outcomes.
The stock of literature discussed above identifies issues which are important in de­
ciding how much powers to give to judges vis-a-vis legislators and regulators. Taken 
together, these papers show that ultimately, the optimal judicial mandate depends on 
particular circumstances prevailing in the society (e.g. top-level vs. low-level corrup­
tion), and the specific policy that is being implemented. One of the important impli­
cations of this literature is that the optimal design of the judicial mandate depends on 
other institutions that are in place. For example, those shaping behaviour of the leg­
islature and regulators. There is scope for exploring this issue more explicitly, both 
theoretically and empirically.
1.2.2.2 Incentives and selection of judges:
Independence vs. accountability
Several theoretical papers discussed above assume that judges may ‘underperform’ 
because of particular incentives that they face. This section summarizes what we know 
about rules that govern judges and the effects these rules have on judicial performance.
Most countries built their judicial system around the idea that in order to be im­
partial it must be independent. That is the well-being of judges must not depend on 
decisions they make. This principle has been deeply imbedded in philosophy of law, 
going back to the work of Montesquieu (1748).
Typically, arrangements that ensure independence, at the same time make it diffi­
cult to hold judges accountable for their decisions. Thus independence can backfire 
when objectives of judges do not coincide with social welfare. This conflict has been 
discussed at great length in legal literature (see, for instance, Cappelletti (1985)).
Maskin and Tirole (2004) model the trade-off between accountability and indepen­
dence of judges. They contrast a system in which judges face re-elections after some 
period to one in which they have permanent tenure from the start. They show that 
when judges do not face a review by the electorate, the system can generate inefficient 
outcomes if preferences of judges are not congruent with social welfare. Elections
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help alleviate this by providing judges with the right incentives if electorate is well 
informed. However, when electorate is uninformed, the judges who face reelections 
may pander to voters instead of making welfare maximizing choices.
La Porta et al (2004) look for empirical evidence on effects of judicial independence 
on legal environment. They code provisions for judicial tenure and power of judges to 
create legal precedent into an index of judicial independence for 71 countries. They 
find that countries with higher measure of judicial independence have a higher index 
of property right protection against government interference, controlling for per-capita 
income, geography, and ethnic fragmentation.
The use of cross-country variation here with somewhat subjective indexes on both 
sides of the regression equation raises standard identification issues. The search for in­
stitutional variation within a relatively homogeneous setting has led economists to the 
Unites States. The presence of alternative arrangements for judicial retention across 
American state courts have become the focus of a number of papers investigating the 
effect of judicial (independence on law enforcement.
Only three of the US states appoint judges for life. The rest use one of five dif­
ferent retention methods: partisan elections (candidates are put forward by parties and 
campaigning allowed), non-partisan elections (anyone can run), merit plan elections 
(population votes to retain the judge: ‘yes’ or ‘no’), gubernatorial reappointment, and 
legislative reappointment (see Hanssen (2004b) for a detailed account of these proce­
dures and how they emerged)15. Although effects of these procedures have not been 
modelled formally, legal scholars argue that they differ substantially in the ease with 
which a judge can be removed.
In an early paper comparing criminal proceedings across state courts, Elder (1987) 
shows that courts that subject judges to partisan re-elections generate more criminal 
trials and less guilty pleas than other courts. He argues that although settlement by a 
guilty plea is often more socially desirable, in the states with re-elections judges are
15 Appointment methods also fall under these five categories, but there is a significant number of states 
that use different methods to appoint and retain judges.
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less inclined towards them because they are less visible than trials which can be used 
to communicate information to the voters.
Besley and Payne (2003) group the five retention methods into two categories: reap­
pointment by politicians and re-election. Using both cross-sectional and over time 
variation, they analyze the effects of these two procedures on employment discrimina­
tions charges filed by workers with state courts. They find that courts where judges 
face re-election attract more filings, and show analytically that this is consistent with 
judges in such courts favouring workers more than judges who work in courts with 
reappointment.
In a cross-sectional comparison, Hanssen (1999) finds that the number o f disputes 
is higher in states where judges are appointed, which he shows is consistent with there 
being more uncertainty associated with decisions of these judges. In a 2000 paper he 
also shows that in states where judges are appointed administrative agencies tend to 
hire more staff than in states where judges are elected.
Taken together, these papers show that judges who face elections behave differently 
from those who are reappointed by politicians. The rare natural experiment in reten­
tion procedures across the US state courts has made this powerful insight possible. 
However, a look at how judges are retained across the world reveals that elections con­
stitute an exception rather than common practice. In countries where judges do not 
have a permanent tenure, they are usually re-appointed by the government and/or by a 
special committees (see, for instance, Skordaki (1991) and Thomas (1997) for surveys 
of judicial appointment and retention methods around the world).
How incentives of judges who face reappointment by politicians differ from those of 
judges with permanent contracts is more of an open question. These differences have 
not been modelled theoretically16. Empirical evidence is also not extensive: Besley 
and Payne (2003) show that significantly less employment discrimination charges are 
filed with courts where judges are appointed for life. At the same time, Landes and
16 When politicians fully represent the electorate, appointment of judges by politicians is equivalent to 
direct election. However, the results summarized above show that the effects of the two procedures differ.
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Posner (1980) do not find any effects of tenure of judges on their citations.
Some insight into how political re-appointment affects judicial behaviour can be 
gained by looking at empirical evidence on promotion of judges. Ramseyer and Ras- 
musen (1997) analyze which judges get promoted in Japan, where, they argue, the 
government controls promotion decisions. They show that judges who belong to pro­
fessional organizations with leftist views are less likely to get prized jobs in late career. 
They also find some evidence that judges who have ruled against the government are 
less likely to get promoted, although this effect is not entirely robust to the definition 
of promotion. Cohen (1991) analyzes 200 decisions of the US district court judges on 
constitutionality of the US Sentencing Commission, which gave the government more 
control over criminal sentences. He finds that judges who faced exogenously higher 
number of positions for potential promotion voted against the Sentencing Commission 
significantly less frequently than their colleagues with lower promotional opportuni­
ties17. Blanes i Vidal and Leaver (2005) follow careers of 54 High Court judges in the 
UK and find evidence that the probability of promotion is lower for judges who rule 
against the government more frequently.
When politicians have the powers to appoint judges, they can also influence law 
enforcement by selecting judges with certain characteristics. Around the world judges 
are appointed by a variety of methods, typically involving the legislative or executive 
branches of the government or both. Selection procedures forjudges have been subject 
to recent policy debates in a number of countries (see, for example, Kendall (1997) and 
Malleson (1997)).
Empirical evidence on the effect of selection procedures has again been focused 
on the United States, where these procedures vary in state courts. The evidence on 
differences between legislative and executive appointment o f judges is limited to very 
few early papers, such as Canon (1972), and Glick and Emmert (1987). These com­
pare characteristics of judges selected by different methods using association tables.
17 Promotional potential, measured as the quota of appellate court seats reserved for district judges, 
varies by state, and not by judge. Therefore, the significance of the reported coefficient may be overstated 
(see Moulton (1990)).
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They find that the legislature typically chooses judges with different professional back­
grounds compared to those selected by the executive branch (or elected by a popular 
vote). Ashenfelter et al (1995) ask whether the political affiliation of appointing pres­
ident has an effect on judicial decisions, and do not find one in the data from two 
federal courts. At the same time, Revesz (1997) shows that judges appointed by Re­
publican presidents find in favour of industry more frequently than judges appointed 
by Democrats in environmental disputes heard in the D.C. Circuit18. Besley and Payne 
(2003) look at state courts that changed their selection method from elections to po­
litical appointment or vice versa. They do not find differences in the volumes of 
employment disputes these courts attract before and after the change.
Insights into the potential of selection procedures to influence law enforcement can 
be provided by studying the impact of individual characteristics of judges (such as 
political affiliation) on their decisions. However, most of such studies have not ad­
dressed the issue of endogenous selection into litigation which can severely undermine 
identification. The exception is Ashenfelter et al (1995), who compare decisions of 
judges who work in the same court but belong to different political parties: they find 
no statistically significant differences between them.
The presence of ideology behind judicial decisions is shown in Ichino et al (2003) 
and Marinescu (2004). Their analyses of employment disputes in Italy and in the 
UK, respectively, show that judges exhibit a tendency to side with litigants that are 
disadvantaged by macroeconomic conditions19,20.
To summarize, the analysis of judicial selection procedures has been rather limited. 
To my knowledge, there is no theoretical literature on how differences in appoint­
ment procedures affect law enforcement. Empirical evidence, summarized above is 
also rather restricted and somewhat contradictory. The two most widespread meth­
18 Specific rules governing disputes considered in both papers help alleviate selection concerns (see 
section 1.1).
19 Marinescu (2004) finds that not only workers win more often when unemployment is high, but also 
firms win more often when bankruptcy rate is high and the worker involved in the dispute already has a 
new job.
20 For details of how Ashenfelter et al (1995), Ichino et al (2003) and Marinescu (2004) deal with en­
dogenous selection see section 1.1.
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ods of judicial selection, by executive government and by legislature, have hardly been 
compared. The use of committees to appoint judges, a recent policy issue in several 
countries, has not been studied rigorously so far.
1.2.2.3 Endogenous judicial institutions
Ultimately, if the rules that govern courts, such as those of retention and selection can 
affect the way laws are enforced, politicians can influence judges by virtue of being 
able to design these rules. In their early paper, Landes and Posner (1975) argue that 
since judges can affect the rents collected by politicians, the latter will select institu­
tional features of the judiciary strategically. They then show that politicians may still 
choose the judiciary to be independent, for the fear that a controlled judiciary may 
overrule their policies once a new government comes to power.
Hanssen (2004a) develops this idea further. He argues that when political incum­
bents face strong competition from other contenders with divergent political views, 
they will choose the judges to be independent, in line with Landes and Posner (1975). 
However, if  authorities feel that they are unlikely to be unseated by competition, they 
will choose rules that help them control judges. Empirical analysis relates both cross- 
sectional and over time differences in how states retain judges to variations in political 
competition in these states. The results show that states where the ruling party has a 
low majority in the legislature and has interests that substantially diverge from those 
of the opposition are more likely to switch to the merit plan —  a reappointment rule 
which, the author argues, makes it most difficult to remove judges.
1.3 Concluding remarks
The literature summarized above leaves little doubt that judiciary plays an important 
role among institutions affecting economic development. Summarizing, the following 
four observations emerge.
First, there is a significant link between the quality of the judiciary, and economic 
development. Better court performance is associated, in particular, with more lending
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and investment.
Second, different legal systems grant the judiciary different degrees o f influence 
vis-a-vis legislators and regulators. How much discretion should be given to judges 
depends on the particular issue which is at stake as well as on the incentive struc­
tures in place forjudges, politicians and regulators. An important insight here is that 
the optimal design of judiciary depends on other institutions, such as those control­
ling politicians and bureaucrats. Empirically, cross country comparisons show that 
countries where judges enjoy more freedom have better developed financial markets.
Third, evidence from the US on retention procedures for judges unambiguously 
shows that judges respond to incentives. This casts a very strong doubt on the idealistic 
view that judges are motivated purely by considerations of social welfare.
Fourth, there theoretical findings and some empirical evidence suggesting that politi­
cians actively try to influence law enforcement, whether through retention and promo­
tion, or by designing judicial institutions in ways that benefit their interests. There is 
scope for making this evidence more precise and extending it to other contexts, as well 
as for a deeper theoretical understanding of how different political offices can affect 
law enforcement when given access to a particular instrument of controlling judges.
Most of the research discussed above is rather young. The first empirical papers 
on implications of property right enforcement for economic performance are barely 
ten years old. Interpretation of initial results in these papers as well as early papers 
on organization of courts has been hindered by identification issues. However, recent 
contributions have made progress towards more robust estimation.
As discussed in the first paragraphs of this chapter, this thesis contributes to the 
existing literature on law, institutions and economy in the following ways. Chapter 4 
lends new evidence to the view that law enforcement has a real impact on economy. It 
focuses on the effect of court predictability on decisions of banks and suppliers to lend 
to firms, models it analytically and then estimates it using new data on credit received 
by individual firms and on performance of Russian courts in regions where these firms 
locate.
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Chapter 3 contributes to our understanding of how politicians may influence law 
enforcement through selection of judges. It compares two procedures most often used 
across countries: appointment by the legislature and appointment by the executive 
government. I model theoretically incentives of the legislator on the one hand and 
the executive on the other when each is charge of appointing judges. I collect data 
on decisions of individual judges selected by different methods in Russian commercial 
courts. The study analyzes these data to show that judges selected by the legislator 
tend to favour small firms more than those selected by the executive.
Finally, chapter 2 develops an approach which allows me to characterise perfor­
mance of judges in an objective way that is robust to some of the problems surround­
ing assessment of law enforcement. Since subsequent chapters draw on this approach, 
chapter 2 opens this thesis, followed by the study of judicial selection in chapter 3, and 
the impact of courts on firms’ access to finance in chapter 4.
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Chapter 2 
Judicial policy preferences in Russian 
commercial courts
2.1 Introduction
When the World Bank asked Swedish firms to evaluate their country’s judiciary, sev­
enty percent said it was reliable. In contrast, in Kazakhstan only fifteen percent of 
respondents felt the same way21. Large differences in perceived quality of law en­
forcement are observed around the world, as well as within its regions and within 
individual countries22.
There is a growing body of empirical literature that relates disparities in countries’ 
economic performance to differences in law enforcement and shows that the two are 
strongly linked. These papers have put legal institutions firmly on the agenda of 
economic research.
These studies measure law enforcement using expert ratings or survey opinions. 
Since such measures are often subjective, hypothetical, and unspecific there is concern 
that they proxy for other factors, and that their relationship with economic development 
is spurious.
This chapter addresses the issue of measuring quality of law enforcement in a more 
objective and precise manner. I develop a model of judicial decision making in a two- 
tier hierarchy of courts, based on the premise that lower courts may differ from courts 
of appeal along two dimensions: policy preferences and competence. The model 
shows that relative policy preferences of a lower court can be identified by comparing
21 See The World Bank (2000).
22 For example, a Wall Street Journal index of rule of law for Eastern and Central European countries 
varies from 1 (the worst, in Tajikistan) to 9 (Hungary and Poland) (see Pistor et al (2000)).
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reversal rates of decisions favouring different types of litigants. The residual reversal 
rate then measures the competence of the lower court relative to the court of appeal.
I then use this approach to analyze performance of commercial courts in Russia, 
where the lack of reliability of the legal system is often seen as a major obstacle to 
growth (see, for instance, Krueger (2002)). This investigation is based on a new 
dataset I collected of approximately 5,700 decisions by regional commercial courts 
made between 1995 and 2002. These data were matched with the size of firms in­
volved in disputes, and characteristics of regions where the courts are located.
The main empirical finding is that, relative to appellate courts, Russian regional 
courts display a preference in favour of small firms, both in disputes with government 
branches and large enterprises. This result sheds a new light on the debate about 
whether Russian legal system is controlled by the government and large firms. My 
findings show that if such influences exist, they primarily work through the law on 
books and the top courts, while regional courts are relatively friendly to small enter­
prises.
I also show that the degree of competence of Russian commercial courts varies 
substantially across regions. Relating this variation to regional factors, I find that 
court performance is better in regions with freerer media and is worse in regions with 
oil or gas production. There is scope for making identification of these links more 
precise should more detailed data become available.
This chapter has been inspired by and contributes to research on relationship be­
tween the legal environment and economic performance, much of which was already 
discussed in chapter 1 of this thesis. Keefer and Knack (1995) was one of the first pa­
pers to find a link between institutional features of countries, including the rule of law, 
and economic growth. Focusing on a more specific aspect of economic performance, 
La Porta et al (1997), and Demirguc-Kunt and Maksimovic (1998) show a connection 
between the legal environment and the development of financial markets. All three pa­
pers use a rule of law index, compiled by International Country Risk Guide, a service 
for investors.
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Johnson et al (1999,2002) survey firms in five post-communist countries and find a 
positive relationship between firm-level external finance and investment and firms’ re­
ported confidence in courts. Pistor et al (2000) show a link between legal environment 
and country-level external finance in transition economies. They measure law en­
forcement using the EBRD legal effectiveness rating, and the World Bank firm survey 
responses.
As already mentioned, it can be difficult to draw further implications from these 
results, because they use subjective measures of law enforcement. First, it can be hard 
to disentangle what the ratings and surveys are actually measuring. Survey evidence 
on confidence of firms or experts in legal system can proxy for general trust in the way 
the society is governed, or the innate pessimism of respondents23. The empirical link 
between perceived quality of courts and economic outcomes may then stem from such 
factors rather than law enforcement. Second, interpretation o f obtained regression 
coefficients on law enforcement ratings is not always clear. Third, because ratings 
and survey questions are often very general, they make it hard to identify specific 
mechanisms that underlie the link between courts and economy, and to draw precise 
policy implications.
A number of studies have considered more objective measures of law enforcement. 
Linking courts to trade credit, Johnson et al (2002) asked firms whether they used 
courts to resolve their last dispute. Koford and Miller (1995) ask the same question 
in Bulgaria, Frye and Zhuravskaya (2000) -  in Russia. Lambert-Mogiliansky et al 
(2000) show a link between bankruptcy decisions of Russian courts and the power of 
regional governors. Chemin (2004) finds that firms receive more financing and make 
more relationship-specific investments in Indian states where courts work faster.
Whether such objective measures reflect the true performance of courts depends 
critically on the subset of disputes that reach litigation24. Since selection of disputes
23 The latter is often referred to as ‘kvetch factor’ (see Kaufinann and Wei (1999)).
24 Survey evidence indicates that a large fraction of disputes are settled out of court. Simachev (2003) 
reports that half of Russian firms say they use litigation, while 80% say they use negotiation to resolve 
economic disputes. Across five transition economies, Johnson et al (2002) show that the share of firms 
that had used a court in their last dispute varies between 30% (Romania) and 67% (Ukraine).
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for litigation is endogenous to court quality, without explicit treatment of such selection 
process, it can be difficult to interpret these measures.
In this study, I directly address the issue of selection. I show that relative prefer­
ences of regional court judges can be identified even in presence of endogenous selec­
tion such as that generated by divergent expectations of parties about the outcome of 
the case.
In developing a theory of judicial decisions and their reversal by higher courts, I 
have been inspired by a theoretical paper by Spitzer and Talley (2000) on judicial hier­
archies. I use is a somewhat simpler framework, and introduce endogenous selection 
of disputes into litigation, which is the main contribution of my model in relation to 
theirs. To analyze selection, I build on the idea of Priest and Klein (1984) that two par­
ties litigate when both face enough uncertainty about the outcome of a potential court 
case. I show that the data on Russian commercial disputes is consistent with such 
model of selection.
Empirically, reversal rates have been used as a proxy for quality of judges by Hig­
gins and Rubin (1980) and Posner (2000), in the context of the US courts. However, 
they do not analyze theoretically how reversal rates are determined, and why they can 
serve as a measure of lower court performance25.
Several empirical studies have previously touched upon the attitudes of Russian 
judges. Surveys by Frye and Zhuravskaya (2000), Simachev (2003), and Frye (2004) 
have asked Russian firms about their chances of winning in courts. In all three studies, 
more firms trust the courts to protect them in disputes with other firms than in disputes 
with the government. This chapter presents the evidence on revealed behaviour of 
courts and firms, thus helping make our understanding of the interaction between firms, 
the government and the legal system in Russia more precise.
The chapter is organized as follows: Section 2 develops the analytical approach
25 Higgins and Rubin (1980) ask whether the age and experience of judges have an effect on quality 
of their decisions, and do not find one, using the data on district court judges of the 8th circuit court in 
1974. Posner (2000) compares reversal rates for the circuit courts of appeal to argue that the 9th circuit 
systematically performs worse than the rest.
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for characterising judicial preferences and competence using reversal rates. Section 3 
provides background on Russian commercial courts. The data are described in Section 
4. Section 5 presents empirical analysis. Section 6  concludes.
2.2 Analytical framework
In this section, I develop a model of judicial decision making with two levels of courts: 
lower and appellate. It is based on the premise that lower court judges differ from ap­
pellate ones along two dimensions: policy preferences and competence. The model 
treats the selection of disputes into litigation as endogenous to these judicial charac­
teristics. It assumes that both sides of a dispute face uncertainty about the outcome of 
the potential court case.
There are two results: first, differences in policy preferences of lower and appel­
late court judges can be identified by comparing the reversal rates of the lower court 
decisions in favour of different outcomes. Second, when the two courts have the same 
policy preferences, the rate at which decisions of the lower court are reversed is a de­
creasing function of the lower court’s competence.
2.2.1 Set up
Consider a dispute between a firm and a government agency. The latter believes the 
firm owes it an amount V, and threatens the firm with a court case. Let Y  be the 
true strength of the government’s case against the firm (that is, the impact on welfare 
of letting the government win). I assume that Y  is random with mean Y . Neither 
party observes Y  directly. Instead, the firm and the government receive signals Y  +  (j) 
and y  +  7  respectively, where 4> and 7  are noise with the same symmetric distribution 
around the mean of zero. In response to the government’s threat of litigation, the firm 
makes a take-it-or-leave-it settlement offer. The government decides either to accept 
the settlement or to litigate. Assume that if the parties litigate in the lower court, they 
do not update their priors about Y  after the lower court decision. Let c be each party’s 
total costs of litigation, both in lower and appellate courts. I assume that these costs
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are the same for both parties.
There are two tiers in the court system: the lower court and the appellate court. 
The lower court judge, if called upon to resolve the dispute, also does not observe the 
true case against the firm, but instead receives a signal Y  +  v. Assume that noise v  
has a distribution / ( v) with mean 0. The lower is the variance of noise u, the better 
the judge is at assessing the true circumstances of the case. I will, therefore, say that 
the judge is more competent when the variance of the noise component of his signal is 
lower.
Let d be a decision standard of the lower court judge. It is equal to the minimum 
strength of the case against the firm the judge must observe to decide in favour of the 
government. Thus, he decides in favour of the government if Y  +  v  >  d, and in favour 
of the firm if Y  +  v  <  d. Interpret d as capturing law on books on the one hand, and 
preferences of the lower court judge regarding government intervention with firms on 
the other. The more laissez-faire the law, the more evidence the judge needs to see 
to decide favour of the government. Keeping the law fixed, the judge that has a less 
interventionist stance will require more evidence against the firm in order to uphold 
the government’s claim.
The appellate court judge, if faced with the dispute, observes the true case against 
the firm Y . This assumption embodies the notion that appellate courts are typically 
more competent than lower courts.
Let the decision standard of the appellate court judge be called D. The appellate 
court judge makes a decision in the same way as the lower court: by comparing the 
case against the firm with his decision standard. Since both courts face the same 
set of laws, the difference between their standards captures divergence in their policy 
preferences’, when d — D >  0, the lower court judge favours the government less than 
the appellate court judge, and vice versa.
Define reversal as an instance when the decision of the lower court judge in favour 
of the firm is overruled by the appellate court’s decision in favour of the government, 
or vice versa.
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Here is the timing of the model (also depicted in Appendix 2. A):
1. In response to the government’s threat of litigation, the firm makes a take-it-or- 
leave-it settlement offer. The government decides either to accept the settlement or to 
litigate.
2. If the case is litigated, the lower court judge makes a decision in favour of one 
of the parties.
3. After the lower court decision, the loser threatens the winner with appeal. The 
winner makes a settlement offer, which the loser either accepts or rejects and goes to 
appeal instead.
4. In the latter case, the appellate court judge makes a decision in favour of one of 
the parties.
2.2.2 Analysis
The firm and the government use their respective signals to independently estimate the 
probability that the firm will win the court case. Based on this probability, the firm 
makes a settlement offer to the government to prevent litigation. Its maximum offer 
is its expected loss from litigation. The minimum offer that the government accepts is 
its expected gain from going to court. The settlement talks breakdown and the dispute 
is litigated when the latter is greater than the former26.
Since the same information is available to the parties before and after the lower 
court decision, if a dispute is litigated in the lower court, it will also be subsequently 
litigated in the court of appeals. Therefore, the only decision that matters for the
expected payoffs of the two parties is that of the appellate court. Therefore, expected
loss of the firm is
[1 -  p(Y  < D \Y  +  <t>)]V +  c, (2.1)
whereas expected gain of the government is
[ l - p ( y  < D | y  +  7 ) ] F - c .  (2 .2 )
26 This is based on Priest and Klein (1984).
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Thus, the dispute is litigated when (2.2) >  (2.1), which simplifies to
p (y  < D \ Y  +  <)>)-p(Y < D \ Y  +  7 ) > y .  (2.3)
Since the noise with which each party observes the true case against the firm is sym­
metrically distributed around 0, the probability that (2.3) is satisfied is the same for 
any two disputes with Ys symmetrically located around D.  Thus, the probability of 
litigation for every Y  is distributed symmetrically around D.
If the dispute is litigated, the lower court decision may be reversed at appeal for two 
reasons: either because the lower court judge made an error regarding the true strength 
of the government’s case against the firm, or because he has a policy preference which 
differs from that of the appellate court judge27. The following assumption gives the 
condition under which reversals driven by differences in preferences can be separated 
from reversals driven by errors, using only the information on decisions of the two 
courts.
Assumption 2.1 f {v )  is independent ofY.
It states that the probability distribution of errors of the lower court judge is inde­
pendent of the true strength of the government’s case against the firm.
Proposition 2.1
If the lower courtjudge favours firms in disputes with the government more than the 
appellate court judge (i.e. d >  D), the probability that the decision o f the lower court 
judge is reversed at appeal is higher if  this decision were in favour o f the firm than if it 
were in favour o f the government, i.e. p (Y  >  D \Y  +  v <  d) > p (Y  <  D \Y  +  v >  d), 
and vice versa, as long as the variance o f noise faced by the litigating parties is not 
too large relative to 1/ \D — Y\.
27 This analysis has been inspired by Spitzer and Talley (2000) paper on judicial hierarchies.
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The proof of Proposition 2.1 is in Appendix 2.B. The intuition is the following. 
Let the lower court judge favour firms more than the appellate court judge. When the 
decision of the lower court is in favour of the government, the only reason for it to be 
reversed on appeal is if the lower court judge mistakenly overestimated the case against 
the firm from the observed evidence (this occurs when Y  <  d, but Y  +  v > d). If, 
however, the decision of the lower court is in favour of the firm, it may be reversed for 
one of two reasons, depending on the value of Y : either the lower court judge made 
a mistake in interpreting the evidence and underestimated the true government’s claim 
against the firm (i.e. Y  > d, but Y  +  v <  d) or the appellate court’s policy preferences 
imply that the government’s case is strong enough to let it win, while the lower court’s 
policy preferences do not (i.e. D  < Y  < d and Y  +  u < d). Since the distribution of 
the lower court’s errors is independent of the true strength of the government’s claim 
(assumption 2 .1), the probability of a reversal is greater if the lower court’s decision is 
in favour of the firm.
Thus, empirically differences in policy preferences of the lower and the appellate 
court judges can be identified by comparing reversal rates for decisions in favour of 
firms to those for decisions in favour of the government.
The relative degree of competence of the lower court judge is also reflected in the 
reversal rate of his decisions:
Proposition 2.2
When preferences o f the two courts are the same (d =  D), the probability that the 
lower court decision is reversed is lower for more competent judges, i.e. for those with 
a lower variance o f signal noise v.
To see this note that when the preferences of the two courts are the same, the prob­
ability that a case is reversed is
p [{Y > D ) D ( Y  +  v < D ) \  +  p [(Y <  D)  n  (Y  +  v >  D)].  (2.4)
41
For Y  >  D,  higher variance of the lower court signal leads to a higher probability that 
the lower court will make the wrong decision, p (Y  +  v <  D ). Symmetrically, for 
Y  <  D,  higher variance of v  leads to higher p (Y +  v >  D).  Thus, when d =  D  the 
reversal rate falls as the lower court competence increases.
Empirically, this implies that once we control for differences in preferences of lower 
and appellate court judges, the level of competence of the lower court can be measured 
by the residual reversal rate.
2.2.3 Discussion
In the past, studies have compared decisions made by different judges in attempts to 
understand how characteristics of judges or courts affect judicial policy preferences 
(for example, Eisenberg and Johnson (1991) and Lambert-Mogiliansky et al (2000) 
among others).
The approach I develop here is also based on comparing decisions of two types of 
judges: those of the lower court and those of the court of appeals. Yet, it differs from 
the earlier studies in two important ways.
First, when decisions of different judges (or courts) are compared for different sets 
of cases, it may be difficult to identify differences in policy preferences o f judges from 
differences in unobserved characteristics of cases handled by them. In the approach 
developed here, the lower and appellate court decisions are compared for the same 
case. Therefore, differences in decisions are not due to unobserved case characteris­
tics, as those are the same.
Second, when judicial policy preferences are known to potential litigants, they will 
use this information to decide whether to litigate or to settle a dispute. Therefore, 
characteristics of disputes dealt with by different judges depend on their policy stance. 
This undermines substantially a researcher’s ability to identify relative policy prefer­
ences of judges by comparing their decisions. Appendix 2.C gives an example of how 
such identification can breakdown. In contrast, identification of judicial preferences
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using reversal rates is robust to court cases being endogenously selected28.
The limitation of the present approach is that policy preferences of the lower court 
judge are characterized in relation to those of the appellate court, rather than in rela­
tion to what is socially optimal. Therefore, one should exercise great caution before 
drawing welfare implications from such analysis. Any such conclusions would criti­
cally depend on whether policy preferences of lower courts or those of appellate courts 
were more aligned with social welfare.
2.3 Russian commercial (arbitrazh) courts29
Economic disputes between firms, individual entrepreneurs and the state fall under the 
jurisdiction of Russian arbitrazh courts. These are professional courts organized in a 
three-tier structure: courts of first instance (regional courts), appellate courts (okrug 
courts), and the Supreme Arbitration Court.
Regional courts were created in 1991 in 81 of Russia’s 89 administrative regions. 
They replaced the Soviet system of arbitration tribunals which had dealt with conflicts 
between state-owned enterprises under central planning. Although the old name was 
kept, the new system was set up quite differently from the Soviet one30.
The jurisdiction of each regional arbitrazh court coincides with the administrative 
borders of the region31. The plaintiff is required to file his suit in the arbitrazh court 
of the region where the defendant is officially registered, preventing ‘venue shopping’. 
Each case is heard by a single judge, with the exception of bankruptcy suits and suits 
to invalidate a government sanction. By law, these are heard by at least three judges
28 I only focus on one model of selection, that of divergent expectations. Its main assumption of double­
sided uncertainty seems more appropriate in commercial disputes than that of asymmetric information, 
the main alternative model. Furthermore, the divergent expectation model has an easily testable limiting 
implication: as uncertainty goes to zero, plaintiffs win in 50% of litigated cases. In section 2 .4 ,1 show 
that my data conform closely to this prediction. Studies analyzing commercial disputes in other countries 
also find a similar pattern (for example, Siegelman and Waldfogel (1999)).
29 This section contains the describtion of Russian commercial courts prior to 2003, the period 
relevant to this study. In 2003, Russian government introduced a number of changes to the system.
I do not discuss them here.
30 See, for instance, Hendley (1998).
31 The exceptions are eight regions which do not have an ‘own’ court.
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together.
Litigants unhappy with a decision of the regional court can appeal it to a corre­
sponding okrug court of appeals, o f which there are ten it total32,33. These courts 
were established in 1995. The jurisdiction of each appellate court includes from 7 to 
11 regional arbitrazh courts34. In contrast with regional courts, all cases filed with 
courts of appeal are tried by at least three judges. There are no restrictions on the 
types of cases that can be appealed. Between 1995 and 2002, litigants took roughly 
5% of all regional court decisions to appellate courts35.
Litigants can appeal decisions of okrug courts further to the Supreme Arbitration 
Court of Russia. Yet, it selects and reviews only a small fraction of suits filed with it.
In an effort to isolate arbitrazh courts from the influence of regional and local au­
thorities, arbitrazh court system is officially financed solely from the federal budget. 
Once a judge has been appointed to an arbitrazh court, he has tenure until he retires. 
The salary of a judge cannot be reduced throughout his career. Although initial ap­
pointment procedures for arbitrazh judges differ across regional courts and between 
regional and okrug courts, most of the time the final selection is done by a federal of­
fice from a shortlist of candidates compiled by a committee of judges36. Deciding 
which judges get promoted is the prerogative of the presidential office, again after a 
committee of judges had short-listed the candidates.
2.4 Data
The data set combines three types of data. First, the texts of court decisions were 
obtained from Kodeks, a company supplying legal information. Second, for each case, 
the litigating firms were matched with their size as given by the Gnozis/Alba database
32 An ‘okrug’ is a large geographical division in Russia which includes several regions.
33 Before a decision of a regional court comes into force, a litigant who is unsatisfied with it can also 
request a re-consideration by a three judge panel of the same regional court.
34 The exception is Moscow okrug court which only covers two regional courts.
35 See The Supreme Arbitration Court (2002).
36 Chapter 3 describes selection procedures for arbitrazh judges in greater detail.
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and the Federal Securities Commission37. Third, decisions of each court were matched 
with selected characteristics about the region in which the court operates, taken from 
Russian State Statistical Service (Goskomstat) and other sources.
The sample contains 5,760 decisions of 81 regional arbitrazh courts made between 
1995 to 2002. All of these decisions had been reviewed by an appellate court. They 
account for about 4% of all cases heard by appellate courts in this period.
For each dispute, the following information was coded by reading the text o f the 
decision: the identities of plaintiff and defendant, the nature of the dispute, locations 
of regional and appellate courts, the winner in the regional court, the winner in the 
court of appeals, and several other variables38. A ‘reversal’ was defined as an instance 
when a regional court decision in favour of the plaintiff was overruled by a decision in 
favour of the defendant by the appellate court, and vice versa39.
Table 2.1 shows the number of cases and the average reversal rates over the eight 
year period covered by the sample. For comparison, it also lists the total number of 
cases considered by appellate courts in Russia (‘population’) and the corresponding 
reversal rates for each sample year40. Both the sample, and the population data show 
a downward trend in reversal rates, suggesting that judges are learning over time.
Types of disputes covered by my data are in table 2.2. I group all cases into five 
broad categories: contract (the biggest category), tax, regulation (customs, environ­
mental, antitrust, price controls, licensing, etc.), ownership (mostly privatisation), and 
‘other’ (bailiff actions, bankruptcy, liquidation, damage, etc.). The composition of the 
sample is close to that of the population of disputes litigated in courts o f appeal.
Reversal rates do not differ significantly across types of disputes: only decisions 
in ownership cases have a rate of reversals significantly higher than the sample mean.
37 A more detailed description of Gnozis/Alba data can be found, for example, in Bessonova et al (2003). 
Federal Securities Commission, (FKTsB) is Russian security market regulator. For access to its data see 
http://www.fcsm.ru.
38 These include information on whether the parties were present at appeal, whether they took the re­
gional decision to a three judge panel of the same court prior to appeal, and whether one judge or a three 
judges made the initial regional court decision.
39 Cases in which regional court awarded partial relief were classified as reversed if the appellate court 
substantially changed the award. The number of such partial relief cases is very small.
40 Aggregate statistics is obtained from The Supreme Arbitration Court (2002).
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For four out of five listed categories the fraction of plaintiff victories in the lower court 
is not statistically significantly different from 50%. This coincides with the limiting 
prediction of Priest and Klein (1984) model. This points at the fact that divergent 
expectation process is likely to be driving selection into litigation here41.
Table 2.3 lists participants of these disputes, including government offices of the 
three levels of Russian state hierarchy: federal, regional and local42. Federal govern­
ment category includes all state offices and departments which are a part of or report to 
the executive branch of the federal government in Moscow. These include tax authori­
ties, anti-trust regulators, environmental regulators, etc. Litigants classified as regional 
government are those which are a part of or report to the executive branch of a regional 
government of each of 89 Russia’s regions. These include regional governor’s office, 
regional ministries of finance and economy, regional registration chambers, etc. Sim­
ilarly, the local government category is defined to include all offices of city or village 
authorities.
I divided all firms that participated in disputes into small, medium and large. This 
was done by matching the disputes to enterprise employment data drawn from Gnozis/ 
Alba database, which covers medium and large size enterprises, and financial reports 
for publicly traded companies published by the Federal Securities Commission. I was 
able to match approximately 1/4 of all businesses to employment data, with smaller 
firms not covered by either source. For the rest of the firms, I used their legal classifi­
cation to determine their size category43.
The small firm category includes all companies with less than 150 employees (the 
bottom quartile of employment distribution among litigants that were matched to em­
ployment numbers), as well as all individual entrepreneurs, solo proprietorships, coop­
eratives, farms and full partnerships. Large firms include all publicly traded companies 
except those with less than 250 employees as well as all other firms with more than
41 In appellate court decisions, the fraction of plaintiff wins varies between 0.43 (regulation) and 0.53 
(tax).
42 In cases where more than one litigant is involved on either side of the suit, only the first litigant is 
listed in the table. Such cases account for approximately 1% of the sample.
43 Legal classifications were obtained from texts of court decisions.
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3000 employees (the top quartile of the size distribution). The rest of the firms are 
classified as ‘other’44.
Table 2.4 shows the breakdown of disputes by the pair of litigants involved. Focus­
ing on disputes between firms and government officials, the fraction of firms that win 
against authorities is not far from 50% for most categories, once again consistent with 
selection into litigation being driven by divergent expectations. The unconditional re­
versal rate does not significantly differ from the sample average of 23% for any pair of 
litigants.
Differences emerge once reversal rates are conditioned on the party that won in 
the regional court. Table 2.4 shows that in disputes between small firms and local or 
regional governments, decisions are reversed significantly more often when they are in 
favour of the firm. This is not true for disputes between large firms and government 
agencies.
Table 2.5 summarizes the information on activity of litigants during court cases. 
From the texts of decisions I know whether each litigant (or a representative) attended 
the appellate court hearing. I also know if the party that had lost in regional court 
took the case to the three judge panel of the same court. A look at reversal rates in 
table 2.5 suggests that litigants that lost in the region are more likely to get the decision 
reversed in their favour at appeal when they are more active: attending appellate court 
hearing raises their chances of winning by 7%, and appealing the decision to a three 
judge panel of the same court raises the probability that they win the final appeal by 
8%. Both effects are significant at 1% level.
When reversals are aggregated to court level, they reveal a great degree of varia­
tion across regions: from 4% (Vladimirskaya oblast) to 67% (Evreiskii autonomous 
region). Figure 2.1 shows the fraction of reversed decisions for ten regional arbitrazh 
courts with the lowest (panel a) and the highest (panel b) reversal rates.
To analyze these differences in court performance, the reversal rates were matched
44 Alternative definitions of ‘small’ and ‘large’ have also been tested: this does not significantly affect 
the results.
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with a number of regional characteristics. These are summarized in table 2.6 and 
include the output per capita, the presence of gas and oil production, the proportion 
of higher education graduates and the freedom of media. Output and education data 
are published by Goskomstat. The freedom of media index is compiled by Proekt 
"Obshchestvennaya Ekspertiza" (Public Expertise Project). Information on whether 
the court participated in a 1997-8 experiment with juries was also included45. I also 
introduce a dummy variable which is equal to one when the region is ‘autonomous’. 
These are 25 regions with a high share of ethnic minorities, that enjoy greater political 
independence from the federal government. Economic development of these regions 
has typically been slower than in the rest of Russia.
Figure 2.2 plots regional reversal rates against the freedom of media index, and 
shows a negative relationship between the two. This is in line with suggestions that 
the media disciplines judges46. The relationship appears to be non-linear suggesting 
that regions with low media freedom would benefit the most from increasing it47.
Figure 2.3 compares court performance in regions with natural resource production 
and those without. For all years of the sample except 1995 and 1996, where there are 
few observations, courts located in oil or gas producing regions have higher reversal 
rates than the rest. Averaged over the years, the difference is 6 %, and is significant at 
1% significance level.
Before moving to empirical estimation, I would like to describe how the sample of 
decisions was put together. I used the Kodeks bank of decision texts to construct a 
stratified sample along two dimensions: regions and type of litigants involved. Within 
each region and type of litigant combination, the sample was drawn randomly.
The Kodeks bank contains roughly half of all disputes considered by appellate 
courts since their creation in 1995. These texts had been submitted to Kodeks by 
appellate courts themselves. Therefore, it is possible that cases withheld by appellate
45 This was obtained from documents passed by the Duma, the lower house of the Russian parliament.
46 See, for instance, Cappelletti (1985).
47 Note that the figure presents total reversal rates, i.e. they include reversals due to differences in 
preferences as well as competence of regional and appellate courts.
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courts are more controversial than those submitted to Kodeks. This concern is rein­
forced by comparing the average rate of decision reversal in the population of cases, 
35%, to that in my sample, 23%. The fact that my sample may be skewed towards less 
controversial cases suggests that my empirical results may underestimate differences 
in preferences and competence of the lower and appellate courts.
2.5 Empirical analysis
In this section I first analyze decisions of commercial court judges of regional and ap­
pellate courts for differences in policy preferences between them. Second, after con­
trolling for these differences, I look at potential determinants of relative competence 
of regional courts.
2.5.1 Policy preferences
My econometric analysis is based on panel data regressions of the following form:
N N
P (Rfert ~  I )  =  “1“ +  'y  ^ i j l{ j  y   ^'~{ijlij "I" k r t )• (2 -5 )
Here, Rkrt =  1 when decision k in regional court r in year t is reversed, and zero if 
it is upheld. For a pair of litigants of type i and type j ,  Uj is a dummy variable for 
every pair of party types i and j .  There are N  such pairs in total. Wij =  1 if  type i 
won against type j  in regional court, and zero otherwise. Finally, at is a set o f year 
effects, (3r are regional fixed effects, and Xkrt are other controls. Year effects control 
for aggregate changes in the environment where regional courts operate. Regional 
fixed effects capture factors specific to each region that did not change over the sample 
period, such as geographical location, cultural background and any initial conditions.
If n is significantly non-zero, regional and appellate judges have systematically 
different preferences: a positive fi implies that regional courts favour i more than courts 
of appeal.
Table 2.7 presents the results of fitting equation (2.5) to data on disputes between 
firms and government agencies. The regression in column 1 tests for presence o f a
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pro-firm preference among regional judges in disputes with local, regional and federal 
governments. Here i is a firm, j  is a government office, N  =  3, and the omitted 
category are disputes between firms. The results show that when firms litigate against 
local or regional governments a regional court decision is significantly more likely to 
be reversed if it is in favour of a firm, rather than a government branch.
The method of estimation is conditional (fixed effects) logit. Column 2 reports 
estimation of the same parameters using a linear probability model. The results of 
the two estimations are consistent with each other. The estimates in column 2 imply 
that a decision of a regional court in a case between a local government and a firm is 
14% more likely to be reversed if  it is in favour of the firm. The size of the effect 
in disputes with regional governments is similar. These effects are significant at the 
1% level. These results show that regional courts favour firms more than do courts of 
appeal in disputes with local and regional governments. Conversely, courts of appeal 
favour government agencies more than do regional courts.
In columns 3 and 4 of table 2 .7 ,1 look at whether regional courts favour both small 
and large firms in a similar fashion. From each of the three dispute categories used in 
regressions in columns 1 and 2 , two further subgroups are constructed: first, disputes 
between large firms and government agencies, and, second, disputes between small 
firms and government agencies. Disputes between large firms and small firms are also 
included as a separate category. In cases between large and small enterprises, Wij =  1 
when a small firm wins.
Conditional logit estimation of this model reported in column 3 shows that regional 
courts display a relative preference in favour of firms only when small firms are in­
volved. When large enterprises litigate against authorities, regional courts do not tend 
to side with firms any more than courts of appeals. Moreover, in cases between firms 
of asymmetric size, regional court decisions again reveal a tendency to favour small 
firms.
These results are confirmed by estimating a linear probability model, reported in 
column 4. It shows that in disputes between small firms and local governments, the
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probability that a decision is reversed increases by 26 percentage points if  it is in favour 
of a small firm rather than a local authority. This difference is significant at 1% 
level. In disputes between small firms and regional government offices, the probability 
of a reversal goes up by 16 percentage points for decisions that favour a small firm. 
When small firms litigate against large companies, the probability that a regional court 
decision is reversed increases by 15 percentage points if it is in favour of a small firm. 
There is also a weaker result suggesting pro-small firm preferences of regional courts 
in disputes involving federal governments as well. Again, no tendency to favour large 
firms is found in disputes with authorities, with the exception of weak evidence in 
cases with local governments (significant at 10% level).
Taken together, the results in table 2.7 suggest that there is a significant prefer­
ence in favour of small firms among regional arbitrazh courts relative to courts of ap­
peal. These differences in preferences are revealed both in disputes with government 
branches -  primarily local and regional ones -  and large firms.
Table 2.8 presents robustness tests. The model introduced in columns 3 and 4 
of table 2.7 is now estimated including a set of interactions between region and year 
effects. They allow me to control for over time changes in region-specific variables 
(for example, regional output and development) which may potentially affect reversal 
rates. A set of dummy variables controlling for the type of dispute is also included. 
Finally, regressions include two dummy variables identifying whether the loser and the 
winner of the regional court case were present at appeal.
The results of conditional logit and linear estimations reported in columns 1 and 
2 of table 2.8 confirm my findings so far. A significant tendency of regional courts 
to favour small firms relative to courts of appeal is now found in disputes with all 
three levels of the government. The size of the effect is similar to that reported in the 
previous table. In disputes between small and large firms, a tendency to favour small 
companies is also identified, but it is now significant only at 10% level. Analysis of 
disputes between government offices and large firms reveals no relative preferences in 
favour of large enterprises among regional courts. This confirms that regional courts
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tend to favour small firms only.
Taken as a whole, the results reveal that regional courts side with small firms signif­
icantly more often than courts of appeal. This is true for cases between small firms and 
all three government levels, as well as for cases between small and large firms. Thus, 
for small enterprises, regional courts are less of a problem than courts of appeal48. 
For a given set of laws, regional courts are shown to be relatively less supportive of 
government agencies of all levels than courts of appeal.
Recent surveys of Russian firms have shown that the share of firms that trust the 
court system to uphold their interests against the government is smaller than the share 
of firms who trust that it would do so against another firms (Fiye and Zhuravskaya 
(2000) and Simachev (2003)), also among small enterprises (Frye (2004)). The au­
thors have interpreted their survey findings as evidence of the state’s ‘grabbing hand’ 
in Russian law enforcement49.
The results presented in this study further illuminate such survey evidence. The 
findings here unambiguously show regional courts support small firms more in disputes 
with government than courts of appeal. This implies that if the government’s ‘grabbing 
hand’ is indeed present in Russian law enforcement, it operates mainly through the law 
on books and top level courts rather than regional courts. The findings of this paper 
argue strongly against the view that it is the lower courts that are particularly heavily 
pressured by the government and large firms (see, for instance, Black and Tarassova 
(2003) and Lambert-Mogiliansky et al (2000)).
2.5.2 Court competence and regional characteristics
As discussed in section 2.2, when differences in preferences of lower and appellate
48 Judicial tendency to side with those who they see as disadvantaged has received substantial attention 
in philosophy of law. Two recent papers by economists study evidence of this type of behaviour in 
employment disputes. They show that judges find in favour of workers more often when unemployment 
is high (Ichino et al (2003) and Marinescu (2004)).
49 Koford and Miller (1995), who asked firms in Bulgaria similar questions and then looked at actual 
litigation experiences of firms conclude: "Although our sample is not large enough to verify this, there 
appears to be a gap between the low subjective probability which managers place on being compensated 
through court action and the actual facts."
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court judges are controlled for, the residual probability of a reversal is a decreasing 
function of the relative competence of the regional court. Below I take a brief look at 
the factors that may affect regional court competence, including dispute and regional 
characteristics.
First, I do not find any systematic differences in relative competence of regional 
courts’ decisions across different types of disputes: dummy variables controlling for 
these are jointly insignificant (table 2.8). Other observable differences between cases, 
such as the involvement of more than one defendant, a government branch or a pub­
lic prosecutor also do not affect competence of regional court decisions. Coefficients 
of the year dummies show that over time regional court competence improved signifi­
cantly50.
I turn to the effects of regional factors on court performance in table 2.9. The 
dependent variable is the reversal rate attributed to region-specific dynamic effect. It 
was estimated in a regression reported in column 4 of table 2.8. Results reported in 
column 1 of table 2.9 indicate that courts work better in regions with freerer media. 
A one point increase in the freedom of media index, which varies between 15 and 50, 
reduces the rate at which regional court decisions are reversed by 0 .6  percentage points. 
This effect is significant at 1% level. Inclusion of a dummy variable controlling for 
‘non-autonomous region’ in column 2  makes the effect of freedom of media harder to 
identify, but it is still present at the 10% significance level51.
Both columns 1 and 2 suggest that the quality of regional courts is higher in regions 
where education is better, but the effect is only significant at 10% level. Within the 
same confidence interval, the results indicate that courts in regions with oil or gas 
production face higher reversal rates
Table 2.9 results also show that having a jury in a regional commercial court reduces 
the competence of the court’s decisions. This is consistent with view in legal literature
50 These results are not included in the tables, but are available from the author.
51 Media tends to be less independent in ‘autonomous’ regions (i.e. those with greater political autonomy 
and a high share of ethnic population). These regions also tend to be less developed economically than 
the rest.
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that juries are unlikely to perform better than professional judges in disputes where 
technical knowledge maybe necessary52.
The results in Table 2.9 are exploratory, and should be interpreted with caution. 
I cannot control for all regional factors, some of which maybe affecting both the re­
versal rate, and explanatory variables. Thus, there is scope for making this part of 
investigation more precise should more detailed data be available.
2.6 Concluding remarks
In this chapter, I model the decision making of judges in a two-tier hierarchy of courts. 
I examine the implications of relative differences in policy preferences and competence 
levels of judges on reversal rates of their decisions in presence of endogenous selection 
of disputes into litigation.
The model shows, first, that when the lower court judge favours certain litigants 
more than the appellate court judge, the decisions of the former in favour o f such 
litigants will be reversed more often than decisions against them. Second, when policy 
preferences of the two courts are the same, the reversal rate of the lower court decisions 
falls when the lower court is more competent.
Since reversal rates of judicial decisions are observable, the implications o f this 
model allow me to characterize judicial performance empirically independently o f un­
observed case characteristics and robustly with respect to selection into litigation.
I use this approach to analyze decisions of Russian commercial courts between 
1995 and 2001 using the data I collected for this purpose. I find that, relative to courts 
of appeal, Russian regional courts tend to favour small firms. This pattern is revealed 
both in their disputes with government offices as well as with larger firms. It is highly 
significant and robust to a number of controls as well as to inclusion of region specific 
time effects. The study also explores the effects of regional factors on competence of 
judicial decisions.
52 Here, the negative effect of juries is likely to be underestimated since regions with better performing 
courts were the ones selected for the jury experiment.
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The approach developed in this paper can be used to describe relative preferences 
and competence of lower court judges in other settings. It does not rely on particular 
data or institutional structure, except presence of at least two tiers o f courts. It can be 
particularly useful when studying implications of different institutional arrangements 
on law enforcement, as shown in chapter 3 (which tries to explain some of the variation 
in regional court performance found in this study). At the same time, the approach 
I develop in this study does not allow to draw immediate welfare implications from 
its results. Any conclusions about the effects of observed differences in policy pref­
erences on welfare must rely on additional assumptions about which tier of judicial 
hierarchy is more likely to make decisions that are more socially optimal.
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Appendix 2.A Timing of the model
1 2 a
Out of court settlement.
Out of court settlement,
Appellate court judge 
makes a decision.
The lower court judge 
makes a decision.
In response to the government's 
threat of litigation, the firm 
makes a take-it-or-leave-it 
settlement offer.
The government decides either 
to accept the settlement or to 
litigate.
The looser threatens the winner 
with appeal.
The winner makes a settlement 
offer.
The looser either accepts or 
rejects and goes to appeal.
Time
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Appendix 2.B
Proof of Proposition 2.1
I need to show that the probability of a reversal is higher when the lower court decision 
is in favour of the firm, than when it is in favour of the government
p(Y  >  D \Y  +  v <  d) >  p(Y < D \Y  +  v > d )  (2.6)
given that a) the lower court favours firms more d >  D,  b) the distribution of signal er­
rors of the lower court judge is independent of Y  (assumption 2.1), and c) the variance 
of noise faced by the litigating parties is not too large relative to 1/ \D — Y\.
When the last condition is satisfied, the selection process implies that the distribu­
tion of Y  among disputes which are litigated is symmetric around D  regardless o f the 
distribution of Y  in the population53. Let g(Y)  denote this distribution.
For a given value of Y, p (Y  +  v <  d) =  f{v)dv.
Denote F(d — Y)  =  f {v)dv.
Thus, to prove that p (Y > D\ Y  +  u < d) >  p(Y < D\ Y  +  v >  d), I need to show 
that
J ”  F(d  -  Y) g ( Y) dY  J f ,  [1 -  F(d -  Y) ]g( Y) dY  
I - ocF ( d - Y ) g ( Y ) d Y  / ^ [ l  - F ( d - Y ) \ g ( Y ) d Y  ' ' ’
Inequality (2.7) is satisfied iff
r oo rD  roo
/  F(d — Y) g ( Y) dY  — I g ( Y) dY F(d  — Y ) g ( Y ) d Y +
J D  J —oo J —oo
/ D  rooF(d -  Y ) g ( Y ) d Y f  - {  F(d — Y) g ( Y) dY\ 2 >  0 
-oo J D
Since g{Y)  is symmetric around D, f f oog( Y) dY =  1/2, the inequality above sim-
53_ When the distribution of Y  in the population is itself close to being symmetric around D, i.e. 1 /| D —
Y  | is very large, then proposition 2.1 holds regardless of variances of <j> and 7 .
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plifies to
«D
F(d — Y) g ( Y) dY  — /
'D
1  POO P JJ
- [ J  ( d - Y ) ) d Y - J  F(d -  Y)g(Y)dY}+
/ D rooF(d -  Y ) g ( Y ) d Y  -  /  F(d -  Y) g(Y)dY\  x
-oo J D
/ D  rooF(d -  Y ) g { Y) dY +  F { d -  Y)g(Y)dY]  >  0
■oo J Dand further to
jT ”  F ( d - Y ) g ( Y ) d Y > ±  (2.8)
Since d > D , the symmetry of g(Y)  around D  is a sufficient condition for inequal­
ity (2.8) to be satisfied. QED
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Appendix 2.C
Judicial decisions and selection: Example
This example illustrates how comparison of judicial decisions can lead to incorrect 
inferences about their preferences in presence of selection.
Compare decisions of lower court judges 1 and 2 in cases between firms and gov­
ernment agencies. Assume that all disputes are drawn from the same bell-shaped 
distribution. Let selection of disputes into litigation, and judicial decision making 
process (in the lower court) be described by the model in section 2.2. In addition, as­
sume that Judge 1 is a bigger supporter of government intervention that Judge 2, that 
is d\ < d.2 - Assume that potential litigants cannot choose the judge. They, however, 
know which judge they would face in court, and his decision standard before they de­
cide to litigate. To simplify the analysis, if  the case goes to court, let both judges 
observe Y, the true strength of the government’s case against the firm.
Assume that the researcher, who does not observe d\ and c^, sets out to identify 
relative preferences of the two judges empirically from the data on their decisions. 
His working hypothesis is that if the firms wins more often with Judge 2 than with 
Judge 1 (i.e. p(Y <  ^2) >p(Y  <  d\) for litigated disputes), it must be that Judge 2 is 
more pro-firm and Judge 1 is more pro-government.
In the first thought experiment, suppose all disputes are litigated. This case is 
illustrated in panel a) of figure 2.4. It shows that indeed the frequency of firm wins for 
Judge 1 is smaller than that for Judge 2. Thus, the researcher’s hypothesis works well 
to identify judicial preferences.
In the second thought experiment, we allow for selection, as described in section 
2.2. Now, disputes are litigated only when the firm’s and the government’s expecta­
tions about winning differ enough. This difference falls as Y moves away from the 
judge’s decision standard. Thus, only disputes near respective standards will be lit­
igated. Panel b) of figure 2.4 illustrates this. Now, the frequency of firm wins is 
greater for Judge 1 than for Judge 2, despite the fact that Judge 2 is the one that favours
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firms relatively more. The researcher’s method would now draw incorrect conclusions 
about judicial preferences.
More generally, the difference in frequencies of firm wins in decisions of the two 
judges depends on the locations of each decision standard relative to the mean of Y. 
Since these are unobserved, it is often impossible to correctly identify preferences of a 
judge from the frequency of his decisions in favour of a certain litigant or concept.
60
Chapter 3 
Selection of judges and law enforcement
3.1 Introduction
In the first chapter of this thesis, I discussed a number of studies which demonstrate a 
large variation in property right protection across countries. Many of these also show 
that countries with better law enforcement enjoy better economic performance.
Given the significance of law enforcement for economic development, it is impor­
tant to understand why some court systems are more effective than others. In partic­
ular, does the organization of judiciary affect performance of judges, and, through it, 
economic growth?
This chapter studies the impact of selection procedures for judges on law and pol­
icy enforcement with implications for firms. Different countries entrust judicial ap­
pointments to different political offices, typically either the executive or the legislative 
branches of the government, or the combination of the two54. During the last fifty 
years, several Western countries have introduced substantial changes in the process of 
selection and appointment of judges55. Yet, whether these differences in organization 
of judicial selection affect the process of law enforcement remains an open question.
This chapter offers two main contributions. First, I empirically contrast law en­
forcement by judges appointed by the executive on the one hand and the legislature on 
the other. To do so, I take advantage of a natural experiment in Russian commercial 
courts. There, due to an exogenous constitutional change, the way judges had been 
selected varies both across courts and over time.
Second, I develop a model which contrasts incentives of the legislator to those of the
54 See Skordaki (1991) and Thomas (1997) for cross-country surveys of judicial appointment procedures.
55 In 1990s, proposals for reforms of judicial appointment procedures were also discussed in the UK and 
Australia.
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executive when each is in charge of selecting judges. The model is based on a premise 
that politicians are (at least partly) interested in rents. It classes all firms into those 
that are able to pay rents (‘large firms’) and those that are not (‘small firms’). Judges 
differ in their preferences in favour of small firms. Through their decisions judges can 
affect rents politicians collect from large firms. Therefore, politicians select judges 
strategically.
The differences in incentives faced by the legislator and the executive when select­
ing judges arise because the executive’s decisions are typically subject to a judicial 
review, while the legislator’s are not. The executive who collects rents from large 
firms will not select judges who protect interests of small firms. In contrast, the legis­
lator writes laws for the judges he selects. When laws are incomplete, large firms may 
view litigation a substitute for legislation, and the legislator may find himself compet­
ing against the judiciary for rents56. To dampen this competition, the legislator has 
an incentive to increase the costs of litigation for large firms by selecting judges who 
favour small guys.
The empirical analysis focuses on Russia, where restructuring of the judicial system 
has been named one of the top reform priorities. There, frequent institutional changes 
have given rise to a variation in selection procedures in commercial (arbitrazh) courts. 
Depending on the region and year of appointment, commercial court judges working 
side-by-side today have been selected by three different political bodies: the federal 
legislature, the executive government and regional assemblies.
I matched the method of appointment of individual judges to their decisions made 
between 1995 and 2002. Sizes of firms which participated in each court case were 
obtained from a separate database of enterprise statistics. I analyze whether judges 
appointed by different methods display different policy preferences in their decisions. 
In doing so, I use an identification method based on reversal rates of judicial decisions 
developed in the previous chapter.
56 Shapiro (1995) writes interest groups in the US: "...lobbying of courts by interest groups bent on 
winning in court what they cannot win in the political process ... is the stuff of judicialization."
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My results show that judges appointed by the federal legislature tend to favour small 
firms in disputes with government offices more than judges appointed by the executive. 
This is consistent with predictions of the model. Several alternative hypotheses are 
tested and rejected. The results are robust to a number of controls and to inclusion of 
court fixed effects. The identification method is also robust to endogenous selection 
of disputes into litigation.
This study contributes to, and has been inspired by, a growing body of research on 
design of institutions and their economic impact. As discussed in chapter 1, politi­
cal economy literature shows that specific institutional arrangements are important for 
government performance (see, for example, Persson and Tabellini (2000) and Besley 
and Case (2003)).
Judicial institutions have been analyzed to a much lesser extent. The consequences 
of re-electing judges instead of giving them permanent tenure are modelled by Maskin 
and Tirole (2004) who show that popular elections generate incentives to pander to the 
views of the electorate. Besley and Payne (2003) find empirical support for this in the 
US state courts. They show that more workers file employment discrimination cases 
with courts where judges are re-elected than with courts where judges are reappointed.
The issue of judicial selection received relatively little attention. To my knowl­
edge, there is no theoretical work modelling the consequences of different selection 
procedures. Empirical evidence on such procedures is limited to the US. The early 
work of Canon (1972) and Glick and Emmert (1987) links appointment procedures to 
judicial characteristics using association tables. They find that judges selected by the 
legislature tend to come from a different professional background than elected judges 
and those appointed by the executive. There have been very few attempts to link se­
lection procedures of judges to their performance, and they do not paint a consistent 
picture. Besley and Payne (2003) show that whether judges are initially elected or ap­
pointed by a politician does not matter for the number of employment discrimination 
charges they attract. Ashenfelter et al (1995), analyzing two US courts, do not find 
a relationship between judges’ decisions and the party of the president that appointed
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them. Revesz (1997), however, does find that judges chosen by Republican presidents 
tend to side with industry more often in environmental disputes.
This chapter analyzes judicial selection both empirically and theoretically. My 
model of judicial selection has been influenced by political economy literature already 
mentioned above, as well as by several papers on law and economics. In particular, 
the observation that judges affect politicians’ rents and therefore, politicians have a 
strategic interest in how judiciary is organized was first made by Landes and Posner 
(1975). The concept of incomplete law, which has inspired my view of the roles of 
judges and the legislature vis-a-vis each other, is developed in Xu and Pistor (2002).
This study has also been influenced by the literature linking variation in court per­
formance to the economic and financial development of countries. Countries with 
better judicial institutions have been shown to have better property rights protection 
and more developed financial markets (La Porta et al (1997), La Porta et al (2004), 
and Pistor et al (2000)), a smaller unofficial economy (Johnson et al (1998)), and more 
investment (Johnson et al (2002)). The findings of this study contribute to this lit­
erature by shedding light on possible sources for the observed differences in court 
performance.
The chapter is organized as follows: section 3.2 presents a theoretical model of leg­
islative and executive appointment of judges. Institutional features of Russian com­
mercial courts and the data are described in section 3.3. Section 3.4 lays out the 
empirical model, and section 3.5 presents empirical results. Concluding remarks are 
in section 3.6.
3.2 The model
The model contrasts incentives of the legislator to those of the executive when selecting 
judges. It is based on a premise that both the legislator and the executive collect rents. 
Judges, through their decisions, can affect these rents, and, therefore, politicians select 
judges strategically.
After judicial selection is complete, the executive allocates a resource to potential
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beneficiaries. I divide all policy beneficiaries into two types: those that can pay rents to 
politicians (‘large firms’) and those that cannot (‘small firms’). The legislator writes a 
law which governs allocation of resources by the executive. The judge scrutinizes the 
allocation (made by the executive) for its consistency with the law (stipulated by the 
legislator), with social welfare, and with his own preferences vis-a-vis the beneficiaries 
of the two types.
Since the executive is interested in rents, he allocates the resource to those who 
pay, and receives less rent when the chances of the court striking down his policy are 
higher. The executive shares rent with the legislator to secure a law favourable to the 
executive and to those who pay rent.
The decisions of the judge (selected by either the legislator or the executive) may 
be appealed to a higher court. To keep in line with Russia’s institutions, which are 
the focus of the empirical investigation in section 3 .5 ,1 assume that the appellate court 
judge is appointed by the executive. I draw empirical implications from the model by 
linking the selection of judges to reversal rates of their decisions.
3.2.1 Set up
Let the economy consist of two firms, a small and a large one, and three government 
branches: the executive, the legislator, and the judiciary. The latter has two-tiers: the 
lower court judge and the appellate court judge. The executive selects the appellate 
court judge. Under what I call regime 1 he also selects the lower court judge. Under 
regime 2 the legislator selects the lower court judge instead.
The large firm pays rents to the executive in return for a favourable policy. I assume 
that the small firm cannot pay rents, but can take the executive to court if his policy is 
unfavourable to it.
The executive decides on a policy, which entails allocating a resource of value V  
between the two beneficiaries. Let Y  be the net welfare benefit from allocating the 
resource to the large firm as opposed to the small one. Ex ante, let Y  have a bell­
shaped probability distribution g(Y). For simplicity, I assume that the executive cares
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only about rents. Therefore, he transfers all of V  to the large firm. If the executive is 
taken to court by the small firm, he invests effort e to persuade the lower court judge 
that the allocation of the resource to the large firm is justified on the grounds of social 
welfare.
The legislator writes the law P, which specifies rules for how the executive can 
allocate the resource. This law is characterized by how much it favours allocation to 
the large firm vis-a-vis that to the small one. Assume that the legislator can choose 
between two values of P  =  {0, u}, where v >  0 is more favourable to the large 
enterprise. To secure P  =  v, the executive pays the legislator some of the rent that he 
collects from the large firm. I assume that the legislator, just like the executive, only 
cares about rents, and, therefore always chooses P  =  v in equilibrium.
The two judges are characterized by their preferences vis-a-vis the small firm. Let 
z capture the extent to which the lower court judge favours the small firm. I assume 
that z is drawn from an interval with the lower bound zq.
The lower court judge observes Y  +  e where e is noise distributed independently 
of Y  with mean zero. Let d denote a decision standard of the lower court judge, 
which measures the minimum net welfare benefit from allocating the resource to the 
large firm that the judge must observe to uphold the executive’s allocation. Hence, 
the lower court judge rules in favour of the executive if Y  +  e >  d and in favour of 
the small firm \ f Y  +  e < d .  The decision standard of the judge is affected by three 
factors: the law on the books P, the effort e that the executive invests into persuading 
the judge that it is optimal to allocate V  to the large firm, and the extent of the judge’s 
preferences in favour of the small firm z. For simplicity, let d =  z  — P  — e.
Let Z  capture the preferences of the appellate court judge in favour of the small 
firm, drawn from the same range as z. Let the appellate judge observe Y  directly. 
I assume that the executive cannot successfully invest effort into litigation at appeal. 
Let D  be the appellate judge’s decisions standard, so that the executive wins the appeal 
if Y  > D, while the small firm wins it if Y  <  D.
The appellate court judge reviews the lawfulness of the lower court decision, but
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does not reexamine the facts of the case. Instead, he takes these facts as given by the 
lower court judge. I capture this by letting D  =  (1 — a )Z  +  a (z  — e) — v, where 
a  e  [0 , 1] measures the degree to which preferences of the lower court judge influence 
the appellate judge’s decisions through the fact finding stage.
The dispute between the executive and the small firm does not necessarily go to 
court. After the small firm threatens the executive with litigation, the latter makes an 
out-of-court settlement offer to the former. I assume that the small firm has the bar­
gaining power, and gets the maximum the executive is willing to pay57. The executive 
and the small firm estimate their respective chances of winning litigation based on sig­
nals T and $  of Y  that each of them receives, respectively. Define 7  and 0 as noise 
being drawn from identical distributions / ( 7 ) and f{<f>) independent of Y  and with 
mean zero, and let T =  Y  +  7  and $  =  Y  +  (f>. Assume that each party bases its 
beliefs about Y  only on its own signal.
The dispute goes to the lower court only if the small firm rejects the executive’s 
offer. After the decision of the lower court, the small firm and the executive negotiate 
on whether to take the case to appeal. Assume that they do not update their information 
after the lower court decision. Let c be the total costs of litigating in the lower and 
appellate courts, borne by each party.
The timing of the model is the following:
t  =  0 : The executive (under regime 1) or legislator (under regime 2) selects the 
lower court judge out of a pool of candidates with different 2 . The executive also 
selects the appellate court judge from the same pool.
t  =  1 : The executive allocates V  to the large firm in exchange for a payment de­
termined by Nash bargaining between the executive and the large firm. The legislator 
selects P  — v in exchange for a payment ttl from the executive. The size of tcl is 
determined by Nash bargaining between the executive and the legislator.
t  =  2 : Y  is realized. The small firm threatens the executive with litigation. They 
bargain to decide whether to litigate or to settle out of court. If they settle, the game
57 This assumption is without loss of generality, but it allows to simplify the exposition.
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ends.
t  =  3 : If the case goes to the lower court, the executive invests e into litigation. 
The lower court judge makes a decision in favour of either the executive or the small 
firm.
t — 4 : The loser threatens the winner with appeal. The case is either settled or 
goes to the appellate court. If it is settled, the game ends.
t =  5 : If the case goes to the court of appeals, the appellate judge makes a decision 
which either upholds or reverses that of the lower court.
3.2.2 Analysis
In regime 1 the executive government is in charge of judicial selection. The executive 
chooses the lower court judge and the appellate court judge to maximize the payment 
he receives from the large firm net of expected litigation costs. This amounts to opti­
mizing 2  and Z.
In order to write down the executive’s expected payoff, I first analyze the decision 
of the small firm and the executive to litigate at t  =  2 and t =  4.
At t =  2, after being threatened with litigation, the executive makes a settlement 
offer to the small firm which is equal to his expected loss from litigation. The mini­
mum that the small firm is willing to accept is its expected gain from litigation. The 
two parties estimate their expected loss/gain based on their subjective probabilities of 
winning the law suit, calculated using their respective signals T and The small 
firm rejects the settlement offer if its expected gain from litigation is higher than the 
expected loss of the executive. This occurs when T and <3> lead to predictions which 
substantially differ from each other58. No updating of signals occurs after the lower 
court decision. Thus, if the decision is litigated in the lower court, it will also be liti­
gated in the court of appeals. Therefore, only the probability of winning in the court 
of appeals matters for the parties’ ex-ante payoffs.
Given a signal T, denote the executive’s estimated probability of winning at appeal
58 This is based on divergent expectations model by Priest and Klein (1984).
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as p(Y >  D\T). Thus, at t  =  2 the executive’s out-of-court settlement offer to the 
small firm is
[ l - p ( Y  >  D\T)]V +  c +  e, (3.1)
which the small firm rejects if
P(y  > d \t ) -  P(y  > z?|$) > (3.2)
Since the small firm has the bargaining power in settlement, the executive’s ex­
pected payoff is the same whether the dispute is litigated or not. Therefore, at t  =  0, 
before Y, T, and $  are realized, the executive’s payoff is
-I poo poo
* x  =  i v  /  V ( Y > D \  r ) f (1 )g(Y)d1 d Y  - c - e .  (3.3)
 ^ J—oo J—oo
As one would expect, it is increasing in the probability that the court system will 
support his allocation of the resource to the large firm.
Proposition 3.1
The executive’s expected payoff is monotonically decreasing in the preferences o f  
judges in favour o f smallfirms.
The proof of Proposition 3.1 is in Appendix 3.A. It follows from the fact that the 
expected payoff of the executive falls with the probability that the judiciary overrules 
his allocation of the resource to the large firm. The more the judges favour the small 
firm, the more likely they are to invalidate the executive’s policy. This is true for both 
the appellate and the lower court judges. The preferences of appellate court judge 
affect the final decision directly, while the preferences of the lower court judge affect 
the decision at appeal through the fact finding stage.
Proposition 3.1 implies that when the executive is in charge of appointing judges he 
will choose both the lower and the appellate court judges which favour the small firms 
the least, i.e. those with z =  zq and Z =  zq.
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In regime 2, the legislator is in charge of selecting the lower court judge. The 
legislator chooses 2 to maximize the payment he receives from the executive in return 
for P  =  v, the law that favours the allocation of the executive’s resource to the large 
firm. The maximum that the executive would be willing to pay the legislator is the 
difference between the executive’s payoffs under the two types o f laws, P  =  v and 
P  =  0. Assuming Nash bargaining, the legislator’s payoff is
When the legislator adopts the law in favour of the executive, he increases the prob­
ability that the executive’s allocation to the large firm will be upheld by the court 
system. Both the legislator’s policy P  =  v and the effort the executive invests into lit­
igation e shift the decision standard of the lower court (and subsequently the appellate 
court) in favour of the executive’s chosen policy. Therefore, the two are substitutes in 
the eyes of the executive.
Assumption 3.1 There exists z* > zq such that when P  =  v,
This assumption states that when the judge does not favour small firms too much 
(z < z*), the legislator’s policy v increases the probability o f a judicial decision in 
favour of the executive by a substantial enough amount so that the executive does not 
invest any more effort into litigation. Thus, when z < z*, the legislator’s policy v 
allows the executive to save e, the amount he would have otherwise had to spend to 
influence judicial decision. The more the judge favours the small firm, the more the 
executive needs to spend on persuading the judge to uphold his allocation, and the 
more the executive pays to the legislator to avoid having to do this.
Therefore, the legislator’s payoff increases with judicial preferences in favour of 
small firm, as long as z < z*. This gives rise to the following proposition.
7TL =  ] ^ x { P  =  v ) ~  irX (P  =  0 )]. (3.4)
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Proposition 3.2
When assumption 3.1 holds, the legislator maximizes his payoff by choosing judges 
with z  >  z*.
Proof of Proposition 3.2 is in appendix 3.B.
The driving force behind proposition 3.2 is the substitutability of the roles of the 
legislator and the judiciary in the eyes of the executive when the latter wants to ensure 
enforcement of his policy. The legislator perceives this competition for rents from the 
judge, and strategically appoints a judge who is relatively favourable to the small firm 
to reduce the outside option of the executive.
3.2.3 Testable implications
I now map predictions of this model onto observables. Recall that under both regimes 
1 and 2, the appellate court judge is appointed by the executive. Thus, the model 
predicts that he favours small firms the least, so Z =  z q . Under regime 1, the lower 
court judge is also appointed by the executive, and, therefore, has the same preference 
as the appellate court judge, so z =  Z =  zo.
Under regime 2, the lower court judge is appointed by the legislator and, therefore, 
has z  > z* > z q . Thus, under regime 2, the lower court judge favours small firms 
relative to the appellate court judge.
Although judicial preferences z are not observed directly, differences in policy pref­
erences of the lower and appellate court judges can be identified from the court o f ap­
peals reversals of the lower court decisions. A model developed in chapter 2 o f this 
thesis shows this. In particular, if the lower court judge sympathizes more with small 
firms relative to the appellate court judge, the decisions of the former in favour of small 
firms will be reversed more often than his decisions against them. If, however, there 
are no differences between preferences of the lower and appellate court judges, then 
the reversal probability is independent of who won in the lower court.
Thus, there are three testable implications. First, when a judge is appointed by
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the legislator, the probability that his decision is reversed on appeal is higher if it is 
in favour of a small firms. Second, when a judge is appointed by the executive, the 
probability that his decision is reversed at appeal does not depend on who the decision 
is in favour of. Third, as long as judges selected by different methods have the same 
variance of signal noise e, decisions in favour of small firms by the legislator’s judge 
will be reversed more often than decisions in favour of small firms by the executive’s 
judge. The converse is true for decisions against small firms.
3.2.4 Discussion
In this section I discuss the main assumptions of the model. I begin with those con­
cerning interactions between politicians and courts. The differences in incentives of 
the executive and the legislator arise because I assume that the decisions of the exec­
utive are subject to judicial review, while the decisions of the legislator are not. This 
is indeed the case in most countries. The exception are constitutional courts, which 
typically review legislation for its consistency with the country’s founding principles. 
Therefore, my theory is not relevant for such courts.
In the model, the welfare consequences of the executive’s allocation Y  are realized 
after the legislator passes his law, and laws are (implicitly) assumed to be incomplete. 
In other words, the legislator cannot tell the judge what to do for every Y, giving rise 
to judicial discretion. Therefore, the judge fills in the gaps in laws with his decisions. 
This notion has been implicitly employed in much of the literature on legal systems, 
and is confirmed by several empirical studies discussed in chapter 1, section 1.2 .2  of 
this thesis59.
A critical assumption of the model, not made explicit thus far, is that those who 
pay rents cannot capture judicial selection in the same way as policy decisions. This 
assumption reflects the substantially larger free-rider problems that face firms or lob­
bies who want to capture judicial appointments: judges typically differ along some
59 Shapiro (1995), for example, writes "The <US> government agencies ... sometimes use litigation 
as a vehicle to acquire amendments to their governing laws by judicial statutory interpretation that they 
cannot get out of Congress by requesting formal amendment.”
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broad dimensions (for example, pro-industry vs. pro-government), while policy can 
often be tailored to a particular lobbyist. Further, capital constraints may make the 
‘purchase’ of judicial appointments difficult since the legislator would demand now 
the discounted value of rents he expects to receive in the future.
The assumption that the executive rather than the large firm transfers rents to the 
legislator is for simplicity. Relaxing it does not change the results.
I make two assumptions on the organization of the appeals process. First, the ap­
pellate court does not re-examine the facts of the litigation, but takes them as given 
by the lower court. This is consistent with the mandate of appellate courts in most 
countries. If instead I assumed that decisions of the lower and appellate courts were 
unconnected, the preferences of the lower court judges, if perfectly observed, would 
not have an effect on outcomes, since only final judicial decisions matter. Second, 
I assume that the executive cannot successfully invest effort into litigation at appeal. 
This assumption captures that appellate courts typically have higher professional stan­
dards than lower courts. A weaker assumption that investment at appeal is sufficiently 
less productive than at the lower court is enough for the results to hold.
I also make several simplifying assumptions regarding the preferences of the legis­
lator, executive and judges. Although above I suppose that both political offices only 
care about rents, the results continue to hold if I allow social welfare to enter their util­
ity. For simplicity, the judges in the model are concerned only with social welfare 
(y )  and their own policy preferences. The results remain robust if judges are allowed 
to be partial rent-seekers. This can be easily shown by reinterpreting the executive’s 
investment into litigation as rents for the judge.
Several assumptions are used to derive testable implications. In the data, the ability 
of firms to pay rents is not observable. Empirically, I take size to be an indicator of this 
ability and, in line with it, in the model I assume that only large firms can pay rents (see 
also section 3.3.2). Second, I assume that the executive branch selects the appellate 
court judge. This is what happens in Russia, and assuming it in the model helps me 
draw testable results. The model can be easily generalized to allow the appellate court
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judge to be appointed by the legislator or more than one method.
3.3 Background and data
To identify the differences in behaviour of judges selected by the legislator on the one 
hand and the executive on the other, I take advantage of a natural experiment injudicial 
selection which occurred in Russian commercial courts in 1990s. This section provides 
the background on procedures for selecting judges in these courts, and then describes 
the data.
3.3.1 Institutional background60
Ineffective court system is widely considered a major deterrent to investment and eco­
nomic growth in Russia61. The arbitrazh (commercial) court system, its functions, 
hierarchy and main institutional features have already been described in chapter 2 , 
section 2.3. Here, I focus on procedures for selecting judges for these courts.
Between 1992 and 2002, Russian regional commercial courts experienced three 
different procedures for the final selection and appointment of judges. First, by the 
federal legislature, second, by the federal executive (the president of Russia), and third, 
by regional legislative assemblies62.
Legislature. By constitution, the federal legislature is in charge of writing commer­
cial law that the arbitrazh courts enforce. When regional arbitrazh courts were created 
in 1992, the federal legislature, the Supreme Soviet, was given the powers to select and 
appoint judges in 56 out of 81 of these courts63.
60 This section describes the organization of Russian commercial courts between 1992 and 2002.
In 2003, several changes were introduced into the system. These are beyond the scope of the 
current study.
61 Relative to other transition economies, Russian firms give very low scores to effectiveness, fairness 
and reliability of Russian judiciary (Heilman et al (2000)). A recent survey of businesses named legal 
reform the number two priority in Russia, second only to reduction of corruption in public sector (Biletsky 
et al (2002)).
62 Initial short-listing of applicants is done by ‘qualifying committees’, which consist of other judges. 
This is similar to procedures used in many other countries.
63 That was the first democratically elected legislature of Russia’s post-Soviet period. Inside the Supreme 
Soviet, three committees were put jointly in charge of selection of judges.
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Regional assemblies. Regional assemblies are elected bodies in charge of produc­
ing regional laws. They generally do not legislate in the area of commerce, which 
is the prerogative of the federal legislature. In 1992, regional assemblies were put in 
charge of selecting judges in 25 regional commercial courts, those not covered by the 
federal legislature.
The 25 regions where these courts are located have an official status o f ‘autonomous.’ 
This reflects a greater political autonomy from Moscow that had been granted to them 
because of their high share of ethnic population. The power to appoint arbitrazh court 
judges was one small feature in a package of political privileges these regions enjoyed. 
Comparison of these regions with the rest of Russia shows that they have lower levels 
of economic development and more pro-communist politics (see table 3.6).
Executive. Towards the end of 1993, Russia adopted a new constitution which 
drastically increased the powers of the president vis-a-vis the legislature across a wide 
range of policy issues. The new powers granted included rights to veto legislation, 
dissolve parliament and appoint ministers with minimal parliamentary involvement64. 
One of the powers transferred to the president by the constitution is that of appointing 
judges to all regional and appellate commercial courts. Thus, from 1994 onwards, 
the executive government has been responsible for judicial selection in commercial 
courts65.
These different procedures have led to a situation where judges appointed by two 
different methods work side-by-side in every regional commercial court. In 56 non- 
autonomous regions, each judge is an appointee of either the federal legislature or the 
president. In 25 autonomous regions, each judge had been appointed either by the 
regional assembly or by the president.
3.3.2 Data
My data come from three main sources. First, I put together the data on judicial rulings
64 See, for example, McFall (2002) for a historical analysis of how Russia’s 1993 constitution was cre­
ated.
65 In 1995, an amendment was introduced requiring the judicial candidates to be approved by regional 
assemblies prior to a final presidential selection.
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by coding the texts of commercial court decisions made between 1995 and 2002, as 
described in chapter 2, section 2.4. Second, the disputes were matched with sizes of 
firms that participated in them. The size data are from the Gnozis/Alba database and 
the registry of the Federal Committee for Securities (again as in chapter 2). Third, the 
method of appointment for each judge was obtained from the documents published by 
the Supreme Soviet and the president of Russia.
The disputes used here are a subset of those analyzed in chapter 2: they include 
the 2633 decisions made by 759 regional judges working in 56 out of 81 regional 
commercial courts. The study is limited to these courts because the rest do not supply 
names of judges in texts of decisions66.
All of these decisions were made in the period from 1995 to 2002, and all were 
subsequently reviewed by one of the appellate courts. The sample here constitutes 
1.3% of the population of commercial disputes reviewed by appellate courts between 
1995 and 2002. The data on each dispute contains the names and types o f the parties 
to the suit (firm, government office), the name(s) of regional court judge(s), the type of 
dispute, the decision of the regional court and the subsequent decision of the appellate 
court.
Table 3.1 provides the breakdown of court cases in the sample by the type of dis­
pute. Breach of contract cases dominate with 40% of the sample, followed by tax 
disputes (25%), regulatory disputes (14%), ownership disputes (8%), and other dis­
putes which include enforcement of court decisions by bailiffs, liquidation of firms, 
etc.
For each type of dispute, table 3.1 also presents the mean reversal rate of the lower 
court decision by the court of appeals. With the exception of regulation, reversal rates 
do not significantly differ across dispute categories, staying close to the 19% sample 
average.
Table 3.1 also shows win rates of plaintiffs in lower courts for each category of
66 Withholding of names may be associated with certain characteristics of courts. I will hope to min­
imize contamination of my results by such selection by using of variation in appointment procedures 
within each court.
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dispute. In four out of the five categories, as well as in the sample overall, the average 
probability that the plaintiff wins the case is not significantly different from 50%. This 
matches the predicted plaintiff win rates when selection into litigation is characterized 
by divergent expectations, which I used to model the decision to litigate in section 3.2.
To get the measure of sizes of firms involved in these court cases, I merged liti­
gation data with employment figures from accounting reports of Russian enterprises 
(Gnozis/Alba and FKTsB databases). I also used legal classification of each enter­
prise, available from the texts of court cases and FKTsB database. The resulting size 
measure was rather crude, so I subdivided all litigating firms into three groups: small 
enterprises, large enterprises, and the rest. Small enterprises include individual entre­
preneurs, solo proprietorships, full liability partnerships and all companies with less 
than 150 employees67. Large enterprises include firms with more than 650 employ­
ees68, as well as publicly traded joint stock companies with more than 250 employees. 
Cases involving enterprises that fall between these categories were not used in my es­
timations69.
Table 3.2 shows the composition of all disputes in the sample according to the types 
of litigants involved. There are no significant differences in reversal rates between 
cases involving different litigant pairs.
There are very few disputes between small and large firms, with the bulk of en­
terprise against enterprise cases being between firms of similar size. Therefore, my 
empirical identification of judicial selection effects focuses on law suits involving gov­
ernment offices, whose disputes with small and large enterprises comprise 35% of the 
sample.
As discussed in chapter 2, the Russian government hierarchy consists of three main 
levels: federal, regional and local governments. Among the disputes between a firm
67 These latter firms make up the bottom quartile of employment distribution among litigating firms 
which were matched with employment data from accounting reports.
68 These comprise the upper half of the matched employment distribution.
69 I have experimented with alternative definitions of ‘small’ and ‘large’. The results reported in the 
next section are robust to these alternative classifications. They are also robust to leaving only individual 
entrepreneurs in the ‘small’ category, which helps address a concern that large Russian firms may hide 
behind a small enterprise facade.
77
and a government office, 52% involve an office of the federal government (usually, tax 
authorities, anti-trust authorities, etc.). Regional governments and local governments 
are parties to 2 2 % and 26% of the suits between firms and authorities respectively. 
Regional governments are typically represented by regional ministers of finance and 
the governor’s offices, while local governments -  by their main office (the office of 
the mayor, etc.). All of these are executive offices of the corresponding levels of the 
government70.
Using the name of the regional court judge published in the text of each decision, 
I matched the case data to the political office which had selected the regional judge in 
each case. I gathered this information from documents published by the Supreme So­
viet and the office of the president. Three dummy variables were created correspond­
ing to each method of selection. L =  1 if the regional court judge was appointed by 
the federal legislature, and 0  otherwise; similarly, forjudges selected by the executive 
(X) and by regional assemblies (RA ). Table 3.3 presents the breakdown of reversal 
rates of lower court decisions by the category of appointment and types of litigants 
who participated and who won in the lower court.
3.4 Empirical model
I shall now investigate empirically whether judges appointed by the legislator favour 
small firms relative to judges appointed by the executive. I use the method for identify­
ing policy preferences of judges developed in chapter 2 of this thesis. I take advantage 
of the fact that appellate court judges in Russia are all selected by the executive.
The model in section 3.2 of this chapter suggests that the legislator’s judges are 
more sympathetic towards small firms than the executive’s judges. If  this is the case, 
the model of judicial decision making developed in chapter 2  makes three predictions. 
First, the probability that a decision of a legislator’s judge is reversed will be greater if 
this decision is in favour of a small firm. Second, if selection is the only factor respon­
sible for different preferences of appellate and lower court judges, the probability that
70 Legislative branches do not litigate in commercial courts.
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a decision of a lower court judge appointed by the executive is reversed will be inde­
pendent of who the decision favoured. Third, if the main impact of selection methods 
is on policy preferences rather than on competence of lower court judges, the proba­
bility that a decision of a legislator’s judge in favour of a small firm is reversed will be 
greater than the probability that a decision of an executive’s judge in favour of a small 
firm is reversed. The opposite will be true for a decision in favour of a government 
branch.
Let R =  1 if the decision of a lower court judge is reversed on appeal, and 0 
otherwise; W  — 1 if a small firm won in the lower court, and 0 otherwise; let L 
and X  be dummy variables that capture appointment of the judge by the legislator 
and the executive respectively, and L x W  and X  x W  interaction terms between the 
appointment variable and W; let x be a set of controls, and $  a probability distribution. 
I estimate the following model
p(R  =  1) =  $[<* +  \ {L  x W ) +  £(X  x W ) +  /3L +  Sx]. (3.5)
If the first of the three predictions above holds, then A >  0. If the second prediction 
also holds it further constraints the data to £ =  0. The third one further implies that 
A +  /3 >  £ and (3 <  0. The first two are necessary conditions for establishing that the 
legislator’s appointees favour small firms more than those o f the executive. The third 
one is a sufficient condition, but not a necessary one.
3.5 Empirical results
Table 3.4 contains basic results of estimating the model in (3.5). Robustness checks 
are in table 3.5.
Column 1 in table 3.4 reports the results of estimating (3.5) for disputes between 
small firms and government offices. First, A is positive and significant at 1% level, 
indicating that judges appointed by the legislator have their decisions reversed signifi­
cantly more often if they are in favour of small firms rather than a government agency. 
This implies that lower court judges appointed by the legislator favour small firms
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more than appellate court judges appointed by the executive.
Second, £ is not significantly different from zero, implying that when the lower 
court and the appellate court judge are appointed by the same method, there is no 
difference in their policy preferences. This confirms that divergence in preferences 
between lower and appellate court judges captured by A is caused by selection proce­
dures rather than some other differences between the two tiers o f courts.
Third, \+ {3  is significantly greater than £, and f3 is significantly less than zero. This 
means that the lower court judges appointed by the legislator have their pro-small firm 
decisions reversed more often the lower court judges appointed by the executive, and 
the reverse is true for pro-government decisions. This confirms once more the result 
that judges appointed by the legislator favour small firms more than those selected by 
the executive. It further says that the main impact of selection procedures is on policy 
preferences of judges rather than their competence.
In column 2 , 1 estimate the same model controlling for changes over time using 
year dummies, for the location of the court in a non-autonomous region, and for atten­
dance of appellate court hearing by the litigants. Year dummies help control for over 
time increases in the share of executive’s appointees among the lower court judges. 
Autonomous regions had never experienced legislative appointments. Controlling for 
this helps rule out a possibility that special characteristics of these regions are driving 
comparison between executive’s and legislature’s judges.
The results show that all three findings obtained in the first estimate are robust 
to inclusion of these controls. Column 2m reports marginal effects of explanatory 
variables. When a lower court judge selected by the executive is replaced by that 
selected by the legislature, the probability that his decision in favour of a small firm is 
reversed at appeal increases by 29 percentage points (A +  /? — £ in column 2m). This 
difference in policy preferences of judges selected by the two methods is substantial, 
given the average probability of a reversal in the sample of 19%.
The mix of judges selected by different methods varies by court. Although judicial 
selection procedures changed exogenously and simultaneously for all regions, I am
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concerned that regional characteristics may have affected the composition of judges. 
To check whether such characteristics rather than selection methods are generating my 
results, I introduce dummies controlling for regional fixed effects.
Column 3 and 4 report estimates of conditional logit and linear probability models, 
both with regional fixed effects. These regressions confirm the greater tendency among 
judges selected by the legislator to favour small firms relative to judges selected by 
the executive. This is despite the source of identification having been reduced to the 
differences in reversal rates forjudges appointed by different methods that work within 
the same court. The magnitude of the effect of legislative selection is similar in the 
linear model to that estimated by the probit regression earlier.
A word on control variables. In all regressions, regional as well as year effects 
are highly significant, the latter picking up a strong downward trend in overall reversal 
rates, possibly because lower court judges improve with time. Regression in column 
(2 ) shows that courts located in non-autonomous regions have lower reversal rates. 
Controlling for case categories does not contribute significant explanatory power71.
The results of table 3.4 unambiguously indicate that judges selected by the legis­
lature behave very differently from judges selected by the executive government. In 
disputes between small firms and government offices, the legislator’s judges tend to 
favour small firms more than the judges appointed by the executive. Moreover, this 
difference in preferences is quite large.
3.5.1 Other explanations?
3.5.1.1 Anti-government judges
So far, the results have been based on the subset of disputes between small firms 
and government agencies. Thus, my findings could also be consistent with the hy­
pothesis that the legislator’s judges favour government less than do the executive’s 
judges, regardless of the type of firm that litigates with it. To distinguish between
71 The results of regressions with case category dummies are not reported here, but are available from 
the author.
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these two conjectures about the preferences of legislator’s judges (pro-small firms vs. 
anti-government), I estimate the same regression model as before on disputes between 
large firms and government offices, letting W  — 1 when a large firm wins.
Table 3.5 has the results in columns 2 (conditional logit) and 3 (linear probability). 
For comparison, column 1 repeats the last regression of table 3.4 for small firms. All 
regressions include regional fixed effects.
In the subsample of disputes between large firms and the government, both A and £ 
are not significantly different from zero. This indicates that judges appointed by the 
legislature do not favour large firms any more than judges appointed by the executive. 
Thus, the findings here indeed show that the legislator’s judges are more favourable to 
small firms, rather than against the government in general, compared to the executive’s 
judges.
3.5.1.2 Time of appointment
Although I observe the legislator’s and the executive’s judges at the same time, the 
former had been selected in 1991-1992, while the latter -  in 1993 or after. If the pool 
of judicial candidates changed over time, selection variables used above may proxy for 
such change. In particular, suppose that older Soviet school judges are more oriented 
towards redistribution of resources from have to have-nots. If their share among job 
candidates fell over time and some of this fall coincided with the switch in selection 
procedures, this could generate my results even if  selection procedures did not affect 
judicial preferences.
I take advantage of the history of Russian judicial appointments to identify the 
effect of time from the effect of the method of appointment. Recall, that in 1992-1993 
the legislature appointed judges to 51 of 81 regional courts, while regional assemblies 
appointed judges in remaining 25 regions. If time rather than method of appointment 
is responsible for my findings, judges appointed by regional assemblies will exhibit 
the same preferences as those selected by the legislature.
Unlike the federal legislature, regional assemblies in Russia do not legislate in the
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area of commerce and economics72. The theory developed in this study (section 3.2) 
predicts that when the office in charge of selection does not write laws for the judges, 
the incentives to choose judges that favour small firms disappear. Therefore, if the ob­
served differences between legislative and executive appointees are due to the method 
of appointment, judges appointed by regional assemblies should not favour small firms 
relative to executive’s judges.
Let RA  =  1 if the judge was appointed by a regional assembly. I estimate the 
model in (3.5), modified to include RA  alone and interacted with the indicator of a 
small firm win W. I include regional dummies, restricting my identification to com­
parison of judges that were appointed by different methods but work within the same 
court.
Columns 4 and 5 present the results of a conditional logit and a linear probability 
estimations. The coefficient on the interaction term RA  x W  is not significantly dif­
ferent from zero. The sum of the coefficients on RA  and RA  x W  is not statistically 
different from zero and from £. This indicates that judges appointed by regional as­
semblies in 1992-1993 have policy preferences that do not differ from those of judges 
appointed by the executive from 1993 onwards. Therefore, I confirm that it is not 
the time, but the method of appointment that has the effect on judicial preferences. 
The size of the gap between the preferences of the legislator’s and the executive’s ap­
pointees is similar to that obtained before: decisions in favour of small firms made 
by the legislator’s judges are 21 percentage points more likely to be reversed than de­
cisions made by the executive’s judges73. For further comparison, column 6  reports 
the estimate of this model on disputes between large firms and government agencies. 
Again, I do not find that selection method has any effect there.
72 In rare cases that regional assemblies do pass economic legislation, arbitrazh courts are called upon 
to check its legality relative to the federal law. This has resulted in a number of cases in which laws 
of regional assemblies were disregarded by courts as contradictory to the federal law. This makes the 
relationship between regional assemblies and commercial courts in Russia similar to that between the 
executive office and the courts.
73 Autonomous regions, where regional assemblies appointed judge, are less developed and more ‘pro- 
soviet’ than the rest of Russia (see table 3.6). Thus, it is unlikely that regional characteristics were 
responsible for the less ‘soviet’ judges in these regions compared to the rest in 1992-1993.
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Thus, the effect of selection procedures on judicial preferences is robust to these 
two tests. These results lend further confidence first, to the fact that judges chosen by 
the legislator favour small firms more than do judges appointed by the executive, and 
second to the fact that these differences in policy preferences of judges are indeed the 
result of how these judges were selected, rather than some other coincidental change.
3.6 Concluding remarks
The chapter examines the impact of judicial selection procedures on law enforcement. 
Around the world, the process of selecting judges typically involves either a legislative 
or an executive branch of the government. I develop a model which compares these 
two types of procedures by contrasting incentives of the legislator to those of the ex­
ecutive when appointing judges. It is based on a premise that both political offices 
collect rents from firms. The differences in incentives between the two offices arise 
because the executive’s policy is a subject to judicial review, while the legislator’s is 
not. The model shows that, compared to the executive, the legislator selects judges 
who are more favourable towards litigants that cannot pay rents.
The implications of the model are tested on performance of Russian commercial 
court judges, exploiting variation injudicial appointment procedures across time and 
regions, and using the reversal rate method developed in chapter 2  of this thesis.
Empirical findings show that judges appointed by the legislature favour small firms 
in disputes with government offices more than judges appointed by the executive. 
These results are consistent with the predictions of the theoretical model. They are 
robust to controlling for court fixed effects and to tests of two important alternative 
hypotheses.
The theory and empirical evidence presented here are a step towards understanding 
how institutional arrangements governing the judiciary can shape the process of law 
enforcement. A rare natural experiment in Russia has allowed me to compare the two 
judicial selection methods most commonly used around the world, and to show that 
they can produce very different results.
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At the same time, the example of Russia is highly specific. In particular, the results 
of the model here rely on the assumption that politicians are sufficiently interested in 
rents.
Therefore, one broad implication of this study is that the effect of a society’s judi­
cial institutions depends on institutional arrangements that govern its politicians. This 
suggests that there is scope for further research on how different types of political, 
judicial and regulatory institutions interact and the effects of these interactions on eco­
nomic performance.
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Appendix 3.A
Proof of proposition 3.1
Here I show that the expected payoff of the executive monotonically declines with 2 . 
To do so, I argue that dirx/d z  <  0 V 2 .
Recall that the executive’s expected payoff is
6)
1 f 00 f°°
*X  =  ~V  /  p { Y > D \ T ) } ( 1 )g(Y)d1d Y - c - e ( z ) .  (3.
^  J — o o  J — OO
Denote p =  f ^ p ( Y  > D  | T) f ( ry)g(Y)d/ydY. Differentiating ttx  with respect 
to 2  gives
d-rrx _  d'Kx de(z) dnx  dp
dz  de dz  dp dz
To sign this, first consider the first term of (3.7). Since the executive chooses e opti­
mally, it is zero. Second, the executive’s expected profit is increasing with the proba­
bility that he will win in court, i.e.
d'K x  1
- d f  = 2V > ° (38)
To differentiate expected probability of winning at appeal, expand the latter to
/r —olz—(1—ot)Z+e* + P / ( 7)*r- (3.9)
-oo
Thus,
dp / oo r oo/  f ( T - a z - ( l - a ) Z  +  e,  +  P)f( 'y)g(Y)d'rdY < 0  (3.10)
-o o  J — oo
for all That is, the estimated probability that the executive wins the court case falls 
when the lower court favours the small firm more. Therefore,
d ir -  1 ',°° '*°°1 poo poo
=  ~ o V a  /  f ^ ' - ^ - ( l - a ) Z + e , + P ) f ( y ) g ( Y ) d y d Y  < 0  (3.11)
 ^ J—oo J—OOdz
for all 2 . Similarly, d n x / d Z  <  0. QED.
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Appendix 3.B
Proof of Proposition 3.2
I show here that the legislator maximizes his payoff (the payment received from the 
executive for P  =  v) by selecting the lower court judge with z  >  z*. Recall that the 
legislator’s expected payoff is
*L =  l l * x ( P  =  v ) - * x ( P  =  0)]. (3.12)
Differentiating with respect to z gives
From appendix 3.A we have that 
diTX 1 r0° /‘°°1 p oo poo
d z ~  2 V a J  J  — o l z  — (1 — a )Z  +  e(z) +  P) f { y ) g { Y) d y d Y  <  0 .
(3.14)
Substituting this into (3.13) gives 
dirL 11 poo poo
d z  ~  2 V a {  J_ }_  [ / ( r  -  a z  -  f1 -  a )Z  +  a < z > P ) ) l ( l ) g ( Y ) d l d Y
/ oo poo/ /(r - a z - (  1 -  a ) Z  +  V +  ae(z,  P) ) \ f ( y ) g ( Y) dy dY}
- o o  J — OO
By assumption 3.1, when z <  z*,
=  0 if P  =  v
e { z , P )
> 0 and < v / a  if P  =  0.
By optimality of e(z, P),  dir2x /d e 2 <  0. This implies df ( T — a z  — (1 — a ) Z  +  
ae(z, P ) ) / d y  <  0. Thus,
/ (T  - a z - (  1 -  a ) Z  +  ae{z,  P))  >  f (T  -  a z  -  (1 -  a ) Z  +  v).  (3.15)
Therefore,
(3-K,
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When z >  z*, e(z, P  =  0) =  v / a  +  e(z, P  =  v), and, therefore
dirL
dz
=  0 .
Thus, the legislator’s payoff is maximized when z >  z*. QED.
(3.17)
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Chapter 4 
Courts and firms’ access to credit
4.1 Introduction
Bank lending to private firms in Russia averaged 13% of GDP between 1995 and 2002. 
This is in stark contrast to the rest of the industrialized world: among G7 countries this 
ratio was 8 6 % in the same period. Among Russian medium and large size firms, less 
than half hold bank loans. For those who do, these loans amount to 10% of total assets. 
This is about a third of the proportion reported by firms in G7 economies74. Given 
the role of financial intermediation in promoting investment and economic growth, it 
is important to explain such differences75.
This chapter studies the role of law enforcement in explaining the pattern of credit 
received by firms in Russia. As I had already discussed in this thesis, the poor state 
of Russia’s judiciary is often named one of the top reasons for the country’s economic 
problems76. According to a World Bank survey, only 18% of Russian respondent firms 
believe that commercial court system in Russia is consistent and reliable77.
This chapter links credit received by Russian firms to quality of commercial courts 
in regions where these firms locate. I match data on firm-level credit received by 
approximately 2 0 ,0 0 0  large and medium size enterprises with statistics on performance 
of 81 regional commercial courts for eight consecutive years, from 1995 to 2002.
Less than half of firms in the sample receive bank loans, but almost all the firms
74 See IMF International Financial Statistics, Rajan and Zingales (1995) on external financing in G7 
countries, and Huang et al (2002) on Russia’s bank credit.
75 For links between financial markets and economic growth, see Levine (1997) and Rajan and Zingales 
(1998).
76 See, for instance, Black et al (2000) who argue that lack of ‘decent legal and enforcement infrastruc­
ture’ was largely responsible for the many failures of Russian privatisation. See also Gray and Hendley 
(1997), Kreuger (2002), and Biletsky et al (2002).
77 See World Bank (2000). The number includes firms that reported that courts are ‘frequently’, ‘mostly’ 
and ‘always’ consistent and reliable. The rest of the firms chose ‘sometimes’, ‘seldom’ or ‘never’. These 
results put Russia in the 22nd place among 80 countries surveyed.
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have trade credit. During the sample period, which includes the 1998 financial crisis, 
the share of firms with access to either type of credit declined. At the same time, the 
amount of credit received by enterprises who continue to have access to it increased. 
Behind these aggregate trends lie substantial differences in external financing of firms 
located in different regions of Russia, which, this study argues, can in part be explained 
by different performance of commercial courts in these regions.
I develop an analytical framework to analyze how courts may affect lending deci­
sions. It is based on the premise that, if there is a dispute between a lender and a 
firm, litigation is more costly than an out-of-court settlement. The model then shows 
that lender’s costs of contract enforcement increase when lower courts are less reliable 
predictors of higher courts decisions78. I also show that the rate of appeal of lower 
court decisions rises when the lower court is less reliable. This allows me to use the 
rate of appeal of lower court decisions as a proxy for court reliability in my empirical 
estimations.
My empirical results show that when commercial courts are more reliable, banks 
lend more to firms located in these courts’ jurisdictions. First, I find that improvements 
in reliability of commercial courts increase the number of firms to which banks are 
willing to lend. Second, the amount of bank credit received by firms also rises with 
court reliability. The results also show that the latter effect is significantly smaller 
and potentially less robust than the former. Court performance also influences trade 
credit, but this effect is notably smaller in magnitude and the inference is less robust. 
Improvements in court performance are not found to increase credit received by firms 
from other enterprises with whom they have ownership links.
This evidence in this study lends new support to the view that legal environment 
is important for economic and financial development. As discussed in the literature 
review of chapter 1, among the first studies to show a positive relationship between 
rule of law and countries’ growth rates were Keefer and Knack (1995) and Mauro
78 Subsequently, I call the court system less predictable, when its lower courts are less reliable predictors 
of higher court decisions.
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(1995). Yet, causality between quality of law enforcement and development proved 
notoriously difficult to establish: a positive relationship may be observed, for instance, 
because more advanced economies are able to build more reliable court systems. La 
Porta et al (1997) refine this approach by looking separately at various aspects of law 
on books on the one hand, and quality of law enforcement on the other, and linking 
them to external financing. In their 1998 paper, they show that a relationship exists 
between legal origin, law on books and concentration of ownership. Demirguc-Kunt 
and Maksimovic (1998) also show a positive relationship between the rule of law and 
the use of external financing in different countries.
Pistor et al (2000) focus on external finance in transition economies. Their results 
again point at the existence of a strong link between law and finance: for example, they 
show that improving legal environment from Russia’s level to that of Poland increases 
market capitalization by 20% and private credit by 25%. They find that law enforce­
ment has a larger impact on external finance than law on the books. Turning to trade 
credit in transition countries, survey evidence by Johnson et al (1999) shows that firms 
who have more confidence in courts are more willing to extend credit to customers. 
This effect is weaker for those suppliers that have had a relationship with a customer 
for some time.
As already discussed earlier in this thesis, in cross-country studies, identification of 
the effect of law enforcement is usually hindered by difficulty of controlling for coun­
try characteristics. Sub-national studies help improve identification: Chemin (2004) 
compares the speed of courts across Indian states and shows that in states with faster 
courts firms have more external financing and undertake more specific investment. 
Within five Eastern European countries, Johnson et al (2002) show that firms who re­
port that courts perform better are also more likely to invest, although they are no more 
likely to receive bank financing than other firms.
In this study, both time and cross-regional variation in court quality is utilized. 
Much of the policy and macroeconomic environment is common across Russia’s re­
gions, making it easier to separate the effect of law enforcement from other factors.
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Credibility of the results is improved by using an objective measure of reliability of 
courts. The study also establishes a specific mechanism through which reliability and 
predictability of the court system affects the willingness of banks to extend credit.
The chapter is organized as follows. In section 4 .2 ,1 develop an analytical frame­
work to show how reliability and predictability of the court system affects lending 
decisions. Section 4.3 describes the data. Section 4.4 develops an empirical model 
and reports results of the estimations. Section 4.5 concludes.
4.2 Analytical framework
This section develops a simple model to understand how law enforcement by courts 
may affect lending to firms. It is based on a premise that, if a dispute arises, litigation 
is a more costly option than a settlement. I define the reliability of a (lower level) 
court as the extent to which its decision reduces uncertainty about what is lawful, and 
in particular, what a higher court would consider lawful in the case at hand. I refer to 
a court system as more predictable when the reliability of the lower courts is higher. 
The model shows that the expected contract enforcement costs of lenders fall when 
courts are more reliable.
First, I show that when lower courts are less reliable, lenders are more likely to 
litigate rather than settle their disputes with borrowers. This raises the expected costs 
of contract enforcement for lenders and therefore discourages credit. Lenders who 
face a higher probability of a default on a loan are more affected by reliability of 
courts.
Second, the model demonstrates that lower court reliability leads to a higher proba­
bility that a court’s decision is appealed. This allows me to use the rate of appeals as a 
proxy for otherwise unobserved reliability of the lower court in subsequent empirical 
estimation.
Finally, the developed framework shows which other factors may impact both the 
rate of appeal and bank lending, and how. These findings help interpret the results in 
section 4.4.
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4.2.1 Set up
To help follow the model, Appendix 4.A lays out its timing.
Consider a bank that decides whether to extend a loan of amount L to a firm. For 
simplicity set the bank’s costs of loanable funds to zero.
With some probability d the bank expects the firm to default on the loan. If  default 
occurs, the bank threatens to sue the firm in the lower court, and then in the court of 
appeals, if necessary. Suppose that the bank knows with certainty that it will win in 
the court of appeals.
The firm faces uncertainty and attaches probability 0 to the bank winning the ap­
peal. Although 0 is not observable to the bank, it is known to be uniformly distributed 
on a [0,1] interval79. The firm makes an offer of an out-of-court settlement to the 
bank. Assume a Nash bargaining solution with the bank keeping a  share of surplus 
generated by the settlement. Let s denote the total amount that the bank keeps in case 
of a settlement. Let A denote the probability that out-of-court bargaining between the 
firm and the bank breaks down, and the case goes to the lower court80. Let c be the 
costs of litigating in lower court, borne by each party.
Assume that the lower court makes a decision in favour of the bank with probability 
p. In other words, p captures the frequency with which the lower court correctly 
anticipates the decision of the court of appeal.
After the lower court decision, the party that lost in the lower court threatens the 
other with appeal. The firm updates its expectations and arrives at <E», a posterior 
probability that the bank will win the appeal. The firm and the bank then bargain over 
a settlement to avoid appeal. Let S  denote the amount received by the bank if they 
settle. Again I use the Nash bargaining solution here. If  bargaining breaks down, 
the dispute goes to the court of appeals. Let A denote the probability that the case 
goes to appeal given that it has been litigated in the lower court. Let C  be the costs of
79 If there is no uncertainty about the decision of the appellate court, then all disputes are settled out of 
court when litigation is costly. Here, I assume that the bank does not face any uncertainty for simplicity. 
Relaxing this assumption does not affect the results.
80 The idea of out of court bargaining in presence of uncertainty over potential court decision is due to 
Priest and Klein (1984).
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litigating in appellate court for each side.
4.2.2 Analysis
At time t =  0 the bank decides whether to extend a loan. It has the following expected 
profit function
At t  =  1, the firm defaults on the loan with probability d. If default occurs, the bank 
threatens with litigation. Since litigation is costly, it is efficient to settle out of court. 
The firm makes an offer of a settlement to the bank.
The firm and the bank will settle as long as the minimum settlement that the bank 
asks for does not exceed the maximum expected loss from litigation for the firm
where E (0 \ <p >  1 — 2(c +  C)/L)  =  1 — (c +  C) / L  and E(.) is the expectations 
operator.
If agreement on a settlement is not reached, at t =  2 the bank and the firm litigate 
in the lower court. The latter decides in favour of the bank with probability p.
At t  =  3, the firm updates its estimated probability of the bank winning the appeal 
using new information contained in the lower court’s decision. Using Bayes’ rule, the
81 At t =  1, prior to the lower court decision, the firm (the bank) knowing the value of p and 4> (dis­
tribution of <j) in the bank’s case), can calculate the probability of settlement at t =  3. Thus, the firm’s 
maximum offer of settlement (the bank’s minimum accepted settlement) at t =  1 is somewhat smaller 
(greater) than <j>L+c+C (L—c—C). For simplicity I ignore this secondary effect, which would increase 
the probability of litigation at £ =  1.
n =  (1 - d ) L  +  d[{l -  X)s +  A[(l -  A)S  +  A(L -  C)  -  c]]. (4.1)
L - c - C  <<f>L +  c + C n . (4.2)
This inequality holds with probability
(4.3)
If the settlement occurs, the bank receives
s =  L - C - c  +  c*[(E{(j> | (j) >  1 -  ~^ t CJ )L +  2 (C +  c)], (4.4)
1j
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firm’s posterior estimate of this probability is
if the bank wins in the court of first instance 
$  =  <j . (4.5)
. i  -  ifthe bank looses
The firm updates more, i.e. its posterior $  is further away from </>, when the lower 
court decision contains more information about what will happen at appeal. More 
precisely, $  is further away from </> when p is further away from 1/282. Thus, the 
lower court decisions reduce uncertainty more when \p — 1 /2 1 is higher. To use the 
definition introduced in the beginning of section 4.2, the lower court is a more reliable 
predictor of appellate court’s judgements when \p — 1 / 2 1 is higher83.
The firm and the bank then bargain over a settlement S  to be received by the bank 
if appeal is to be avoided. Settlement occurs as long as
$  >  1 -  2C/L.  (4.6)
The probability of a settlement given that dispute had been litigated in the lower court 
is given by
1 -  A =  p[l -  1)] +  (1 -  p)[l -  ^ ( c  +  Q / l 1)1 (4'?)
where r  =  (1  -  f  ) (1  -  p ) /{ ( l  -  f  ) ( 1  -  2p) +  p} and f  =  (1  -  f  )p /{ ( l  -  
p ) - ( l - ¥ ) ( l - 2 /,)}.
Proposition 4.1
The probability o f appeal to a higher court, k , falls with reliability o f lower court 
decisions, \p — 1 / 2 |.
The proof of proposition 4.1 is in Appendix 4.B. The intuition is the following: 
when the lower court is more reliable, the firm’s estimated probability of the bank win­
ning the appeal increases more (i.e. moves closer to the true value of 1). Consequently,
82 The firm makes no updating at all when p =  1/2.
83 If I assume that lower court’s decisions are more consistent with appellate court’s view than random 
guesses, (p>  1/2), then p captures reliability of lower court decisions.
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the firm offers more to the bank to settle the dispute out of court. This reduces the ex 
ante probability of appeal for any initial value of 0 .
If dispute is settled, the bank receives a settlement
S =  L - C  +  a[{E{$\(f) < 1 - 2  (c +  C)/L,  $  >  1 -  2 C/ L)  -  1 )L +  2 C}. (4.8)
If, on the other hand, the bargaining at t =  3 breaks down, the two parties go on to 
litigate in the court of appeals, which returns a verdict in favour of the bank. Substi­
tuting (4.7) and (4.8) in (4.1), we can express the bank’s profit in terms of exogenous 
variables. This gives rise to the following:
Proposition 4.2
Lender’s expected profits rise fa ll with court reliability, \p — 1/2|.
The proof of Proposition 4.2 is in Appendix 4.C. This proposition contains the 
basic insight into how reliability of court decisions affects lending. When the lower 
court is more reliable, the firm receives more information from its decision about the 
would-be outcome of the case at appeal. When the firm better anticipates the decision 
of the appellate court, it is willing to offer more to the bank in a settlement, and the 
litigation at appeal is less likely. Since litigation is costly, this lowers the expected 
costs of enforcing the loan contract for the lender, and, therefore, makes the lender 
more likely to extend the loan84.
The impact of court reliability on the bank’s costs, and, therefore, lending, is larger 
when the probability of a default is larger. This implies that lenders that have access 
to better selection or monitoring technology will be less influenced by the quality of 
courts in their lending decisions.
Propositions 4.1 and 4.2 provide motivation for the empirical analysis of section 
4.4. In practice \p — 1 /21 is not directly observable. It affects lending by reducing the
84 Note that this framework is agnostic as to whether the court of appeals or the lower court makes a 
fairer decision. Here, less reliable courts are costly because they lead to more inefficient litigation.
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probability of litigation in the appellate court. Therefore, the impact of court relia­
bility on lending decisions can be empirically identified by estimating the relationship 
between loans extended and the probability of appeal.
The framework above also identifies three other factors that affect both the proba­
bility of appeal and the lender’s expected profits85. First, the size of loan L  influences 
the probability of appeal. The sign of the effect of L on A depends on the values of 
other variables (p, c and C).
Second, both the probability of appeal and expected profits of the lender are affected 
by how good the firm is at estimating its chances of winning in court. In the framework 
above, this corresponds to the range of the firm’s prior (f> around the bank’s true chances 
of winning at appeal. Reducing this range increases both the probability of appeal and 
expected profits of lenders.
Finally, the probability of appeal and expected profits are both affected by costs of 
litigation (c and C). The sign of this effect is uncertain, and depends on p.
These influences are further discussed in section 4.4.3, after empirical results are 
presented.
4.3 Background and data
In Russia, between 1995 and 2001, 63% of all cases resolved by regional commercial 
courts were disputes between enterprises, including banks. The vast majority of these 
were breach of contract suits.
As discussed in chapter 2, section 2.3, the system of commercial courts consists of 
three levels: 81 regional courts of first instance, 10 okrug courts of appeal and the 
Supreme Arbitration Court. Litigation fees are set by a federal law, the same for all 
courts of each tier.
When a dispute is initially brought to court, the law requires the plaintiff to file it in 
the court of first instance of the region where the defendant is registered. Therefore, 
if a firm defaults on a loan, the lender will be suing it in the commercial court of
85 Derivations for these three effects are not shown here, but are available from the author.
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the region where the firm is registered. This implies that lending to firms should be 
affected by the quality of the court where these firms are registered, rather than the 
court in the region where the lender is registered.
Table 4.1 provides the descriptive statistics for the main variables used in this study. 
The data on annual activity of each regional commercial court is has been obtained 
from the Supreme Arbitration Court of Russia. The firm level data on credits and loans 
received were taken from the Alba/Gnozis collection of accounting reports of medium 
and large size Russian enterprises. Regional characteristics, used as control variables, 
were taken from annual publications of Goskomstat (the state statistical committee) 
and the Ministry of Finance.
External credit is observed for each of approximately 15,600 medium and large size 
enterprises every year between 1995 and 200286. The sample accounts for approxi­
mately 1% all registered firms in Russia, and about 16% of total employment. Just 
under half of all firms are industrial firms, and about a third are providers of services. 
Construction firms make up 11% of the sample, transport firms -  8 %, and agricultural 
firms -  3%. Outlier firms with credit to assets ratio in the top 1/2% of the distribution 
in any of the years were removed from the sample.
Trade credit is the single most important source of lending received by Russian 
firms: across the eight sampled years, it accounts, on average, for 51% of the stock of 
debt held by them (or 23% of firms’ total assets). As in other countries, it is also the 
most common one: 97% of firms receive at least some trade credit from their suppliers.
In contrast, just 41% of firms report having bank credit. Among firms that do 
receive bank loans, they accounts for 19% of all external debts (or 1 0% of assets), and 
represent the second most important source of credit after that from suppliers.
Between 1995 and 1998, the sample average of bank credit to assets fell, hitting the 
low of 5% in the year of Russia’s banking crisis. It then saw a gradual recovery in 
post-crisis years to 10% in 2002. This pattern is consistent with the aggregate figures 
published by the Central Bank of Russia.
86 This is an unbalanced panel.
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This trend masks two opposing effects: continuous expansion of bank credit by 
firms that have access to it counteracted by a fall in the number of such firms. Evo­
lution of the share of firms with bank credit varies significantly from region to region, 
and some examples are shown in figure 4.1. In some regions, this first fell, and then 
rose again over time. Steady declines were observed, for example, in Chukotsky re­
gion and Dagestan.
The court data covers 81 regional arbitrazh courts over the same period of eight 
years, 1995-2002. The rate of appeals was calculated by dividing the number of 
regional court decisions appealed by the number of all cases completed in the same 
court in the same year87. As shown in table 4.1, the mean rate of appeal in the sample 
is 5%88. Average rates for individual courts vary from 3% (Bashkortostan) to 11% 
(Moscow city).
4.4 Empirical method and results
The econometric analysis is based on a panel data model o f the form
Uirt =  f  (/^(l A rt)  “1“ fix irt "b U{rt ) j (4.9)
where y  is the credit of firm i located in region r  at time t, and Art is the rate of appeals 
in regional commercial court r and time t. Thus, 1 — Art captures reliability of the 
regional court. Other exogenous variables are denoted by xur. If more reliable courts 
have a positive effect on lending, {3 should be positive and significant.
Three issues arise when estimating and interpreting the parameters of this model. 
First, many firms in the sample have no bank credit. Since bank credit cannot be 
negative, the appropriate model for describing its behaviour is yirt =  m ax(0,/3(l — 
Art) +  Sxirt +  Uirt)- Thus, a linear estimation of the relationship between yirt and 
1 — A^ would produce inconsistent coefficients. Therefore, I estimate a non-linear 
tobit model in subsection 4.4.1.
87 An alternative definition, where the number of cases appealed was divided by all cases completed in 
the previous year, was also tested: this does not significantly affect the conclusions.
88 For comparison, in the US, the rate of appeal of district court decisions was 13.5% in 2000. This 
includes all civil cases, not only commercial disputes.
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The second concern is the nature of unobserved elements (Uirt) in equation (4.9). 
When the error term includes firm or region specific characteristics, these are common 
to several observations, and residuals for these observations will be correlated. This 
requires standard errors of estimators to be adjusted accordingly.
Third, if we believe these unobserved characteristics ( n ^ )  to be correlated with the 
law enforcement variable 1 — Art, estimators that ignore this correlation will be incon­
sistent. Unfortunately, non-linear estimation procedures have significant limitations 
in dealing with such omitted variables. In section 4.4.2,1 argue that my results using 
tobit model indicate that a discrete choice model may capture well the main effect of 
law enforcement on credit here. I, therefore, use discrete choice models for robustness 
checks in section 4.4.2.
Throughout this empirical section, I try to be explicit about the assumptions I make 
on Uirt. I start with most innocuous ones in subsection 4.4.1, and then relax them in 
the robustness discussion in 4.4.2.
Finally, subsection 4.4.3 focuses on further interpretation of obtained results. It 
comes back to the issue that the rate of appeals might proxy for variables other than 
reliability of courts, raised earlier in the chapter.
4.4.1 Basic results
Table 4.2 summarizes the results of estimating the effect of reliability of courts on 
credit received by firms using (4.9).
Column 1 looks at bank credit, measured as a fraction of the firm’s total assets. I 
find a highly significant and positive effect of court reliability on bank credit. The 
model is estimated using tobit, with the marginal effects given in columns la  and lb. 
The effect of court reliability on the size of loans to firms that are receiving them 
is positive and significant (column la). So is the effect of court reliability on the 
probability that a firms receives a loan (column lb). The latter is significantly greater 
than the former. This suggests that improvements in law enforcement mostly work 
through broadening access to credit for firms who have not been borrowing before,
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rather than increasing the size of loans to firms that are already borrowing.
In terms of magnitude, a one percentage point reduction in the rate of appeals in­
creases the probability that a firm receives bank credit by 1.2%. This suggests, for 
example, that replacing Chukotsky commercial court (one of the courts with the high­
est appeal rates), with that from Vladimirskaya oblast, should increase the number of 
firms who receive bank credit by about 8%89.
Turning to trade credit, column 2 shows that the coefficient on reliability of law 
enforcement is also positive and significant. However, it is notably smaller than the 
coefficient on bank credit. Since only 4% of observations in the sample report zero 
trade credit, the non-linear effects are likely to be small. Accordingly, a linear model 
is estimated in column 3. Its results are consistent with the tobit model.
Column 4 looks at credit received by enterprises from dependent firms. It is not 
affected by law enforcement. In columns 5 and 6 , 1 test for impact of court reliability 
on trade credit extended by the sampled firms to their customers, and find no effect. 
Since the lender must sue the borrower in the borrower’s region, this is consistent with 
firms extending credit to customers located in other regions.
Altogether, these results make sense: The number of firms receiving bank credit 
increases when regional courts are more reliable. The loan amounts also rise but the 
effect is smaller. This is consistent with contract enforcement costs being largely 
fixed. Credit from suppliers is notably less sensitive to court performance. This is 
consistent with major theories of trade credit, that suggest that suppliers have better 
access to information and monitoring of their clients than banks90. This result also 
agrees with Johnson et al (1999) who show that Eastern European suppliers respond 
more to perceived court quality when the customer is new. Finally, lending from firms 
who are connected to the borrower through ownership links, and, therefore, largely 
protected from the borrower’s default, is not affected by court performance.
89 This is a slight abuse of interpretation, since in a tobit regression the marginal effect is not constant 
with respect to independent variables. In the next section, I show that a linear estimate of the effect of 
court reliability is almost exactly the same in magnitude, and, therefore, the example above is valid.
90 See, for instance, Petersen and Rajan (1997).
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4.4.2 Robustness
The next task is to assess the robustness of these findings. The tobit model assumes 
that the error terms, Uirt are independently normally distributed, and uncorrelated with 
the law enforcement variable. However, because the empirical model does not account 
for all firm and regional factors affecting credit, a more realistic form of the error term 
allows for interdependence across observations i.e.
Uirt ~~ Vr Mi “I” ^itr • (4*10)
Here vr captures a region specific effect common to all firms located in one region 
(for example, physical infrastructure), and Mi captures a firm effect (for instance, man­
agerial ability), under the assumption that both of these stay the same for the sample 
period.
This has two implications. First of all, the true variance-covariance matrix of Uirt 
will now have non-zero off-diagonal elements for observations from the same region 
and for the same firm. Ignoring these will underestimate the standard errors of regres­
sion coefficients. In my data, this effect is aggravated because the law enforcement 
variable is measured at the level of region, and does not vary across observations for 
firms located in the same region for any given year (see Moulton (1990)).
Secondly, if either vr or are correlated with law enforcement, a model that does 
not account for this will produce inconsistent estimates. As discussed in more detail 
below, some of regional factors may be correlated with reliability of court decisions. 
It is less likely that individual firm characteristics have an impact on regional rate of 
appeals at courts. Still, this cannot be ruled out since the sample includes large firms.
If data generating process were linear, the issue of correlation between vr , and 
explanatory variables could have been addressed by taking advantage of panel structure 
of the data and estimating a ‘fixed effects’ regression. In a non-linear framework, in­
troducing regional or firm dummies does not solve the problem. In tobit type models, 
this problem is especially difficult to deal with when the common factors are unob­
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servable91.
My findings so far suggest that the dominant effect of better court performance is 
on the probability of a firm receiving a loan. Focusing on this, I redefine the depen­
dent variable as a binary (discrete choice) indicator which equals to 1 if  the firm has a 
loan, and 0 otherwise. Table 4.3 estimates a logit (column 1) and a linear probability 
(column 2) models using this binary outcome. The results confirm the highly signifi­
cant positive effect of court reliability on bank lending found in the tobit model. The 
marginal effect of reducing the rate of appeal on the probability of receiving a bank 
loan is 1.1%, which is almost the same as that obtained from the tobit model.
Shifting the focus to the probability of getting a loan allows me to tackle the prob­
lem of fixed unobserved effects. Column 2 demonstrates that the estimates remain 
robust when all fixed regional level effects are controlled for by dummies in a linear 
model. To address a further issue of unobserved firm level effects, a firm fixed effects 
model is estimated using conditional logit (column 3) and linear probability (column 
4). The coefficient on court reliability remains positive and significant at 1% level. 
However, the magnitude of the marginal effect reported in the linear regression is now 
0.4%, significantly below the 1.1% obtained earlier.
It so happens that no firms in the sample moved from one region to another: this im­
plies that allowing for firm fixed effects also controls for regional level effects. When 
unobserved effects are given by (4.10), the error term reduces to enr after inclusion of 
firm level dummies. This means that the firm fixed effects model in column 4 provides 
correct estimates of standard errors.
This is no longer the case if instead we posit that unobserved regional factors vary 
over time. Then the error term becomes
l^ irt =  V r t £ i t r -  (4*11)
Now, even when firm fixed effects are controlled for, the residuals of observations for
91 If the factors affecting credit and law enforcement were all observable, a two stage procedure pro­
posed by Smith and Blundell (1986) could be followed to obtain consistent estimates for law enforcement 
coefficients. For more on estimation of tobit models with unobservable effects see Honore and Kyriazidou 
(2000).
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firms located in the same region in the same year are correlated. The standard errors of 
fixed effects coefficients will be understated, aggravated since law enforcement does 
not vary across firms. Furthermore, if elements of vrt are correlated with the law 
enforcement variable, fixed effects estimates may be inconsistent92.
Estimations reported in table 4.4 address these issues. I control for some omitted 
factors whose over time changes may be affecting both court reliability and bank credit.
So far, dynamic regional factors, such as the level of regional development and 
regional government policies, have not been included. Yet, there are no obvious chan­
nels through which such factors could influence court reliability: as discussed in sec­
tion 2.3 of this thesis, regional commercial courts are financed and organized by the 
federal government, who appoints judges taken from the national pool of candidates.
Using the same logic, court quality is likely to be correlated with assistance from 
the federal centre to a particular region. Such assistance may also affect lending to 
firms in its own right. I control for federal support using three measures of government 
subsidies: first, direct subsidies from the federal government to the regional govern­
ment; second, subsidies to individual firms, and third, the amount individual firms owe 
in tax arrears93. In addition, I control for changes in regional infrastructure over time 
by including the fraction of the population with access to telephones. Finally, I in­
clude court case load per judge to control for the possibility that increases in regional 
economic activity raise both bank credit and the number o f law suits, affecting court 
performance. Results in column 1 show that inclusion of these controls does not affect 
the estimated impact of court reliability on access to credit.
I now introduce controls for changes in firm level factors. Current assets proxy 
for the firm’s demand for short term financing. The fraction of finished goods in 
inventory measures the ease with which creditors can liquidate short term assets in 
case of a default. Column 2 shows that the coefficient on court reliability remains 
positive and significant when these controls are included. Both controls are significant
92 Similarly, fixed effects may not lead to consistency if ear and law enforcement are correlated.
93 Subsidies to firms and tax debts may also include those from/due to regional governments.
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and have expected positive signs.
The regression shown in column 3 addresses contemporaneous correlation of resid­
uals potentially caused by omitting time varying regional factors. Standard errors of 
coefficients in column 3 are adjusted for this using a procedure outlined in Rogers 
(1993), and usually referred to as ‘clustering.’ Although the standard error of the esti­
mated impact of court reliability has now risen, the effect is still positive and significant 
at the 5% level.
I now perform the most stringent robustness test by adding region specific time 
trends to control for changes in omitted variables over time. The effect of court relia­
bility can no longer be identified. This is not entirely surprising: inclusion of regional 
time trends reduces the variation from which the effect of law enforcement is identified 
to deviations from the regional trend.
Coming back to the size of bank loans that firms receive, the effect of courts on it 
does not seem to disappear when region specific trends are used. The estimation in 
column 5 uses bank credit to assets ratio as a dependent variable in a linear model. 
In column 6 , the same equation is estimated only for observations where bank credit 
is positive. Despite inclusion of region specific trends, the effect of court reliability 
is positive and significant. However, these estimation must be viewed with caution, 
since bank credit data is, by nature, non-linear.
Finally, table 4.5 revisits the relationship between predictability of the court system 
and credit from sources other than banks, now using a firm fixed effects specification. 
The effect of courts on trade credit received can no longer be identified. The impact 
of court reliability on credit from firms connected through ownership has a negative 
sign. This suggests that as courts’ performance improves, firms switch from internal 
to external sources of funding.
To summarize, the positive effect of court reliability on the proportion of firms 
receiving bank credit is robust to controlling for regional and firm fixed effects. This 
effect remains highly significant also when a number of important regional level and 
firm level controls are included. It is robust to adjustment of the standard errors for
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intra-firm and contemporaneous intra-regional correlation. However, the effect of law 
enforcement on access to bank credit can no longer be identified when region specific 
time trends are included.
4.4.3 The rate of appeals as a proxy for other things94
A remaining concern is that one minus the rate of appeals might proxy for something 
other than reliability of the lower court’s decisions. Section 4.2 showed that court 
reliability \p—1/2| directly affects the rate of appeals A and through it, bank’s profits95. 
However, it is also influenced by three other factors: first, average amount at stake; 
second, the parties’ ability to assess legality of their claim; and third, costs of litigation. 
Since my regressions do not control for these explicitly, I shall now consider how the 
interpretation of my results may be affected by omission of these three variables.
First, the average amount at stake is likely to be positively correlated with the size 
of credit received by firms. This may affect interpretation of estimations with size of 
loan as a dependent variable. From the model in section 4.2, the stake’s impact on 
the rate of appeals is ambiguous. If it is negative, omission of the average amount at 
stake will underestimate the effect of court reliability on size of bank loans, and vice 
versa. Yet, omission of the stake variable should not influence estimations where the 
probability of getting a loan is used as a dependent variable, since there is no obvious 
correlation between such probability and dispute stake. Thus, the interpretation of my 
finding that higher court reliability increases the number of firms that get bank credit 
should not be affected.
Second, when the firm’s ability to anticipate the decisions of appellate court im­
proves (range of <f> shrinks around the true probability of bank winning appeal), this 
reduces the expected bank’s costs of enforcing loan contracts. At the same time, it 
also increases the rate of appeals96. Therefore, omitting the degree of sophistication
94 In this section, I rely on several effects derived from the model in section 4.2 which are not 
shown here explicitly, but are available on request.
95 At extremes, when p =  1/2, A =  1; when p =  1, A =  0; and when p =  0, A =  1.
96 This follows from the framework in section 4.2. As the range of firm’s expectations shrinks around the 
bank’s true chances of winning, the probability that the suit is litigated in the lower court falls. However,
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of litigating parties from regressions biases the coefficient on court performance down­
wards. This implies that my results underestimate the true effect of court performance 
on external finance.
Third, the costs of litigation can be broken down into court fees, and other firm 
specific costs (such as lawyer fees, reputation effects etc.). The former do not vary 
across Russian courts, and their effects are controlled for by year dummies. All fixed 
components of firm specific costs and reputation effects are controlled for by firm 
dummies. Yet, if such costs have a dynamic firm specific component, it is possible 
that the coefficient on 1 — A picks up some of their effect. From section 4.2, costs of 
litigation have an ambiguous effect on the rate of appeals and the expected total costs 
of enforcing repayment by lenders (it depends on p). When the costs move these two 
variables in opposite directions, my empirical findings may understate the impact of 
court consistency on lending. When these two variables change in the same direction 
in response to changes in litigation costs, my results may indeed overstate the effect of 
court performance on external financing.
4.5 Concluding remarks
This chapter examines the link between law enforcement and credit extended to firms. 
Empirical evidence indicates that reliability of commercial court decisions is an im­
portant determinant of lending to firms. I have shown that improvements in court 
performance lead to a rise in the number of firms to which banks issue credit. They 
also tend to increase the size of loans that banks extend. In contrast, the impact of 
court performance on trade credit is much weaker and less robust.
The study focuses on a particular aspect of court performance: the reliability of the 
judicial decisions as predictors of what is lawful. It also identifies a channel through 
which law enforcement effect operates: when law enforcement is more predictable, 
this encourages early settlement between disputing parties, helps avoid costly litiga­
tion and therefore reduces expected costs of contract enforcement for banks and other
the probability that the suit appealed given that it had been litigated in the lower court rises.
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lenders97.
The analysis provides new evidence that the legal environment is important for 
financial and economic development. Furthermore, it shows that the specific ways 
in which courts enforce laws have a substantial impact, even when law on the books 
remains the same. This suggests, that looking at differences in the process of law 
enforcement and not just laws themselves is important for understanding why different 
legal systems are associated with different patterns of economic development.
97 In particular, such a mechanism may help explain existing evidence that countries which spent less 
time adapting laws borrowed from other legal systems to local circumstances have experienced slower 
economic development (see Berkowitz et al (2003)).
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Appendix 4.A Timing of the model
Bank decides whether to 
extend a loan to firm
Firm repays L.
Firm defaults.
Bank threatens litigation. 
Firm and bank bargain.
t=0 t= l
Litigation in 
appellate court 
Bank wins.
Out of court settlement. 
Bank receives s.
Out of court 
settlement. Bank 
receives S.
Litigation in lower court 
Following decision, firm 
updates probability of 
bank winning appeal.
Party that lost at t=2 
threatens with appeal. 
Firm and bank bargain 
over settlement.
->
t=2 t=3 t=4
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Appendix 4.B
Proof of Proposition 4.1
Here I show that the probability that the lower court decision is appealed conditional 
on the dispute being litigated in the lower court A, falls in court reliability, \p — 1 / 2 |.
This is equivalent to showing that dA/ dp  <  0 when p >  1/2, d k / d p  >  0 when 
p <  1 / 2 , and d k / d p  =  0  when p =  1 / 2 .
First, I derive the expression for A. Second, I find the intervals of p for which 
A =  1. Third, when A < 1 , 1 find the sign of dk/dp.
Given the result in (4.7) and that <fr is uniformly distributed on [0,1]
i * /A**
A =  p mm ( 1 _  2^  +  C ^ L , 1) +  (1 -  ^  +  c y L A )  (4.12)
where
and
o n  o n
<F =  (1 -  ^ ) ( l  -  P)/{{  1 -  ^ ) ( i  -  2P) +  P} (4.13)
o n  o n
r  =  (1 -  ^ r ) p / { (  1 -  P) -  (1 -  ^ ) ( 1  -  m -  (4.14)
I solve 0* /{ l — 2(c +  C ) / L } < 1 and <fi**/{l — 2(c +  C ) / L }  <  1 for critical 
values of p which make these inequalities hold. Let p and p denote these critical 
values respectively. They are equal to
p =  1 / 2 +  1 / 2  6
p =  1 / 2 - 1 / 2 S (4.15)
where
2c
iEE2(i-f)4+£)-r (4-16)
Since ^ -  +  ^ < 1 , 0 < 6 < 1 .  Therefore, jo >  1/2 and p <  1/2.
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This gives rise to the following schedule of A : 
Bank won in lower court Bank lost in lower court
A = -
( l -2 C /L ) ( l -p )_________
[p + (1 -  2C/L)(l -  2p)]{l -  2(c + C)/L}
A = 1 1/2
A = 1
A = 1
A = 1
A =
(1 -2 C /L )p
[1 -  p  -  (1 -  2C / L)(l -  2p)] {1 -  2(c + C)/L}
From this we have the following: 
•  When p > p,
<9A 0*
+  P
d0* 1
where
<9p 1 — 2(c +  C) / L  r  dp  l - 2 ( c + C ) / L
d<fi‘ _  (1 -  t ) 2 -  (! -  t )
-  1 . (4.17)
(4.18)
^  { ( l - ¥ ) ( l - 2p ) + p } 2 '
Since 0 <  1 - 2 C / L  <  1, d ^ / d p  <  0 . Thus, and since 0 7 ( 1 - 2 { c +C ) / L}  <  1, 
dA/ dp  <  0.
When p <  p,
<90** 1dA _  0**
dp ~  1 — 2(c +  C) / L +  (!-#>)• dp  1 — 2 (c +  C ) / L
where
<90*
(4.19)
(4.20)
5p {( l - p ) - ( l - ^ ) ( l - 2p)}2.
Since 0 < 1 - 2  C/ L  < l ,d(f)**/dp> 0. Thus, and since 0 * * /{ l-2 (c + C ) /L }  < 
1 , dA/ dp  >  0.
•  When p <  p <  p, which includes 1/2, A =  1 (at its maximum). Thus, dA/ dp  =  0.
Therefore, dA/ dp  =  0 when p <  p <  p, dA/ dp  <  0 when p >  p and dA/ dp  >  0 
when p <  p. Since p >  1/2 and p < 1/2, this implies that A falls in court reliability, 
Ip —1 /2 |. QED.
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Appendix 4.C
Proof of Proposition 4.2
I need to show that the bank’s expected profits increase in court reliability \p — 1 /21. 
This is equivalent to showing that dU/ dp  >  0 when p >  1/2, d l l / d p  <  0 when 
p <  1 / 2 , and dU/ dp  =  0  when p =  1 / 2 .
First, I express the profit given by (4.1) in terms of p, for each the three ranges of 
P- P <  P <  P, P > P and p < p, where p and p have been derived in appendix 4.B. 
Second, I calculate dU/ dp  for each of these.
From (4.1), (4.8), and the schedule of A derived in appendix 4.B, the profit function
is
n = I
where
and
( (1 -  d)L +  d{(l -  A)s +  A[p((l -  A)S +  A(L -  C )) +  (1 -  p){L -  C) -  c}}
when p >  p
(1 -  d)L +  4 ( 1  -  A)s +  A[p{L -  C)  +  (1 -  p)[( 1 -  A)S  +  A(L -  C)\ -  c]}
when p <  p
(1 — d)L +  d[(l — A)s +  A(L — c — C)\ when p <  p < p
(4.21)
S =  L - C  +  a [ { ( 1 (^4>)dxf> -  1 )L +  2C) (4.22)
J<t>*
S =  L - C  +  a [ { [ 1 $ ( 0 ) #  -  1 )L  +  2C\. (4.23)
From this we have the following:
•  When p >  p,
=  d \ { ( l  -  A)[S -  (L -  C)\ -  p ^ [ S  -  (L -  C)] + p (  1 -  A) ^ }  (4.24)
where
9S T l f  - ^ - = a L [ d p  Jcb* dp dp
and
d $ (< f> )  ( p - f t
(4.25)
dp  [ < ^ + ( l - 0 ) ( l - p )]2 
when the bank wins in the lower court (from (4.5)).
>  0 (4.26)
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To sign 311 /d p  : First S > L — C. Second, d k / d p  <  0 when p >  p (see appendix
4.B). Third, d S / d p  >  0 since d${4>)/dp >  0 and d<f>*/dp <  0 when p >  p (see
appendix 4.B). Thus, d l l / dp  >  0.
• When p < p,
—  =  d A { ( l - A ) [ ( L - C ) - S ] - ( l - / > ) ^ - [ 5 - ( L - C ) ] + ( l - p ) ( l - A ) ^ = }  (4.27)
when bank loses in the lower court.
To sign dU/ dp  : First S_> L — C. Second, d k / d p  >  0 when p <  p (see appendix 
4.B). Third, d S / d p  <  0 since d^{4>)/dp <  0 and d(f)**/dp >  0 when p <  p (see 
appendix 4.B). Thus, dU/ dp <  0.
•  When p < p < p ,  from (4.3) and (4.4), A =  1 — 2(C +  c) /L  and s =  L +  (a — 
1 )[C-\-c].  Thus, dU/ dp  =  0.
Therefore, dU/ dp  =  0 when p < p < p ,  dU/ dp  >  0 when p >  p and dU/ dp  <  0 
when p <  p. Since p >  1/2 and p <  1/2, this implies that II rises in court reliability 
Ip — 1/2|- QED.
where
(4.28)
and
d$(4>) _
dp  [0 ( 1  -  p) +  (1  -  0 )p]2
(4.29)
113
Concluding remarks
This thesis studies the relationship between judicial institutions and the economy. The 
empirical analysis is based on new data that I collected for this purpose. The thesis 
makes three contributions.
First, it shows empirically that quality of courts has a significant impact on eco­
nomic development through allocation of credit to firms (chapter 4). Using detailed 
micro level data from Russia and exploiting variation in commercial court performance 
across regions and over time, I find that predictability of the court system increases 
bank lending to firms. The results also indicate that trade credit is not nearly as re­
sponsive to court performance as bank credit. The findings are robust to inclusion 
of firm fixed effects and controls. The focus on predictability, a specific dimension 
of court performance which is measured objectively, lends further confidence to the 
results. The study in chapter 4 also complements existing literature by analytically 
deriving a mechanism through which predictability of courts affects firms.
Second, the thesis demonstrates, both empirically and theoretically, that judicial 
selection procedures have a substantial effect on the way that property and contract 
rights are enforced (chapter 3). Although appointment of judges has been subject to 
recent policy debates in a number of countries, there is almost no rigorous analysis of 
how selection procedures influence law enforcement. Chapter 3 contrasts selection of 
judges by the executive on the one hand and the legislature on the other, the two com­
mon ways of appointing judges around the world. I develop a model which shows 
that these two political offices have incentives to select different types of judges. I 
then empirically contrast law enforcement by judges appointed using these two meth­
ods. The empirical investigation exploits changes in Russian laws in 1990s that led to 
variation in how commercial court judges had been appointed. My findings, based on 
decisions of individual judges appointed by different methods, show that the legisla­
tor selects judges who protect small firms against government intervention more than 
judges selected by the executive.
Third, the thesis models judicial decision making by judges in a two-tier hierarchy
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of courts (chapter 2). The model gives rise to an empirical approach for characterising 
performance of judges using reversal rates of their decisions on appeal. This approach 
addresses several problems endemic in empirical assessment of law enforcement and 
its economic implications. It is independent of case characteristics and robust to en­
dogenous selection into litigation.
Overall, the analysis presented in this thesis reinforces the growing view that legal 
environment is important for economic prosperity. In doing so, it emphacises the 
role of the judiciary vis-a-vis law on books. By focusing on one country, I show that 
organization and performance of courts have real effects on markets even when law on 
books remains the same. The thesis also makes a step towards further understanding 
of specific channels through which the court system influences the economy.
While focusing research on within country variations in law enforcement has its 
advantages, the example of Russia is very specific, and care must be taken before gen­
eralizing implications of empirical research presented in this thesis. Further research 
into experience of other individual countries would provide new insights and help bet­
ter understand existing evidence from cross country comparisons.
This thesis has focused on very specific dimensions of judicial institutions and court 
performance. Many organizational features of judiciary (for example, judicial tenure, 
mandate, promotions, etc.) and aspects of performance (for instance, fairness, speed) 
have not been touched upon here. There is much scope for further research, focusing 
on precise aspects of court performance and mechanisms through which they affect 
particular economic decisions.
Interactions between judicial and political institutions have not yet been explored, 
although have been hinted at in some of the literature. These are important in analyz­
ing the roles of political offices in appointing and rewarding judges, the processes crit­
ical in striking the right balance between independence and accountability of judiciary. 
Finally, research on rules governing the judiciary can benefit from and contribute to the 
insights from the literature on organization of public sector and incentives for public 
servants in general.
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Table 2.1 Volume of commercial court cases and reversal rates over time in Russia, 
_________________________________ 1995 -  2002___________________________T» ,o ample 1 opulation
Year N
Fraction of these Considered by Fraction of these
reversed appellate courts reversed
1995 29 0.31 1,224 0.40
1996 46 0.41 12,084 0.40
1997 191 0.37 16,741 0.37
1998 644 0.23 20,274 0.36
1999 1,439 0 .2 2 27,718 0.35
2 0 0 0 1,576 0.25 35,732 0.34
2 0 0 1 1,458 0 .2 1 47,028 0.32
2 0 0 2 366 0.09 n/a n/a
Total 5,760 0.23 160,801 0.35
Notes: 2002 data is for January-August only.
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Table 2.2 Composition of cases and reversal rates by nature of dispute
Case type N
Share of total 
sample
Fraction of decisions 
reversed on appeal SE
Fraction of 
plaintiff wins SE
Contract 2,182 0.38 0.23 0 .0 1 0.53 0 .0 1
Tax 1,362 0.24 0 .2 2 0 .0 1 0.53 0 .0 1
Regulation 801 0.14 0 .2 1 0 .0 1 0.44 0 .0 2
Ownership 757 0.13 0.26 0 .0 2 0.51 0 .0 2
Other 655 0 .1 1 0 .2 0 0 .0 2 0.47 0 .0 2
Total 5,760 1 0.23 0 .0 1 0.51 0 .0 1
Notes: Cases where the plaintiff was awarded 'partial relief are not included in calculating plaintiff wins. There are 
374 such cases.
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Table 2.3 Participants of commercial disputes
Number of cases Average number 
of employees*
Government
Local 1,267
Regional 1,141
Federal 2,055
Firms
by size
Small 1,429 71
Large 2,054 6,289
Other 3,349 337
by type
Individual entrepreneurs 864
Solo proprietorships, co-operatives, farms and full partnerships 289
Limited liability partnerships 1,702 746
Privately held companies 921 1,108
Publicly traded companies 1,952 5,144
Other types 1,104 1,643
* For those firms where data were available.
Notes: 'Other types' includes non-profit organizations, wholly government owned enterprises, consumer and producer 
associations and enterprises for which no legal classification was available.
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Table 2.4 Dispute outcomes by party pair
| Fraction o f regional decisions in favour of: 1 Fraction o f regional decisions reversed
| when initial decision was favour of:
j small firm__________ large firm j unconditional small firm government office large firm
Small firm v 
Local government
|
158 | 0.44 0.20 0.37 0.06
Regional government 1 2 1 ! 0.41 - 0.3! 0.40 0.24 -
Federal government 576 0.53 - 0.23 0.25 0.20 -
Large firm 121 1 0.39 0.61 j 0.21 0.30 - 0.16
Large firm  v 
Local government
j
234 I 0.54 0.27 0.22 0.31
Regional government 185 | - 0.49 | 0.27 - 0.25 0.29
Federal government 459 j1 - 0.60 ° ' 19 - 0.20 0.18
Other firms v government office* 
Two firms of similar size
1,697 | 
1,540 |
0.50 °-23
021
0.21 0.27
Two government offices 381 1 - - ! 0.22 - - -
* Entries in 'large firm' column for this category should be read as 'other firm'.
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Table 2.5 Litigant activity and reversal rates
N Fraction of decisions reversed
Initial loser
present at appeal 2,948 0.26
absent 2,807 0.19
Initial winner
present at appeal 2,926 0.23
absent 2,830 0 .2 2
Initial loser appeals to regional court panel
yes 3,721 0.25
no 2,039 0.17
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Table 2.6 Characteristics of regions of 81 commercial courts
Mean Sid. D ev. N Min Max
Output per capita, 7,504 4,795 648 1,526 45,899
1995 roubles (1994-2000)
Oil and gas production (1994-2000) 0.43 0.50 648 0 1
Higher education graduates, 4.3 2.3 81 1 16.1
per 1000 people (1992)
Freedom of media (2000) 34.2 8 .2 81 14.6 50.2
Jury experiment 0.17 0.38 648 0 1
Autonomous region 0.32 0.47 81 0 1
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Table 2.7 Policy preferences of Russian commercial court judges: 1995-2002
Dependent variable: Probability of reversal
(1) (2) (3) (4)
Conditional Linear Conditional Linear
logit prob logit prob
Firm won against: Small firm won against:
Local gov 0.80** 0.14** Local government 2.09** 0.26**
(0.16) (0.03) (0.54) (0.06)
Regional gov 0.74** 0.14** Regional government 0.80+ 0.16*
(0.17) (0.03) (0.43) (0.07)
Federal gov 0.06 0.01 Federal government 0.37+ 0.06+
(0.13) (0 .02) (0 .21) (0.03)
Large firm 0.92** 0.15*
(0.48) (0.07)
Large firm won against:
Local government 0.47 0.09+ '
(0.31) (0.05)
Regional government 0.33 0.06 :
(0.35) (0.06)
Federal government -0.01 -0.00
(0.26) (0.04)
Party pair dummies: Party pair dummies:
Firm v local gov -0.18 -0.03 Small firm v local gov -1.45** -0.14**
(0.13) (0 .02 ) (0.47) (0.04)
Firm v regional gov 0.03 0.00 Small firm v regional gov 0.17 0.03
(0.14) (0 .02) (0.30) (0.05)
Firm v federal gov -0.00 -0.00 Small firm v federal gov 0.00 -0.00
(0 .11) (0 .02) (0.17) (0.03)
Small firm v large firm -0.42 -0.06
(0.34) (0.05)
Large firm v local gov 0.21 0.03
(0.25) (0.04)
Large firm v regional gov 0.27 0.04
(0.25) (0.04)
Large firm v federal gov -0.05 -0.00
(0 .21) (0.03)
Year effects Y Y Y Y
Region fixed effects Y Y Y Y
N 5,674 5,675 3,784 3,789
R2 0.02 0.02 0.03 0.03 •
Notes: Standard errors in parentheses; + significant at 10%, * significant at 5%; ** significant at 1%. 
Pseudo R 2 for logit, adjusted R 2 for linear regression.
Omitted category of dispute is firm vs. firm (1) and (2), and firm vs. firm of similar size (3) and (4).
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Table 2.8 Policy preferences of Russian commercial court judges: Robustness
Dependent variable: Probability of reversal
(1) (2 )
Conditional logit Linear prob
Small firm won against: Local government 1.92** 0.24**
(0.55) (0.07)
Regional government 0.83+ 0.17*
(0.46) (0.08)
Federal government 0.46* 0.08*
(0 .2 2 ) (0.04)
Large firm 0 .8 8 + 0.15+
(0.50) (0.08)
Large firm won against: Local government 0.36 0.07
(0.34) (0.05)
Regional government 0.34 0.06
(0.37) (0.06)
Federal government 0.13 0.03
(0.28) (0.04)
Party pair dummies: Small firm v local gov -1.38** -0.14**
(0.48) (0.05)
Small firm v regional gov 0.13 0 .0 2
(0.32) (0.05)
Small firm v federal gov 0.03 0 .0 0
(0.24) (0.04)
Small firm v large firm -0.32 -0.04
(0.36) (0.05)
Large firm v local gov 0.18 0.07
(0.27) (0.05)
Large firm v regional gov 0.17 0.03
(0.27) (0.04)
Large firm v federal gov -0.13 -0 .0 2
(0.25) (0.04)
Looser present at appeal 0.46** 0.07**
(0 .10) (0 .0 2 )
Winner present at appeal -0 .0 2 -0 .0 0
(0 .10) (0 .0 2 )
Dispute type dummies Y Y
Region*year effect Y Y
N 3,210 3,782
R2 0.03 0 .0 2
Notes: Standard errors in parentheses; + significant at 10%, * significant at 5%; ** significant at 1%. 
Pseudo R 2 for logit, adjusted R2 for linear regression.
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Table 2.9 Regional determinants of court performance
Dependent variable: Probability of a reversal, region*year effect
(1) (2 )
OLS
Output per capita -0 .0 0 -0 .0 0
(0 .0 0 ) (0 .0 0 )
Oil or gas production 0.05+ 0.05+
(0.03) (0.03)
Education -0 .0 0 0 2 + -0 .0 0 0 2 +
(0 .0 0 0 0 ) (0 .0 0 0 0 )
Freedom of media -0.006** -0.005+
(0 .0 0 2 ) (0.003)
Jury 0.05* 0.05+
(0 .0 2 ) (0.03)
Non-autonomous -0.05
(0.05)
Year effects Y Y
N 2,360 2,360
Adjusted R2 0.16 0.16
Notes: Standard errors in parentheses; + significant at 10%, * significant at 5%; 
** significant at 1%.
Standard errors adjusted for intra-region correlation of residuals.
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Table 3.1 Breakdown of cases by dispute type
Decision reversal at appeal Plaintiff win rate
Case type N (l=reversed, 0 =upheld) (l=plaintiff won, 0 =defendant won)
Mean SE Mean SE
Contract 1,084 0.19 (0 .0 1 ) 0.52 (0 .0 2 )
Tax 673 0 .2 0 (0 .0 2 ) 0.51 (0 .0 2 )
Regulation 365 0.15 (0 .0 2 ) 0.39 (0.03)
Ownership 2 1 2 0 .2 2 (0.03) 0.50 (0.03)
Other 299 0.17 (0 .0 2 ) 0.45 (0.03)
Total 2,633 0.19 (0 .0 1 ) 0.49 (0 .0 1 )
133
Table 3.2 Breakdown of cases by type of litigant
Decision reversal by appellate court (R )
N (l=reversed, 0 =upheld)
Mean SE
All enterprises 1,825 0 .2 0 (0 .0 1 )
Enterprise vs. government Small enterprises 507 0.19 (0 .0 2 )
Large enterprises 426 0 .2 0 (0 .0 2 )
^  . . Small vs. large 64 0.17 (0.05)Enterprise vs. enterprise .
Similar size enterprises 744 0.16 (0 .0 1 )
Total 2,633 0.19 (0 .0 1 )
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Table 3.3 Judicial selection and reversal rates
Percent o f decisions reversed by appellate court
(1) (2 ) (3) (4) (5)
Judge appointed by All cases All cases w/ small firms Small firm won Small firm lost (3) - (4)
Federal legislature (L ) 0.17 0.16 0.32 0.056 0.26
(0 .0 1 ) (0.03) (0.05) (0 .0 2 ) (0.06)**
President (X ) 0.18 0.18 0 .2 0 0.16 0.04
(0 .0 1 ) (0.03) (0.04) (0.03) (0.05)
Regional assembly (RA ) 0.23 0.24 0.25 0.23 0 .0 2
(0 .0 2 ) (0.04) (0.06) (0.05) (0.09)
N 2,633 571 240 331 571
Notes: * significant at 5%; ** significant at 1%.
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Table 3.4 Selection of judges: Basic Results
Probability of a reversal in disputes between small firms and government
Probit Probit------ Conditionallogit
Linear
probability
Coeff Coeff ME Coeff Coeff
(1) (2 ) (2m) (3) (4)
LxW (X) 1.26** 1.32** 0.41** 2.35** 0.29**
(0.26) (0.27) (0.09) (0.58) (0.06)
XxW ( I ) 0.14 0.09 0 .0 2 0 .1 2 0.04
(0 .20) (0 .2 1 ) (0.05) (0.40) (0.05)
L (P) -0 .6 8** -0.49+ -0 .1 1+ -0.81 -0 .10*
(0.25) (0.27) (0.06) (0.59) (0.05)
Non-autonomous region -0.42* -0 .11*
(0 = autonomous, 1 — not) (0 .2 2 ) (0.06)
Loser present at appeal 0.19 0.05 0.55 0.03
(0.19) (0.04) (0.36) (0.05)
Winner present at appeal 0.13 0.03 0.35 0.03
(0 .2 0 ) (0.05) (0.37) (0.05)
Constant -0.99** -0.87** 0 .0 0
(0.13) (0.34) (0.26)
Year dummies N Y Y Y
Regional fixed effects N N Y Y
N 400 395 ------ 326 399
Notes: Standard errors in parentheses; + significant at 10%, * significant at 5%; ** significant at 1%
L - l  if judge selected by legislator; X = 1 if judge selected by executive; W = 1 if decision in favour of small firm
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Table 3.5 Selection of judges: Robustness
Probability of a reversal in disputes with government
Small Large Large j Small Small Large
Linear Conditional Linear jiConditional Linear Linear
probability logit probability! logit probability probability
(1) (2) (3) ! (4) (5) (6)
Lx W ( X) 0.29** 0.94 0.09 | 2.28** 0.30** 0.08
(0.06) (0.61) (0.06) | (0.57) (0.06) (0.06)
x x w  ( £ ) 0.04 -0.25 -0.05 1 0.18 0.03 -0.04
(0.05) (0.48) (0.06) | (0.38) (0.05) (0.06)
RAxW I -0.00
(0.51)
0.02
(0.07)
-0.01
(0.09)
L  ( P ) -0.10* -0.88 -o .n + I -0.85 -0.07 -0.10
(0.05) (0.62) (0.06) J (0.59) (0.05) (0.07)
RA i
1
0.57
(0.55)
0.03
(0.07)
-0.10
(0.09)
Loser present at appeal 0.03 0.5 0.07 j 0.65* 0.07+ 0.07+
(0.05) (0.39) (0.04) (0.30) (0.04) (0.04)
Winner present at appeal 0.03 0.13 0.01 | 0.25 0.05 0.03
(0.05) (0.39) (0.04) 1i (0.30) (0.04) (0.04)
Constant 0.00 0.64** ! 0.07 0.41+
(0.26) (0.18) | (0.27) (0.24)
Year dummies vI
Regional fixed effects Y
N 399 221 342 | 426 506 425
Notes: Standard errors in parentheses; + significant at 10%, * significant at 5%; ** significant at 1 %,
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Table 3.6 Selected characteristics of autonomous and non-autonomous regions
Non-autonomous regions Autonomous regions
Judge appointed by Federal legislature Regional assembly
(1992-93)
Output per capita 7843 6149
(Roubles, 1995) (6 6 8 ) (1098)
Infant mortality 16.4 19.8
(per 1000 of people, 1998) (0.4) (1.3)
Freedom of media 36.9 25.9
(index, 2 0 0 0 ) (0.9) (1.4)
Votes in favour o f communist candidates 1 2 .1 15.6
(%, 1993 parliamentary elections) (0 .6 ) (2.4)
Votes in favour o f the new constitution 58.8 55.8
(%, 1993 referendum) (1.4) (3.4)
Regional commercial court decisions reversed 16.6 2 2 .1
(%, present sample, 1995-2002) (0 .8 ) (1.3)
Number o f regions 56 25
Notes: Standard errors are in parentheses. The differences between the two types of regions are significant for all 
characteristics at least at 5% level, with the exception of votes in favour of the new constitution. The 
characteristics were chosen at the earliest post-1991 year for which the data is available. Sources include 
Goskomstat, Proekt “Obschestvennaia Ekspertiza” (Public expertise project, http://www.freepress.ru/), and FTsl 
TsIK (Federal Centre for Information of the Central Elections Committee http://ww.fci.ru/), and author’s 
calculations
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Table 4.1 Descriptive statistics, 1995 - 2002
N Mean Standard deviation Median Min Max % zero
Bank credit, ratio to assets 0.04 0.12 0.00 0 2.4 64
Trade credit received, ratio to assets 0.25 0.35 0.12 0 9.8 4
Credit from subsidiaries and dependent firms, ratio to assets 0.01 0.03 0.00 0 0.7 91
g Trade credit extended, share of assets 125 ,000 0.18 0.20 0.09 0 1.0 8
ffi Current assets, share of assets 0.57 0.31 0.55 0 1.0 0
Finished goods, share of inventory 0.33 0.34 0.21 0 1.0 14
Government subsidy, ratio to assets 0.01 0.05 0.00 0 0.9 75
Owed to government, ratio to assets 0.10 0.18 0.04 0 3.2 2
~  Court decisions appealed, % of litigated 5 3 5 0.1 31
o Case load, applications per judge 323 421 238 31 5,286
Federal transfers to region, thousands of 1998 roubles 841 2,061 426 0 39,449
^  Persons with access to phone lines in region, per 1000 125 104 74 9 462
Notes: Column N gives the average number of observations for the list of variables. The actual number varies slightly for each particular indicator due to missing observations. 
Number of judges used in calculating caseload is the author's estimate based on judicial appointment data used in chapter 3.
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Table 4.2 Law enforcement and firm credit: 1995-2002
(1) (la) (lb) (2) (2a) (2b) (3) (4) (5) (6)
Dependent variable Bank credit, % of assets Trade credit received from suppliers Credit from dependent Arms
Trade credit extended 
to customers
Method Tobit Tobit OLS Tobit Tobit OLS
Coeff
Marginal 
effect given 
BOO
Marginal 
effect on 
prob(BC>0)
Coeff
Marginal 
effect given 
TOO
Marginal 
effect on 
prob(TC>0)
Coeff Coeff Coeff Coeff
Court reliability 
(1 - rate of appeals)
0.007**
(0.000)
0.002**
(0.000)
0.012**
(0.001)
0.002**
(0.000)
0.001**
(0.000)
0.002**
(0.001)
0.002**
(0.001)
0 . 0 0 0
(0.001)
- 0 . 0 0 0
(0.011)
0.001
(0.002)
Year dummies 
Regional dummies 
Industry dummies
i 1 I Y /
I 1 I Y I Y
1 “ I Y I Y
N 11 f. <^ 4. 196 687 126,687 117,950 117,542 118,1901 1 VjJ J  1
R2 0.13 0.14 0.00 0.00U . i Z U.lo
Notes: Standard errors in parentheses; + significant at 10%, * significant at 5%; ** significant at 1 %. 
Pseudo R2 for tobit, adjustedR 2 for linear regression.
Standard errors in linear regressions are heteroskedasticity adjusted.
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Table 4.3 Law enforcement and firms' access to bank credit
( 1) (2 ) (3) (4)
Dependent variable 
Method Logit
Access to bank  credit (binary)
Linear probability Conditional Linear probability model 
model logit with firm fixed effects
Court reliability 0.044** 0 .0 1 1 ** 0.027** 0.004**
(0.005) (0 .0 0 1 ) (0.007) (0 .0 0 1 )
Year dummies Y Y Y Y
Regional dummies Y Y Y N
Industry dummies Y Y Y N
N 118,121 118,121 42,175 123,940
(41,971)
R2 0.08 0 .1 0 0.08 0.54
Notes: Standard errors in parentheses; + significant at 10%, * significant at 5%; ** significant at 1%. 
Pseudo R 2 for conditional logit, adjusted R 2 for linear regression.
Number of firms, not observations, is reported for conditional logit.
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_Table_4;4_^aw^n^rcemen^nd_accessJo^redit^ontroIling_forJime^va^ing^ctorsD
(1) (2) (3) (4) (5) (6)
Dependent variable Access to bank credit (binary)
Bank credit, 
% of assets
AU Positive
Method Linear probability model OLS OLS
Court reliability 0.005** 0.004** 0.004* 0.001 0.0014** 0.002*
(0.001) (0.001) (0.002) (0.001) (0.0005) (0.001)
Central government's 0.000 0.000 0.000
transfers to region (0.000) (0.000) (0.000)
Government subsidies -0.006 -0.010 -0.009
to firm (0.006) (0.010) (0.010)
Owed to government -0.000** 0.000** 0.000**
by firm (0.000) (0.000) (0.000)
Regional telephone coverage -0.000
(0.000)
-0.000
(0.000)
0.000
(0.000)
Judicial caseload -0.000 -0.000 -0.000 -0.000 -0.000 -0.000
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Current assets 0.060** 0.053** 0.052** 0.074** 0.16**
(0.013) (0.014) (0.014) (0.008) (0.014)
Finished goods in inventory 0.080** 0.085** 0.085** 0.016** 0.007
(0.011) (0.011) (0.011) (0.003) (0.008)
Year dummies -  V  -I
Firm fixed effects v _
Region-specific time trends N N N Y Y Y
SE adjusted for contempora­
neous intra-region correlation
N N Y Y Y Y
N 108,449 96,934 96,934 99,609 100,031 40,534
R2 0.55 0.55 0.55 0.55 0.51 0.60
Notes: Standard errors in parentheses; * significant at 10%, * significant at 5%; ** significant at 1%. 
Pseudo R2 for conditional logit, adjusted R2 for linear regression.
Standard errors in linear regressions have been adjusted for heteroskedasticity.
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Table 4.5 Law enforcement and non-bank credit; Robustness
(1) (2) (3)
Trade credit received, Credit from dependent Trade credit extended,
Dependent variable 
Method
% of assets firms, binary 
OLS
% of assets
Court reliability 0.003 -0.002* 0.004
(0.002) (0.001) (0.003)
Central government's transfers to region -0.000 0.000 -0.000
(0.000) (0.000) (0.000)
Government subsidies to firm 0.060+ 0.001 0.155**
(0.004) (0.003) (0.000)
Owed to government by firm -0.000** 0.000 -0.000**
(0.000) (0.000) (0.000)
Regional telephone coverage -0.000 0.000 -0.000
(0.000) (0.000) (0.000)
Current assets 0.428**
(0.021)
0.021**
(0.008)
Finished goods in inventory 0.038**
(0.011)
0.007
(0.007)
Year dummies Y Y Y
Regional dummies N N N
Industry dummies N N N
Firm fixed effects Y Y Y
Standard errors adjusted for 
contemporaneous intra-region correlation Y Y Y
N 101,357 90,564 109,639
Adjusted R2 0.61 0.52 0.25
Notes: Standard errors in parentheses; + significant at 10%, * significant at 5%; ** significant at 1%.
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Figure 1.1 Will your legal system uphold contract and property rights?
Firms that agree, % of surveyed
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Figure 2.1 Variation in court performance 
across Russia’s regions, 1995-2002
a) Regional arbitrazh courts with lowest reversal rates
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Figure 2.2 Court performance and freedom of media, 
by region
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Figure 2.3 Court performance and natural resources
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Figure 2.4 Frequency of firm wins
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Figure 4.1 Proportion of firms with bank credit, 
1995 -  2002, selected regions of Russia
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