We extend the Theory of Computation on real numbers, continuous real functions, and bounded closed Euclidean subsets, to compact metric spaces (X, d): thereby generically including computational and optimization problems over higher types, such as the compact 'hyper' spaces of (i) nonempty closed subsets of X w.r.t. Hausdorff metric, and of (ii) equicontinuous functions on X. The thus obtained Cartesian closure is shown to exhibit the same structural properties as in the Euclidean case, particularly regarding function pre/image. This allows us to assert the computability of (iii) Fréchet Distances between curves and between loops, as well as of (iv) constrained/Shape Optimization.
Abstract-We extend the Theory of Computation on real numbers, continuous real functions, and bounded closed Euclidean subsets, to compact metric spaces
: thereby generically including computational and optimization problems over higher types, such as the compact 'hyper' spaces of (i) nonempty closed subsets of X w.r.t. Hausdorff metric, and of (ii) equicontinuous functions on X. The thus obtained Cartesian closure is shown to exhibit the same structural properties as in the Euclidean case, particularly regarding function pre/image. This allows us to assert the computability of (iii) Fréchet Distances between curves and between loops, as well as of (iv) constrained/Shape Optimization.
I. INTRODUCTION, MOTIVATION, BACKGROUND
Identifying (and justifying) the 'right' concepts and notions is crucial for the foundation of a theory. The classical Theory of Computing is based on Turing machines with data encoded in binary and runtime taken in the worst-case over all inputs of length n → ∞ asymptotically -for discrete data. The Theory of Computing with continuous data also dates back to Turing (1937) for single reals and to Grzegorczyk (1957) for real functions; yet the quest for the right notions over higher types is still in progress [Roye97] , [Schr09] , [KaCo10] , [LoNo15] since an input here contains infinite information and cannot even be read in full before having to start producing output. The present work continues the pursuit [KSZ16] for a uniform treatment of computability and complexity on general compact metric spaces (X, d): thus generically including operations on the 'higher type' spaces of (i) nonempty closed subsets of X w.r.t. the Hausdorff distance, and of (ii) equicontinuous functions from X to another compact metric space Y w.r.t. the supremum norm. We are guided by the structural properties exhibited in Computational Logic [Esca13] and by the wellestablished Euclidean case [Ko91] , [BrWe99] , [Weih00] :
A. Computing Real Numbers, Functions, Closed Subsets
Computing a real number r means to produce an integer sequence a m of numerators of dyadic rationals a m /2 m approximating r up to absolute error ≤ 2 −m . And while the behaviour on other sequences ( a m ) is arbitrary [Weih00, §4.3]. For example addition R 2 → R is computed by converting ( a m ) ∈ Z 2 to b n := ⌊a n+2,x /4 + a n+2,y /4⌉. A computation according to Equation (1) runs in time T (n) if b n appears after at most T (n) steps, regardless of x ∈ dom (f ) or ( a m Λ admits a runtime bound T = T (n), i.e., depending only on the output precision n; and for any such bound T , n → T (n + 1) + 1 is a binary modulus of continuity in that | x − x ′ | ≤ 2 −T (n+1) implies Λ( x) − Λ( x ′ ) ≤ 2 −n+1 ; cmp. [Ko91, THEOREM 2.19 ] and [Weih00, THEOREM 7.2.7]. e) If W is co-computable, then the set a 0 , . . . , a n :
n ∈ N, ∃ w ∈ W ∀j ≤ n : a j ∈ Z d ∧ | a j /2 j − w| ≤ 2 −j (of finite initial sequences of dyadic sequences converging to some w ∈ W ) is co-r.e. and Λ has a recursive runtime bound; cmp. [ The former condition is known as lower semi-computability [AlBu10, DEFINITION 2] or left-computability; in fact a real number x is computable iff it is both left and right computable [Weih00, LEMMA 4.2.5]. We also record that, with the notation from Equation (1), strict inequality "f (x) > 0" is equivalent to "∃n : b n > 1" and thus r.e. (recursively enumerable, aka semi-decidable), but in general undecidable [Weih00, EXERCISE 4.2.9]. We use computable for the continuous realm, decidable/co-/recursive/enumerable for the discrete one.
B. Overview, Previous and Related Work
The present work generalizes the Theory of Computation from Euclidean unit cubes to compact metric spaces (X, d).
Being separable, computing here naturally means approximation up to error 2 −n by a sequence (of indices w.r.t. a fixed partial enumeration ξ :⊆ N → X) of some countable dense subset, thus generalizing the dyadic rationals D = {a/2 n : a, n ∈ Z} canonically employed the real case; cmp. [PERi89, §2] or [Weih00, DEFINITION 8.1.2]. Of course the particular choice of said enumeration ξ heavily affects the computational properties it induces [BrPr03] , [Schr04] . We propose in Definition 4 weak conditions on ξ that assert the entire Fact 1 to carry over; see Theorem 7. They permit the categorical construction of dense enumerations, again satisfying said conditions, for (i) the compact space of non-empty closed subsets of X equipped with the Hausdorff distance, and for (ii) the compact space of equicontinuous functions from X to another compact metric space, identified with their graph: Theorem 10. We demonstrate the relevance and applicability of these conditions by asserting (Theorem 14) the computability of the Fréchet Distance between curves and between loops; and by asserting computability of the generic nonlinear optimization problem max{Λ( [BrWe99] , have been shown distinct for separable metric spaces [BrPr03] . In fact, compactness is well-known crucial in Pure as well as in Computable Analysis [Schr04] , [Esca13] , [Stei16] .
C. Recap: Continuous Functions and Compact Metric Spaces
We presume a basic comprehension of mathematical calculus and properties of compact metric spaces (X, d). Write 
f has binary modulus of continuity µ ; Lip 1 := C id is the space of non-expansive functions,
also known as modulus of uniform boundedness [Kohl08, DEF 18.52]: It is defined such that X can be covered by 2 EX (n) open balls of radius 2 −n , but not by 2 EX (n)−1 . If the entropy grows linearly, its asymptotic slope coincides with the Minkowski-Bouligand or box-counting dimension of X; otherwise the latter is infinite. Compare also [KSZ16] , [Mayo16] . . . The central mathematical tool of the present work is compactness, so let us recall some aspects of this concept relevant in the sequel:
Fact 3: Suppose (X, d) is a compact metric space; i.e., every sequence in X admits a convergent subsequence; equiv-alently: every cover n B(x n , r n ) ⊇ X by open balls contains a finite subcover n≤N B(x n , r n ) ⊇ X. Fix another compact metric space (Y, e). a) X is complete, that is, every Cauchy sequence converges.
A non-empty subset of X is closed iff the restriction of d turns it into a compact space. Every continuous f :
uniformly continuous and thus admits a (binary) modulus of continuity. c) By the Arzelà Ascoli Theorem, a set F ⊆ C(X, Y ) has compact closure iff it is a subset of C µ (X, Y ) for some binary modulus of continuity µ. d) By König's Lemma, a non-empty subset C ⊆ N N of Baire space has compact closure iff each node has finite degree in the tree of finite initial segments for ω any modulus of continuity of f or g;
Item a) justifies the minimum and maximum in Definition 2f).
II. COMPUTING ON A COMPACT METRIC SPACE
Here we extend Fact 1 from Euclidean [0; 1] d to arbitrary compact metric spaces. Generalizing the real case with dyadic rationals D as canonical countable dense subset, computation on a metric space is commonly defined by operating on (sequences of indices wrt.) some fixed countable partial dense enumeration; cmp. [PERi89, §2] or [Weih00, DEFINI-TION 8.1.2]. Of course, the particular choice of said enumeration heavily affects whether, and which items of, Fact 1 carry over [Schr04] . In Definition 4 below we propose conditions that formalize and generalize numerical (i.e. Euclidean) grids to (i) more general compact metric spaces by considering a relaxation of Hierarchical Space Partitioning whose (ii) subsets are closed balls that however (iii) may overlap as long as (iv) their centers keep distance η from each other: if dom(ξ) and D : N → N are recursive and the following is semi-decidable:
The point x is computable if it admits a recursive name. It is polynomial-time computable if there exists a Turing machine which prints a nameū such that u m appears after a number of steps bounded by some polynomial in m. e) Fix presented (X, d, ξ, D) and (Y, e, υ, E) and recall that W * ξ,D ⊆ dom(ξ) * denotes the set of finite initial sequences of elementsū ∈ W ξ,D . A name of a partial mapping Λ :⊆ X → Y is a (w.r.t. initial substrings) monotonic, total mapping Λ * : X * ξ,D → Y * υ,E such that, for everyū ∈ x ξ,D with x ∈ dom(Λ), the (w.r.t. initial substrings) non-decreasing sequence Λ * (u 0 , . . . , u m ) m has unbounded length and supremumv ∈ Λ(x) υ,E . We write Λ * n (ū) for the n-th element v n of said supremum. Computing Λ means (for a Turing machine with writeonly right-moving tape) to compute some name Λ * . Such a computation runs in time t(n) if it takes at most that many steps to output Λ * (2)]. Definition 4 thus has been crafted with great care. For instance, although computations according to e) operate on approximations up to absolute error ≤ 2 −m , the requirement in a) of an m-covering to provide strictly better approximations is crucial. Item c) strengthens [Weih00, DEFINITION 8.1.2.3] in requiring dom(ξ) to be recursive, thus asserting a computably compact space X to be a computable subset of itself in the sense of Item f); see Theorem 7a) below. It also guarantees the set X * ξ,D ⊆ N * to be co-r.e.; see Theorem 7e). The rest of this subsection will provide further justification by comparison to the Euclidean Fact 1. Indeed, Definition 4 generalizes the real case:
Example 
compact metric space (thus justifying the notation in b). If the former is η(m)-separated/rectangular/has rounding function R, then so does the latter. e) For computably compact metric spaces (X, d, ξ, D) and
If X and Y are η(m)-separated/rectangular, then so is X × Y . Recursive rounding functions for X and Y give rise to one for X × Y . Items a+e) generalize the case of real vectors. A computable compact subset need not in turn constitute a computably compact metric space: consider for example {1/π} ⊆ [0; 1].
Remark 6: a) To every compact (X, d) with partial dense enumeration ξ :⊆ N → X, there exists some D : N → N rendering (X, d, ξ, D) a presented metric space. If the restricted distance 
constitutes such a standard name:
Now recall that strict inequality of distances is r.e., and non-strict is co-r.e. Hence, if (A m ) is uniformly co-r.e., then so is the left-hand side of Equation (4); and if (A m ) is even uniformly recursive, then the right-hand side is uniformly r.e.: now apply the next item to its complement. g) Fix pairwise disjoint families X m and Z m of uniformly co-r.e. subsets of integers. Then there exists a uniformly recursive family
For given x, m search in parallel for a witness that x ∈ X m and for one that x ∈ Z m and report the (negation of the) first to succeed. h) Suppose (X, d, ξ, D) and (Y, e, υ, E) are computably compact with rounding function R : dom(ξ) × N → dom(ξ). Let (A m ) m denote a name of non-empty compact W ⊆ X, and Λ * a name of Λ : W ⊆ X → Y , computable in time t(n). Recall that W * ξ,D ⊆ N * denotes the set of all finite initial segments of sequences in W ξ,D and observe that, for every n ∈ N and a ∈ A t(n) , even though ξ(a) itself might not even lie in W , the closed ball B ξ(a), 2 −t(n) does intersect W . Moreover, for every x ∈ W ∩ B ξ(a), 2 −t(n) , the finite sequence a := R(a, 0), R(a, 1), . . . , R(a, t(n) − 1), a extends to some nameā of x, i.e., belongs to W * ξ,D . Abbreviating y := Λ(x), the machine computing Λ * will on input a produce Λ *
] with e υ(b n ), y ≤ 2 −n for y := Λ(x). However, in time bound t(n) it cannot even read past a; hence Λ * n (ā) depends only on a: 
and is uniformly recursive/co-r.e. whenever both (A m ) and (B m ) are. The cases W = ∅ or V = ∅ are easily treated separately. Finally, for uniformly co-r.e. A n , B n ′ subsets of recursive dom(ξ) ∩ [2 D(m) ],
Conversely, to every c ∈ C m , there are sequences a n ∈ A n and b n ′ ∈ B n ′ , and thus v n ∈ V and w n 
name of compact non-empty W ⊆ X. Then, starting with any a 0 ∈ A 2 , one can iteratively computationally search for, and according to Remark 6e) is guaranteed to find, some a m ∈ A m+2 with d ξ(a m ), ξ(a n ) < 2 −m−1 + 2 −n−1 for all n < m: recall that strict inequality of distances is semi-decidable according to Definition 4b).
Then
3 · 2 −m−2 < 2 −m by triangle inequality; hence x := lim m ξ(u m ) ∈ W . d) Fix n ∈ N and recall from Remark 6h) that a machine A computing a name Λ * of Λ, when presented with any sequenceū = (u m ) m ∈ w ξ,Ξ for some w ∈ W , produces according to Definition 4c) some v n = Λ n ∈ dom(υ) with e Λ(x), υ(v n ) ≤ 2 −n : after a finite number T = T A (n,ū) of steps and in particular 'knowing' no more than the first entries T ofū. The thus defined function T (n, ·) : W ξ,ℓ → N (implicitly depending on A) is therefore locally constant, that is, continuous: T (n,ū) = T (n,ū ′ ) whenever β(ū,ū ′ ) ≤ 2 −T (n,ū) . Now Fact 3f) asserts W ξ,Ξ ⊆ N N to be compact; hence, by Fact 3a), T (n, ·) is bounded by some least integer T (n) (again depending also on A). We show that n → T (n + 1) + 1 constitutes a binary modulus of continuity of Λ W : Fix x ∈ W and consider for each
which coincides withū on the first m entries. And for m ≥ T (n) ≥ T (n,ū) by definition, A's outputv on input u coincides up to position n with its outputv ′ on input u ′ . Triangle inequality thus yields
e) Let (A m ) m denote a co-r.e. name for W . According to Remark 6e), W * ξ,ℓ coincides with the set u = (u 0 , . . . , u n ) n ∈ N, ∀i, j ≤ n :
which is clearly co-r.e. with "∀m" as only unbounded quantifier and co-r.e. inequality "d ξ(u i ), ξ(u j ) ≤ 2 −i + 2 −j ". Indeed, for every u = (u 0 , . . . , u n ) according to Equation (5) and fixed j ≤ n, there exists a sequence a m ∈ A m such that, one the one hand, d W ξ(a m ) ≤ 2 −m → 0 hence lim n ξ(a mn ) =: x ∈ W for some subsequence; while on the other hand 2 −j ← 2 −mn + 2 −j ≥ d ξ(a mn ), ξ(u j ) → d x, ξ(u j ) . This asserts u to extend to someū ∈ x ξ,ℓ . To find a recursive time bound T ′ ≥ T to (d) , extend the partial algorithm A computing Λ * from compact W ξ,Ξ to A ′ n accepting inputsū from the entire set m≥0 [2 ℓ(m) ] by, simultaneously to executing A(ū) until it prints the n-th output symbol, trying to refuteū ∈ W ξ,Ξ just established as co-r.e. Noting that A ′ n indeed terminates on all possible inputs from compact m≥0 [2 ℓ(m) ] ⊆ N N and therefore (d) in some time bound T ′ (n) ≥ T (n) depending only on n, the following algorithm computes such T ′ (n): m) ] ⊆ N T ′ until either (i) it terminates or (ii) reads past the finite input. In case (ii), increase T ′ and restart; else output T ′ and terminate. f) First observe that, since Λ is continuous according to (d) , Λ −1 maps compact/closed V ⊆ Y to a closed/compact subset of W and/or X. Now let (A m ) m denote a co-r.e. name of W , (B k ) k similarly one of V , and µ : N → N simultaneously a recursive both binary modulus of continuity of Λ and runtime bound according to (e). Now consider the uniformly recursive mapping Λ µ n : A µ(n) → dom(υ) ∩ [2 E(n) ] according to Remark 5h), and let
It is clearly uniformly co-r.e., since (A µ(n ′ ) ) and (B n ) are, and non-strict inequality is as well, and both dom(ξ) ∩ [2 D(µ(n ′ )) ] and dom(υ) ∩ [2 E(n) ] are recursive by hypothesis. We show that (C m ) constitutes a standard name of Λ 
C. Exponential Objects and Higher-Type Computation
This subsection generalizes Theorem 7 uniformly, that is, with (W, Λ) not fixed but given as input: taken from the Cartesian product (Example 5e) of the Hausdorff hyper-space K(X) over X for W , and for Λ : X → Y from some closed hyper-space of equicontinuous functions to another compact metric space Y : such as to render this new input space in turn compact (Fact 3c). The buzzword 'hyper' here stresses our climbing up the continuous type hierarchy:
Remark 8: For (X, d) a compact metric space, and borrowing notation to hint at the dual of a topological linear space, write (X ′ , d ∞ ) for the compact hyper-space X ′ := Lip 1 (X, [0; 1]) of non-expansive real functions. a) If diam(X) = 1, then X embeds isometrically into X ′ via ı : x → d(x, ·) . We now turn compact hyper-space K(X) into a computably compact metric space, such that any name of W ∈ K(X) in the sense of Definition 4d) is the binary encoding of a name of W ⊆ X in the sense of Definition 4f), and vice versa: Definition 9: a) For computably compact metric space
denote the set of partial functions Λ :⊆ X → Y with compact domain; similarly for C µ (⊆ X, Y ). c) Consider the continuous embedding 
f) The evaluation algorithm from (e) admits a uniformly computable multivalued runtime bound T (Λ, n), i.e., depending only on Λ and the output precision n, that is simultaneously a binary modulus of continuity:
Function restriction is computable, i.e. the mapping
h) Type conversion is also computable: partial evaluation
as well as the converse, un-'Schönfinkeling' [Stra00, p.21]. j) And so is function image 
is well-defined and computable. Here we denote by KR(X) = W ⊆ X : W = W • ⊆ K(X) the family of so-called regular subsets of X; recall Fact 1h) and Theorem 7h).
Proof of Theorem 10k): Preimage of a continuous open mapping commutes with topological closure and interior:
according to Theorem 7f); hence W is computable by virtue of Theorem 7h). This argument is non-uniform, but closer inspection shows it to hold uniformly.
III. APPLICATIONS
We apply the above considerations to two computational problems over compact metric spaces beyond the classical Euclidean case: a space of homeomorphisms (Subsection III-A), and the space of compact subsets (Subsection III-B).
A. Fréchet Distance
In 1906 Maurice Fréchet introduced a pseudo-metric for parameterized continuous curves and, in 1924, for parameterized surfaces that in various ways improves over both supremum and Hausdorff Norm:
Definition 11: Let (X, d), (Y, e) be compact metric spaces. a) The Fréchet Distance of two continuous mappings A, B :
X → Y is given by F (A, B) = inf ϕ F id,ϕ (A, B) , where Question 12: Without restricting to piecewise/combinatorial inputs, can the Fréchet Distance(s) be computed in the sense of Recursive Analysis, that is, by approximation up to guaranteed absolute error 2 −n for every given n ∈ N and every given/fixed pair of continuous/computable functions A, B ? Theorem 14 below gives a positive answer for curves (X = [0; 1]) and loops (X = S 1 ) but also shows that an optimal reparametrization ϕ cannot in general be computable.
Recall (Fact 3a) that compactness and continuity guarantee infimum (e.g. in Definition 2f) to exist, be attained, and computable according to Fact 1h) and Theorem 7g). Our goal is to argue similarly in Equation (7), only that the ground space here consists of functions ϕ. A first naïve attempt fails since Aut(X) ⊆ C(X, X) is not compact and the infimum thus not necessarily attained: Regarding higher dimensions, [AlBu10, THEOREM 1] has asserted at least left/upper semi-computability; recall the paragraph following Fact 1: Computationally enumerating a sequence ϕ n dense in separable Aut(X) ⊆ C(X, X), together with computability and continuity of A, B, e ∞ yields a computable sequence F id,ϕn (A, B) whose infimum coincides with F (A, B); and for ϕ n ranging over a compact space, its covering property asserts that finitely many (balls centered around) them suffice to approximate F (A, B) also from below.
Proof of Theorem 14:
a) Recall that a name of continuous ϕ : [0; 1] → [0; 1] is a family of finite sets C m ⊆ D m × D m approximating graph(ϕ) in Hausdorff metric. Now it is easy to enumerate, uniformly in m ∈ N, all those C m satisfying the following condition: C m is a 'chain' of points in the sense of Go (aka ), starting at the lower left corner and proceeding to the upper right such that at at least every second step 'up' is followed by one 'right'; see Figure 2b ) illustrating the idea (that we deliberately refrain from formalizing further). Then the graph of every ϕ ∈ ψ (A, B) The non-oriented case proceeds similary. Proof of Remark 13: e) Let ϕ be non-decreasing. Then the continuous and surjective mappingφ :
and hence is strictly increasing with 2-Lipschitz inverse χ ∈ Aut ′ ([0; 1]). It remains to observe that ψ := ϕ • χ is 2-Lipschitz since, again for t ≥ t ′ , Figure 5 . Then, b L : 1; 2 → 1 L ; 2 constituting an increasing bijection, implies that β : 
B. Shape Optimization
This subsection exhibits weak conditions that assert computability of the following generic optimization problem:
Definition 15: For fixed X and given Λ, Φ : X → R, determine the real number r := max Λ Φ −1 (−∞; 0] , provided it exists. Λ is the objective function, r its optimum
To guarantee said existence, it suffices that (i) X be compact, (ii) Λ be continuous, and (iii) Φ be lower semicontinuous: Condition (iii) asserts that the non-empty domain Φ −1 (−∞; 0] ⊆ X is closed and thus compact by (i), hence (ii) Λ attains its maximum on it. Conversely simple counterexamples show that none of the three conditions can in general be omitted. Recall KR(X) = W ⊆ X : W = W • . For a fixed convex compact subset X of a Fréchet (i.e. complete translation invariant metric vector) space, write KC(X) ⊆ K(X) for the family of its convex compact non-empty subsets. Shape Optimization has recently grown a hot topic in Numerical Engineering [SoZo99] but generally lacks mathematical specification and rigorous algorithmic analysis. We establish that this, as well as the generic optimization problem from Definition 15, is computable for (i') computably compact metric space X, As an example 'application', consider the classical Isoperimetric Problem asking to maximize Vol d (W ) subject to the constraint Area(∂W ) − 1 ≤ 0, say. Combining the items of Theorem 17, we conclude that the solution is computable! On second thought this comes at no surprise, though: Knowing that the optimal shape is a Euclidean ball, the solution is easily calculated explicitly as 1/(4π) in dimension 2, 1/(6 √ π) in dimension 3, and similar expressions can be derived in any dimension d involving the gamma function at half-integral arguments.
IV. CONCLUSION AND PERSPECTIVES
For computably compact metric spaces (X, d, ξ, D) and (Y, e, υ, E) in the sense of Definition 4, we have (i) turned the hyper-space K(X) of non-empty compact subsets of X into computably compact metric space, again; and (ii) similarly for the space C µ (W, Y ) of partial equicontinuous functions Λ : W → Y having non-empty compact domain W ⊆ X. The latter proceeds by identifying such Λ with graph(Λ) ∈ K(X × Y ); and was shown to render evaluation uniformly computable. This generalizes well-known results for the Euclidean, to arbitrary compact metric, spaces -including a hierarchy of higher types. Perspectives a) Definition 4b) employs dense enumerations, that is, surjective partial mappings from N. When categorically constructing enumerations of the Cartesian product (Example 5d) and Hausdorff hyperspace (Example 5e), we thus had to 'flatten' back the domain of the enumeration: which works from the perspective of computability, but is unnatural and complexity-theoretically superseded [KaCo10] . Future work will instead choose a suitable axiomatized category of discrete ground spaces. b) Speaking of complexity, we will refine the above computability investigations to quantitative upper and (using adversary arguments in the bit-cost model) lower complexity bounds in terms of the separation parameter η from Definition 4; cmp. [ZhMü08] , [KaCo10] , [Roes14] , [KSZ16] , [Stei16] . c) Encoding continuous functions via their graphs generalizes to closed relations aka multi-(valued)functions [PaZi13] known essential in computing on continuous data. Regarding Remark 8c+d), we don't know whether [0; 1] ′′ is homeomorphic to (a subset) of [0; 1] ′ . d) Computability of the 2D Fréchet Distance remains elusive -until we can establish computability of the compact set graph Aut([0; 1] 2 ) ⊆ K [0; 1] 4 ; recall Remark 13h). This boils down to the following question: e) Given a subset of D 4 n , (how) can we decide whether it has Hausdorff distance ≤ 2 −n to the graph of any ϕ ∈ Aut([0; 1] 2 ) ? 
