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Résumé
Cette thèse porte sur l’analyse statistique de quelques modèles de processus stochas-
tiques gouvernés par des bruits de type fractionnaire, en temps discret ou continu.
Dans le Chapitre 1, nous étudions le problème d’estimation par maximum de
vraisemblance (EMV) des paramètres d’un processus autorégressif d’ordre p (AR(p))
dirigé par un bruit gaussien stationnaire, qui peut être à longue mémoire comme
le bruit gaussien fractionnaire. Nous donnons une formule explicite pour l’EMV et
nous analysons ses propriétés asymptotiques. En fait, dans notre modèle la fonction
de covariance du bruit est supposée connue, mais le comportement asymptotique de
l’estimateur (vitesse de convergence, information de Fisher) n’en dépend pas.
Le Chapitre 2 est consacré à la détermination de l’entrée optimale (d’un point
de vue asymptotique) pour l’estimation du paramètre de dérive dans un processus
d’Ornstein-Uhlenbeck fractionnaire partiellement observé mais contrôlé. Nous ex-
posons un principe de séparation qui nous permet d’atteindre cet objectif. Les
propriétés asymptotiques de l’EMV sont démontrées en utilisant le programme
d’Ibragimov-Khasminskii et le calcul de transformées de Laplace d’une fonctionnelle
quadratique du processus.
Dans le Chapitre 3, nous présentons une nouvelle approche pour étudier les
propriétés du mouvement brownien fractionnaire mélangé et de modèles connexes,
basée sur la théorie du ﬁltrage des processus gaussiens. Les résultats mettent en
lumière la structure de semimartingale et mènent à un certain nombre de propriétés
d’absolue continuité utiles. Nous établissons l’équivalence des mesures induites par
le mouvement brownien fractionnaire mélangé avec une dérive stochastique, et en
déduisons l’expression correspondante de la dérivée de Radon-Nikodym. Pour un
indice de HurstH > 3/4, nous obtenons une représentation du mouvement brownien
fractionnaire mélangé comme processus de type diﬀusion dans sa ﬁltration naturelle
et en déduisons une formule de la dérivée de Radon-Nikodym par rapport à la mesure
de Wiener. Pour H < 1/4, nous montrons l’équivalence da la mesure avec celle la
composante fractionnaire et obtenons une formule pour la densité correspondante.
Un domaine d’application potentielle est l’analyse statistique des modèles gouvernés
par des bruits fractionnaires mélangés. A titre d’exemple, nous considérons le modele
de régression linéaire de base et montrons comment deﬁnir l’EMV et étudié son
comportement asymptotique.
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Abstract
This thesis focuses on the statistical analysis of some models of stochastic processes
generated by fractional noise in discrete or continuous time.
In Chapter 1, we study the problem of parameter estimation by maximum like-
lihood (MLE) for an autoregressive process of order p (AR (p)) generated by a
stationary Gaussian noise, which can have long memory as the fractional Gaussian
noise. We exhibit an explicit formula for the MLE and we analyze its asymptotic
properties. Actually in our model the covariance function of the noise is assumed to
be known but the asymptotic behavior of the estimator ( rate of convergence, Fisher
information) does not depend on it.
Chapter 2 is devoted to the determination of the asymptotical optimal input for
the estimation of the drift parameter in a partially observed but controlled fractional
Ornstein-Uhlenbeck process. We expose a separation principle that allows us to
reach this goal. Large sample asymptotical properties of the MLE are deduced
using the Ibragimov-Khasminskii program and Laplace transform computations for
quadratic functionals of the process.
In Chapter 3, we present a new approach to study the properties of mixed frac-
tional Brownian motion (fBm) and related models, based on the ﬁltering theory
of Gaussian processes. The results shed light on the semimartingale structure and
properties lead to a number of useful absolute continuity relations. We establish
equivalence of the measures, induced by the mixed fBm with stochastic drifts, and
derive the corresponding expression for the Radon-Nikodym derivative. For the
Hurst index H > 3/4 we obtain a representation of the mixed fBm as a diﬀu-
sion type process in its own ﬁltration and derive a formula for the Radon-Nikodym
derivative with respect to the Wiener measure. For H < 1/4, we prove equivalence
to the fractional component and obtain a formula for the corresponding derivative.
An area of potential applications is statistical analysis of models, driven by mixed
fractional noises. As an example we consider only the basic linear regression setting
and show how the MLE can be deﬁned and studied in the large sample asymptotic
regime.
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Introduction
Cette thèse est consacrée à l’analyse statistique de quelques modèles de proces-
sus stochastiques gouvernés par des bruits de type fractionnaire, en temps dis-
cret ou continu. De tels modèles permettent de rendre compte de phénomènes de
longue mémoire et d’autosimilarité qui ont été observés dans de nombreux champs
d’applications : hydrologie [43], météorologie, économie [28], ﬁnance mathématique,
géophysique et biologie [52].
En temps discret, l’analyse des modèles linéaires ou non linéaires gouvernés
par des bruits blancs a été abondamment développée dans la littérature. Ainsi, le
problème de l’estimation paramétrique de modèles autorégressifs générés par des
bruits blancs a été particulièrement étudié pendant des décennies. De nombreuses
propriétés asymptotiques (distribution, biais, erreur quadratique) de l’estimateur de
maximum de vraisemblance (EMV) ont été exhibées pour les modèles autorégressifs
d’ordre 1 (AR(1)), ceci dans tous les cas possibles : stable, instable et explosif (voir,
par exemple, [3, 15, 63, 66, 77, 78]). Concernant les modèles autorégressifs d’ordre p
(AR(p)) avec des bruits blancs, les résultats sur le comportement asymptotique de
l’EMV sont moins exhaustifs même s’il y a encore de nombreuses contributions (voir,
par exemple, [3, 20,42,44,51,62]).
Au cours des trente dernières années, de nombreux articles ont été consacrés à
l’analyse statistique des processus AR qui peuvent représenter des phénomènes de
mémoire longue. Bien sûr, les modèles pertinents mettent en jeu des structures plus
ou moins spéciﬁques de dépendance dans les perturbations. Il y a plusieurs articles
consacrés au problème de l’ estimation des paramètres du bruit gaussien fraction-
naire et des modèles voisins (voir [2, 23, 27, 30, 68, 81] pour des contributions et les
références qui s’y trouvent). Il est à noter que dans les modèles autorégressifs sta-
tionnaires perturbés par des bruits fortement dépendants, l’estimateur des moindres
carrés n’est généralement pas consistant.
Pour autant que nous sachions, il n’y a pas de contribution à l’estimation par
maximum de vraisemblance des coeﬃcients d’un processus AR(p) avec des bruits
gaussions stationnaires quelconques, en particulier avec des bruits gaussiens frac-
tionnaires. Même si les conditions générales dans lesquelles l’EMV est consistant
et asymptotiquement normal ont été données dans [71], il serait nécessaire, pour
appliquer ce résultat, d’étudier les dérivées secondes de la matrice de covariance de
l’échantillon d’observation. Pour éviter cette diﬃculté, certains auteurs ont suivi
une autre approche, suggérée par Whittle, [23] qui s’applique pour les séries station-
naires. Mais, même pour un AR(1), dans le cas explosif, il n’est déj à plus possible
d’appliquer les théorèmes de [23] et de déduire les propriétés de l’estimateur.
Dans le Chapitre 1, nous étudions le problème d’estimation (par maximum de
vraisemblance) des paramètres d’un processus autorégressif d’ordre p (AR(p)) dirigé
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par un bruit gaussien stationnaire, qui peut être à longue mémoire comme le bruit
gaussien fractionnaire.
Nous donnons une formule explicite pour l’EMV et nous analysons ses propriétés
asymptotiques. En fait, dans notre modèle la fonction de covariance des perturba-
tions est supposée connue, mais le comportement asymptotique de l’estimateur de
coeﬃcient (vitesse de convergence, information de Fisher) n’en dépend pas.
On considère le processus (Xn, n ≥ 1) déﬁnit par
Xn =
p∑
i=1
ϑiXn−i + ξn, n ≥ 1, Xr = 0, r = 0, −1, . . . , −(p− 1),
où ξ = (ξn, n ∈ Z) est une suite de variables gaussiennes centrées, stationnaire et
régulière, i.e. ∫ π
−π
|ln fξ(λ)| dλ <∞,
où fξ(λ) est la densité spectrale de ξ.
Nous supposons que la covariance c = (c(m,n), m, n ≥ 1), où
Eξmξn = c(m, n) = ρ(|n−m|), ρ(0) = 1, (1)
est déﬁnie positive. Pour une valeur ﬁxe du paramètre ϑ = (ϑ1, . . . , ϑp) ∈ Rp,
soit PNϑ la mesure de probabilité induite par X
(N). Soit L(ϑ, X(N)) la fonction de
vraisemblance déﬁnie par la dérivée de Radon-Nikodym de PNϑ par rapport à la
mesure de Lebesgue. Notre objectif est d’étudier les propriétés asymptotiques du
MLE ϑ̂n de ϑ basé sur l’échantillon d’observation X
(n) = (X1, . . . , Xn) déﬁni par
ϑˆN = sup
ϑ∈Rp
L(ϑ, X(N)). (2)
Dans un premier temps, pour preparer à l’analyse de la consistance (ou de la forte
consistance) de ϑˆN et preciser sa distribution limite nous transformons notre modèle
d’observation dans un modèle "équivalent" avec des bruits gaussiens indépendants.
Cela permet d’écrire explicitement l’EMV et la diﬀérence entre ϑˆN et la valeur
réelle ϑ apparait comme le produit d’une martingale par l’inverse de son processus
croissant. Ensuite, nous pouvons utiliser des calculs de transformées de Laplace
pour prouver les propriétés asymptotiques de l’EMV
On note A0 la matrice de taille p× p déﬁnie par:
A0 =

ϑ1 ϑ2 · · · ϑp−1 ϑp
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0

Soit r(ϑ) le rayon spectral de A0. Déﬁnissons le domaine Θ des valeurs du
paramètre ϑ = (ϑ1, . . . , ϑp) ∈ Rp par:
Θ = {ϑ ∈ Rp | r(ϑ) < 1} .
Nous montrons que l’EMV ϑˆN de ϑ = (ϑ1, ϑ2, . . . , ϑp) est
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• consistant, i.e., pour tout ϑ ∈ Θ et ν > 0,
lim
N→∞
PNϑ
{∥∥∥ϑˆN − ϑ∥∥∥ > ν} = 0 , (3)
• asymptotiquement normal
√
N
(
ϑˆN − ϑ
)
law⇒ N (0, I−1(ϑ)), (4)
où I(ϑ) set la solution unique de l’équation de Lyapounov:
I(ϑ) = A0I(ϑ)A∗0 + bb∗. (5)
où b est le vecteur de Rp:
b =
(
1
0(p−1)×1
)
.
Il est intéressant de souligner que la covariance asymptotique I−1(ϑ) est en
fait la même que dans le cas standard où ξ est un bruit blanc.
• De plus les moments de ϑˆN convergent, i.e. pour tout ϑ ∈ Θ et q > 0
lim
N→∞
∣∣∣Eϑ ∥∥∥√N (ϑˆN − ϑ)∥∥∥q − E ‖η‖q∣∣∣ = 0, (6)
où ‖ ‖ est la norme euclidienne de Rp et η est un vecteur gaussien centrée de
matrice de covariance I(ϑ)−1.
Dans le cas d’un processus autorégressif d’ordre 1 (p = 1), l’EMV ϑˆN est même
fortement consistant: pour tout ϑ ∈ R,
lim
N→∞
ϑˆN = ϑ p.s..
Le Chapitre 1 se termine par des résultats de simulations illustrant la convergence
de l’estimateur. Les simulations sont faites pour un bruit gaussien fractionnaire
(fGn), un bruit autorégressif (AR(1)) et un bruit moyenne mobile MA(1).
En temps continu, les modèles dirigés par le mouvement brownien ont été abon-
damment étudiés dans la littérature. Ainsi, les problèmes d’estimation paramétrique
pour les processus de diﬀusion, éventuellement contrôlés ont été abordés dans le cas
d’observation complète et d’observation partielle(voir, par exemple, [4,26,46,47,53,
53, 54, 57]). En particulier, pour un processus d’Ornstein-Uhlenbeck, l’étude statis-
tique couvre l’ensemble de propriétés en horizon de temps ﬁni et des propriétés
asymptotiques de l’EMV du paramètre de dérive [41]. De même le cas d’un système
contrôlé a été traité dans [57].
En vue de rendre compte de phénomènes de longue mémoire, le mouvement
brownien fractionnaire a été à la base de la construction de modèles où il remplace
le mouvement brownien ordinaire.
Le mouvement brownien fractionnaire a été introduit par Kolmogorov en 1940
sous le nom de spirale de Wiener pour modéliser la turbulence dans les ﬂuides. Il
obtient également sa représentation spectrale. En 1968, Mandelbrot et Van Ness
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propose une représentation sous la forme de l’intégrale d’un noyau déterministe
par rapport à un "mouvement brownien standard bilatéral " et lui donnent son
nom actuel (pour plus d’information sur le sujet, voir [50]). En 1969, Molchan
et Golosov construisent un mouvement brownien fractionnaire comme intégrale de
Wiener d’un noyau plus complexe par rapport à un mouvement brownien stan-
dard. Cette dernière représentation est à l’origine de nombreux développements
théoriques impliquant le mouvement brownien fractionnaire, notamment parce que
les ﬁltrations naturelles du processus de Wiener en jeu et du mouvement brownien
fractionnaire coincident.
Le mouvement brownien fractionnaire est un processus aléatoire auto-similaire,
sa loi de probabilité demeurant invariante par un changement d’échelle temporelle
particulier:
(BHat)t∈R
d
= aHBHt , t ∈ R, a > 0.
C’est un processus aux accroissements stationnaires.
L’indice de Hurst H caractérise également la structure de dépendance et la mé-
moire du processus : les accroissements sur des intervalles disjoints sont corrélés
positivement si H > 1/2 et négativement si H < 1/2. De plus, la décroissance de
cette corrélation lorsque ces intervalles s’éloignent est lente pour H > 1/2 (longue
mémoire) et rapide pour H < 1/2 (mémoire courte).
Pour H = 1/2, le mouvement brownien fractionnaire est le mouvement brow-
nian standard, les accroissements sont alors indépendants et le processus est sans
mémoire.
Dans le cas du mouvement brownien fractionnaire, l’indice de Hurst est égale-
ment une mesure de la régularité des trajectoires. Plus l’indice de Hurst est grand,
plus la trajectoire est régulière et inversement. Le mouvement brownien fraction-
naire est l’unique processus gaussien qui à la fois autosimilaire et à longue mémoire.
Il est utile dans la suite de préciser que pour H 6= 1/2, le mbf n’est pas une semi-
martingale et le calcul d’Itô usuel n’est pas utilisable. Utiliser ces processus devient
donc un challenge intéressant même pour des développements théoriques.
Dans les Chapitres 2 et 3 nous étudions deux modèles spéciﬁques: l’un est
dirigé par un mouvement brownien fractionnaire et l’autre par le mélange d’un
mouvement brownien ordinaire et d’un mouvement brownien fractionnaire.
Dans le Chapitre 2 nous considérons le problème d’estimation du paramètre de
dérive d’un processus d’Ornstein-Uhlenbeck fractionnaire avec contrôle.
Soit X = (Xt, t ≥ 0) et Y = (Yt, t ≥ 0) le processus signal et le processus
d’observation respectivement. Nous traitons le cas d’une observation complete du
signal
dYt = dXt = −ϑXtdt+ u(t)dt+ dV Ht , t > 0, (7)
et le cas d’une observation partielle linéaire du signal dans un bruit additif{
dXt = −ϑXtdt+ u(t)dt+ dV Ht ,
dYt = µXtdt+ dW
H
t ,
t > 0, (8)
où V H = (V Ht , t ≥ 0) et WH = (WHt , t ≥ 0) sont deux mouvements browniens
fractionnaires indépendants, u = (u(t), t ≥ 0) est une fonction déterministe et les
conditions initiales sont ﬁxées, X0 = Y0 = 0.
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Supposons que le paramètre ϑ > 0 est inconnue et doit être estimée compte
tenu de la trajectoire observée Y T = (Yt, 0 ≤ t ≤ T ). Soit L(ϑ, Y T ) la fonction de
vraisemblance et nous déﬁnissons:
JT (ϑ) = sup
u∈UT
IT (ϑ, u),
où l’information de Fisher est:
IT (ϑ, u) = −Eϑ ∂
2
∂ϑ2
lnL(ϑ, Y T )
et UT un espace fonctionnel de contrôle déﬁni par (2.12) et (2.13) page 37.
Notre objectif principal est de trouver l’estimateur ϑT du paramètre ϑ qui soit
asymptotiquement eﬃcace dans le sens où, pour tout compact
sup
ϑ∈❑
JT (ϑ)Eϑ
(
ϑT − ϑ
)2
= 1 + o(1) , (9)
lorsque T →∞.
Le problème consiste à trouver un contrôle optimal uopt(t) qui maximise l’infor-
mation de Fisher des équations (7) et (8), puis de déduire les propriétés asympto-
tiques de l’EMV de ϑ > 0 dans les équations avec contrôle optimal. En adaptant la
méthode développée dans [12], on obtient le contrôle optimal
uopt(t) =
κ√
2λ
t|H−
1
2
|
où
κ = 2HΓ
(
3
2
−H
)
Γ
(
1
2
+H
)
et λ =
HΓ(3− 2H)Γ(H + 1
2
)
2(1−H)Γ(3
2
−H) .
Comme l’entrée optimale ne dépend pas de ϑ, un candidat possible est le EMV.
Nous prouvons que le EMV est eﬃcace au sens de (2.3) et on en déduit ses propriétés
asymptotiques:
• consistent uniformément sur les compacts K ⊂ R+∗ , i.e. pour tout ν > 0,
lim
T→∞
sup
ϑ∈K
PTϑ
{∣∣∣ϑˆT − ϑ∣∣∣ > ν} = 0 ;
• asymptotiquement normal (uniformément sur K), i.e. pour T →∞
lim
T→∞
sup
ϑ∈K
∣∣∣Eϑf (√T (ϑˆT − ϑ))− Ef(ξ)∣∣∣ = 0 ∀f ∈ Cb
où ξ ∼ N (0, I−1(ϑ)) ;
• convergence des moments (uniformément sur K), i.e. pour p > 0,
lim
T→∞
sup
ϑ∈K
∣∣∣Eϑ ∣∣∣√T (ϑˆT − ϑ)∣∣∣p − E |ξ|p∣∣∣ = 0.
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avec une information de Fisher explicite donnée par
lim
T→+∞
JT (ϑ)
T
= I(ϑ),
I(ϑ) =

1
2ϑ
+
1
ϑ2
(cas d’observation directe)
1
2ϑ
− 2ϑ
α(α + ϑ)
+
ϑ2
2α3
+
µ2
α2ϑ2
(cas d’observation partielle)
et α =
√
µ2 + ϑ2.
La vériﬁcation des conditions d’application du programme de Ibragimov-Khas-
minskii [31, Théorème I.10.1] est basée sur le calcul de la transformée de Laplace du
terme quadratique du rapport de vraisemblance.
Dans le Chapitre 3 nous étudions un modèle dirigé par le mélange d’un mou-
vement brownien ordinaire et d’un mouvement brownien fractionnaire, c’est-à-dire
Xt = Bt +B
H
t , t ∈ [0, T ], T > 0, (10)
où B = (Bt, t ≥ 0) est un mouvement brownian et BH = (BHt , t ≥ 0) est un
mouvement brownian fractionnaire de l’indice de Hurst H ∈ (0, 1) indépendant de
B.
L’ intérêt pour le processus (10) a été déclenché par l ’article de P.Cheridito [16],
où l’auteur a découvert un curieux changement dans les propriétés deX apparaissant
pour H = 3
4
. Il s’avère que X est une semimartingale dans sa propre ﬁltration si et
seulement siH = 1
2
ouH ∈ (3
4
, 1
]
et, en outre, dans ce dernier cas, la mesure de prob-
abilité µX , induite par X sur l’espace mesurable des fonctions continues C([0, T ])
est équivalente à la mesure de Wiener µW . Comme le processus BH n’est pas lui-
même une semimartingale, à moins que H = 1
2
ou H = 1, cette aﬃrmation signiﬁe
que BH peut être régularisé en une semimartingale par addition d’une perturbation
brownienne indépendante. Dans [16] ce fait est examiné en mathématique ﬁnancière
pour l’évaluation des options de et des opportunités d’arbitrage sur les marchés (voir
aussi [17] ). Une revue exhaustive des dévelopements de cette thématique liés à la
ﬁnance peut être trouvée dans [7] . En plus d’être d’intérêt pour la communauté
ﬁnancière, le résultat dans [16] a également conduit à un certain nombre de général-
isations élégantes et de preuves alternatives (voir, par exemple, [6, 74,75]).
Nous présentons une nouvelle approche pour étudier les propriétés du mouve-
ment brownien fractionnaire mélangé et des modèles connexes, basée sur la théorie
du ﬁltrage des processus gaussiens. Dans ce chapitre, nous procédons à l’analyse
stochastique du processus X avec un H ∈ (0, 1] et de modèles plus généraux additifs,
gouvernés par X. Pour H > 3
4
et H < 1
4
, nous obtenons des représentations de X
comme processus de diﬀusion et de type de diﬀusion fractionnaires respectivement,
et dérivons les formules correspondantes pour les dérivées de Radon-Nikodym par
rapport aux mesures de Wiener standard et fractionnaire (Théorème 3.3). En par-
ticulier , cela suggère une nouvelle preuve directe du théorème de la régularisation
déj à mentionné de Cheridito [16] et de sa généralisation par H. van Zanten [75].
Nous insistons sur le rôle de la martingale fondamentale, qui engendre la même
ﬁltration queX et par rapport à laquelleX peut être représenté comme une intégrale
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stochastique et vice versa. Pour le mouvement brownien fractionnaire mélangé avec
dérive cette notion se généralise naturellement à la semimartingale fondamentale et
conduit à un changement de mesure de type de Girsanov.
Un domaine d’applications potentielles est l’analyse statistique des modèles gou-
vernés par des bruits fractionnaires mélangés. A titre d’example nous considérons le
cas de la régression linéaire de base et montrons comment l’estimateur du maximum
de vraisemblance (EMV) peut être déﬁni et étudié dans le régime asymptotique.
Nous présentons d’abord une analyse stochastique du mélange d’un mouvement
brownien et d’un mouvement brownien fractionnaire.
Soient X = (Xt, 0 ≤ t ≤ T ) le processus de mélange, FX = (FXt , 0 ≤ t ≤ T ) et
F = (Ft, 0 ≤ t ≤), les ﬁltrations engendrées par X et (B, BH) respectivement.
On considère la FX−martingale M = (Mt, 0 ≤ t ≤ T ) déﬁnie par
Mt = E
(
Bt|FXt
)
, t ∈ [0, T ].
Remarquablement, M encode la plupart des caractéristiques essentielles du proces-
sus X, ce qui rend sa structure particulier transparente.
M admet la représentation
Mt =
∫ t
0
g(s, t)dXs, 〈M〉t =
∫ t
0
g(s, t)ds,
où le noyau g(s, t) satisfait l’équation intégro-diﬀérentielle :
g(s, t) +H
d
ds
∫ t
0
g(r, t)|s− r|2H−1sign(s− r)dr = 1, 0 < s < t ≤ T. (11)
L’équation (11) peut être réécrite comme une équation intégrale avec un noyau
faiblement singulier, dont la formule précise est déterminé par la valeur de H.
Nous montrons, dans un premier temps, que le processus X admet la représen-
tation
Xt =
∫ t
0
G(s, t)dMs, t ∈ [0, T ],
où
G(s, t) := 1− d
d〈M〉s
∫ t
0
g(τ, s)dτ, 0 ≤ s ≤ t ≤ T. (12)
De plus les ﬁltrations naturelles de X et M coïncident.
Dans un second temps, nous montrons que X est un processus de diffusion pour
H ∈ (3
4
, 1), solution de l’équation diﬀérentielle stochastique
Xt = Wt −
∫ t
0
ϕs(X)ds, t ∈ [0, T ],
où
Wt =
∫ t
0
1
g(s, s)
dMs
est un FX–mouvement brownien et ϕt(X) =
∫ t
0
R(s, t)dXs,
R(s, t) :=
g˙(s, t)
g(t, t)
, g˙(s, t) :=
∂
∂t
g(s, t), s 6= t.
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De plus, les mesures µX et µW sont équivalentes et
dµX
dµW
(X) = exp
{
−
∫ T
0
ϕt(X)dXt − 1
2
∫ T
0
ϕ2t (X)dt
}
.
L’analogue pour µX et µB
H
quand H < 1
4
est également formulée.
Nous poursuivrons par une analyse stochastique du mélange d’un mouvement
brownian et d’un mouvement brownian fractionnaire avec une dérive.
Considérons un processus Y = (Yt) déﬁni par
Yt =
∫ t
0
f(s)ds+Xt, t ∈ [0, T ], (13)
où f =
(
f(t)
)
est un processus aux trajectoires continues et tel que E
∫ T
0
∣∣f(t)∣∣dt <
∞, adapté à une ﬁltration G = (Gt), par rapport à laquelle M est une martingale.
Alors Y admet la représentation:
Yt =
∫ t
0
G(s, t)dZs (14)
avec G, déﬁnie dans (12), où le processus Z = (Zt)
Zt =
∫ t
0
g(s, t)dYs, t ∈ [0, T ]
est une G-semimartingale dont la décomposition de Doob - Meyer est
Zt = Mt +
∫ t
0
Φ(s)d〈M〉s, (15)
où
Φ(t) =
d
d〈M〉t
∫ t
0
g(s, t)f(s)ds. (16)
En particulier, FYt = FZt , P -p.s. pour tout t ∈ [0, T ] et, si
E exp
{
−
∫ T
0
Φ(t)dMt − 1
2
∫ T
0
Φ2(t)d〈M〉t
}
= 1,
les mesures µX et µY sont équivalentes et la densité de Radon-Nikodym correspon-
dante est donnée par
dµY
dµX
(Y ) = exp
{∫ T
0
Φˆ(t)dZt − 1
2
∫ T
0
Φˆ2(t)d〈M〉t
}
, (17)
où Φˆ(t) = E
(
Φ(t)|FYt
)
.
Nous complétons le chapitre par l’étude du problème d’estimation du paramètre
de dérive ϑ lorsqu’on observe la trajectoire (Yt, 0 ≤ t ≤ T ) dans le modèle de régres-
sion
Yt = ϑt+Bt +B
H
t , 0 ≤ t ≤ T. (18)
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Dans le modèle (18), l’EMV de ϑ est donné
ϑ̂T =
∫ T
0
g(s, T )dYs∫ T
0
g(s, T )ds
.
Pour H ∈ (0, 1), nous montrons que l’EMV ϑ̂T est fortement consistant et que de
plus:
• pour H > 1
2
,
lim
T→∞
T 2−2HE(ϑ̂T − ϑ)2 =
2HΓ(H + 1
2
)Γ(3− 2H)
Γ(3
2
−H) ,
où Γ(·) est la fonction Gamma.
• pour H < 1
2
lim
T→∞
TE
(
ϑ̂T − ϑ
)2
= 1.
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10 INTRODUCTION
Chapter 1
Asymptotic properties of the MLE
for the autoregressive process
coefficients under stationary noise
1 Statement of the problem
1.1 Introduction
The problem of parametric estimation in classical autoregressive (AR) models gener-
ated by white noises has been studied for decades. In particular, for such autoregres-
sive models of order 1 (AR(1)) consistency and many other asymptotic properties
(distribution, bias, quadratic error) of the Maximum Likelihood Estimator (MLE)
have been completely analyzed in all possible cases: stable, unstable and explo-
sive (see, e.g., [3, 15, 63, 66, 77, 78]). Concerning autoregressive models of order p
(AR(p)) with white noises, the results about the asymptotic behavior of the MLE
are less exhaustive but there are still many contributions in the literature (see,
e.g., [3, 20,42,44,51,62]).
In the past thirty years numerous papers have been devoted to the statistical
analysis of AR processes which may represent long memory phenomenons as en-
countered in various ﬁelds as econometrics [28], hydrology [43] or biology [52]. Of
course the relevant models exit from the white noise frame and they involve more or
less speciﬁc structures of dependence in the perturbations. There are several papers
devoted to the estimation problem of the parameters of fractional Gaussian noises
and fractionally deﬀerenced models (see, e.g., [2, 23, 27, 30, 68, 81] for contributions
and other references). It worth mentioning that in a stationary autoregressive mod-
els perturbed by strongly dependent noises the Least Square estimator is generally
not consistent.
As far as we know, there is no contribution in the ML estimation of the coeﬃ-
cients of an AR(p) processes with depending noises, particularly with the fractional
Gaussian noises. General conditions under which the MLE is consistent and asymp-
totically normal for stationary sequences have been given in [71]. In order to apply
this result, it would be necessary to study the second derivatives of the covariance
matrix of the observation sample (X1, . . . , XN). To avoid this diﬃculty, some au-
thors followed an other approach suggested by Whittle [23] (which is not MLE) for
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stationary sequences. But even in autoregressive models of order 1 as soon as |ϑ| > 1,
the process is not stationary anymore and it is not possible to apply theorems in [23]
to deduce estimator properties.
In this part, we deal with an AR(p) generated by an arbitrary regular stationary
Gaussian noise. We exhibit an explicit formula for the MLE of the parameter and
we analyze its asymptotic properties. Actually in our model the covariance function
of the perturbation is know but the asymptotic behavior of the coeﬃcient estimator
(the rate of convergence, the Fisher information) does not depend on the structure
of the noises covariance.
1.2 Statement of the problem
We consider an AR(p) process (Xn, n ≥ 1) deﬁned by the recursion
Xn =
p∑
i=1
ϑiXn−i + ξn, n ≥ 1, Xr = 0, r = 0, −1, . . . , −(p− 1), (1.1)
where ξ = (ξn, n ∈ Z) is a centered regular stationary Gaussian sequence, i.e.∫ π
−π
|ln fξ(λ)| dλ <∞, (1.2)
where fξ(λ) is the spectral density of ξ. We suppose that the covariance c =
(c(m,n), m, n ≥ 1), where
Eξmξn = c(m, n) = ρ(|n−m|), ρ(0) = 1, (1.3)
is positive deﬁned.
For a ﬁxed value of the parameter ϑ = (ϑ1, . . . , ϑp) ∈ Rp, letPNϑ denote the prob-
ability measure induced by X(N). Let L(ϑ, X(N)) be the likelihood function deﬁned
by the Radon-Nikodym derivative of PNϑ with respect to the Lebesgue measure. Our
goal is to study the large sample asymptotical properties of the Maximum Likelihood
Estimator (MLE) ϑ̂N of ϑ based on the observation sample X
(N) = (X1, . . . , XN):
ϑˆN = sup
ϑ∈Rp
L(ϑ, X(N)). (1.4)
At ﬁrst, preparing for the analysis of the consistency (or strong consistency) of ϑˆN
and its limit distribution we transform our observation model into an "equivalent"
model with independent Gaussian noises. This allows to write explicitly the MLE
and actually, the diﬀerence between ϑˆN and the real value ϑ appears as the product
of a martingale by the inverse of its bracket process. Then we can use Laplace
transforms computations to prove the asymptotical properties of the MLE.
The chapter is organized as follows. Section 2 contains theoretical results and
simulations. Sections 3 and 4 are devoted to preliminaries and auxiliary results.
The proofs of the main results are presented in Section 5.
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2 Results and illustrations
2.1 Results
We deﬁne the p× p companion matrix A0 and the vector b ∈ Rp as follows:
A0 =

ϑ1 ϑ2 · · · ϑp−1 ϑp
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0
 , b =
(
1
0(p−1)×1
)
. (1.5)
Let r(ϑ) be the spectral radius of A0. The following results hold:
Theorem 1.1. Let p ≥ 1 and the parameter set be:
Θ = {ϑ ∈ Rp | r(ϑ) < 1} . (1.6)
The MLE ϑˆN is consistent, i.e., for any ϑ ∈ Θ and ν > 0,
lim
N→∞
PNϑ
{∥∥∥ϑˆN − ϑ∥∥∥ > ν} = 0 , (1.7)
and asymptotically normal
√
N
(
ϑˆN − ϑ
)
law⇒ N (0, I−1(ϑ)), (1.8)
where I(ϑ) is the unique solution of the Lyapounov equation:
I(ϑ) = A0I(ϑ)A∗0 + bb∗, (1.9)
for A0 and b defined in (1.5).
Moreover we have the convergence of the moments: for any ϑ ∈ Θ and q > 0
lim
N→∞
∣∣∣Eϑ ∥∥∥√N (ϑˆN − ϑ)∥∥∥q − E ‖η‖q∣∣∣ = 0, (1.10)
where ‖ ‖ denotes the Euclidian norm on Rp and η is a zero mean Gaussian random
vector with covariance matrix I(ϑ)−1.
Remark 1. It is worth to emphasize that the asymptotic covariance I−1(ϑ) is ac-
tually the same as in the standard case where (ξn) is a white noise.
In the case p = 1 we can strengthen the assertions of Theorem 1.1. In particular,
the strong consistency and uniform convergence on compacts of the moments hold.
Theorem 1.2. Let p = 1 and the parameter set be Θ = R. The MLE ϑˆN is strongly
consistent, i.e. for any ϑ ∈ Θ
lim
N→∞
ϑˆN = ϑ a.s.. (1.11)
Moreover, ϑˆN is uniformly consistent and satisfies the uniform convergence of the
moments on compacts ❑ ⊂ (−1, 1), i.e. for any ν > 0 :
lim
N→∞
sup
ϑ∈K
PNϑ
{∣∣∣ϑˆN − ϑ∣∣∣ > ν} = 0 , (1.12)
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and for any q > 0 :,
lim
N→∞
sup
ϑ∈K
∣∣∣Eϑ ∣∣∣√N (ϑˆN − ϑ)∣∣∣q − E |η|q∣∣∣ = 0, (1.13)
where η ∼ N (0, 1− ϑ2).
Remark 2. It is worth mentioning that condition (1.2) can be rewritten in terms
of the covariance function ρ : ρ(n) ∼ n−α, α > 0.
2.2 Simulations
In this section we present for p = 1 three illustrations of the behavior of the MLE
corresponding to noises which are MA(1), AR(1) and fGn.
Moving average noise MA(1) Here we consider MA(1) noises where
ξn+1 =
1√
1 + α2
(εn+1 + αεn), n ≥ 1,
where (εn, n ≥ 1) is a sequence of i.i.d. zero-mean standard Gaussian variables.
Then the covariance function is given by
ρ(|n−m|) = ✶{|n−m|=0} + α
1 + α2
✶{|n−m|=1}.
Condition (1.2) is fulﬁlled for |α| < 1.
Autoregressive noise (AR(1)) Here we consider stationary autoregressive AR(1)
noises where
ξn+1 =
√
1− α2εn+1 + αξn, n ≥ 1,
where (εn, n ≥ 1) is a sequence of i.i.d. zero-mean standard Gaussian variables.
Then the covariance function is
ρ(|n−m|) = α|n−m|.
Condition (1.2) is fulﬁlled for |α| < 1.
Fractional Gaussian noise fGn Here the covariance function of (ξn) is
ρ(|m− n|) = 1
2
(|m− n+ 1|2H − 2|m− n|2H + |m− n− 1|2H) ,
for a known Hurst exponent H ∈ (0, 1). For simulation of the fGn we use Wood
and Chan method (see [80]). The explicit formula for the spectral density of fGn
sequence has been exhibited in [70]. Condition (1.2) is fulﬁlled for any H ∈ (0, 1).
On Figure 1.1 we can see that in conformity with Theorem 1.2, in the three cases
the MLE is asymptotically normal with the same limiting variance as in the classical
i.i.d. case.
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Figure 1.1: Asymptotical normality N = 2000 for the MLE in diﬀerent cases by
Monte-Carlo simulation of M = 10000 independent replications for AR(1) noises
(top left) and MA noises (top right), both for α = 0.4 and ϑ = 0.2, and fGn noises
for H = 0.2 (bottom left) and for H = 0.8 (bottom right) both for ϑ = 0.8.
3 Preliminaries
3.1 Stationary Gaussian sequences
We begin with some well known properties of a stationary scalar Gaussian sequence
ξ = (ξn)n≥1. We denote by (σnεn)n≥1 the innovation type sequence of ξ deﬁned by
σ1ε1 = ξ1, σnεn = ξn − E(ξn | ξ1, . . . , ξn−1), n ≥ 2,
where εn ∼ N (0, 1), n ≥ 1 are independent. It follows from the Theorem of Normal
Correlation ( [49], Theorem 13.1) that there exists a deterministic kernel denoted
by k(n,m), n ≥ 1, m ≤ n, such that
σnεn =
n∑
m=1
k(n,m)ξm, k(n, n) = 1. (1.14)
In the sequel, for n ≥ 1, we denote by βn−1 the partial correlation coeﬃcient
−k(n, 1) = βn−1, n ≥ 1. (1.15)
The following relations between k(·, ·), the covariance function ρ(·) deﬁned by (1.3),
the sequence of partial correlation coeﬃcients (βn)n≥1 and the variances of innova-
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tions (σ2n)n≥1 hold (see Levinson-Durbin algorithm [21])
σ2n =
n−1∏
m=1
(1− β2m), n ≥ 2, σ1 = 1, (1.16)
n∑
m=1
k(n, m)ρ(m) = βnσ
2
n, (1.17)
k(n+ 1, n+ 1−m) = k(n, n−m)− βnk(n, m). (1.18)
Since we assume the positive deﬁniteness of the covariance c(·, ·), there also exists
an inverse deterministic kernel K = (K(n, m), n ≥ 1, m ≤ n) such that
ξn =
n∑
m=1
K(n,m)σmεm. (1.19)
Remark 3. Actually, kernels k and K are nothing but the ingredients of the Choleski
decomposition of covariance and inverse of covariance matrices. Namely,
Γ−1n = knD
−1
n k
∗
n and Γn = K
∗
nDnKn,
where Γn = ((ρ(|i− j|))) , kn and Kn are n× n lower triangular matrices with ones
as diagonal entries and k(i, j) and K(i, j) as subdiagonal entries respectively and
Dn is an n × n diagonal matrix with σ2i as diagonal entries. Here ∗ denotes the
transposition.
Remark 4. It is worth mentioning that condition (1.2) implies that∑
n≥1
β2n <∞. (1.20)
Indeed, for every regular stationary Gaussian sequence ξ = (ξn, n ∈ Z), there exists
a sequence of i.i.d N (0, 1) random variables (ε˜n, n ∈ Z) and a sequence of real
numbers ak, k ≥ 0 with a0 6= 0 such that:
ξn =
∞∑
k=0
akε˜n−k,
and for all n ∈ Z the σ-algebra generated by (ξk)−∞<k≤n coincides with the σ-algebra
generated by (ε˜k)−∞<k≤n.
Note that the variance σ2n of the innovations is also the one step predicting error
and the following equalities hold thanks to the stationarity of ξ:
lim
n→∞
n−1∏
m=1
(1− β2m) = lim
n→∞
σ2n
= lim
n→∞
E (ξn − E(ξn|ξ1, · · · ξn−1))2 = lim
n→∞
E (ξ0 − E(ξ0|ξ−1, · · · ξ−n+1))2
= E (ξ0 − E(ξ0|ξs, s ≤ −1))2 = E (ξ0 − E(ξ0|εs, s ≤ −1))2 = a20 > 0
which implies (1.20).
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3.2 Model Transformation
As usual, for the ﬁrst step we extend the dimension of the observations in or-
der to work with a ﬁrst order autoregression in Rp. Namely, let Yn, n ≥ 1, be
Yn = (Xn, Xn−1, . . . , Xn−(p−1))∗ then Y = (Yn, n ≥ 1) satisﬁes the ﬁrst order au-
toregressive equation:
Yn = A0Yn−1 + bξn, n ≥ 1, Y0 = 0p×1, (1.21)
where A0 and b are deﬁned in (1.5). For the second step we take an appropriate linear
transformation of Y in order to have i.i.d. noises in the corresponding observations.
For this goal let us introduce the process Z = (Zn, n ≥ 1) such that
Zn =
n∑
m=1
k(n, m)Ym, n ≥ 1, (1.22)
where k = (k(n, m), n ≥ 1, m ≤ n) is the kernel appearing in (1.14). Since we have
also
Yn =
n∑
m=1
K(n,m)Zm, (1.23)
where K = (K(n, m), n ≥ 1, m ≤ n) is the inverse kernel of k (see (1.19)), the
ﬁltration of Z coincides with the ﬁltration of Y (and also the ﬁltration of X).
Actually, it was shown in [13] that Z can be considered as the ﬁrst component of
a 2p dimensional AR(1) process ζ = (ζn, n ≥ 1) governed by i.i.d. noises. More
precisely, the process ζ = (ζn, n ≥ 1) deﬁned by :
ζn =
 Znn−1∑
r=1
βrZr
 ,
is a 2p-dimensional Markovian process which satisﬁes the following equation:
ζn = An−1ζn−1 + ℓσnεn, n ≥ 1, ζ0 = 02p×1, (1.24)
where
An =
(
A0 βnA0
βnIdp×p Idp×p
)
, ℓ =
(
1
0(2p−1)×1
)
, (1.25)
and (εn, n ≥ 1) are i.i.d. zero mean standard Gaussian variables. Now the ini-
tial estimation problem is replaced by the problem of estimation of the unknown
parameter ϑ from the observations of ζ = (ζn, n ≥ 1).
3.3 Maximum Likelihood Estimator
It follows directly from equation (1.24) that the log-likelihood function is nothing
but:
lnL(ϑ, X(N)) = −1
2
N∑
n=1
(
ℓ∗(ζn −An−1ζn−1)
σn
)2
− N
2
ln 2π − 1
2
N∑
n=1
ln σ2n
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and that the maximum likelihood estimator ϑˆN is:
ϑˆN =
(
N∑
n=1
a∗n−1ζn−1ζ
∗
n−1an−1
σ2n
)−1
·
(
N∑
n=1
a∗n−1ζn−1ℓ
∗ζn
σ2n
)
. (1.26)
Then we can write
ϑˆN − ϑ = (〈M〉N)−1 ·MN , (1.27)
where
MN =
N∑
n=1
a∗n−1ζn−1
σn
εn , 〈M〉N =
N∑
n=1
a∗n−1ζn−1ζ
∗
n−1an−1
σ2n
, (1.28)
with
an =
(
Idp×p
βnIdp×p
)
. (1.29)
Note that (Mn, n ≥ 1) is a martingale and (〈M〉n, n ≥ 1) is its bracket process.
Remark 5. It is worth mentioning that in the classical i.i.d. case, i.e., when βn =
0, n ≥ 1, MN and 〈M〉N in equations (1.27)-(1.28) reduce to:
MN =
N∑
n=1
Yn−1εn , 〈M〉N =
N∑
n=1
Yn−1Y ∗n−1.
Of course, under the condition r(ϑ) < 1 due to the law of the large numbers and the
central limit theorem for martingales the following convergences hold:
Pϑ − lim
N→∞
1
N
〈M〉N = I(ϑ), 1√
N
MN
law⇒ N (0, I(ϑ)) , (1.30)
where I(ϑ) is the unique solution of the Lyapounov equation (1.9). This implies
immediately the consistency and the asymptotic normality of the MLE.
4 Auxiliary results
Actually, the proof of Theorems 1.1- 1.2 is crucially based on the asymptotic study
for N tending to inﬁnity of the Laplace transform:
LϑN(µ) = Eϑ exp
(
−µ
2
α∗〈M〉
N
α
)
, (1.31)
for arbitrary α ∈ Rp and a positive real number µ, where 〈M〉N is deﬁned by (1.28).
It can be rewritten as
LϑN(µ) = Eϑ exp
(
−µ
2
N−1∑
n=1
ζ∗nMnζn
)
, (1.32)
where Mn = 1
σ2n+1
anαα
∗a∗n, an is deﬁned by (1.29) and ζ satisﬁes the equation
(1.24). In the sequel we will suppose that all the eigenvalues of A0 are simple and
diﬀerent from 0. Actually, it is not a real restriction, since the general case can be
studied by using small perturbations arguments.
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Lemma 1.1. The Laplace transform LϑN(µ) can be written explicitly in the following
form:
LϑN(µ) =
((
N−1∏
n=1
detAn
)
detΨ1N
)− 1
2
, (1.33)
where An is defined by equation (1.25) and
σ2NΨ
1
N = Ψ0J
N−1∏
n=1
(Aµ ⊗ An1 + Id2p×2p ⊗ An2 )J∗Ψ∗0. (1.34)
Here ⊗ is the Kronecker product, Ψ0 = (Id2p×2p 02p×2p),
Aµ =
(
A−10 A
−1
0 bb
∗
µαα∗ A∗0 + µαα
∗A−10 bb
∗
)
(1.35)
and 2× 2 matrices An1 , An2 are defined by
An1 =
(
1 0
−βn 0
)
, An2 =
(
0 −βn
0 1
)
. (1.36)
Proof. With the Theorem 1 in Appendix and the property Eζn = 0, we know that
LϑN(µ) =
N−1∏
n=1
det (Id+ µγ(n)Mn)−
1
2
where (γ(n), n ≥ 1) is the one step prediction error for the observation
Yn = µMnζn +√µM
1
2
n ε˜n, n ≥ 1.
It is known that this error follows a Ricatti equation:
γ(n) = An−1(Id+ µγ(n− 1)Mn−1)−1γ(n− 1)A∗n−1 + σ2nℓℓ∗
which can be linearized by γ(n) = (Ψ1n)
−1Ψ2n where{
Ψ1n = Ψ
1
n+1An − µΨ2nMn, n ≥ 1,
Ψ2n+1 = Ψ
1
n+1σ
2
n+1ℓℓ
∗ + Ψ2nA
∗
n, n ≥ 1,
with Ψ10 = Id2p×2p and Ψ
2
0 = 02p×2p).. Moreover, we have
det (Id+ µγ(n)Mn) = detΨ
1
n+1
detΨ1n
detAn.
Finally, we have
LϑN(µ) =
((
N−1∏
n=1
detAn
)
detΨ1N
)− 1
2
.
We deﬁne Ψn = (Ψ
1
n, Ψ
2
n), we can rewrite{
Ψ1n = Ψ
1
n−1A
−1
n−1 + µΨ
2
n−1Mn−1A−1n−1, n ≥ 1,
Ψ2n = Ψ
1
n−1A
−1
n−1ℓℓ
∗σ2n + Ψ
2
n−1
(
µMn−1A−1n−1ℓℓ∗σ2n +A∗n−1
)
, n ≥ 1.
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Now let us denote by Ψ˜1n = σ
2
nΨ
1
n and Ψ˜
2
n = Ψ
2
n
(
Idp×p 0p×p
0p×p −Idp×p
)
. Then Ψ˜n =
(Ψ˜1n Ψ˜
2
n) satisﬁes for n ≥ 1 the following equation
Ψ˜n = Ψ˜n−1

A−10 −βn−1Idp×p A−10 bb∗ 0p×p
−βn−1A−10 Idp×p −βn−1A−10 bb∗ 0p×p
µαα∗A−10 0p×p µαα
∗A−10 bb
∗ + A∗0 −βn−1Idp×p
−βn−1(µαα∗A−10 ) 0p×p −βn−1(µαα∗A−10 bb∗ + A∗0) Idp×p
 .
Let π be the following permutation of {1, · · · , 4p} :
π(i) =

k + 1, i = 2k + 1
p+ r, i = 2r
2p+ k + 1, i = 2p+ 2k + 1
3p+ r, i = 2r + 2p
(1.37)
where k = 0, · · · , (p−1) and r = 1, · · · , p. Denote by J the correspond permutation
matrix
Jij = δi π(j), i, j = 1, · · · , 4p.
Then ϕn = Ψ˜nJ satisﬁes the following equation:
ϕn = ϕn−1
(Aµ ⊗ An−11 + Id2p×2p ⊗ An−12 ) , (1.38)
which implies that
ϕ
N
= Ψ0J
N−1∏
n=1
(Aµ ⊗ An1 + Id2p×2p ⊗ An2 ),
and consequently that σ2NΨ
1
N satisﬁes equality (1.34).
Preparing for the asymptotic study we state the following result:
Lemma 1.2. Let (βn)n≥1 be a sequence of real numbers satisfying the condition
(1.20). For a fixed real number a let us define a sequence of 2×2 matrices (SN(a))N≥1
such that:
SN(a) =
N∏
n=1
(
a −βn
−aβn 1
)
=
N∏
n=1
(aAn1 + A
n
2 ), (1.39)
where An1 and A
n
1 are defined by equation (1.36). Then
1. if |a| < 1, sup
N≥1
‖SN(a)‖ <∞,
2. if |a| > 1, sup
N≥1
‖(SN(a))−1‖ <∞,
3. if a is sufficiently small, inf
N≥1
trace((S−1N (
1
a
))SN(a)) > 0.
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Proof. The proof of assertions 1 and 2 follows directly from the estimates:
‖aAn1 + An2‖ ≤ 1 + β2n
(
1 + 3a2
1− a2
)
, when |a| < 1,
‖(aAn1 + An2 )−1‖ ≤ 1 + β2n
(
1 + a2
a2 − 1
)
, when |a| > 1.
The proof of assertion 3 follows from the equality
GN(a) =
1
1− β2N
(
a −βN
−aβN 1
)
GN−1(a)
(
a aβN
βN 1
)
for Gn(a) = S
−1
n (
1
a
))Sn(a). Hence trace(GN(0)) =
1
σ2N+1
and condition (1.20) im-
plies that lim
N→∞
σ2N =
∞∏
n=1
(
1 + β2n
)
<∞ which achieves the proof.
Actually, in the asymptotic study we work with a small value of µ. Note that
for a small µ, matrix Aµ deﬁned by (1.35) can be represented as: Aµ = A0 + µH,
where
A0 =
(
A−10 A
−1
0 bb
∗
0p×p A∗0
)
H =
(
0p×p 0p×p
αα∗ αα∗A−10 bb
∗
)
. (1.40)
Representation (1.40) implies that if the spectral radius r(ϑ) < 1 then there are p
eigenvalues of Aµ such that |λi(µ)| > 1 (in particular λi(0), i = 1, · · · , p are the
eigenvalues of A−10 ) and p eigenvalues of Aµ such that |λj(µ)| < 1, j = p+1, · · · , 2p.
Lemma 1.3. Suppose that r(ϑ) < 1. Let us take µ = 1
N
and denote by L
ϑ
N(µ):
L
ϑ
N(µ) =
p∏
i=1
(
λi(µ)
λi(0)
)−N−1
2
. (1.41)
Then, under condition (1.2),
lim
N→∞
LϑN(µ)
L
ϑ
N(µ)
= 1. (1.42)
Proof. Thanks to the deﬁnition (1.25) of An the equality
N−1∏
n=1
detAn =
N−1∏
n=1
[
(1− β2n)p
1∏p
i=1 λi(0)
]
=
(σ2N)
p∏p
i=1 λi(0)
N−1
holds. Then due to equation (1.33) to prove (1.42) it is suﬃcient to check that
lim
N→∞
det σ2NΨ
1
N
(σ2N)
p∏p
i=1[λi(µ)]
N−1 = 1. (1.43)
Diagonalizing the matrix Aµ, i.e., representing Aµ as Aµ = GµD(λi(µ))G−1µ with a
diagonal matrix D(λi(µ)), we have also
Aµ ⊗ An1 + Id2p×2p ⊗ An2
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= (Gµ ⊗ Id2p×2p)(D(λi(µ))⊗ An1 + Id2p×2p ⊗ An2 )(G−1µ ⊗ Id2p×2p).
This equation means that representation (1.34) can be rewritten as:
σ2NΨ
1
N = Ψ0J(Gµ ⊗ Id2p×2p)D(SN−1(λi(µ)))(G−1µ ⊗ Id2p×2p)J∗Ψ∗0, (1.44)
whereD(SN−1(λi(µ))) is a block diagonal matrix with the block entries SN−1(λi(µ)), i ≤
2p deﬁned by equation (1.39). Since G0 is a lower triangular matrix, it follows from
(1.44) that
σ2NΨ
1
N = PµD1(SN−1(λi(µ)))Qµ +RµD2(SN−1(λj(µ)))Tµ,
where
lim
µ→0
PµQµ = Id2p×2p, lim
µ→0
Rµ = 02p×2p,
and the block diagonal matrix D1(SN−1(λi)) (respectively D2(SN−1(λj))) is such
that |λi(µ)| > 1 (respectively |λj(µ)| < 1 ).
Since detD1(SN−1(λi(µ))) = (σ2N)p
∏p
i=1[λi(µ)]
N−1 then, by Lemma 1.2 we get
lim
N→∞
det σ2NΨ
1
N
detD1(SN−1(λi(µ))) = 1,
The following statement plays a crucial role in the proofs.
Lemma 1.4. Supposing that r(ϑ) < 1. Then under condition (1.2), for any α ∈ Rp,
lim
N→∞
LϑN(
1
N
) = exp
(
−1
2
α∗I(ϑ)α
)
(1.45)
where I(ϑ) is the unique solution of Lyapunov equation (1.9).
Proof. Following from Lemma 1.3, the limit of LϑN(
1
N
) is equal to the limit L
ϑ
N
(
1
N
)
under the condition (1.2) . With Taylor’s development, we have
lim
N→∞
L
ϑ
N
(
1
N
)
= exp
(
−1
2
p∑
i=1
λ
′
i(0)
λi(0)
)
where λ
′
i(0) denotes the derivative of the function λi with respect to 0. Now we only
need to prove
p∑
i=1
(
λ
′
i(0)
λi(0)
)
= α∗I(ϑ)α
where I(ϑ) is the unique solution of the Lyapunov equation (1.9).
Let us recall that
Aµ = A0 + µH
where
A0 =
(
A−10 A
−1
0 bb
∗
0p×p A∗0
)
H =
(
0p×p 0p×p
αα∗ αα∗A−10 bb
∗
)
.
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We deﬁne the determinant polynomial P(λ, µ) = det(A0 − λId+ µH) = 0, then
P
′
µ +P
′
λλ
′
µ = 0
where f
′
µ denotes the partial diﬀerential of function f with respect to µ. We can get
that
λ
′
µ = −
P
′
µ(λ, µ)
P
′
λ(λ, µ)
.
In fact
P
′
µ(λ, 0) = det(A0 − λId) · trace
(
(A0 − λId)−1H
)
and
P
′
λ(λ, 0) = − det(A0 − λId) · trace
(
(A0 − λId)−1
)
.
With some computation we will see that
(A0 − λId)−1 =
(
(A−10 − λId)−1 Q
0p×p (A∗0 − λId)−1
)
where
Q = −(Id− λA0)−1bb∗(A∗0 − λId)−1.
So when λ = λi(0) > 1
det(A0 − λId) · trace(A0 − λId) = det(A0 − λId) · trace(A−10 − λId)−1
and
trace
(
(A0 − λId)−1H
)
= trace
[Qαα∗A−10 + (A∗0 − λId)−1αα∗A−10 bb∗]
that is to say when λ = λi(0)
det(A0 − λId) · trace ((A0 − λId)H) = det(A0 − λId) · trace
(
A−10 Qαα∗
)
= α∗
[
det(A0 − λId)A−10 Q
]
α
which denotes that
I(ϑ) =
p∑
i=1
1
λi(0)
(
det(A0 − λId)A−10 Q
det(A0 − λId) · trace(A−10 − λId)−1
)
λ=λi(0)
=
p∑
i=1
1
λi(0)
( ∏p
j=1(λ− λj(0))(A−10 Q)∏p
j=1(λ− λj(0)) · trace(A−10 − λId)−1
)
λ=λi(0)
.
Let
A−10 = G
−1D (λℓ(0))G, A0 = G−1D
(
1
λℓ(0)
)
G and A∗0 = G
∗D
(
1
λℓ(0)
)
(G∗)−1
when
A−10 Q = −A−10 (Id− λA0)−1bb∗(A∗0 − λId),
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we have
(Id− λA0)−1 = G∗D
(
λℓ(0)
1− λλℓ(0)
)
(G∗)−1
and
A−10 Q = −G−1D(λℓ(0))D
(
λℓ(0)
λℓ(0)λ
)
Gbb∗(A∗ − λId)−1.
First of all, we can compute that when λ = λi(0)
p∏
j=1
(λ− λj(0)) · trace(A−10 − λId)−1 =
∏
i 6=j
(λi(0)− λj(0))
and
p∏
j=1
(λ−λj(0))(A−10 Q) =
(
G−1D(λℓ(0)
∏
j 6=ℓ
(λi(0)− λj(0)))
)
·G · bb∗(A∗0−λj(0)Id)−1
then we will get that
I(ϑ) =
p∑
i=1
(
G−1D
(
λℓ(0)
∏
s 6=ℓ(λi(0)− λs(0))
λi(0)
∏
i 6=j(λi(0)− λj(0))
)
G
)
bb∗(A∗0 − λi(0)Id)−1
=
p∑
i=1
G−1ejGbb∗
(
1
λi(0)
A∗0 − Id
)−1
= −
p∑
i=1
G−1ejGbb∗(Id− xjA∗0)−1
where ei is p × p matrix with the (i, i) − th component is 1, the others are 0, xi is
the eigenvalue of A0. With Taylor’s development, we have
I(ϑ) =
p∑
i=1
∑
n≥0
G−1ejGbb∗xnj (A
∗
0)
n
=
∑
n≥0
(
p∑
i=1
G−1ejGbb∗xnj
)
(A∗0)
n
=
∑
n≥0
G−1D(xnj )Gbb∗(A∗0)n
as G−1D(xnj )G = An0 , we have
I(ϑ) =
∑
n≥0
An0bb
∗(A∗0)
n.
It is easy to verify that I(ϑ) is the unique solution of Lyapunov equation (1.9).
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5 Proofs
5.1 Proof of Theorem 1.1
The statement of Theorem follows from Lemma 1.4 since (1.45) implies immediately
that
Pϑ − lim
N→∞
1
N
〈M〉N = I(ϑ), (1.46)
and, hence also due to the central limit theorem for martingales,
1√
N
MN
law⇒ N (0, I(ϑ)) .
5.2 Proof of Theorem 1.2
Due to the strong law of large numbers for martingales, in order to proof the strong
consistency we have only to check that
lim
N→∞
〈M〉N = +∞ a.s.,
or, equivalently that for a one ﬁxed constant µ > 0
lim
N→∞
Eϑ exp
(
−µ
2
〈M〉N
)
= 0. (1.47)
But in the case when p = 1 the ingredients in the right hand side of formulas (1.33)-
(1.34) with α = 1 can be given more explicitly:
N∏
n=1
detAn = ϑ
Nσ2N+1,
and
σ2N+1Ψ
1
N+1 =
1− λ−
λ+ − λ−SN(
λ+
ϑ
) +
λ+ − 1
λ+ − λ−SN(
λ−
ϑ
), (1.48)
where the matrix SN(a) is deﬁned by equation (1.39),
λ±
ϑ
=
ϑ2 + µ+ 1±√(µ+ (1− ϑ)2)(µ+ (1 + ϑ)2)
2ϑ
are the two eigenvalues of the matrixAµ =
(
1
ϑ
1
ϑ
µ 1
ϑ
µ 1
ϑ
+ ϑ
)
Note that
λ+
ϑ
λ−
ϑ
= 1,
∣∣∣∣λ+ϑ
∣∣∣∣ > 1
and λ+ > 1 for every µ > 0 and ϑ ∈ R. Equations (1.48) and (1.39) imply that for
κ = λ+−1
1−λ−
detΨ1N+1 =
(
1
σ2N+1
)2(
1− λ−
λ+ − λ−
)2
det
(
SN(
λ+
ϑ
)
)
det
(
Id2×2 + κ(SN(
λ+
ϑ
))−1SN(
λ−
ϑ
)
)
and that
det
(
SN(
λ+
ϑ
)
)
= ϑ−NλN+σ
2
N+1.
Following from the Lemma 1.2, we have
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det
(
Id2×2 + κ(SN(
λ+
ϑ
))−1SN(
λ−
ϑ
)
)
is uniformly bounded and separated from 0 when µ is suﬃciently large (and so
a = λ−
ϑ
is suﬃciently small). Since λ+ > 1, we obtain that
lim
N→∞
LϑN(µ) = c lim
N→∞
λ
−N
2
+ = 0.
The uniform consistency and the uniform convergence of the moments on compacts
❑ ⊂ (−1, 1) follow from the estimates (see [48], Eq.17.51):
Eϑ
(
1
N
〈M〉N
)−q
≤ (1− ϑ2)−q,
E
(
1√
N
MN
)q
≤
(√
1− ϑ2
)q
.
Remark 6. It is worth mentioning that even in a stationary autoregressive models of
order 1 with strongly dependent noises the Least Square Estimator ϑ˜N =
∑N
n=1Xn−1Xn∑N
n=1X
2
n−1
is not consistent.
Appendix – Laplace transforms of quadratic forms
for general Gaussian vector sequences In this part, we con-
sider the Laplace transforms of quadratic forms corresponding to the Gaussian vector
sequence (Xt, t = 0, 1, · · · ) and the given deterministic symmetric matrix sequence
Q(t), t = 0, 1, · · · :
L(t) = E exp
(
−1
2
t∑
s=0
X
′
sQ(s)Xs
)
.
We state our main result:
Theorem A.1 For any t ≥ 0 the following equality holds:
L(t) =
t∏
s=0
[det(Id+γ(s, s)Q(s)]−1/2 exp
{
−1
2
t∑
s=0
z
′
(s)Q(s)(Id+ γ(s, s)Q(s))−1z(s)
}
,
(1.49)
where (γ(t, s), 0 ≤ s ≤ t) is the unique solution of the equation
γ(t, s) = K(t, s)−
s−1∑
r=0
γ(t, r)[Id+γ(r, r)Q(r)]−1Q(r)γ(s, r)
′
, 1 ≤ s ≤ t ; γ(t, 0) = K(t, 0) ,
(1.50)
and (zs, 0 ≤ s ≤ t) is the unique solution of the equation
zs = ms −
s−1∑
r=0
γ(s, r)[Id+ γ(r, r)Q(r)]−1Q(r)zr , 1 ≤ s ≤ t ; z0 = m0 . (1.51)
where
mt = E(Xt), K(t, s) = E(Xt −mt)(Xs −ms)′ .
To prove this Theorem, we need the following Lemma:
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Lemma A.2 Let V be a random variable and U be a p-dimension random vector,
Q is a symmetric matrix, then
Ee−V−
1
2
U
′
QU
Ee−V
= [det(Id+ γUUQ)]
−1/2
× exp
{
−1
2
(E(U)− γUV )′Q(Id+ γUU)−1(E(U)− γUV )
}
.
where
γUU = E(U − E(U))(U − E(U))′ and γUV = E(U − E(U))(V − E(V ))
Proof. Let us deﬁne ζ =
(
U
V
)
, a = Eζ =
(
E(U)
E(V )
)
, Γ = E(ζ − a)(ζ − a)′ =(
γUU γUV
γ
′
UV γV V
)
, d =
(
0p×1
−1
)
and D =
(
Q 0p×1
01×p 0
)
. With the formula
E exp[d
′
ζ − ζ ′Dζ] =
(
det[2D + Γ−1]−1
det Γ
)1/2
× exp
{
1
2
[
−a′Γ−1a+ (d′ + a′Γ−1)(2D + Γ−1)−1(d′ + a′Γ−1)′
]}
.
we have
Ee−V−
1
2
U
′
QU
Ee−V
=
(
det[D + Γ−1]−1
det Γ
)1/2
× exp
{
1
2
[
(d
′
+ a
′
Γ−1)[(D + Γ−1)−1 − Γ](d+ Γ−1a)
]}
First of all,
det[D + Γ−1]−1
det Γ
= det[Γ(D + Γ−1)]−1 = [det(Id+ γUUQ)]−1,
on the other hand, we can calculate that
(D + Γ−1)−1 − Γ =
(
(Id+ γUUQ)
−1 − Id 0p×1
−γ ′UVQ(Id+ γUUQ)−1 0
)
× Γ
so we have
1)
d
′
[(D + Γ−1)−1 − Γ]d = −γ ′UVQ(Id+ γUUQ)−1γUV ,
2)
d
′
[(D + Γ−1)−1 − Γ]Γ−1a = γ ′UVQ(Id+ γUUQ)−1E(U),
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3)
a
′
Γ−1[(D + Γ−1)−1 − Γ]Γ−1a = a′Γ−1
(
(Id+ γUUQ)
−1 − Id 0p×1
−γ ′UVQ(Id+ γUUQ)−1 0
)
a
= a
′
( −Q(Id+ γUUQ)−1 0p×1
01×p 0
)
a
= −E(U)′Q(Id+ γUUQ)−1E(U).
Because
(d
′
+ a
′
Γ−1)[(D + Γ−1)−1 − Γ](d+ Γ−1a) = 2d′ [(D + Γ−1)−1 − Γ]Γ−1a
+ a
′
Γ−1[(D + Γ−1)−1 − Γ]Γ−1a+ d′ [(D + Γ−1)−1 − Γ]d
we have
Ee−V−
1
2
U
′
QU
Ee−V
= [det(Id+ γUUQ)]
−1/2
× exp
{
−1
2
(E(U)− γUV )′Q(Id+ γUU)−1(E(U)− γUV )
}
.
Now we introduce the problems appropriate for computing the Ltqf. Let (εt, t =
0, 1, . . . ) be a sequence of i.i.d. standard Gaussian random vectors which is indepen-
dent of the given process (Xt, t = 0, 1, . . . ). Let us deﬁne the auxiliary sequences
(Yt, t = 0, 1, . . . ) and (ξt, t = 0, 1, . . . ) by
Yt = Q(t)Xt +Q
1/2(t)εt ,
ξt =
t∑
s=0
X
′
sYs .
(1.52)
The notation πs(Xt) is used for the conditional expectation of Xt given σ-ﬁeld
Yt = σ({Ys , 0 ≤ s ≤ t}):
πs(Xt) = E(Xt|Ys).
Moreover we make the convention that π−1(Xt) = E(Xt). We shall be concerned
with one-step prediction for X from Y and with ﬁltering ξ from Y . Here, clearly
the pair (X, Y ) is jointly Gaussian, and hence the optimal one-step predictor is the
Gaussian distribution deﬁned by the conditional mean πt−1(Xt) and the conditional
variance matrix γ
XX
(t) = E[(Xt−πt−1(Xt))(Xt−πt−1(Xt))′/Yt−1] which actually is
deterministic i.e.,
γ
XX
(t) = E[Xt − πt−1(Xt)][Xt − πt−1(Xt)]′ , t ≥ 1 ; γXX (0) = K(0, 0) . (1.53)
Of course, the joint distribution of (X, ξ, Y ) is not Gaussian, but we observe that the
conditional distribution of (Xt, ξt−1) given Yt−1 is Gaussian. Hence, in particular,
the optimal ﬁlter for ξ is the Gaussian distribution deﬁned by the conditional mean
πt(ξt) and the corresponding conditional covariance (which is random). Actually the
other main characteristic which is involved in the sequel is the following conditional
covariance :
γ
Xξ
(t) = IE[(Xt − πt−1(Xt))(ξt−1 − πt−1(ξt−1))/Yt−1] , t ≥ 1 ; γXξ(0) = 0 . (1.54)
Now we can state the announced key property :
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Lemma A.3 For any t = 0, 1, . . . the following equality holds:
L(t) =
t∏
s=0
[det(Id+ γ
XX
(s)Q(s))]−1/2
× exp
{
−1
2
t∑
s=0
[πs−1(Xs)− γXξ(s)]Q(s)(Id+ γXX )−1[πs−1(Xs)− γXξ(s)]
′
}
Proof. Setting
It−1 =
1
2
t−1∑
s=0
XsQ(s)X
′
s ,
we can write
L(t)
L(t− 1) =
E(exp
{−It−1 − 12XtQ(t)X ′t})
E(exp{−It−1}) . (1.55)
Let us deﬁne a new probability measure P˜ by
dP˜ = exp{−ζt−1}dP ; ζt−1 =
t−1∑
s=0
X
′
sQ
1/2(s)εs +
1
2
t−1∑
s=0
XsQ(s)X
′
s . (1.56)
Under P˜ the distribution of X is the same as under P and X is independent of
(Ys, 0 ≤ s ≤ t− 1). Hence we can rewrite the equality (1.55) as
L(t)
L(t− 1) =
E˜(exp
{−It−1 − 12XtQ(t)X ′t} /Yt−1)
E˜(exp{−It−1}/Yt−1)
,
where E˜(./Yt−1) denotes a conditional expectation computed with respect to P˜.
Then, using the classical Bayes formula, again we can rewrite (1.55) as
L(t)
L(t− 1) =
E(exp
{−It−1 − 12XtQ(t)X ′t} exp{−ζt−1}/Yt−1)
E(exp{−It−1} exp{−ζt−1}/Yt−1) .
Since from the deﬁnitions (1.52) and (1.56) we have ξt−1 = It−1 + ζt−1, this means
that
L(t)
L(t− 1) =
E(exp
{−ξt−1 − 12X(t)Q(t)X ′t} /Yt−1)
E(exp{−ξt−1}/Yt−1) .
with Lemma 1, we get
L(t)
L(t− 1) = [det(Id+ γXX (t)Q(t))]
−1/2
× exp
{
−1
2
[πt−1(Xt)− γXξ(t)]Q(s)(Id+ γXX )−1[πt−1(Xs)− γXξ(t)]
′
}
which achieves the proof.
The last thing to prove Theorem 1 is to get the equation (1.50). Since for the
general setting the analysis is quite similar, for simplicity of notation we deal only
with the case Q ≡ Id, i.e., Yt = Xt + εt. Since the joint distribution of (X ′r, Ys) for
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any r , s is Gaussian we can apply the Note following Theorem 13.1 in [49]. For any
l we can write {
πl(Xt) = πl−1(Xt) + γ(t, l)〈ν〉−1l νl,
π−1(Xt) = mt,
(1.57)
where νl = Yl−E(Yl/Yl−1) = Yl− πl−1(Xl) is the innovation and 〈ν〉l is its variance
matrix
〈ν〉l = Id+ γ(l, l) ,
with
γ(t, l) = E(Xt − πl−1(Xt))(Xl − πl−1(Xl))′ . (1.58)
By the deﬁnition (1.58), we see for l = t that the variance matrix γ
XX
(t) = γ(t, t)
and Now, equality (1.57) implies
πl(Xt) = mt +
l∑
r=0
γ(t, r)(Id+ γ
XX
(r))[Yr − πr−1(Xr)] ,
and putting l = t− 1 we get nothing but equation
πt−1(Xt) = mt +
t−1∑
s=0
γ(t, s)(Id+ γ
XX
(s))[Ys − πs−1(Xs)] , t ≥ 0 , (1.59)
Let us deﬁne
δX(t, l) = Xt − πl(Xt),
According to (1.57) we can write
δX(t, l) = δX(t, l − 1)− γ(t, l)〈ν〉−1l νl,
and so
EδX(t
1, l)δ
′
X(t
2, l) = EδX(t
1, l − 1)δ′X(t2, l − 1)− γ(t1, l)〈ν〉−1l γ(t2, l)
′
,
or
EδX(t
1, l)δ
′
X(t
2, l) = Eδ
(
Xt
1,−1)δ′X(t2,−1)−
l∑
r=0
γ(t1, r)〈ν〉−1r γ(t2, r)
′
. (1.60)
Taking t1 = t , t2 = s , l = s−1 in (1.60), it is readily seen that equation (1.50) holds
for γ(t, s). Now we analyze the diﬀerence πt−1(Xt)−γXξ(t). Using the representation
ξt =
∑t
r=0X
′
rYr we can rewrite γXξ(t) in the following form
γ
Xξ
(t) = πt−1(Xt − πt−1(Xt))(ξt−1 − πt−1(ξt−1))
=
t−1∑
r=0
πt−1((Xt − πt−1(Xt))(Xr − πt−1(Xr))′)Yr
=
t−1∑
r=0
E((Xt − πt−1(Xt))(Xr − πt−1(Xr))′)Yr .
So we have
γ
Xξ
(t) =
t−1∑
r=0
γ˜(t, r)Yr , (1.61)
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where
γ˜(t, r) = E((Xt − πt−1(Xt))(Xr − πt−1(Xr))′) = γ(r, t)′ . (1.62)
Using the deﬁnitions (1.58) and (1.62) we can write
γ˜(t, r)− γ(t, r) = −EXt(πt−1(Xr)− πr−1(Xr))′ .
Again, applying the Note following Theorem 13.1 in [49], we can write also
πl(Xr) = πl−1(Xr) + γ(r, l)〈ν〉−1l νl,
This means that
πt−1(Xr)− πr−1(Xr) =
t−1∑
l=r
γ(r, l)〈ν〉−1l νl ,
so
EXt(πt−1(Xr)− πr−1(Xr))′ =
t−1∑
l=r
γ(t, l)〈ν〉−1l γ˜(l, r).
Hence we have proved the following relation
γ˜(t, r)− γ(t, r) = −
t−1∑
l=r
γ(t, l)〈ν〉−1l γ˜(l, r) . (1.63)
Now we can show that the diﬀerence zt = πt−1(Xt) − γXξ(t) satisﬁes the equation
(1.51). Using (1.59), (1.61) and (1.63), we obtain
zt = mt +
t−1∑
r=0
γ(t, r)〈ν〉−1r (Yr − πr−1(Xr))−
t−1∑
r=0
γ˜(t, r)Yr
= mt −
t−1∑
r=0
γ(t, r)〈ν〉−1r πr−1(Xr) +
t−1∑
r=0
(γ(t, r)〈ν〉−1r − γ˜(t, r))Yr
= mt −
t−1∑
r=0
γ(t, r)〈ν〉−1r πr−1(Xr) +
t−1∑
r=0
(γ(t, r)〈ν〉−1r − (γ(t, r)−
t−1∑
l=r
γ(t, l)〈ν〉−1l γ˜(l, r)))Yr
= mt −
t−1∑
r=0
γ(t, r)〈ν〉−1r πr−1(Xr)−
t−1∑
r=0
γ(t, r)〈ν〉−1r γ(r, r))Yr +
t−1∑
l=0
γ(t, l〈ν〉−1l (
l∑
r=0
γ˜(l, r)Yr ,
Now, using 1.61 again and the property γ(r, r) = γ˜(r, r), we can write
zt = mt −
t−1∑
r=0
γ(t, r)〈ν〉−1r πr−1(Xr) +
t−1∑
l=0
γ(t, l)〈ν〉−1l γXξ(l)
= mt −
t−1∑
r=0
γ(t, r)〈ν〉−1r (πr−1(X!r)− γXξ(r))
= mt −
t−1∑
r=0
γ(t, r)〈ν〉−1r zr ,
which is nothing else but equation (1.51).
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Chapter 2
Controlled drift estimation in
fractional diffusion linear systems
1 Introduction
1.1 Historical survey
The experiment design has been given a great deal of interest over the last decades
from the early statistics literature (see e.g. [34,76,79]) as well as in the engineering
literature (see e.g. [24–26]).
Many of these works focused on identiﬁcation of directly observed dynamic sys-
tem parameters. The classical approach for experiment design consists on a two-step
procedure: maximize the Fisher information under energy constraint of the input
and ﬁnd an adaptive estimation procedure. In this area, there are several approaches
like sequential design and Bayesian design (see e.g. [26, 46, 53] and the references
therein).
For partially observed systems, even in the linear case we can only mention
[4, 47, 53, 54, 57], where linear signal - observation model perturbed by the white
noise has been considered.
On the other hand, large sample asymptotic properties of the Maximum Like-
lihood Estimator (MLE) of the drift of a fractional Ornstein-Uhlenbeck process
[18,37] have also been studied in the directly observed case (see [37] for consistency
and [8, 10,19] for asymptotical normality).
The work which is presented in this part is a direct continuation of what has
been initiated in [10–12]. We focus on the determination of the asymptotical optimal
input for the estimation of the drift parameter in a partially observed but controlled
fractional Ornstein-Uhlenbeck process.
More precisely, we present here a technique that allows us to use both methods
developed in [12] for computing the asymptotical optimal input and in [10] for
deducing the drift MLE asymptotical properties. The remainder term appearing
can be treated by Laplace transform computations.
This chapter falls into four parts. In this introduction, we state the setting and
the main results. In the second part, we present two key elements which are the
model transformation and the Fisher information decomposition. In the third part,
we focus on the proof for the partially observable case. In the fourth part, we give
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some remarks on the proof for the directly observed problem. Finally technical
proofs of lemmas are postponed in the last part.
1.2 The setting and the main result
We consider real-valued processes X = (Xt, t ≥ 0) and Y = (Yt, t ≥ 0), representing
the signal and the observation respectively. In the fully observable case, they are
governed by:
dYt = dXt = −ϑXtdt+ u(t)dt+ dV Ht , t > 0 (2.1)
and in the partially observable case, they are governed by the following linear system
of stochastic diﬀerential equation:{
dXt = −ϑXtdt+ u(t)dt+ dV Ht ,
dYt = µXtdt+ dW
H
t ,
t > 0, (2.2)
with initial conditionX0 = Y0 = 0. Here, V
H = (V Ht , t ≥ 0) andWH = (WHt , t ≥ 0)
are independent normalized fBm’s with the same known1 Hurst parameterH ∈ (0, 1)
and the coeﬃcients ϑ and µ 6= 0 are real constants. The unobserved signal process
X = (Xt, t ≥ 0), is controlled by the real-valued function u = (u(t), t ≥ 0).
The system has a uniquely deﬁned solution process (X, Y ) which is, due to the
well known properties of the fBm, Gaussian but neither Markovian nor a semi-
martingale for H 6= 1
2
(see, e.g., [49], page 238).
Suppose that parameter ϑ > 0 is unknown and is to be estimated given the
observed trajectory Y T = (Yt, 0 ≤ t ≤ T ).
For a ﬁxed value of the parameter ϑ, let PTϑ denote the probability measure,
induced by (XT , Y T ) on the function space C[0,T ] × C[0,T ] and let FYt be the natural
ﬁltration of Y , FYt = σ (Ys, 0 ≤ s ≤ t).
Let L(ϑ, Y T ) be the likelihood, i.e. the Radon-Nikodym derivative of PTϑ , re-
stricted to FYT with respect to some reference measure on C[0,T ]. In this setting,
Fisher information stands for :
IT (ϑ, u) = −Eϑ ∂
2
∂ϑ2
lnL(ϑ, Y T ) .
Let us denoted UT some functional space of controls, that is deﬁned by equations
(2.12) and (2.13) page 37. Let us therefore note
JT (ϑ) = sup
u∈UT
IT (ϑ, u).
Our main goal is to ﬁnd estimator ϑT of the parameter ϑ which are asymptotically
eﬃcient in the sense that, for any compact ❑ ⊂ ❘+∗ = {ϑ ∈ ❘, ϑ > 0},
sup
ϑ∈❑
JT (ϑ)Eϑ
(
ϑT − ϑ
)2
= 1 + o(1) , (2.3)
as T →∞. We claim that:
1In the continuous-time observation setting, there is no statistical error made for the Hurst
parameter H estimation with classical methods, see for instance quadratic generalized variations
method in [32].
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Theorem 2.1. The asymptotical optimal input in the class of controls UT is uopt(t) =
κ√
2λ
tH−
1
2 for H > 1
2
(and uopt(t) =
κ√
2λ
t
1
2
−H for H < 1
2
) where
κ = 2HΓ
(
3
2
−H
)
Γ
(
1
2
+H
)
and λ =
HΓ(3− 2H)Γ(H + 1
2
)
2(1−H)Γ(3
2
−H) (2.4)
and Γ stands for the Gamma function. Moreover,
lim
T→+∞
JT (ϑ)
T
= I(ϑ)
where
I(ϑ) =

1
2ϑ
+
1
ϑ2
(fully observable case)
1
2ϑ
− 2ϑ
α(α + ϑ)
+
ϑ2
2α3
+
µ2
α2ϑ2
(partially observable case)
(2.5)
and α =
√
µ2 + ϑ2.
Remark 2.1. In order to compare, we can see that the Fisher information for the
problems (2.1) and (2.2) with no input u(t) = 0 is
lim
T→+∞
IT (ϑ, 0)
T
=

1
2ϑ
(fully observable case)
1
2ϑ
− 2ϑ
α(α + ϑ)
+
ϑ2
2α3
(partially observable case).
This values have been obtained in [8,10,19] for the fully observable case and in [10]
for the partially observed case, all for the fractional setting.On the other hand, when
H = 1
2
(classical Wiener case), the optimal input is u(t) = 1.
As the optimal input does not depend on ϑ (see Theorem 2.1), a possible candi-
date is the Maximum Likelihood Estimator (MLE) ϑˆT , deﬁned as the maximum of
the likelihood:
ϑˆT = argmax
ϑ>0
L(ϑ, Y T ).
Moreover, MLE reaches eﬃciency and we deduce its large sample asymptotic
properties:
Theorem 2.2. The MLE is uniformly consistent on compacts K ⊂ R+∗ , i.e. for
any ν > 0,
lim
T→∞
sup
ϑ∈K
PTϑ
{∣∣∣ϑˆT − ϑ∣∣∣ > ν} = 0 ,
uniformly on compacts asymptotically normal: as T tends to +∞,
lim
T→∞
sup
ϑ∈K
∣∣∣Eϑf (√T (ϑˆT − ϑ))− Ef(ξ)∣∣∣ = 0 ∀f ∈ Cb
and ξ is a zero mean Gaussian random variable of variance I(ϑ)−1 (see (2.5) for
the explicit value) which does not depend on H and we have the uniform on
ϑ ∈ K convergence of the moments: for any p > 0,
lim
T→∞
sup
ϑ∈K
∣∣∣Eϑ ∣∣∣√T (ϑˆT − ϑ)∣∣∣p − E |ξ|p∣∣∣ = 0.
Finally, the MLE is efficient in the sense of (2.3).
1. INTRODUCTION 35
CHAPTER 2. CONTROLLED DRIFT ESTIMATION IN FRACTIONAL DIFFUSION
LINEAR SYSTEMS
Remark 2.2. The MLE satisfies all the properties in Theorem 2.2 with the same
I(ϑ) when H = 1
2
. To the best of our knowledge, the result is also new in this case
but with the same method we will present .
Because the proof for the two cases is same, so in the following parts, we will
only deal with the partially observable case and give the explanation of the fully
observable case in section 4
2 Preliminaries
2.1 Transformation of the model
The explicit representation of the likelihood function can be written thanks to the
transformation of observation model proposed in [38]. In what follows, all random
variables and processes are deﬁned on a given stochastic basis (Ω,F , (Ft)t≥0,P)
satisfying the usual conditions and processes are (Ft)− adapted. Moreover the
natural filtration of a process is understood as the P-completion of the ﬁltration
generated by this process. Let us deﬁne for H > 1
2
(for the case H < 1
2
, see Section
5.1):
kH(t, s) = κ
−1s
1
2
−H(t− s) 12−H , wH(t) = 1
2λ(2− 2H)t
2−2H (2.6)
Nt =
∫ t
0
kH(t, s)dW
H
t and Mt =
∫ t
0
kH(t, s)dV
H
t (2.7)
where κ and λ are deﬁned in (2.4).
Then the process N = (Nt, t ≥ 0) is a Gaussian martingale, called in [56] the
fundamental martingale, whose variance function is nothing but wH . Moreover, the
natural ﬁltration of the martingale N coincides with the natural ﬁltration of the
fBm WH . Similarly M = (Mt, t ≥ 0) stands for the fundamental martingale of V H .
Following [38], let us introduce a process Z = (Zt, 0 ≤ t ≤ T ) the fundamental
semimartingale associated to Y , deﬁned as
Zt =
∫ t
0
kH(t, s)dYs.
Note that Y can be represented as Yt =
∫ t
0
KH(t, s)dZs, where KH(t, s) = H(2H −
1)
∫ t
s
rH−
1
2 (r − s)H− 32dr for 0 ≤ s ≤ t and therefore the natural ﬁltrations of Y and
Z coincide. Moreover, we have the following representation:
dZt = µλℓ(t)
∗ζtd〈N〉t + dNt, Z0 = 0, (2.8)
where ζ = (ζt, t ≥ 0) is the solution of the stochastic diﬀerential equation
dζt = −λϑA(t)ζtd〈M〉t + b(t)v(t)d〈M〉t + b(t)dMt, ζ0 = 0, (2.9)
with
ℓ(t) =
(
t2H−1
1
)
, A(t) =
(
t2H−1 1
t4H−2 t2H−1
)
, b(t) =
(
1
t2H−1
)
(2.10)
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and ∗ standing for the transposition. Here, for a control u(t), we have deﬁned the
function v(t) by the following equation
v(t) =
d
dwH(t)
∫ t
0
kH(t, s)u(s)ds; (2.11)
provided that the fractional derivative exists. Let us deﬁne the space of control for
v(t):
VT =
{
v
∣∣∣∣ 1T
∫ T
0
|v(t)|2dwH(t) ≤ 1
}
. (2.12)
Remark that with (2.11) the following relation between control u and its transfor-
mation v holds:
u(t) =
d
dt
∫ t
0
KH(t, s)v(s)dwH(s). (2.13)
We can set the admissible controls as UT = {u | v ∈ VT}. Note that these sets are
non empty.
2.2 Likelihood function and the Fisher information
The classical Girsanov theorem and the general ﬁltering theorem (see [49]) gives
L(ϑ, ZT ) = exp
(
µλ
∫ T
0
ℓ(t)∗πt(ζ)dZt − µ
2λ2
2
∫ T
0
πt(ζ)ℓ(t)ℓ(t)
∗πt(ζ)∗d〈N〉t
)
where the conditional expectation πt(ζ) = Eϑ(ζt|FYt ) satisﬁes the equation
dπt(ζ) = aϑ(t)πt(ζ)d〈M〉t + µλγ(t)ℓ(t)dZt + b(t)v(t)d〈M〉t, π0(ζ) = 0, (2.14)
Here aϑ(t) = −ϑλA(t) − µ2λ2γ(t)ℓ(t)ℓ(t)∗ and γ(t) = Eϑ(ζt − πt(ζ))∗(ζt − πt(ζ))
is the covariance of the ﬁltering error, which is the unique solution of the Ricatti
equation
dγ(t)
d〈M〉t = −ϑλ(A(t)γ(t) + γ(t)A(t)
∗) + b(t)b(t)∗ − µ2λ2γ(t)ℓ(t)ℓ(t)∗γ(t) (2.15)
with initial condition γ(0) = 0. Note that Equation (2.14) can be rewritten in the
equivalent form
dπt(ζ) = −ϑλA(t)πt(ζ)d〈M〉t + b(t)v(t)d〈M〉t + µλγ(t)ℓ(t)dνt (2.16)
with initial condition π0(ζ) = 0 and where the innovation process (νt, t ≥ 0) is
deﬁned by:
dνt = dZt − µλℓ(t)∗πt(ζ)d〈N〉t, ν0 = 0. (2.17)
The Fisher information stands for
IT (ϑ, v) = −Eϑ ∂
2
∂ϑ2
lnL(ϑ, ZT )
= Eϑµ
2λ2
∫ T
0
∂πt(ζ)
∂ϑ
ℓ(t)ℓ(t)∗
∂πt(ζ)
∂ϑ
∗
d〈N〉t.
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2.3 Fisher information decomposition
Contrary to what have been done in [12], it is hard to compute directly the Fisher
information using ∂πt(ζ)
∂ϑ
in its implicit form. Let us introduce
Πϑt =
(
πt(ζ)
∂πt(ζ)
∂ϑ
)
and C(t)∗ = ( 01×2 ℓ(t)∗ ) (2.18)
where 01×2 is the zero matrix of size 1× 2. The Fisher information can be rewritten
as
IT (ϑ, v) = µ2λ2Eϑ
∫ T
0
(C(t)∗Πϑt )2 d〈N〉t.
We will separate the Fisher information with two parts, one with the control, the
other without. So we will focus on the following decomposition
IT (ϑ, v) = µ2λ2
∫ T
0
Eϑ
(C(t)∗(Πϑt − EϑΠϑt + EϑΠϑt ))2 d〈N〉t
= I1,T (ϑ, v) + I2,T (ϑ, v) (2.19)
where
I1,T (ϑ, v) = µ2λ2
∫ T
0
Eϑ
(C(t)∗(Πϑt − EϑΠϑt ))2 d〈N〉t
and
I2,T (ϑ, v) = µ2λ2
∫ T
0
(C(t)∗EϑΠϑt )2 d〈N〉t. (2.20)
The deterministic function
(Pϑ(t) = EϑΠϑt , t ≥ 0) satisﬁes the following equation:
dPϑ(t)
d〈N〉t = A
ϑ(t)Pϑ(t) +D(t)v(t), P(0) = 04×1, (2.21)
where
D(t) =
(
b(t)
02×1
)
and Aϑ(t) =
( −λϑA(t) 02×2
−λA(t) aϑ(t)
)
.
At the same time, the process P t =
(
Πϑt − Pϑ(t), t ≥ 0
)
satisﬁes the following equa-
tion:
dP t = Aϑ(t)P t d〈N〉t + µλγ(t)
(
ℓ(t)
ℓ(t)
)
dνt (2.22)
with initial condition P0 = 04×1. Since I1,T (ϑ, v) does not depend on v(t) (see
equation (2.22)), we write it I1,T (ϑ). In fact, I1,T (ϑ) is the Fisher information of
the initial system (2.2) when u = 0.
3 Proofs
3.1 Proof of Theorem 2.1
With the technique of separation (2.19) and the precedent remarks, we have
JT (ϑ) = I1,T (ϑ) + J2,T (ϑ)
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where
J2,T (ϑ) = sup
v∈VT
I2,T (ϑ, v).
From (2.21), we get
P(t) = ϕϑ(t)
∫ t
0
ϕ−1ϑ (s)D(t)v(s)d〈N〉s (2.23)
where ϕϑ(t) is the matrix deﬁned by
dϕϑ(t)
d〈N〉t = A
ϑ(t)ϕϑ(t), ϕϑ(0) = Id4×4 (2.24)
with Id4×4 the 4× 4 identity matrix. Substituting in (2.20), we get
I2,T (ϑ, v) =
∫ T
0
∫ T
0
KT (s, σ)s
1
2
−H
√
2λ
v(s)
σ
1
2
−H
√
2λ
v(σ)dsdσ,
where
KT (s, σ) =
∫ T
max(s,σ)
G(t, s)G(t, σ)dt,
and
G(t, σ) = µ
2
2
(
t
1
2
−HC(t)∗ϕϑ(t)ϕ−1ϑ (σ)D(σ)σ
1
2
−H
)
.
Then
J2,T (ϑ) = T sup
v˜∈L2[0,T ],‖v˜‖≤1
∫ T
0
∫ T
0
KT (s, σ)v˜(s)v˜(σ)dsdσ,
= T sup
v˜∈L2[0,T ],‖v˜‖≤1
(KT v˜, v˜) (2.25)
where v˜(s) =
s
1
2
−H
√
2λ
v(s)√
T
and ||.|| stands for the usual norm in L2[0, T ].
On one hand, we get from [10] that
lim
T→∞
I1,T (ϑ)
T
=
1
2ϑ
− 2ϑ
α(α + ϑ)
+
ϑ2
2α3
where α =
√
µ2 + ϑ2.
On the other hand, in order to prove the Theorem 2.1, we have to check that
lim
T→∞
J2,T (ϑ)
T
=
µ2
α2ϑ2
or, equivalently, looking at equation (2.25) that
Lemma 2.1.
lim
T→∞
sup
v˜∈L2[0,T ],‖v˜‖≤1
(KT v˜, v˜) = µ
2
α2ϑ2
with an optimal input vopt(t) =
√
2λtH−
1
2 belonging to the space of control VT .
Proof. The proof is adapted from [12] and is postponed to section 5.2.
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3.2 Proof of Theorem 2.2
As the optimal input does not depend on ϑ, the MLE ϑ̂T of ϑ in the system{
dζt = −λϑA(t)d〈M〉t + b(t)vopt(t)d〈M〉t + b(t)dMt , ζ0 = 0,
dZt = µλℓ(t)ζt + dNt , Z0 = 0,
(2.26)
is a good candidate to reach eﬃciency in (2.3).
Ibragimov-Khasminskii program
The proof of Proposition 2.2 is base on [31, Theorem I.10.1]. Let us deﬁne the
likelihood ratio
ZTϑ (r) =
L(ϑ+ r√
T
, ZT )
L(ϑ, ZT ) , r ∈ S
T
ϑ =
{
r : ϑ+
r√
T
∈ ❘+∗
}
.
Actually, to prove Proposition 2.2, it is suﬃcient to check the three following con-
ditions on the likelihood ratio. For any compacts ❑ ⊂ ❘+∗ ,
(A.1) Let Zϑ(r) = exp
(
rξ − u2
2
I(ϑ)
)
with ξ ∼ N (0, I(ϑ)), whose maximum is
attained at the unique point rˆ = ξ I(ϑ)−1, where I(ϑ) is deﬁned by (2.5).
Uniformly in ϑ ∈ ❑, the marginal (ﬁnite-dimensional) distributions of the
random function ZTϑ (r) converge to the marginal distributions of the random
function Zϑ(r).
(A.2) There exist χ > 0 such that for all r ∈ STϑ ,
sup
ϑ∈❑
EϑZTϑ (r)
1
2 ≤ exp (−χr2) .
(A.3) There exist a > 0 and b > 0 (depending on ❑) such that for any R > 0, for
|r1| < R, |r2| < R
sup
ϑ∈❑
Eϑ
∣∣∣ZTϑ (r2) 12 −ZTϑ (r1) 12 ∣∣∣2 ≤ b(1 +Ra)|r2 − r1|2.
Laplace transform proof
For any ϑ1 > 0,
(
πϑ1t (ζ), t ≥ 0
)
is the solution of (2.16) and (γϑ1(t), t ≥ 0) the
solution of (2.15), both when ϑ = ϑ1. Let us denote δϑ1,ϑ2(t) = π
ϑ2
t (ζ) − πϑ1t (ζ)
and LT (a, ϑ1, ϑ2) the Laplace transform of the integral of the quadratic form of the
diﬀerence δϑ1,ϑ2(t):
LT (a, ϑ1, ϑ2) = Eϑ exp
(
−aµ
2λ2
2
∫ T
0
δϑ1,ϑ2(t)
∗ℓ(t)ℓ(t)∗δϑ1,ϑ2(t)d〈N〉t
)
.
It has been proved in [10] that, if there exists a0 < 0 such that for all a > a0, ∀ r1,
r2 ∈ STϑ ,
lim
T→∞
LT (a, ϑ+
r1√
T
, ϑ+
r2√
T
) = exp(−a(r2 − r1)
2
2
I(ϑ)), (2.27)
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then properties (A.1-A.3) of the Ibragimov-Khasminskii program hold.
In the following, we compute the behavior of this Laplace transform. Let us
deﬁne
Πt =
(
πϑ1t (ζ)
δϑ1,ϑ2(t)
)
which is governed by:
dΠt = A(t)Πtd〈N〉t + B(t)dνϑ1t +D(t)vopt(t)d〈N〉t, Π0 = 04×1, (2.28)
where
aϑ2(t) = −ϑ2λA(t)− µ2λ2γϑ2(t)ℓ(t)ℓ(t)∗, Dϑ1,ϑ2γ = γϑ2(t)− γϑ1(t),
A(t) =
( −ϑ1λA(t) 0
−(ϑ2 − ϑ1)λA(t) aϑ2(t)
)
and B(t) = µλ
(
γϑ1(t)
Dϑ1,ϑ2γ
)
ℓ(t).
Following from [36]
LT (a, ϑ1, ϑ2) = Eϑ1 exp
(
−aµ
2λ2
2
∫ T
0
δϑ1,ϑ2(t)
∗ℓ(t)ℓ(t)∗δϑ1,ϑ2(t)d〈N〉t
)
= Eϑ1 exp
(
−aµ
2λ2
2
∫ T
0
Π∗tC(t)C(t)∗Πtd〈N〉t
)
= exp
(
−aµ
2λ2
2
∫ T
0
(trace (H(t)M(t)) +Q(t)∗M(t)Q(t)) d〈N〉t
)
= L1,T (a, ϑ1, ϑ2)L2,T (a, ϑ1, ϑ2) (2.29)
where
L1,T (a, ϑ1, ϑ2) = exp
(
−aµ
2λ2
2
∫ T
0
trace (H(t)M(t)) d〈N〉t
)
and
L2,T (a, ϑ1, ϑ2) = exp
(
−aµ
2λ2
2
∫ T
0
Q(t)∗M(t)Q(t)d〈N〉t
)
. (2.30)
Here, H(t) satisﬁes the Ricatti equation
dH(t)
d〈N〉t = A(t)H(t) +H(t)A(t)
∗ + B(t)B(t)∗ − aλ2µ2H(t)M(t)H(t), (2.31)
with
M(t) = C(t)C(t)∗,
C(t) deﬁned in (2.18) and (Q(t), t ≥ 0) satisfying the equation:
Q(t) = Eϑ1Πt − aλ2µ2
∫ t
0
ϕ(t)ϕ−1(s)H(s)M(s)Q(s)d〈N〉s (2.32)
where
dϕ(t)
d〈N〉t = A(t)ϕ(t), ϕ(0) = Id4×4. (2.33)
Since L1,T (a, ϑ1, ϑ2) has been studied in [10], checking the condition (2.27) (and
therefore proving the Proposition 2.2) is only but to prove the following lemma:
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Lemma 2.2. With the previous notations, there exists a0 < 0 such that for all
a > a0, ∀ r1, r2 ∈ STϑ ,
lim
T→∞
L2,T
(
a, ϑ+
r1√
T
, ϑ+
r2√
T
)
= exp
(
−a(r2 − r1)
2
2
µ2
α2ϑ2
)
where α =
√
µ2 + ϑ2.
It is worth emphasizing, that using this technique of separation, the above lemma
does not appear neither in [10] nor in [12].
4 Fully observable case
4.1 Optimal input
Let H > 1
2
(for H < 1
2
, see Section 5.1) and let us denote by Z = (Zt, t ≥ 0) the
fundamental semimartingale associated to X, deﬁned as
Zt =
∫ t
0
kH(t, s)dXs
where kH(t, s) is deﬁned in (2.6). Thanks to the this transformation, we can write
the explicit expression of the likelihood function
LT (ϑ, ZT ) = exp
(∫ T
0
(−ϑλℓ(t)∗ζt + v(t))dZt − 1
2
∫ T
0
(−ϑλℓ(t)∗ζt + v(t))2d〈M〉t
)
where ℓ(t), λ and Mt are deﬁned in (2.6),(2.7) and (2.10) respectively, (ζt, t ≥ 0) is
the solution of (2.9) and (v(t), t ≥ 0) is deﬁned in (2.11). We can decompose the
Fisher information with the same technique into the following form:
IT (ϑ, v) = Eϑ
∫ T
0
(λℓ(t)∗ζt)2d〈N〉t,
= Eϑ
∫ T
0
(ℓ(t)∗(ζt − Eϑζt + Eϑζt))2 d〈N〉t,
= Eϑλ
2
∫ T
0
(ℓ(t)∗(ζt − Eϑζt))2 d〈M〉t + λ2
∫ T
0
ℓ(t)∗(Eϑζt)2d〈N〉t,
= I1(ϑ, v) + I2(ϑ, v).
The mean function (Eϑζt, t ≥ 0) satisﬁes
dEϑζt = −ϑλA(t)Eϑζtd〈N〉t + b(t)v(t)d〈N〉t, Eϑζ0 = 02×1
and the process (ζt − Eϑζt, t ≥ 0) satisﬁes
d (ζt − Eϑζt) = −ϑλA(t)(ζt − Eϑζt)d〈N〉t + b(t)dNt, ζ0 − Eϑζ0 = 02×1. (2.34)
We can see in (2.34) that I1(ϑ, v) does not depend on v(t) and can noted I1(ϑ).
Actually, it has been studied in [10] and
lim
T→∞
I1(ϑ)
T
=
1
2ϑ
.
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Then, for the optimal control computation, we will only consider I2(ϑ, v). Same
kind of computations as in the partially observable case (explicit form of the kernel
and maximization) leads to
lim
T→∞
I2(ϑ, vopt)
T
=
1
ϑ2
where vopt(t) =
√
2λtH−
1
2 .
4.2 Properties of Estimator
We have know that the optimal input does not depend on ϑ, we can get the explicit
expression of MLE, that is
ϑ̂T = ϑ−
∫ T
0
λℓ(t)∗ζot dNt∫ T
0
(λℓ(t)∗ζot )2d〈N〉t
, (2.35)
where ζot is the solution of (2.9) with the input v(t) = vopt(t), t ≥ 0.
To prove the asymptotical properties in Theorem 2.2, we will compute the
Laplace transform of the denominator in (2.35):
LT (a, ϑ) = Eϑ exp
(
−a
2
∫ T
0
(λℓ(t)∗ζot )
2d〈N〉t
)
. (2.36)
Following from [36], we can have
LT (a, ϑ) = exp
(
−1
2
∫ T
0
Q(t)∗M(t)Q(t)dt+ trace(γ(t)M(t))dt
)
= L1,T (a, ϑ)L2,T (a, ϑ)
where
L1,T (a, ϑ) = exp
(
−1
2
∫ T
0
trace(γ(t)M(t))dt
)
and
L2,T (a, ϑ) = exp
(
−1
2
∫ T
0
Q(t)∗M(t)Q(t)dt
)
.
In the previous equations, we denoted
M(t) = aλ
2
ℓ(t)ℓ(t)∗t1−2H and Q(t) = Eϑζot −
∫ t
0
γ(t, s)M(s)Q(s)ds.
Moreover, we deﬁned γ(t, s) = ΠtΠ
−1
s γ(s) where Πt satisﬁes the diﬀerential equation
dΠt = −ϑ
2
AH(t)Πtdt
and γ(t) satisﬁes the following Ricatti equation:
dγ(t)
dt
= −ϑ
2
(AH(t)γ(t) + γ(t)AH(t)
∗)− γ(t)M(t)γ(t) + 1
2λ
b(t)b(t)∗t1−2H .
Asymptotical behavior of the ﬁrst term L1,T (a, ϑ) have been studied in [10]. Direct
computations for the second term L2,T (a, ϑ) leads to
lim
T→∞
LT (
a
T
, ϑ) = exp
(
−a
2
(
1
2ϑ
+
1
ϑ2
))
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5 Technical proofs of Lemmas
5.1 From H > 1
2
to H < 1
2
Thanks to [33, Corollary 5.2], for H < 1/2, we have the relation between fBm
processes of indexes H and 1−H:
WHt = ℵH
∫ t
0
(t− s)2H−1 dW 1−Hs , with ℵH =
(
2H
Γ(2H)Γ(3− 2H)
) 1
2
. (2.37)
Using this relation, we can transform the observation model (2.2) to the following
observation model:{
dX˜t = −ϑX˜tdt+ u˜(t)dt+ dV 1−Ht , X˜0 = 0 ,
dY˜t = µX˜tdt+ dW
1−H
t , Y˜0 = 0 ,
with
X˜t = ℵ1−H
∫ t
0
(t− s)1−2H dXs, Y˜t = ℵ1−H
∫ t
0
(t− s)1−2H dYs ,
and
u˜(t) = ℵ1−H d
dt
∫ t
0
(t− r)1−2Hu(r)dr = (1− 2H)ℵ1−H
∫ t
0
(t− r)−2Hu(r)dr.
It had been proved in [11] that the set of controls UT (see (2.12) for the deﬁnition)
remains unchanged after transformation (2.37). Then 1−H > 1
2
and the results of
Proposition 2.1 and Proposition 2.2 are valid for any H ∈ (0, 1).
5.2 Proof of Lemma 2.1
First of all, we need a preliminary result. Let us denote
p(t) =

t
1
2
−H
tH−
1
2
0
0

and recall that ϕϑ(t) is the solution of equation (2.24) and α =
√
µ2 + ϑ2.
Lemma 2.3. With the previous notations,
lim
t→∞
∫ t
0
t
1
2
−HC(t)∗ϕϑ(t)ϕ−1ϑ (s)p(s)ds = −
2
αϑ
. (2.38)
Proof. Due to the asymptotical behavior of ϕϑ(t) as t→∞, we can plug it into the
computation of the limit of the integral of (2.24). Using the asymptotical behavior
of γϑ(t) (see (2.15)), we get from [10] that aϑ(t) ∼
t→∞
−αλA(t). Therefore, the
standard arguments (see, e.g., [40]) imply that
lim
t→∞
∫ t
0
t
1
2
−HC(t)∗ϕϑ(t)ϕ−1ϑ (s)p(s)ds = limt→∞
∫ t
0
t
1
2
−HC(t)∗ϕϑ,∞(t)ϕ−1ϑ,∞(s)p(s)ds
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where
dϕϑ,∞(t)
dt
= (M ⊗AH(t))ϕϑ,∞(t), ϕϑ,∞(0) = Id4×4,
⊗ denotes the Kronecker product,
M =
( −ϑ
2
0
−1
2
−α
2
)
and AH(t) =
(
1 t1−2H
t2H−1 1
)
.
Let us diagonal the matrix M
M = G
( −ϑ
2
0
0 −α
2
)
G−1 , G =
(
ϑ− α 0
1 1
)
,
when we deﬁne ϕ˜ϑ,∞(t) = (G−1 ⊗ Id2×2)ϕϑ,∞(t), it satisﬁes the following equation:
dϕ˜ϑ,∞(t)
dt
=
( −ϑ
2
AH(t) 0
0 −α
2
AH(t)
)
ϕ˜ϑ,∞(t)
with initial condition
ϕ˜ϑ,∞(0) =
1
ϑ− α
(
1 0
−1 ϑ− α
)
⊗ Id2×2.
Then, ∫ t
0
t
1
2
−HC(t)∗ϕϑ,∞(t)ϕ−1ϑ,∞(s)p(s)ds =
∫ t
0
1
ϑ− α [g
ϑ(t, s)− gα(t, s)]ds,
where gϑ(t, s) = t
1
2
−Hℓ(t)∗ρϑ(t)ρ−1ϑ (s)b(s)s
1
2
−H with
dρϑ(t)
dt
= −ϑ
2
AH(t)ρϑ(t), ρϑ(0) = Id2×2. (2.39)
As
∫ t
0
gϑ(t, s)ds→ 2
θ
when t→∞ (see [12]), which achieves the proof.
Now let us return to the proof of the Proposition 2.1. With vopt(t) =
√
2λtH−
1
2 ,
we can compute
I2,T (ϑ, vopt)
T
=
µ2
4T
∫ T
0
(∫ t
0
t
1
2
−HC(t)∗ϕϑ(t)ϕ−1ϑ (s)p(s)ds
)2
dt ∼
T→∞
µ2
α2ϑ2
and
lim
T→∞
sup
v˜∈L2[0,T ],‖v˜‖≤1
(KT v˜, v˜) ≥ µ
2
α2ϑ2
.
To get the upper bound, let us introduce the Gaussian process (ξt, 0 ≤ t ≤ T )
ξt =
(∫ T
t
σ
1
2
−HC(σ)∗ϕϑ(σ)⊙ dWσ
)
ϕ−1ϑ (t)
where (Wσ, σ ≥ 0) is a Wiener process and ⊙ denotes the Itô backward integral
(see [65]). It is worth emphasizing that
KT (s, σ) = µ
2
4
E
(
ξsD(s)s 12−HξσD(σ)σ 12−H
)
= E(XσXs).
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where X is the centered Gaussian process deﬁned by Xt = µ2 ξtD(t)t
1
2
−H . The process
(ξt, 0 ≤ t ≤ T ) satisﬁes the following dynamic
−dξt = ξtAϑ(t)d〈M〉t + C(t)∗t 12−H ⊙ dWt, ξT = 0.
Obviously, KT (s, σ) is a compact symmetric operator for ﬁxed T , so we should
estimate the spectral gap (the ﬁrst eigenvalue ν1(T )) of the operator. The estimation
of the spectral gap is based on the Laplace transform computation. Let us compute,
for suﬃciently small negative a < 0 the Laplace transform of
∫ T
0
X 2t dt:
LT (a) = Eϑ exp
(
−a
∫ T
0
X 2t dt
)
= Eϑ exp
(
−a
∫ T
0
(µ
2
ξtD(t)t 12−H
)2
dt
)
.
On one hand, for a > − 1
ν1(T )
, since X is a centered Gaussian process with
covariance operator KT , using Mercer’s theorem and Parseval’s inequality, LT (a)
can be represented as :
LT (a) =
∏
i≥1
(1 + 2aνi(T ))
− 1
2 , (2.40)
where νi(T ), i ≥ 1 is the sequence of positive eigenvalues of the covariance operator.
On the other hand,
LT (a) = Eϑ
(
−aµ
2λ
2
∫ T
0
ξtD(t)D(t)∗ξ∗t d〈N〉t
)
= exp
(
1
2
∫ T
0
trace(2λHϑ(t)M(t)d〈N〉t
)
where Hϑ(t) is the solution of Ricatti diﬀerential equation:
dHϑ(t)
d〈N〉t = H
ϑ(t)Aϑ(t)∗ +Aϑ(t)Hϑ(t) + 2λHϑ(t)M(t)Hϑ(t)− aµ2λD(t)D(t)∗
with initial condition Hϑ(0) = 04×4, provided that the solution of this equation
exists for any 0 ≤ t ≤ T .
It is well know that if detΨ1(t) > 0, for any t ∈ [0, T ], then Hϑ(t) = Ψ−11 (t)Ψ2(t),
where the pair of 4 × 4 matrices (Ψ1, Ψ2) satisﬁes the system of linear diﬀerential
equations:
dΨ1(t)
d〈N〉t = −Ψ1(t)A
ϑ(t)− 2λΨ2(t)M(t), Ψ1(0) = Id4×4,
dΨ2(t)
d〈N〉t = −aµ
2λΨ1(t)D(t)D(t)∗ +Ψ2(t)Aϑ(t)∗, Ψ2(0) = 04×4
and
LT (a) = exp
(
−1
2
∫ T
0
trace
(Aϑ(t)) d〈N〉t) (detΨ1(T ))− 12 .
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Here again, standard arguments (see [40]) imply that under the condition detΨ1,∞(t) >
0, for any t ∈ [0, T ],
LT (a) ∼
T→∞
exp
(
−1
2
∫ T
0
trace
(Aϑ∞(t)) d〈N〉t) (detΨ1,∞(T ))− 12 (2.41)
where
Aϑ∞(t) =
( −ϑ 0
−1 −α
)
⊗ λA(t)
and
dΨ1,∞(t)
d〈N〉t = −Ψ1,∞(t)A
ϑ
∞(t)− 2λΨ2,∞(t)M(t),
dΨ2,∞(t)
d〈N〉t = −aµ
2λΨ1,∞(t)D(t)D(t)∗ +Ψ2,∞(t)Aϑ∞(t)∗,
(2.42)
with initial conditions Ψ1,∞(0) = Id4×4 and Ψ2,∞(0) = 04×4. Rewriting the system
(2.42) in the following form
d(Ψ1,∞(t), Ψ2,∞(t)J)
d〈N〉t = (Ψ1,∞(t), Ψ2,∞(t)J) · (Υ⊗ λA(t)) (2.43)
where J =
(
J J
J J
)
, J =
(
0 1
1 0
)
and Υ =

ϑ 0 −aµ2 0
1 α 0 0
0 0 −ϑ −1
0 −2 0 −α
 . When
−ϑ2α2
2µ2
< a < 0, , we have four real eigenvalue of the matrix Υ, we denote them
(xi)i=1,2,3,4. It can be checked that there exists a constant C > 0 such that
detΨ1,∞(T ) = exp ((x1 + x3)T ) (C + O
T→∞
(
1
T
))
where x1 =
√
ϑ2+α2+
√
µ4−2aµ2
2
and x3 =
√
ϑ2+α2−
√
µ4−2aµ2
2
. Therefore, due to the
equality (2.41),
LT (a) =
∏
i≥1
(1 + 2aνi(T )) ∼
T→∞
exp ((ϑ+ α)T ) (detΨ1,∞(T ))
− 1
2 > 0. (2.44)
Consequently, we have
∏
i≥1(1 + 2aνi(T )) > 0 for any a > −ϑ
2α2
2µ2
and lim
T→∞
ν1(T ) ≤
µ2
ϑ2α2
which achieves the proof.
5.3 Proof of Lemma 2.2
In this section we will prove that
lim
T→∞
lnL2,T (a, ϑ+
r1√
T
, ϑ+
r2√
T
) = −aµ
2λ2
2
lim
T→∞
∫ T
0
Q(t)∗M(t)Q(t)d〈N〉t
= −a(r2 − r1)
2
2
µ2
α2ϑ2
.
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Let us deﬁne the function (P(t) = Eϑ1Πt, t ≥ 0) which satisﬁes
dP(t)
d〈N〉t = A(t)P(t) +D(t)v(t), P(0) = 04×1 (2.45)
where
A(t) =
( −ϑ1λA(t) 0
−(ϑ2 − ϑ1)λA(t) aϑ2(t)
)
.
Using the asymptotical behavior of γϑ2(t) (see (2.15)), we get from [10] that
aϑ2(t) ∼ −α2λA(t) (as t → ∞) with α2 =
√
µ2 + ϑ22. Then, let us consider, in the
following, the asymptotic behavior P∞(t), H∞(t) and ϕ∞(t) of P(t), H(t) and ϕ(t)
respectively and solutions of equations (2.45), (2.31) and (2.33) substituying
A∞(t) =
( −ϑ1 0
−(ϑ2 − ϑ1) −α2
)
⊗ λA(t)
and
B∞(t)B∞(t)∗ =
(
g21 g1g2
g1g2 g
2
2
)
⊗ λA(t)J
in the place of A(t) and B(t)B(t)∗. Here g1 = µ√λ(α1+ϑ1) g2 =
µ√
λ(α2+ϑ2)
− µ√
λ(α1+ϑ1)
,
α1 =
√
µ2 + ϑ21 and
J =
(
0 1
1 0
)
.
Let us also introduce the function (Q∞(t), t ≥ 0) deﬁned by
Q∞(t) = P∞(t)− aλ2µ2
∫ t
0
ϕ∞(t)ϕ−1∞ (s)H∞(s)M(s)Q∞(s)d〈N〉s. (2.46)
then the asymptotic behavior of the equation (2.30) can be presented by:
lim
T→∞
∫ T
0
Q(t)∗M(t)Q(t)d〈N〉t = lim
T→∞
∫ T
0
(C(t)∗Q(t))2 d〈N〉t
= lim
T→∞
∫ T
0
(C(t)∗Q∞(t))2 d〈N〉t
= lim
T→∞
1
2λ
(ϑ2 − ϑ1)2
∫ T
0
(
t
1
2
−HC(t)∗Q∞(t)
ϑ2 − ϑ1
)2
dt.
Let us rewrite, using (2.46), the quantity Q∞(t) =
t
1
2
−HC(t)Q∞(t)
ϑ2−ϑ1 by
Q∞(t) =
t
1
2
−HC(t)∗P∞(t)
ϑ2 − ϑ1 −
aλµ2
2
∫ t
0
(F (t, s) +G(t, s))Q∞(s)ds (2.47)
where
F (t, s) =
(
tH−
1
2 t
1
2
−H ) ρα2(t)ρ−1α2 (s)( (H3,3∞ (s)s2H−1 +H3,4∞ (s))s 12−H(H4,3∞ (s)s2H−1 +H4,4∞ (s))s 12−H
)
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and
G(t, s) =
ϑ2 − ϑ1
ϑ1 − α2
(
tH−
1
2 t
1
2
−H ) (ρϑ1(t)ρ−1ϑ1 (s)
−ρα2(t)ρ−1α2 (s))
(
(H1,3∞ (s)s2H−1 +H1,4∞ )s
1
2
−H
(H2,3∞ (s)s2H−1 +H2,4∞ )s
1
2
−H
)
where Hi,j∞(s) is the i-th line and j-th row component of the matrix H∞(s) and ρϑ
is deﬁned in (2.39). Let us ﬁx ϑ1 = ϑ+
r1√
T
and ϑ2 = ϑ+
r2√
T
. In order to prove the
Lemma 2.2, we check successively :
1.
lim
t→+∞
t
1
2
−HC(t)P∞(t)
ϑ2 − ϑ1 = −
√
2
λ
1
α2ϑ1
with the same computations as in Lemma 2.3;
2. and for t and T large enough, there exists a constant C1 > 0 such that∣∣∣∣∫ t
0
(F (t, s) +G(t, s))Q∞(s)ds
∣∣∣∣ ≤ C1T .
On one hand, following from the proof of Lemma 2.1 in [12], we get:
|F (t, s)−(C1·e−α2(t−s)+C2
t
)(H3,3∞ (s)s2H−1+H3,4∞ (s)+H4,3∞ (s)s2H−1+H4,4∞ (s))| ≤
C3
(t ∨ 1)2
where C1, C2 and C3 are three constants. Moreover, it follows from [10] that when
s is large enough
H3,3∞ (s)s2H−1 +H3,4∞ (s) +H4,3∞ (s)s2H−1 +H4,4∞ (s) = trace
(
H∞(s)M(s)d〈N〉s
ds
)
= O
T→∞
(
1
T
).
On the other hand,
|G(t, s)− ϑ2 − ϑ1
ϑ1 − α2
(
C4(e
−ϑ1(t−s) − e−α2(t−s)))R(s)| ≤ C4
(t ∨ 1)2 .
where R(s) = H1,3∞ (s)s2H−1 +H1,4∞ (s) +H2,3∞ (s)s2H−1 +H2,4∞ (s) and C4 is a constant.
Let us deﬁne two processes It and Jt such that :
It =
(
tH−
1
2 t
1
2
−H ) πϑ1t (ζ) and Jt = ( tH− 12 t 12−H ) δϑ1,ϑ2 .
It follows from [38] that
|R(s)− cov(Is, Js)| ≤ C
(s ∨ 1)2
for s is large enough and C is a constant because
V ar(It) = t
2H−1H1,1(t) +H1,2(t) +H2,1(t) +H2,2t1−2H(t)
5. TECHNICAL PROOFS OF LEMMAS 49
CHAPTER 2. CONTROLLED DRIFT ESTIMATION IN FRACTIONAL DIFFUSION
LINEAR SYSTEMS
and
V ar(Jt) = t
2H−1H3,3(t) +H3,4(t) +H4,3(t) +H4,4t1−2H(t).
Let
φt =
d
dωH(t)
∫ t
0
kH(t, s)Xsds
= λ(t2H−1 · ZXt +
∫ t
0
r2H−1dZXt )
= λ · ( t2H−1 1 ) ζt
where ZXt =
∫ t
0
kH(t, s)dXs. We can estimate the variance of It with
V arIt =
1
λ
Eϑ1
(
t
1
2
−Hπϑ1t (φ)− t
1
2
−HEϑ1φ
ϑ1
t
)2
=
1
λ
t1−2H
(
Eϑ1(π
ϑ1
t (φ))
2 − (Eϑ1φϑ1t )2
)
≤ 1
λ
t1−2H
(
Eϑ1(φ
ϑ1
t )
2 − (Eϑ1φϑ1t )2
)
=
1
λ
t1−2HV ar(φϑ1t )
Following from [38], V ar(φϑ1t ) ∼
t→∞
λ(α1−ϑ1)
µ2
, so with the Cauchy-Schwarz inequality
| cov(It, Jt)| = O
T→∞
( 1
T
).
Finally, we get for t large enough that∫ t
0
|F (t, s) +G(t, s)| ds ≤ C2
T
. (2.48)
Consequently∣∣∣∣∫ t
0
(F (t, s) +G(t, s))Q∞(s)ds
∣∣∣∣ ≤ ∫ t
0
|(F (t, s) +G(t, s))| ∣∣Q∞(s)∣∣ ds
≤ C5
∫ t
0
|(F (t, s) +G(t, s))| ds
≤ C1
T
provided that
∣∣Q∞(t)∣∣ ≤ C5 for t and T large enough that will be explained below.
To show this, let us deﬁned the operator S deﬁned by
S(f)(t) =
aλµ2
2
∫ t
0
|F (t, s) +G(t, s)| f(s)ds.
Equation (2.47) leads to
|Q∞(t)| ≤
∣∣∣∣∣t
1
2
−HC(t)∗P∞(t)
ϑ2 − ϑ1
∣∣∣∣∣+ S(|Q∞|)(t)
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or
(I − S) (|Q∞|)(t) ≤
∣∣∣∣∣t
1
2
−HC(t)∗P∞(t)
ϑ2 − ϑ1
∣∣∣∣∣ ≤ C6 for t large enough.
Since, with (2.48), we have ‖S‖ ≤ C7
T
< 1 for T large enough, we can compute
|Q∞(t)| ≤ (I − S)−1 (C4)(t) =
∞∏
n=1
Sn(C4)(t)
≤ C5,
that concludes the proof.
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Chapter 3
Stochastic analysis of mixed
fractional Brownian motion
1 Introduction
In this part we present a new perspective on the mixed fractional Brownian motion,
i.e., the process
Xt = Bt +B
H
t , t ∈ [0, T ], T > 0, (3.1)
where B = (Bt) is the standard Brownian motion and B
H = (BHt ) is independent
fractional Brownian motion (fBm) with the Hurst exponent H ∈ (0, 1], that is, a
centered Gaussian process with covariance function
K(s, t) = EBHt B
H
s =
1
2
(
t2H + s2H − |t− s|2H
)
, s, t ∈ [0, T ].
The fBm BH coincides with the standard Brownian motion at H = 1
2
, but oth-
erwise diﬀers from it in many ways, including path regularity, dependence range
of the increments, etc. The diversity of properties makes it an interesting mathe-
matical object as well as a powerful modeling tool in a variety of applications (see,
e.g., [9], [55]).
The interest in the process (3.1) was triggered by P.Cheridito’s paper [16], where
the author discovered a curious change in the properties of X occurring at H = 3
4
. It
turns out that X is a semimartingale in its own ﬁltration if and only if either H = 1
2
or H ∈ (3
4
, 1
]
and, moreover, in the latter case, the probability measure µX , induced
by X on the measurable space of continuous functions C([0, T ]), is equivalent to the
standard Wiener measure µW .
Since BH is not a semimartingale on its own, unless H = 1
2
or H = 1, this
assertion means that BH can be “regularized” up to a semimartingale by adding to
it an independent Brownian perturbation. In [16] this fact is discussed in the context
of the option pricing problem from mathematical ﬁnance and arbitrage opportunities
on non-semimartingale markets (see also [17]). A comprehensive survey of further
related developments in ﬁnance can be found in [7]. Besides being of interest to
ﬁnance community, the result in [16] also led to a number of elegant generalizations
and alternative proofs, some of which are brieﬂy recalled in Section 2.3 below.
Our objective is to develop the basic toolbox for analysis of the mixed fBm,
based on the ﬁltering theory of Gaussian processes. The main ingredient is the so
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called fundamental martingale, whose natural ﬁltration coincides with the ﬁltration
generated by the process X, and with respect to which, X can be represented as
a stochastic integral and vise versa. For more general additive models driven by
the mixed fBm this notion naturally generalizes to fundamental semimartingale and
leads to the Girsanov type change of measure (Theorems 3.1 and 3.7 and Corollaries
3.2 and 3.8).
Using our approach we give a new direct proof of the aforementioned Cheridito’s
regularization theorem, which besides establishing the already known semimartin-
gality and equivalence properties, also yields a representation of the mixed fBm
as a diﬀusion type process in its own ﬁltration and a formula for the correspond-
ing Radon-Nikodym derivative. Counterparts of these results are also derived for
H < 1
4
, in which case µX was shown equivalent to the measure induced by BH by
H. van Zanten in [74] (Theorem 3.3).
Another area of potential applications is statistical analysis of models, driven
by mixed fractional noises. To demonstrate the ideas, in this paper we consider
only the basic linear regression setting and show how the Maximum Likelihood
Estimator (MLE) can be deﬁned and studied in the large sample asymptotic regime
(Theorem 3.4).
The rest of this chapter has the following structure. Our main results are de-
tailed in the next section. Some frequently used notations and auxiliary results are
gathered in Section 3 and the proofs appear in Sections 4 to 7.
2 The main results
Let FX = (FXt ) and F = (Ft), t ∈ [0, T ] be the natural ﬁltrations of X and (B,BH)
respectively and consider the ﬁltering process
Mt = E
(
Bt|FXt
)
, t ∈ [0, T ]. (3.2)
Since B is an F -martingale and FXt ⊆ Ft, the process M is an FX-martingale.
Remarkably, M encodes many of the essential features of the process X, making its
structure particularly transparent. As shown below, M and X generate the same
ﬁltrations and can be expressed as stochastic integrals with respect to each other.
More precisely, M admits the representation:
Mt =
∫ t
0
g(s, t)dXs, 〈M〉t =
∫ t
0
g(s, t)ds, t ≥ 0, (3.3)
where the kernel g(s, t) solves integro-diﬀerential equation
g(s, t) +H
d
ds
∫ t
0
g(r, t)|s− r|2H−1sign(s− r)dr = 1, 0 < s < t ≤ T. (3.4)
The family of functions
{
g(s, t), 0 ≤ s ≤ t ≤ T} plays the key role in our
approach to analysis of the mixed fBm.
The equation (3.4) is uniquely solved by g(s, t) ≡ 1
2
and g(s, t) ≡ 1/(1 + t) for
H = 1
2
and H = 1 respectively and for other values of H can be rewritten as a
simpler integral equation with a weakly singular kernel, whose precise formula is
determined by the range of H. A particularly neat form is obtained for H > 1
2
, as
elaborated in the following subsection.
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2.1 Mixed fBm for H > 1
2
For H in this range, the derivative and integration in (3.4) can be interchanged and
it takes the form of integral equation:
g(s, t) +H(2H − 1)
∫ t
0
g(r, t)|r − s|2H−2dr = 1, 0 ≤ s ≤ t ≤ T. (3.5)
It will be convenient to extend deﬁnition of g(s, t) to the domain 0 ≤ t ≤ s ≤ T by
setting
g(s, t) := 1−H(2H − 1)
∫ t
0
g(r, t)|r − s|2H−2dr, (3.6)
so that g(s, t) satisﬁes (3.5) for all s, t ∈ [0, T ].
For H ∈ (1
2
, 1
]
the kernel κ(s, r) := H(2H−1)|r−s|2H−2, s, r ∈ [0, T ] has a weak
(integrable) singularity on the diagonal. In this case the equation (3.5) is well known
to have unique continuous solution (see, e.g., [72]), which satisﬁes various regularity
properties, implicitly required by our results and elaborated in the course of the
proofs. For example, the derivative g˙(s, t) = ∂
∂t
g(s, t) explodes at the endpoints of
the interval [0, t] but, nevertheless, belongs to L2([0, t]) if H > 3/4 (Lemma 3.4).
Though this equation reduces to a particular instance of the Riemann bound-
ary value problem (see, e.g., [58]), its solution does not admit an explicit form.
Nevertheless, it can be eﬃciently approximated numerically (see, e.g., [73]).
Along with the function g(s, t), let us deﬁne
R(s, t) :=
g˙(s, t)
g(t, t)
, g˙(s, t) :=
∂
∂t
g(s, t), s 6= t, (3.7)
and
G(s, t) := 1− 1
g(s, s)
∫ t
0
R(τ, s)dτ, 0 ≤ s ≤ t ≤ T. (3.8)
As we show below g(t, t) > 0 for all t ≥ 0 and the functions in (3.7) and (3.8) are
well deﬁned. The following theorem summarizes a number of useful representation
formulas:
Theorem 3.1. The FX-martingale M , defined in (3.2), satisfies (3.3) and
〈M〉t =
∫ t
0
g2(s, s)ds, (3.9)
where g(s, t) is the unique solution of equation (3.5). Moreover,
Xt =
∫ t
0
G(s, t)dMs, t ∈ [0, T ], (3.10)
with G, defined by (3.8), and, in particular, FXt = FMt , P-a.s. for all t ∈ [0, T ].
The equality in (3.9) suggests that the martingale M admits innovation type
representation, which can be used to analyze the structure of the mixed fBm with
stochastic drifts and to derive an analogue of Girsanov’s theorem:
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Corollary 3.2. Consider a process Y = (Yt) defined by
Yt =
∫ t
0
f(s)ds+Xt, t ∈ [0, T ], (3.11)
where f =
(
f(t)
)
is a process with continuous paths and E
∫ T
0
∣∣f(t)∣∣dt <∞, adapted
to a filtration G = (Gt), with respect to which M is a martingale. Then Y admits
the representation
Yt =
∫ t
0
G(s, t)dZs (3.12)
with G, defined in (3.8), where the process Z = (Zt)
Zt =
∫ t
0
g(s, t)dYs, t ∈ [0, T ]
is a G-semimartingale with the Doob−Meyer decomposition
Zt = Mt +
∫ t
0
Φ(s)d〈M〉s, (3.13)
where
Φ(t) =
d
d〈M〉t
∫ t
0
g(s, t)f(s)ds. (3.14)
In particular, FYt = FZt , P-a.s. for all t ∈ [0, T ] and, if
E exp
{
−
∫ T
0
Φ(t)dMt − 1
2
∫ T
0
Φ2(t)d〈M〉t
}
= 1,
then the measures µX and µY are equivalent and the corresponding Radon-Nikodym
derivative is given by
dµY
dµX
(Y ) = exp
{∫ T
0
Φˆ(t)dZt − 1
2
∫ T
0
Φˆ2(t)d〈M〉t
}
, (3.15)
where Φˆ(t) = E
(
Φ(t)|FYt
)
.
Remark 7. The choice of the filtration G is obvious in typical applications. For
example, in filtering problems f(t) plays the role of the unobserved state process and
X is interpreted as the observation noise. If the state process and the noise are
independent, the corollary applies with Gt := Fft ∨ FXt .
If f(t) is a function of Yt, then (3.11) becomes a stochastic differential equation
with respect to the mixed fBm X. In this case, f(t) is adapted to FX itself and hence
the natural choice is Gt := FXt . For example, f(t) := θYt with θ ∈ R corresponds to
the mixed fractional Ornstein−Uhlenbeck process:
Yt = θ
∫ t
0
Ysds+Xt, t ∈ [0, T ]. (3.16)
Remark 8. Equality of the filtrations FX and FM means that the information
contained in X is preserved progressively in M . Therefore, following the terminology
of [56], [45] and [37], M merits to be called a fundamental martingale associated
with the mixed fBm X. Similarly, Z is a fundamental semimartingale associated
with the process Y .
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2.2 Mixed fBm for H < 1
2
In this case the derivative and integration in (3.4) are no longer interchangeable, but
nevertheless it can still be reduced to a weakly singular integral equation (Theorem
3.5). Being somewhat more involved, the details are deferred to Subsection 5.2
below, where Theorem 3.1 and Corollary 3.2 are generalized to all H ∈ (0, 1].
Instead let us brieﬂy describe an alternative “indirect” approach, which can also
be used to derive results analogous to those in the previous subsection. The trick is
to transform X into
X˜t =
∫ t
0
ρ˜(s, t)dXs, t ∈ [0, T ],
where the kernel ρ˜(s, t), whose explicit formula appears in (3.59) below, is such that
the process
B˜t =
∫ t
0
ρ˜(s, t)dBHs ,
is a standard Brownian motion. The main point of this transformation is that the
Gaussian process
U˜t =
∫ t
0
ρ˜(s, t)dBs
has covariance function with integrable partial derivative:
κ˜(s, t) :=
∂2
∂s∂t
EU˜sU˜t = |t− s|−2Hχ
(
s ∧ t
s ∨ t
)
, s 6= t, (3.17)
where χ(·) is a continuous function, speciﬁed in (3.60). Therefore the process X˜ =
B˜ + U˜ with H < 1
2
has the structure, similar to the original process X with H > 1
2
.
In particular, the martingale M˜t = E
(
B˜t|F X˜t
)
admits the representation
M˜t =
∫ t
0
g˜(s, t)X˜s, t ∈ [0, T ] (3.18)
where g˜(s, t) satisﬁes the weakly singular equation (cf. (3.5)):
g˜(s, t) +
∫ t
0
g˜(r, t)κ˜(r, s)dr = 1, 0 ≤ s ≤ t ≤ T. (3.19)
It can be shown that all three processes X, X˜ and M˜ generate the same ﬁltrations
and thus the martingale M˜ is also fundamental. Moreover, it turns out that the
original martingale M , deﬁned in (3.2), and the martingale M˜ can be represented
as stochastic integrals with respect to each other. In fact, both are generated by the
same innovation Brownian motion (see Lemma 3.10). Analogs of Theorem 3.1 and
Corollary 3.2 can now be readily obtained, using the same techniques as in the case
H > 1
2
(see Subsection 5.1 for the details).
2.3 Semimartingale structure of X
As mentioned above, P. Cheridito showed in [16] that X is a semimartingale in its
own ﬁltration if and only if H ∈ {1
2
} ∪ (3
4
, 1
]
and, moreover, µX ∼ µW for H > 3
4
.
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This statement is evident forH = 1
2
, for whichX is just a sum of two independent
Brownian motions. It also holds by a simple argument for H ∈ (0, 1
2
)
. Indeed, as
is well known, the p-power variation of BH is ﬁnite and positive for p = 1
H
(see,
e.g., Section 1.8 in [55] for precise deﬁnitions and related results). Hence for H < 1
2
,
the quadratic variation of BH and thus also of X is inﬁnite, preventing it from
being a semimartingale and, a fortiori, from being equivalent to B. A more delicate
argument is required for H ∈ (1
2
, 1
]
, since in this range the quadratic variation of
BH vanishes, and consequently X has the same quadratic variation as B.
To show that X is not a semimartingale for H ∈ (1
2
, 3
4
], the author ﬁrst argues
in [16] that X cannot be a semimartingale if it is not a quasimartingale, i.e. does
not satisfy the property
sup
τ
n−1∑
j=0
E
∣∣∣E(Xtj+1 −Xtj ∣∣FXtj )∣∣∣ <∞
where τ is the set of all ﬁnite partitions 0 = t0 < t1 < ... < tn = T . Then he
shows that the above sums are unbounded for H ∈ (1
2
, 3
4
] on the sequence of uniform
partitions.
The equivalence of X and B for H > 3
4
and the consequent semimartingale prop-
erty of X are shown in [16] using the Hida-Hitsuda [29] criterion for equivalence of
measures in terms of the relative entropies between the restrictions of these measures
to ﬁnite partitions.
F. Baudoin and D. Nualart [6] noticed that the Hida-Hitsuda criterion actually
applies in the more general setting and showed that the process X := B+V , where
V is a centered Gaussian process with covariance function K, is equivalent to a
Brownian motion, if ∂2K/∂s∂t ∈ L2([0, T ]2). In particular, for Vt := BHt , this
partial derivative is square integrable for H > 3/4, conﬁrming the result in [16].
The next extension of Cheridito’s result is due to H. van Zanten [74, 75], who
addresses the question of equivalence of a linear combination ξ =
∑n
k=1 αkB
Hk of n
independent fBm’s with the Hurst exponents H1 < ... < Hn and nonzero constants
α1, ..., αn, to a single fBm. Using spectral techniques for processes with stationary
increments, van Zanten shows that X and α1B
H1 are equivalent if H2−H1 > 14 , and,
conversely, if X is equivalent to a multiple of an fBm, then it must be equivalent to
α1B
H1 and H2 −H1 > 14 . The Radon-Nikodym derivative between the measures is
given in [74] in terms of certain reproducing kernels, but the author points out that
it might be hard to obtain more explicit expression (see remark (iii) on page 63).
Also the results in [74] do not imply semimartingality of X.
The following theorem gives a representation of X as a diﬀusion type process in
its own ﬁltration and a formula for the Radon-Nikodym derivative in terms of the
solution of equations (3.5) and (3.19):
Theorem 3.3.
1. The process X defined in (3.1) is a semimartingale in its own filtration if and
only if H ∈ {1
2
} ∪ (3
4
, 1]. For H ∈ (3
4
, 1], X is a diffusion type process:
Xt = Wt −
∫ t
0
ϕs(X)ds, t ∈ [0, T ],
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where
Wt =
∫ t
0
1
g(s, s)
dMs (3.20)
is an FX-Brownian motion and ϕt(X) =
∫ t
0
R(s, t)dXs, with R(s, t) defined
in (3.7). Moreover, the measures µX and µW are equivalent and
dµX
dµW
(X) = exp
{
−
∫ T
0
ϕt(X)dXt − 1
2
∫ T
0
ϕ2t (X)dt
}
.
2. The measures µX and µB
H
are equivalent if and only if H < 1
4
and
dµX
dµBH
(X) = exp
{
−
∫ T
0
ϕ˜t(X˜)dX˜t − 1
2
∫ T
0
ϕ˜2t (X˜)dt
}
, (3.21)
where ϕ˜t(X˜) =
∫ t
0
R˜(s, t)dX˜s, R˜(s, t) :=
˙˜g(s, t)
g˜(t, t)
and g˜(s, t) is the solution of
(3.19).
2.4 Drift estimation in mixed fractional noise
As another application, we consider the problem of construction and large sample
asymptotic analysis of the Maximum Likelihood Estimator (MLE) of the unknown
drift parameter of the mixed fBm. Let
Yt = θt+ βBt + αB
H
t , t ∈ [0, T ] (3.22)
where β, α and H are known constants and B and BH are standard and fractional
Brownian motions respectively. It is required to estimate the unknown parameter
θ ∈ R, given the sample Y T = {Yt, t ∈ [0, T ]}. While various reasonable estimators
can be suggested for this purpose, the MLE is traditionally of a special interest due
to its well known large sample optimality properties. Sometimes the performance of
MLE is considered as a benchmark for estimators with simpler structure, such as,
e.g., least squares estimator, and an explicit formula for the asymptotic variance of
MLE often comes handy.
The problem of constructing the MLE is elementary in the case α = 0, i.e. in
absence of the fractional component. In the case of purely fractional noise, i.e.
when β = 0, it was solved in [45]. Parameter estimation in models with mixed fBm
such as (3.22), was considered in the recent monographs [55] and [61], where the
construction of the MLE for θ appears as an open problem (see Remark (iii) page
181 in [61] and the discussion on page 354 in [55]). The following theorem aims at
ﬁlling this gap (w.l.o.g. α = β = 1 will be assumed hereafter).
Theorem 3.4. The MLE of θ is given by
θˆT (Y ) =
∫ T
0
g(s, T )dYs∫ T
0
g(s, T )ds
, (3.23)
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where the function g(s, T ), s ∈ [0, T ] is the unique solution of equation (3.4) with
t := T . For H ∈ (0, 1) this estimator is strongly consistent and the corresponding
estimation error is normal
θˆT − θ ∼ N
(
0,
1∫ T
0
g(s, T )ds
)
, (3.24)
with the following asymptotic variance:
1. for H > 1
2
,
lim
T→∞
T 2−2HE(θˆT − θ)2 =
2HΓ(H + 1
2
)Γ(3− 2H)
Γ(3
2
−H) , (3.25)
where Γ(·) is the standard Gamma function.
2. for H < 1
2
,
lim
T→∞
TE
(
θˆT − θ
)2
= 1. (3.26)
Remark 9. The constant in the right hand side of (3.25) coincides with the asymp-
totic variance, obtained in [45] for the problem of estimating the drift θ from the
observations with purely fractional noise:
Y¯t = θt+B
H
t , t ∈ [0, T ].
Hence either the Brownian or the fractional Brownian component is asymptotically
negligible for H > 1
2
and H < 1
2
respectively.
Remark 10. The fundamental martingales M and M˜ , introduced above, are also
expected to play a key role in the statistical analysis of models more general than
(3.22), such as, e.g., the mixed fractional Ornstein−Uhlenbeck process (3.16). The
progress in this direction will be reported elsewhere.
3 Notations and Auxiliary Results
3.1 Notations
Throughout we assume that all the random variables are supported on a complete
probability space (Ω,F ,P). We will frequently use the constants
cH =
1
2HΓ
(
3
2
−H)Γ(H + 1
2
) , λH = 2HΓ(H + 12)Γ(3− 2H)
Γ
(
3
2
−H)
βH = c
2
H
(
1
2
−H
)2
λH
2− 2H .
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For a measurable function f on [0, T ] and t ∈ [0, T ], we deﬁne
Kf (s, t) = −2H d
ds
∫ t
s
f(r)rH−1/2(r − s)H−1/2 dr , 0 ≤ s ≤ t ,
and
Qf (s) =
d
ds
∫ s
0
f(r)r1/2−H(s− r)1/2−H dr, 0 ≤ s ≤ t.
These operators are readily related to the Riemann−Liouville fractional integrals
and derivatives (see [67]). The respective inversion formulas are
f(s) = −cHs 12−H d
ds
∫ t
s
Kf (r, t)(r − s) 12−Hdr, (3.27)
and
f(s) = 2HcHs
H− 1
2
d
ds
∫ s
0
Qf (r)(s− r)H− 12dr, (3.28)
where the equalities hold almost everywhere.
Following the notations of [35] and [59], deﬁne the space
Λ
H− 1
2
t :=
{
f : [0, t] 7→ R such that
∫ t
0
(
s
1
2
−HKf (s, t)
)2
ds <∞
}
,
with the scalar product
〈f, g〉
Λ
H− 1
2
t
:=
2− 2H
λH
∫ t
0
s1−2HKf (s, t)Kg(s, t)ds. (3.29)
For H > 1
2
Λ
H− 1
2
t =
{
f : [0, t] 7→ R such that
∫ t
0
∫ t
0
f(u)f(v)|u− v|2H−2dudv <∞
}
,
and the inclusion L2([0, t]) ⊂ ΛH−
1
2
t holds. This inclusion fails for H <
1
2
(see
Remark 4.2 in [59]).
For any H ∈ (0, 1) and φ, ψ ∈ L2([0, t])⋂ΛH− 12t , the following identity holds∫ t
0
φ(s)ψ(s)ds = cH
∫ t
0
Kφ(s, t)Qψ(s)ds. (3.30)
Recall that for 0 < α, β < 1
∫ T
0
|s− r|−α|r − t|−βdr ≤

C1|s− t|1−α−β α + β > 1
C2 log
T
|s−t| + C3 α + β = 1
C4 α + β < 1
(3.31)
Here and below Ci, ci, i = 1, 2, ... stand for constants depending only on H and T ,
whose precise values are of no importance, often changing from line to line.
For H > 1
2
, deﬁne
κ(s, r) := H(2H − 1)|r − s|2H−2.
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This kernel is weakly singular, in the sense sup
s∈[0,T ]
∫ T
0
k(s, r)dr <∞. We will denote
by κ(m), m = 1, 2, ... the m-th iteration of the kernel κ, that is, κ(1)(s, t) = κ(s, t)
and
κ(m)(s, t) =
∫ t
0
κ(m−1)(s, r)κ(r, t)dr, m = 2, 3, ...
By (3.31), for H > 1
2
, κ(m)(·, t) ∈ L2([0, t]) for m > 1
4H−2 and, moreover, κ
(m)(·, t) ∈
C([0, t]) for m > 1
2H−1 . Similar relations hold for the kernel κ˜ with H <
1
2
, deﬁned
in (3.17).
3.2 Martingale representation lemma
For the reader’s convenience, let us brieﬂy recall some relevant properties of the
integrals with respect to fBm. For the simple function of the form,
f(u) =
n∑
k=1
fk1u∈[uk,uk+1), fk ∈ R, 0 = u1 < u2 < ... < uk = t,
the stochastic integral with respect to BH is deﬁned as∫ t
0
f(s)dBHs :=
n∑
k=1
fk
(
BHuk+1 − BHuk
)
.
Since simple functions are dense in Λ
H− 1
2
t (see Theorem 4.1 in [59]), the deﬁnition
of
∫ t
0
f(s)dBHs extends to f ∈ ΛH−
1
2
t through the limit∫ t
0
f(s)dBHs := lim
n
∫ t
0
fn(s)dB
H
s ,
where fn is any sequence of simple functions, such that limn ‖f − fn‖
Λ
H− 1
2
t
= 0.
Moreover, for f, g ∈ ΛH−
1
2
t , cf. (3.29),
E
∫ t
0
f(s)dBHs
∫ t
0
g(s)dBHs =
2− 2H
λH
∫ t
0
s1−2HKf (s, t)Kg(s, t)ds. (3.32)
For H > 1/2, the formula in the right hand side of (3.32) simpliﬁes to
E
∫ t
0
f(s)dBHs
∫ t
0
g(s)dBHs =
∫ t
0
∫ t
0
f(r)g(s)κ(r, s)drds. (3.33)
It turns out however (see Section 5 of [59]), that for H > 1
2
the image of Λ
H− 1
2
t
under the map f 7→ ∫ t
0
f(s)dBHs is a strict subset of sp[0,t](B
H), the closure in
L2(Ω,F ,P) of all possible linear combinations of the increments of BH . In other
words, some linear functionals of BH cannot be realized as stochastic integrals of the
above type and thus the representation of M as a stochastic integral is not entirely
evident at the outset.
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Lemma 3.1. Let η be a Gaussian random variable, such that (η,Xt), t ∈ [0, T ] forms
a Gaussian process. Then there exists a unique function h(·, t) ∈ L2([0, t])⋂ΛH− 12t ,
such that
E(η|FXt ) = Eη +
∫ t
0
h(s, t)dXt, P− a.s.
Proof. Following the arguments of the proof of Lemma 10.1 in [?], let ti = ti/2
n,
i = 0, ..., 2n and FXt,n = σ{Xti − Xti−1 , i = 1, ..., 2n}. Then FXt,n ր FXt and by
martingale convergence
lim
n
E(η|FXt,n) = E(η|FXt ), P− a.s. (3.34)
Since E(η|FXt,n) are uniformly integrable, this convergence also holds in L2(Ω,P).
By the normal correlation theorem,
E(η|FXt,n) = Eη +
2n∑
i=1
hni−1
(
Xti −Xti−1
)
,
with some constants hni−1, i = 1, ..., 2
n. Deﬁne
hn(s, t) :=
2n∑
i=1
hni−11s∈[ti−1,ti),
then
E
(
η|FXt,n
)
= Eη +
∫ t
0
hn(s, t)dBs +
∫ t
0
hn(s, t)dB
H
s ,
and
E
(
E
(
η|FXt,n
)− E(η|FXt,m))2 =∫ t
0
(
hn(s, t)− hm(s, t)
)2
ds+
2− 2H
λH
∫ t
0
(
s
1
2
−H(Khn −Khm)(s, t)
)2
ds.
Since the convergence (3.34) holds in L2(Ω,P),
lim
n
sup
m≥n
(
‖hn − hm‖2 + ‖hn − hm‖
Λ
H− 1
2
t
)
≤ lim
n
sup
m≥n
E
(
E
(
η|FXt,n
)−E(η|FXt,m))2 = 0,
and, by completeness of L2([0, t]), there exists a function h(·, t) ∈ L2([0, t])
⋂
Λ
H− 1
2
t ,
such that limn ‖h−hn‖2 = limn ‖h−hn‖
Λ
H− 1
2
t
= 0. The claimed representation now
follows, since
E
(
E(η|FXt )− Eη −
∫ t
0
h(s, t)dBs −
∫ t
0
h(s, t)dBHs
)2
≤
3E
(
E(η|FXt )− E(η|FXt,n)
)2
+ 3
∫ t
0
(
hn(s, t)− h(s, t)
)2
ds+
+ 3
∫ t
0
(
s
1
2
−H(Khn −Kh)(s, t)
)2
ds
n→∞−−−→ 0.
The uniqueness of h is obvious.
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3.3 The equation (3.4) and its alternative forms
In this subsection we verify the representation (3.3) and explore the associated
equation (3.4), rewriting it in a number of convenient alternative forms.
Theorem 3.5. The representation (3.3) holds with g(s, t), s ∈ [0, t] being the
unique continuous solution of the following equations:
i. for H ∈ (0, 1], the integro-differential equation (3.4)
ii. for H ∈ (0, 1), the fractional integro-differential equation
cHQg(s) +
2− 2H
λH
Kg(s, t)s
1−2H = cHQ1(s), s ∈ (0, t] (3.35)
iii. for H ∈ (1
2
, 1], the weakly singular integral equation (3.5)
iv. for H ∈ (0, 1
2
), the weakly singular integral equation
g(s, t) + βHt
−2H
∫ t
0
g(r, t)κ¯
(r
t
,
s
t
)
dr = cHs
1/2−H(t− s)1/2−H , s ∈ [0, t],
(3.36)
with the kernel
κ¯(u, v) = (uv)1/2−H
∫ 1
u∨v
r2H−1(r − u)−1/2−H(r − v)−1/2−H dr. (3.37)
Proof. By Lemma 3.1, applied to η := Mt, a function h(·, t) ∈ L2([0, t])
⋂
Λ
H− 1
2
t
exists, so that
Mt = E(Bt|FXt ) =
∫ t
0
h(s, t)dXs, P− a.s.
To verify the representation (3.3), we have to check that h(s, t) uniquely solves each
one of the equations in (i)-(iv). To this end, we will argue that h(s, t) satisﬁes the
equation from (ii) for almost every s ∈ [0, t]. Then we show that this equation
reduces to (iii) for H > 1
2
and to (iv) for H < 1
2
, which are well known to have
unique continuous solutions and therefore h(s, t) must satisfy (ii) for all s ∈ [0, t].
Finally we will argue that (ii) and (i) share the same solution.
For any test function ϕ ∈ L2([0, t])⋂ΛH− 12t , the orthogonality property of the
conditional expectation implies
0 = E
(
Bt −
∫ t
0
h(s, t)dXs
)∫ t
0
ϕ(s)dXs =∫ t
0
ϕ(s)ds−
∫ t
0
ϕ(s)h(s, t)ds− 2− 2H
λH
∫ t
0
s1−2HKh(s, t)Kϕ(s, t)ds =∫ t
0
Kϕ(s, t)
(
cHQ1(s)ds− cHQh(s, t)− 2− 2H
λH
s1−2HKh(s, t)
)
ds,
(3.38)
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where we used the identity (3.30). Since ϕ can be an arbitrary diﬀerentiable function,
h(s, t) satisﬁes (3.35) for almost all s ∈ [0, t].
Applying the transformation (3.28) with H > 1
2
to equation (3.35), a direct
calculation shows that h(s, t) satisﬁes (3.5). This weakly singular equation is well
known to have unique solution (see, e.g., [72]), continuous on [0, t]. Since the trans-
formation (3.28) is invertible, h(s, t) is also the unique continuous solution of (3.35)
for H > 1
2
.
Similarly, for H < 1
2
, applying the invertible transformation
ψ 7→ − d
ds
∫ t
s
(r − s)1/2−Hr2H−1ψ(r)dr (3.39)
to (3.35), it can be seen that h(s, t) satisﬁes (3.36).
Changing the integration variable in (3.37) to x := 1−v
u−v
r−u
1−r we get
κ¯(u, v) = |u− v|−2HM (u, v) , u, v ∈ (0, 1),
where
M(u, v) =
(a
b
) 1
2
−H ∫ ∞
0
x−
1
2
−H(1 + x)−
1
2
−H
(
1 +
(
1− a
b
)
x
)2H−1
dx,
with
a =
u
1− u ∧
v
1− v , b =
u
1− u ∨
v
1− v .
For H < 1
2
the function M(a, b) is bounded and thus κ¯(u, v) is a weakly singular
kernel. Moreover, since the right hand side of (3.36) is a continuous function for
H < 1
2
, this equation has a unique solution, continuous on [0, t]. This completes the
proof of (iv) and, in turn, of (ii).
Further, the identity (3.40) from Lemma 3.2 below and the orthogonality prop-
erty (3.38) imply
0 =
∫ t
0
ϕ(s)ds−
∫ t
0
ϕ(s)h(s, t)ds− 2− 2H
λH
∫ t
0
s1−2HKh(s, t)Kϕ(s, t)ds =∫ t
0
ϕ(s)
(
1− h(s, t)−H d
ds
∫ t
0
g(r, t)|s− r|2H−1sign(s− r)dr
)
ds.
The assertion (i) follows, in view of arbitrariness of ϕ and unique solvability of
(3.35).
Finally, for t ∈ [0, T ],
〈M〉t = EM2t = E(MtBt) = E
(
Bt
∫ t
0
g(s, t)dXs
)
=
∫ t
0
g(s, t)ds.
The following lemma proves the identity, we used in the proof of Theorem 3.5:
Lemma 3.2. For any φ, ψ ∈ L2([0, t])⋂ΛH− 12t
2− 2H
λH
∫ t
0
s1−2HKφ(s, t)Kψ(s, t)ds =
H
∫ t
0
φ(r)
d
dr
∫ t
0
ψ(u)|r − u|2H−1sign(r − u)du dr (3.40)
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Proof. For H > 1
2
the identity (3.40) follows directly from (3.32) and (3.33). To
prove it for H < 1
2
, let us ﬁrst show that
d
ds
∫ s
0
τ 1/2−H(s− τ)1/2−HLψ(τ, t)dτ = 2− 2H
λHcH
s1−2HKψ(s, t), (3.41)
where Lψ(τ, t) := H
d
dτ
∫ t
0
ψ(u)|τ − u|2H−1sign(τ − u)du. To this end,∫ s
0
τ 1/2−H(s− τ)1/2−HLψ(τ, t)dτ =
−H
∫ t
0
ψ(u)
∫ s
0
d
dτ
(
τ 1/2−H(s− τ)1/2−H) |τ − u|2H−1sign(τ − u)dτdu †=
1
cH
∫ s
0
ψ(r)dr +
2H(2− 2H)(H − 1/2)
cHλH
∫ t
s
ψ(r)rH−1/2
∫ s
0
v1−2H(r − v)H−3/2dv dr =
1
cH
∫ s
0
ψ(r)dr − 2H(2− 2H)
cHλH
∫ t
s
ψ(r)rH−1/2s1−2H(r − s)H−1/2dr+
2H(2− 2H)(1− 2H)
cHλH
∫ t
s
ψ(r)rH−1/2
∫ s
0
v−2H(r − v)H−1/2dv dr,
where the equality † holds by Proposition 2.1 from [56] and the other two equalities
hold by integration by parts. The identity (3.41) is obtained by taking the derivative
of both sides.
The formula (3.40) now follows from (3.41):
2− 2H
λH
∫ t
0
Kφ(s, t)Kψ(s, t)s
1−2Hds =
cH
(
1/2−H) ∫ t
0
Kφ(s, t)
∫ s
0
(s− τ)−1/2−Hτ 1/2−HLψ(τ, t)dτds =
cH
(
1/2−H) ∫ t
0
Lψ(τ, t)τ
1/2−H
∫ t
τ
(s− τ)−1/2−HKφ(s, t)ds =∫ t
0
Lψ(τ, t)φ(τ)dτ = H
∫ t
0
φ(r)
d
dr
∫ t
0
ψ(u)|r − u|2H−1sign(r − u)du dr,
where we used (3.27).
3.4 The integral equation (3.5) with H > 1
2
In this section we derive several useful properties of the family of solution
{
g(s, t) :
0 ≤ s ≤ t}, t ∈ [0, T ] of the equation (3.5), assuming H > 1
2
.
Properties of g(s, t) on the diagonal
Lemma 3.3. The function g(t, t), t ∈ [0, T ] satisfies the properties:
i. g(t, t) is continuous on [0, T ] with g(0, 0) := limt→0 g(t, t) = 1
ii. g(t, t) > 0 for all t ∈ [0, T ].
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iii. for all t ∈ [0, T ], ∫ t
0
g(s, t)ds =
∫ t
0
g2(s, s)ds. (3.42)
Proof. (i) Let n0 be the least integer greater than
1
4H−2 and note that κ
(n0)(·, t) ∈
L2([0, t]). Iterating the equation (3.5), we get
g(t, t) = 1 +
n0−1∑
m=1
(−1)m
∫ t
0
κ(m)(r, t)dr + (−1)n0
∫ t
0
κ(n0)(r, t)g(r, t)dr
and
∣∣g(t, t)−1∣∣ ≤ C1 n0−1∑
m=1
t(2H−1)m+
(∫ t
0
(
κ(n0)(r, t)
)2
dr
)1/2(∫ t
0
g2(r, t)dr
)1/2
. (3.43)
Multiplying (3.5) by g(s, t), integrating and using positive deﬁniteness of the kernel
κ, we get ∫ t
0
g2(s, t)ds ≤
∫ t
0
g(s, t)ds ≤ t1/2
(∫ t
0
g2(s, t)ds
)1/2
,
that is,
(∫ t
0
g2(s, t)ds
)1/2
≤ t1/2. Plugging this back into (3.43) gives limt→0 g(t, t) =
1. Continuity of g(t, t) on (0, T ] follows from continuity of r 7→ g(r, t) for all r ∈ [0, t]
and diﬀerentiability of g(r, t) in t for any r ∈ (0, t), guaranteed by Lemma 3.4 below.
(ii) The function g(s, t) is diﬀerentiable at s ∈ (0, t) (see, e.g., [72]). Letting
g′(s, t) :=
∂
∂s
g(s, t) and taking the derivative of (3.5), we obtain
g′(s, t) = − ∂
∂s
∫ t
0
g(r, t)κ(r, s)dr = − ∂
∂s
(∫ t−s
−s
g(u+ s, t)κ(u, 0)du
)
=
−
∫ t
0
g′(r, t)κ(r, s)dr + g(t, t)
(
κ(s, t)− κ(s, 0)
)
,
where we used the obvious symmetry g(t − s, t) = g(s, t) and g(t, t) = g(0, t) in
particular. Now suppose g(t, t) = 0 for some t > 0. Then
g′(s, t) +
∫ t
0
g′(r, t)κ(r, s)dr = 0, s ∈ [0, t].
This equation has the unique solution g′(s, t) ≡ 0, i.e., g(s, t) is a constant function.
But since g(t, t) = 0, it follows that g(s, t) = 0 for all s ∈ [0, t], which contradicts
(3.5). Hence g(t, t) 6= 0 for all t ≥ 0 and, in fact g(t, t) > 0, as g(0, 0) = 1.
(iii) Next, multiplying (3.5) by g(s, t) and integrating we obtain∫ t
0
g2(s, t)ds+
∫ t
0
g(s, t)
∫ t
0
g(r, t)κ(r, s)drds =
∫ t
0
g(s, t)ds
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and hence
d
dt
∫ t
0
g(s, t)ds = g2(t, t) + 2g(t, t)
∫ t
0
g(r, t)κ(r, t)dr+
2
∫ t
0
g˙(s, t)
(
g(s, t) +
∫ t
0
g(r, t)κ(r, s)dr
)
ds =
g2(t, t) + 2g(t, t)
(
1− g(t, t)
)
+ 2
∫ t
0
g˙(s, t)ds =
− g2(t, t) + 2
(
g(t, t) +
∫ t
0
g˙(s, t)ds
)
= −g2(t, t) + 2 d
dt
∫ t
0
g(s, t)ds.
This implies g2(t, t) = d
dt
∫ t
0
g(s, t)ds and in turn (3.42).
Properties of g˙(s, t) =
∂
∂t
g(s, t)
Lemma 3.4. The solution g(s, t) of (3.5) satisfies the following properties
i. g(s, t) is continuously differentiable at t ∈ (0, T ] for any s > 0, s 6= t;
ii. the derivative g˙(s, t) :=
∂
∂t
g(s, t) satisfies the equation
g˙(s, t) +
∫ t
0
g˙(r, t)κ(r, s)dr = −g(t, t)κ(s, t), s ∈ (0, t), t > 0. (3.44)
iii. g˙(·, t) ∈ L2([0, t]) for H > 3/4.
Proof.
(i) The function gt(u) := g(ut, t), u ∈ [0, 1], t > 0 satisﬁes the integral equation
gt(u) + t
2H−1
∫ 1
0
gt(v)κ(u, v)dv = 1, u ∈ [0, 1].
This equation has a unique continuous solution for any t > 0 (see [72]) and in
terminology of [64], any point λ := t2H−1 is regular. Since for H > 1/2 the kernel
belongs to L1([0, 1]), the corresponding operator maps L
2([0, 1]) into itself (see, e.g.,
Theorem 9.5.1 in [22]). It follows from, e.g., Theorem on page 154 in [64], that
the solution gt(u) is analytic at t > 0. By [72] the solution gt(u) is continuously
diﬀerentiable at u ∈ (0, 1) and hence the function g(s, t) = gt(s/t) is continuously
diﬀerentiable at t > 0 for any s ∈ (0, t) and also for any s > t by the extension (3.6).
(ii) The equation (3.44) is obtained by taking the derivative of both sides of
(3.5).
(iii) Multiplying (3.44) by g˙(s, t), integrating and using positive deﬁniteness of
the kernel κ, we get∫ t
0
g˙2(s, t)ds ≤ −g(t, t)
∫ t
0
g˙(s, t)κ(s, t)ds ≤ C1
(∫ t
0
g˙2(s, t)ds
)1/2(∫ t
0
s4H−4ds
)1/2
.
The right hand side is ﬁnite for H > 3
4
, which completes the proof.
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Additional properties of g(s, t)
In this subsection we derive several properties, related to invertibility of the integral
transform with the kernel g(s, t), needed in the proof of (3.10).
Lemma 3.5. The function R =
{
R(t, s), 0 ≤ s, t ≤ T}, defined in (3.7), satisfies
the equation
R(s, t) +
∫ t
0
R(r, t)κ(r, s)dr = −κ(s, t) s, t ∈ [0, T ], s 6= t, (3.45)
and the identity
R(s, t)−R(t, s) =
∫ t
s
R(s, τ)R(t, τ)dτ, s < t. (3.46)
Proof. The equation (3.45) follows from the deﬁnition of R and Lemma 3.4. To
prove (3.46) we will use Krein’s method of solving integral equations on a ﬁnite
interval. Let y(s, t) satisfy the equation
y(s, t) +
∫ t
0
y(r, t)κ(r, s)dr = φ(s, t), s ∈ (0, t),
where φ(·, t) is an integrable function. Then
y(s, t) = F (s, t)g(s, s) +
∫ t
s
F (τ, t)g˙(s, τ)dτ, (3.47)
where g is the solution of equation (3.5) and
F (τ, t) =
1
g2(τ, τ)
d
dτ
∫ τ
0
g(s, τ)φ(s, t)ds. (3.48)
For the solution of (3.45), the formula (3.48) reads
F (τ, t) = − 1
g2(τ, τ)
∂
∂τ
∫ τ
0
g(r, τ)κ(r, t)dr = − 1
g2(τ, τ)
∂
∂τ
(
1− g(t, τ)
)
=
g˙(t, τ)
g2(τ, τ)
,
and applying Krein’s formula (3.47), we get
R(s, t) =
g˙(t, s)
g(s, s)
+
∫ t
s
g˙(t, τ)
g2(τ, τ)
g˙(s, τ)dτ = R(t, s) +
∫ t
s
R(s, τ)R(t, τ)dτ.
Singular perturbations
Analysis of the large sample asymptotic of MLE in Theorem 3.4 leads to a singularly
perturbed problem. Fix ε > 0 and let gε be the solution of the equation:
εg(ϕ)ε (u) +
∫ 1
0
g(ϕ)ε (v)κ(u, v)dv = ϕ(u), u ∈ [0, 1], (3.49)
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where ϕ is a suﬃciently smooth function. Let g(ϕ) be the solution of auxiliary
integral equation of the ﬁrst kind∫ 1
0
g(ϕ)(v)κ(u, v) dv = ϕ(u). (3.50)
The unique solution to the this equation is given by an explicit formula, which is not
of immediate interest for our purposes. For example, in the special case of ϕ ≡ 1,
g(1)(s) = cHs
1
2
−H(1− s) 12−H , (3.51)
Clearly, g(1) ∈ L2([0, 1]) for H > 1
2
.
As ε decreases, the ﬁrst term on the left hand side of the equation (3.49) disap-
pears and it degenerates to the equation (3.50). Hence the convergence g
(ϕ)
ε → g(ϕ)
as ε→ 0 should be expected. To this end, we have the following estimate:
Lemma 3.6. Let ψ(u) be a function, such that g(ψ) exists, then∣∣∣∣∫ 1
0
(
g(ϕ)ε (s)− g(ϕ)(s)
)
ψ(s) ds
∣∣∣∣ ≤ 2ε(∫ 1
0
(
g(ψ)(u)
)2
du
)1/2(∫ 1
0
(
g(ϕ)(u)
)2
du
)1/2
.
Proof. The assertion of the lemma is trivial if either of the norms in the right hand
is inﬁnite. Otherwise, g
(ϕ)
ε ∈ L2([0, 1]) and δε := g(ϕ)ε − g(ϕ) satisﬁes
εδε(u) +
∫ 1
0
δε(v)κ(v, u)dv = −εg(ϕ)(u).
Multiplying by δε and integrating we obtain
ε
∫ 1
0
δ2ε(u)du+
∫ 1
0
∫ 1
0
δε(u)δε(v)κ(u, v)dudv = ε
∣∣∣∣∫ 1
0
g(ϕ)(u)δε(u)du
∣∣∣∣ ,
and, in particular, ∫ 1
0
δ2ε(u)du ≤
∣∣∣∣∫ 1
0
g(ϕ)(u)δε(u)du
∣∣∣∣ .
On the other hand, by the Cauchy−Schwarz inequality,∣∣∣∣∫ 1
0
g(ϕ)(u)δε(u)du
∣∣∣∣2 ≤ ∫ 1
0
(
g(ϕ)(u)
)2
du
∫ 1
0
δ2ε(u)du
and hence ∫ 1
0
δ2ε(u)du ≤
∫ 1
0
(
g(ϕ)(u)
)2
du. (3.52)
The function δε also satisﬁes
εg(ϕ)ε (u) +
∫ 1
0
δε(v)κ(u, v)dv = 0,
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and hence for any ψ such that g(ψ) ∈ L2([0, 1])∣∣∣∣∫ 1
0
δε(u)ψ(u)du
∣∣∣∣ = ∣∣∣∣∫ 1
0
δε(u)
∫ 1
0
g(ψ)(v)κ(u, v)dvdu
∣∣∣∣ =∣∣∣∣∫ 1
0
g(ψ)(v)
∫ 1
0
δε(u)κ(u, v)dudv
∣∣∣∣ = ε ∣∣∣∣∫ 1
0
g(ψ)(u)g(ϕ)ε (u)du
∣∣∣∣ =
ε
∣∣∣∣∫ 1
0
g(ψ)(u)δε(u)du+
∫ 1
0
g(ψ)(u)g(ϕ)(u)du
∣∣∣∣ ≤
2ε
(∫ 1
0
(
g(ψ)(u)
)2
du
)1/2(∫ 1
0
(
g(ϕ)(u)
)2
du
)1/2
,
where we used (3.52).
Remark 11. The statement of Lemma 3.6 is valid for any symmetric nonnegative
weakly singular kernel.
Remark 12. While the qualitative theory of integral equations with weakly singular
kernels is quite mature (see, e.g., [60], [73]), singular perturbations of such equa-
tions, somewhat surprisingly, have never been addressed so far. Most of the available
literature deals with singularly perturbed equations, whose kernels have mild discon-
tinuities (see [69] and the references therein).
If one fixes a function ϕ and thinks of ψ as a test function in the above lemma, its
assertion can be interpreted as a particular type of weak convergence g
(ϕ)
ε → g(ϕ) as
ε→ 0. Such convergence is sufficient for the purposes of asymptotic analysis in the
regression problem of Theorem 3.4. However, preliminary calculations show that in
other problems, such as drift estimation of the mixed fractional Ornstein−Uhlenbeck
process (3.16), stronger, pointwise limit is required. This type of convergence is
apparently much harder to obtain and progress in this direction will be reported else-
where.
4 Mixed fBm for H > 12
4.1 Proof of Theorem 3.1
The representation (3.9) holds by Theorem 3.5 and
〈M〉t =
∫ t
0
g(s, t)ds =
∫ t
0
g2(s, s)ds,
where the last equality holds by (3.42).
To derive the representation (3.10), we will show that X̂t := E(Xt|FMt ) coincides
with Xt, P-a.s. To this end, similarly to Lemma 3.1, there exists a square integrable
function H(s, t), s ≤ t such that
X̂t =
∫ t
0
H(s, t)dMs, t ∈ [0, T ],
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and by the normal correlation theorem
H(s, t) =
1
g2(s, s)
∂
∂s
EXtMs =
1
g2(s, s)
∂
∂s
(∫ s
0
g(r, s)
∂
∂r
EXtXrdr
)
=
1
g2(s, s)
∂
∂s
(∫ s
0
g(r, s)
(
1 +
∫ t
0
κ(τ, r)dτ
)
dr
)
†
=
1 +
1
g2(s, s)
∂
∂s
∫ s
0
g(r, s)
∫ t
0
κ(τ, r)dτdr =
1 +
1
g2(s, s)
(
g(s, s)
∫ t
0
κ(τ, s)dτ +
∫ t
0
∫ s
0
g˙(r, s)κ(τ, r)drdτ
)
=
1− 1
g2(s, s)
∫ t
0
g˙(τ, s)dτ = 1− 1
g(s, s)
∫ t
0
R(τ, s)dτ = G(s, t),
where the equality † holds by (3.42). To prove the claim we will show that
E
(
Xt − X̂t
)2
= EX2t − EX̂2t = 0. (3.53)
Since X0 = X̂0 = 0, P-a.s., (3.53) holds if
∂2
∂t∂s
∫ t∧s
0
G(r, t)G(r, s)d〈M〉r = κ(t, s), s < t.
By (3.9), the latter holds if
G˙(s, t)G(s, s)g2(s, s) +
∫ s
0
G˙(r, t)G˙(r, s)g2(r, r)dr = κ(t, s). (3.54)
By the deﬁnition (3.8) and (3.42)
G(t, t) = 1− 1
g2(t, t)
∫ t
0
g˙(s, t)ds = 1− 1
g2(t, t)
(
d
dt
∫ t
0
g(s, t)ds− g(t, t)
)
=
1− 1
g2(t, t)
(
g2(t, t)− g(t, t)) = 1
g(t, t)
,
and, since G˙(s, t)g(s, s) = −R(t, s), (3.54) reads
−R(t, s) +
∫ s
0
R(t, r)R(s, r)dr = κ(t, s). (3.55)
Recall that the function R, satisﬁes the equation (3.45). Rearranging the terms,
multiplying by R(s, u) and integrating gives∫ s
0
R(t, u)R(s, u)du+
∫ s
0
κ(t, u)R(s, u)du = −
∫ s
0
∫ u
0
R(r, u)R(s, u)κ(r, t)drdu =
−
∫ s
0
(∫ s
r
R(r, u)R(s, u)du
)
κ(r, t)dr = −
∫ s
0
(
R(r, s)−R(s, r)
)
κ(r, t)dr
where we used Lemma 3.5. The second term on the left hand side and the last term
on the right hand side cancel out and we get∫ s
0
R(t, u)R(s, u)du = −
∫ s
0
R(r, s)κ(r, t)dr = R(t, s) + κ(s, t),
which veriﬁes (3.55) and therefore (3.53), thus completing the proof.
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4.2 Proof of Corollary 3.2
The representation (3.13) is obvious in view of (3.3) and the deﬁnition (3.14). To
prove the inversion formula (3.12) we should check that∫ t
0
f(s)ds =
∫ t
0
G(s, t)Φ(s) d〈M〉s, t ∈ [0, T ]. (3.56)
Since this is a pathwise statement, no generality will be lost if f is assumed deter-
ministic. But for a deterministic f ∈ L2([0, t]) we have
E
(∫ t
0
f(s)dBs
∣∣∣FXt ) = E(∫ t
0
f(s)dBs
∣∣∣FMt ) = ∫ t
0
d
d〈M〉s
(
EMs
∫ s
0
f(r)dBr
)
dMs =∫ t
0
d
d〈M〉s
(
E
∫ s
0
g(r, t)dXr
∫ s
0
f(r)dBr
)
dMs =
∫ t
0
Φ(s)dMs,
and, using the representation (3.10), we obtain (3.56):∫ t
0
f(s)ds = EXt
∫ t
0
f(s)dBs = EXt
∫ t
0
Φ(s)dMs =
∫ t
0
G(s, t)Φ(s)d〈M〉s.
The formula (3.15) follows from Theorem 7.13 in [?], once we check∫ T
0
Φ2(τ) d〈M〉τ =
∫ T
0
Φ2(τ)g2(τ, τ) dτ <∞, E− a.s (3.57)
and
E
∫ T
0
∣∣Φ(τ)∣∣ d〈M〉τ <∞. (3.58)
By the deﬁnition (3.14) and continuity of f
Φ(τ)g(τ, τ) = f(τ) +
∫ τ
0
R(s, τ)f(s) ds,
where R is given by (3.7). Let m0 be the least integer greater than
1
2H−1 and deﬁne
R¯(s, τ) := R(s, τ)−
m0−1∑
m=1
κ(m)(s, τ).
Since R solves the equation (3.45), the function R¯ is the unique solution of
R¯(s, τ) +
∫ τ
0
R¯(r, τ)κ(r, s)dr = −κ(m0)(s, τ).
By the choice of m0, the right hand side is a continuous function and hence R¯
is uniformly bounded. Consequently, |R(s, τ)| ≤ C1|s − τ |2H−2 with a constant C1
and ∣∣∣∣∫ τ
0
R(s, τ)f(s) ds
∣∣∣∣ ≤ (∫ τ
0
∣∣R(s, τ)∣∣ f 2(s) ds)1/2(∫ τ
0
∣∣R(s, τ)∣∣ ds)1/2 ≤
C2
(∫ T
0
∣∣R(s, τ)∣∣ f 2(s) ds)1/2
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where C22 = C1 sup
τ∈[0,T ]
∫ T
0
|s− τ |2H−2 ds. Hence
∫ T
0
Φ2(τ)g2(τ, τ) dτ ≤ 2
∫ T
0
f 2(τ)dτ + 2
∫ T
0
(∫ τ
0
R(s, τ)f(s) ds
)2
dτ ≤
2
∫ T
0
f 2(τ)dτ + 2C22
∫ T
0
f 2(s)
∫ T
0
∣∣R(s, τ)∣∣dτds ≤ 2(1 + C42) ∫ T
0
f 2(τ)dτ <∞,
which proves (3.57). The condition (3.58) is veriﬁed similarly:
E
∫ T
0
∣∣Φ(τ)∣∣ d〈M〉τ ≤ C3E ∫ T
0
∣∣f(τ)∣∣dτ + C3E ∫ T
0
∣∣f(s)∣∣ ∫ T
0
∣∣R(s, τ)∣∣dsdτ ≤
C3
(
1 + C22
)
E
∫ T
0
∣∣f(τ)∣∣dτ <∞
where C3 := sup
τ∈[0,T ]
g(τ, τ).
5 Mixed fBm for H < 12
5.1 Indirect approach
In this subsection we work out the details of the approach to analysis of the mixed
fBm for H < 1
2
, outlined in Section 2.2.
Properties of the process X˜
Consider the process
X˜t =
∫ t
0
ρ˜(s, t)dXs,
where
ρ˜(s, t) =
√
βHs
1/2−H
∫ t
s
τH−1/2(τ − s)−1/2−H dτ, 0 ≤ s ≤ t. (3.59)
The process X˜ admits the following decomposition:
Lemma 3.7. X˜ = B˜ + U˜ , where B˜ is an F-Brownian motion and U˜ is a centered
Gaussian process with the covariance function, satisfying
κ˜(s, t) :=
∂2
∂s∂t
IE U˜sU˜t = |t− s|−2Hχ
(
s ∧ t
s ∨ t
)
, s 6= t,
where
χ(u) = βHu
1/2−HL
(
u
1− u
)
, u ∈ [0, 1], (3.60)
and
L(v) =
∫ v
0
r−1/2−H(1 + r)−1/2−H
(
1− r
v
)1−2H
dr.
Moreover, FXt = F X˜t , P-a.s. for all t ∈ [0, T ].
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Proof. It is well known (see, e.g., [56]), that the integral transformation with kernel
ρ˜(s, t), deﬁned in (3.59), is invertible:
Xt =
∫ t
0
ρ(s, t)dX˜s, t ∈ [0, T ], (3.61)
where
ρ(s, t) =
1
2H
√
2− 2H
λH
s1/2−HK1(s, t)
In particular, FXt = F X˜t , t ∈ [0, T ].
Further, it follows from [56] that the process B˜t =
∫ t
0
ρ˜(s, t)dBHs is an FBH -
Brownian motion. Hence X˜ = B˜ + U˜ with
U˜t =
∫ t
0
ρ˜(s, t)dBs.
Plugging in the expression for ρ˜(s, t), we get
κ˜(s, t) =
∂2
∂s∂t
EU˜tU˜s =
∂2
∂s∂t
∫ s∧t
0
ρ˜(r, s)ρ˜(r, t)dr =
∫ s∧t
0
˙˜ρ(r, s) ˙˜ρ(r, t)dr,
where ˙˜ρ(s, t) = ∂
∂t
ρ˜(s, t) and we used the property ρ˜(s, s) = 0. The expression in
(3.17) is obtained by direct calculation, using the expression (3.59).
Properties of the equation (3.19)
For H < 1
2
the function χ is continuous on [0, 1] and hence the kernel κ˜, deﬁned
in (3.17), has a weak singularity. Consequently, the equation (3.19) has unique
continuous solution. All the results of Section 3.4, except for (ii) of Lemma 3.3,
have been derived without using the diﬀerence structure of the kernel κ and hence
remain valid for g˜(s, t) with the obvious adjustments. The proof of (ii) of Lemma
3.3 requires a diﬀerent argument:
Lemma 3.8. g˜(t, t) > 0 for all t ∈ [0, T ].
Proof. As before, we will show that the assumption g˜(t, t) = 0 for some t ∈ [0, T ]
leads to a contradiction. To this end, changing the integration variable, the equation
(3.19) can be rewritten as
g˜(s, t) + s1−2H
∫ t/s
0
g˜(su, t)|1− u|−2Hχ (u) du = 1
The solution g˜(s, t) is diﬀerentiable at s ∈ (0, t) (see [72]) with g˜′(s, t) := ∂
∂s
g˜(s, t)
satisfying
0 = g˜′(s, t) + (1− 2H)s−2H
∫ t/s
0
g˜(su, t)|1− u|−2Hχ (u) du
+ s1−2H
∫ t/s
0
ug˜′(su, t)|1− u|−2Hχ(u)du
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where we used the assumption g˜(t, t) = 0. Multiplying by s and changing back the
variables, we obtain
sg˜′(s, t) +
∫ t
0
rg˜′(r, t)κ˜(r, s)dr = (2H − 1)(1− g˜(s, t)). (3.62)
Multiplying (3.62) by g˜(s, t) and integrating, we get
tg˜(t, t) = 2H
∫ t
0
g˜(s, t)ds+(1−2H)
∫ t
0
g˜2(s, t)ds = 2H
∫ t
0
g˜2(s, s)ds+(1−2H)
∫ t
0
g˜2(s, t)ds
where the last equality holds by (iii). By continuity of g˜(s, t), the latter implies
g˜(s, t) = 0 for all s ∈ [0, t], which contradicts (3.19).
The rest of the properties of g˜(s, t) are veriﬁed exactly as in the previous section:
Lemma 3.9. The solution g˜(s, t) of (3.19) satisfies the properties (i) and (ii) (with
κ replaced by κ˜) of the Lemma 3.4 and ˙˜g(·, t) ∈ L2([0, t]) for H < 1
4
.
The assertion of Lemma 3.5 remains valid with R(s, t) replaced by R˜(s, t) =
˙˜g(s, t)
g˜(t, t)
.
The representation formulas
Corollary 3.6. The assertions of Theorem 3.1 and Corollary 3.2 hold with M ,
g(s, t), G(s, t) and Yt replaced, respectively, by M˜ = E
(
B˜t|FXt
)
, g˜(s, t), G˜(s, t)
(defined accordingly as in (3.8)) and
Y˜t =
∫ t
0
ρ˜(s, t)dYs.
Proof. As explained above, the solution g˜(s, t) of (3.19) satisﬁes the same properties
as the solution g(s, t) of equation (3.5). Consequently the arguments, used in the
proof of Theorem 3.1 and Corollary 3.2 apply to the process X˜, rather than X
itself.
5.2 The martingale M for H < 1
2
The analysis of mixed fBm in the previous sections was based on diﬀerent martin-
gales, depending on the range of H. For H > 1
2
it is natural to work directly with
the martingale M , since the general equations (3.4) and (3.35) reduce in this case
to the simpler integral equation (3.5). For H < 1
2
, a similar integral equation (3.19)
is obtained, if the martingale M˜ from (3.18) is used instead.
In this subsection, we revisit the “direct” approach based on the martingale M
in the case H < 1
2
. The obtained formulas involve single transformation with the
kernel g(s, t), rather than composition of two transformations with kernels ρ˜(s, t)
and g˜(s, t). This can be somewhat more convenient in statistical applications. For
H < 1
2
the equation (3.4) reduces to the integral equation (3.36), from which analogs
of Theorem 3.1 and Corollary 3.2 can be deduced directly.
Next lemma reveals that the two martingales are, in fact, closely related.
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Lemma 3.10. The martingales M and M˜ are generated by the same innovation
Brownian motion
Wt =
∫ t
0
dM˜s
g˜(s, s)
,
and FMt = FM˜t , P-a.s. t ∈ [0, T ].
Proof. Recall that FM˜t = FXt , P-a.s. and hence
Mt = E
(
Mt|FM˜t
)
=
∫ t
0
d〈M, M˜〉s
d〈M˜〉s
dM˜s =:
∫ t
0
q(s)dM˜s.
The assertion of the lemma follows, since
E
(
M˜t|FMt
)
=
∫ t
0
d〈M, M˜〉s
d〈M〉s dMs =
∫ t
0
1
q2(s)
d〈M, M˜〉s
d〈M˜〉s
q(s)dM˜s = M˜t.
The structure of the martingale M for H < 1
2
and its relation to the process X˜
are elaborated in the following lemma:
Lemma 3.11. For H < 1
2
and t ∈ [0, T ],
Mt =
∫ t
0
p(s, t)dX˜s, 〈M〉t =
∫ t
0
p2(s, s)ds, (3.63)
where
p(s, t) :=
√
2− 2H
λH
s1/2−HKg(s, t) (3.64)
solves the equation (cf. (3.19))
p(s, t) +
∫ t
0
p(r, t)κ˜(r, s)dr =
√
2− 2H
λH
s1/2−H , 0 ≤ s ≤ t ≤ T. (3.65)
Proof. The equation (3.65) is obtained from equation (3.35) by replacing g in the
ﬁrst term with (see (3.27))
g(s, t) = −cHs 12−H d
ds
∫ t
s
Kg(r, t)(r − s) 12−Hdr =
− cH
√
λH
2− 2Hs
1
2
−H d
ds
∫ t
s
p(r, t)rH−
1
2 (r − s) 12−Hdr.
Indeed
cHQg(s) = −c2H
√
λH
2− 2H
d
ds
∫ s
0
r1−2H(s− r) 12−H d
dr
∫ t
r
p(u, t)uH−
1
2 (u− r) 12−Hdudr =
c2H
√
λH
2− 2H
(
1/2−H)2 ∫ s
0
r1−2H(s− r)− 12−H
∫ t
r
p(u, t)uH−
1
2 (u− r)− 12−Hdudr =
s
1
2
−H
√
2− 2H
λH
∫ t
0
p(u, t)βH(su)
H− 1
2
∫ s∧u
0
r1−2H(s− r)− 12−H(u− r)− 12−Hdrdu =
s
1
2
−H
√
2− 2H
λH
∫ t
0
p(u, t)κ˜(u, s)du,
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where we used the deﬁnition (3.17) of κ˜. The equation (3.65) follows, since
cHQ1(s) =
2− 2H
λH
s1−2H .
Let us now prove the representation formulas in (3.63). Being the solution of weakly
singular equation (3.65), the function p(s, t) is diﬀerentiable with respect to the ﬁrst
variable and the derivative p′(s, t) = ∂
∂s
p(s, t) satisﬁes the equation
p′(s, t)+
∫ t
0
p′(r, t)κ˜(r, s)dr = p(t, t)
(
κ˜(s, t)− κ˜(s, 0)
)
+
√
2− 2H
λH
(1/2−H)s−1/2−H .
The right hand side is an integrable function and so is the derivative p′(s, t), s ∈
(0, t). The ﬁrst identity in (3.63) now follows by integration by parts:∫ t
0
p(s, t)dX˜s = p(t, t)X˜t−
∫ t
0
X˜sp
′(s, t)ds =
∫ t
0
∫ t
r
ρ˜′(r, s)p(s, t)dsdXr =
∫ t
0
g(s, t)dXr,
where the last equality holds by direct calculation, using the deﬁnitions (3.59) and
(3.64).
The second identity in (3.63) is obtained, using the identity (3.30):
〈M〉t =
∫ t
0
g(s, t)ds =
2− 2H
λH
∫ t
0
s1−2HKg(s, t)ds =√
2− 2H
λH
∫ t
0
p(s, t)s1/2−Hds =
∫ t
0
p2(s, s)ds,
where the last equality is veriﬁed as in (iii) of Lemma 3.3.
The following theorem generalizes Theorem 3.1 to all H ∈ (0, 1]:
Theorem 3.7. The FX-martingale M , defined in (3.2), satisfies (3.3) and
〈M〉t =
∫ t
0
(
g2(s, s) +
2− 2H
λH
(
s1/2−HKg(s, s)
)2)
ds, (3.66)
where g(s, t) is the unique solution of equation (3.4) (or, equivalently, (3.35)). More-
over,
Xt =
∫ t
0
G(s, t)dMs, t ∈ [0, T ], (3.67)
with
G(s, t) := 1− d
d〈M〉s
∫ t
0
g(τ, s)dτ, 0 ≤ s ≤ t ≤ T, (3.68)
where g(τ, s) is defined as in (3.6) for τ > s. In particular, FXt = FMt , P-a.s.
t ∈ [0, T ].
Proof. The representation (3.3) holds for all H ∈ (0, 1] by Theorem 3.5. For H > 1
2
,
Kg(s, t) = 2H(H − 1/2)
∫ t
s
g(r, t)rH−1/2(r − s)H−3/2 dr
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and hence Kg(t, t) = 0 for all t ≥ 0 and (3.66) reduces to the assertion (3.9) of
Theorem 3.1. For H < 1
2
, the kernel κ¯(u, v) in (3.36) satisﬁes κ¯(u, 1) = κ¯(u, 0) = 0
and therefore g(t, t) = 0, t ≥ 0 and (3.66) holds by Lemma 3.11.
Since, by Lemma 3.10, FMt = FM˜t = FXt , P-a.s., it follows that Xt = E(Xt|FMt ),
P-a.s. and, similarly to Lemma 3.1, there exists a square integrable function G(s, t),
s ≤ t such that
Xt = E(Xt|FMt ) =
∫ t
0
G(s, t)dMs, t ∈ [0, T ].
By the normal correlation theorem
G(s, t) =
d
d〈M〉sEXtMs,
and the formula (3.68) holds, since
EXtMs =
∫ s
0
g(r, s)
∂
∂r
EXtXrdr =
∫ s
0
g(r, s)dr +H
∫ s
0
g(r, s)
(
r2H−1 + (t− r)2H−1)dr =
〈M〉s +
∫ t
0
H
d
dτ
∫ s
0
g(r, s)|r − τ |2H−1sign(r − τ)drdτ = 〈M〉s +
∫ t
0
(1− g(τ, s))dτ.
Corollary 3.8. The assertion of Corollary 3.2 remains valid for all H ∈ (0, 1].
Proof. Given the representation (3.67), the arguments from the proof of Corol-
lary 3.2 apply for all H ∈ (0, 1] once we check (3.57) and (3.58) for H < 1
2
.
Since the kernel in (3.37) is weakly singular, as in (i) of Lemma 3.4, the solution
g(s, t) of (3.36) is diﬀerentiable with respect to the second (forward) variable. Taking
the derivative of (3.35), we obtain
cHQg˙(s) +
2− 2H
λH
Kg˙(s, t)s
1−2H = 0, 0 < s < t ≤ T,
where the identity g(t, t) = 0 for H < 1
2
was used. Applying the transformation
(3.39), a direct calculation reveals that g˙(s, t) satisﬁes the equation (cf. (3.44)):
g˙(s, t) + βHt
−2H
∫ t
0
g˙(r, t)κ¯
(r
t
,
s
t
)
dr = p(t, t) ˙˜ρ(s, t), 0 ≤ s ≤ t ≤ T,
where ρ˜(s, t) and p(s, t) are deﬁned in (3.59) and (3.64) respectively. Since ˙˜ρ(·, t) ∈
L1([0, t]) and the kernel κ¯ is weakly singular, (3.57) and (3.58) are now veriﬁed as
in Corollary 3.2.
6 Semimartingale structure of X:proof
Here we will prove the theorem 3.3.
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6.1 Proof of (1)
As mentioned in the introduction, BH and hence also X have inﬁnite quadratic
variation for H ∈ (0, 1
2
)
. Hence X is not a semimartingale in its own ﬁltration
and a fortiori µX and µW are singular. For H = 1
2
the statement of the theorem is
evident. Below we focus on the case H ∈ (1
2
, 1
]
.
Remark 13. The fact that X is not a semimartingale for H ∈ (1
2
, 3
4
] implies singu-
larity of µX and µW , but not vise versa. For the sake of completeness, we prove both
assertions directly, showing how they stem from the same property of the kernel κ.
Equivalence for H ∈ (3
4
, 1]
By Theorem 3.1
〈M〉t =
∫ t
0
g(s, t)ds =
∫ t
0
g2(s, s)ds, t ∈ [0, T ].
Hence by the Lévy theorem and Theorem 3.1, W = (Wt), 0 ≤ t ≤ T , given by
equation (3.20), is a Brownian motion with respect to FX . On the other hand,
Mt =
∫ t
0
g(s, t)dXs =
∫ t
0
g(s, s)dXs +
∫ t
0
(
g(r, t)− g(r, r)
)
dXr =∫ t
0
g(s, s)dXs +
∫ t
0
∫ t
r
g˙(r, s)dsdXr =
∫ t
0
g(s, s)dXs +
∫ t
0
∫ s
0
g˙(r, s)dXrds,
where the last equality holds since g˙(·, s) ∈ L2([0, s]) (see Lemma 3.4). Hence
Wt =
∫ t
0
1
g(s, s)
dMs = Xt +
∫ t
0
∫ s
0
g˙(r, s)
g(s, s)
dXrds =: Xt +
∫ t
0
ϕs(X)ds.
The desired claim follows from Girsanov’s theorem (Theorem 7.7 in [49]), once we
check ∫ T
0
Eϕ2t (W )dt <∞ and
∫ T
0
Eϕ2t (X)dt <∞. (3.69)
Since ϕt(·) is additive and Xt = Bt + BHt , where B and BH are independent, it is
enough to check only the latter condition. By Lemma 3.5 the function R(s, t) =
g˙(s, t)
g(t, t)
satisﬁes (3.45) and hence for H > 3/4,
Eϕ2t (X) = E
(∫ t
0
R(r, t)dXr
)2
=∫ t
0
R2(s, t)ds+
∫ t
0
∫ t
0
R(s, t)R(r, t)κ(r, s)drds =∫ t
0
R(s, t)
(
R(s, t) +
∫ t
0
R(r, t)κ(r, s)dr
)
ds =
−
∫ t
0
R(s, t)κ(s, t)ds ≤
(∫ t
0
R2(s, t)ds
)1/2(∫ t
0
κ2(s, t)ds
)1/2
=
C1
(∫ t
0
R2(s, t)ds
)1/2
t2H−3/2.
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Since the kernel is positive deﬁnite, multiplying (3.45) by R(s, t) and integrating
gives ∫ t
0
R2(s, t)ds ≤ −
∫ t
0
R(s, t)κ(s, t)ds ≤ C1
(∫ t
0
R2(s, t)ds
)1/2
t2H−3/2,
and consequently (∫ t
0
R2(s, t)ds
)1/2
≤ C1t2H−3/2.
Plugging this bound back gives Eϕ2t (X) ≤ C21 t4H−3 and in turn∫ T
0
Eϕ2t (X)dt ≤ C21
∫ T
0
t4H−3dt = C2T 4H−2,
which veriﬁes (3.69) and completes the proof.
Singularity for H ∈ (1
2
, 3
4
]
As shown in the previous section, the process
Mt =
∫ t
0
g(s, t)dXs, t ∈ [0, T ]
is a martingale. Suppose there exists a probability measure Q, equivalent to P, so
thatX is a Brownian motion in its natural ﬁltration. Since the semimartingale prop-
erty is preserved under equivalent change of measure, M must be a semimartingale
under Q, or, equivalently, the process
Lt :=
∫ t
0
g(s, t)dWs,
where W is the Brownian motion deﬁned in (3.20), must be a semimartingale under
P. We will argue that this is impossible for H ≤ 3
4
, arriving at a contradiction and
thus proving the claim.
To this end, deﬁne
ψ(s, t) = −
∫ t
s
g(r, r)
n0−1∑
m=1
(−1)mκ(m)(r, s)dr, 0 < s < t ≤ T,
where n0 is the least integer greater than
1
4H−2 . Note that ψ(·, t) ∈ L2([0, t]) and
deﬁne
Ut :=
∫ t
0
ψ(s, t)dWs
Vt :=
∫ t
0
(
g(s, t)− g(s, s) + ψ(s, t))dWs.
Then
Lt = Vt +
∫ t
0
g(s, s)dWs − Ut.
The second term is an FX-martingale and hence, to argue that L is not a semi-
martingale, it is enough to show that
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i. U has zero quadratic variation, but unbounded ﬁrst variation
ii. V has bounded ﬁrst variation.
Proof of (i). To check this assertion we will need an estimate for the variance of
increments of U . To this end, for any two points t1, t2 ∈ [0, T ], such that 0 <
t2 − t1 < 1,
E
(
Ut2 − Ut1
)2
=E
(∫ t2
t1
ψ(s, t2)dWs +
∫ t1
0
(
ψ(s, t2)− ψ(s, t1)
)
dWs
)2
=∫ t2
t1
ψ2(s, t2)ds+
∫ t1
0
(
ψ(s, t2)− ψ(s, t1)
)2
ds.
(3.70)
To bound the ﬁrst term, note that
ψ2(s, t2) ≤ ‖g‖2∞n0
n0−1∑
m=1
(∫ t2
s
κ(m)(s, r)dr
)2
≤ C1
n0−1∑
m=1
(t2−s)(4H−2)m ≤ C2(t2−s)4H−2,
where ‖g‖∞ = supr≤T |g(r, r)| <∞, and consequently∫ t2
t1
ψ2(s, t2)ds ≤ C3(t2 − t1)4H−1.
For the second term, we have
∫ t1
0
(
ψ(s, t2)− ψ(s, t1)
)2
ds =
∫ t1
0
(
n0−1∑
m=1
∫ t2
t1
(−1)mg(r, r)κ(m)(s, r)dr
)2
ds =
n0−1∑
m=1
n0−1∑
ℓ=1
∫ t1
0
∫ t2
t1
∫ t2
t1
(−1)m+ℓg(r, r)g(τ, τ)κ(m)(s, r)κ(ℓ)(s, τ)drdτds.
(3.71)
The dominating term in this sum corresponds to m = 1, ℓ = 1:∫ t1
0
(∫ t2
t1
g(r, r)κ(r, s)dr
)2
ds.
We have∫ t1
0
(∫ t2
t1
κ(r, s)dr
)2
ds = H2
∫ t1
0
(
(t2 − t1 + s)2H−1 − s2H−1
)2
ds =
H2(t2 − t1)4H−1
∫ t1
t2−t1
0
(
(1 + u)2H−1 − u2H−1
)2
du.
(3.72)
The increasing function
γ(y) := H2
∫ y
0
(
(1 + u)2H−1 − u2H−1
)2
du, y ≥ 0
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satisﬁes
lim
y→∞
γ(y) = γH , H ∈
(1
2
,
3
4
)
lim
y→∞
γ(y)
log y
= γ3/4, H =
3
4
,
with positive constants γH . By Lemma 3.3, inf
r≤T
g(r, r) > 0 and hence
c4 ≤
∫ t1
0
(∫ t2
t1
g(r, r)κ(s, r)dr
)2/
(t2 − t1)4H−1γ
( t1
t2 − t1
)
≤ C4
with some positive constants c4, C4 for all suﬃciently small t2 − t1. A similar
calculation shows that the rest of the terms in (3.71) converge to zero as t2− t1 → 0
at a faster rate and assembling all parts together, we obtain
c5 ≤ E
(
Ut2 − Ut1
)2/
(t2 − t1)4H−1γ
( t1
t2 − t1
)
≤ C5. (3.73)
Now let 0 = t0 < t1 < ... < tn = T be an arbitrary partition, then for all
H ∈ (1
2
, 3
4
]
E
n∑
i=1
(
Uti − Uti−1
)2 ≤ C5 n∑
i=1
(ti − ti−1)4H−1γ
( T
ti − ti−1
)
≤
C6max
i
(ti − ti−1)4H−2 log 1
ti − ti−1
n→∞−−−→ 0,
i.e., U has zero quadratic variation.
On the other hand, since the process U is Gaussian
E
n∑
i=1
∣∣Uti − Uti−1∣∣ ≥√ 2πc5 ∑
i:ti≥T/2
(ti − ti−1)2H− 12γ1/2
( T/2
ti − ti−1
)
≥
c6min
i
(ti − ti−1)2H− 32γ1/2
( T/2
ti − ti−1
)
n→∞−−−→∞,
which implies that U has unbounded ﬁrst variation (see, e.g., Theorem 4 Ch. 4 §9
in [48]).
Proof of (ii). For 0 < s < t ≤ T
ψ˙(s, t) :=
∂
∂t
ψ(s, t) = −g(t, t)
n0−1∑
m=1
(−1)mκ(m)(s, t)
and hence∫ t
0
ψ˙(s, t)κ(r, s)dr = −
∫ t
0
(
g(t, t)
n0−1∑
m=1
(−1)mκ(m)(s, t)
)
κ(r, s)dr =
− g(t, t)
n0−1∑
m=1
(−1)mκ(m+1)(s, t) = g(t, t)
n0∑
m=2
(−1)mκ(m)(s, t) =
g(t, t)κ(s, t)− ψ˙(s, t) + (−1)n0g(t, t)κ(n0)(s, t)
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Adding this equality to (3.44), we get(
g˙(s, t) + ψ˙(s, t)
)
+
∫ t
0
(
g˙(r, t) + ψ˙(r, t)
)
κ(r, s)dr = (−1)n0g(t, t)κ(n0)(s, t)
By the choice of n0, the right hand side is square integrable and so is the function
g˙(s, t) + ψ˙(s, t), s ∈ (0, t). Since ψ(s, s) = 0,
Vt =
∫ t
0
(
g(s, t)− g(s, s) + ψ(s, t))dWs = ∫ t
0
∫ t
s
(
g˙(s, r) + ψ˙(s, r)
)
drdWs =∫ t
0
∫ r
0
(
g˙(s, r) + ψ˙(s, r)
)
dWsdr,
and hence V has bounded ﬁrst variation.
X is not a semimartingale for H ∈ (1
2
, 3
4
]
By Lemma 3.1, Xt =
∫ t
0
G(s, t)dMs, where the function G(s, t) satisﬁes (3.8). Hence
Xt = Mt −
∫ t
0
1
g(s, s)
∫ t
0
R(τ, s)dτdMs = Mt −
∫ t
0
∫ t
0
R(τ, s)dτdWs =
Mt −
∫ t
0
∫ s
0
R(τ, s)dτdWs −
∫ t
0
∫ t
s
R(τ, s)dτdWs =: Mt −Nt − Ut
where W is FX-adapted Brownian motion, deﬁned by (3.20). Since M is an FX-
martingale, X will not be an FX-semimartingale if we show that
a. N is a martingale
b. U has zero quadratic variation, but unbounded ﬁrst variation
Proof of (a). Let n0 be the least integer greater than
1
4H−2 . Then it follows from
(3.45) that the function
Q(s, t) :=
∫ t
0
R(r, t)κ(n0−1)(r, s)dr.
satisﬁes
Q(s, t) +
∫ t
0
Q(r, t)κ(r, s)dr = −κ(n0)(s, t),
and hence Q(·, t) ∈ L2([0, t]). Iterating the equation (3.45) we get
R(s, t) =
n0−1∑
m=1
(−1)mκ(m)(s, t) + (−1)(n0−1)Q(s, t), (3.74)
and ∣∣∣∣∫ s
0
R(τ, s)dτ
∣∣∣∣ ≤ n0−1∑
m=1
∫ s
0
κ(m)(τ, s)dτ +
∫ s
0
Q(τ, s)dτ ≤ C1s2H−1.
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Hence the function s 7→ ∫ s
0
R(τ, s)dτ is square integrable for all H ∈ (1
2
, 1
)
and so
N is a martingale.
Proof of (b). Deﬁne φ(s, t) :=
∫ t
s
R(τ, s)dτ , then similarly to (3.70),
E
(
Ut2 − Ut1
)2
=
∫ t2
t1
φ2(s, t2)ds+
∫ t1
0
(
φ(s, t2)− φ(s, t1)
)2
ds. (3.75)
By (3.74)
φ2(s, t) ≤ C1
n0−1∑
m=1
(∫ t
s
κ(m)(τ, s)dτ
)2
+ C1
(∫ t
s
Q(τ, s)dτ
)2
≤ C2|t− s|4H−2
and hence the ﬁrst term in (3.75) is bounded by∫ t2
t1
φ2(s, t2)ds ≤
∫ t2
t1
C2(t2 − s)4H−2ds ≤ C3(t2 − t1)4H−1.
Further,∫ t1
0
(
φ(s, t2)− φ(s, t1)
)2
ds =
∫ t1
0
(∫ t2
t1
R(τ, s)dτ
)2
ds =∫ t1
0
∫ t2
t1
∫ t2
t1
R(τ, s)R(r, s)dτdrds.
Plugging in the expression (3.74), the dominating term is readily seen to be given
by (3.72) and hence as in the previous section the bound (3.73) holds. The claim
(b) now follows by the same argument.
6.2 Proof of (2)
Equivalence for H < 1
4
By calculations as in Section 6.1,
W˜t = X˜t +
∫ t
0
ϕ˜s(X˜)ds,
where W˜ is an F X˜-Brownian motion and ∫ T
0
Eϕ˜2t (X˜)dt < ∞. Hence the measures
µX˜ and µW˜ are equivalent and the derivative
dµX˜
dµW˜
(X˜) equals the expression in the
right hand side of (3.21). Then under the probability Q, deﬁned by
dQ
dP
:=
dµW˜
dµX˜
(X˜), (3.76)
the process X˜ is a Brownian motion. By the inversion formula (3.61), the process
X is an fBm with the Hurst exponent H. This proves the claimed equivalence and
veriﬁes the formula (3.21), since F X˜T = FXT P-a.s. and therefore the random variable
in (3.76) is FXT -measurable.
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Singularity for H ≥ 1
4
The claim is obvious for H = 1
2
. For H > 1
2
the process X has positive quadratic
variation and hence can not be equivalent to fBm with H > 1
2
, which has zero
quadratic variation.
To prove singularity for H ∈ [1
4
, 1
2
), suppose there is a probability Q, equivalent
to P, under which X is an fBm with the Hurst exponent H in its own ﬁltration.
Then X˜t =
∫ t
0
ρ˜(s, t)dXs, with ρ˜(s, t) deﬁned in (3.59), is a Brownian motion under
Q. By calculations as in Subsection 6.1, one can show that X˜ is not a semimartingale
for H ∈ [1
4
, 1
2
), thus obtaining a contradiction.
7 Properties of Drift Estimation: proof
Here we will prove the theorem 3.4. Since µX is independent of θ, the likelihood
function is given by (3.15) with f(t) ≡ θ. In this case by Corollary 3.8
Φ(t) =
d
d〈M〉t
∫ t
0
g(s, t)θds = θ
and hence
L(Y ; θ) :=
dµY
dµX
(Y ) = exp
{
θZT − θ
2
2
〈M〉T
}
.
The unique maximizer is θˆT = ZT/〈M〉T , which is the expression claimed in (3.23).
Notice that
θˆT =
MT + θ
∫ T
0
g(s, T )ds
〈M〉T =
MT
〈M〉T + θ
and thus θˆT is normal and unbiased with the variance
E
(
θˆT − θ
)2
= E
(
MT
〈M〉T
)2
=
1
〈M〉T , (3.77)
which is the formula (3.24).
The asymptotic variance is calculated as follows.
7.1 Proof of (3.25)
Let ε := T 1−2H and deﬁne gε(u) := T 2H−1g(uT, T ), u ∈ [0, 1]. The function gε solves
the equation (3.49) with ϕ ≡ 1 and
〈M〉T =
∫ T
0
g(s, T )ds = T 2−2H
∫ 1
0
gε(u)du. (3.78)
Applying Lemma 3.6 with ϕ = ψ ≡ 1 and using the formulas (3.77) and (3.78), we
obtain
T 2−2HE
(
θˆT − θ
)2
= T 2−2H
1
〈M〉T =
1∫ 1
0
gε(u)du
T→∞−−−→ 1∫ 1
0
g(u)du
,
where g is the solution of the limit equation
∫ 1
0
g(u)κ(u, v)dv = 1 and we used
Lemma 3.6. The constant (3.25) is obtained by plugging the explicit expression for
g, given by (3.51).
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7.2 Proof of (3.26)
Let ε := T 2H−1 and deﬁne gε(u) := g(uT, T ), where now g is the unique solution of
equation (3.36). The function gε solves:
εgε(u) + βH
∫ 1
0
gε(v)κ¯(u, v)dv = cHu
1/2−H(1− u)1/2−H u ∈ [0, 1].
The same arguments as in Lemma 3.6 (see Remark 11) with ϕ(u) = cHu
1/2−H(1 −
u)1/2−H and ψ ≡ 1 imply
TE
(
θˆT − θ
)2
= T
1
〈M〉T =
1∫ 1
0
gε(u)du
T→∞−−−→ 1∫ 1
0
g(u)du
,
where g is the solution of the limit equation βH
∫ 1
0
g(u)κ¯(u, v)dv = cHu
1/2−H(1 −
u)1/2−H . A direct calculation shows that g(u) ≡ 1, which conﬁrms the constant in
the right hand side of (3.26).
Strong consistency for H ∈ (0, 1) follows from the law of large numbers for
martingales.
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Résumé 
 
Cette thèse porte sur l'analyse statistique de quelques modèles 
de processus stochastiques gouvernés par des bruits de type 
fractionnaire, en temps discret ou continu. 
 
Dans le Chapitre 1, nous étudions le problème d'estimation 
par maximum de vraisemblance (EMV) des paramètres d'un 
processus autorégressif d'ordre p (AR(p)) dirigé par un bruit 
gaussien stationnaire, qui peut être à longue mémoire comme 
le bruit gaussien fractionnaire. Nous donnons une formule 
explicite pour l'EMV et nous analysons ses propriétés 
asymptotiques. En fait, dans notre modèle la fonction de 
covariance du bruit est supposée connue, mais le 
comportement asymptotique de l'estimateur (vitesse de 
convergence, information de Fisher) n'en dépend pas. 
 
Le Chapitre 2 est consacré à la détermination de l'entrée 
optimale (d'un point de vue asymptotique) pour l'estimation 
du paramètre de dérive dans un processus d'Ornstein-
Uhlenbeck fractionnaire partiellement observé mais contrôlé. 
Nous exposons un principe de séparation qui nous permet 
d'atteindre cet objectif.  
 
Dans le Chapitre 3, nous présentons une nouvelle approche 
pour étudier les propriétés du mouvement brownien 
fractionnaire mélangé et de modèles connexes, basée sur la 
théorie du filtrage des processus gaussiens. Les résultats 
mettent en lumière la structure de semimartingale et mènent à 
un certain nombre de propriétés d'absolue continuité utiles. 
Nous établissons l'équivalence des mesures induites par le 
mouvement brownien fractionnaire mélangé avec une dérive 
stochastique, et en déduisons l'expression correspondante de 
la dérivée de Radon-Nikodym. Pour un indice de Hurst H> 
3/4, nous obtenons une représentation du mouvement 
brownien fractionnaire mélangé comme processus de type 
diffusion dans sa filtration naturelle et en déduisons une 
formule de la dérivée de Radon-Nikodym par rapport à la 
mesure de Wiener. Pour H <1/4 , nous montrons l'équivalence 
da la mesure avec celle la composante fractionnaire et 
obtenons une formule pour la densité correspondante.  
 
 
Mots clés : processus fractionnaire, mouvement 
brownien fractionnaire, mouvement brownien  
fractionnaire mélangé, estimateur de maximum  
de vraisemblance.   
 
Abstract 
 
This thesis focuses on the statistical analysis of some models 
of stochastic processes generated by fractional noise in 
discrete or continuous time. 
 
In Chapter 1, we study the problem of parameter estimation 
by maximum likelihood (MLE) for  an autoregressive process 
of order p (AR (p)) generated  by a stationary Gaussian noise, 
which can  have  long memory as the fractional Gaussian 
noise. We exhibit an explicit formula for the MLE and we 
analyze its asymptotic properties. Actually in our model the 
covariance function of the noise  is assumed to be known but 
the asymptotic behavior of the  estimator ( rate of 
convergence, Fisher information) does not depend on it. 
 
Chapter 2 is devoted to the determination of the asymptotical 
optimal input for the estimation of the drift parameter in a 
partially observed but controlled fractional Ornstein-
Uhlenbeck process. We expose a separation principle that 
allows us to reach this goal. Large sample asymptotical 
properties of the MLE are deduced using the Ibragimov-
Khasminskii program and Laplace transform computations for 
quadratic functionals of the process. 
 
In Chapter 3, we present a new approach to study the 
properties of mixed fractional Brownian  motion (fBm) and 
related models, based on the filtering theory of Gaussian 
processes. The results shed light on the semimartingale 
structure and properties lead to a number of useful absolute 
continuity relations. We establish equivalence of the 
measures, induced by the mixed fBm with  stochastic drifts, 
and derive the corresponding  expression  for the Radon-
Nikodym derivative. For the Hurst index H>3/4 we obtain a 
representation of the mixed fBm as a diffusion type process in 
its own filtration and derive a formula for the Radon-
Nikodym derivative with respect to the Wiener measure. For 
H<1/4, we prove equivalence to the fractional component  and 
obtain a formula for the corresponding derivative. An area of 
potential applications is statistical analysis of models, driven 
by mixed fractional noises.  
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