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Abstract
This paper continues our investigation of Renyi-type continued frac-
tions studied in [6]. A Wirsing-type approach to the Perron-Frobenius
operator of the Re´nyi-type continued fraction transformation under its
invariant measure allows us to study the optimality of the convergence
rate. Actually, we obtain upper and lower bounds of the convergence
rate which provide a near-optimal solution to the Gauss-Kuzmin-Le´vy
problem.
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1 Introduction
In [6] we showed that every x ∈ [0, 1] can be written as
x = 1−
N
1 + a1 −
N
1 + a2 −
N
1 + a3 −
. . .
:= [a1, a2, a3, . . .]R, (1.1)
where N is a fixed integer greater than or equal to 2, and an’s are positive
integers greater than or equal to N .
For a fixed integer N ≥ 2, we define the shift transformation RN :
[0, 1] → [0, 1], by RN (1) = 0 and RN (x) = RN ([a1, a2, a3, . . .]R) :=
[a2, a3, a4, . . .]R for x 6= 1. There is another way to define RN for x ∈ [0, 1].
With ⌊·⌋ denoting the floor function, we have
RN (x) :=


N
1− x
−
⌊
N
1− x
⌋
, x ∈ [0, 1)
0, x = 1.
(1.2)
Since the case N = 1 refers to the Re´nyi interval map, we call the transfor-
mation in (1.2) Re´nyi-type continued fraction transformation.
The digits or incomplete quotients of x with respect to the Re´nyi-type
continued fraction expansion are defined by
an := an(x) = a1
(
Rn−1N (x)
)
, n ≥ 2, (1.3)
with R0N (x) = x and
a1 := a1(x) =
{ ⌊
N
1−x
⌋
if x 6= 1,
∞ if x = 1.
(1.4)
These transformations belong to a wider one parameter family of interval
maps of the form Tu(x) :=
1
u(1−x) − ⌊
1
u(1−x)⌋, where u > 0, x ∈ [0, 1). As
the parameter varies in (0, 4) there is a viable theory of a one parameter
family of continued fractions, which fails when u ≥ 4. Named u-backward
continued fractions, they possess some attractive properties which are not
shared by the regular continued fractions. A natural question was whether
the dynamical system given by the maps Tu admits an absolutely continuous
invariant measure. Grochenig and Haas showed in [3] that the invariant
measure for Tu is finite if and only if 0 < u < 4 and uq 6= 4cos
2 pi
q , q =
2
3, 4, . . .. They have identified that for certain values of u (for example, if
u = 1/N for positive integers N ≥ 2) RN := T1/N has a unique absolutely
continuous invariant measure
ρN (A) :=
1
log
(
N
N−1
) ∫
A
dx
x+N − 1
, A ∈ B[0,1], (1.5)
where B[0,1] denotes the σ-algebra of all Borel subsets of [0, 1].
It was proved in [3] that the dynamical system ([0, 1], RN , ρN ) is ergodic.
Using the ergodicity of RN and Birkhoff’s ergodic theorem [2] a number of
results were obtained in [3, 4]. It should be stressed that the ergodic theorem
does not yield any information on the convergence rate in the Gauss-Kuzmin
problem that amounts to the asymptotic behaviour of µ
(
R−nN
)
as n → ∞,
where µ is an arbitrary probability measure on B[0,1]. So that a Gauss-
Kuzmin theorem is needed.
Recently, in [6] we proved a version of a Gauss-Kuzmin theorem. Us-
ing the natural extension for Re´nyi-type continued fraction expansions, we
obtained an infinite-order-chain representation of the sequence of the incom-
plete quotients of these expansions. Together with the ergodic behaviour of a
certain homogeneous random system with complete connections this allowed
us to solve a variant of the Gauss-Kuzmin problem. Following the treatment
in the case of the regular continued fractions [5], the Gauss-Kuzmin-Le´vy
problem for the transformation RN can be approached in terms of the as-
sociated Perron-Frobenius operator. In Section 2 we focus our study on
the Perron-Frobenius operator under the invariant measure induced by the
limit distribution function. In Section 3 we use a Wirsing-type approach
[7] to get close to the optimal convergence rate. By restricting the domain
of the Perron-Frobenius operator of RN under its invariant measure ρN to
the Banach space of functions which have a continuous derivative on [0, 1],
we obtain upper and lower bounds of the error which provide a refined es-
timate of the convergence rate. The last section gives interesting numerical
calculations.
2 Operator-theoretical treatment
Let
(
[0, 1],B[0,1], RN , ρN
)
be as in Section 1. In the sequel, we derive its
Perron-Frobenius operator. Let µ be a probability measure on
(
[0, 1],B[0,1]
)
such that µ
(
R−1N (A)
)
= 0 whenever µ(A) = 0 for A ∈ B[0,1], i.e., the
transformation RN is µ-non-singular. For example, this condition is satisfied
if RN is µ-preserving, that is, µR
−1
N = µ.
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The Perron-Frobenius operator U associated with RN is defined as the
bounded linear and positive operator on the Banach space L1([0, 1], µ) :=
{f : [0, 1]→ C :
∫ 1
0 |f | dµ <∞} which satisfies∫
A
Uf dµ =
∫
R−1
N
(A)
f dµ for all f ∈ L1([0, 1], µ), A ∈ B[0,1], (2.1)
or, equivalently∫ 1
0
gUf dµ =
∫ 1
0
(g ◦RN )f dµ for all f ∈ L
1([0, 1], µ) and g ∈ L∞([0, 1]).
(2.2)
Here L∞([0, 1]) denotes the Banach space of λ-essentially bounded func-
tions defined on [0, 1], where λ is the Lebesgue measure. The existence and
uniqueness of Uf follows from the Radon-Nikodym theorem. This implies
also the existence and uniqueness of U .
In particular, the Perron-Frobenius operator U of RN under the
Lebesgue measure is given as follows ([1], p.86):
Uf(x) =
d
dx
∫
R−1
N
([0,x])
f(t) dt =
∑
t∈R−1
N
(x)
f(t)
|(RN (t))′|
a.e. in [0, 1]. (2.3)
The following property is useful to prove the next proposition.
There exists f ∈ L1([0, 1], µ) such that f ≥ 0 and Uf = f a.e. if and
only if RN preserves the measure ν which is defined as ν(A) :=
∫
A fdµ for
A ∈ B[0,1]. In particular, U1 = 1 if and only if RN is µ-preserving ([1], p.80).
Proposition 2.1. The measure ρN in (1.5) is invariant under RN in (1.2).
Proof. Let νN the density measure of ρN , i.e, νN (x) :=
1
log( NN−1)
1
x+N−1 .
From above, it is sufficient to show that the function νN is an eigenfunction
of the Perron-Frobenius operator of RN with the eigenvalue 1:
UνN (x) =
∑
t∈R−1
N
(x)
νN (t)
|(RN (t))′|
. (2.4)
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First, we note that R−1N (x) =
{
1− Nx+i : i ≥ N,x ∈ [0, 1]
}
. Thus,
UνN (x) =
∑
i≥N
N
(x+ i)2
νN
(
1−
N
x+ i
)
=
1
log
(
N
N−1
) ∑
i≥N
1
(x+ i)(x+ i− 1)
=
1
log
(
N
N−1
) 1
x+N − 1
= νN (x).
Proposition 2.2. Let
(
[0, 1],B[0,1], RN , ρN
)
be as in Section 2, and let U
denote its Perron-Frobenius operator. Then the following holds:
(i) The following equation holds:
Uf(x) =
∑
i≥N
PN,i(x) f (uN,i(x)) , f ∈ L
1([0, 1], ρN ), (2.5)
where PN,i and uN,i are functions defined on [0, 1] by:
PN,i(x) :=
x+N − 1
(x+ i) (x+ i− 1)
(2.6)
and
uN,i(x) := 1−
N
x+ i
. (2.7)
(ii) Let µ be a probability measure on
(
[0, 1],B[0,1]
)
such that µ≪ λ, i.e.,
µ is absolutely continuous with respect to the Lebesgue measure λ and
let h := dµ/dλ a.e. in [0, 1]. Then for any n ∈ N+ := {1, 2, 3, . . .} and
A ∈ B[0,1], we have
µ
(
R−nN (A)
)
=
∫
A
Unf(x)dρN (x) (2.8)
where f(x) :=
(
log
(
N
N−1
))
(x+N − 1)h(x) for x ∈ [0, 1].
Proof. (i) Let RN,i denote the restriction of RN to the subinterval I(i) :=(
1− Ni , 1−
N
i+1
]
, i ≥ N , that is,
RN,i(x) =
N
1− x
− i, x ∈ I(i). (2.9)
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Let C(A) := (RN ) (A) and Ci(A) := (RN,i)
−1 (A) for A ∈ B[0,1]. Since
C(A) =
⋃
iCi(A) and Ci ∩ Cj is a null set when i 6= j, we have∫
C(A)
f dρN =
∑
i≥N
∫
Ci(A)
f dρN , f ∈ L
1([0, 1], ρN ), A ∈ B[0,1]. (2.10)
For any i ≥ N , by the change of variable x = (RN,i)
−1 (y) = uN,i(y), we
successively obtain∫
Ci(A)
f(x) ρN (dx) =
(
log
(
N + 1
N
))−1 ∫
Ci(A)
f(x)
x+N − 1
dx
=
(
log
(
N + 1
N
))−1 ∫
A
1
(y + i)(y + i− 1)
f (uN,i(y)) dy
=
∫
A
PN,i(y) f (uN,i(y)) ρN (dy). (2.11)
Now, (2.5) follows from (2.10) and (2.11).
(ii) We will use mathematical induction. For n = 0, the equation (2.8) holds
by definitions of f and h. Assume that (2.8) holds for some n ∈ N. Then
µ
(
R
−(n+1)
N (A)
)
= µ
(
R−nN
(
R−1N (A)
))
=
∫
C(A)
Unf(x) ρN (dx), (2.12)
and by definition, we have∫
C(A)
Unf(x) ρN (dx) =
∫
A
Un+1f(x) ρN (dx). (2.13)
Therefore,
µ
(
R
−(n+1)
N (A)
)
=
∫
A
Un+1f(x)ρN (dx) (2.14)
which ends the proof.
Remark 2.3. In hypothesis of Proposition 2.2(ii) it follows that
µ(R−nN (A))− ρN (A) =
∫
A
(Unf(x)− 1)dρN (x), (2.15)
for any n ∈ N and A ∈ B[0,1], where f(x) :=
(
log
(
N
N−1
))
(x+N − 1)h(x),
x ∈ [0, 1]. The last equation shows that the asymptotic behavior of
µ(R−nN (A)) − ρN (A) as n → ∞ is given by the asymptotic behavior of the
n-th power of the Perron-Frobenius operator U on L1([0, 1], ρN ).
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3 Near-optimal solution to Gauss-Kuzmin-Le´vy
problem
In this section we develop a Wirsing-type approach [7] to obtain a solution
to Gauss-Kuzmin-Le´vy problem in Theorem 3.4.
Let µ be a probability measure on B[0,1] such that µ≪ λ. For any n ∈ N
put FnN (x) = µ (R
n
N < x), x ∈ [0, 1], where R
0
N is the identity map. As
(RnN < x) = R
−n
N ((0, x)), by Proposition 2.2 (ii) we have
FnN (x) =
∫ x
0
Unf0N (u)
x+N − 1
du, n ∈ N, (3.1)
where f0N (x) := (x+N − 1)
(
F 0N
)′
(x), x ∈ [0, 1], where
(
F 0N
)′
= dµ/dλ.
We will assume that
(
F 0N
)′
∈ C1([0, 1]), the collection of all functions
f : [0, 1]→ C which have a continuous derivative. So, we study the behavior
of Un as n→∞, assuming that the domain of U is C1([0, 1]).
Let f ∈ C1([0, 1]). Then the series (2.5) can be differentiated term-by-
term, since the series of derivatives is uniformly convergent. Next, since
PN,i(x) =
(
i+ 1−N
x+ i
−
i−N
x+ i− 1
)
,
we get
(Uf)′(x) =
∑
i≥N
{
(PN,i)
′(x)f (uN,i(x)) + PN,i(x)f
′ (uN,i(x)) (uN,i)
′ (x)
}
=
∑
i≥N
{(
i−N
(x+ i− 1)2
−
i+ 1−N
(x+ i)2
)
f (uN,i(x)) + PN,i(x)f
′ (uN,i(x))
N
(x+ i)2
}
=
∑
i≥N
{
i+ 1−N
(x+ i)2
[f (uN,i+1(x))− f (uN,i(x))] + PN,i(x)f
′ (uN,i(x))
N
(x+ i)2
}
,(3.2)
for any x ∈ [0, 1]. Thus, we can write
(Uf)′ = −V f ′, f ∈ C1([0, 1]), (3.3)
where V : C([0, 1])→ C([0, 1]) is defined by
V g(x) = −
∑
i≥N
{
i+ 1−N
(x+ i)2
∫ uN,i+1(x)
uN,i(x)
g(u)du+
N(x+N − 1)
(x+ i− 1)(x + i)3
g (uN,i(x))
}
(3.4)
with g ∈ C([0, 1]) and x ∈ [0, 1]. Clearly, (Unf)′ = (−1)nV nf ′, n ∈ N+, f ∈
C1([0, 1]). We are going to show that V n takes certain functions into func-
tions with very small values when n ∈ N+ is large.
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Proposition 3.1. For a fixed integer N ≥ 2 there are positive constants
vN < wN < 1 and a real-valued non-positive function ϕN ∈ C([0, 1]) such
that
vN (−ϕN ) ≤ V ϕN ≤ wN (−ϕN ). (3.5)
Proof. For R+ := {x ∈ R : x ≥ 0}, let hN : R+ → R be a continuous
bounded function such that limx→∞ hN (x) < ∞. We look for a function
gN : (0, 1]→ R such that UgN = hN , assuming that the equation
UgN (x) =
∑
i≥N
PN,i(x)gN (uN,i(x)) = hN (x) (3.6)
holds for x ∈ R+. By reducing the terms of the series involved (3.6) yields
hN (x)
x+N − 1
−
hN (x+ 1)
x+N
=
1
(x+N − 1)(x +N)
gN
(
x
x+N
)
, x ∈ R+.
(3.7)
Hence
gN (u) =
N
1− u
hN
(
Nu
1− u
)
−
(
N
1− u
− 1
)
hN
(
Nu
1− u
+ 1
)
, u ∈ (0, 1],
(3.8)
and we indeed have UgN = hN since
UgN (x) =
∑
i≥N
x+N − 1
(x+ i− 1)(x + i)
gN
(
1−
N
x+ i
)
= (x+N − 1)
∑
i≥N
(
1
x+ i− 1
−
1
x+ i
)
gN
(
1−
N
x+ i
)
= (x+N − 1)
∑
i≥N
(
hN (x+ i−N)
x+ i− 1
−
hN (x+ i+ 1−N)
x+ i
)
= (x+N − 1)
(
hN (x)
x+N − 1
− lim
i→∞
hN (x+ i+ 1−N)
x+ i
)
= hN (x), x ∈ R+.(3.9)
In particular, for any fixed tN ∈ [0, 1] we consider the function hN,tN :
R+ → R defined as
hN,tN (x) =
1
eNx+ tN + 1
, x ∈ R+ (3.10)
where the coefficient eN will be specified later. By the above, the function
8
gN,tN : (0, 1]→ R defined as
gN,tN (x) =
N
1− x
hN,tN
(
Nx
1− x
)
−
(
N
1− x
− 1
)
hN,tN
(
Nx
1− x
+ 1
)
=
N
eNNx+ (tN + 1)(1 − x)
−
N − 1 + x
eN (Nx+ 1− x) + (tN + 1)(1 − x)
(3.11)
for any x ∈ (0, 1] satisfies
UgN,tN (x) = hN,tN (x), x ∈ [0, 1]. (3.12)
Setting
ϕN,tN (x) := (gN,tN )
′(x) =
−N(eNN − tN − 1)
{eNNx+ (tN + 1)(1 − x)}
2−
N {2eN − (eNN − tN − 1)}
{eN (Nx+ 1− x) + (tN + 1)(1 − x)}
2
(3.13)
we have
V ϕN,tN (x) = −(UgN,tN )
′(x) = −(hN,tN )
′(x) =
eN
(eNx+ tN + 1)2
, x ∈ [0, 1].
(3.14)
Since gN,tN is a decreasing function it follows that ϕN,tN (x) < 0, x ∈ [0, 1].
Also, V is a linear operator that takes non-positive functions into positive
functions. Therefore, V ϕN,tN (x) > 0, x ∈ [0, 1].
We choose tN by asking that (ϕN,tN /V ϕN,tN )(0) = (ϕN,tN /V ϕN,tN )(1).
Since
(ϕN,tN /V ϕN,tN )(0) =
(tN + 1)
2
eN
{
−N(eNN − tN − 1)
(tN + 1)2
−
N {2eN − (eNN − tN − 1)}
(eN + tN + 1)2
}
(3.15)
and
(ϕN,tN /V ϕN,tN )(1) =
−2(eN + tN + 1)
2
e2NN
(3.16)
this amounts to the equation
HN (tN ) = 2(tN + eN + 1)
4 + e3NN
2(1− 2N)(tN + 1)− e
4
NN
3 = 0. (3.17)
We choose the coefficient eN such that the equation HN(x) = 0, x ∈ [0, 1],
yields a unique solution tN ∈ [0, 1]. Asking that
HN(0) < 0, HN (1) > 0, and
dHN
dtN
> 0, (3.18)
9
we may determine eN (see Appendix). For this unique acceptable solu-
tion tN ∈ [0, 1] the function ϕN,tN /V ϕN,tN attains its minimum equal
to −2(eN + tN + 1)
2/
(
e2NN
)
at x = 0 and x = 1, and has a maximum
m(tN ) = ϕN,tN /V ϕN,tN (xmax) < 0. It follows that
−2(eN + tN + 1)
2
e2NN
≤
ϕN,tN
V ϕN,tN
≤ m(tN ).
Since
ϕN,tN
V ϕN,tN
< 0 we get
−m(tN ) ≤
−ϕN,tN
V ϕN,tN
≤
2(eN + tN + 1)
2
e2NN
.
Therefore,
e2NN
2(eN + tN + 1)2
(−ϕN,tN ) ≤ V ϕN,tN ≤ −
1
m(tN )
(−ϕN,t).
It follows that for ϕN = ϕN,tN we have
vN (−ϕN ) ≤ V ϕN ≤ wN (−ϕN ),
where
vN =
e2NN
2(eN + tN + 1)2
and wN = −
1
m(tN )
.
Remark 3.2. By (3.5) we successively get
v2N (−ϕN ) ≤ −V
2ϕN ≤ w
2
N (−ϕN )
v3N (−ϕN ) ≤ V
3ϕN ≤ w
3
N (−ϕN )
...
vnN (−ϕN ) ≤ (−1)
n+1V nϕN ≤ w
n
N (−ϕN ), n ∈ N+.
Corollary 3.3. Let f0N ∈ C
1([0, 1]) such that (f0N )
′ > 0. Put
αN = min
x∈[0,1]
−ϕN (x)
(f0N )
′(x)
and βN = max
x∈[0,1]
−ϕN (x)
(f0N )
′(x)
.
Then
αN
βN
vnN (f
0
N )
′(x) ≤ (−1)nV n(f0N )
′(x) ≤
βN
αN
wnN (f
0
N )
′(x), n ∈ N+, x ∈ [0, 1].
(3.19)
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Proof. Noting that αN (f
0
N )
′(x) ≤ (−ϕN )(x) ≤ βN (f
0
N )
′(x) and using Re-
mark 3.2 we can write
αN
βN
vnN (f
0
N )
′(x) ≤
1
βN
vnN (−ϕN )(x) ≤
1
βN
(−1)n+1V nϕN (x)
≤ (−1)nV n(f0N )
′(x) ≤
(−1)n+1
αN
V nϕN (x)
≤
wnN
αN
(−ϕN )(x) ≤
βN
αN
wnN (f
0
N )
′(x), n ∈ N+,
which shows that (3.19) holds.
Theorem 3.4. Let f0N ∈ C
1([0, 1]) such that (f0N )
′ > 0 and let µ be a
probability measure on B[0,1] such that µ≪ λ. For any n ∈ N+ and x ∈ [0, 1]
we have(
log
(
N
N − 1
))2
·
N
2
·
αN
βN
min
x∈[0,1]
(f0N )
′(x) · vnNGN (x)(1−GN (x))
≤ |µ(RnN < x)−GN (x)|
≤
(
log
(
N
N − 1
))2
·
N
2
·
βN
αN
max
x∈[0,1]
(f0N )
′(x) · wnNGN (x)(1−GN (x)) (3.20)
where αN , βN , vN and wN are defined in Proposition 3.1 and Corollary 3.3,
and
GN (x) =
1
log
(
N
N−1
) log(x+N − 1
N − 1
)
. (3.21)
Proof. For any n ∈ N and x ∈ [0, 1] set dn(GN (x)) = µ(R
n
N < x)−GN (x),
with GN as in (3.21). Then by (3.1) we have
dn(GN (x)) =
∫ x
0
Unf0N(u)
u+N − 1
du−GN (x).
Differentiating twice with respect to x yields
d′n(GN (x))
1
log
(
N
N−1
) 1
x+N − 1
=
Unf0N(x)
x+N − 1
−
1
log
(
N
N−1
) 1
x+N − 1
,
(Unf0N )
′(x) = d′′n(GN (x))

 1
log
(
N
N−1
)


2
1
x+N − 1
, n ∈ N, x ∈ [0, 1].
(3.22)
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Hence by (3.3) we have
d′′n(GN (x)) =

 1
log
(
N
N−1
)


2
(x+N − 1)
(
Unf0N
)′
(x)
= (−1)n

 1
log
(
N
N−1
)


2
(x+N − 1)V nN (f
0
N )
′(x),
for any n ∈ N, x ∈ [0, 1]. Since dn(0) = dn(1) = 0, a well-known interpola-
tion formula yields
dn(x) = −
x(1− x)
2
d′′n(ξ), n ∈ N, x ∈ [0, 1], (3.23)
for a suitable ξ = ξ(n, x) ∈ [0, 1]. Therefore
µ(RnN < x)−GN (x) = −
GN (x)(1−GN (x))
2
d′′n(GN (ξN ))
= (−1)n+1

 1
log
(
N
N−1
)


2
(ξN +N − 1)V
n
N (f
0
N )
′(ξN )
GN (x)(1 −GN (x))
2
≤ (−1)n+1

 1
log
(
N
N−1
)


2
N
2
V nN (f
0
N )
′(ξN )GN (x)(1 −GN (x))
for any n ∈ N and x ∈ [0, 1], and another suitable ξN = ξN (n, x) ∈ [0, 1].
The result stated follows now from Corollary 3.3.
4 Final remarks
To conclude, we use the values obtained in the Appendix.
Let us consider the case N = 3. The equation H3(x) = 0, with
e3 = 0.8956735, has as unique acceptable solution t3 = 0.4999967.
For this value of t3 the function ϕt3/V ϕt3 attains its minimum equal
to −4.76939599403913 at x = 0 and x = 1, and has a maximum
m(t3) = (ϕt3/V ϕt3)(0.423325998187593) = −4.62762782434937. It fol-
lows that upper and lower bounds of the convergence rate are respec-
tively O(wn3 ) and O(v
n
3 ) as n → ∞, with v3 > 0.20967015556054 and
w3 < 0.216093436628214.
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Let us consider the case N = 5. The equation H5(x) = 0, with
e5 = 0.4088150, has as unique acceptable solution t5 = 0.5000000.
For this value of t5 the function ϕt5/V ϕt5 attains its minimum equal
to −8.72035227508647 at x = 0 and x = 1, and has a maximum
m(t5) = (ϕt5/V ϕt5)(0.457198440687485) = −8.64358828233062. It fol-
lows that upper and lower bounds of the convergence rate are respec-
tively O(wn5 ) and O(v
n
5 ) as n → ∞, with v5 > 0.114674266412028 and
w5 < 0.115692692356046.
Finally, let us consider the case N = 100. The equation H100(x) = 0,
with e100 = 0.0152027, has as unique acceptable solution t100 = 0.4999998.
For this value of tN the function ϕt100/V ϕt100 attains its minimum equal to
−198.668858764086 at x = 0 and x = 1, and has a maximum m(t100) =
(ϕt100/V ϕt100)(0.49804751660470764) = −198.66555309796482. It follows
that upper and lower bounds of the convergence rate are respectively
O(wn100) and O(v
n
100) as n → ∞, with v100 > 0.00503350150708559 and
w100 < 0.00503358526129032.
N=3 v3 > 0.20967015556054 w3 < 0.216093436628214
N=5 v5 > 0.114674266412028 w5 < 0.115692692356046
N=100 v100 > 0.00503350150708559 w100 < 0.00503358526129032
5 Appendix
Imposing conditions (3.18) and using MATHEMATICA we obtain
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N eN tN
2 2.1780250 0.4999997
3 0.8956735 0.4999967
4 0.5616365 0.5000001
5 0.4088150 0.5000000
10 0.1730660 0.5000007
15 0.109754 0.4999972
20 0.080357 0.5000078
25 0.063380 0.4999999
30 0.052326 0.5000149
35 0.044554 0.4999865
40 0.038793 0.4999972
45 0.034351 0.4999945
50 0.030822 0.5000046
100 0.0152027 0.4999998
1000 0.00150201 0.5000073
10000 0.00015002 0.4999999
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