High resolution calculations of resistive pressure gradient-driven turbulence for the plasma edge parameters of the Advanced Toroidal Facility ͑ATF͒ ͓J. F. Lyon et al., Fusion Technol. 10, 179 ͑1986͔͒ electron cyclotron heated discharges give fluctuation levels, consistent with the experimental measurements. This turbulence model is also used to simulate the transition from the low confinement to the high confinement mode. The transition is triggered through the poloidal flow amplification induced by the Reynolds stress. After the transition, the confinement improvement is relatively low ͑30%-40%͒, even for unrealistically low poloidal viscosity. In the high confinement mode, the characteristic radial scale length of the poloidal flow in the three-dimensional calculations ͑separation between the lowest-n resonant surfaces͒ is different from the single helicity results ͑radial correlation length of the fluctuations͒. The simple criterion based on the ratio of shearing rate to the linear growth rate does not quantitatively account for the fluctuation reduction.
I. INTRODUCTION
In stellarators, the transition from the low-confinement mode ͑L mode͒ to the high-confinement mode ͑H mode͒ has been less effective than in tokamaks. The confinement improvement in the H mode is only 30% higher than in the L mode.
1,2 There are many possible reasons for that. It has been argued that in stellarators ͑1͒ the neoclassical viscosity is higher and does not allow the EϫB flow shear to develop; ͑2͒ the ratio of the anomalous transport to neoclassical transport is lower, and as a result less improvement can be expected; and ͑3͒ the power density in present experiments is lower, and it has not yet been possible to explore the full capabilities of stellarator confinement. It is also possible that the Reynolds stress is less effective in amplifying the edge poloidal flow shear. 3, 4 The identification of the main cause for this lower performance can give a useful insight in the understanding of transition mechanisms and is essential in designing a more effective stellarator. The larger viscosity implies a larger power requirement to produce the same amount of flow amplification. However, if the Reynolds stress fails in amplifying the shear flow, there is no simple solution to a more effective H mode. Detailed modeling of the transition is necessary in the determination of the source of the problem.
To model the plasma edge in stellarators, we need to identify the basic mechanism for the turbulence drive. Many stellarator configurations are characterized by a magnetic hill at the edge. 5 For these configurations, resistive interchange modes 6 are likely unstable at the plasma edge and could be the dominant mechanism for edge plasma transport in those devices. There is some experimental evidence for this mechanism. Several analytical and numerical studies of resistive pressure-gradient-driven turbulence have been carried out. [7] [8] [9] [10] However, only analytical expressions without the inclusion of diamagnetic effects have been compared with experimental results. The analytically predicted resistive interchange turbulence fluctuation levels were found to be consistent with the measured edge plasma fluctuation levels in the Advanced Toroidal Facility ͑ATF͒, 11, 12 but there have not been systematic comparisons between theory and experiment.
In recent years, the increase in computer capabilities has allowed high resolution turbulence calculations. In particular, the use of dedicated CRAY Y-MP C-90 time permitted their completion in a period of a few weeks. We have used this opportunity to carry out a resistive interchange turbulence calculation for the ATF plasma edge and compared the results with the fluctuation measurements.
We have used the same turbulence model to study a transition as a test of the Reynolds stress flow amplification in three-dimensional ͑3-D͒ resistive interchange turbulence. In this paper, we consider only electron cyclotron heated ͑ECH͒ discharges in ATF ͑no Ohmic heating͒. For these discharges, core ion temperatures are very low with T e /T i ӷ1. Although there are no ion temperature measurements at the edge, we assume that the inequality also holds at the edge. Therefore, ion diamagnetic effects have not been included. In the transition studies, only the shear poloidal velocity, V Ј , contributes to the shear EϫB flow turbulence suppression. This allows us to study the shear poloidal flow amplification and its characteristic radial scale in a 3-D turbulence calculation. After the transition, the confinement improvement is relatively low ͑30%-40%͒, even in the limit of negligible viscosity. The turbulent viscosity component of the Reynolds stress quickly overcomes its flow-destabilizing component. As a result, the level of shear amplification flow is too low for a full suppression of the turbulence.
The radial scale length of the electric field shear is an important issue because it can set the width of the edge temperature pedestal. In the H mode, it has been found that the characteristic radial scale length of the poloidal flow in the 3-D calculations is different from the single helicity results ͑2-D͒. In the latter case, the basic scale length of the flow is the radial correlation length of the fluctuations, while for the H-mode solution the basic scale is the separation between the lowest-n resonant surfaces.
The rest of the paper is organized as follows. In Sec. II, the turbulence model is defined and the equilibrium conditions, together with linear stability results, are summarized in Sec. III. The numerical results for the L-mode regime are presented in Sec. IV, together with a comparison of the experimental measurements. In Sec. V, the transition dynamics and the turbulence properties in the H-mode state are discussed. Finally, the conclusions of this paper are presented in Sec. VI.
II. RESISTIVE PRESSURE GRADIENT-DRIVEN TURBULENCE EQUATIONS
Resistive interchange modes extend uniformly along the magnetic field lines. They are flute-like instabilities. Therefore, for these instabilities it is possible to average over the toroidal magnetic field modulation induced by the helical windings. Using the Greene and Johnson formalism 13 and assuming a straight helical system, the averaged equilibrium magnetic field geometry has cylindrical symmetry. In this system, the magnetic field line curvature is given by the averaged magnetic field line curvature,
where a prime indicates the derivative with respect to the toroidal flux and VЈϭ͐dl/B is the specific volume enclosed by a flux surface. In Eq. ͑1͒, R 0 is the major radius of the stellarator, r the averaged minor radius of a flux surface, and B 0 the toroidal magnetic field value at the magnetic axis. The equations used to describe the stellarator plasma edge turbulence are the reduced equations used to study the resistive pressure gradient-driven instability. 7 Here we use the same conventions and notations as in Ref. 7 . The geometry is cylindrical with minor radius a and length L 0 ϭ2R 0 . We use the cylindrical coordinates r, , and z. In the electrostatic approximation, the resistive pressure gradient-driven turbulence model can be described by the perpendicular momentum balance equation:
and the parallel momentum balance equation,
Here, n is the density, V Ќ is the perpendicular velocity, U is the z component of the vorticity, V ʈ is the parallel flow velocity, is the resistivity, and m is the mass density. Because of the high electron parallel conduction, we neglect the electron temperature fluctuations, " ʈ T e ϭ0. In Eqs. ͑2͒-͑4͒, T eq is the equilibrium electron temperature profile that is not dynamically evolved. Electron diamagnetic terms have been included in these equations. 3 The total magnetic field can be expressed in terms of the equilibrium poloidal flux function, ⌿ eq , as
The perpendicular velocity can be expressed in terms of a stream function ⌽/B 0 ,
Here, ẑ is the unit vector in the toroidal direction. The velocity streamfunction ⌽/B 0 is trivially related to the electrostatic potential Ϫ⌽. The z component of the vorticity can be expressed in terms of the velocity streamfunction by Ũ ϭٌ Ќ 2 ⌽. The derivative parallel to the magnetic field, " ʈ , is defined as " ʈ f ϭB-" f .
In Eqs. ͑2͒, ͑3͒, and ͑4͒, an overtilde identifies perturbed quantities, and the subscript eq identifies equilibrium quantities. Each equation has a perpendicular dissipation term, with the characteristic coefficients D Ќ ͑the collisional cross-field particle transport͒, 1Ќ ͑the collisional viscosity for the perpendicular flow͒, and 2Ќ ͑the collisional viscosity for the parallel flow͒. Parallel transport coefficients have also been included in the parallel velocity and density equations. They are the parallel viscosity ʈ and parallel density transport due to the coupling to sound waves, D ʈ . Because the ion temperature is very low at the edge of the ECH-heated discharges, the parallel viscosity is assumed to be classical, that is ʈ ϭ1.28V i 2 i , where V i is the ion thermal velocity and i the ion-ion collision time. Some calculations have been done with only two equations, Eqs. ͑2͒ and ͑3͒, and the parallel velocity has been neglected. In this case, we use D ʈ different from zero to simulate the coupling of the sound waves, otherwise this coefficient is zero.
The driving term of the resistive interchange instability is the pressure gradient in the bad curvature region (Ͼ0). That is, these modes are unstable when Ϫ(dn eq /dr)Ͼ0. The second term on the right-hand side ͑rhs͒ of Eq. ͑2͒ is the field line bending term, which is stabilizing. The resistivity weakens this term and allows the instability to grow.
To study the coupling between the turbulence and global flows, we need the poloidal flow profile evolution equation 
͑7͒
Here, the angular brackets, ͗ ͘, indicate the poloidal and the toroidal angle average over a magnetic flux surface, and is the collisional poloidal flow damping rate. The nonlinear convection terms in the poloidal momentum balance gener-ate the nondiagonal r terms of the Reynolds stress tensor, which can be interpreted as a turbulent vorticity flux in Eq. ͑7͒. Due to the electrostatic approximation, there is no contribution to the Reynolds stress from the correlation of magnetic field perturbations. For a torsatron like ATF, the high toroidal ripple introduces strong damping of the toroidal velocity. For values of the poloidal Mach number, M p ϭϪE r /(B V i ), of the order of 1 or less, the poloidal flow damping term is comparable to the equivalent tokamak term.
14 Therefore, of the three possible contributions to the radial electric field derived from the averaged radial force balance,
only the poloidal ion flow can effectively contribute in the ECH discharges. A possible important contribution to the electric field shear in ECH stellarator plasmas is the jump between the electron and ion roots. 15 This contribution can be very important at the plasma core for formation of internal transport barriers. However, it is possibly irrelevant at the plasma edge due to the high collisionality of these plasmas.
In the nonlinear instability studies, we also include the evolution of the averaged density and temperature gradients. The corresponding equations are
͑9͒
Therefore, the complete set of equations used in the numerical calculations discussed here is Eqs. ͑2͒, ͑3͒, ͑4͒, ͑7͒, and ͑9͒. Note that the dissipation terms in the averaged poloidal flow and density equations are not necessarily the same as for the fluctuating quantities. The reason is that the dissipation terms in the fluctuation quantities are used to control the mode spectrum by making the dissipation terms mode dependent. In the case of the averaged poloidal velocity equation we use a drag term.
III. EQUILIBRIUM PARAMETERS AND LINEAR STABILITY
All calculations presented here are for ECH-heated plasma parameters of the outer one-third region of the ATF averaged radius. In the calculation, the radial variable ͑the averaged radius of the flux surface in the sense of Greene and Johnson 13 ͒ has been normalized to 1.25ā ATF , where ā ATF is the averaged ATF plasma radius. Hence, the region 0.6aϽrϽ0.8a in the calculations models the region 0.50ā ATF ϽrϽā ATF in ATF plasmas. We have limited the nonlinear calculation to this plasma region because of computational constraints. The averaged rotational transform and VЈ profiles have been calculated from the ATF vacuum magnetic fields. 16 Plasma density and electron temperature profiles have been chosen to fit the experimental ones in this region. In Fig. 1 , we have plotted the rotational transform, the averaged curvature, and the normalized electron density and temperature profiles used in the calculations. The density and temperature profiles are flat within rϭ0.5a, and the peak values correspond to the measured values at this location. In particular, the peak density, n 0 , is 4.2ϫ10 12 cm
Ϫ3
, and the peak electron temperature, T e0 , 300 eV. The magnetic field is 1 T and the Z eff is assumed to be constant and equal to 2. For these values of the experimental parameters, the three dimensionless parameters relevant to the resistive interchange stability are ␤ 0 /2⑀ 2 ϭ0.010, s /aϭ0.52 ϫ10 Ϫ2 , and the Linquist number Sϭ5ϫ10 5 . Here, ␤ 0 ϭT e0 n 0 /(B 2 /2) is the peak beta, ⑀ϭa/R is the inverse aspect ratio, and s is the sound Larmor radius. The averaged curvature is negative within rϭ0.5a, therefore, in this region the resistive interchange modes are stable.
The nonlinear calculations have been performed with the initial value code KITE. 17 All quantities in Eqs. ͑2͒-͑4͒ are expressed in terms of a Fourier expansion in the angular variables of the form
The Fourier components are discretized using finite differences in the time and radial variables. The calculations have been done with a nonuniform radial grid of 420 points, with a radial resolution ⌬rϭ0.000 665 in the 0.6aϽrϽ0.8a region. Up to 4605 Fourier components have been included in the calculation. The maximum m value is about 110. Over 1000 rational surfaces are resolved. The radial distribution of the components included is shown in Fig. 2 . These parameters represent a factor of 4 improvement on radial resolution and nearly a factor of 10 on the number of Fourier components from previous calculations. 7 The coefficients of the perpendicular dissipation terms are assumed to be a function of m. The functional form is chosen to minimize the effect of the dissipation at low m and to sharply increase at high m. A convenient functional form for our particular distribution of modes is Tanh͓(m Ϫ45)/15͔. At low m the coefficients of the dissipative terms are
Ϫ3 a 2 / R , and they are augmented by a factor of 100 in the high-m range. In this way, for mϽ45, the linear growth rate of the main helicities is only weakly affected by the dissipation, but modes with m Ͼ45 have a reduced growth rate and for mϾ60 they are linearly stabilized ͑Fig. 3͒. We have a significant range of stable modes (60ϽmϽ110). The value for the dissipation terms is lower than any other calculation we have done for resistive interchange turbulence. With this viscosity level, the Reynolds number is about 3ϫ10 4 . Most of the diagnostics used in these calculations are based on flux surface averages of quadratic quantities, such as the rms value of the fluctuation levels and the particle flux. In terms of the expansion given in Eq. ͑9͒, they have the generic form
Because the dissipation is low ͑high Reynolds number͒, we test two different time stepping methods ͑second-and third-order accuracy in ⌬t͒, and monitor the step size for error control. The basic tests are done for single helicity calculations to reduce the expense of the test. The secondorder scheme is accurate enough. Convergence studies have been done by comparing two full 3-D nonlinear calculations with 2500 and 4605 Fourier components, respectively. Figure 4 shows the nonlinear evolution of the potential fluctuation at rϭ0.66a for both calculations. Since both calculations were initialized with a random set of initial fluctuations, the initial phase of the calculations shows some differences. However, the time-averaged quantities over the nonlinear phase agree very well. This is also the case of the basic time scales. The largest size calculations were performed in parallel on the CRAY-MP C90 as part of the Special Parallel Processing ͑SPP͒ program at the National Energy Research Supercomputer Center ͑NERSC͒. The calculations have been made 98% parallel and an overlap of close to 14 processors is routinely achieved with aggregate speeds of about 5 Gflop/s.
IV. NONLINEAR NUMERICAL RESULTS
To begin the nonlinear calculations, we take a set of random fluctuations with averaged level of the order of 10 Ϫ4 . That is, we use the expansion in Eq. ͑9͒ with Fourier components that are Gaussian functions of r. Each component peaks at the corresponding resonant surface r s ͓q(r s ) ϭm/n͔ and each has an amplitude that is randomly determined to be between zero and 10 Ϫ4 . The fastest growing modes dominate the initial phase of the calculation, in which the fluctuations grow at an approximately exponential rate. After this initial phase, the density and electrostatic potential fluctuations nonlinearly evolve to a saturated state ͑Fig. 5͒. The averaged density profile is slightly changed by the quasilinear effects, but maintains a nonzero gradient. At the main resonant surfaces, this change of the density profile causes a reduction of the linear growth rates by less than a factor of 2. Therefore, the nonlinear saturation is dominated by the transfer of energy to damped high-m modes, where it is dissipated. The time-averaged density profile during the steady-state phase of the calculation is shown in Fig. 6 and compared to the initial density profile.
To characterize the nonlinear turbulent state, the rms fluctuation levels have been time averaged over the steadystate phase. In Fig. 7 , the rms electrostatic potential fluctuation level is shown. In the figure, the singular surfaces with nϽ8 are indicated with vertical bars. The time-averaged fluctuation levels have profiles that increase toward the edge, reaching values close to 10%. They show radial structures that are correlated with the resonant surfaces of the lowestn modes. 18 A similar type of plot for the time-averaged poloidal flow is presented in Fig. 8 . The averaged poloidal flow level remains small because we have used a large viscosity for the mϭ0; the nϭ0 component of the flow ( ϭ10 4 a/ R ). As was shown by single helicity calculations when diamagnetic effects are included, 3 the flow generated through Reynolds stress has a minimum at the resonance surfaces. This structure seems to hold in the 3-D calculations, as is shown in Fig. 8 . The radial scale of this flow structure is comparable to the radial correlation length of the fluctuations.
In the steady-state phase of the nonlinear evolution, to calculate the radial correlation length of the fluctuations, we first time average the coherence ␥(r,⌬r,t) at different radial positions, ␥͑r,⌬r,t ͒ϵ
The radial correlation length, ⌬ r , is the value of ⌬r corresponding to the e Ϫ1 value of the time-averaged coherence. As a function of the radial position, the radial correlation length shows some structure that is related to the low-m rational surfaces. This is shown in Fig. 9 , where we have plotted the radial correlation length of the electrostatic potential fluctuations. The density fluctuations correlation length has a similar radial dependence, although its value is about 12% larger. The correlation length at the position of 
is the radial width of the linear eigenmode and ⌳ is the solution of the equation
Here, L q ϭ͓(1/q)(dq/dr)͔ Ϫ1 . In these expressions, we use as the density gradient the time-averaged gradient over the nonlinear phase of the calculation and for m the value of the spectral-averaged poloidal mode number that will be described later. In Fig. 10 , we have plotted the renormalized width as a function of the radius and compared it with the radial correlation length. The radial width tracks closely the radial structures of the correlation length. The radial averaged value of the radial correlation length of the electrostatic potential fluctuations is ⌬ r ϭ0.0076Ϯ0.004a and for the density fluctuations ⌬ r ϭ0.0085Ϯ0.005a. For ATF parameters, these values correspond to ⌬ r ϭ0.26Ϯ0.13 cm for the potential fluctuations and ⌬ r ϭ0.27Ϯ0.17 cm for the density fluctuations.
The time-averaged poloidal wave number spectrum peaks at the lowest values of m ͑Fig. 11͒. The power spectrum of both density and potential fluctuations has a power dependence for mϾ10 with a decay index of Ϫ3.57Ϯ0.03. The main difference with the spectra calculated in Ref. 9 is for that case * ϭ0. In the present calculation, * 0 and the decay indexes are practically the same for density and potential fluctuations. This is a consequence of the nearly adiabatic behavior of the fluctuations.
We can calculate the poloidal correlation length from the spectral-averaged poloidal mode number m,
By time averaging ͕m 2 ͖ over the steady-state phase of the calculation, we can evaluate the rms poloidal wave number k ϵ͕m
/r. For ATF edge parameters, its value varies between 0.5 and 1.0 cm
Ϫ1
. Then, we define as the poloidal correlation length the inverse of the spectral-averaged k , and its radial dependence is shown in Fig. 9 . The radialaveraged poloidal correlation length is ⌬ ϭ0.05a, about seven times the averaged radial correlation length. This value corresponds to 1.7 cm for ATF parameters.
The frequency spectrum for potential and density fluctuations are similar. They peak at low frequencies and decay as Ϫ2.2 . We can calculate the decorrelation time, c , using
where the square bracket indicates spectral averaging. and edge Langmuir probes. 19 The result of the comparison is shown in Fig. 12 . There is reasonable agreement between the model and the experimental data. However, the experimental fluctuation profiles seem to fall off faster with the radius toward the inside. Note that the drive is cut off beyond r/a ATF ϭ0.98 in the calculation. Beyond this radius, some other drive is needed to explain the large level of fluctuations. 12 Note that the averaged radius in Fig. 12 is normalized to ā ATF instead of aϭ1.25ā ATF .
Having calculated the fluctuation amplitude and crosscorrelation, it is possible to determine the effective diffusivity by dividing the particle flux by the density gradient. The result is shown in Fig. 13 , together with the radial profile of the particle flux. The averaged diffusivity over the radial interval considered in these calculations is D eff ϭ0.075ā 2 / R . Since the decorrelation time of the turbulence is c Ϸ1.6ϫ10
Ϫ3 R Ϫ1 , the mixing length estimate for the dif- fusivity is DϷ⌬ r 2 c Ϸ0.024ā 2 / R , which is about a factor of 3 below the calculated diffusivity. This factor is consistent with previous 7 evaluations of the diffusivities using the mixing length approximation. This value corresponds to 0.1 m 2 /s, which is low compared with ATF confinement. The reason for the low value of the diffusivity is the nearadiabatic character of the fluctuations. The relative phase between the density fluctuations and the radial fluctuating flow, ␣ P , is also plotted in Fig. 13 . The cosine of ␣ P stays around 0.2 over the whole radius.
V. TRANSITION TO A HIGH-CONFINEMENT REGIME
Since this edge turbulence model seems to reproduce some of the features of the ATF stellarator edge fluctuation and transport, it interesting to use it to explore the properties of the L-H transition in stellarators. The short operation time of the ATF did not allow an H-mode discharge to be obtained. However, in recent years, stellarator configurations as disparate as Compact Helical Stellarator ͑CHS͒ and Wendelstein 7 Advanced Stellarator ͑W7-AS͒ 20 have succeeded in obtaining H-mode discharges. The properties of the H mode are similar in both devices. Therefore, we can assume that given adequate operation time, ATF would also have obtained a similar H mode. Hence, using the present model, we can have some idea of what kind of change in confinement may be expected.
To do a realistic simulation of the L-H transition would require coupling this turbulence model to the evolution of averaged profiles, including particle and energy sources, varying the power source, and waiting for a spontaneous transition. That requires carrying out the calculation over a transport time scale. Such a long calculation is impossible with present computer capabilities for large-scale turbulence calculations like the ones described in this paper. For the resistive interchange model used in this paper, the simplest way of causing a transition is by reducing the viscous drag in the averaged poloidal flow equation, Eq. ͑8͒. Therefore, we use this approach to trigger a transition. Since we are interested in maximizing the effects on the confinement, we take down the viscosity by several orders of magnitude over all the radial extents of the calculation. The reason for reducing over such a large radial region is to find out the natural length scale of the shear flow in the improved confinement mode and avoid the determination of the radial extent by the size of the region of low viscosity.
For the same calculation of Fig. 5 , at tϭ0.0204 R , we have reduced the averaged poloidal flow damping from ϭ10 4 R Ϫ1 to ϭ10 Ϫ4 R Ϫ1 . The transition occurs very shortly after the change in , after 7ϫ10 Ϫ4 R , that is about 100 s for ATF parameters. If we plot the evolution of the particle flux with time at a fixed radial position, the transition is clearly identified ͑Fig. 14͒. In Fig. 14 , the time-averaged flux over the H-mode phase is about a factor of 2 lower than the flux in the L-mode phase. The reduction of the flux starts at the edge but very quickly extends over most of the radial region ͑Fig. 15͒. The reduction shown in Fig. 14 In the H-mode phase, there is also an increase in the averaged edge density pedestal. The combination of flux reduction and increased density gradient leads to a 35% improvement in the radial-averaged effective diffusivity ͑Fig. 18͒.
The confinement improvement is relatively low, even in the limit of negligible poloidal flow damping. This is the consequence of the structure of the Reynolds stress for resistive interchange turbulence. The Reynolds stress has two terms. 21 One is proportional to the averaged poloidal flow velocity, and the second one is proportional to its second derivative,
where ␣ and ␤ are positive coefficients depending on the fluctuation amplitude and plasma parameters. The ␣ term leads to a dynamo instability and the generation of sheared flow. The ␤ term is an effective turbulent viscosity that damps poloidal flow. In all these calculations, the ␤ term quickly overtakes the ␣ term, leading to a saturation of the poloidal flow before the poloidal flow shear is large enough to suppress the fluctuations, and only a partial reduction of the fluctuations is achieved.
The radial correlation length of the potential fluctuations remains nearly unchanged in the H-mode regime, while the density fluctuations radial correlation length is reduced. The radial averaged value of the radial correlation length of the electrostatic potential fluctuations is ⌬ r ϭ0.0075Ϯ0.004a and for the density fluctuations ⌬ r ϭ0.006Ϯ0.004a. Those changes are consistent with the small reduction on the diffusivities. There is also little change on the poloidal wave number spectrum. There is no change in the spectral decay index. The mean value of the poloidal mode number averaged in time and radius is 15 in the L-mode phase and changes to 18 in the H-mode phase. The decorrelation time is also reduced in the H-mode phase. Of course, to determine the proper decorrelation time it has to be calculated in the plasma rest frame. We find that a typical decorrelation time is c Ϸ1.0 ϫ10 Ϫ3 R . In these calculations, the transition is characterized by a sharp increase in the poloidal flow and poloidal flow shear ͑Fig. 19͒. In the H-mode state, the radial oscillations in the poloidal flow profile are about a factor of 25 larger than before the transition ͑Fig. 20͒. Also, the scale length of the oscillations has changed. In the L mode, the radial structures are correlated with many of the low-n resonances surfaces (nр9). The characteristic scale length of the poloidal flow, ⌬ L , is of the order of the radial correlation length, which is basically the mode width. However, in the H mode, the radial structure of the flow is simpler and only correlates with a few of the very lowest-n resonant surfaces ͑nр3 in this particular case͒. The characteristic scale length of the poloidal flow, ⌬ H , is the distance between these surfaces, which is larger than the mode width. This distance is of the order of ⌬ H Ϸ͓n(nϩ1)qЈ͔ Ϫ1 , where n is the lowest resonant n number in the region considered. In the present calculations, this characteristic radial scale only varies by about 50%. For ATF parameters, this gives 0.9 cmр⌬ H р1.7 cm.
There is a nonunique solution for the poloidal flow in the H-mode regime. In Fig. 21 , we compare the radial profile of the flow from Fig. 20 with the result from another calculation with different initial conditions. We have also indicated in this figure the rational surfaces associated with the minima of the poloidal flow. We can see that these surfaces are different. However, the basic scale length of the flow is similar to the first case considered. In these calculations, the wave-like pattern of the poloidal flow is the result of lowering the poloidal flow damping over the whole radial extent. That is not what can be expected in the experiment. The poloidal flow damping has a radial dependence that is a function of collisionality. The region of the plasma in which the EϫB flow would be significantly nonzero will probably be limited to the near-edge region. However, to determine that dependence from this type calculation would require the inclusion of sources and evolution over transport time scale.
The radial flow structure obtained in the threedimensional ͑3-D͒ calculations is different from the results of single helicity 2-D calculations. In the single helicity case, the radial scale length of the poloidal flow is basically the mode width. This can be seen in Fig. 22 , where we have plotted the poloidal flow from the 3-D results and compared it with the poloidal flow for two of the main single helicities.
A fluctuation reduction criterion that is commonly used in the analysis of experiments is a simplified version of the Biglari et al., criterion 22 in which the decorrelation time of the turbulence is taken to be the inverse of the maximum linear growth rate. We can compare this criterion with our results. To do so, we have chosen the radial position of the lowest q resonant modes with nр7 and calculated the maximum linear growth rate, ␥ M , for these helicities. The shearing rate, s , at the corresponding resonant surfaces has been determined by
In 
VI. CONCLUSIONS
Resistive interchange turbulence has been used to model the outer one-third of the ECH plasmas in the ATF device. This model reproduces some of the features of the observed edge turbulence: ͑1͒ the fluctuation levels and ͑2͒ the radial correlation lengths are consistent with the measurement by fluctuation diagnostics. However, the associated transport is somewhat lower. This is a consequence of the nearly adiabatic character of the fluctuations. The inclusion of trappedelectron instabilities 23 could be necessary for a more complete modeling of the outer region of the plasma.
Using this same turbulence model, we have investigated the possibility of transitions to a high-confinement mode. The physics mechanism for the transition is the creation of a EϫB shear flow barrier. Because of the high toroidal flow damping in stellarators and the low ion temperature of the ECH plasmas, the only significant contribution to the electric field shear is the poloidal velocity shear. In the framework of this model, our calculations show the following.
͑1͒
When the poloidal flow shear is allowed to grow, there is a transition to a high-confinement regime with reduction of the fluctuation level mostly at the outer edge region.
͑2͒ The confinement improvement is relatively low, about 30%, even in the limit of negligible collisional flow damping. The effective turbulent viscosity component of the Reynolds stress quickly overcomes the dynamo instability component ͓Eq. ͑17͔͒, causing the saturation of the poloidal flow. ͑3͒ In the H mode, it has been found that the characteristic radial scale length of the poloidal flow in the 3-D calculations is different from the single helicity results. In the latter case, the basic scale length of the flow is the radial correlation length of the fluctuations, while for the H-mode solution the basic scale is the separation between the lowest-n resonant surfaces. This scale length
has not yet been considered in the analysis of edge temperature pedestals. ͑4͒ The oversimplified version of the Biglari-DiamondTerry criterion, 22 comparing the shearing rate to the linear growth rate, is not quantitatively consistent with the results of the numerical calculation. Therefore, caution should be taken in using this form of the criterion for experimental tests of the shear flow suppression mechanism.
The possibilities of accessing a high-confinement H mode in stellarator ECH discharges are very limited. Neither toroidal flow nor "p i effects can contribute to the buildup and sustainment of the edge transport barrier, and the edge collisionality is too high to have a jump between roots of the electric field. This calculation shows that the poloidal shear flow cannot by itself provide a high enough confinement improvement. Therefore, some level of ion heating is probably required. We have to extend the present calculations to investigate this possibility and to assess the following.
For a realistic neoclassical viscosity, the effect of " p i and V shear combined in creating an edge transport barrier. ͑2͒ The change in the radial scale length of the electric field when "p i is included in the calculation.
