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POISSON SUSPENSIONS AND ENTROPY FOR INFINITE
TRANSFORMATIONS
E´LISE JANVRESSE, TOM MEYEROVITCH,
EMMANUEL ROY AND THIERRY DE LA RUE
Abstract. The Poisson entropy of an infinite-measure-preserving transfor-
mation is defined in [13] as the Kolmogorov entropy of its Poisson suspension.
In this article, we relate Poisson entropy with other definitions of entropy for
infinite transformations: For quasi-finite transformations we prove that Pois-
son entropy coincides with Krengel’s and Parry’s entropy (Theorem 9.1). In
particular, this implies that for null-recurrent Markov chains, the usual for-
mula for the entropy −
P
qipi,j log pi,j holds for any definitions of entropy.
Poisson entropy dominates Parry’s entropy in any conservative transforma-
tion (Theorem 5.2). We also prove that relative entropy (in the sense of [2])
coincides with the relative Poisson entropy (Proposition 7.1). Thus, for any
factor of a conservative transformation, difference of the Krengel’s entropies
equals difference of the Poisson entropies. In case there exists a factor with
zero Poisson entropy, we prove the existence of a maximum (Pinsker) factor
with zero Poisson entropy. Together with the preceding results, this answers
affirmatively the question raised in [1] about existence of a Pinsker factor in
the sense of Krengel for quasi-finite transformations.
1. Introduction
The basic question considered in this paper is the following: Is there a “natural”
entropy theory for infinite-measure-preserving dynamical systems? Both Krengel
[9] and Parry [11] defined notions of entropy for measure-preserving transforma-
tions, which elegantly generalize Kolmogorov’s entropy of a probability-preserving
transformation. It is still an open question whether, for any conservative measure-
preserving transformation, Parry’s definition of entropy coincides with Krengel’s.
However, there are known sufficient conditions on a system for these two numbers
to coincide, and Krengel’s entropy dominates Parry’s entropy in general.
In the present paper, we relate Parry’s and Krengel’s definitions of entropy with
Poisson entropy, which is the Kolmogorov entropy of the Poisson suspension, an
approach previously taken in [13]. The main question here is whether Poisson
entropy is equal either to Parry’s entropy or to Krengel’s entropy (or both) for any
conservative measure-preserving transformation. We are yet unable to completely
solve this question in full generality, but we give many intermediate results. In
particular, we show that Poisson entropy dominates Parry’s entropy in general
(Theorem 5.2), and that equality of all three definitions of entropy holds for many
classes of transformations.
As a consequence, we obtain an intuitive expression for the entropy of Poisson-
suspensions of null-recurrent Markov chains. We thus correct a mistake in [6],
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where it was claimed that the entropy is always infinite for Poisson suspensions of
null-recurrent Markov chains.
We prove that Poisson entropy is equal to Parry’s entropy and Krengel’s entropy
in the following cases: quasi-finite transformations (Theorem 9.1) and rank-one
transformations (Proposition 10.1). We also prove that relative entropy (in the
sense of [2]) coincides with relative Poisson entropy (Proposition 7.1). We prove
that Poisson entropy is a linear functional, just as Krengel’s entropy and Parry’s
entropy.
In section 10 we give a spectral criterion for zero Poisson entropy, which was pre-
viously shown to imply zero Parry entropy. In Section 11, among other results, we
prove the following dichotomy for ergodic quasi-finite infinite measure-preserving
transformations: either it is remotely infinite or there exists a maximum (Pinsker)
factor with zero Poisson, Krengel and Parry entropy. The proof relies on the ex-
istence of perfect Poissonian σ-algebra and illustrates the interest of using Poisson
suspensions to derive results in infinite-measure-preserving ergodic theory via the
far more developed finite-measure-preserving case. We also state and prove a strong
disjointness result in terms of Poisson suspensions.
Acknowledgement: T.M. would like to thank his Ph.D. advisor, Professor Jon
Aaronson, for his guidance throughout this work. The authors thank A. Danilenko
and D. Rudolph for making their paper [2] available prior to its publication.
2. Poisson suspensions and Poisson entropy
The Poisson suspension (X∗,B∗, µ∗, T∗) of a standard, σ-finite invertible measure-
preserving transformation (X,B, µ, T ) is a canonical method of associating a probability-
preserving transformation to a σ-finite-measure-preserving transformation. Infor-
mally, it is a system of non-interacting “identical” particles in X , each of which
propagates according to the transformation T , and such that the expected num-
ber of particles in a set A ∈ B is determined by µ(A). Poisson suspensions have
been studied in mathematical physics as well as in ergodic-theory and probabilistic
contexts [5, 6, 7, 16, 17] and recently in [13] and [18].
There are various ways to describe a Poisson suspension. Here is one: Let X∗
denote the space of measures on X , and let B∗ denote the σ-algebra generated by
the collection of sets
(1)
{
{γ ∈ X∗ : γ(B) ∈ [a, b]} : B ∈ B, 0 ≤ a ≤ b ≤ ∞
}
.
The probability measure µ∗ on (X∗,B∗) is uniquely defined by requiring that
measures of disjoint sets be independent and that the measure of each set A ∈ B
be Poisson distributed with parameter µ(A):
µ∗ (γ(A) = k) = e−µ(A)
µ(A)k
k!
.
Any measure-preserving map T : (X,B, µ) → (Y, C, ν) naturally gives rise to a
measure-preserving map T∗ : (X
∗,B∗, µ∗)→ (Y ∗, C∗, ν∗) by T∗γ = γ ◦ T−1. If T is
an endomorphism, the dynamical system (X∗,B∗, µ∗, T∗) is the Poisson suspension
of (X,B, µ, T ).
Following [13], the Poisson entropy of an infinite-measure-preserving transfor-
mation is defined as the Kolmogorov entropy of the Poisson suspension. This
definition gives rise to a new approach for the entropy theory of infinite-measure-
preserving transformations. It retains basic properties of Kolmogorov entropy of
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finite-measure-preserving transformation: If S is a factor of T , its Poisson entropy
is less than the Poisson entropy of T (Poisson entropy is thus invariant under weak
isomorphism), Poisson entropy of T n is |n| times Poisson entropy of T . The defini-
tion of Poisson entropy generalizes to infinite-measure-preserving amenable group
actions.
As proved in [13], the Poisson entropy of a probability-preserving transformation
is equal to its Kolmogorov entropy. Theorem 9.1 of this paper generalizes this
fact: For any quasi-finite transformation, the Poisson entropy is equal to Parry’s
entropy and Krengel’s entropy (this holds in particular for finite-measure-preserving
systems).
We recall that if (X,B, µ, T ) is conservative, there exists a unique partition of X
into T -invariant sets X1 and X∞, which are the measurable union of finite (resp.
infinite) ergodic components of µ. If µ (X1) = 0 then T is said of type II∞ and if
µ (X∞) = 0, of type II1. Only II∞ systems will be of interest for us since the II1
case reduces to the finite measure case. Moreover the possibility to be confronted
to periodic behavior inside the II1 part brings annoying and uninteresting technical
difficulties.
A factor of T is a σ-finite sub-σ-algebra F satisfying T−1F = F . Observe that
the trivial σ-algebra is never a factor of a II∞-system. Remark also that, if T is of
type II∞, then:
• µ is continuous;
• any factor of T is of type II∞;
• any σ-finite sub-σ-algebra A satisfying T−1A ⊂ A has no atom;
• (X∗,B∗, µ∗, T∗) is ergodic.
We will require some notations and simple results about Poisson measures. For
each A ∈ B and N ∈ X∗, denote by N(A) : X∗ → N the random variable on the
probability space (X∗,B∗, µ∗) which is the (random) measure of the set A. If A has
finite measure, N(A) is Poisson distributed with parameter µ(A). If µ(A) = ∞,
N(A) =∞ µ∗-almost surely. For a finite or countable partition α, we will denote by
N(α) = (N(A))A∈α the random vector of Poisson random variables corresponding
to α. By definition of Poisson suspension, the coordinates of N(α) are independent.
If C ⊂ B is a σ-algebra, denote by C∗ := σ
(
{N(A) : A ∈ C}
)
the sub-σ-algebra
of B∗ generated by the Poisson random variables of C. For a measurable partition
α of X , we write α∗ := (σ(α))∗, sometimes regarding this as a (not necessarily
countable) partition of X∗.
It is intuitively clear that lack of atoms for a measure implies no “multiplicities”
in the Poisson space of this measure. More formally, we have the following standard
lemma:
Lemma 2.1. Assuming there are no atoms of positive measure in (X,B, µ), µ∗-
almost surely there are no multiplicities:
µ∗
(
{∃x ∈ X : N({x}) ≥ 2}
)
= 0.
Lemma 2.2. Let α, β be sub-σ-algebras of B. Then
(α ∩ β)∗ = α∗ ∩ β∗ mod µ∗.
3
Proof. We refer to [15] for details about the Fock space structure of L2(µ∗) and the
exponential φ˜ of an operator φ of L2(µ). For a σ-algebra ξ, let πξ denote the condi-
tional expectation with respect to ξ. It is shown in [15] that πα∗ = π˜α and πβ∗ = π˜β .
Set H =
{
f ∈ L2 (µ) , παπβf = f
}
and K =
{
g ∈ L2 (Pµ) , πα∗πβ∗g = g
}
. Von
Neumann theorem for contractions implies that 1
n
n∑
k=1
(παπβ)
k → πH in L2 (µ) and
1
n
n∑
k=1
(πα∗πβ∗)
k → πK in L2 (Pµ). But παπβf = f is equivalent to παf = πβf = f .
Therefore πH = πα∩β . For the same reason, πK = πα∗∩β∗ . Moreover,
˜
1
n
n∑
k=1
(παπβ)
k
tends to π˜α∩β = π(α∩β)∗ . But, for all n,
˜
1
n
n∑
k=1
(παπβ)
k
= 1
n
n∑
k=1
(πα∗πβ∗)
k
thus, by
uniqueness of the limit, πα∗∩β∗ = π(α∩β)∗ , that is, (α ∩ β)
∗ = α∗ ∩ β∗. 
In general, the equality (C1 ∨ C2)
∗
= C∗1 ∨C
∗
2 does not hold. This is however true
if the intersection of the σ-algebras is non-atomic. This is the concern of the next
lemma (appearing also in [15]):
Lemma 2.3. Let α, β and C be sub-σ-algebras of B. Assume that C is σ-finite and
non-atomic. Then
(C ∨ α ∨ β)∗ = (C ∨ α)∗ ∨ (C ∨ β)∗ mod µ∗.
Proof. Obviously (C ∨ α ∨ β)∗ ⊃ (C ∨ α)∗ ∨ (C ∨ β)∗.
To complete the proof of this lemma, we must show that for any A ∈ α, B ∈ β
and C ∈ C, the random variable N (A ∩B ∩C) is measurable with respect to
(C ∨ α)∗ ∨ (C ∨ β)∗ up to a µ∗-null set. We can find a sequence (ξn) of finite C-
measurable partitions increasing to C. Assume C has finite measure. Then by
Lemma 2.1, for almost every γ ∈ X∗, we consider the smallest integer n (γ) such
that for all E ∈ ξn(γ), γ (E ∩ C) = 0 or 1. We have
N (A ∩B ∩ C) =
∑
k∈N
1{n(γ)=k}
∑
E∈ξk
N (A ∩B ∩ C ∩E) .
For E ∈ ξk, set N
′ (E) := min (N (A ∩ C ∩ E) , N (B ∩ C ∩E)). Obviously,
N (A ∩B ∩C ∩ E) ≤ N ′ (E). On the other hand, on the set {n (γ) = k}, N (E ∩C) =
0 or 1, therefore N ′ (E) = 1 if and only if N (A ∩B ∩ C ∩ E) = 1.
Hence, we can write
N (A ∩B ∩ C) =
∑
k∈N
1{n(γ)=k}
∑
E∈ξk
N ′ (E) .
But the right-hand side is measurable with respect to (C ∨ α)∗ ∨ (C ∨ β)∗, so the
claim is proved when C has finite measure. In the general case, we can write C as
the increasing union of finite-measure, C-measurable sets and get the result in the
limit. 
A lemma of the same flavor, which applies to monotone sequences of σ-algebras,
was proved in [13], using the corresponding projections in L2(µ) and L2(µ∗).
Lemma 2.4. Let {Bn}n∈N be a sequence of sub-σ-algebras of B.
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(1) If {Bn}n∈N is an increasing sequence, then
∨
n∈N B
∗
n = (
∨
n∈N Bn)
∗.
(2) If {Bn}n∈N is a decreasing sequence, then
⋂
n∈N B
∗
n = (
⋂
n∈N Bn)
∗.
The above equalities are modulo null sets.
3. The Krengel entropy of a conservative measure-preserving
transformation
The Krengel entropy of a conservative measure-preserving transformation (X,B, µ, T )
is defined in [9] as:
hKr(X,B, µ, T ) := sup
A∈F+
µ(A)h(A,B ∩ A, µA, TA),
where F+ is the collection of sets in B with finite positive measure, µA is the
normalized probability measure on A obtained by restricting µ to B ∩ A, and TA :
A→ A is the induced map on A. Recall that this map is defined by
TA(x) := T
φA(x)(x),
where φA(x) := min{k ≥ 1 : T k(x) ∈ A} is the first-return-time map associated to
A. As soon as T is not purely periodic, Krengel proved that
hKr(X,B, µ, T ) = µ(A)h(A,B ∩ A, µA, TA),
where A is any finite-measure sweep-out set (i.e. a set such that
∞⋃
n=0
T−nA = X),
which always exists when T is of type II∞.
The fact that Krengel’s entropy extends Kolmogorov’s follows from Abramov’s
formula. The latter states that when S : Ω→ Ω is an ergodic probability-preserving
transformation on (Ω,F , p), and A ∈ B, we have
h(A,F ∩ A, p(· | A), SA) =
1
p(A)
h(Ω,F , p, S).
4. The information function of a measurable partition
We describe here a generalization of Shannon’s information function. This was
previously studied by Klimko and Sucheston [8] and Parry [11]: The information
function of a partition α is given by
Iµ(α)(x) :=

log 1
µ(α(x)) if 0 < µ(α(x)) <∞,
∞ if µ(α(x)) = 0,
0 if µ(α(x)) =∞.
By α(x) we mean the unique element in α which contains x. Similarly, given two
partitions α1 and α2, the conditional information is defined as
(2) Iµ(α1 | α2)(x) :=
{
Iµ(·|α2(x))(α1)(x) if µ(α2(x) <∞),
Iµ
(
α1 ∨ {(α2(x)), X \ α2(x)}
)
(x) otherwise.
Note that the conditional information retains the following property from the
finite-measure case (see [8]):
(3) Iµ
(
n−1∨
0
T kα
)
= Iµ (α) ◦ T
−(n−1) +
n−1∑
j=1
Iµ
(
α
∣∣∣∣∣
j∨
1
T k
)
◦ T j−(n−1)
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In the sequel, we will need the following lemma (see Theorem 2.2 in [11] for a
proof):
Lemma 4.1. Let (Ω,F , p) be a probability space, α a measurable partition with
Hµ(α) <∞, and {Fn}n∈N an increasing sequence of sub-σ-algebras such that F =∨
n≥1 Fn. Then
Iµ(α | Fn)→ Iµ(α | F)
in L1(Ω, p) and p-a.e.
When C and D are sub-σ-algebras corresponding to partitions α and β, we note
Iµ(C) := Iµ(α) and Iµ(C | D) := Iµ(α | β).
Following Parry, if C and D are σ-finite sub-σ-algebras of B, we define the entropy
of C by
Hµ(C) :=
∫
X
Iµ (C) dµ
and the conditional entropy of C with respect to D by
Hµ(C | D) :=
∫
X
Iµ(C | D)(x)dµ(x).
Since D is σ-finite, we have µ(β(x) <∞) for µ-almost all x where β is the partition
associated to D. Hence,
Hµ(C | D) =
∫
X
Hµ(·|β(x))(C) dµ(x).
Finite conditional entropy implies that µ-almost every atom of D intersects at
most countably many atoms of C.
The following lemma is useful for entropy estimates of a Poisson measure.
Lemma 4.2. Assume that (X,B, µ) is a Lebesgue space where µ is continuous and
infinite. Let D ⊂ C be σ-finite sub-σ-algebras of B with no atom of positive measure.
Then
Hµ∗(C
∗ | D∗) = Hµ(C | D).
Proof. Note first that we can take C = B and by disintegrating µ with respect to
D and using the fact that (X,B, µ) is a Lebesgue space with a continuous infinite
measure, we can represent (X,B, µ) as (R× Y,A⊗ Y, µ), where A is the Borel σ-
algebra and µ (A1 ×A2) =
∫
A1
mx (A2)λ (dx), λ being the Lebesgue measure. Thus
(X∗,B∗, µ∗) takes the form
(
(R× Y )∗ , (A⊗ Y)∗ , µ∗
)
. This latter Poisson measure
has the form of a so-called marked Poisson process, namely, we can identify it with(
R∗ × Y Z,A∗ ⊗ Y⊗Z,P
)
through the mapping ν ∈ (R× Y )∗ 7→
(
γ, {yi}i∈Z
)
, where
• γ is the projection of ν on R: γ =
∑
i∈Z
δti(γ), with
· · · < t−n (γ) < · · · < t−1 (γ) < t0 (γ) ≤ 0 < t1 (γ) < · · · < tn (γ) < · · ·
• (yi)i∈Z are defined by ν =
∑
i∈Z
δ(ti(γ),yi).
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Here P (C1 × C2) =
∫
C1
pγ (C2)λ
∗ (dγ) with pγ = ⊗i∈Zmti(γ). The verification of
this fact amounts to evaluating the Laplace transform for a positive function f on
R× Y .∫
R∗
(∫
Y Z
exp
(
−
∑
i∈Z
f (ti(γ), yi)
)
⊗i∈Z mti(γ)
(
d {yi}i∈Z
))
λ∗ (dγ)
=
∫
R∗
exp
{∑
i∈Z
log
(∫
Y
exp (−f (ti(γ), y))mti(γ) (dy)
)}
λ∗ (dγ)
=
∫
R∗
exp
{∫
R
log
(∫
Y
exp (−f(t, y))mt (dy)
)
dγ (t)
}
λ∗ (dγ)
= exp
∫
R
{
exp
(
log
(∫
Y
exp (−f (t, y))mt (dy)
))
− 1
}
dt
= exp
∫
R
(∫
Y
(exp (−f (t, y))− 1)mt (dy)
)
dt
= exp
∫
R×Y
(exp (−f (z))− 1)µ (dz)
=
∫
(R×Y )∗
exp
(
−
∫
R×Y
f (z)ρ (dz)
)
µ∗ (dρ) ,
which is the Laplace transform of the Poisson measure of distribution µ∗ evaluated
at f .
In this setting, we can rewrite Hµ∗ (C∗ | D∗) as∫
R∗
dλ∗(γ)Hpγ
(
Y⊗Z
)
=
∫
R∗
dλ∗(γ)
∑
i∈Z
Hmti (Y) =
∫
R∗
dλ∗(γ)
∫
R
dγ(t)Hmt(Y),
which is equal to ∫
R
dλ(t)Hmt(Y) = Hµ (C | D) .

5. Parry’s entropy
In this section we recall Parry’s definition of entropy for a measure-preserving
transformation, and prove that Parry’s entropy is dominated by Poisson entropy.
Parry [11] defines the entropy of a measure-preserving transformation by
hPa(X,B, µ, T ) := sup
T−1C⊂C
Hµ(C | T
−1C),
where the supremum is taken over all σ-finite sub-σ-algebras C of B such that
T−1C ⊂ C. For probability-preserving transformations, this definition coincides
with the standard definition of Kolmogorov’s entropy.
The following theorem was proved by Parry (Theorem 10.11 in [11]).
Theorem 5.1. Let (X,B, µ, T ) be a measure-preserving conservative transforma-
tion. Then
hPa(X,B, µ, T ) ≤ hKr(X,B, µ, T ).
Replacing Krengel entropy by Poisson entropy, we prove a similar result:
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Theorem 5.2. Let (X,B, µ, T ) be a II∞ transformation. Then
hPa(X,B, µ, T ) ≤ h(X
∗,B∗, µ∗, T∗).
Proof. Let C ⊂ B be a sub-invariant σ-finite sub-σ-algebra, that is T−1C ⊂ C. Since
B has no atom of positive µ-measure and C is σ-finite, the same follows for C, and
so by Lemma 4.2 we know that
Hµ(C | T
−1C) = Hµ∗(C
∗ | T−1∗ C
∗).
Now it follows that
sup
T−1C⊂C
Hµ(C | T
−1C) ≤ sup
T
−1
∗
D⊂D
Hµ∗(D | T
−1D),
where the supremum on the right-hand side is over all factors D ⊂ B∗, which proves
the theorem. 
6. An upper bound for the Poisson entropy
Whenever the measure-preserving system (X,B, µ, T ) is implicitly clear from the
context, for any measurable partition α of X and −∞ ≤ i < j ≤ +∞, we write
αji :=
∨j
k=i T
kα. We will assume from now on that T is an automorphism, that is
T−1B = B with equality modulo µ. Also, we write α̂ = α∞−∞.
We say that a countable partition α of X is local with core A ∈ F if
Ac ∈ α and Hµ(α) <∞ .
In other words, α is a finite-entropy partition of a set A of finite measure, to which
the complement of A is added. Note that α∗ is at most a countable partition of
X∗, since N(A) is finite µ∗-almost surely. In [1] and [8] co-finite partitions were
considered: With our terminology, these are finite, local partitions.
For a partition α of X , define
hˆ(X,µ, T, α) := lim inf
n→∞
1
n
Hµ(α
n−1
0 ).
In case µ is a probability measure and Hµ(α) <∞, this is equal to the Kolmogorov
entropy of the factor generated by {T−nα}∞n=0.
Lemma 6.1. Let (X,B, µ, T ) be a II∞ transformation and let α be a local partition
whose core A is a sweep-out set. Then we have
lim
n→∞
sup
{
µ (a) : a ∈
n−1∨
k=0
T−kα ∩ F
}
= 0.
Proof. By considering the natural extension of (X,B, µ, T ), we can assume that the
transformation is invertible. Since A is a sweep-out set, the first-return-time map
φA is finite almost everywhere. We claim that the first-return-time map ψA(x) =
min{n > 0 : T−n(x) ∈ A} for T−1 is also finite almost everywhere. Indeed, let
C := {x ∈ X : ∀n > 0, T−n(x) /∈ A}.
For all x ∈ X , the number of positive n’s such that T nx ∈ C is bounded by φA(x),
thus is finite almost everywhere. Since T is conservative, this implies that µ(C) = 0.
Choose k ∈ N so large that µ(A∩{φA(x) > k}) < ǫ and µ(A∩{ψA(x) > k}) < ǫ.
For all n ≥ 1, let
Bn := B ∩ T
−1
A B ∩ · · · ∩ T
−n
A B,
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where
B := {x ∈ A : φA(x) < k}.
We claim that limn→∞ µ(Bn) = 0. Indeed, if limn→∞ µ(Bn) > 0, then B∞ :=⋂
n≥1Bn is a set of positive measure, TA-invariant, and its first-return-time map
φB∞ is bounded by k. Then B∞ ∪ TB∞ ∪ · · · ∪ T
kB∞ is a set of finite positive
measure which is T -invariant, which contradicts the hypothesis that (X,B, µ, T ) is
II∞.
We conclude that every a ∈
∨kn
j=0 T
−jα∩F is either contained in T−j[A∩{φA >
k}] or in T−j[A ∩ {ψA > k}] for some j ∈ N, or a ⊂ Bn. If n is large enough, we
get that µ(a) < ǫ. 
Proposition 6.2. Let (X,B, µ, T ) be a II∞ transformation and let α be a local
partition, whose core is a sweep-out set. We have
h(X∗, (αˆ)∗, µ∗, T∗) ≤ hˆ(X,µ, T, α).
Proof. For any n ≥ 1 and any p ≥ 1, since
(
(αp0)
∗)n−1
0
≺
(
αn−1+p0
)∗
, we have
1
n
Hµ∗
((
(αp0)
∗)n−1
0
)
≤
n+ p
n
1
n+ p
Hµ∗
((
αn−1+p0
)∗)
.
But Hµ∗
((
αn−1+p0
)∗)
=
∑
a∈αn−1+p
0
f (µ (a)) where f (x) is the entropy of a
Poisson random variable with parameter x. An easy computation shows that
f (ǫ) ∼ −ǫ log ǫ at the origin. By Lemma 6.1, sup
a∈αn−1+p
0
∩F µ(a) tends to 0
as n tends to infinity. Therefore, Hµ∗
((
αn−1+p0
)∗)
∼ Hµ
(
αn−1+p0
)
as n tends to
infinity, and we get
lim
n→∞
1
n
Hµ∗
((
(αp0)
∗)n−1
0
)
≤ lim inf
n→∞
n+ p
n
1
n+ p
Hµ
(
αn−1+p0
)
= hˆ (X,µ, T, α) .
Taking the limit in p, we obtain the desired inequality. 
7. Relative Poisson entropy
Here C is an invertible factor (T−1C = C) of (X,B, µ, T ). The relative entropy
of T with respect to C is defined by
(4) h(X,B, µ, T | C) := sup
α
lim
n→∞
1
n
Hµ
(
n−1∨
k=0
T−kα
∣∣∣C) ,
where the supremum is taken over all countable partitions α with Hµ(α | C) <∞.
This definition of relative entropy, which is classical for probability-preserving
transformations, was applied to σ-finite measure-preserving actions of countable
amenable groups by Danilenko and Rudolph [2].
Proposition 7.1. Let C be an invertible factor of a II∞ system (X,B, µ, T ). Then
the following quantities are equal:
• h (X,B, µ, T | C)
• lim
p→∞
lim
n→∞
1
n
Hµ
(
n−1∨
k=0
T−kαp
∣∣∣C), where αp ↑ B are a sequence of local parti-
tions with a core A ∈ C which is a sweep out set and Hµ (αp | C) <∞.
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• sup
D⊂B,T−1D⊂D
Hµ
(
D | T−1D ∨ C
)
(D σ-finite)
• sup
D⊂B,T−1
∗
D∗⊂D∗
Hµ
(
D∗ | T−1∗ D
∗ ∨ C∗
)
(D σ-finite)
• h (X∗,B∗, µ∗, T∗ | C
∗)
• µ (A) h (A,B ∩ A, µA, TA | C ∩ A) for any sweep-out set A ∈ C.
Proof. Let α be a local partition whose core A ∈ C is a sweep out set, and such
that Hµ (α | C) <∞.
Hµ
(
n−1∨
k=0
T−kα
∣∣∣C) = n−1∑
k=0
Hµ
T−kα∣∣∣ n−1∨
j=k+1
T−jα ∨ C

=
n−1∑
k=0
Hµ
α∣∣∣n−1−k∨
j=1
T−jα ∨ C
 = n−1∑
k=0
Hµ
α∣∣∣ k∨
j=1
T−jα ∨ C

Since Hµ
α∣∣∣ k∨
j=1
T−jα ∨ C
 tends to
Hµ
α∣∣∣ ∞∨
j=1
T−jα ∨ C
 = Hµ
 ∞∨
j=0
T−jα
∣∣∣ ∞∨
j=1
T−jα ∨ C
 ,
Cesaro averages gives
lim
n→∞
1
n
Hµ
(
n−1∨
k=0
T−kα
∣∣∣C) = Hµ
 ∞∨
j=0
T−jα
∣∣∣ ∞∨
j=1
T−jα ∨ C
 .
Now remark that, since A ∈ C, Iµ
α∣∣∣ ∞∨
j=1
T−jα ∨ C
 vanishes outside A and ∞∨
j=1
T−jα ∨ C
 ∩ A =
 ∞∨
j=1
T−jA α ∨ C
 ∩ A. Thus
Hµ
α∣∣∣ ∞∨
j=1
T−jα ∨ C
 = ∫
X
Iµ
α∣∣∣ ∞∨
j=1
T−jα ∨ C
 dµ
= µ(A)
∫
A
IµA
α∣∣∣
 ∞∨
j=1
T−jA α ∨ C
 ∩A
 dµA = µ(A)HµA
α∣∣∣
 ∞∨
j=1
T−jA α ∨ C
 ∩ A

On the one hand, sup
α
HµA
α∣∣∣
 ∞∨
j=1
T−jA α ∨ C
 ∩ A
 over countable partition of
A such that Hµ (α | C) = HµA (α | C ∩ A) <∞ equals h (A,B ∩ A, µA, TA | C ∩ A).
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On the other hand, Hµ
α∣∣∣ ∞∨
j=1
T−jα ∨ C
 ≤ sup
D⊂B,T−1D⊂D
Hµ
(
D | T−1D ∨ C
)
. There-
fore,
µ (A)h (A,B ∩ A, µA, TA | C ∩A) ≤ h (X,B, µ, T | C) ≤ sup
D⊂B,T−1D⊂D
Hµ
(
D | T−1D ∨ C
)
Now, since T is of type II∞, observe that if D is a sub-invariant σ-finite sub-σ-
algebra of B, then T−1D is non-atomic. We thus have
Hµ
(
D | T−1D ∨ π−1C
)
= Hµ
(
D ∨ π−1C | T−1D ∨ π−1C
)
= Hµ∗
((
D ∨ π−1C
)∗
|
(
T−1D ∨ π−1C
)∗)
by Lemma 4.2
= Hµ∗
((
D ∨ T−1D ∨ π−1C
)∗
|
(
T−1D ∨ π−1C
)∗)
= Hµ∗
(
D∗ ∨
(
T−1D ∨ π−1C
)∗
|
(
T−1D ∨ π−1C
)∗)
by Lemma 2.3
= Hµ∗
(
D∗ |
(
T−1D ∨ π−1C
)∗)
≤ Hµ∗
(
D∗ | T−1∗ D
∗ ∨ π−1∗ C
∗
)
.
Hence,
sup
D⊂B,T−1D⊂D
Hµ
(
D | T−1D ∨ C
)
≤ sup
D⊂B,T−1
∗
D∗⊂D∗
Hµ
(
D∗ | T−1∗ D
∗ ∨ C∗
)
≤ h (X∗,B∗, µ∗, T∗ | C
∗)
Moreover, by taking an increasing sequence αp of countable partitions with core A,
Hµ (αp | C) <∞, such that αp ∩ A ↑ B ∩ A, we have α̂∗p ↑ B
∗ and therefore
h (X∗,B∗, µ∗, T∗ | C
∗) = lim
p→∞
lim
n→∞
1
n
Hµ∗
(
n−1∨
k=0
T−k∗ α
∗
p
∣∣∣C∗) .
But
1
n
Hµ∗
(
n−1∨
k=0
T−k∗ α
∗
p
∣∣∣C∗) ≤ 1
n
Hµ∗
((
n−1∨
k=0
T−kαp
)∗
∨ C∗
∣∣∣C∗)
≤
1
n
Hµ∗
((
n−1∨
k=0
T−kαp ∨ C
)∗ ∣∣∣C∗)
=
1
n
Hµ
(
n−1∨
k=0
T−kαp
∣∣∣C) by Lemma 4.2
≤ µ (A) h (A,B ∩ A, µA, TA | C ∩ A)
by an earlier computation.
Putting things together, we can conclude that
h (X∗,B∗, µ∗, T∗ | C
∗) ≤ µ (A)h (A,B ∩A, µA, TA | C ∩ A)
which achieves the proof. 
The following corollary is an immediate consequence of Proposition 7.1:
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Corollary 7.2. Let (X,B, µ, T ) be a II∞ system.
(1) If there exists some factor for which the Poisson and the Krengel entropy
are equal, then the Poisson entropy of (X,B, µ, T ) is equal to its Krengel
entropy.
(2) If there exists some extension for which the Poisson and the Krengel entropy
are equal and finite, then the Poisson entropy of (X,B, µ, T ) is equal to its
Krengel entropy.
(3) If there exists some factor for which the Poisson entropy is zero, then the
Poisson entropy of (X,B, µ, T ) is equal to its Parry entropy.
(4) If there exists some factor for which the Krengel entropy is zero, then the
Krengel entropy of (X,B, µ, T ) is equal to its Parry entropy.
Proof. The first two points are easy consequences of Proposition 7.1.
To prove the third point, observe that if C is a factor on which the Poisson
entropy is zero then, thanks to Proposition 7.1,
h (T ∗) = sup
D⊂B,T−1
∗
D∗⊂D∗
Hµ
(
D∗ | T−1∗ D
∗ ∨ C∗
)
which equals
sup
D⊂B,T−1D⊂D
Hµ
(
D | T−1D ∨ C
)
= sup
D⊂B,T−1D⊂D
Hµ
(
D ∨ C | T−1 (D ∨ C)
)
by the same Proposition. Therefore, h (T ∗) ≤ hPa (T ) and the equality follows since
Theorem 5.2 gives the other inequality.
The last point is proven with similar arguments. 
We point out that the assertion (4) of Corollary 7.2, which concerns only Krengel
and Parry entropy, is implied by [2].
8. Additivity and scaling of Poisson entropy
We now show that just as with Krengel’s entropy, the Poisson entropy of a sum
of measures is the sum of the Poisson entropies, and scaling a measure by a positive
constant scales the Poisson entropy.
Proposition 8.1. Suppose µ and ν are both T -invariant σ-finite measures on
(X,B), and t, s > 0. We have
h(X∗,B∗, (tµ+ sν)∗, T∗) = s · h(X
∗,B∗, µ∗, T∗) + t · h(X
∗,B∗, ν∗, T∗).
Proof. Let
(X̂, B̂, λ, T̂ ) :=
(
X × {0, 1}, B × 2{0,1}, µ× 1{0} + ν × 1{1}, T × Id
)
.
This system is isomorphic to the disjoint union of the two systems (X,B, µ, T ) and
(X,B, ν, T ). The Poisson suspension of (X̂, B̂, λ, T̂ ) is isomorphic to the product of
the suspensions of (X,B, µ, T ) and (X,B, ν, T ). Thus,
h(X̂∗, B̂∗, λ∗, T̂∗) = h(X
∗,B∗, µ∗, T∗) + h(X
∗,B∗, ν∗, T∗).
Also, since (X,B, µ+ ν, T ) is a factor of (X̂, B̂, λ, T̂ ), we have that the suspension
of (X,B, µ+ ν, T ) is a factor of the suspension of (X̂, B̂, λ, T̂ ). We thus see that
h(X∗,B∗, (µ+ ν)∗, T∗) ≤ h(X
∗,B∗, µ∗, T∗) + h(X
∗,B∗, ν∗, T∗).
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To prove that the above inequality is actually an equality, we observe that (X̂, B̂, λ, T̂ )
is a bounded-to-one extension of (X,B, µ + ν, T ), and is therefore a zero-entropy
extension. By Proposition 7.1, it follows that (X̂∗, B̂∗, λ∗, T̂∗) is a zero-entropy
extension of (X∗,B∗, (µ+ ν)∗, T∗).
We have just proved that Poisson entropy is additive and it remains to prove
that, for any t > 0,
(5) h(X∗,B∗, (t · µ)∗, T∗) = t · h(X
∗,B∗, µ∗, T∗).
For rational t’s, this follows from the above additivity property. If t1 < t2, writing
t2 · µ = t1 · µ+ (t2 − t1) · µ, we get h(X∗,B∗, (t2 · µ)∗, T∗) ≥ h(X∗,B∗, (t1 · µ)∗, T∗).
So t→ h(X∗,B∗, (t · µ)∗, T∗) is a monotone increasing function. Equation (5) now
follows for any real t > 0, since a monotone function which vanishes on the rational
numbers is zero. 
This result allows to prove that the Poisson entropy of a squashable transforma-
tion is zero or infinite, just as Krengel and Parry entropy (recall that (X,B, µ, T )
is squashable if it is isomorphic to (X,B, cµ, T ) for a positive number c 6= 1 and
completly squashable if this holds for any positive number c).
It has been conjectured that stochastic α-semi-stable stationary processes have
zero or infinite entropy. It is known in the case α = 2 which is the Gaussian case
(see [3]) but remains unknown otherwise.
However, it has been noticed in [14] that α-semi-stable stationary processes (α <
2) are factors of Poisson suspensions built over squashable systems (completely
squashable in the stable case), associated with the Le´vy measure of the process,
which hence are of zero or infinite entropy.
9. Quasi-finite conservative transformations
9.1. Equality of the entropies. Recall the definition of a quasi-finite transfor-
mation from [9] (also see [1]): Let (X,B, µ, T ) be conservative measure-preserving.
A ∈ F is a quasi-finite set if Hµ(ρA) <∞, where ρA is the first-return-time parti-
tion of A:
ρA :=
{
A ∩
(
T−nA \
n−1⋃
k=1
T−kA
)
, n ≥ 1
}
.
(X,B, µ, T ) is quasi-finite if there exists a quasi-finite sweep-out set A ∈ F . Using
terminology similar to Aaronson and Park [1], we say that a local partition α
is quasi-finite if it has a quasi-finite core A, and ρA ≺ α. We point out that
conservative transformations which are not quasi-finite have been constructed in [1].
Parry has proved that, for quasi-finite transformations (called “pseudo-finite”
in [11]), Krengel’s definition of entropy coincides with Parry’s. We show that, for
such transformations, both are equal to the Poisson entropy.
Theorem 9.1. Let (X,B, µ, T ) be a quasi-finite measure-preserving transformation
of type II∞. The Poisson entropy, the Krengel entropy and the Parry entropy of
(X,B, µ, T ) are equal.
Proof. Let α be a local quasi-finite partition whose core A is a sweep-out set.
Applying Proposition 6.2, we get
h(X∗, (αˆ)∗, µ∗, T∗) ≤ hˆ (X,µ, T, α) .
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We want to show that hˆ (X,µ, T, α) = Hµ (α
∞
0 | α
∞
1 ). The result follows by inte-
grating (3) and by proving the convergence of
∫
X
Iµ (α | αn1 ) dµ to
∫
X
Iµ (α | α∞1 ) dµ =
Hµ (α
∞
0 | α
∞
1 ). Remark that, since ρA ≺ α, Iµ (α | α
n
1 ) = Iµ (α | α
∞
1 ) = 0 on X \A,
therefore
(6)
∫
X
Iµ (α | α
n
1 ) dµ =
∫
A
Iµ (α | α
n
1 ) dµ.
By Lemma 4.1 applied to the set A with the restriction of the σ-algebras α and
αn1 to A, the right-hand side tends to
∫
A
Iµ (α | α∞1 ) dµ =
∫
X
Iµ (α | α∞1 ) dµ which
gives us the desired convergence.
Putting things together, we have proved
h
(
X∗, (α∞0 )
∗
, µ∗, T∗
)
≤ Hµ (α
∞
0 | α
∞
1 ) ,
the right hand-side being bounded by hPa (X, α̂, µ, T ) by definition. By Theo-
rem 5.2, the latter is in turn dominated by h
(
X∗, (α̂)
∗
, µ∗, T∗
)
. Hence, we obtain
(7) h
(
X∗, (α̂)
∗
, µ∗, T∗
)
= Hµ (α
∞
0 | α
∞
1 ) = hPa (X, α̂, µ, T ) .
Now replace α by αn in (7), where (αn) is an increasing sequence of local quasi-
finite partitions with core A having the property that (αn)
∞
0 ↑ B. Taking the limit
in n, we obtain
h (X∗,B∗, µ∗, T∗) = hPa (X,B, µ, T ) ,
i.e. the Poisson entropy equals the Parry entropy. At last, the Krengel entropy
equals the two others since the system is quasi-finite. 
9.2. Poisson suspensions of Markov chains. Poisson suspensions of Markov
chains have been considered by several authors. Grabinsky [6] and Kalikow [7]
have independently proved that the Poisson suspension of an ergodic, null-recurrent
random walk is Bernoulli.
Let Σ be a countable or finite set, P = (pa,b)a,b∈Σ be a stochastic matrix which
is irreducible and recurrent. As is well-known, there exists a measure q on Σ which
is stationary with respect to P , meaning qP = q, and this measure is unique up
to scaling. The associated Markov shift is the system (X,B, µ, T ), where X = ΣZ,
T : X → X denotes the shift map (T (x)n = xn+1), B denotes the Borel σ-algebra
of X with respect to the product topology and µ is given by
µ([a1, . . . , ak]) = qa1
k∏
i=2
pai−1,ai .
Based on the Krengel entropy of recurrent Markov chains and our previous result
about Poisson entropy of quasi-finite transformations, we have
Corollary 9.2. The entropy of the Poisson suspension of a recurrent Markov shift
with transition matrix P = (pa,b)a,b∈Σ and stationary measure q is given by
(8) h(X∗,B∗, µ∗, T ∗) =
∑
a∈Σ
qa
∑
b∈Σ
pa,b log
1
pa,b
.
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Proof. By Krengel’s formula (Theorem 4.1 of [9]), the Krengel entropy of (X,B, µ, T )
is given by the right-hand side of (8). By taking the standard Markov partition ξ,
we see that
H(ξ0−∞ | T
−1ξ0−∞) =
∑
a∈Σ
qa
∑
b∈Σ
pa,b log
1
pa,b
.
Thus, Parry’s entropy dominates Krengel’s. Hence both are equal.
Without loss of generality we can assume that the transition matrix is irreducible.
In the particular case when (X,B, µ, T ) is a renewal system (Σ = N and pn,n−1 = 1
for all n > 1), the right-hand side of (8) is simply the entropy of the first-return-time
partition of the state 1. Hence, if the Krengel entropy is finite, the renewal system
is quasi-finite, in which case the Poisson entropy is equal to the Krengel entropy
by Theorem 9.1. Otherwise, the Parry entropy is infinite, and by Theorem 5.2
it is equal to the Poisson entropy. Now it remains to note that every irreducible
recurrent Markov chain has a factor which is a renewal system. Hence, a Markov
chain is quasi-finite if and only if it has finite Krengel entropy, in which case this is
also the Poisson entropy. Otherwise, the Poisson entropy is infinite. 
In [6], it is claimed that the entropy of the Poisson suspension of a null-recurrent
Markov chain is infinite (Proposition 4.3). Corollary 9.2 together with the existence
of such chains with finite Krengel entropy (see [9]) contradict this result. The
mistake in [6] comes from the following incorrect assertion which Grabinsky invokes
in the proof of Proposition 4.3, to bound from below the entropy of a certain
partition: If ξ is a Markov partition (i.e. ξ is independent of ξ−1−∞ given T
−1ξ) and
η a partition which is measurable with respect to ξ, then η∗ is a Markov partition
as well. It would imply, in particular, that given the number of particles in a certain
Markov state A at time −1, the number of particles in A at time 0 is independent
of the number of particles in A at time −2. . .
10. Zero Poisson entropy
In this section, we prove that some class of cutting-and-stacking constructions
(including finite-rank transformations) and transformations without a countable
Lebesgue component in their spectrum both have zero Poisson entropy. It is well
known that rank one transformations also have zero Krengel entropy, therefore,
Krengel entropy, Parry entropy and Poisson entropy are equal in this case.
The construction of a non-quasi-finite transformation in [1] is of this kind, so the
results of this section do not follow from Theorem 9.1.
10.1. Cutting-and-stacking constructions. A cutting-and-stacking construc-
tion is an iterative method to present conservative transformations. We briefly
describe this construction and refer to Friedman’s book [4] for details.
A column of height h ∈ N is an array I1, . . . , Ih of pairwise disjoint intervals of
the same length, considered as “stacked” one on top of the other. At stage n of
the cutting-and-stacking procedure, the n-th tower Xn consists of cn columns of
heights {hn,i}1≤i≤cn and equal width. The transformation acts by translating each
interval to the interval above it. At stage n, the transformation is undefined for
points on the top intervals. At stage n+ 1, each column is “cut” into kn columns,
all the columns are “stacked” one on top of the other, and then the newly formed
column is cut into cn+1 columns. Then some new intervals are possibly added on
the top of every column. As the length of the intervals at stage n tends to 0, the
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measure of the points on which the transformation is undefined at stage n tends to
0. Such a construction is said to have rank one if cn = 1 for every n ≥ 1, and finite
rank if {cn} is bounded.
Denote by ǫn the length of the intervals at stage n. Clearly, ǫn → 0 as n→∞.
Proposition 10.1. Let (X,B, µ, T ) be a cutting-and-stacking construction as above.
If cnǫn log ǫn → 0 as n → ∞, then h(X∗,B∗, µ∗, T∗) = 0. In particular, this is the
case if T has finite rank.
Proof. Let βn = {In,1, . . . , In,cn} denote the set of intervals composing the base of
the tower at stage n, and let
ξn = {In,1, T In,1, . . . , T
hn,1−1In,1, . . . , In,cn , . . . , T
hn,cn−1In,cn}
denote the corresponding partition of Xn. We have ξ
∗
n ⊂ βˆ
∗
n. Since ξn ↑ B, βˆ
∗
n ↑ B
∗.
From this, we deduce that hµ∗(T∗, βˆ∗n) ↑ h(X
∗,B∗, µ∗, T∗). But hµ∗(T∗, βˆ∗n) ≤
Hµ∗(β
∗
n) = cnf(ǫn) ∼ −cnǫn log ǫn, where f(x) denotes the entropy function of a
Poisson variable with parameter x. 
10.2. Spectral criterion. The following proposition and corollary give a spectral
criterion for positive Poisson entropy. The corresponding result about Kolmogorov
entropy is well known in the finite measure case.
Proposition 10.2. If (X,B, µ, T ) is of type II∞ and has positive Poisson entropy,
then its spectrum has a component which is countable Lebesgue.
Proof. Pick a sweep out set A ∈ B with small measure in order to have Hµ∗ (ξ
∗
0) =
f (µ (A)) < h (T∗), where ξ0 is the partition {A,Ac} of X . We now refine the local
partition ξ0 by increasing finite local partitions ξn so that ξn ↑ B which implies
h (T∗, ξ
∗
n) ↑ h (T∗). Using the continuity of Kolmogorov entropy, the continuity of
f and the continuity of µ, we can assume that this increasing sequence ξn is such
that
0 < h (T∗, ξ
∗
1) < · · · < h (T∗, ξ
∗
n) < · · ·
In the following, for a σ-algebra A ⊂ B∗, we denote by L2 (A) the corresponding
linear subspace of L2 (µ∗) of square-integrable A-measurable functions, and UT∗ is
the unitary operator induced from T∗. Denote by C, the first chaos of L
2 (µ∗), i.e.
the closure of the linear subspace generated by N (A) − µ (A), A ∈ B, µ (A) <∞.
The arguments below are classical; we already know that the suspension has a
countable Lebesgue component in its spectrum, however, to get the result, we
will see that a countable Lebesgue component is localized in C which is unitary
isomorphic to L2 (µ). Set H1 := L
2
(
(ξ∗1)
0
−∞
)
∩ C, and note that it is non-empty
since it contains the functions N (A) − µ (A) , A ∈ T−kξ1, k ∈ N. Remark that
U
T
−1
∗
H1 ⊂ H1 and that we cannot have UT−1
∗
H1 = H1 since it would imply that
σ (H1) belongs to the Pinsker factor of T∗, and, as the factor ξ̂∗1 is generated (as
σ-algebra) by ∪n≥0UTn
∗
H1 = H1, h (T∗, ξ
∗
1) = 0 which is a contradiction. Functions
belonging to V1 := H1 ⊖ UT−1
∗
H1 have Lebesgue spectral measure.
Set H2 :=
(
L2
(
(ξ∗2 )
0
−∞
)
∩ C
)
∩
(
L2
(
ξ̂∗1
)
∩ C
)⊥
. It is also non-empty since
∪n≥0UTn
∗
(
L2
(
(ξ∗2)
0
−∞
)
∩ C
)
generates ξ̂∗2 , which is strictly bigger than ξ̂
∗
1 because
h (T∗, ξ
∗
1) < h (T∗, ξ
∗
2). Moreover, we have UT−1
∗
H2 ⊂ H2, and once again, we cannot
have UT−1
∗
H2 = H2 as it would imply that σ (H2) belongs to the Pinsker factor of
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T∗, and this is impossible since the entropy of ξ̂∗2 = ξ̂
∗
1 ∨ σ (H2) would be equal
to that of ξ̂∗1 which is a contradiction. Therefore we can set V2 := H2 ⊖ UT−1
∗
H2,
which is constituted by functions having Lebesgue spectral measure and satisfies
∪n∈ZUTn
∗
V2 ⊥ ∪n∈ZUTn
∗
V1.
Proceeding by induction, we construct an infinite sequence of mutually orthog-
onal invariant subspaces ∪n∈ZUTn
∗
Vn of C on which UT∗ has Lebesgue maximal
spectral type. Thanks to the unitary isomorphism between C and L2 (µ), these
subspaces can be transferred into L2 (µ) and we have proved that T has a count-
able Lebesgue component in its spectrum. 
Corollary 10.3. If the maximal spectral type of T is singular or if T has finite
multiplicity, then its Poisson entropy is zero.
We mention that Parry [10] has shown that a K-automorphism has countable
Lebesgue spectrum. From his proof one can easily obtain that if the maximal
spectral type is singular or has finite multiplicity, then the Parry entropy is zero.
Since zero Poisson entropy implies zero Parry entropy, our above corollary refines
Parry’s result. We do not know of a sufficient spectral criterion for zero Krengel
entropy.
11. Perfect Poissonian partitions and the Poisson-Pinsker factor
For a probability-preserving system (X,B, µ, T ), the Pinsker factor, denoted by
P(T ), is the maximum factor (T -sub-invariant σ-algebra) with zero entropy. For
each of the various notions of entropy for σ-finite transformations, we generalize
this definition: We say that a factor is Pinsker if it is the maximum zero entropy
factor. We can thus speak of a Krengel-Pinsker factor, a Parry-Pinsker factor and
a Poisson-Pinsker factor of a conservative transformation. The existence of these
is not obvious in general. The following proposition gives a sufficient condition for
Pinsker factors to exist, which we later show to be necessary as well:
Proposition 11.1. Let (X,B, µ, T ) be an ergodic type II∞ system. Assume the
Pinsker factor P (T∗) of the Poisson suspension is of the form P∗ for some σ-finite
σ-algebra P. Then P is both the Poisson-Pinsker and the Parry-Pinsker factor of
T . Moreover, if there exists a factor with zero Krengel entropy, then P is also the
Krengel-Pinsker factor.
Proof. Since P∗ is the Pinsker factor of T∗, for any factor C of zero Poisson entropy,
C∗ ⊂ P∗. Since C is σ-finite, this implies that C ⊂ P . This shows that P is the
Poisson-Pinsker factor of (X,B, µ, T ).
We now prove that P is also the Parry-Pinsker factor. Assume that C is a factor
of zero Parry entropy. By Lemma 2.2, we have P∗ ∩ C∗ = (P ∩ C)∗. Moreover,
if P ∩ C contains no sets of positive finite measure, then (P ∩ C)∗ is trivial, and
since P∗ is the Pinsker factor of (X∗,B∗, µ∗, T∗), then C∗ is a K-system. By a
well-known disjointness result (for probability-preserving transformations), P∗ and
C∗ are independent. For any two positive and finite measure sets A ∈ P and B ∈ C,
we have ∫
X∗
(
γ (A)− µ (A)
)(
γ (B)− µ (B)
)
µ∗ (dγ) = 0.
But the left-hand side equals µ (A ∩B), so A and B are disjoint mod. µ. This is
impossible for all A ∈ P and B ∈ C because it would contradict the fact that P is
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σ-finite and T of type II∞. This shows that P ∩ C must contain a set of positive,
finite measure, so by ergodicity it is σ-finite. Thus, P ∩C is a factor of zero Poisson
entropy of C. Thanks to Corollary 7.2 (3), Parry and Poisson entropy coincide on
C and since the first one is zero, the second one is zero. This implies that C ⊂ P .
Hence P is also the Parry-Pinsker factor. The statement about Krengel-Pinsker
factor is proved in the same way, using Corollary 7.2 (4). 
Recall that a σ-algebra ξ for an invertible probability-preserving system (Ω,F ,m, T )
is called a perfect σ-algebra if T−1ξ ⊂ ξ, ξ̂ = B, h (T ) = Hm
(
ξ | T−1ξ
)
and
∞⋂
n=0
T−nξ = P (Ω,F ,m, T ) .
In fact, if the entropy is finite, the last condition is a consequence of the others
as it is proved in the following lemma. The ingredients are similar to the proof of
Rokhlin-Sina¨ı Theorem, as appearing in [12], page 69.
Lemma 11.2. Assume (Ω,F ,m, T ) is an invertible probability-preserving system.
If T−1ξ ⊂ ξ, ξ̂ = B and h (T ) = Hm
(
ξ | T−1ξ
)
<∞, then
∞⋂
n=0
T−nξ = P (Ω,F ,m, T ) .
Proof. Let αn be a sequence of finite entropy partitions increasing to ξ. Since
h (T ) = Hm
(
ξ | T−1ξ
)
, we have
h (T, α̂n) = Hm
(
αn | (αn)
−1
−∞
)
↑ h (T ) .
Since Hm
(
αn | T−1ξ
)
also converges to h(T ), passing to a subsequence, we can
assume
Hm
(
αn | (αn)
−1
−∞
)
−Hm
(
αn | T
−1ξ
)
≤
1
n
.
Let ζ ⊂
∞⋂
n=0
T−nξ. It follows that ζ̂ ⊂
∞⋂
n=0
T−nξ. Applying the formula (Theorem
8, page 66 in [12]),
h (T, β ∨ ζ) = h (T, ζ) +Hm
(
β | ζ̂ ∨ β−1−∞
)
we obtain
Hm
(
ζ | ζ−1−∞
)
= Hm
(
ζ ∨ αn | ζ
−1
−∞ ∨ (αn)
−1
−∞
)
−Hm
(
αn | ζ̂ ∨ (αn)
−1
−∞
)
≤ Hm
(
αn | (αn)
−1
−∞
)
+Hm
(
ζ | (αn)
−1
−∞
)
−Hm
(
αn | T−1ξ
)
≤ 1
n
+Hm
(
ζ | (αn)
−1
−∞
)
,
which goes to zero as n tends to infinity. Therefore, h
(
T, ζ̂
)
= 0 and ζ ∈
P (Ω,F ,m, T ). We thus proved that
∞⋂
n=0
T−nξ ⊂ P (Ω,F ,m, T ). The other in-
clusion is a consequence of Theorem 13 page 69 in [12], which states that for any
increasing sequence of strictly invariant σ-algebras Bn ↑ F , then
Bn ∩ P (Ω,F ,m, T ) ↑ P (Ω,F ,m, T ) .
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Indeed, applying this result with Bn := α̂n, we get that
α̂n ∩ P (Ω,F ,m, T ) ↑ P (Ω,F ,m, T ) .
Moreover, since αn is a finite entropy partition,
α̂n ∩ P (Ω,F ,m, T ) =
∞⋂
k=0
(αn)
−k
−∞ ,
which is included in
∞⋂
j=0
T−jξ because αn ⊂ ξ for any n. It follows that P (Ω,F ,m, T ) ⊂
∞⋂
n=0
T−nξ. 
Let us introduce the following definition: A σ-finite σ-algebra A is said to be
entropy determining (ED) if T−1A ⊂ A and A∗ is perfect with respect to the factor
it generates. Observe that on the factor generated by an ED σ-algebra A, Parry
and Poisson entropies coincide:
hPa(T, Â) ≤ h(T∗,A
∗) = Hµ∗(A
∗|T−1∗ A
∗) = Hµ(A|T
−1A) ≤ hPa(T, Â).
The class of ED σ-algebras plays the same role as finite-entropy partitions do in
the finite-measure case.
We are now ready to prove a “Poisson analogue” of the Rokhlin-Sina¨ı Theorem
regarding Pinsker factors of probability-preserving transformations. We recall that
T is remotely infinite if there exists a σ-finite sub-σ-algebra α such that T−1α ⊂ α,
T nα ↑ B and T−nα ↓ G (mod. µ) where G has no set of positive finite measure.
Also recall that a probability-preserving transformation is a K-system if and only
if there exists a sub-invariant generating σ-algebra with a trivial tail. The notion
of remotely-infinite system can be considered as an infinite-measure analogue of
a probability-preserving K-system. The Rokhlin-Sina¨ı Theorem tells us that a
probability-preserving transformation is a K-system if and only if the trivial factor
is the only factor of zero entropy.
Theorem 11.3. Let (X,B, µ, T ) be an ergodic system of type II∞. Assume there
exists an ED partition A such that Hµ(A | T−1A) <∞. Then
• there exists a generating ED partition (in particular hPa (T ) = h (T∗)).
• T is either remotely infinite or P (T∗) is Poissonian: P (T∗) = P∗ for some
σ-finite T -invariant σ-algebra P. In the latter case, P is the Poisson (and
Parry) Pinsker factor of T .
Proof. Let ξ be a finite local partition with a sweep-out core A ∈ A. We first show
that ξ0−∞ ∨ A is also an ED σ-algebra.
On the one hand, we have
Hµ∗
(((
ξ0−p
)∗
∨A∗
)n
0
| A∗
)
= Hµ∗
(((
ξ0−p
)∗)n
0
| (A∗)n0
)
+Hµ∗ ((A
∗)
n
0 | A
∗)
= Hµ∗
(((
ξ0−p
)∗)
| A∗
)
+
n∑
k=1
Hµ∗
((
ξ0−p
)∗
∨ A∗ | T−1∗
((
ξ0−p
)∗)0
−k
∨ T k∗A
∗
)
+ nHµ∗
(
A∗ | T−1∗ A
∗
)
.
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Dividing by n, this tends to
Hµ∗
((
ξ0−p
)∗
| T−1∗
((
ξ0−p
)∗)0
−∞
∨ Â∗
)
+Hµ∗
(
A∗ | T−1∗ A
∗
)
.
Since A is ED, the second term equals h (T∗,A∗). Thus the previous expression
equals h
(
T∗,
(
ξ0−p
)∗
∨A∗
)
.
On the other hand,
Hµ
((
ξ0−p ∨A
)n
0
| A
)
= Hµ
(
ξ0−p ∨ A | A
)
+
n∑
k=1
Hµ
T k (ξ0−p ∨ A)
∣∣∣∣∣
k−1∨
j=0
T j
(
ξ0−p ∨ A
) ∨ A

= Hµ
(
ξ0−p ∨ A | A
)
+
n∑
k=1
Hµ
T k (ξ0−p ∨ A)
∣∣∣∣∣
k−1∨
j=0
T jξ0−p
 ∨ T k−1A

= Hµ
(
ξ0−p ∨ A | A
)
+
n∑
k=1
Hµ
T k (ξ0−p ∨ A)
∣∣∣∣∣T k
 −1∨
j=−k
T jξ0−p
 ∨ T−1A

= Hµ
(
ξ0−p ∨ A | A
)
+
n∑
k=1
Hµ
(
ξ0−p ∨A
∣∣∣ T−1 (ξ0−p)0−k ∨ T−1A) ,
which, divided by n, tends to Hµ
(
ξ0−∞ ∨ A | T
−1
(
ξ0−∞ ∨ A
))
.
But observe that
Hµ∗
(((
ξ0−p
)∗
∨ A∗
)n
0
| A∗
)
≤ Hµ∗
(((
ξ0−p ∨A
)∗)n
0
| A∗
)
≤ Hµ∗
(((
ξ0−p ∨ A
)n
0
)∗
| A∗
)
= Hµ
((
ξ0−p ∨ A
)n
0
| A
)
.
Therefore, we have for all p
h
(
T∗,
(
ξ0−p
)∗
∨ A∗
)
≤ Hµ
(
ξ0−∞ ∨ A | T
−1
(
ξ0−∞ ∨ A
))
= Hµ∗
((
ξ0−∞ ∨ A
)∗
| T−1∗
(
ξ0−∞ ∨ A
)∗)
and we deduce that
h
(
T∗,
(
ξ0−∞
)∗
∨ A∗
)
≤ Hµ∗
((
ξ0−∞ ∨ A
)∗
| T−1∗
(
ξ0−∞ ∨ A
)∗)
.
But ξ0−∞ ∩ A is non-empty (since it contains A), and as T is II∞, it is also non
atomic. Therefore,
(
ξ0−∞
)∗
∨ A∗ =
(
ξ0−∞ ∨ A
)∗
by Lemma 2.3, and
h
(
T∗,
(
ξ0−∞ ∨ A
)∗)
≤ Hµ∗
((
ξ0−∞ ∨ A
)∗
| T−1∗
(
ξ0−∞ ∨ A
)∗)
.
Since we have the other inequality, we can conclude that
h
(
T∗,
(
ξ0−∞ ∨ A
)∗)
= Hµ∗
((
ξ0−∞ ∨ A
)∗
| T−1∗
(
ξ0−∞ ∨A
)∗)
<∞
thus ξ0−∞ ∨ A is ED.
Using this preliminary result, by considering an increasing sequence (ξk) of finite
local partitions with core A such that ξ̂k ↑ B, we build an increasing sequence of
ED partitions
(
(ξk)
0
−∞ ∨ A
)
.
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By definition, each
(
(ξk)
0
−∞ ∨ A
)∗
is a perfect σ-algebra for the corresponding
factor. In particular,
⋂
n T
−n
∗
(
(ξk)
0
−∞ ∨ A
)∗
is a zero-entropy factor of T∗. As
h
(
T∗,
(
(ξk)
0
−∞ ∨ A
)∗)
is finite for all k, we can inductively define a sequence
ηk = ηk−1 ∨ T−nk∗
(
(ξk)
0
−∞ ∨ A
)∗
where the integers {nk} are chosen so that
Hµ∗(ηi | (ηj−1)
−1
−∞)−Hµ∗(ηi | (ηj)
−1
−∞) <
1
i
2j−i
whenever i < j. Proceeding as in page 69 of [12], we obtain that η :=
∨
k≥1 ηk is a
perfect σ-algebra for T∗. We have to show that η is indeed a Poissonian σ-algebra.
Observe that T−nk∗
(
(ξk)
0
−∞ ∨ A
)∗
=
(
T−nk
(
(ξk)
0
−∞ ∨ A
))∗
and thus
ηk =
k∨
j=0
(
T−nj
(
(ξj)
0
−∞ ∨ A
))∗
.
For any k ≥ 0, T−nk
(
(ξ0)
0
−∞ ∨ A
)
is non-atomic and for any j ≤ k, T−nk
(
(ξ0)
0
−∞ ∨ A
)
⊂
T−nj
(
(ξj)
0
−∞ ∨ A
)
. We can apply Lemma 2.3 to get
ηk =
 k∨
j=0
T−nj
(
(ξj)
0
−∞ ∨ A
)∗ .
Setting αk =
∨k
j=0 T
−nj
(
(ξj)
0
−∞ ∨ A
)
and α =
∨
k≥1 αk, then αk ↑ α and so
ηk = α
∗
k ↑ α
∗. We conclude that η = α∗, and so α is a generating ED partition.
Using the fact that η is a generating perfect σ-algebra, and applying Lemma 2.4,
we obtain
P(T∗) =
∞⋂
n=0
T−n∗ η =
(
∞⋂
n=0
T−nα
)∗
.
In case
⋂∞
n=0 T
−nα is σ-finite, P(T∗) is indeed Poissonian. Otherwise, by ergodicity
of T ,
⋂∞
n=0 T
−nα contains no set of positive finite measure, and T is remotely
infinite. 
We remark that whenever (X,B, µ, T ) is of type II∞, but not necessarily ergodic,
by the ergodic decomposition we can uniquely decompose µ = µ0 + µ1 where µ1
and µ2 are mutually singular and both are T -invariant, (X,B, µ0, T ) is remotely
infinite and (X,B, µ1, T ) has a Poisson-Pinsker factor as above.
Concluding this section, we state the following proposition, which along with
Proposition 11.1 and Theorem 11.3 completes the picture about Poisson-Pinkser
factors:
Proposition 11.4. Let (X,B, µ, T ) be an ergodic II∞-system with a zero Poisson
entropy factor A. Then there exists a generating ED partition. In particular,
(X,B, µ, T ) possesses a Poisson-Pinsker factor P and P∗ is the Pinsker factor
of T∗.
Proof. A is an ED partition which satisfies H
(
A | T−1A
)
= 0 therefore, this a
direct application of Theorem 11.3. 
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12. Some more results, remarks and questions
The conclusion of Proposition 11.4 above yields a natural question: Does the
non-triviality of the Pinsker factor of T∗ imply the existence of a Poisson-Pinsker
factor for T ? We can only partially answer this question:
Proposition 12.1. Assume T is an ergodic II∞-system which satisfies h (T∗) =
hPa (T ) < ∞. If P (T∗) 6= {X∗, ∅} then T possesses a Poisson-Pinsker factor P
and P∗ = P (T∗).
Proof. First we are going to show that
(9) hPa (T ) = sup
{
H
(
A | T−1A
)
,A ⊂ T−1A, Â = B
}
.
It is based on the following observation: Consider an increasing σ-algebra A, such
that Â 6= B, a set A ∈ A and a finite local partition ξ such that Â ∨ ξ = B (the
existence of such a partition is ensured by Theorem 2.5 in [2] , as the extension
B → A has finite relative Poisson entropy and therefore finite relative Krengel
entropy by Proposition 7.1). From earlier computations, we have
1
n
Hµ∗
(((
ξ0−p
)∗
∨ A∗
)n
0
| A∗
)
→ Hµ∗
((
ξ0−p
)∗
| T−1∗
((
ξ0−p
)∗)0
−∞
∨ Â∗
)
+Hµ
(
A | T−1A
)
and
1
n
Hµ∗
(((
ξ0−p
)∗
∨A∗
)n
0
| A∗
)
≤ 1
n
Hµ
((
ξ0−p ∨A
)n
0
| A
)
→ Hµ
(
ξ0−∞ ∨ A | T
−1
(
ξ0−∞ ∨ A
))
as n tends to infinity. Therefore Hµ
(
A | T−1A
)
≤ Hµ
(
ξ0−∞ ∨ A | T
−1
(
ξ0−∞ ∨ A
))
which means that for any increasing partition, we can find a generating partition
with a greater entropy. This proves (9).
Let A be an increasing and generating σ-algebra. By Lemma 2.4 we have(
Â
)∗
= Â∗ = B∗, and as P (T∗) is included in the remote past of every gener-
ating increasing σ-algebra, we have P (T∗) ⊂ ∩n>0T−n∗ A
∗. Since P (T∗) 6= {X∗, ∅},
T := ∩A⊂T−1A, bA=B∩n>0T
−nA possesses at least one set of non zero finite measure
and therefore is a σ-finite factor. Now, (9) reads
hPa (T ) = sup
{
H
(
A | T−1A ∨ T
)
,A ⊂ T−1A, Â = B
}
.
Thanks to Proposition 7.1, sup
{
H
(
A | T−1A ∨ T
)
,A ⊂ T−1A, Â = B
}
is the rel-
ative Poisson entropy of T with respect to T . But since h (T∗) = hPa (T ) <∞, we
deduce that h (T∗, T ∗) = 0. We can now apply Proposition 11.4. 
Corollary 12.2. Assume (X,B, µ, T ) is of type II∞ and h (T∗) = hPa (T ) < ∞.
Assume that f ∈ L2(X,µ) is a function such that σ({f ◦ T n}n∈Z) = B and f has
singular spectral measure. Then h (T∗) = 0.
Proof. Since f has singular measure (under T ), so has the centered stochastic in-
tegral f∗ (under T∗) (i.e the image of f under the natural isomorphism between
L2 (µ) and the first chaos of L2 (µ∗)). Therefore f∗ is measurable with respect to
P (T∗), so we deduce P (T∗) 6= {X
∗, ∅}. Applying Proposition 12.1, we get that
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P (T∗) is a Poissonian factor. But the smallest Poissonian factor generated by f∗
is the whole σ-algebra B∗ (as B is the factor generated by f) and this ends the
proof. 
An immediate consequence of Proposition 11.4 is the following:
Corollary 12.3. If two II∞-transformations (X,Bi, µi, Ti) have zero Poisson en-
tropy for i = 1, 2, then so does any joining of them.
Proof. Let (X,B, ν, T ) be a joinning of µ1 and µ2. By Proposition 11.4, (X∗,B∗, ν∗, T∗)
has a Poissonian Pinsker factor, which contains (the pullbacks of) the σ-algebras B∗i
for i = 1, 2. The smallest Poissonian σ-algebra which contains these is (B1∨B2)∗ =
B∗. Thus (X,B, ν, T ) is its own Poisson-Pinsker factor. 
Except for those cases where the Krengel and Parry entropies coincide with Pois-
son entropy, we do not know whether the statement corresponding to Corollary 12.3
holds with Krengel or Parry entropy.
We now state a “strong disjointness” result:
Proposition 12.4. If (X,B, µ, T ) has a zero Poisson entropy factor and (Y, C, ν, S)
has not, then they are strongly disjoint.
Proof. By Proposition 11.4, the Pinsker factor of T∗ is Poissonian. In the proof
of Proposition 11.1, we proved that in this situation any factor of T has a σ-
finite intersection with its Poisson-Pinsker factor, thus has a zero Poisson entropy
factor. 
Having already used results about relative entropy from [2] in previous sections,
we formulate another couple of results about Poisson suspensions related to this
paper of Danilenko and Rudolph:
Proposition 12.5. Let (X,B, µ, T ) be an ergodic II∞-system with a Poisson-
Pinkser factor P. Then T is relatively CPE (complete positive entropy) and there-
fore relatively weakly mixing over P.
Proof. It is a consequence of the existence of a relative Pinsker factor with respect
to a factor A (see Definition 1.5 in [2]), which is the maximum factor such that
any extension with respect to A has zero Krengel entropy. Assume T admits P (T )
as Poisson-Pinsker factor. From Proposition 7.1, relative Poisson and Krengel
entropies coincide and thus give the same relative Pinsker factor. But this means
that the relative Pinsker factor over P (T ) is P (T ) itself. This proves T is relatively
CPE over P (T ). As the maximum distal extension has zero Krengel (and then
Poisson) relative entropy, it is also contained in P (T ). Thanks to the infinite
Furstenberg decomposition (Proposition 4.2 in [2]), T is relatively weakly mixing
over P (T ). 
In [2] it is proved that a probability-preserving transformation S is distal if and
only if T×S is a zero entropy extension of T , whenever T is a conservative measure-
preserving transformation. Translating this result into the Poisson framework yields
the following criterion for distality:
Proposition 12.6. A probability-preserving transformation S is distal if and only
if, for any conservative measure-preserving transformation T , if the Poisson sus-
pension T∗ has zero entropy, then so does the Poisson suspension (T × S)∗.
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We now apply our previous results to a question of Aaronson and Park from [1],
about the existence of a Krengel-Pinsker factor for quasi-finite transformations.
First, we note that the assumptions of Theorem 11.3 hold in particular for quasi-
finite systems:
Corollary 12.7. Let T be an ergodic quasi-finite system (X,B, µ, T ). Either it is
remotely infinite or there exists a Poisson-Pinsker factor, which is also a Parry and
Krengel-Pinsker factor.
Proof. Let A ∈ B be a quasi-finite sweep-out set and let ξ := {A,X \A} be the
local quasi-finite partition induced by A. Observe that the left-hand side of (6) is
bounded by the entropy of the return times partition on A, thusH
(
ξ0−∞ | T
−1ξ0−∞
)
is finite. It follows from (7) and Lemma 11.2 that ξ0−∞ is ED. The assumptions of
Theorem 11.3 are thus satisfied.
If there is a Poisson-Pinsker factor P , it is also a Parry-Pinsker factor by Propo-
sition 11.1. To prove it is also a Krengel-Pinsker factor, we have to prove there
exists a zero Krengel entropy factor. But if A is the factor generated by ξ, then
Poisson and Krengel entropy coincide on this factor and are finite. Moreover, as
in the proof of Proposition 11.1, A ∩ P is σ-finite, therefore we can consider the
extension A∩P to A where relative Poisson and Krengel entropies coincide thanks
to Proposition 7.1. Since A ∩ P has zero Poisson entropy, it is also the case for
Krengel entropy and we are done. 
Corollary 12.7 generalizes a result of from [1] about the existence of a Krengel-
Pinsker factor for a special class of quasi-finite systems called LLB. We do not
know if the conclusion of this corollary is true without the assumption that T is
quasi-finite.
Since we do not know that a factor of a quasi-finite system is itself quasi-finite,
we cannot conclude that the remotely-infinite property is inherited by factors in
the quasi-finite ergodic case. However, this is the case for LLB systems which
are shown to be LLB on any of their factors (see [1] again). As a consequence of
Theorem 11.3, we get:
Corollary 12.8. If T is LLB and remotely infinite, then any factor S of T is
remotely infinite.
The main open question left at this point, as stated in the beginning, is the
following: Are Krengel, Parry and Poisson entropies equal for every conservative
measure-preserving transformation?
At this time, we cannot answer even the following questions: Is there an in-
equality between Poisson entropy and Krengel entropy which holds in general? Are
the properties of having zero Poisson entropy and having zero Krengel entropy
equivalent?
Related to this is the following question from [2]: Does any conservative trans-
formation have a factor with arbitrarily small Poisson/Krengel entropy? A positive
answer to Danilenko and Rudolph’s question would imply a positive answer to our
main question. However we do not even know if there always exists a factor with
finite Poisson or Krengel entropy.
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