(i) P [W (1.8) < 1 | W (2.7) = 1.5]. Be aware that this is not a transition probability since this is not a transition from past to future, but rather the reverse. So, you cannot apply Property 4.5 because it only works for proper transitions, i.e. for τ > 0 and here, since s = 2.7 and s + τ = 1.8, we have τ = −0.8 < 0. One can obtain directly the P [W (2.7) ≤ 1.5] = F W (2.7) (1.5) = 0.819345, where F W (2.7) is the d.f. of W (2.7) N (0, 2.7) (notice that 2.7 is the variance, so the standard deviation is its square root), by using a spreadsheet [NORMDIST(1.5, 0, SQRT(2.7), TRUE)] or using R [pnorm(1.5, mean=0, sd=sqrt(2.7))].
If one is using statistical tables of the standard normal distribution (or if the software only provides the standard normal distribution) N (0, 1), with d.f. Φ, then one needs to standardize first, taking advantage of the fact that = Φ(0.91287) = 0.819345. When using statistical tables, the exact value of the argument of Φ may not be available and some interpolation between neighbour values is required.
(b) The answer is 0.6387.
In fact, P [−1.5 < W (2.7) < 1.5] = P [W (2.7) < 1.5] − P [W (2.7) ≤ −1.5] = F W (2.7) (1.5) − F W (2.7) (−1.5) = 0.819345 − 0.180655 = 0.6387. Notice that a Gaussian distribution is absolutely continuous, so P [W (2.7) = 1.5] = 0 and therefore P [W (2.7) < 1.5] = P [W (2.7) ≤ 1.5] = F W (2.7) (1.5); so, in absolutely continuous distributions we do not have to worry about the intervals being close, open or semi-open.
If a standard Gaussian d.f. Φ table is used, since the table only shows positive values of its argument, we need to use the symmetry property Φ(−z) = 1 − Φ(z).
We have P [−1.5 < W (2.7) < 1.5] = P By (4.3), the conditional distribution of W (2.7) given that W (1.8) = 1 is N (1, 2.7 − 1.8) = N (1, 0.9), which d.f. at 1.5 is 0.7009. Therefore, P [W (2.7) < 1.5 | W (1.8) = 1] = 0.7009.
An alternative way of obtaining the required conditional probability is to remember that W (0) = 0 and that the increments of the Wiener process W (2.7)−W (1.8) and W (1. numerator is ≤ P [W (2.7) = 1.5] = 0 and so is 0, as is the denominator, and therefore the ratio is undetermined. = 0.816497. From Section 2.3, we see that the conditional pdf of W (1.8) given W (2.7) = 1.5 is univariate Gaussian mean µ W (1.8)|W (2.7)=1,5 = µ 1 + ρ (j) The answer is 0.
Again, this is not a transition probability. We can use the definition of conditional probability P [W (1.8) = 1 | W (2.7) < 1. , since the denominator is now positive. Since the numerator is ≤ P [W (1.8) = 1] = 0, the result follows.
(k) The answer is 0.
The event [W (2.7) = 1.5 and W (1.8) > 1] is contained in [W (2.7) = 1.5], which is a zero probability event (remember that W (2.7) is Gaussian and so is an absolutely continuous r.v.). So, P [W (2.7) = 1.5, W (1.8) > 1] ≤ P [W (2.7) = 1.5] = 0.
(l) The answer is 0.
In fact, P [W (2.7) < 1.5, W (1.8) = 1] ≤ P [W (1.8) = 1] = 0.
(m) The answer is 0.1870.
The increments W (2.7)−W (1.8) and W (1.6)−W (0.9) of the Wiener refer to non-overlapping intervals and are therefore independent. They are both Gaussian with common mean 0 and variances 2.7 − 1.8 = 0.9 and 1.6 − 0.9 = 0.7, respectively. Therefore P [−1 < W (2.7) − W (1.8) < 1.4 and 0.5 < W (1.6) − W (0.9) < 1.5] = P [−1 < W (2.7) − W (1.8) < 1.4] P [0.5 < W (1.6) − W (0.9) < 1.5] = (n) The answer is 0.7841.
Since the increments W (2.7) − W (1.8) and W (1.6) − W (0.9) are independent, this is just equal to the unconditional probability P [−1 < W (2.7) − W (1.8) < 1.4] = 0.784071 (see (m)).
(o) The answer is W (1.8).
By the martingale Property 4.6, E[W (2.7) | M 1.8 ] = W (1.8).
Exercise 4.2 Show that:
(a) For fixed s ≥ 0, the process Y (t) = W (s + t) − W (s) (t ≥ 0) is also a standard Wiener process.
(b) For constant c > 0, the process Z(t) = Solution (a) We need to show that Y (t) satisfies the properties of Definition 4.1, namely:
• Y (0) = W (s) − W (s) = 0.
• Y (t)−Y (u) = W (s+t)−W (s+u) (we use a different variable name u < t in order to avoid confusion with the fixed value s) has, according to the second property of Definition 4.1 applied to W , a Gaussian distribution with mean 0 and variance (s + t) − (s + u) = t − u. So, the increment Y (t) − Y (u) satisfies the second property of Definition 4.1.
• Given non-overlapping time intervals ]s i , t i ] (i = 1, 2, . . . , n), the increments Y (t i ) − Y (s i ) = W (s + t i ) − W (s + s i ) are independent since they are equal to the increments of the original Wiener process W over the non-overlapping intervals ]s + s i , s + t i ] (i = 1, 2, . . . , n).
(b) We need to show that Z(t) satisfies the properties of Definition 4.1, namely:
s) . Assume s < t. According to the second property of Definition 4.1 applied to W , W (c 2 t) − W (c 2 s) has a Gaussian distribution with mean 0 and variance c 2 (t − s). So, the increment Z(t) − Z(s) has a Gaussian distribution (d) (*) Let 0 < t 1 < t 2 . Show that the probability of W (t) not taking a 0 value on the time interval [t 1 , t 2 ] is (2/π) arcsin t 1 /t 2 (arcsine law ).
Suggestion: Consider the event A that consists in W (t) taking the value 0 at least once on the time interval [t 1 , t 2 ]. To determine P (A), condition with respect to W (t 1 ) = x and use the law of total probability. Note that P (A | W (t 1 ) = x) = P [T |x| ≤ t 2 − t 1 ] and use (4.6). Then, you just need an appropriate change of variables in the resulting double integral to get the desired probability.
Solution
(a) The requested probability is P [T −2 > 1.5] = 0.8975.
In fact, from (4.6), we obtain
, the mean value of T a is
− 1 for a ≥ 0 and F X(t) (a) = 0 for a < 0.
Assume t > 0. For a > 0, we have X(t) ≥ a if and only W (u) has passed by a at least once up to time t, which happens if and only if T a ≤ t. So, from (4.6),
, and so the d.f. of X(t) is, for a > 0,
This reasoning also works for a = 0. For a < 0, since X(u) can not be negative (notice that W (0) = 0), we have F X(t) (a) = 0.
(d) Conditioning on W (t 1 ) = x, we know from Exercise 4.2 a), that Y (t) = W (t 1 + t) − W (t 1 ) = W (t 1 + t) − x is a standard Wiener process and so its first passage time by |x|, which we may denote by T |x| , satisfies, due to (4.6),
It is indeed correct that, conditional on W (t 1 ) = x, the event A occurs if and only if X(t 1 + t) passes by 0 for t ∈ [0,
dz. By the law of total probability, P (A) =
f W (t1) (x)P (A|W (t 1 ) = x) dx, and so
dzdx. Change variables in the outer integral with y = x/ √ t 1 to get P (A) = 4
dzdy. Changing to polar coordinate variables r, θ in the double integral, i.e., y = r cos θ, z = r sin θ, which has Jacobian ∂(y,z) ∂(r,θ) = cos θ −r sin θ sin θ r cos θ = r and noticing that 
Chapter 5
Exercise 5.1
[(a) Show that the Wiener process W t is a homogeneous diffusion process with zero drift coefficient and a unit diffusion coefficient.
(b) Show that the (non-standard) Wiener process X t = x 0 + σW t , with constant x 0 and σ, is a homogeneous diffusion process with zero drift coefficient and a diffusion coefficient equal to σ 2 .
(c) Show that Z t = x 0 + µt + σW t , with constant x 0 , µ and σ, is a homogeneous diffusion process with drift coefficient µ and diffusion coefficient σ 2 . It is called Brownian motion with drift.
Solution
We need to show that the processes of this Exercise satisfy the conditions of Definition 5.1 with the appropriate drift and diffusion coefficients, which, being non-dependent on time, characterize a homogeneous diffusion process. Since the processes are all deterministic functions of W (t), their future values, given the present value, are independent of past values, so, like W (t), they all are Markov processes. Since they are continuous functions of t and W (t), which is a continuous function of t, they are all continuous functions of t. They are all in L 2 , since they all have finite variances; in (a), the variance is equal to t; in (b) and (c), the variance is equal to σ 2 t. So, we just need to verify (5.1), (5.2) and (5.3).
(a) Conditional on W (s) = x, by (4.3), W (s + ∆) (∆ > 0) is Gaussian with mean x and variance ∆, and so 
and so the conditional distribution of W (s + ∆) is Gaussian with mean x−x0 σ and variance ∆. Thus, the conditional distribution of X s+∆ is Gaussian with mean x and variance σ 2 ∆. We get
(c) The condition Z s = x is equivalent to W (s) =
x−x0−µs σ and so the conditional distribution of W (s+∆) is Gaussian with mean x−x0−µs σ and variance ∆. Thus, the conditional distribution of Z s+∆ is Gaussian with mean σ x−x0−µs σ +x 0 +µ(s+∆) = x+µ∆ and variance σ 2 ∆. We get
Chapter 6
Exercise 6.1 (*) Prove (6.9). Obtain also the integrals I (α) corresponding to the m.s. limits of RS [Riemann-Stieltjes] sums when we choose as tags τ n,k = (1 − α)t n,k−1 + αt n,k , with 0 ≤ α ≤ 1. Note that I = I (0) and I + = I (1) .
The answer is
We now derive this result.
The first term is, by (6.5)-(6.7), the Itô integral
We just need to show that the second term is = t to get the desired result
So, we just need to show that E (
Note that the V n,k (k = 1, . . . , n) are independent r.v. (because the increments of the Wiener process over non-overlapping intervals are independent), and so we have indeed
We have used the property
We just need to show that the second term is = αt to get the final result
We have
Therefore, due to the independence of the r.v. U n,k (k = 1, . . . , n),
Exercise 6.2 Of course, one can define the same step function G using different partitions. For example, if in Figure 6 .1, we split one subinterval of the partition into two smaller subintervals without changing the function, the new partition also works. Show that the Definition 6.1 is consistent, i.e. we get the same integral if we use different partitions for the same step function.
Suggestion: You can merge the two initial partitions into a new more refined partition consisting of all the partition points of the initial partitions.
Consider one of the original partitions. A subinterval of this partition is just broken up into a finite number of contiguous subintervals of the merged partition where the step function G has the same constant value. Adding up the contribution to the integral coming up from these contiguous subintervals we retrieve the contribution to the integral of the original subinterval. So, it is indifferent to use the original partition or the merged partition. Since the other original partition also gives the same result as the merged partition, the two original partitions give the same result and the definition of the Itô integral of step functions is consistent.
Exercise 6.3 Show that the Itô integral of step functions is a linear map, i.e. given real constants α 1 and α 2 and
(6.14)
Suggestion: Merge the two partitions associated with G 1 e G 2 . This new partition serves both G 1 and G 2 and also serves the linear combination α 1 G 1 + α 2 G 2 .
All functions involved are step functions on the merged partition (i.e., they are constant functions of time on its subintervals). Using the merged partition, we have I(
Exercise 6.4 (*) [Proof of consistency of the Definition 6.2 of Itô integral] Prove that the integral does not depend on the approximating sequence, i.e. given two approximating sequences G n and G * n of step functions, we have l.i.m. I(G n ) = l.i.m. I(G * n ) a.s. You can also see that, if you replace G by an almost equal function, the integral remains a.s. the same.
Suggestion: For the first part, combine the two sequences into a single sequence by alternating terms of the two and use the fact that the limit is unique.
Let G + m (m = 1, 2, . . . ) be the sequence that alternates between the sequences of step functions G n and G * n . For instance, let for odd indices be G + 2n−1 = G n and for even indices be G + 2n = G * n (n = 1, 2, . . . ). It is obvious that this sequence converges to G in the L 2 * [0, t] norm. Defining the integral using the G + m , we get the Itô integral I(G) of G as the mean square limit as m → +∞ of the Itô integrals I(G + m ). Since the m.s. limits are unique almost surely, the sub-sequences of odd terms I(G + 2n−1 ) = I(G n ) and of even terms I(G + 2n ) = I(G * n ) also converge in mean square to the same limit I(G). So, almost surely, the definition of the Itô integral is insensitive to the choice of the approximating sequence of step functions.
Suppose G n (n = 1, 2, . . . ) is a sequence of step functions approximating G and let G * be almost equal to G. Then G n − G Suggestions for (a): Since the Itô integral of functions in H 2 [0, t] is the m.s. limit of the integrals of an approximating sequence of step functions (in H 2 S [0, t]), some properties already proven for step functions are carried for general functions in H 2 [0, t] when you take the limit. This is trivially the case of (a), (b) and (c). The same applies for property (d) since the integral of a step function G n is by (6.13) also an A t -measurable function; in fact, it is a finite sum of random variables G(t k−1 ) (W (t k ) − W (t k−1 )), which are (show why) A t -measurable. Property (c) of norm preservation implies the continuity of the map and therefore (e) holds. To prove (f), notice that, since G is deterministic, we can choose an approximating sequence G n of deterministic step functions and, from (6.13), we immediately see that the integrals I(G n ) = t 0 G n (s)dW (s) are normally distributed, so the same happens to their m.s. limit I(G); the zero mean comes from (b) and we can simplify the expression given in (c) for the variance since in this case
Suggestions for (b): Notice that this is a step function with just one step on [a, b] .
(a) Let the step functions G n , G 1n and G 2n (n = 1, 2, . . . ) be approximating sequences of G, G 1 and G 2 , respectively.
+ |α 2 |0 = 0 as n → +∞. Therefore, using property (6.14) valid for step functions,
. This proves Property 6.1 (a).
as n → +∞, and so E[I(G)] = 0, leading to Property 6.1 (b). In fact, from Schwarz inequality and the fact that
Using a variant of the triangular property that is valid for any norm, we get
Similarly, we get G n 2 * → G 2 * . Since G n are step functions, from (6.16) we have I(G n ) 2 = G n 2 * . Therefore, I(G] 2 = G 2 * and Property 6.1 (c) is proven.
For step functions G, we have, by (6.13),
so, since both these σ−algebras are contained in A t , each term is each term is A t −measurable and so is the sum I(G). For a general function G ∈ H 2 [0, t], I(G) is the m.s. limit of A t −measurable r.v. I(G n ), and so it is A t -measurable. This proves Property 6.1 (d).
Property 6.1 (e) is just a consequence of the Property 6.1.c) of norm equality, which makes convergence in one norm imply the convergence in the other.
The suggestion indicates all the steps to prove Property 6.1 (f).
(b) Now we are using an integration interval [a, b] instead of [0, t] , but the adaptations required are obvious. The constant c is a step function in the integration interval [a, b] with just n = 1 step, so a = t 0 < t 1 = b. Therefore, by (6.13),
and, from the properties of the Wiener process, one sees that this is normally distributed with mean 0 and variance c 2 (b−a). Note that one can also reach the same conclusion by using (6.22); since the integrand is a deterministic function, one has
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, has uncorrelated increments (this does not mean that they are independent), i.e. given non-overlapping intervals [s, t] and [u, v] 
Suggestion: Start by showing it for step functions and then consider an approximating sequence of step functions and go to the m.s. limit.
Solution
Let G be a step function on [0, T ] with constant values on the subintervals of some partition of this interval. If the points s, t, u, v are not partition points, join them to the partition. For example, if s is not a partition point, then G is constant on the interval [s 1 , s 2 [, where s 1 and s 2 are the partition points closest to s on the left and right sides of s, respectively; then, by joining s to the partition, the original partition subinterval is split into intervals [s 1 , s[ and [s, s 2 [. We will work with the enlarged partition. Since the cases t = s or v = u are trivial, we may assume 0 ≤ s < t ≤ u < v ≤ T . Let n s < n t ≤ n u < n v be the number of the subinterval that ends in s, t, u, v, respectively, i.e., t ns = s, t nt = t, t nu = u, and t ns = v. From (6.13), we get
We have, due to the non-anticipative properties of G (which implies independence from the future increments of the Wiener process),
This proves the property for step functions.
, taking an approximating sequence of step functions G n , the m.s. limits as n → +∞ of the integrals give the corresponding integrals of G.
Since m.s limits carry over to the second order moments (like the covariance), and the covariances
Exercise 6.7 (*) The only thing missing, which we leave to the reader, is to show the consistency of this definition [Definition 6.3 ], in the sense that different approximating sequences of step functions lead a.s. to the same value of the integral.
We use the technique of Exercise 6.4, based on building an approximating sequence of step functions G + m (m = 1, 2, . . . ) that consists in alternating between the original two approximating sequences of step functions G n and G * n . The reasoning is the same but now the approximation is in the sense of (6.30) (instead of being in the L 2 [0, t] norm) and the integrals of step functions converge in probability (instead of converging in mean square) to I(G). Since convergence in probability is also a.s. unique, everything works in a similar way.
Exercise 6.8 Show that the Itô integral for integrands in M 2 [0, t] is a linear map.
Let the step functions G n , G 1n and G 2n (n = 1, 2, . . . ) be approximating sequences of G, G 1 and G 2 , respectively.
Therefore, using property (6.14) valid for step functions and limits in probability, one
. This proves the result.
Exercise 6.9 (*) Show that (6.31) remains valid for any J ∈ M 2 [0, t], even if J is not a step function. Using that, prove that, given any sequence
You can mimic the proof for step functions G n given above [on the book].
The proof of (6.31) can be replicated almost exactly without requiring G n to be step functions, the only differences being that we cannot state that J N is a step functions and we can not say that
Let us now mimic the following proof of the convergence of the integral in probability, but adapted to the current situation.
Applying (6.31) to G n − G and noting that
2 ds → 0 a.s., we get
Since δ is arbitrary, we conclude that lim n→+∞ P [|I(G n ) − I(G)| > ε] = 0 and, therefore, I(G n ) converges in probability to G.
Exercise 6.10. Determine d(tW (t)) and use the result to show that
We will use Ttô Theorem 6.1 with h(t, x) = tx, X(t) = W (t), and Y (t) = tW (t) = h(t, X(t)). Note that dX(t) = 0dt+1dW (t), i.e., it satisfies (6.33) with F = 0 and G = 1. The initial condition
= 0, you can use directly (6.37) to get
from which the desired property comes.
An alternative is to use the mnemonic Observation 6.3 to get
sdW (s); from here, using Y 0 = 0, the desired result comes as well.
Another alternative is to use (6.36) to get directly (without going through the mnemonic) d(tW (t)) = W (t)dt + tdW (t), and then write this SDE in integral form as before.
Exercise 6.11 Show that the stochastic differential equation dY (t) = Y (t)dW (t) with Y (0) = 1 has solution Y (t) = exp W (t) − t 2 for any t ≥ 0. Suggestion: Apply the Itô rule using the function h(t, x) = exp x − t 2 and X(t) = W (t). Solution Note that dX(t) = 0dt + 1dW (t), i.e., it satisfies (6.33) with F = 0 and
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Noting that
. An alternative approach is to use the mnemonic Observation 6.3 to get
Exercise 6.12 Show that, if X 1 (t) and X 2 (t) are Itô processes, then Y (t) = X 1 (t)X 2 (t) is an Itô process and dY (t)) = X 1 (t)dX 2 (t) + X 2 (t)dX 1 (t) + dX 1 (t)dX 2 (t).
Suggestion: In the computation of dX 1 (t)dX 2 (t) you can use the multiplication table (dt) 2 = 0,
and
Using the mnemonic in the suggestion and abbreviating h to h(x 1 , x 2 ) = x 1 x 2 , we have
thus confirming the result.
An alternative way is, assuming X(t) = X 1 (t) X 2 (t) is a multidimensional Itô process of the form dX(t) = Fdt + G(t)dW(t), to use the multidimensional Itô formula at the end of Section 6.7.
Chapter 8
Exercise 8.1 Let X(t) be the value of a stock at time t ≥ 0 and assume it satisfies the Black-Scholes model (8.1) with X(0) = e27.595, R = 0.378/year and σ 2 = 0.149/year. Determine: 
Solution
To alleviate notation, physical units will often not be explicitly indicated in the resolution below, but it is to be understood that time will always be in year units and monetary values will always be in euro units.
The Black-Scholes model dX(t) = RX(t)dt + σX(t)dW (t), X(0) = x 0 , has solution given by X(t) = x 0 exp(rt + σW (t)), with r = R − σ 2 /2.
The log-return Z(t) = ln
x0 is (see (8.6)) Gaussian with mean rt and variance σ 2 t. So, standardizing,
is standard Gaussian, which is convenient if you use statistical tables. The numerical solutions below are prepared under this supposition. If you have a software that can handle any Gaussian distribution, you can solve using directly the log-returns Z(t) instead of standardizing them. For t > s, the transition distribution of the log-return, i.e. the conditional distribution of Z(t) given that Z(s) = c is Gaussian with mean c + r(t − s) and variance σ 2 (t − s) (see (8.10)). So, the conditional distribution of
is standard Gaussian. We will use these facts below.
Please be aware that slight differences in rounding off computations may result in slight differences in the final answers, so your answers may have slight differences in comparison with the ones below. To reduce rounding off errors, it is always advisable to use more digits in intermediate computations than the ones used in the final answer.
(a) The answer is e40.271.
By (8.7), E[X(t)] = x 0 exp(Rt) and so E[X(1)] = 27.595 exp(0.378 × 1) = 40.271.
(b) The answer is (e16.142) 2 = e 2 260.574.
The standard deviation of X(1) is e16.142.
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Exercise 9.1 Use the results obtained in Chapter 8 to prove this statement. [The statement that the arithmetic average growth rate
is equal to R if we use the Itô calculus model (8.1) and is equal to R S + σ 2 /2 if we use the Stratonovich calculus model (8.13). ]
Solution
For the Itô calculus model (8.1), consider the condition X(t) = x, which is equivalent to the condition on the log-return Z(t) = ln
. From (8.5) we have deduced (8.10), which says that the conditional distribution of Z(t + ∆t) (with ∆t > 0) is Gaussian with mean ln x x0 + r∆t and variance σ 2 ∆t. Therefore, since E t,x [X(t + ∆t)] represents the conditional expectation of
and, applying L'Hospital rule, R a = lim ∆t↓0
For the Stratonovich calculus model (8.13), consider the condition X(t) = x, which is equivalent to the condition on the log-return Z(t) = ln
. From (8.15) we can deduce for ∆t > 0 that Z(t + ∆t) = R S (t + ∆t) + σW (t + ∆t) = Z(t) + R S ∆t + σ(W (t + ∆t) − W (t)), which shows that the conditional distribution of Z(t + ∆t) is Gaussian with mean ln x x0 + R S ∆t and variance σ 2 ∆t. Therefore,
Consequently, applying a similar reasoning as before for the Itô case,
Exercise 9.2 Use the results obtained in Chapter 8 to prove this statement. [The statement that the geometric average growth rate
is equal to r = R − σ 2 /2 if we use the Itô calculus model (8.1) and is equal to R S if we use the Stratonovich calculus model (8.13). ]
Note that ln X(t) = ln x 0 + Z(t).
Therefore, from the previous Exercise, one sees that, for the Itô calculus model (8.1), the conditional distribution of ln X(t + ∆t) (with ∆t > 0) given X(t) = x is Gaussian with mean ln x + r∆t and variance σ 2 ∆t. So, E t,x [ln X(t + ∆t)] = ln x + r∆t and
2 . Also from the previous Exercise, one sees that, for the Stratonovich calculus model (8.13), the conditional distribution of ln X(t + ∆t) (with ∆t > 0) given X(t) = x is Gaussian with mean ln x + R S ∆t and variance σ 2 ∆t. So, E t,x [ln X(t + ∆t)] = ln x + R S ∆t and
Chapter 11
Exercise 11.1 Let S(x) be the scale function. Since it is defined up to additive and multiplicative constants, choose those constants at will (i.e., choose ξ 0 in (11.16) and x 0 in (11.18) at will). Let Y (t) = S(X(t)) be the transformed process that results from X(t) by applying the transformation S. Use Itô Theorem 6.1 and determine the drift and diffusion coefficients of Y (t). Note that the transformation changed the drift coefficient to zero (in chapter 13 we will see another method of changing the drift coefficient to zero). Therefore, the scale function of Y (t) is S Y (y) = y (do not confuse with the scale function of X, which is S(x)). To be more precise, it has more generally the form = y − y 0 , but we can choose the additive constant y 0 = 0.
Therefore, if Y (0) = y with c < y < d, the probability that Y (t) passes by d before passing by c is =
d−c , a proportionality to the distances rule. When this proportionality occurs, we say that the process is in natural scale. The reason why S is called the "scale function" is that it transforms the original process X(t) into a process Y (t) = S(X(t)) that is in natural scale.
Since dX(t) = f (X(t))dt + g(X(t))dW (t),
, by (6.36) of Itô Theorem 6.1., we have dY (t) =
. You can get the same result using the mnemonic Observation 6.3.
We can see that, for the Y (t) process, the drift coefficient is a Y (y) = 0 and the diffusion coefficient 
x a (S(ξ) − S(a))m(ξ)dξ, and so, relabelling the variables and using (11.23),
(b) by using (11.26) with n = 1, taking advantage of U 0 (x) ≡ 1, one gets
Exchanging the order of integration (being careful, so that the integration domain of the double integrals does not change in the process) and using (11.23), one
So the result coincides with the one in a).
Exercise 11.3 By appropriate choice of functions h and q in Property 11.3, we can obtain as a particular case of (11.13) the function R(λ, x) = E x [exp (−λT a,b )], which is the Laplace transform of the pdf of T a,b , also abbreviated as the Laplace transform of T a,b . Then, as a particular case of (11.14), get an ordinary differential equation for that Laplace transform. A more direct method can be seen in Cox and Miller (1965) . Note that
n ] (n = 1, 2, . . . ), so one can obtain the moments of T a,b . The pdf of T a,b can be obtained by inverting the Laplace transform. Unfortunately, only in rare cases we get an explicit expression for the pdf by this method, but one can still use numerical inversion of the Laplace transform to obtain an approximate expression for the pdf of T a,b .
The good choice is h(x) ≡ 1 and q(x) = exp(−λx), for which we get on (11.13) U q,h (x) = R(λ, x), Notice that the derivative of q is given by q (x) = −λ exp(−λx) and so the V (x) of Property 11.3 becomes V (x) = −λR(λ, x). Therefore, for these choices of q and h, using (11.14), one sees that R(λ, x) satisfies the ODE DR(λ, x) = λR(λ, x) with R(λ, a) = R(λ, b) = 1 (note that q(0) = 1).
Exercise 11.4 For the CIR model (11.4) with α > 0, R > 0, σ > 0 and X(0) = x > 0, determine a condition on the parameters guaranteeing the existence of a stationary density and determine the expression for the stationary density using the methods of this Section.
The drift coefficient is a(x) = f (x) = −α(x − R) and the diffusion coefficient is
Since X(t) cannot become negative, the state space has boundaries r 1 = 0 and r 2 = +∞. The scale density is then s(ξ) = exp − ξ ξ0 2 is a sufficient condition for the convergence of the X(t) distribution to the stationary distribution.
Exercise 11.5 Apply (11.40) to the Vasicek model (11.3), with α > 0, σ > 0 and X(0) = x, to obtain
where φ(u) = , one
So, from (11.40), for b > x we have, using the change of variable z = ξ−R σ 2 2α
, we obtain U 1,b :=
Similarly, for a < x, using the change of variable z = − ξ−R σ 2 2α
, we obtain U 1,a :
Chapter 12
Exercise 12.1 Suppose that X(t), the exchange rate British pound (£) -euro (e), follows a Vasicek model (11.3) and that X(0) = x = 1.0657 e/£, R = 1.10 e/£, α = 0.2/year and σ 2 = 0.04/year.
(a) Determine the probabilities that the exchange rate will be below 1.00 e/£ one year from now and 10 years from now;
(b) Assuming that half a year from now the exchange rate is 1.07 e/£, what will be the conditional probability of that rate being below 1.00 e/£ one year from now?
(c) Determine the probability in the long term (i.e., in the stationary regimen) of the exchange rate being below 1.00 e/£.
(d) Determine the probability that the exchange rate will reach a = 1.00 e/£ before reaching b = 1.10 e/£. Suggestion: This is 1 − u(x), where u(x) is given by (11.23). The resulting expression is the ratio of two integrals that you may compute by numerical methods.
Of course, one assumes that, in the prediction period, no structural changes (changes in model or parameters) will occur. For the sake of shortness of notation, we will often drop the conversion rate unit "e/£" and the time unit "year". We assume use of tables of the standard Gaussian distribution; so, a standardization is needed. But, like in other chapters, the method used here can be easily adapted if one uses software that directly provides the d.f. of the required Gaussian distributions, in which case no standardization is needed.
(a) The answers are P [X(1 year) < 1.00 e/£] = 0.3460 and P [X(10 year) < 1.00 e/£] = 0.3804.
Given the initial condition X(0) = x, Section 11.1 shows that the distribution of X(t) is Gaussian with mean µ(t) = R + e −αt (x − R) and variance σ 2 (t) = We want P [X(1) < 1.00 | X(0.5) = 1.07] and point out two different ways to solve this problem.
(b1) Let s < t. On Section 11.1, we have explicitly obtained the solution of the Vasicek model (11.3). With initial condition X(0) = x, one gets X(t) = R + e −αt (x − R) + σe −αt t 0 e αu dW (u). The same technique can be applied using as initial condition X(s) = x and integrating between s and t (instead of integrating between 0 and t). The result is X(t) = R + e −α(t−s) (x − R) + σe −αt t s e αu dW (u). Since the integrand is deterministic, the stochastic integral t s e αu dW (u) is Gaussian with mean 0 and variance t s e 2αu du = 1 2α e 2αt − e 2αs . Therefore, conditional on X(s) = x, the distribution of X(t) is Gaussian with mean R + e −α(t−s) (x − R) and variance
With s = 0.5 and t = 1, we see that the distribution of X(1) given X(0.5) = 1.07 is Gaussian with mean 1.10 + e −0.2×0.5 (1.07 − 1.10) = 1.072855 and variance (b2) An alternative equivalent way uses the fact that transition probabilities of homogeneous diffusion processes X(t) only depend on the time gap. So, for τ > 0, the conditional distribution of X(s + τ ) given that X(s) = x is the same as the conditional distribution of X(τ ) given that X(0) = x. Notice that X(t) is indeed a homogeneous diffusion process because the drift coefficient −α(x − R) and the diffusion coefficient σ 2 do not depend on time. Therefore, the distribution of X(1) = X(0.5 + 0.5) given X(0.5) = 1.07 is the same as the conditional distribution of X(τ ) = X(0.5) given that X(0) = 1.07, which is Gaussian with mean R + e −ατ (1.07 − R) = 1.10 + e −0.2×0.5 (1.07 − 1.10) = 1.072855 and variance bought for e200 a cow with 7 months = 7 12 years of age (approximate age of weaning) weighting 160 kg, to raise and later sell it. Determine: (a) The expected weight and variance of that cow at the age of one year. Note that these are conditional moments given that X( 7 12 years) = 160, which is equivalent to Y ( 7 12 years) = ln 160.
(b) The probability that such cow will weigh over 250 kg at the age of one year.
(c) The probability that the cow will weigh over 420 kg at a large age (i.e., under the stationary distribution).
As usual, we sill drop the reference to the physical units in the intermediate steps.
(a) The answer is 259.8 kg for the expected weight and 1396.1 kg 2 for the variance.
For s < t, the distribution of Y (t) given Y (s) = y is (see Exercise 12.1 b)) Gaussian with mean R + e −α(t−s) (y − R) and variance Exercise 12.3 Under the same conditions as in Exercise 12.2, assume the farmer wants to sell the cow when it reaches the age t > 7 months = 7 12 years. That has fixed and variable costs and a revenue from selling the cow. Consider the situation used as an example in Filipe et al. (2015) , in which the fixed costs are C 1 = e227.45 (the initial cost of e200, plus transportation, commercialization, and sanitation costs) and the variable costs are the feeding and care costs of c 2 = e320.16 per year. The revenue is P DX(t), where P = e3.50 is the selling price per kilogram of the animal's weight and D = 0.5 is the dressing proportion (the usable part of the animal). The profit is the difference between the revenue and the costs, Π(t) = P DX(t) − C 1 − c 2 (t − Suggestion: Note that you do not need to actually compute S(x) at the boundary, just need to check whether it is finite or infinite.
(b) Using Property 11.4, show that, for r > σ 2 /2, there is a stochastic equilibrium and the process is ergodic. Determine the stationary density p(x) (defined in the state space, i.e., for x > 0). Suggestion: Show that the speed density is m(x) = Dx (2r/σ 2 −1)−1 exp − 2r σ 2 x , with D > 0 constant. Therefore, when r > σ 2 /2, m(x) is, apart a multiplicative constant, a gamma pdf with shape parameter 2r σ 2 − 1, so its integral over the state space is finite. p(x) is proportional to m(x) and the proportionality constant can be obtained from the properties of the gamma distribution.
(c) For r > σ 2 /2, determine the mean and the mode of the stationary distribution, which are close to the deterministic equilibrium K when σ is small. Determine also the variance of the stationary distribution. towards the stochastic equilibrium, determine, for large t, an interval around the mean value where the population size will be with a 95% probability (confidence prediction interval).
(a) As seen in Section 12.3, the scale density is s(ξ) = Cξ −2r/σ 2 exp 2r σ 2 K ξ , where C is a positive constant. Let c be an interior point of the state space (we can choose it freely).
1−2r/σ 2 − 0 < +∞, which shows that the boundary r 1 = 0 is attractive.
1−2r/σ 2 − (−∞) = +∞, which shows that the boundary r 1 = 0 is non-attractive.
(b) As we have just seen, for r > σ 2 /2, the boundary r 1 = 0 is non-attractive, and since the boundary r 2 = +∞ is always non-attractive (see Section 12.3), both boundaries are non-attractive and, by property 11.4, we just need to show that the speed measure is finite to insure that the process is ergodic and there is a stochastic equilibrium with stationary density p, which is proportional to the speed density m.
This is, apart a multiplicative positive constant, the pdf h(ξ) = 
(c) The mean of the Gamma distribution is
2r . The mode is α−1 β (if the numerator is non-negative); so, for r ≥ σ 2 , there is a mode
The variance is
(d) In this case, the stationary distribution (towards which the long-term distribution converges) is Gamma with shape parameter α = An alternative would be, if centring at the mean is not required, to obtain the 0.025 and the 0.975 quantiles of X ∞ using the inverse function of its Gamma distribution provided by the spreadsheet. One would obtain the interval [5.43 × 10 4 , 10.64 × 10 4 ] tonnes.
Exercise 12.5 For the stochastic Gompertz model (12.2) with r > 0 and K > 0:
(a) Determine the mean, the median and the mode of the stationary distribution of the population size, which are close to the carrying capacity K of the deterministic model if σ is small. Determine also the variance of the stationary distribution.
(b) From Section 11.1, we know the explicit solution of the SDE (12.3) and also that the Y (t) process has for finite t > 0 a Gaussian transient distribution with mean ln K − 1 − e −2rt . Using such results, obtain the explicit solution in terms of X(t) and the pdf of X(t), as well as the mean and variance of X(t).
(c) For the particular case of a Bangladesh shrimp (Penaeus monodon) fishery, Kar and Chakraborty (2011) estimates the parameters for the deterministic Gompertz growth model as r = 1.331/year and K = 11.4 × 10 3 tonnes. Assume the same parameters for the stochastic Gompertz model and suppose that σ 2 = 0.16/year. Suppose that the current shrimp population size is X(0) = x 0 = 5.0 × 10 3 (measured in tonnes). If fishing is stopped and the shrimp population left growing, determine the mean and standard deviation of X(5 years) and the asymptotic mean and standard deviation as t → +∞, i.e. at the stationary equilibrium.
3 tonnes, what is the conditional probability that X(5 years) will exceed 10.8 × 10 3 tonnes?
(e) Simulate two trajectories of X(t) for t ∈ [0, 10] years using the parameter values in (c).
Suggestion: Simulate the Y (t) process, which follows a Vasicek model, using the method described in Section 12.2 and obtain X(t) = exp(Y (t)).
(a) In terms of Y (t) = ln X(t), we have seen in Section 12.3 that the stationary distribution, i.e. the distribution of Y ∞ , is Gaussian with mean ln K − σ 2 2r and variance
2r . In terms of X ∞ = e Y∞ , we have a lognormal distribution.
The median of Y ∞ is equal to its mean ln K − σ 2 2r , and so the mediam of
The mode of X ∞ is the maximum of its lognormal pdf, which is given by
(b) The solution of (12.3), due to the result concerning the solution of the Vasicek model in Section 11.1, is Gaussian with mean ln K −
(1 − e −rt ) and variance 
and, since
.
Therefore, (e) One can implement the simulation algorithm using a spreadsheet or, as we did, using R code.
We present a possible R code below ("#" signals the comments, in blue, that explain the code used). We also present the corresponding output, the plot with two simulated trajectories. Of course, since we did not set a seed for the random number generation, if you replicate this code on your computer, you will obtain different simulated trajectories.
library ( Exercise 12.6 For the stochastic Gompertz model, obtain an expression for the mean extinction time.
Suggestion: Take advantage of (11.41) and the fact that Y (t) = ln X(t) follows a Vasicek model.
Since the logarithm is a monotonous function, the extinction time T a (with a < x) for the X(t) process with initial condition X(0) = x is also the first passage time T a * (Y ) by a * = ln a of the Y (t) = ln X(t) process with initial condition Y (0) = ln x. Since, by (12.3), Y (t) follows the Vasicek process (11.3) with parameters α = r, R = ln K − σ 2 2r , by (11.41) we get
Exercise 12.7 For the deterministic Gordon-Schaefer model ((12.6) with σ = 0), qualitative behaviour is determined by the sign of the net intrinsic growth rate R(0
(a) If r − qE < 0, i.e. if the fishing effort E > r q , show that "mathematical" extinction will occur and we may say that there is overfishing.
(b) If there is no overfishing, i.e. when r − qE > 0, which is equivalent to E < r q , show that "mathematical" extinction will not occur and, as t → +∞, the population size X(t) will converge to the stable deterministic equilibrium X ∞ = K(1 − qE r ). Of course, when there is no fishing, we have E = 0 and population size converges to the carrying capacity K.
(c) For r − qE > 0, the yield at the stable equilibrium, called the sustainable yield, is H ∞ = qEX ∞ = qEK(1 − qE r ). Show that the fishing effort that maximizes it is E M SY = r 2q , that the corresponding yield, called the maximum sustainable yield, abbreviated MSY, iŝ H ∞ = rK/4, and that the corresponding stable equilibrium population isX ∞ = K/2. Figure 12 .4 illustrates these facts.
Note: E M SY usually does not maximize the yield H(t) at a time t for which the stable population equilibrium is not yet reached.
(d) For the data of Exercise 12.4d, namely r = 0.71 year −1 and K = 8.05 × 10 7 kg and for q = 3.30 × 10 −6 SFU −1 year −1 (SFU=Standardized Fishing Unit), obtain the MSY and the corresponding effort E M SY at the stable equilibrium.
(e) Determine the explicit solution X(t).
Suggestion: Use the change of variable Z(t) = e (r−qE)t
X(t)
and work with the ODE for Z(t), which is easy to solve. Unfortunately, this trick does not help in getting a useful explicit expression for the solution of the stochastic Gordon-Schaefer model.
Solution
(a) In the deterministic case σ = 0, the model reduces to the ODE dX(t) dt = f (X(t)) with f (X) = rX 1 − X K − qEX. The equilibrium points (where the time derivative is 0) are the solutions of f (X) = 0, namely the pointsX 1 = 0 andX 2 = K 1 − qE r . The derivative of f is f (X) = r 1 − 2 X K − qE. So, when r − qE < 0, f (X 1 ) = r − qE < 0 and f (X 2 ) = −(r − qE) > 0; therefore, the equilibriumX 1 = 0 is locally asymptotically stable
we have dX(t) dt negative and X(t) always decreasing, so that the equilibriumX 1 = 0 is even globally asymptotically stable and X(t) → 0 as t → +∞ for any X(0) = x 0 > 0.
(b) When r − qE > 0, f (X 1 ) = r − qE > 0 and f (X 2 ) = −(r − qE) < 0; therefore, the equilibriumX 1 = 0 is unstable andX 2 is locally asymptotically stable. Since f (X) > 0 for all 0 < X <X 2 (so
is positive and X(t) increases) and f (X) < 0 for all X >X 2 (so dX(t) dt is negative and X(t) decreases), the equilibriumX 2 is even globally asymptotically stable and X(t) → K 1 − qE r := X ∞ as t → +∞ for any X(0) = x 0 > 0.
(c) The derivative of H ∞ is a quadratic function of E and has a maximum when its derivative w.r.t. E is zero, i.e. when qK − 2 (e)
Integrating between 0 and t and considering that
(1−qE/r)−1
Exercise 12.8 For the deterministic Gordon-Schaefer model ((12-6) with σ = 0), assuming that the constant effort satisfies E < r q , there is a stable equilibrium, as seen above. Considering the cost structure (12.8), the purpose now is to maximize not the yield but the profit at the stable equilibrium
(12.9)
Remember that, as seen in Exercise 12.7b, X ∞ = K(1− qE r ), so that Π ∞ is a 4th degree polynomial function of the effort E.
(a) Assuming additionally that p 2 = 0 and E * > 0, show that:
where Π * ∞ and X * ∞ are the values of Π ∞ and X ∞ , respectively, when E = E * .
Suggestion: To determine E * , one just needs to take the derivative with respect to E in the expression of Π ∞ and equate it to zero, checking whether the solution E * > 0 is indeed a maximum of Π ∞ . Then, simple replacement in the expressions of Π ∞ and X ∞ and some algebra lead to the above result, which is a particular case of the result obtained by Brites (2017) in the stochastic case. If p 2 > 0, the derivative of Π ∞ with respect to E is a third degree polynomial and it is probably easier to obtain E * by numerical methods.
(b) Assume the population parameters are the same as in Exercise 12.4d, namely r = 0.71 year −1 and K = 8.05 × 10 7 kg. Assume also, as estimated in Hanson and Ryan (1998), q = 3.30 × 10 −6 SFU −1 year −1 , p 1 = $1.59 kg −1 , p 2 = $0 kg −2 year, c 1 = $96 × 10 −6 SFU −1 year −1 , and c 2 = $0.10 × 10 −6 SFU −2 year −1 . Using the results of (a), determine (a) Derive expression (12.11) of the stationary density p(x; E).
(b) Assuming additionally that p 2 = 0, show, as in Brites (2017) and Brites and Braumann (2017) , the analogue of (12.10) for the stochastic environment: 
(a) As a function of the effort E, in the interior of the state space (i.e. for 0 < x < +∞) we have:
Scale density (with ξ 0 chosen arbitrarily in the interior of the state space) s(ξ; E) = exp − ξ ξ0
, which is equivalent to ρ(E) > 0, the boundary r 1 = 0 is non-attractive. In fact, for c in the interior of the state space, we have
The boundary r 2 = +∞ is always non-attractive since ξ −ρ(E)−1 exp (θξ) → +∞ as ξ → +∞ and therefore
The speed density is m(ξ; E)
Cσ 2 is a positive constant. This is, apart from the multiplicative constant, the pdf of a Gamma r.v. with shape parameter ρ(E) > 0 and rate parameter θ > 0, which is integrable. So, since both boundaries are non-attractive and the speed measure is integrable, by Property 11.4, X(t) is ergodic and converges in distribution to a r.v. X ∞ having as pdf the stationary density p(x; E), which is proportional to the speed density. Since this is proportional to the pdf of the above mentioned Gamma distribution, the stationary density must be the Gamma pdf, which for x > 0 is given by p(x; E) =
Applying the same reasoning as in Exercise 12.8 (a), we get the expressions of this exercise.
(c) We just need to replace the values in the above expressions to obtain E * = 1.0454×10 5 SFU (a slightly smaller optimal effort than in the deterministic case), E[Π * ∞ ] = $21.456 × 10 6 year −1
(a slightly smaller optimal expected profit at the stochastic equilibrium than the optimal profit at the deterministic equilibrium) and
and so, taking into account (14.1) and (14.3),
which proves that we have indeed a self-financing strategy. Show that, conditional on S(t), Φ(d 2 (t)) is the P * -probability that at time T the holder of the option will exercise it, i.e. the P * -probability that S(T ) > K.
So, Ke −r(T −t) Φ(d 2 (t)) is the risk neutral probability that the holder will exercise the option times the present value of the amount the holder will spend by exercising it (i.e., by buying one unit of stock at the strike price K). When the holder does not exercise the option, it does not spend anything. So, we can interpret b(t)B(t) = −Ke −r(T −t) Φ(d 2 (t)) as a loan (notice the negative sign) in the amount of the present value (value at time t) of the (neutral market) P * -expected value of the holder's expense at time T .
With Z(t) = ln S(t), we have seen, immediately after expression (14.35), that Z(T ) = Z(t) + r − σ 2 2 (T − t) + σ(W * (T ) − W * (t)) and, since W * (T ) − W * (t) is independent of Z(t) = ln S(t), the conditional P * -distribution of Z(T ) given S(t) is Gaussian with mean ln S(t) + r − Exercise 14.6 Verify that the strategy defined by (14.38) is indeed the hedging strategy of the European put option. Verify also that the position of the strategy is long on the riskless asset and short on the stock.
Since B(t) = B(0) exp(rt), we get from (14.38) and (14.37), b P (t)B(t) + s P (t)S(t) = b(t)B(t)+ K B(0) exp(rT ) B(0) exp(rt)+(s(t)−1)S(t) = b(t)B(t)+s(t)S(t)+K exp(−r(T −t))−S(t) = c(t) + K exp(−r(T − t)) − S(t) = p(t), so the value b P (t)B(t) + s P (t)S(t) of the strategy (14.38) coincides with the value p(t) of the put option, being therefore a hedging strategy.
The position on the riskless asset (in terms of value) is, taking into account (14.20), b P (t)B(t) = b(t)B(t) + K exp(−r(T − t)) = −K exp(−r(T − t))Φ(d 2 (t)) + K exp(−r(T − t)) = K exp(−r(T − t)) (1 − Φ(d 2 (t))) = K exp(−r(T − t))Φ(−d 2 (t)) > 0. So the position in the riskless asset is long.
The position on the stock is, taking into account (14.19) s P (t) = s(t) − 1 = Φ(d 1 (t)) − 1 = −Φ(−d 1 (t)) < 0. So, the position on the stock is short. Then the European put option value at t = 0 is p(0) = −e42.508 + e49.585 = e7.077, which is, of course, lower than in the Exercise 14.7. Then the European put option value at t = 0 is p(0) = −e27.051 + e30.705 = e3.654.
