Deep neural networks (DNNs) have been quite successful in solving many complex learning problems. However, DNNs tend to have a large number of learning parameters, leading to a large memory and computation requirement. In this paper, we propose a model compression framework for efficient training and inference of deep neural networks on embedded systems. Our framework provides data structures and kernels for OpenCL-based parallel forward and backward computation in a compressed form. In particular, our method learns sparse representations of parameters using 1 -based sparse coding while training, storing them in compressed sparse matrices. Unlike the previous works, our method does not require a pre-trained model as an input and therefore can be more versatile for different application environments. Even though the use of 1 -based sparse coding for model compression is not new, we show that it can be far more effective than previously reported when we use proximal point algorithms and the technique of debiasing. Our experiments show that our method can produce minimal learning models suitable for small embedded devices. Test Accuracy 0.9022 @ λ = 1.001 Ref: 0.9005 0.8922 @ λ = 1.005 Ref: 0.9005
Introduction
Modern deep neural networks (DNNs) tend to have growing numbers of parameters, which are often unavoidable to solve complex learning problems in computer vision [1], speech recognition [2] , and natural language processing problems [3] . For example, the number of parameters of convolutional neural networks (CNNs) for computer vision tasks has grown. Compared to the first CNN, Lenet-5 [4] , which contains less than 1M parameters, recent networks such as AlexNet [1] (60M) and VGG16 [5] (138M) consist of a much larger number of parameters.
Some networks have been optimized for their size, for example, GoogleNet (also known as Inception v1) [6] , the winning method of ImageNet Large Scale Visual Recognition Challenge (ILSVRC) in 2014, only has 6.7M parameters, a surprisingly smaller number compared to the previous winners (AlexNet [1] in 2012, ZFNet [7] in 2013). However, new versions of GoogleNet such as BN-Inception [8] , Inception v2 and v3 [9] , and Inception v4 [10] tend to become larger for better prediction accuracy, for example, Inception v4 contains about 80M parameters. ResNet-152 [11] , the winner of ILSVRC 2015 defeating Inception v3, contains 60M parameters. Other examples include Deepfaces [12] (120M parameters) and DNNs on high-performance computing systems [13] (10B parameters).
Large numbers of learning parameters, however, make it preventive to learn and apply machine learning models on small devices, e.g., smartphones, embedded computers, and wearable devices, where memory, computation, and energy consumption can be restricted. In addition, a large number of parameters may lead to overfitting, a phenomenon in machine learning that a complex and large machine learning model fits training data too much and its generalization performance on future data decreases as a result [14] . Therefore, compressing large machine learning models is an essential consideration for the training and the deployment of them in application environments such as edge computing [15] with small computation devices.
Related Work
The main idea of model compression is to reduce the effective number of parameters to be stored and computed. One of the classical ideas for DNN model compression is to use a low-rank approximation of weight matrices. This technique has been applied successfully in scene text character recognition [16] , and later improved and extended for larger DNNs [17] [18] [19] , reducing memory consumption and computational cost. However, these approaches work on fixed network architecture, requiring reiterations of decomposition, training, fine-tuning, and cross-validation.
Network Pruning
For the model compression of DNNs, network pruning is probably the most popular approach, which tries to remove irrelevant neural connections associated with weight values below a certain threshold. In biased weight decay [20] , hyperbolic and exponential biases were introduced to the pruning objective, where brain damage [21] and brain surgeon [22] used information from the Hessian of the loss function.
More recently, Han et al. [23] suggested a network pruning approach with retraining, which performs weight training, network pruning, and then another round of weight training (retraining). The final retraining is done only for the connections not removed during the pruning step, in order to eliminate statistical bias caused by network pruning. The authors reported that pruning with 2 regularization and retraining was the most successful regarding prediction accuracy, compared to 1 and 2 regularization alternatives with and without retraining. This method has further developed into deep compression [24] , which adds two extra steps after pruning: weight quantization and the Huffman encoding. This method has been followed-up with more emphasis on compressing weights in convolutional layers, using structured sparsity regularization to induce structured sparsity in rows, columns, channels, and filters [25, 26] .
Network Pruning as Optimization
Since network pruning can be achieved by adding a regularization term in the training objective function, model compression by network pruning can be considered in terms of optimization problems. For example, stochastic optimization algorithms for 1 regularization problems [27, 28] have been applied to CNN model compression [29] . The forward-backward splitting algorithms in these works are closely related to our proximal point algorithms [30] to be discussed later, but only classical stochastic gradient descent has been considered in the previous work, whereas we consider more advanced training algorithms for neural networks such as RMSProp [31] and ADAM [32] .
The state-of-the-art network pruning approach [33] considers reforming the network pruning into constrained optimization problems, solving them using the augmented Lagrangian method, also known as the method of multipliers [34, 35] . Our proposed method also considers the penalized optimization problem as in this approach, with an important distinction that we use proximal point algorithms [30] which comes with clear benefits: lower memory consumption and faster convergence, as we show later. Other works in model compression include guiding compression with side information such as network latency provided in forms of optimization constraints [36] , designing network architecture using reinforcement learning (e.g., NAS [37] and NASNet [38] ), and tuning parameters that trade-off model size and prediction accuracy automatically [39] . We refer to Cheng et al. [40] for a more detailed survey of DNN model compression.
Contribution
Even though there are quite a few works on model compression for deep neural networks, we found that they may not be well suited for learning and inference with DNNs in small embedded systems:
• Full model training is required prior to model compression: in network pruning [23, 24] , including the state-of-the-art method [33] , and low-rank approximation [16] [17] [18] [19] , full models have to be trained first, which would be too burdensome to run on small computing devices. In addition, compression must be followed by retraining or fine-tuning steps with a substantial number of training iterations, since, otherwise, the compressed models tend to show impractically low prediction accuracy, as we show in our experiments. • Platforms are restricted: existing approaches [23] [24] [25] have been implemented and evaluated mainly on CPUs because sparse weight matrices produced by model compression typically have irregular nonzero patterns and therefore are not suitable for GPU computation. In Wen et al. [25] , some evaluations have been performed on GPUs, but it was implemented with a proprietary sparse matrix library (cuSPARSE) only available on the NVIDIA platforms (Santa Clara, CA, USA). He et al. [39] considered auto-tuning of model compression experimented on NVIDIA GPU and a mobile CPU on Google Pixel-1 (Mountain View, CA, USA), yet without discussion on how to implement them efficiently on embedded GPUs.
In this paper, we provide a model compression method for deep neural networks based on 1 -regularized optimization, often referred to as sparse coding [41, 42] . Application of 1 -based regularization for DNNs is not entirely new; however, we discuss that it can be far more effective than previously reported. In particular, we apply 1 -based sparse coding with (i) proximal operators, which induce explicit sparsity in learning weights during training. In addition, it is followed by a (ii) debiasing step, which tries to reduce estimation bias due to sparse coding: we discuss that this technique allows us to compress DNNs further without sacrificing prediction accuracy much. While inducing sparsity on learning weights, we also store sparse weights in (iii) compressed data structures, being able to compute forward and backward passes with compressed weights on any (iv) OpenCL-capable devices, e.g., mobile GPUs such as ARM Mali-T880 (Cambridge, UK).
Method
In this section, we describe the details of our method in which network pruning is considered as an 1 -regularized optimization problem, i.e, sparse coding, where we aim to find a sparse representation of observations, sometimes also looking for good basis functions for such a representation (this particular task is called dictionary learning [43] ). The idea of sparse coding has been applied in various fields of research, i.e., sparse regression in statistics (e.g., [44] ), compressed sensing in signal processing (e.g., [45] [46] [47] ), matrix completion in machine learning (e.g., [48] ), just to name a few.
In our approach, we apply sparse coding for model compression, to find a sparse optimal weight parameters containing as many zero values as possible whenever the associated neural connections in a deep neural network are irrelevant for making an accurate prediction.
Sparse Coding in Training
To describe our method formally, let us suppose that we train a deep neural network with n examples, {(x i , y i )} n i=1 , where x i ∈ R d is an input vector and y i ∈ R (regression) or y i ∈ {1, 2, . . . , K} (classification) is the corresponding outcome. In training, we obtain the optimal weight w * ∈ R p by solving the following optimization problem:
Here, (w; x i , y i ) is the loss function describing the gap between the prediction made by the neural net and the desired outcome. In sparse coding, we add a regularizer Ψ(w) to the objective function and solve a modified training problem:
(1)
We use the 1 -norm Ψ(w) = λ w 1 for our method in particular, where λ > 0 is a hyperparameter that controls the rate of model compression (the larger λ is, the resulting model will be more compressed as more weight values will set to the zero value).
Note that the use of 1 -regularizer by itself does not automatically lead to sparse coding. We need an explicit mechanism that sets weight values to the zero value while solving Equation (1). The mechanism is called a proximal operator.
Proximal Operators
When we solve the training problem (1) for a deep neural network with a large dataset, the most popular optimization algorithms include stochastic subgradient descent [49] and its variants such as AdaGrad [50] , RMSProp [31] , and ADAM [32] . These methods use small subsamples of training examples B ⊂ {1, . . . , n}, called minibatches, to construct stochastic subgradients in forms of:
where g B (w) := 1 |B| ∑ i∈B ∇ (w; x i , y i ) and ∇Ψ(w) is a subgradient of Ψ(w). If we use the subgradient g(w) which includes the part ∇Ψ(w) from the regularizer for updating learning parameters w, it is unlikely that any updated weight value will be precisely the zero value, even though some values might be close to zero.
Instead, we consider a mechanism to set the weight values to the exact zero value whenever necessary, by means of the so-called proximal operator of a convex function Ψ(·). Given a vector z ∈ R p , the proximal operator of z with respect to Ψ is defined as
When Ψ(w) = λ w 1 , the regularizer we use for sparse coding, the proximal operator can be computed in a closed form independently for each component,
This operator is also known as the soft-thresholding operator [51] .
Optimization Algorithm
When the number of training examples n is not too large, say n ∼ 10k, we can solve the training problem with sparse coding (1) using proximal gradient descent [30, 52] , which updates the weight vector at the kth iteration by:
Here, η > 0 is the learning rate and G(w k ) is the full gradient involving all training examples,
The proximal gradient descent algorithm is capable of solving the regularized training problem (1) with Ψ(w) = λ w 1 , while optimally fixing irrelevant weights in w ∈ R p to the exact zero value. However, it will be too costly to use the method for large n, since it will require n back-propagation steps to compute the ∇ (w k ; x i , y i ) for all training examples in each update.
We suggest to use a minibatch gradient g B (w) in the proximal operator so that the update will be:
Due to the stochasticity in minibatch gradients, the behavior of the proximal gradient algorithm based on the update (2) will become less predictable, but some convergence results are available for the algorithm [53] [54] [55] (under the assumption that the loss function is convex and Lipschitz continuous in w, the objective function value converges to the optimal value with the rate O(k −1/2 ) in expectation).
We further consider the update (2) within the RMSProp [31] and ADAM [32] algorithms, arguably the two most popular methods for training deep neural networks. RMSProp uses adaptive learning rates computed differently on gradient components, while ADAM combines the idea of adaptive learning rates and that of the momentum method [56] to improve convergence and to escape saddle points. We integrate proximal operators with RMSProp and ADAM: the resulting algorithms are called Prox-RMSProp (Algorithm 1) and Prox-ADAM (Algorithm 2). We can conjecture that the search directions produced by Prox-ADAM will be more stable than those of Prox-RMSProp since the former uses compositions of minibatch gradients and momentum directions, not just noisy minibatch gradients as in the latter. We show in experiments that the behavior of Prox-ADAM is indeed more stable than that of Prox-RMSProp.
Algorithm 1. Prox-RMSProp Algorithm
Input: a learning rate η, a safeguard parameter > 0, β ∈ [0, 1): a decay rate Initialize the weight vector w ∈ R p ; v ← 0 (Init. 1st moment vector); t ← 0 (Init. timestep); while w t not converged do
Algorithm 2. Prox-ADAM Algorithm
Input: a learning rate η, a safeguard parameter > 0, β 1 , β 2 ∈ [0, 1): decay rates Initialize the weight vector w ∈ R p ;
Retraining
Once we have obtained a sparse model via sparse coding, we can consider an optional step to train the weights again without any regularization, starting from the previously trained weight values, while excluding the zero-valued weights from training. This type of retraining is known as debiasing [57] , which can be used to remove the unwanted reduction of weight values due to regularization. It has been shown that debiasing can improve the quality of estimation [58] , although it may undo some desired effect of regularization, e.g., the reduction of distortion caused by noise [59] . Our methods work well without retraining, but our experiments show that retraining can achieve further compression without sacrificing prediction accuracy.
Accelerated OpenCL Operations
In order to perform forward and backward computations of deep neural networks in an accelerated manner, we must use an efficient representation of sparse weight matrices, which can be also stored in a compact form to reduce memory footprint. In the previous research, sparse data structure and matrix operations have not been discussed fully enough [23] [24] [25] , due to the difficulty of using sparse matrix operations efficiently on GPUs. Therefore, implementations and testing were performed mainly on CPUs [23, 24] , or some vendor-specific support was used, e.g., the cuSPARSE library, which is not an open-source software and available only for NVIDIA hardware [25] .
In this section, we discuss the details how we implement sparse weight matrices and efficient sparse matrix operations for training deep neural networks with sparse coding, making use of our proposed algorithms. We base our discussion on the OpenCL-Caffe [65] software, an OpenCL-capable version of the favorite open source deep learning software Caffe [60] . We used OpenCL-Caffe with an open source OpenCL back-end library called ViennaCL [66] , which provides efficient implementations of basic linear algebra operations and some of the sparse matrix functionality.
Compressed Sparse Matrix
In Section 2, we discussed how we could apply sparse coding to fix the values of irrelevant learning weights of DNNs at zero. However, if the zero values are explicitly stored in memory, the model will use the same amount of memory as the original model without compression. That is, for model compression, we need a special data structure to store only the nonzero weight values in GPU memory.
For our implementation, we have considered several popular formats, in particular, DIA, ELL, CSR, and COO matrix formats to store the sparse weight matrices [61] (see Figure 1 for comparisons of the formats). Among these, DIA is suitable for the case when nonzero values are at a small number of diagonals, and ELL is for the case when matrix rows have similar numbers of nonzero entries. Since there is usually no particular pattern of zero entries in weight matrices produced by sparse coding, we have concluded that these formats are unsuitable.
The compressed sparse row (CSR) format is probably the most popular format for representing unstructured sparse matrices. This format stores column indices and nonzero values in indices and data, respectively, while in ptr it stores the indices where new rows begin. Compared to DIA and ELL, the CSR format can store variable numbers of nonzeros in rows efficiently. The coordinate (COO) format is similar to CSR, but operations on COO can be made simpler as it also stores row indices in row for every nonzero entry. The extra storage required by COO for the row indices appears to be less economical than CSR, as our target platforms include small embedded systems. Therefore, we conclude that the CSR format will be the best for representing compressed sparse weight matrices in small, GPU-enabled devices. In ViennaCL, the CSR format is implemented as the C++ class compressed_matrix, and we have adapted this class to implement our new matrix operations for forward/backward passes of deep neural networks. 
Sparse Matrix Multiplication in OpenCL
For training a deep neural network, we need efficient sparse matrix operations to deal with the compressed sparse weight matrices in the CSR format. To simplify notations, let us use W to denote the sparse weight matrix that coordinates the transfer between two consecutive DNN layers, we call the bottom and the top layers (bottom → top is the forward pass direction). Denoting by X B and X T the input from the bottom layer and the output to the top layer respectively and following the shapes and orders of matrices according to the original implementation of Caffe, we can summarize the matrix multiplications needed for the forward and the backward propagation steps as follows:
Here, X B and ∂Loss ∂X T are typically dense matrices, and therefore we essentially need two types of operations: dense×compressed (D × C in short), where is the matrix transpose operation, and dense×compressed (D × C in short). Unfortunately, these operations are not available in the current version of ViennaCL (accessed on 19 October 2018): there exist C × D and C × D operations in ViennaCL, so we could use a workaround (C × D ) = D × C , but this requires extra memory space for transposing the result of C × D . Furthermore, such a workaround is not available for D × C since (D × C) = C × D , and the transpose operation for compressed sparse matrices (C ) is not available in ViennaCL. As a solution, we provide two new dense-compressed matrix multiplications accelerated by OpenCL.
Dense × Compressed
In our implementation, this operation is used for computing forward propagation. This operation is well suited for GPU acceleration, since the compressed matrix stores nonzero elements rowwise, where we access the nonzero elements stored in the compressed matrix in a rowwise fashion to compute the inner product between a row of the dense matrix and a column of the compressed matrix. Figure 2 shows a sketch of the operation and our OpenCL kernel code to perform this multiplication on GPUs: an OpenCL thread group is assigned to each row of Dmat (dense matrix), and multiple threads in the group will handle the assigned columns, one thread per column. For each (row, col) pair, an inner product between the row in Dmat and the column in Cmat (compressed ) will be computed. In our discussion hereafter, we assume that Dmat and result matrices are stored in a rowwise fashion. The column memory access of Cmat equals to the row access of Cmat, and therefore we can use Cmat_row_ptrs to enumerate the nonzero elements corresponding to the variable col. Each thread can access only the required nonzero elements in consecutive memory locations, and therefore thread memory access will be coalesced, leading to efficient parallelism on GPUs. 
This dense-compressed matrix operation is required for backward propagation. Unlike the previous one, this operation is not ideally suited for GPU parallelism since the OpenCL kernel needs to access the Cmat matrix columnwise, while the nonzero entries of the compressed matrix are stored in a rowwise fashion. Unless we store an extra array for nonzero entries stored columnwise in the compressed matrix data structure, it is unavoidable that the memory access pattern will not coalesce. Still, we can design an OpenCL kernel to parallelize the computation for each (row, col) pair, as shown in Figure 3 . 
Prox Operator in OpenCL
The proximal operator discussed in Section 2.2 can be performed in parallel since the outcome can be computed elementwise, as shown in Equation (2) . ViennaCL has a collection of kernels for matrix unary elementwise operations, which provides a basis for implementing our own kernel. Our code in Figure 4 assigns thread groups to rows and threads in groups to columns, similar to the two OpenCL kernels we discussed above.
// split work rows to thread groups for ( unsigned int row = row_gid ; row < r e su l t_ ro w _s iz e ; row += ge t_num_ groups (0) ) { // split result cols between threads in a thread group for ( unsigned int col = col_gid ; col < r e su lt _ co l _s iz e ; col += ge t_loca l_size (0) 
Experiments
To show the effectiveness of our compression method for deep neural networks, we tested our method on four popular convolutional neural networks on image recognition tasks: (i) Lenet-5 on the MNIST dataset [4] and (ii) AlexNet [1], (iii) VGG16 [5] , and (iv) ResNet-32 [11] on the CIFAR-10 dataset [63] . In both datasets, we have used the original split of training and test data (MNIST has 28 × 28 grey-scaled images with no. of train/test examples = 60k/10k, and CIFAR-10 has 32 × 32 color images with train/test = 50k/10k). We fixed the number of training updates to 60k with a minibatch size of 128 (so that the effective number of example iterations will be 60k × 128) since the number was large enough for the resulting neural networks to reached known top prediction accuracy. We compared our proposed method based on 1 -regularized sparse coding (denoted by SpC), to the existing pruning method [23] (denoted by Pru) based on thresholding and retraining and the state-of-the-art method [33] (denoted by MM) based on the method of multipliers optimization algorithm. To initialize weight values, we have used the initialization from He et al. [64] , which is known to work well with neural networks containing the ReLU activation.
Our implementation is available as open-source software (https://github.com/sanglee/caffe-mcopencl).
Comparison of Training Algorithms
Our algorithms Prox-RMSProp (Algorithm 1) and Prox-ADAM (Algorithm 2) use random initialization and random minibatch examples in weight updates. Furthermore, model compression will impose statistical bias compared to the reference models without compression. Hence, it is natural to expect some variation if we repeat training with different random seeds.
Here, we compare our two algorithms in order to investigate how much variation they will exhibit in training, regarding test accuracy and compression rate (the ratio of the number of zero entries to the total number of learning parameters). We have trained Lenet-5 (MNIST), AlexNet (CIFAR-10), VGGNet (CIFAR-10), ResNet-32 (CIFAR-10) multiple times with different random seeds. Amongst the experiments, our algorithms showed the most distinctive characteristics on VGGNet, as shown in Figure 5 . Overall, Prox-ADAM showed smaller variance in both test accuracy and compression rate than Prox-RMSProp. This behavior is expected since the search directions produced by Prox-ADAM is more stable than those of Prox-RMSProp: in the former, the direction is a composition of a momentum direction (which brings stability) and a minibatch gradient direction, whereas in the latter it is solely based on a noisy minibatch gradient. For this reason, we chose Prox-ADAM for the rest of our experiments. 
Compression Rate and Prediction Accuracy
In the training problem with sparse coding (1), we use the 1 -regularizer Ψ(w) = λ w 1 where λ > 0 is a hyperparameter that determines the amount of compression (higher λ gives larger numbers of zero entries in w and thereby higher compression rate). Figure 6 shows test accuracy and compression rate of the four network-dataset pairs with respect to the change of the λ parameter value, for our sparse coding approach (Figure 6a , SpC) and the existing pruning approach (Figure 6b, Pru) . The test accuracy values of the reference networks (trained without sparse coding) are shown as the horizontal dotted lines. SpC: at small λ values, we can see that the test accuracy of compressed models is usually better than that of the reference models. This may happen when the reference model is overfitting the data and 1 regularization is mitigating the effect. When the test accuracy values of the compressed models were similar to those of the reference models (crossings of vertical and horizontal dotted lines), our method was able to remove about 90% of the weights (one exception was ResNet-32, for which both Pru and SpC without retraining showed poor compression). The plots also indicate that further compression will be possible if we are ready to sacrifice prediction accuracy by a small margin. Pru: test accuracy values drop much more rapidly as we increase the compression rate, compared to our sparse coding approach. Similar test accuracy to the reference model has been achieved with about 40% of compression in case of Lenet-5, but no compression was possible for AlexNet, VGGNet, and ResNet-32 if we wanted to achieve similar test accuracy to the reference model. 6 . Compression rate and test accuracy with respect to the change of the λ parameter value, for (a) our sparse coding approach Spc and (b) the existing pruning approach. Higher λ values result in more compression with a decrease in prediction accuracy. (a) Spc: using sparse coding, about 90% of model parameters can be compressed achieving similar prediction accuracy to the reference models (test accuracy is shown as the horizontal dotted lines, and their crossings with accuracy curves of compressed models are marked as vertical dotted lines); (b) Pru: the existing pruning approach does not compress the networks as much: about 40% compression for Lenet-5 but no compression for the other networks at the similar accuracy level to the reference model.
The Effect of Retraining
Compressed models can be debiased by means of an extra training the compressed networks, where the weights at the zero value are fixed and not updated during retraining. Figure 8 shows the prediction accuracy of the neural networks at different compression rates, comparing models produced by SpC and Pru, and their retrained versions, SpC(Retrain) and Pru(Retrain).
We can see that retraining is indeed a necessary step for the pruning approach (Pru) as previously known [23] , since otherwise compressed models show impractically low prediction performance. The pruning method with retraining, Pru(Retrain), shows similar prediction accuracy to our sparse coding method SpC (without retraining) up to a moderate compression rate. However, when the compression rate is very high, our method SpC clearly outperforms Pru(Retrain). In addition, retraining improves the prediction accuracy of our method SpC even further, especially when the compression rate is very high, which can be seen from the solid and dotted vertical lines where SpC and SpC(Retrain), respectively, achieve at least 99% of the reference accuracy with maximal compression. Therefore, for our sparse coding method SpC, retraining can be used when we aim for very high compression. Table 1 summarizes the compression and prediction results of all cases. The effect of retraining. The maximal compression rates where our methods SpC and SpC(Retrain) achieve at least 99% of the reference prediction accuracy are indicated by vertical lines (solid: SpC, dotted: SpC(Retrain)). Retraining is indeed required for Pru since otherwise high compression rate is not possible to achieve good prediction performance. On the contrary, our method SpC without retraining can achieve high accuracy at high compression. Retraining for SpC can be considered when we aim for very high compression. 
Comparison to the State-of-the-Art Approach
We also compare our method to the state-of-the-art network pruning approach based on the method of multipliers [33] , which we refer to as MM. In this method, one first duplicates the learning parameters w with an auxiliary variable θ, to convert the training regularization problem (1) into the following constrained optimization problem: min w∈R p ,θ∈R p L(w) + αΨ(θ), subject to w = θ,
where L(w) = 1 n ∑ n i=1 (w; x i , y i ) is the total loss and Ψ(θ) is a regularizer. Then MM constructs an augmented Lagrangian function L(w, θ, λ; µ) = L(w)
Here, λ ∈ R p is the Lagrange multipliers and µ > 0 is an auxiliary parameter. Then, MM iterates (i) the minimization of L (in terms of w and θ in an alternating fashion) and (ii) a gradient ascent step of L in λ, while driving µ → ∞.
Our approach has several benefits over the MM method. First, MM requires a pre-trained model to start network pruning, whereas our method can start from random weights. Second, due to the duplication of learning weights w ∈ R p by θ in Equation (3) and the introduction of the Lagrange multipliers λ ∈ R p , MM requires about double amount of memory for training than our method (ours: (w, ∇ w L(w)) and MM: (w, ∇ w L(w), θ, λ)). Third, the convergence of MM is quite sensitive to how we control learning rates and the auxiliary parameter µ → ∞ in the augmented Lagrangian, where our method has no such sensitivity. Table 2 shows the comparison between our method SpC and the state-of-the-art method MM, regarding two convolutional neural networks tested in the original paper [33] . Note that the comparison would be more favorable to MM because MM is allowed (i) to start from the state-of-the-art pretrained models and (ii) to use different solvers and auxiliary parameter control strategies as in the original paper [33] . Nevertheless, our method SpC shows a competent compression performance even though its compressed learning starts from random weight values. Table 2 . Comparison between our method SpC and the state-of-the-art MM. For MM, we used the hyperparameters and the best pretrained models as a starting point following the original paper [33] . Note that our method SpC starts from random weights and does not require complicate control of the auxiliary parameter µ.
Network (Data)
Lenet-5 (MNIST) ResNet32 (CIFAR10) Figure 8 shows the convergence behavior of SpC and MM. The compression is performed every update in SpC and every 4k updates in MM, and therefore the compression rate convergence may look smoother in MM. (In fact, it is another tuning parameter in MM how often it performs weight compression, and we found that the algorithm is quite sensitive to different choices.) However, our method SpC achieves the top compression rate and test accuracy much faster than MM. Therefore, our method suits better for embedded systems where we can afford only a few thousand training iterations due to time and energy constraints.
Method

Performance on Embedded Systems
We also tested our suggested framework in an embedded system, which has a similar spec to the Samsung Galaxy S7 smartphone (Seoul, Korea). Our test system has six-core 64-bit ARM CPU, 4 GB main memory, ARM Mali-T860 GPU, OpenCL 1.2 support, and Ubuntu 16.04 operating system. In this case, we are interested in the inference time comparison between full reference models and compressed models, since in the latter the weights are stored in a compact form and will be computed with sparse matrix operations, and therefore some speedups can be expected. Table 3 shows the results on the test embedded system, also making a comparison to the results on a workstation with an NVIDIA GPU. Despite that we have achieved some speedup, it seems to fall short considering the size of compressed models. One reason is that the compressed convolution filters have irregular nonzero patterns for which full GPU acceleration is difficult. We plan to investigate this issue further in our future research. 
Conclusions
In this paper, we proposed an efficient model compression framework for deep neural networks based on sparse coding with 1 regularization, proximal algorithms, debiasing, and compressed computation of sparse weights using OpenCL. We believe that our method will be more versatile for embedded system applications than the previous methods as it does not require a pre-trained model as an input, while it can produce competent compressed models. 
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Appendix A. Layer-Wise Compression Rate
Here, we check the compression rates of each layer of the three networks, Lenet-5, AlexNet, and VGGNet when we apply our sparse coding methods SpC and SpC(Retrain). We chose the regularization parameter value λ for each method so that the compressed models achieved at least 99% of the test accuracy of the reference model while maximizing compression rates among trials.
Tables A1-A4 show the results. We can again confirm our discussion in the previous experiments that our method without retraining, SpC, provides superb compression rate being on par with the reference model in prediction accuracy. SpC showed compression rates: Lenet-5 (96.9%), AlexNet (90.65%), VGGNet (94.41%), and ResNet (20.67%). Further compression was also possible with retraining. SpC(Retrain) showed compression rates: Lenet-5 (97.16%), AlexNet (97.88%), VGGNet (98.13%), and ResNet (87.50%), while prediction accuracy values of compressed models were similar or slightly improved from those of SpC. From the tables, we can also observe that the layers that are near the input and the output layers are compressed less than the other layers in the middle. One could use such information to redesign and optimize the architecture of the neural networks for better computational efficiency. Table A1 . Layer-wise compression of lenet-5 (MNIST dataset). NNZ stands for number of non-zeros.
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SpC Table A2 . Layer-wise compression of AlexNet (CIFAR-10 dataset).
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Layers NNZ / Total Weights Compression Rate NNZ / Total Weights Compression Rate Table A3 . Layer-wise compression of VGGNet (CIFAR-10 dataset). Table A4 . Layer-wise compression of ResNet32 (CIFAR-10 dataset).
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