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The Virasoro conjecture for Gromov-Witten invariants
E. Getzler
Abstract. The Virasoro conjecture is a conjectured sequence of relations
among the descendent Gromov-Witten invariants of a smooth projective vari-
ety in all genera; the only varieties for which it is known to hold are a point
(Kontsevich) and Calabi-Yau manifolds of dimension at least three. We review
the statement of the conjecture and its proof in genus 0, following Eguchi, Hori
and Xiong.
1. Introduction
Now that there exist rigourous constructions of Gromov-Witten invariants of
smooth projective varieties overC (and more generally, of compact symplectic mani-
folds), there is growing interest in calculating them and studying their properties.
One of the most intriguing conjectures in the subject is the Virasoro conjecture of
Eguchi, Hori and Xiong [12].
Let V be a smooth projective variety; the Gromov-Witten invariants of V
〈τk1 (x1) . . . τkn(xn)〉
V
g,β ∈ Q
are parametrized by cohomology classes xi ∈ H
•(V,Q), natural numbers ki, a
genus g ≥ 0 and a degree β ∈ H2(V,Z). These invariants are multilinear in the
cohomology classes xi and graded symmetric under simultaneous permutation of
xi and ki. We recall the definition of the Gromov-Witten invariants in Section 2.
Gromov-Witten invariants where all ki are zero are called primary; they have
an interpretation as the “number” (in a suitable sense) of algebraic curves of genus g
and degree β in V which meet n sufficiently generic cycles representing the Poincare´
duals of the cohomology classes xi (see Ruan [38]).
Gromov-Witten invariants in which some (or all) of the numbers ki are positive
are called descendent ; these do not admit so easily of an enumerative interpretation.
In genus 0 and 1, decsendent Gromov-Witten invariants may be expressed in terms
of the primary Gromov-Witten invariants, by means of the topological recursion
relations [31, 20]. In higher genus, this is no longer the case: using topological
recursion relations, one can express genus 2 Gromov-Witten invariants in terms
of those with k1 + · · · + kn ≤ 1 (see [20]), but no better. (It is likely that one
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can express genus g descendent Gromov-Witten invariants in terms of those with
k1 + · · ·+ kn < g.)
The most complete calculations of Gromov-Witten invariants have been made
for projective spaces. There are recursion relations among the primary Gromov-
Witten invariants in genus 0 and in genus 1 which determine these invariants com-
pletely, and which follow respectively from the WDVV equation and its analogue
in genus 1 (see [19]). But already in genus 2, the only known recursion relations
involve both the primary Gromov-Witten invariants and the descendent Gromov-
Witten invariants with k1 + · · ·+ kn = 1 (Belorusski-Pandharipande [4]).
Bearing the above facts in mind, it is not surprising that any conjecture in-
volving Gromov-Witten invariants in all genera, such as the Virasoro conjecture,
involves the consideration of descendent Gromov-Witten invariants. We now turn
to the formulation of this conjecture.
1.1. The Novikov ring. We employ the notation of Witten’s foundational
paper [39], except that we explicitly introduce the Novikov ring Λ of V . Let
H+2 (V,Z) denote the semi-group of H2(V,Z) which is the image under the cycle
map of the semigroup of effective algebraic 1-cycles ZE1(V ) on V . The Novikov
ring is
Λ =
{
a =
∑
β∈H2(V,Z)
aβq
β
∣∣∣ supp(a) ⊂ β0 +H+2 (V,Z) for some β0 ∈ H2(V,Z)
}
,
with product qβ1qβ2 = qβ1+β2 and grading deg
(
qβ
)
= −2c1(V ) ∩ β. The product
on Λ is well-defined, since for any smooth projective variety V with Ka¨hler form
ω, the set {β ∈ H+2 (V,Z) | ω ∩ β ≤ c} is finite for each c > 0. By working over the
Novikov ring, we may combine the Gromov-Witten invariants in different degrees
into a single generating function:
〈τk1 (x1) . . . τkn(xn)〉
V
g =
∑
β∈H+
2
(V,Z)
qβ〈τk1(x1) . . . τkn(xn)〉
V
g,β .
1.2. The large phase space H(V ). If V is a smooth projective variety, let
{γa | a ∈ A} be a basis for H(V ) = H
•(V,C); denote by 0 ∈ A a distinguished
index with γ0 = 1 ∈ H
0(V,C). We suppose that this basis is homogeneous with
respect to the Hodge decomposition: each γa is in H
pa,qa(V ) for some pa and qa.
Let H(V ) be the formal superscheme over Λ obtained by completing the affine
superspace H(V ) at 0; in the physics literature, it is called the small phase space.
This formal superscheme has coordinates {ua | a ∈ A}; denote the vector field
∂/∂ua on H(V ) by ∂a. This is the superscheme on which the Gromov-Witten
invariants in genus 0 define the structure of a Frobenius supermanifold (Section 5).
More important for us will be an infinite-dimensional formal superschemeH(V )
defined over Λ which is obtained by completing the affine superspace
H•S1(V,C)
∼= H(V )[ω], ω ∈ H2S1 ,
at 0; physicists call this the large phase space. This formal superscheme has coor-
dinates {tam | a ∈ A,m ≥ 0}; denote the vector field ∂/∂t
a
m on H(V ) by ∂m,a.
Note that if Hodd(V,C) = 0, then both H(V ) and H(V ) are formal schemes
over Λ, since in that case all coordinates have even Z/2-grading.
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In writing formulas in the coordinate systems {ua} and {tam}, we always assume
the summation convention over indices a, b, · · · ∈ A, using the non-degenerate inner
product ηab =
∫
V
γa ∪ γb and its inverse η
ab to raise and lower indices as needed.
1.3. The Gromov-Witten potential. The genus g Gromov-Witten poten-
tial of V is the function on the superscheme H(V ) defined by the formula
〈〈 〉〉Vg =
∞∑
n=0
1
n!
∑
k1...kn
a1...an
tankn . . . t
a1
k1
〈τk1,a1 . . . τkn,an〉
V
g ,
where τk,a is an abbreviation for τk(γa). (The peculiar ordering of the variables t
ai
ki
reflects the potential presence of odd-dimensional cohomology classes on V .)
The total Gromov-Witten potential is
Z(V ) = exp
(∑
g≥0
~g−1〈〈 〉〉Vg
)
.(1.1)
This potential does not lie in any space of functions on H(V ): rather, it defines a
line bundle on H(V ), whose sections are objects of the form
∞∑
k=−∞
~kfk · Z(V ), fk ∈ OH(V ).
This line bundle has a flat connection, given by the formula
∂m,a
( ∞∑
k=−∞
~kfk · Z(V )
)
=
∑
k
~k
(
∂m,afk +
∞∑
g=0
〈〈τm,a〉〉
V
g fk−g+1
)
· Z(V ).
We will refrain from mentioning this line bundle again, and pretend that Z(V ) is
actually a function on H(V ).
1.4. The statement of the conjecture. In [12], Eguchi et al. introduce a
sequence of differential operators Lk, k ≥ −1, on the formal superscheme H(V ) (or
rather, on the line bundle associated to the section Z(V )). To state the formulas
for the operators Lk, we need some more notation.
Let Rba be the matrix associated to multiplication on H(V ) by the first Chern
class c1(V ) (or equivalently, anticanonical class −KV ) of V , defined by
Rbaγb = c1(V ) ∪ γa.
Let µ be the diagonal matrix with entries
µa = pa −
r
2 ,
where r = dimC(V ). Let [x]
k
i = ek+1−i(x, x + 1, . . . , x + k), where ek is the kth
elementary symmetric function of its arguments; thus,
k+1∑
i=0
si[x]ki = (s+ x)(s + x+ 1) . . . (s+ x+ k).
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The differential operators Lk are defined by the following formula:
Lk =
k+1∑
i=0
(
~
2
−1∑
m=i−k
(−1)m[µa+m+
1
2 ]
k
i (R
i)ab∂−m−1,a∂m+k−i,b(1.2)
− [3−r2 ]
k
i (R
i)b0∂k−i+1,b +
∞∑
m=0
[µa+m+
1
2 ]
k
i (R
i)bat
a
m∂m+k−i,b
)
+ 12~ (R
k+1)abt
a
0t
b
0 +
δk,0
48
∫
V
(
(3− r)cr(V )− 2c1(V )cr−1(V )
)
.
(It is understood that ∂a,m vanishes if m < 0.) All of these operators are quadratic
expressions in the operators of multiplication by tam and differentiation ∂m,a.
The formula for the first of these operators L−1 is far simpler than the others,
and does not involve the coefficients µa and R
b
a:
L−1 = −∂0,0 +
∞∑
m=1
tam∂m−1,a +
1
2~
ηabt
a
0t
b
0.(1.3)
This operator and L0 are first-order differential operators, whereas Lk is a second-
order differential operator for k > 0.
In the original paper [12], the operators Lk were only introduced for V a
Grassmannian; the above extension may be found in [13] and is due to S. Katz.
We may now state the Virasoro conjecture [12, 13].
Virasoro Conjecture. If V is a smooth projective variety over C,
LkZ(V ) = 0 for all k ≥ −1.
The reason that this conjecture is called the Virasoro conjecture is that the
operators Lk satisfy the commutation relations
[Lk, Lℓ] = (k − ℓ)Lk+ℓ,(1.4)
and thus form a Lie subalgebra of the Virasoro algebra isomorphic to the Lie algebra
of polynomial vector fields on the line, with basis
Lk = −ζ
k+1 ∂
∂ζ
.
In particular, the proof of the commutation relation [L1, L−1] = 2L0 depends on
the Hirzebruch-Riemann-Roch theorem.
Granted the commutation relations (1.4), we have
Lk =
(−1)k−2
(k − 2)!
ad(L1)
k−2L2, k ≥ 2;
together with the formula L1 = −
1
3 [L−1, L2], this shows that the Virasoro con-
jecture is equivalent to the formulas L−1Z(V ) = 0 and L2Z(V ) = 0. However,
this observation appears to be of little practical importance in understanding the
conjecture.
1.5. What is known. Very little headway has been made in the proof of the
Virasoro conjecture. In this section, we summarize what is presently known; we
present more details of all but the work of Dubrovin and Zhang [10] in genus 1 in
later sections.
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The Virasoro conjecture in genus 0 is a formal consequence of simple properties
of the Gromov-Witten invariants in genus 0; we give a new proof based on the sketch
in [12] in Section 4.
The original Virasoro conjecture, in the special case where V is a point, was
discovered by Dijkgraaf, Verlinde and Verlinde [6]; their work was one of the main
influences which led to the formulation of the general conjecture. They showed that
in this case, the conjecture is equivalent to Witten’s conjecture [39] relating the
Gromov-Witten potential of a point to the KdV hierarchy; a way to prove both of
these conjectures was given by Kontsevich [29].
Recently, Dubrovin and Zhang [10] have conjectured that for any V whose small
phase space H(V ) is a semisimple Frobenius manifold (a condition on the genus 0
Gromov-Witten invariants of V , satisfied, for example, if V is a Grassmannian),
there is a unique hierarchy compatible with the Virasoro conjecture in the same
way that Witten’s conjecture is compatible with the Virasoro conjecture for a point.
They have constructed this hierarchy up to genus 1, and used it to give a proof of
the Virasoro conjecture in genus 1 for such varieties.
The other piece of evidence which led to the formulation of the Virasoro conjec-
ture is that the equations L−1Z(V ) = 0 and L0Z(V ) = 0 hold for arbitrary V . The
proofs, due respectively to Witten [39] and Hori [26], will be recalled in Sections
2.5 and 2.9.
The Virasoro conjecture simplifies greatly for Calabi-Yau manifolds (projective
varieties for which c1(V ) = 0 and H
1(V,C)), since in that case, the matrix Rba
vanishes, and, for k > 0,
Lk = −
Γ
(
µa+
5−r
2
)
Γ( 3−r
2
)
∂k+1,0 +
∞∑
m=0
Γ(µa+m+k+
3
2
)
Γ(µa+m+
1
2
)
tam∂m+k,a
+ ~2
−1∑
m=−k
(−1)m
Γ(µa+m+k+
3
2
)
Γ(µa+m+
1
2
)
ηab∂−m−1,a∂m+k,b.
We prove in Section 7 that the Virasoro conjecture holds in genus g > 0 for Calabi-
Yau manifolds of dimension at least 3, by purely dimensional arguments. It follows
that the conjecture yields no constraints on the Gromov-Witten invariants in such
dimensions.
We close with one last piece of “evidence” for the Virasoro conjecture. For a
general smooth projective variety V , we may extract the coefficient of q0 from the
formula for zk,g, and it turns out [22] that the resulting equation depends on V
only through its dimension r. The resulting equations are empty if r > 2, but for
curves and surfaces, we obtain the following interesting implications of the Virasoro
conjecture (independent of the curve, respectively surface, in question):
(1) for curves, if 2g + n− 3 = k1 + · · ·+ kn, then∫
Mg,n
Ψk11 . . .Ψ
kn
n λg =
(2g + n− 3)!
k1! . . . kn!
∫
Mg,1
Ψ2g−21 λg .
(2) for surfaces, g + n− 2 = k1 + · · ·+ kn and ki > 0,∫
Mg,n
Ψk11 . . .Ψ
kn
n λgλg−1 =
(2g − 1)!!(2g + n− 3)!
(2g − 1)!(2k1 − 1)!! . . . (2kn − 1)!!
∫
Mg,1
Ψg−11 λgλg−1.
Remarkably, the second of these formulas had earlier been conjectured, in an
entirely different context, by Faber [16]; he has proved it in genera up to 15.
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2. The definition of Gromov-Witten invariants
2.1. Stable maps. The Gromov-Witten invariants of a projective manifold
reflect the intersection theory of the moduli spaces of stable maps Mg,n(V, β),
whose definition we now recall.
Let V be a smooth projective variety. (In this paper, all varieties are defined
over C.) A prestable map
(f : C → V, z1, . . . , zn)
of genus g ≥ 0 and degree β ∈ H+2 (V,Z) with n marked points consists of the
following data:
1. a connected projective curve C of arithmetic genus g = h1(C,OC), whose
only singularities are ordinary double points,
2. n distinct smooth points (z1, . . . , zn) of C;
3. an algebraic map f : C → V , such that the cycle f∗[C] ∈ H
2(V,Z) equals β.
If C˜ is the normalization of C, the special points in C˜ are the inverse images of the
singular and marked points of C. (Note that the degree of f : C → V equals 0 if
and only if its image is a single point.)
A prestable map (f : C → V, z1, . . . , zn) is stable if it has no infinitesimal
automorphisms fixing the marked points. The condition of stability is equivalent
to the following: each irreducible component of C˜ of genus 0 on which f has degree
0 has at least 3 special points, while each irreducible component of C˜ of genus 1 on
which f has degree 0 has at least 1 special point. In particular, there are no stable
maps of genus g and degree 0 with n marked points unless 2(g − 1) + n > 0.
2.2. The moduli stack Mg,n(V, β) of stable maps. LetMg,n(V, β) be the
moduli stack of n-pointed stable maps of genus g and degree β, introduced by
Kontsevich [30]. Behrend and Manin [3] show thatMg,n(V, β) is a proper Deligne-
Mumford stack (though not in general smooth). When n = 0, we write Mg(V, β)
instead of Mg,n(V, β).
An important role in the theory is played by the map
π :Mg,n+1(V, β) −→Mg,n(V, β).(2.1)
This is the operation which forgets the last point zn+1 of a stable map (f : C →
V, z1, . . . , zn+1), leaving a prestable map (f : C → V, z1, . . . , zn), and contracts
any rational component of C on which f has zero degree and which obstructs the
stability of (f : C → V, z1, . . . , zn). Behrend and Manin show that π is a flat map,
whose fibre at (f : C → V, z1, . . . , zn) may be identified in a natural way with
the curve C; this identifies Mg,n+1(V, β) with the universal curve Cg,n(V, β) over
Mg,n(V, β).
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2.3. The virtual fundamental class. Denote by f : Cg,n(V, β) → V the
universal stable map, defined by sending the stable map (f : C → V, z1, . . . , zn+1)
to f(zn+1). If the sheaf R
1π∗f
∗TV vanishes, the Grothendieck-Riemann-Roch
theorem implies that the stack Mg,n(V, β) is smooth, of dimension
vdimMg,n(V, β) = (3− r)(g − 1) + c1(V ) ∩ β + n.(2.2)
In general, we call this number the virtual dimension of Mg,n(V, β).
The hypothesis R1π∗f
∗TV = 0 is rarely true. However, there is an algebraic
cycle
[Mg,n(V, β)]
virt ∈ H2 vdimMg,n(V,β)(Mg,n(V, β),Q),
the virtual fundamental class, which stands in for [Mg,n(V, β)] in the general case;
this cycle is constructed in Behrend [1], and in Li and Tian [34]. It is the existence
of this cycle which gives rise to the Gromov-Witten invariants.
One of the main properties of the virtual fundamental class is the following
formula (Axiom IV, Behrend [1]):
π∗[Mg,n(V, β)]
virt = [Mg,n+1(V, β)]
virt.(2.3)
In particular, if vdimMg(V, β) < 0, we see that [Mg,n(V, β)]
virt = 0 for all n ≥ 0.
2.4. Gromov-Witten invariants. The projection (2.1) has n canonical sec-
tions
σi :Mg,n(V, β) −→ Cg,n(V, β),
corresponding to the n marked points of the curve C. Let
ω = ωCg,n(V,β)/Mg,n(V,β)
be the relative dualizing sheaf; the line bundle Ωi = σ
∗
i ω has fibre T
∗
ziC at the
stable map (f : C → V, z1, . . . , zn). Let Ψi be the cohomology class c1(Ωi).
Let ev :Mg,n(V, β)→ V
n be evaluation at the marked points:
ev : (f : C → V, z1, . . . , zn) 7−→
(
f(z1), . . . , f(zn)
)
∈ V n.
If x1, . . . , xn are cohomology classes of V , we define the Gromov-Witten invariants
by the formula
〈τk1 (x1) . . . τkn(xn)〉
V
g,β =
∫
[Mg,n(V,β)]virt
Ψk11 . . .Ψ
kn
n ∪ ev
∗(x1 ⊠ · · ·⊠ xn).
In addition to the generating functions 〈〈 〉〉Vg considered in the introduction, we
will also work with the functions
〈〈τk1,a1 . . . τkn,an〉〉
V
g = ∂k1,a1 . . . ∂kn,an〈〈 〉〉
V
g ∈ OH(V ),
which equal 〈τk1,a1 . . . τkn,an〉
V
g at 0 ∈ H(V ).
2.5. Puncture equation. Witten [39] proves the following equations:
〈τ0,0τk1,a1 . . . τkn,an〉
V
g,β =
n∑
i=1
〈τk1,a1 . . . τki−1,ai . . . τkn,an〉
V
g,β .(2.4)
In degree zero, there is one exceptional case:
〈τ0,0τ0,aτ0,b〉
V
0,0 = ηab.(2.5)
These equations are a simple consequence of the geometry of the divisors associated
to the line bundles Ωi (cf. [31, 20]), combined with (2.3).
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Together, (2.4) and (2.5) are equivalent to the sequence of equations
〈〈τ0,0〉〉
V
g =
∞∑
m=1
tam〈〈τm−1,a〉〉
V
g +
1
2δg,0ηabt
a
0t
b
0.
We may combine these into a single equation by multiplying by ~g−1 and summing
over g: (
−∂0,0 +
∞∑
m=1
tam∂m−1,a
)( ∞∑
g=0
~g−1〈〈 〉〉Vg
)
+
1
2~
ηabt
a
0t
b
0 = 0.
In terms of the Gromov-Witten potential Z(V ), this becomes a homogeneous first-
order linear differential equation, known as the puncture equation (or alternatively,
the string equation):(
−∂0,0 +
∞∑
m=1
tam∂m−1,a +
1
2~
ηabt
a
0t
b
0
)
Z(V ) = 0.
The differential operator on the left-hand side of this equation is precisely the
operator L−1 of (1.3); thus, the puncture equation L−1Z(V ) = 0 is actually a part
of the Virasoro conjecture.
2.6. Divisor equation. If ω ∈ H2(V,C), let Rba(ω) be the matrix of multi-
plication by ω on H(V ): ω ∪ γa = R
b
a(ω)γb. By the same method as the puncture
equation is proved, Hori [26] proves the divisor equation
〈τ0(ω)τk1,a1 . . . τkn,an〉
V
g,β =
(
ω ∩ β
)
· 〈τk1,a1 . . . τkn,an〉
V
g,β(2.6)
+
n∑
i=1
Rbai(ω)〈τk1,a1 . . . τki−1,b . . . τkn,an〉
V
g,β .
In degree zero, there are two exceptional cases:
〈τ0(ω)τ0,aτ0,b〉
V
0,0 = Rab(ω) and 〈τ0(ω)〉
V
1,0 =
1
24
∫
V
ω ∪ cr−1(V ).
2.7. Dilaton equation. Witten also proves the following equations in [39]:
〈τ1,0τk1,a1 . . . τkn,an〉
V
g = (2g − 2 + n)〈τk1,α1 . . . τkn,αn〉
V
g .
In degree zero, there is one exceptional case:
〈τ1,0〉
V
1,0 =
χ(V )
24
.
As in the discussion of the puncture equation, these equations may be combined
into a first-order differential equation(
D +
χ(V )
24
)
Z(V ) = 0,
called the dilaton equation, where D is the differential operator
D = −∂1,0 +
∞∑
m=0
tam∂m,a + 2~
∂
∂~
.(2.7)
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2.8. A characteristic number. Let us introduce an abbreviation for the
constant term of L0 in (1.2):
ρ(V ) =
1
48
∫
V
(
(3− r)cr(V )− 2c1(V )cr−1(V )
)
.
This characteristic number behaves as follows under products:
ρ(V ×W ) = ρ(V )χ(W ) + χ(V )ρ(W )− 116χ(V )χ(W ).
Note that ρ(V ) vanishes for Calabi-Yau threefolds, hinting at the special role which
they play in the theory.
2.9. Hori’s equation. Because the dilaton operatorD involves differentiation
with respect to the parameter ~, it is not a vector field on the large phase space
H(V ). By judiciously combining it with the equations for the virtual dimension
of the moduli spaces Mg,n(V, β) and with the divisor equation, Hori [26] was able
to construct from it a first-order differential operator on H(V ) which annihilates
the Gromov-Witten potential Z(V ). As in the introduction, let us write Rba for the
matrix Rba(c1(V )).
Theorem 2.1. We have L0Z(V ) = 0, where L0 is the differential operator
L0 = −
1
2 (3− r)∂1,0 +
∞∑
m=0
(µa+m+
1
2 )t
a
m∂m,a −R
b
0∂0,b +
∞∑
m=1
Rbat
a
m∂m−1,b
+
1
2~
Rabt
a
0t
b
0 + δk,0ρ(V ).
Proof. The formula (2.2) for the dimension of the virtual fundamental class
of Mg,n(V, β) implies the following equations among Gromov-Witten invariants:
n∑
i=1
(pαi+ki − 1)〈τk1,a1 . . . τkn,an〉
V
g,β = vdimMg(V, β) · 〈τk1,a1 . . . τkn,an〉
V
g,β
In order to eliminate the dependence on the degree β, we subtract the divisor
equation (2.6) with ω = c1(V ), obtaining the differential equation
( ∞∑
m=0
(pa+m− 1)t
a
m∂m,a −R
b
0∂0,b +
∞∑
m=1
Rbat
a
m∂m−1,a
+
1
2~
Rabt
a
0t
b
0 −
1
24
∫
V
c1(V ) ∪ cr−1(V ) + (r − 3)~
∂
∂~
)
Z(V ) = 0.
It only remains to eliminate the coefficient of ∂/∂~ in this operator, by adding
1
2 (3− r) times the dilaton equation.
The operators L−1 and L0 satisfy the commutation relation [L0, L−1] = L−1.
Motivated by this relation, Eguchi et al. were led to introduce the sequence of
differential operators Lk, k > 0, of (1.2).
Theorem 2.2. The sequence of differential operators Lk, k > 0, of (1.2) sat-
isfy the Virasoro commutation relations (1.4).
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Before giving the proof, we need a small amount of quantum field theory. Let
Ψ be the space of pseudodifferential operators on the affine line with coordinate z,
that is, expressions of the form
P =
∞∑
n=−∞
pn(z)∂
n,
where pn(z) ∈ C[z]. Let ϕ(z) be the generating function (or free field)
ϕa(z) =
∞∑
m=0
Γ(12 )
Γ(m+ 32 )
zm+
1
2 tam − ~
∞∑
m=0
Γ(m+ 12 )
Γ(12 )
z−m−
1
2 ηab∂m,b −
4
3δ
a
0z
3/2.
(2.8)
Definition 2.3. A differential operator δ on the large phase space H(V ) has
symbol σ(δ) ∈ Ψ⊗ End(H(V )) if σ(δ)ϕ(z) + [δ, ϕ(z)] = 0.
This definition is justified by the following two lemmas.
Lemma 2.4. If σ(δ) = 0, then δ is a multiple of the identity operator.
Proof. If σ(δ) = 0, then δ must commute with all of the coefficients of the
fields ϕa(z). Any such operator lies in the center of the algebra of differential
operators, whence the lemma.
Lemma 2.5. The symbol of [σ(δ1), σ(δ2)] equals [δ1, δ2].
Proof. [σ(δ1), σ(δ2)]ϕ(z) + [[δ1, δ2], ϕ(z)]
= σ(δ1)σ(δ2)ϕ(z)− σ(δ2)σ(δ1)ϕ(z) + [δ1, [δ2, ϕ(z)]]− [δ2, [δ1, ϕ(z)]]
= −σ(δ1)[δ2, ϕ(z)] + σ(δ2)[δ1, ϕ(z)] + [δ1, [δ2, ϕ(z)]]− [δ2, [δ1, ϕ(z)]]
= −[δ2, σ(δ1)ϕ(z) + [δ1, ϕ(z)]] + [δ1, σ(δ2)ϕ(z) + [δ2, ϕ(z)]] = 0.
The reader may have observed that the formulas for the field ϕ(z) and the
operators Lk and D simplify if we rewrite them in terms of the shifted coordinates
t˜am =
{
t01 − 1, m = 1, a = 0,
tam, otherwise.
For example, the formulas for L−1 and D become simply
L−1 =
∞∑
m=1
t˜am∂m−1,a +
1
2~
ηab t˜
a
0 t˜
b
0 , D =
∞∑
m=0
t˜am∂m,a + 2~
∂
∂~
,
while that for ϕ(z) becomes
ϕa(z) =
∞∑
m=0
Γ(12 )
Γ(m+ 32 )
zm+
1
2 t˜am − ~
∞∑
m=0
Γ(m+ 12 )
Γ(12 )
z−m−
1
2 ηab∂m,b.
The explanation of this is as follows: consider the Lie superalgebra g of differential
operators on H(V ) quadratic in the operators ∂m,a and t
a
m. This Lie superalgebra
has an increasing sequence of subspaces, define inductively by
Fkg = {A ∈ g | [L−1, A] ∈ Fk−1g}, where F−1g = 〈1, L−1〉.
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By induction on k, we may show that [Fkg, Fℓg] ⊂ Fk+ℓg, and hence that the union
F∞g =
∞⋃
k=0
Fkg
is a Lie sub-superalgebra of g. Let D = z∂. One may show [21] that every element
of F∞g has a symbol of the form
σ(δ) =
∞∑
k=0
fk(D)∂
k ∈ Ψ⊗ End(H(V )),(2.9)
where fk(D) ∈ End(H(V ))[D] satisfies fk(−t) = (−1)
k+1f∗k (t − k). The space
of such pseudodifferential operators forms a Lie superalgebra, of which F∞g is a
central extension, associated to the two-cocycle
(2.10) c(f(D)∂k, g(D)∂ℓ) =
δk+ℓ,0
2(k−1∑
m=0
Str
(
f(m− k + 12 )g(m+
1
2 )
)
−
−k−1∑
m=0
Str
(
f(m+ 12 )g(m− k +
1
2 )
))
,
where Str is the supertrace (the difference of the traces on the even and odd degree
subspaces of H(V )). This two-cocyle is calculated using the natural section σ−1 of
the symbol map
σ−1
(
f(D)∂k
)
=
~
2
−k−1∑
m=0
(−1)mηabf
(
m+ 12
)
b
a∂m,c∂−k−m−1,b(2.11)
−
∞∑
m=(−k)+
f
(
m+ 12
)
b
a t˜
a
m+k∂m,b
+
1
2~
k−1∑
m=0
(−1)m+1ηbcf
(
m− k + 12
)
b
at˜
a
mt˜
c
k−m−1.
Proof of Theorem 2.2. Let µ be the diagonal matrix µba = δ
b
aµa, and let R
be the matrix with entries Rba. Then
Lk = −σ
−1
(
(z + µ∂−1 +R)k+1∂
)
+ δk,0ρ(V ) ∈ Fkg ⊂ F∞g.(2.12)
Since σ(Lk) = −(z + µ∂
−1 +R)k+1∂, we see that
[σ(Lk), σ(Lℓ)] = (k − ℓ)σ(Lk+ℓ),
and hence that
[Lk, Lℓ] = (k − ℓ)Lk+ℓ + c(σ(Lk), σ(Lℓ))− 2δk+ℓ,0ρ(V ),
where c is the two-cocyle of (2.10).
It remains to show that
c(σ(Lk), σ(Lℓ)) = 2δk+ℓ,0ρ(V ).(2.13)
We have
c(σ(Lk), σ(Lℓ)) = c
(
(z + µ∂−1 +R)k+1∂, (z + µ∂−1 +R)ℓ+1∂
)
.
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Since the matrix R raises degree while z + µ∂−1 preserves degree, terms involving
R do not contribute to the supertrace, showing that
c(σ(Lk), σ(Lℓ)) = c
(
(z + µ∂−1)k+1∂, (z + µ∂−1)ℓ+1∂
)
.
Since (z + µ∂−1)k+1∂ = (D+ µ)(D+ µ− 1) . . . (D+ µ− k)∂−k, the formula (2.10)
for the cocycle c shows that c(σ(Lk), σ(Lℓ)) vanishes unless k + ℓ = 0 and |k| = 1,
and that
c(σ(L1), σ(L−1)) = c((D + µ)(D + µ− 1)∂
−1, ∂) = − 12 Str
(
µ2 − 14
)
.
Eq. (2.13) is now a consequence of the following formula of Libgober and Wood
[35] (cf. Borisov [5]).
Proposition 2.6.
Str
(
µ2
)
=
1
12
∫
V
(
rcr(V ) + 2c1(V )cr−1(V )
)
Proof. Let χt(V ) =
∑r
p=0 t
pχ(V,Ωp) be the Hirzebruch characteristic, and
write h(t) = χ−t(V ). We have
Str
(
µ2
)
=
r∑
p=0
(
p− r2
)2
(−1)pχ(V,Ωp) =
(
t
d
dt
−
r
2
)2
h(1)
= h¨(1) + (1− r)h˙(1) +
r2
4
h(1).
By the Hirzebruch-Riemann-Roch theorem,
h(t) =
∫
V
Todd(V )
r∑
p=0
(−t)p ch(ΛpT ∗V ).
Introducing the Chern roots c(V ) = (1 + x1) . . . (1 + xr) of V , we see that
h(1 + t) =
∫
V
r∏
i=0
xi
1− e−xi
r∑
p=0
(−1)p(1 + t)p
∑
i1<···<ip
e−xi1−···−xip
=
∫
V
r∏
i=0
xi
1− e−xi
(1− (1 + t)e−xi) =
∫
V
r∏
i=0
(
xi − t
∞∑
k=0
Bk
k!
xki
)
.
We conclude that
h(1) =
∫
V
cr(V ), h˙(1) = −
r
2
∫
V
cr(V ),
h¨(1) =
r(r − 1)
4
∫
V
cr(V ) +
1
6
∫
V
(
c1(V )cr−1(V )− rcr(V )
)
,
and the result follows.
2.10. Remarks on the above proof. Observe that the proof of Theorem
2.2 had two parts:
1. showing that [Lk, Lℓ]− (k− ℓ)Lk+ℓ is a constant — this only required of the
matrices µ and R that [µ,R] = R (that is, that µ defines a grading of H(V )
in which R raises degree by 1);
2. showing that this constant vanishes — this required Proposition 2.6 to hold,
a far more restrictive condition.
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There is no natural definition of a grading operator µ on compact symplectic mani-
folds satisfying these conditions; this suggests, although of course it does not prove,
that there is no generalization of the Virasoro conjecture to compact symplectic
manifolds∗.
If we replace the holomorphic degree pa in the definition of the matrix µ by the
anti-holomorphic degree qa, we obtain a new grading operator m¯u; the condition
[µ,C] = C is satisfied by any affine combination
µs = (1− s)µ+ sµ¯;(2.14)
let Lsk be the modified Virasoro operators obtained on replacing µ by µ
s in (1.2).
Following Borisov [5], we have Str
(
µ2s
)
= Str
(
µ2
)
+ s(s − 1)ρ˜(V ), where ρ˜(V ) =
Str
(
(µ− µ¯)2
)
, and hence
[Ls1, L−1] = 2L
s
0 −
(
s
2
)
ρ˜(V ).
If ρ˜(V ) 6= 0 and s 6= 0, 1, the modified Virasoro conjecture LskZ(V ) = 0 cannot
hold.
Observe that ρ˜(V ) 6= 0 for smooth complete intersections of sufficiently high
degree (in particular, curves of nonzero genus), and for Calabi-Yau threefolds. On
the other hand, the formula ρ˜(V ×W ) = ρ˜(V )χ(W )+χ(V )ρ˜(W ) shows that ρ˜(V ) =
0 for abelian varieties of dimension r > 1.
It is curious that, if r is even, there is an extension of the definition of the
operators Lk to all k ∈ Z, given by the formula (2.12) suitably interpreted. These
operators satisfy the Virasoro relations with central charge χ(V ) (by (2.10)).
3. A basic lemma
Let zk,g be the coefficient of ~
g−1 in Z(V )−1LkZ(V ). The equation LkZ(V ) = 0
is equivalent to the vanishing of zk,g for all g. The explicit formula
zk,g =
k+1∑
i=0
(
−[ 3−r2 ]
k
i (R
i)b0〈〈τk−i+1,b〉〉
V
g +
∞∑
m=0
[µa+m+
1
2 ]
k
i (R
i)bat
a
m〈〈τm+k−i,b〉〉
V
g
(3.1)
+
1
2
−1∑
m=i−k
(−1)m[µa+m+
1
2 ]
k
i (R
i)ab
(
〈〈τ−m−1,aτm+k−i,b〉〉
V
g−1
+
g∑
h=0
〈〈τ−m−1,a〉〉
V
h 〈〈τm+k−i,b〉〉
V
g−h
))
+
δg,0
2
(Rk+1)abt
a
0t
b
0 + δk,0δg,1ρ(V )
shows that zk,g depends on 〈〈 〉〉
V
h only for h ≤ g; in particular, it is meaningful to
speak of the Virasoro conjecture holding up to genus g.
In this section, we show how the puncture equation, together with the Virasoro
relations (1.4), permits one to prove the Virasoro conjecture in a given genus,
provided we know that for all k > 0, there is an i ≥ 0 such that ∂i0,0zk,g vanishes.
This method lies behind our proof of the Virasoro conjecture in genus 0, and we
expect it to be equally useful in other situations.
∗The equations L−1Z(M) = L0Z(M) = 0 and the restriction to genus 0 of the conjecture
do nevertheless hold for any compact symplectic manifold M , provided that we take µ to equal
multiplication by 1
4
(2n− dimRM) on H
n(M,C); the obstruction is at genus 1.
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Let L−1 be the vector field part of the differential operator L−1:
L−1f = Z(V )
−1L−1
(
fZ(V )
)
= −∂0,0f +
∞∑
m=1
tam∂m−1,af.
This vector field has the following remarkable property. (The elegant proof was
provided by E. Frenkel.)
Lemma 3.1. If ∂0,0f and L−1f are constant, then so is f .
Proof. Let E be the vector field
E = ∂0,0 + L−1 =
∞∑
m=0
tam+1∂m,a.
We must prove that if Ef is constant, then so is f .
Together with E, the vector fields
F =
∞∑
m=0
(m+ 1)(m+ 2)tam∂m+1,a
and
H = 12 [F,E] =
∞∑
m=0
(m+ 1)tam∂m,a,
realize the Lie algebra sl(2). It suffices to prove the lemma for eigenfunctions of H ,
which are polynomial; on these, F is locally nilpotent, since the spectrum of H is
N.
Suppose f satisfies the hypotheses of the lemma, so that Ef = 0. Since
F if = 0 for i ≫ 0, we see that the irreducible sl(2)-module spanned by f is
finite-dimensional. But a finite-dimensional representation of sl(2) on which H has
non-negative spectrum is a sum of trivial representations, and we conclude that
Hf = 0, and hence that f is constant.
The above lemma is actually closely related to a result in formal variational
calculus: the algebra of polynomials Q[tam | m ≥ 0, a ∈ A] is isomorphic to the
algebra of differential polynomials
Q{ua | a ∈ A} = Q[u
(m)
a | m ≥ 0, a ∈ A]
under the identification of tam and u
(m)
a , and under this isomorphism, the operator
∂0,0 + L−1 is carried into the derivation
∂ =
∞∑
m=0
u(m+1)a
∂
∂u
(m)
a
.
Lemma 3.1 shows that ker(∂) = Q, a result due to Gelfand and Dikii (Section I.1,
[18]).
Lemma 3.2. L−1zk,g = −(k + 1)zk−1,g
Proof. Since [L−1, Lk] = −(k + 1)Lk−1 and L−1Z(V ) = 0, we see that
L−1(Z(V )
−1LkZ(V )) = Z(V )
−1L−1LkZ(V ) = −(k + 1)Z(V )
−1Lk−1Z(V ).
Extracting the coefficient of ~g−1 on both sides, we obtain the lemma.
Theorem 3.3. Let i > 0. If ∂i0,0zk,g = 0 for k ≤ K, then zk,g = 0 for k ≤ K.
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Proof. We will show that if ∂i0,0zk,g = 0 for all k ≤ K, then ∂
i−1
0,0 zk,g = 0 for
all k ≤ K. The theorem follows by downward induction on i.
The puncture equation implies that z−1,g = 0 and hence that ∂
i−1
0,0 z−1,g = 0, so
by induction, we may suppose that ∂i−10,0 zk−,g = 0. Since [∂0,0,L−1] = 0, Lemma 3.2
implies that
L−1∂
i−1
0,0 zk,g = −(k + 1)∂
i−1
0,0 zk−1,g = 0.
Lemma 3.1 now shows that ∂i−10,0 zk,g is constant for all k ≥ 0.
The dilaton operator D (2.7) commutes with Lk, and [∂0,0,D] = ∂0,0. This
implies that
(
−∂1,0 +
∞∑
m=0
tam∂m,a + (2g + i− 3)
)
∂i−10,0 zk,g = 0.(3.2)
If ∂i−10,0 zk,g is constant, we see that (2g + i − 3)∂
i−1
0,0 zk,g = 0, and hence, provided
2g + i 6= 3, that ∂i−10,0 zk,g = 0 for all k ≥ 0.
There remain the exceptional cases (g, i) = (0, 3) and (1, 1). Suppose that
∂20,0zk,0 is constant for k ≥ 0. Then ∂
2
0,0zk,0 may be calculated by applying the
operator ∂20,0 to the explicit formula (3.1) for zk,0 and evaluating at 0 ∈ H(V ): if
k > r, this gives
∂20,0zk,0 =
r∑
i=0
(
−[ 3−r2 ]
k
i (R
i)a0〈τk−i+1,aτ0,0τ0,0〉
V
0
+ 2[µa+
1
2 ]
k
i (R
i)a0〈τk−i,aτ0,0〉
V
0 +
−1∑
m=i−k
(−1)m[µa+m+
1
2 ]
k
i (R
i)ab
(
1
2 〈τ−m−1,aτ0,0〉
V
0 〈τm+k−i,bτ0,0〉
V
0 + 〈τ−m−1,a〉
V
0 〈τm+k−i,bτ0,0τ0,0〉
V
0
))
.
Choose β ∈ H+2 (V,Z). By the dimension formula, the coefficient of q
β in each of
the terms in the above formula vanishes unless r−1+c1(V )∩β = k. It follows that
for sufficiently large k, the coefficient of qβ in ∂20,0zk,0 vanishes. By a downward
induction using Lemma 3.2, it follows that the coefficient of qβ in ∂20,0zk,0 vanishes
for all k.
Similarly, suppose that zk,1 is constant for k ≥ 0. Then evaluating the explicit
formula (3.1) for zk,1 at 0 ∈ H(V ) gives
zk,1 =
k+1∑
i=0
(
−[3−r2 ]
k
i (R
i)b0〈τk−i+1,b〉
V
1 +
−1∑
m=i−k
(−1)m[µa+m+
1
2 ]
k
i (R
i)ab
(
1
2 〈τ−m−1,aτm+k−i,b〉
V
0 + 〈τ−m−1,a〉
V
0 〈τm+k−i,b〉
V
1
))
.
By the dimension formula, the coefficient of qβ in each of the terms in the above
formula vanishes unless c1(V ) ∩ β = k. It follows that for sufficiently large k, the
coefficient of qβ in zk,1 vanishes, and we again conclude that zk,1 = 0 for all k by
downward induction using Lemma 3.2.
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4. The Virasoro conjecture in genus 0
In this section, we present a proof of the Virasoro conjecture in genus 0. Our
proof follows along the lines of the argument of Eguchi et al. [12]; we have also
borrowed some ingredients from the beautiful paper of Dubrovin and Zhang [10],
which proves a far-reaching generalization of the genus 0 Virasoro conjecture for
any Frobenius manifold. (We discuss some of their results in Section 5.)
The first complete proof of the genus 0 Virasoro conjecture of which we are
aware was given by Liu and Tian [36]; their proof of the equation which Eguchi et al.
call L˜1 = 0 also influenced our presentation.
Let Lk be the vector field
Lkf = lim
~→0
Z(V )−1[Lk, f ]Z(V ),(4.1)
given by the explicit formula
Lk =
k+1∑
i=0
( −1∑
m=i−k
(−1)m[µa+m+
1
2 ]
k
i (R
i)ab〈〈τ−m−1,a〉〉
V
0 ∂m+k−i,b
− [3−r2 ]
k
i (R
i)b0∂k−i+1,b +
∞∑
m=0
[µa+m+
1
2 ]
k
i (R
i)bat
a
m∂m+k−i,b
)
.
In particular, L−1 is the vector field which we introduced in Section 3, while L0 is
given by the formula
L0 = −
1
2 (3−r)∂1,0+
∞∑
m=0
(µa+m+
1
2 )t
a
m∂m,a−R
b
0∂0,b+
∞∑
m=1
Rbat
a
m∂m−1,b+
1
2~
Rabt
a
0t
b
0.
Starting from the explicit formula
∂0,azk,0 = Lk〈〈τ0,a〉〉
V
0 +
k∑
i=0
[µa+
1
2 ]
k
i (R
i)ba〈〈τk−i,b〉〉
V
0 + (R
k+1)abt
b
0,
we will show that ∂0,0zk,0 = 0; Theorem 3.3 then implies that zk,0 = 0 for k ≥ 0.
The arguments of this section work equally well when the matrix µ in the
above constraints is replaced with the matrix µs of (2.14). Thus, an analogue of
the Virasoro conjecture holds in genus 0 for the Gromov-Witten invariants of any
compact symplectic manifold — indeed, more generally, for any Frobenius manifold
[10].
Central to our argument is the Laurent series θ(ζ) = θa(ζ)⊗xa ∈ OH(V )⊗H(V ),
where
θa(ζ) =
∞∑
m=0
ζ−m−1ηab〈〈τm,b〉〉
V
0 +
∞∑
m=0
(−ζ)m t˜am.
Let ∇ : OH(V ) → OH(V ) ⊗H(V ) be the differential operator
∇f = ηab∂0,af ⊗ xb.
We also need the gradient Θ(ζ) = ∇θ(ζ) ∈ OH(V ) ⊗ End(H(V )), with coefficients
Θab (ζ) = δ
a
b +
∞∑
m=0
ζ−m−1ηac〈〈τm,cτ0,b〉〉
V
0 .
Observe that the equation ζL−1θ(ζ) + θ(ζ) = 0 holds. Since [∇,L−1] = 0, we
also see that ζL−1Θ(ζ) + Θ(ζ) = 0.
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Denote the matrix Resζ(Θ) ∈ OH(V ) ⊗ End(H(V )) by U ; it has coefficients
Uab = η
ac〈〈τ0,cτ0,b〉〉
V
0 .
Denote the matrix −L0U by V .
A basic property of Gromov-Witten invariants in genus 0 is the topological
recursion relation
〈〈τk,aτℓ,bτm,c〉〉
V
0 = η
ef 〈〈τk,aτ0,e〉〉
V
0 〈〈τ0,f τℓ,bτm,c〉〉
V
0 ;(4.2)
this is ultimately a consequence of the fact that the tautological line bundles Ωi
vanish on the zero dimensional variety M0,3. This relation has two consequences
((6.28) and (6.31) of Dubrovin [8]). The first of these is called the quantum differ-
ential equation by Givental.
Lemma 4.1. If ξ is a vector field on the large phase space,
ζLξΘ(ζ) = Θ(ζ)LξU .
Lemma 4.2. Θ(ζ)Θ∗(−ζ) = I
Proof. This follows by induction from the formula
ηef 〈〈τk,aτ0,e〉〉
V
0 〈〈τ0,f τℓ,b〉〉
V
0 = 〈〈τk,aτℓ+1,b〉〉
V
0 + 〈〈τk+1,aτℓ,b〉〉
V
0 .
This formula holds at 0 ∈ H(V ), since both sides vanish there, while by (4.2),
∂m,c
(
ηef 〈〈τk,aτ0,e〉〉
V
0 〈〈τ0,f τℓ,b〉〉
V
0 − 〈〈τk,aτℓ+1,b〉〉
V
0 − 〈〈τk+1,aτℓ,b〉〉
V
0
)
= 0
for all m ≥ 0 and c ∈ A.
Let G(ζ) be the generating function G(ζ) = θ∗(−ζ)Θ(ζ), and let G[n] be the
coefficient of ζn in G. These elements of OH(V )⊗H(V ) were introduced by Eguchi,
Yamada and Yang [15] in their study of Gromov-Witten invariants in higher genus.
The main result of this section is that G[n] = 0 for n ≤ 0. For n = 0, this
follows from the puncture equation, since G[0] = ∇z−1,0. The equation G[−1] = 0
is a consequence of the dilaton equation, since
G[−1] = ∇
( ∞∑
m=0
t˜am〈〈τm,a〉〉
V
0 − 2〈〈 〉〉
V
0
)
= 0.
The equation G[−2] = 0 is a consequence of the equation L˜1 = 0 of Eguchi et al.
[12], for which a proof has been given by Liu and Tian [36]:
G[−2] = ∇
( ∞∑
m=0
t˜am〈〈τm+1,a〉〉
V
0 −
1
2
ηab〈〈τ0,a〉〉
V
0 〈〈τ0,b〉〉
V
0
)
= 0.
More generally, using the Grothendieck-Riemann-Roch theorem, Faber and Pand-
haripande [17] prove the equations
∞∑
m=0
t˜am〈〈τm+2ℓ−1,a〉〉
V
0 +
1
2
−1∑
m=1−2ℓ
(−1)mηab〈〈τ−m−1,a〉〉
V
0 〈〈τm+2ℓ−1,b〉〉
V
0 = 0.
(4.3)
Applying ∇ yields the equations G[−2ℓ] = 0.
However, for n < −1 odd, the function G[−n] does not have the form ∇z; in
these cases, the following result is new.
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Proposition 4.3. For n ≤ 0, G[n] vanishes.
Proof. As we mentioned already, the constant term G[0] of G(ζ) equals∇z−1,0,
and vanishes by the puncture equation. We now argue by downward induction on
n. We have
∇G(ζ) = ∇θ∗(−ζ)Θ(ζ) + θ∗(−ζ)∇Θ(ζ) = Θ∗(−ζ)Θ(ζ) + ζ−1G(ζ)∇U .
Since by Lemma 4.2, Θ∗(−ζ)Θ(ζ) = I, we see that ∇G[−n] = G[1 − n]∇U .
Since ζL−1θ(ζ)+θ(ζ) = 0 and ζL−1Θ(ζ)+Θ(ζ) = 0, we see that L−1G(ζ) = 0.
Lemma 3.1 shows that the vanishing of G[1 − n] implies that G[−n] is constant.
But θ(ζ) vanishes at 0 ∈ H(V ), showing that G[−n] does too.
Introduce the differential operator on the circle:
δ = −ζ2∂ + ζ(µ− 12 ) +R.
It is straightfoward, if a little tedious, to show that ∇zk,0 is the constant term of
θ∗(−ζ)δk+1Θ(ζ). The operator δ was introduced in Eguchi, Hori and Xiong [11],
where the following formula is proved. (Recall that V = −L0U .)
Proposition 4.4. Θ(ζ)−1δΘ(ζ) = ζ(µ− 12 ) + V
Proof. On the one hand, Lemma 4.1 implies that ζL0Θ(ζ) = Θ(ζ)L0U . On
the other hand, Hori’s equation z0,0 = 0 implies that
0 = ∂n,a∂0,bz0,0
=
{(
L0 + µa + µb + 1
)
〈〈τn,aτ0,b〉〉
V
0 +Rab, n = 0,(
L0 + n+ µa + µb + 1
)
〈〈τn,aτ0,b〉〉
V
0 +R
e
a〈〈τn−1,eτ0,b〉〉
V
0 , n > 0;
in other words, L0Θ(ζ) + ζ
−1δΘ(ζ)−Θ(ζ)(µ− 12 ) = 0.
The explicit formula
V = U +R+ [µ,U ](4.4)
follows by taking the constant term of Proposition 4.4.
It is now easy to see that ∇zk,0, and hence ∂0,0zk,0, vanishes for k ≥ 0. Iterating
Proposition 4.4, we see that there are matrices Ak,i of functions on H(V ) such that
δk+1Θ(ζ) =
k+1∑
i=0
ζiΘ(ζ)Ak,i.(4.5)
We conclude that ∇zk,0 =
∑k+1
i=0 G[−i]Ak,i, which vanishes by Proposition 4.3.
The matrices Ak,i may be calculated recursively, starting with A−1,i = δi,0:
Ak,i = (µ+
1
2 − i)Ak−1,i−1 + VAk−1,i.
In particular, Ak,0 = V
k+1.
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5. Frobenius manifolds and the Virasoro conjecture
Dubrovin introduced Frobenius manifolds as an axiomatization of the structure
of Gromov-Witten invariants in genus 0. Dubrovin and Zhang have shown that the
Virasoro conjecture in genus 0 has a reformulation in the language of Frobenius
manifolds; the methods developed in the last section allow an efficient proof of this
relationship.
Let H be a smooth (super)scheme (or manifold) with structure sheaf OH and
tangent sheaf TH. A pre-Frobenius structure on H consists of the following data:
1. a (graded) commutative product TH⊗TH → TH, which we denote byX⊗Y 7→
X ◦ Y ;
2. a non-degenerate (graded) symmetric bilinear form TH⊗TH → OH (i.e. pre-
Riemannian metric), which we denote by X⊗Y 7→ (X,Y ), compatible with
the product in the sense that (X,Y ◦ Z) = (X ◦ Y, Z);
3. An Euler vector field E , that is, a linear vector field ∇∇E = 0 which defines
a grading for the product,
[E , X ◦ Y ] = [E , X ] ◦ Y +X ◦ [E , Y ] +X ◦ Y,
and which is conformal: there is a constant r such that
E(X,Y ) = ([E , X ], Y ) + (X, [E , Y ]) + (2− r)(X,Y ).
Introduce the pencil of connections ∇λXY = ∇XY + λX ◦ Y , where ∇ is the
Levi-Civita connection associated to the bilinear form (X,Y ), that is, the unique
torsion-free connection such that
∇Z(X,Y ) = (∇ZX,Y ) + (X,∇Z , Y ).
Definition 5.1. A Frobenius manifold H is a manifold with pre-Frobenius
structure such that ∇λ is flat for all λ.
Definition 5.1 amounts to the conditions that the Levi-Civita connection ∇
is flat and that there is a function Φ on H such that the symmetric three-tensor
(X ◦ Y, Z) is the third derivative of Φ.
The basic example of a Frobenius manifold is the small phase space H(V )
of a smooth projective variety V . Recall the Witten-Dijkgraaf-Verlinde-Verlinde
(WDVV) equation.
Proposition 5.2.
ηef 〈〈τk,aτℓ,bτ0,e〉〉
V
0 〈〈τ0,f τm,cτn,d〉〉
V
0 = η
ef 〈〈τk,aτm,cτ0,e〉〉
V
0 〈〈τ0,f τℓ,bτn,d〉〉
V
0
Proof. Apply the vector field ∂n,d to both sides of the genus 0 topological
recursion relation (4.2):
〈〈τk+1,aτℓ,bτm,cτn,d〉〉
V
0 = η
ef 〈〈τk,aτℓ,bτ0,e〉〉
V
0 〈〈τ0,fτm,cτn,d〉〉
V
0
+ ηef 〈〈τk,aτℓ,bτn,dτ0,e〉〉
V
0 〈〈τ0,f τm,c〉〉
V
0 .
The left-hand side and the first term of the right-hand side are invariant under
exchange of τℓ,b and τm,c, from which the result follows.
(We have stated the WDVV equation in the case where there are no odd co-
homology classes; in general, we must multiply by a sign determined in the usual
way by the sign convention for Z/2-graded vector spaces.)
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We may now define a Frobenius structure on H(V ). The metric on H(V ) is
the flat metric (∂a, ∂b) = ηab. The small phase space H(V ) may be embedded into
the large phase space H(V ) along the subscheme {tam = 0 | m > 0}, by sending
the point with coordinates ua to the point with coordinates tam = δm,0u
a; call this
embedding s. The product on TH(V ) is given by the formula
∂a ◦ ∂b = η
efs∗〈〈τ0,aτ0,bτ0,e〉〉
V
0 ∂f .
The function Φ = s∗〈〈 〉〉V0 is a potential for this product. To complete the con-
struction of the Frobenius manifold, it only remains to construct the Euler vector
field.
Proposition 5.3. The vector field E = (1−pa)u
a∂a+R
a
0∂a is an Euler vector
field on H(V ), with r = dimC(V ).
Proof. Since [E , ∂a] = (pa − 1)∂a, we see that
E(∂a, ∂b)− ([E , ∂a], ∂b)− (∂a, [E , ∂b]) =
(
(1 − pa) + (1 − pb)
)
ηab = (2 − r)ηab.
Let L0 be the vector field L0−ρ(V ) on H(V ). The equations L0〈〈 〉〉
V
0 = 0 and
D〈〈 〉〉V0 = 2〈〈 〉〉
V
0 imply that
(L0 +
1
2 (r − 3)D)〈〈τ0,aτ0,bτ0,c〉〉
V
0 + (pa + pb + pc − r)〈〈τ0,aτ0,bτ0,c〉〉
V
0 = 0.(5.1)
The vector field L0 +
1
2 (r − 3)D is tangential to the image of the emebedding s;
pulling the identity (5.1) back to H(V ) by s, we see that(
−E + pa + pb + pc − r
)
(∂a ◦ ∂b, ∂c) = 0.(5.2)
On the other hand,(
[E , ∂a ◦ ∂b]− [E , ∂a] ◦ ∂b − ∂a ◦ [E , ∂b], ∂c
)
=
(
E + (r − pc − 1)− (pa − 1)− (pb − 1)
)
(∂a ◦ ∂b, ∂c).
By (5.2), this equals (∂a ◦ ∂b, ∂c).
There is a fibration u of the large phase space H(V ) over the small phase
space H(V ), obtained by mapping the point with coordinates tam to the point with
coordinates ua = ηab〈〈τ0,b〉〉
V
0 = t
a
0 + O(|t|
2). The importance of the fibration
u : H(V ) → H(V ) is illustrated by the formula Θ(ζ) = u∗s∗Θ(ζ) of Dijkgraaf and
Witten [7] (cf. Section 7 of [20]).
Definition 5.4. A vector field ξ on H(V ) is horizontal if
Lξu
∗OH(V ) ⊂ u
∗OH(V );
the vector field thereby induced on H(V ) is denoted u∗ξ.
Lemma 5.5. If ξ is a horizontal vector field on the large phase space,
u∗ξ ◦X =
(
s∗LξU
)
X.
Proof. Since u is a submersion, we may add a vertical vector field to ξ so that
it is tangential to the section s of u. (For example, this is what we did when we
replaced L0 by L0 +
1
2 (r − 3)D in the proof of Proposition 5.3.) If ξ satisfies this
additional condition, then
ξ =
∞∑
m=0
ξam∂m,a
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where s∗ξam = 0 if m > 0. It follows that
s∗LξUab = s
∗
(
ξf0 〈〈τ0,f τ0,aτ0,b〉〉
V
0
)
= (u∗ξ ◦ ∂a, ∂b).
The Virasoro conjecture in genus 0 implies that the vector fields Lk on the
large phase space H(V ) introduced in (4.1) are given by the formulas
Lk = lim
~→0
Z(V )−1 ◦ Lk ◦ Z(V ).
This implies the following lemma.
Lemma 5.6. The vector fields Lk satisfy the Virasoro commutation relations
[Lk,Lℓ] = (k − ℓ)Lk+ℓ.
We can now prove the important result of Dubrovin and Zhang [10], which
relates the Virasoro conjecture in genus 0 to the Frobenius geometry of the small
phase space.
Theorem 5.7. The vector fields Lk on the large phase space are horizontal,
and u∗Lk + E
◦(k+1) = 0. Equivalently, ζLkΘ(ζ) + Θ(ζ)V
k+1 = 0.
Proof. We must show that Lku
a depends only on the functions ub. We start
with k = −1. The coefficient of ζ in the equation ζL−1Θ(ζ) + Θ(ζ) = 0 is the
equation
L−1U + I = 0.
The first row of this formula is L−1u
a+δa0 = 0, which shows that L−1 is horizontal,
and that u∗L−1 + ∂0 = 0. But the vector field ∂0 is the identity vector field on the
Frobenius manifold H(V ): ∂0 ◦X = X .
We next turn to k = 0. The first row of the formula (4.4) is
L0u
a + (1− pa)u
a +Ra0 = 0.
This shows that L0 is horizontal, that u∗L0 + E = 0, and, applying Lemma 5.5,
that E ◦X = s∗VX .
Granted the equation zk,0 = 0, it is straightfoward to show that −LkU equals
the coefficient of ζ0 in the generating function Θ∗(−ζ)δk+1Θ(ζ). By (4.5), it follows
that LkU = −Ak,0 = −V
k+1, and hence that
E◦(k+1) ◦X = s∗Vk+1X = −
(
s∗LkU
)
X.
Taking X = ∂0, the theorem follows.
It follows from this theorem that the vector fields E◦k on H(V ) satisfy the
Virasoro commutation relations[
E◦k, E◦ℓ
]
= (ℓ − k)E◦(k+ℓ−1).
These commutation relations have recently been proved for all Frobenius manifolds
by Hertling and Manin [25].
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6. The Virasoro conjecture for a point and the KdV hierarchy
If V is a point,Mg,n(V, 0) is the moduli spaceMg,n of n-pointed stable curves
of arithmetic genus g introduced by Deligne, Mumford and Knudsen. In this case,
the moduli stack is smooth for all g and n, and has dimension equal to its virtual
dimension, namely dimMg,n = 3(g−1)+n. In particular, the virtual fundamental
class is just the fundamental class [Mg,n] ∈ H6(g−1)+2n(Mg,n,Q), and the Gromov-
Witten invariants are just the intersection numbers
〈τk1 . . . τkn〉g =
∫
Mg,n
Ψk11 . . .Ψ
kn
n .
For M0,3 and M1,1, it is easy to calculate these intersection numbers directly.
• The stack M0,3 has dimension zero, so the only intersection number to be
calculated is 〈τ30 〉0; since M0,3 consists of a single point, we see that 〈τ
3
0 〉0 = 1.
• The stack M1,1 has dimension one, so the only intersection number to be
calculated is 〈τ1〉1. There are many ways to do this: for example, we may identify
M1,1 with the compactification of the moduli space of elliptic curves by a single
cusp and sections of Ωn1 over M1,1 with cusp forms of weight n for the modular
group SL(2,Z). The cusp form
∆ = q
∞∏
n=1
(1− qn)24, where q = e2πiτ ,
of weight 12 is nonzero everywhere except at the cusp, where it has a simple zero.
The stable curve represented by the cusp has a non-trivial involution, and hence
the associated divisor has degree 12 ; this shows that the line bundle Ω
12
1 on M1,1
has degree 12 , and hence that 〈τ1〉1 =
1
24 .
When V is a point, the large phase space H has coordinates {tm | m ≥ 0};
denote the Gromov-Witten potential in this case by Z. The puncture and dilaton
equations amount to the following:
〈〈τ0〉〉g =
∞∑
m=1
tm〈〈τm−1〉〉g + δg,0
t20
2
,
〈〈τ1〉〉g =
∞∑
m=0
tm〈〈τm〉〉g +
δg,1
24
.
It follows from the puncture equation that
〈τk1 . . . τkn〉0 =


(n− 3)!
k1! . . . kn!
, k1 + · · ·+ kn = n− 3,
0, otherwise.
The puncture and dilaton equations together allow us to express all of the Gromov-
Witten invariants 〈τk1 . . . τkn〉g in terms of those with ki > 1: in genus 1,
〈〈 〉〉1 =
1
24
log u′,
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where u′ = 〈〈τ0
3〉〉0, and in higher genus,
〈〈 〉〉g =
3g−3∑
n=1
1
n!
(
u′
)−(2g−2+n) ∑
k1+···+kn=3g−3+n
ki>1
〈τk1 . . . τkn〉gG[k1] . . .G[kn],(6.1)
where, as in Section 4,
G[k] = tk +
∞∑
m=0
tm+k+1〈〈τ0τm〉〉0.
(For the proof of this formula, see Section 5 of Itzykson and Zuber [27].) In particu-
lar, the Gromov-Witten invariants in genus g are determined by p(3g−3) numbers,
where p(3g − 3) is the number of partitions of 3g − 3.
6.1. Calculation of 〈〈 〉〉2. The equations zk,g = 0, or equivalently,
Γ(k+ 5
2
)
Γ( 3
2
)
〈〈τk+1〉〉g =
∞∑
m=0
Γ(m+k+ 3
2
)
Γ(m+ 1
2
)
tm〈〈τm+k〉〉g
+ 12
−1∑
m=−k
(−1)m
Γ(m+k+ 3
2
)
Γ(m+ 1
2
)
(
〈〈τ−m−1τm+k〉〉g−1 +
g∑
h=0
〈〈τ−m−1〉〉h〈〈τm+k〉〉g−h
)
,
may be used to inductively determine all of the intersection numbers 〈τk1 . . . τkn〉g.
Let us illustrate how this scheme works in genus 2, by calculating the intersection
numbers 〈τ4〉2, 〈τ2τ3〉2 and 〈τ2
3〉2.
The equation z3,2 = 0 gives
945
16 〈〈τ4〉〉2 =
∞∑
m=0
Γ(m+ 9
2
)
Γ(m+ 1
2
)
tm〈〈τm+3〉〉2
+ 1516
(
〈〈τ0〉〉0〈〈τ2〉〉2 + 〈〈τ0〉〉1〈〈τ2〉〉1 + 〈〈τ0〉〉2〈〈τ2〉〉0 + 〈〈τ0τ2〉〉1
)
+ 932
(
2〈〈τ1〉〉0〈〈τ1〉〉2 + 〈〈τ1〉〉1〈〈τ1〉〉1 + 〈〈τ1
2〉〉1
)
Setting the variables tm to zero, we see that
945
16 〈τ4〉2 =
15
16 〈τ0τ2〉1 +
9
32
(
〈τ1〉1〈τ1〉1 + 〈τ1
2〉1
)
= 1052048 ,
and hence that 〈τ4〉2 =
1
1152 .
The equation z2,2 = 0 gives
105
8 〈〈τ3〉〉2 =
∞∑
m=0
Γ(m+ 7
2
)
Γ(m+ 1
2
)
tm〈〈τm+2〉〉2
+ 38
(
〈〈τ0〉〉0〈〈τ1〉〉2 + 〈〈τ0〉〉1〈〈τ1〉〉1 + 〈〈τ1〉〉0〈〈τ0〉〉2 + 〈〈τ0τ1〉〉1
)
.
Applying the operator ∂2 and setting all of the variables tm to zero, we see that
105
8 〈τ2τ3〉2 =
315
8 〈τ4〉2 +
3
8
(
〈τ0τ2〉1〈τ1〉1 + 〈τ0τ1τ2〉1
)
= 2033072 ,
so that 〈τ2τ3〉2 =
29
5760 .
Finally, the equation z1,2 = 0 gives
15
4 〈〈τ2〉〉2 =
∞∑
m=0
Γ(m+ 5
2
)
Γ(m+ 1
2
)
tm〈〈τm+1〉〉2+
1
8
(
2〈〈τ0〉〉0〈〈τ0〉〉2+ 〈〈τ0〉〉1〈〈τ0〉〉1+ 〈〈τ0
2〉〉1
)
.
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Applying the operator ∂2
2 and setting all of the variables tm to zero, we see that
15
4 〈τ2
3〉2 =
35
2 〈τ2τ3〉2 +
1
4 〈τ0τ2〉1〈τ0τ2〉1 +
1
8 〈τ0
2τ2
2〉1 =
7
64 ,
so that 〈τ2
3〉2 =
7
240 . These results agree with the calculations of Mumford [37].
By (6.1), we conclude that
〈〈 〉〉2 =
1
1152
G[4]
(u′)3
+
29
5760
G[2]G[3]
(u′)4
+
7
1440
G[2]3
(u′)5
.
6.2. Gelfand-Dikii polynomials. We now turn to the equivalence discov-
ered by Dijkgraaf, Verlinde and Verlinde [6] between the Witten and Virasoro
conjectures for the Gromov-Witten invariants of a point. To state the Witten con-
jecture, we first recall the definition of the Gelfand-Dikii polynomials, introduced
in [18]. These are a sequence of differential polynomials
Rm(u) ∈ Q~{u} = Q[~][u
(i) | i ≥ 0]
associated to the asymptotic expansion for small time of the heat-kernel of a Sturm-
Liouville operator.
Let ∂ be the derivation on Q~{u}, defined on the generators by ∂u
(i) = u(i+1).
Lemma 6.1. If f satisfies the Sturm-Liouville equation(
~
2∂
2 + u
)
f = zf,
then K(f2) = z∂(f2), where K is the third-order linear differential operator
K = ~8∂
3 + u∂ + 12u
′.
The differential polynomials Rm(u), m > 0, are defined by the recursion
KRm =
(
m+ 12
)
∂Rm+1,(6.2)
where R0(u) = 1, while the constant term of Rm(u) vanishes for m > 0. For
example,
R1 = u,
R2 =
~
12u
(2) + 12u
2,
R3 =
~
2
240u
(4) + ~12uu
(2) + ~24
(
u′
)2
+ 16u
3.
Note that Rm(u) is independent of u
(i) if i > 2m− 2.
6.3. Witten’s conjecture. The function u = ~〈〈τ0
2〉〉 on the large phase-
space is a “quantization” of the function u = 〈〈τ0τ0〉〉0 which arose in the study of
Gromov-Witten invariants in genus 0. Identify the differential ∂ of the algebra of
differential polynomials Q~{u} with the differential ∂0 on the large phase space, so
that u(i) = ∂i0u = ~〈〈τ0
i+2〉〉. Witten’s conjecture asserts that the Gromov-Witten
invariants of a point satisfy the equations
~〈〈τmτ0〉〉 = Rm+1(u).(6.3)
Applying the derivative ∂, these equations may be written ∂mu = ∂Rm+1(u).
These are the equations of the KdV hierarchy; the first few are
∂0u = u
′,
∂1u =
~
12u
(3) + uu′,
∂2u =
~
2
240u
(5) + ~6u
′u(2) + ~12uu
(3) + 12u
2u′.
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In combination with the puncture equation, this conjecture suffices to determine
the Gromov-Witten potential Z.
Witten’s conjecture was proved by Kontsevich [29]; see Itzykson and Zuber
[27] and Looijenga [33] for illuminating discussions of the proof. Let VN be the
space of N ×N Hermitian matrices, and given a positive-definite Hermitian matrix
Λ, let dµΛ be the probability measure on VN with density
dµΛ =
1
cΛ
exp
(
− 12 Tr(ΛM
2)
)
.
Kontsevich shows that the matrix integral
ZN (Λ) =
∫
VN
exp
(
i
6 Tr(M
3)
)
dµΛ
depends on Λ only through the variables
tm = −(2m− 1)!! Tr
(
Λ−2m−1
)
, m < N/2,
and that
lim
N→∞
ZN (tm) = Z.
Using this representation, he shows that Z satisfies the KdV hierarchy (6.3), thus
proving Witten’s conjecture.
In studying the Gromov-Witten invariants of a point, it is convenient to employ
rescaled coordinates on the large phase space:
sm =
Γ(32 )
Γ(m+ 32 )
tm , s˜m = sm −
2
3δm,1 =
Γ(32 )
Γ(m+ 32 )
t˜m.
The corresponding partial derivatives of the total potential are
〈〈σk1 . . . σkn〉〉 =
∂n logZ
∂sk1 . . . ∂skn
.
In this coordinate system, Witten’s conjecture (6.3) becomes the recursion
K∂〈〈σk−1〉〉 = ∂
2〈〈σk〉〉, k > 0.(6.4)
6.4. The Virasoro constraints. Let zk be the Virasoro constraint Z
−1LkZ.
In terms of the variables sm, the Virasoro constraints with k ≥ 0 have the explicit
formulas
zk = −〈〈σk+1〉〉+
∞∑
m=0
(m+ 12 )sm〈〈σm+k〉〉+
~
8
∑
i+j=k−1
(
〈〈σiσj〉〉+ 〈〈σi〉〉〈〈σj〉〉
)
=
∞∑
m=0
(m+ 12 )s˜m〈〈σm+k〉〉+
~
8
∑
i+j=k−1
(
〈〈σiσj〉〉+ 〈〈σi〉〉〈〈σj〉〉
)
.
We now show, following Dijkgraaf et al., that these constraints are a formal con-
sequence of Witten’s conjecture and the puncture equation z−1 = 0. The proof of
Theorem 6.2 does not use the puncture equation, and holds for any solution of the
KdV hierarchy.
Theorem 6.2. The recursion (6.4) implies the recursion
∂K∂zk−1 = ∂
3zk, k ≥ 0.
The constraints zk = 0 follow from Theorem 6.2 by induction from this recur-
sion, starting with the puncture equation z−1 = 0:
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1. the induction hypothesis zk−1 = 0 and Theorem 6.2 imply that ∂
3zk = 0;
2. applying Theorem 3.3, we conclude that zk = 0.
In the presence of the puncture equation, both Witten’s conjecture and the
Virasoro conjecture determine the Gromov-Witten potential uniquely; we conclude
that these conjectures are equivalent.
There are a number of other proofs that Witten’s conjecture (6.3) implies the
Virasoro constraints: Goeree [23] and Kac and Schwartz [28] give proofs using
vertex operators, while La [32] uses the theory of Lie-Ba¨cklund transformations.
However, we have chosen to present the original proof, since it is completely ele-
mentary.
A direct proof that Kontsevich’s integral representation of the potential func-
tion Z satisfies the Virasoro constraints was given by Witten [40]. Later, simpler
derivations were given by Gross and Newman [24] and by Itzykson and Zuber [27].
6.5. Proof of Theorem 6.2. We leave the proof that K∂z−1 = ∂
2z0 to the
reader. Turning to k > 0, we divide the calculation of ∂2zk into three parts:
I = ∂2
∞∑
m=0
(m+ 12 )s˜m〈〈σm+k〉〉 =
∞∑
m=0
(m+ 12 )s˜m∂
2 〈〈σm+k〉〉+ ∂〈〈σk〉〉
=
∞∑
m=0
(m+ 12 )s˜m K∂〈〈σm+k−1〉〉+ ∂〈〈σk〉〉
= K∂
∞∑
m=0
(m+ 12 )s˜m〈〈σm+k−1〉〉+ ∂〈〈σk〉〉 −
(
~
4∂
3 + u∂ + 14u
′
)
〈〈σk−1〉〉;
II = ∂2
∑
i+j=k−1
〈〈σiσj〉〉 =
∑
i+j=k−2
∂j∂
2〈〈σi+1〉〉+ ∂
3〈〈σk−1〉〉
=
∑
i+j=k−2
∂jK∂〈〈σi〉〉+ ∂
3〈〈σk−1〉〉
= K∂
∑
i+j=k−2
〈〈σiσj〉〉+ ∂
3〈〈σk−1〉〉
+
∑
i+j=k−2
(
~
2∂〈〈σi〉〉∂
3〈〈σj〉〉+ ~ ∂
2〈〈σi〉〉∂
2〈〈σj〉〉
)
;
III = ∂2
∑
i+j=k−1
〈〈σi〉〉〈〈σj〉〉 = 2
∑
i+j=k−1
〈〈σi〉〉∂
2〈〈σj〉〉+ 2
∑
i+j=k−1
∂〈〈σi〉〉∂〈〈σj〉〉
= 2
∑
i+j=k−2
〈〈σi〉〉∂
2〈〈σj+1〉〉+
2
~
u′〈〈σk−1〉〉+ 2
∑
i+j=k−1
∂〈〈σi〉〉∂〈〈σj〉〉
= 2
∑
i+j=k−2
〈〈σi〉〉K∂〈〈σj〉〉+
2
~
u′〈〈σk−1〉〉+ 2
∑
i+j=k−1
∂〈〈σi〉〉∂〈〈σj〉〉
= K∂
( ∑
i+j=k−2
〈〈σi〉〉〈〈σj〉〉
)
+ 2
~
u′〈〈σk−1〉〉+ 2
∑
i+j=k−1
∂〈〈σi〉〉∂〈〈σj〉〉
−
∑
i+j=k−2
(
~ ∂〈〈σi〉〉∂
3〈〈σj〉〉+
3~
4 ∂
2〈〈σi〉〉∂
2〈〈σj〉〉+ 2u ∂〈〈σi〉〉∂〈〈σj〉〉
)
.
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Combining these calculations, we see that
∂2zk − K∂zk−1 = I +
~
8 (II + III)− K∂zk−1 = a+ b,
where
a = ∂〈〈σk〉〉 −
(
~
8∂
3 + u∂
)
〈〈σk−1〉〉 +
~
4
∑
i+j=k−1
∂〈〈σi〉〉∂〈〈σj〉〉
b = −~2
∑
i+j=k−2
(
~
8∂〈〈σi〉〉∂
3〈〈σj〉〉 −
~
16∂
2〈〈σi〉〉∂
2〈〈σj〉〉+
1
2u∂〈〈σi〉〉∂〈〈σj〉〉
)
.
It follows that ∂
(
∂2zk − K∂
)
zk−1 = ∂a+ ∂b, where
∂a = ∂2〈〈σk〉〉 −
(
~
8∂
3 + u∂ + u′
)
∂〈〈σk−1〉〉+
~
2
∑
i+j=k−1
∂〈〈σi〉〉∂
2〈〈σj〉〉
= ~2
∑
i+j=k−2
∂〈〈σi〉〉∂
2〈〈σj+1〉〉
∂b = −~2
∑
i+j=k−2
∂〈〈σi〉〉K∂〈〈σj〉〉.
Thus ∂(a+ b) = 0, completing the proof of Theorem 6.2.
Dubrovin and Zhang [10] have proved an analogue of Theorem 6.2 for any
Frobenius manifold H, but only in genus 0 — in particular, for the Gromov-Witten
invariants of any smooth projective variety V . The recursion operator of the KdV
hierarchy has the genus 0 limit
K0 = lim
~→0
K = u∂ + 12u
′,
and its analogue in the general case is given by the formula V∂ + (µ+ 12 )∂U . Like
the operator u∂+ 12u
′, this operator is Hamiltonian: that is, the bilinear differential
operator
{{ua(x), ub(y)}}0 = Vabδ
′(x− y) + (µb +
1
2 )∂Uabδ(x− u)
on the algebra of differential polynomials Q{ua} is a Poisson bracket. Furthermore,
together with the Poisson bracket
{ua(x), ub(y)}0 = δ
′(x− y),
it generates a pencil of Poisson strctures.
Dubrovin and Zhang have conjectured that, if the Frobenius manifold H(V ) is
semisimple, these Poisson brackets are the genus 0 limits of Poisson brackets of the
form
{{ua(x), ub(y)}} = {{ua(x), ub(y)}}0 +
∞∑
g=1
2g+1∑
i=0
~gki,gδ
(i)(x − y),
{ua(x), ub(y)} = {ua(x), ub(y)}0 +
∞∑
g=1
2g+1∑
i=0
~ghi,gδ
(i)(x− y).
where ki,g, hi,g ∈ Q{u
a} ⊗ End(H(V )), that these two Poisson brackets generate
a pencil of Poisson structures, that the hierarchy of commuting Hamiltonian flows
associated to the functions 〈〈τ0,aτ0,0〉〉 is 〈〈τn,aτ0,0〉〉, n ≥ 0, and that the Vira-
soro constraints define Lie-Ba¨cklund transformations of this hierarchy; they have
28 E. GETZLER
verified this conjecture up to genus 1. This makes it plausible that, when the Frobe-
nius manifold H(V ) is semisimple, the Gromov-Witten invariants in all genera are
determined by those in genus 0 together with the Virasoro constraints.
An approach to calculating the higher genus Gromov-Witten invariants has
been outlined by Eguchi and Xiong [14], and worked out for P2 in genus 2 and
3; they combine the Virasoro constraints with equation which follow, by the topo-
logical recursion relations of [20, 31], from the obvious fact that any monomial
ψk11 . . . ψ
kn
n on Mg,n vanishes if k1 + · · ·+ kn > 3g − 3 + n.
7. The Virasoro conjecture for Calabi-Yau manifolds
A Calabi-Yau manifold V is a smooth projective variety such that c1(V ) = 0
and H1(V,C) = 0. In this section, we prove the Virasoro conjecture for Calabi-Yau
varieties; this generalizes unpublished results of S. Katz for threefolds, while the
suggestion to consider other dimensions was made by J. Bryan. These instances of
the Virasoro conjecture are in fact a little dull: they impose no constraints on the
Gromov-Witten invariants of V .
Theorem 7.1. If V is a Calabi-Yau variety, the Virasoro constraints zk,g = 0
hold.
Proof. If V is a holomorphic symplectic manifold with h2,0 = 1 (this includes
K3 surfaces, as well as abelian surfaces), the Gromov-Witten invariants of V vanish
except possibly in degree β = 0 (Behrend and Fantechi [2]), while the Virasoro
conjecture holds in degree β = 0 by the explicit calculations of [22]. Thus, we may
assume that r ≥ 3.
If c1(V ) = 0, the formula for the virtual dimension ofMg(V, β) is very simple:
vdimMg(V, β) = (3− r)(g − 1).
Fixing g > 0 and starting with Hori’s equation z0,g = 0, we will prove that zk,g
vanishes by induction on k, using the fact that vdimMg(V, β) ≤ 0.
By Lemma 3.2, L−1zk,g = −(k + 1)zk−1,g, which vanishes under the induction
hypothesis zk−1,g = 0. Writing this equation out explicitly, we see that
∂0,0zk,g =
∞∑
m=0
tam+1∂m,azk,g.
This shows that zk,g is determined by its restriction to the subscheme {t
0
0 = 0} of
H(V ). Let i be the embedding {t00 = 0} →֒ H(V ).
From the dimension equation
∞∑
m=0
(pa +m− 1)t
a
m∂m,a〈〈 〉〉g = vdimMg(V, β) · 〈〈 〉〉g,
we see that
∞∑
m=0
(pa +m− 1
)
tam∂m,azk,g = (vdimMg(V, β)− k)zk,g.
This equation has an anti-holomorphic partner, obtained by replacing pa by qa:
∞∑
m=0
(qa +m− 1
)
tam∂m,azk,g = (vdimMg(V, β) − k)zk,g.
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The vector fields entering into these equations are tangential to the subscheme
{t00 = 0}; adding them together, we conclude that
∞∑
m=0
(12pa +
1
2qa +m− 1
)
tam∂m,ai
∗zk,g = (vdimMg(V, β)− k)i
∗zk,g.
The left-hand side of this equation is positive semi-definite in the monomial basis
of the algebra of functions on {t00 = t
0
1 = 0}, since H
1(V,C) = 0; we conclude that
zk,g vanishes.
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