Introduction
One limitation of airport capacity is caused by separation standards which were established to avoid a wake vortex (WV) hazard. First conservative separation standards were introduced in the 1970s after the B747 was launched. Extensive field programs conducted by NASA and FAA, where the wake vortex behaviour (its trajectory and evolution of strength) was measured and encounter studies were performed, resulted in different separation distances depending on the weight of the leading and following aircraft. The current ICAO separations are listed in Table 1 .
In order to partially overcome this limiting factor, reduced spacing systems were designed to reduce the separation between (landing or departing) aircraft at the same level of safety. Ultimately, a reduced spacing system is thought to predict location and strength of WVs in the glide path such that the separations can be safely adjusted for departing or landing aircraft. To date none of these is operational. A summary of reduced spacing systems and research related to wake vortices can be found in Hallock et al. (1998) .
The first of these systems was the Vortex Advisory System (VAS). It was designed for a single runway at Chicago O'Hare Airport. The ultimate goal of VAS was to reduce the separation standard to 3 nmile. The basic concept relies on measurements of the horizontal wind vector and detection of wake vortices indicating a reduced separation standard of 3 nmile if the wind vector is outside an ellipse with the minor axis being a crosswind of 5.5 knots and the major axis being a headwind of 12.5 knots (Hallock, 1978) . This system never became operational for a number of reasons (see e.g. Hallock et al., 1998) .
The French wake warning system SYAGE (Système Anticipatif de Gestion des Espacements) uses wind measurements and a wake vortex model to predict reduced separations for departing aircraft (Corjon & Poinsot, 1996; LeRoux & Corjon, 1997) . NASA Langely develops the Aircraft Vortex Spacing System (AVOSS) which predicts the wake vortex residence time in a control corridor along the glide path. The prediction is based on a physical wake vortex model using measured meteorological conditions (wind, temperature and TKE profile; Hinton et al., 1999) . AVOSS is currently designed for reducing separation standards Meteorol. Appl. 9, 9-20 (2002) Short-term prediction of the horizontal wind vector within a wake vortex warning system Michael Frech, Frank Holzäpfel and for single runway operations. It is planned to use a nowcasting model in the near future, which assimilates measured data in a physically based atmospheric model.
The German wake vortex warning system, WVWS, has been developed for Frankfurt Airport (Gurke & Lafferton, 1997) under contract by DFS Deutsche Flugsicherung GmbH. This airport has two parallel runways spaced 518 m apart, a distance too short for independent operations because wake vortices may be advected to the adjacent runway. Within the warning system, life times and trajectories of wake vortices are calculated. So called minimum non-hazard times for the two runways are predicted. During these periods aircraft separation can be reduced without jeopardising the existing high level of safety.
The first version of the WVWS used a persistence model to predict the crosswind within a 20-minute period. These crosswind forecasts then drive the statistical wake vortex model which is based on measurement campaigns in the 1980s at Frankfurt Airport where vortex strengths and trajectories were tracked by a LIDAR system (Köpp, 1994; Franke, 1995) . This model computes vortex life time in terms of the maximum angular velocity of wake vortices and the maximum expected lateral displacement.
Meteorological conditions significantly affect life times and trajectories of wake vortices. Depending on the complexity of the warning system and the underlying wake vortex model, more or less detailed information on wind and temperature is required. Within an operational system this information is needed in real time and should allow for a forecast up to 30 minutes ahead. There are essentially two approaches to fulfil these requirements.
(a) The development of a physical model of the atmosphere and the solution of the governing equations for momentum and heat. This can be done at different levels of complexity using, for example, onedimensional boundary layer models or sophisticated assimilation schemes to feed meteorological observations from different sources into a model to predict or diagnose the three-dimensional state of the atmosphere in the terminal area around an airport. Such systems are still under development and not yet operational (Golding, 1998; Hinton et al., 1999) . (b) The use of statistical methods such as the persistence concept which assumes that the wind changes within a certain speed and angular range for the next 30 minutes. This range in wind speed and direction can either be determined from current wind measurements or it can be based on a statistical analysis of wind data taken at the same location where the forecast is needed (Gurke & Lafferton, 1997; Schlink & Tetzlaff, 1998) . For the WVWS at Frankfurt the persistence concept is applied (Gurke & Lafferton, 1997) . So far the glide path up to a height of 80 m is covered with the current system. This approximately corresponds to the last 1500 m of the glide path before touchdown. The extension to the entire final approach area is part of current research activities and is not the subject of this paper (see Holzäpfel et al. (1999) and Holzäpfel & Gerz, (1999) for first results on this subject).
In this paper we describe further developments of the wind prognosis algorithms of the German WVWS. From a careful analysis of the existing quasi-operational version we identified the crosswind prediction scheme as the main source of discontinuities in successive forecasts -so-called forecast breakdowns (FB). Quasi-operational means that the forecast product is provided to the air traffic controller who is not using the information to reduce separation of approaching aircraft. Therefore, we propose a new and improved method to predict the crosswind based on the prediction of the horizontal wind vector. The persistence concept is kept and the existing wake vortex transport and decay models are not modified in this study. The new algorithm is based on the statistical analysis of 523 days of ultra-sonic anemometer wind measurements at Frankfurt Airport.
The basic concept and problems of the crosswind forecast are discussed in sections 2 and 3. The results of the data analysis are presented in section 4. Then the new definition of wind classes is introduced (section 5). The implementation of our new forecast algorithm and the tests in an operational test environment are the subject of sections 6 and 7, where wind forecast quality and performance of the new algorithm are investigated.
The old crosswind forecast
The persistence model is used to predict the maximum crosswind change within a 20-minute period frame with a predefined confidence level. The forecast period is split into 2-minute timesteps. A statistical crosswind model was developed using wind measurements over a period of 134 days at Frankfurt Airport. This database was split into a 'summer' and 'winter' data sample. Classes were defined with respect to a turbulence parameter and a medium-range fluctuation parameter. The turbulence parameter is defined using the 2-minute standard deviations of the horizontal wind components. The medium-range fluctuation parameter is based on the standard deviation of ten 2-minute averages of the horizontal wind components. It provides an estimate of medium range trends in the wind field. In this way a total of 40 classes were defined. For each class and for each timestep in the forecast period an empirical probability density function (PDF) was derived from the crosswind change data sample. A 95% M Frech, F Holzäpfel, T Gerz and J Konopka confidence level was taken to determine the expected crosswind change within the forecast period.
This method of crosswind prediction is illustrated in Figure 1 . At time t 0 the turbulence and medium-range fluctuation parameter are computed on the basis of current sonic anemometer measurements. These moments determine the class from which the expected maximum change in crosswind |∆u c,1 | is taken. Subscript 1 denotes the maximum expected crosswind change at timestep 1 (next two minutes) within the forecast period. This crosswind change is added to and subtracted from the measured 2-minute average crosswind at time t 0 . Then the predicted crosswind interval is used in the wake vortex transport model to predict the maximum horizontal displacement of the wake vortex in either direction and its lifetime for each timestep within the 20-minute forecast frame. If the horizontal displacement at a given timestep is below the critical transport distance of ±458 m, the runway is safe from wake vortices originating from the upwind runway. Note that the critical transport distance is smaller than the centre-line distance of 518 m. Here the navigational errors (2 × 15 m) and the location of the vortex cores off the aircraft fuselage (30 m) have been taken into account (see Gurke & Lafferton, 1997) . Since the length of the predicted crosswind intervals increases with the forecast period, the outermost timestep with a lateral vortex displacement less than 458 m is defined as the maximum nonhazard time. For this period, reduced separation standards can be applied for approaches to different runways.
Four operational approach procedures are defined.
(a) Without WVWS. The two runways are to be used as one, because the separation standards must be obeyed (including approaches to the different runways 
Forecast of crosswind: the problem
The system's performance has been investigated in a quasi-operational test environment. One of the problems identified were forecast breakdowns (FB). For example, a FB occurs if the system predicts a reduction of the minimum non-hazard time from 20 to 13 minutes from one timestep to the other (with a timestep of 2 minutes). That is, the minimum non-hazard time reduces faster than real time progresses. A critical forecast breakdown (CFB) is encountered if within a FB the minimum non-hazard time reduces below 6 minutes. The last 6 minutes prior to landing are important from an operational point of view since aircraft are on final approach and should be influenced by air traffic control in exceptional cases only.
The (C)FBs mean rapid changes in the predicted minimum non-hazard times, which of course, do not support staggering of the approaching traffic with reduced separation minima. CFBs result in additional workload for air traffic controllers because they have to restagger the approaching aircraft. Quantitative results of the system performance are shown in section 7 where the old and new WVWS software is tested in a quasi-operational test environment.
As we mentioned in the introduction, the forecast of the crosswind component alone is the main reason for (C)FBs. One case where this becomes apparent is the situation of a convective boundary layer. A characteristic feature of convective boundary layers are coherent structures or eddies which scale with the boundary Short-term horizontal wind prediction within a wake vortex warning system layer depth. Their lifetime is of the order of 5-10 minutes. These structures dominate the vertical heat and momentum transfer within the boundary layer. Under weak mean wind conditions large velocity fluctuations with no preference in direction are observed due to coherent structures (e.g. Stull, 1988) . This is shown in Figure 2 where two aspects are illustrated.
(a) The convective situation in light wind conditions shows no preferred orientation of the horizontal wind vector ('sweeping wind'). Changes in u q from 0 to 2 m s -1 (2 m s -1 is a typical velocity scale) occur on a relatively small time scale. Since the crosswind forecast is based on the measured 2-minute averaged crosswind, it is apparent that rapid changes of the crosswind can lead to FBs. (b) The strong wind case, with a large runway parallel wind component and with small directional variation, results in the same crosswind interval as for the convective boundary layer example although we have two completely different flow situationsone with a strong variation in wind direction and the other with a weak variation. These situations could not be distinguished with the old onedimensional consideration of crosswind only. Therefore, we propose to predict the horizontal wind vector retaining the persistence assumption.
Recently, Halsey (1998) and Schlink & Tetzlaff (1998) suggested refined versions of crosswind forecasts using an autoregressive model. They also identify the convective boundary layer conditions as one of the situations where the old forecast system fails quite often. Schlink & Tetzlaff (1998) We argue that the main problem is not the statistical method itself that is used. Prediction of the horizontal wind vector and computation of the crosswind from the predicted wind vector are expected to yield more significant improvements. Nevertheless, evaluation and implementation of an autoregressive model for the prediction of the horizontal wind vector is considered as a promising option for future work.
Analysis of the data
A database of 543 days of sonic anemometer data from 1995 to 1998 was available to develop the persistence forecast of the wind vector. The sonic anemometer array is located at the north-eastern end of the runway system 25 and consists of ten masts (Figure 3 ). The measurements are taken at 15 m height.
The data are taken with a sampling rate of 25 Hz; however, the resolution is reduced to 1 Hz for further analyses. In a first step, the quality of the data is analysed before the persistence forecast is developed.
The following issues are investigated:
(a) The extent to which the database is representative in a climatological sense. (b) The influence of different fetch conditions on the climatology: essentially there is only one direction sector from which we can expect undisturbed fetch conditions. Other directions show buildings, for example, which may disturb the wind measurements. (c) The impact of wake vortices in the measurements on the computation of statistical moments.
The answers to these issues give an impression on the quality of the data and on the influence of ambient M Frech, F Holzäpfel, T Gerz and J Konopka conditions on the wind data. The results of this analysis are used to define appropriate classes from which the statistics of wind speed and direction change are computed.
In the analysis we use the following statistical moments: to compute the average mean wind speed first, the horizontal wind components u and v are time averaged for each anemometer. Then all average components from each mast are averaged and the mean wind speed is computed as:
The medium-range fluctuation parameter σ U is based on the standard deviation of ten 2-minute averages of the horizontal wind components, here for mast 1: u 20m,1 and u 20m,i,1 denote the 20-minute average and 2-minute average, respectively. The average mediumrange fluctuation parameter σ U is then computed for all ten masts. Similarly, the medium-range fluctuation parameter of wind direction σ a is computed.
In order to investigate issue (a), a climatology is derived from the WVWS wind data of 543 days. It is compared to a climatology recorded by the German weather service (Deutscher Wetterdienst, DWD). The latter climatology is based on wind data from the period 1967-97. The DWD standard weather observations and measurements are taken close to the location of the WVWS anemometer array.
The WVWS climatology shows two main wind directions, 60°and 210°, which are orographically forced. They are almost parallel to the runway orientation (70°/250°). Thus, the most difficult situation for the forecast of crosswind occurs quite frequently. Fortunately, these frequent runway parallel winds provide a broad statistical basis for development of the forecast. The comparison with the DWD climatology does not show significant differences (Figure 4 ) which would affect the efficiency of a forecasting algorithm in longer terms. We observe an increase of easterly winds. Moreover, the wind speed often exceeds 5 knots, when air traffic control (ATC) changes the landing direction from 250°to 70°so that the aircraft approach the airport from the south-west. Air traffic controllers confirm this observation. We conclude that the anemometer database is representative in a climatological sense for Frankfurt Airport.
To investigate the fetch conditions we define four sectors: 15°-75°, 75°-195°, 195°-255°, 255°-15°. They are chosen in such a way that the peaks of the distribution are well covered by a single interval. Moreover, changes from one wind class to another at a runway-parallel wind direction are avoided. In addition, the sector from 320°to 5°is defined in order to study the influence of buildings closest to the anemometer array (Figure 3 ). Within the sectors the medium-range fluctuation parameter is bin-wise averaged as a function of the mean horizontal wind speed. The results are presented in Figure 5 .
First of all we find the typical quasi-linear increase of σ U with increasing wind speed. In contrast, we find large σ a values for weak wind speeds and an exponential decrease of σ a for increasing wind speed. Thus the variability of wind direction is enhanced at lower wind speeds. Large values of σ a correspond to the previously described convective boundary layer situation. Our analysis indicates that, in comparison to the other directions, the sector 195°-255°on average is characterised by lower σ U values. The other sectors seem to be influenced by disturbed fetch conditions mainly due to buildings. This is especially the case for the sector 320°-5°where both σ U and σ a are systematically larger. An analysis of the climatological trend with respect to the influence of recent construction activities in the vicinity of the anemometer measurements indicates no systematic changes in recent years. Climatologies from different time spans (not shown here) indicate no systematic difference, for example for the northern section where buildings are located closest to the runway (about 1 km, see Figure 3 ).
Short-term horizontal wind prediction within a wake vortex warning system 
lower panel). The wind direction is given in degrees (x-axis) and the wind speed is given in m s -1 (y-axis). The frequency of occurrence of a certain wind speed and direction is per mill.
The influence of wake vortices on the computation of statistical moments (i.e. mean values and standard deviations) is small. For a test case we only find a slight increase of the standard deviations due to the passage of a wake vortex through the anemometer array. The signal is more or less washed out when the average standard deviation is computed from all ten masts. We therefore see no necessity to exclude wind data which are 'contaminated' by wake vortices.
Note that the data still include synoptic scale events such as front passages which were not filtered out for our analyses. In the operational system, however, the WVWS operation with reduced separation is suspended if the DWD predicts such events for the Frankfurt Airport area.
Definition of classes
First, the change of wind speed and direction in a 20-minute period is computed from a database of 523 days. Anemometer measurements for 20 days are excluded in order to have a test data set against which the new forecast algorithm can be validated. These days represent different flow situations and different wind directions with respect to the runway. The computation of the expected change in wind speed and direction is illustrated in Figure 6 . For each time t 0 we compute 20 ∆U and 20 ∆α values within the 20-minute forecast period. At time t 0 we also compute σ a and σ U based on data 20 minutes before t 0 . This computation requires a 40-minute data window which is translated sequentially by one-minute steps through the time series for all 523 days.
Certainly, other definitions of wind direction classes are possible. However, this choice turns out to be a good one; the relatively crude segment partitioning seems to have a rather positive impact on the system's performance. Within a direction segment we define wind speed classes characterised by 20-minute averages of wind speed and direction. The speed interval of these wind speed classes is determined by the requirement that they should contain at least 20 000 samples for each timestep within the forecast period from which the PDF of wind speed and direction change is computed. Therefore, the wind speed class width is not equidistant (see Figure 7) . Each 20-minute average wind speed and direction can be assigned to a ring segment.
We showed in the previous section that there is a strong correlation between [U Finally, we obtain 72 classes for which the PDFs are computed for each of the 20 timesteps within the forecast period. First, the PDFs are computed from the absolute change in wind direction and speed. Then 95% thresholds are determined from the PDF. This means that 95% of the wind speed changes (for example) fall below this threshold value within a class which is defined by the triple (U 20m , α 20m , σ U ). The corresponding triple for the wind direction changes is (U 20m , α 20m , σ α ). Because we consider wind speed and direction separately and under the assumption of no correlation between wind speed and wind direction, the forecast quality of the horizontal wind vector is expected to be not better than 95% × 95% (i.e. ≈ 90%) if we predict the wind vector using the database from which the statistics are computed.
The expected wind speed and direction change within the forecast period is shown as an example for the wind direction sector 75°-195°and the wind speed interval 0.82-1.22 m s -1 in Figure 8 . The choice of the class depends on the value of σ α and σ U. The 'raw' data are plotted, based on the 95% threshold value and a fit through this data. The fit is applied in order to ensure a continuous and smooth increase of wind speed and direction change. We use this fitted data in the forecast algorithms.
The forecast algorithm
To obtain a forecast of the crosswind 20 minutes ahead at a given time t 0 , the following steps are executed:
(a) the 20-minute averages of wind speed, direction and the medium-range fluctuation parameters are computed; (b) these statistical moments are then used to determine the wind class; (c) the expected maximum wind speed and direction changes are taken from this particular wind class; (d) the crosswind is then computed from the predicted wind vector.
The 20-minute forecast period is split into one-minute timesteps. A new forecast for the next 20 minutes is computed every minute.
Performance and comparison to the old WVWS
The new horizontal wind forecast algorithm is tested in a quasi-operational test environment. The results are compared to the old forecast system. Before the forecast dynamics are studied, we investigate the quality of the forecast. The number of (C)FBs, critical wake vortex displacements and the total time where reduced separation standards could have been applied are analysed. The principal idea of our forecast algorithm is realised in four different versions. This variety is related to the fact that the forecast is based on discrete classes. A change from one class to another due to a sudden change in the wind vector may lead to a sudden change in wake vortex displacement which in turn can lead to a FB. This feature is inherent in this type of forecast. Depending on the resolution of the classes the change from one class to the other is more or less smooth.
The resolution is related to the size of the database from which the statistics of changes in wind speed and direction are computed. Since the size of the database is fixed in our case (523 days), we can force smooth transitions between classes applying (for example) weighted averages of the expected change in wind speed from two different classes. This may lead to improved forecast dynamics at the cost of a deteriorating forecast quality. Therefore, different approaches will be tested and compared to the old WVWS and to the new algorithm without any measures to influence the forecast dynamics (see section 7.2).
The four different algorithms are briefly introduced: Figure 9 ). The full maximum change of wind speed or direction z 2 is taken if σ a = σ 2 + 0.1 (σ 3 -σ 2 ).
The DLR MA WA method is sketched in Figure 9 .
The quality of the forecast
The different algorithms are tested against the database of 543 days and against the test database of 20 days. The results of the old algorithm are summarised in Tables 2  and 3 , which show the results for every second timestep within the 20-minute forecast period.
The results are given as a percentage of the total number of forecasts of an individual forecast horizon (1-20 minutes). For example, we find that 8.76% of the predicted crosswind values are incorrect at forecast minute 10 ( Table 2) . Most of these incorrect crosswind values lead to incorrect wake vortex displacements (7.57%). Here, the measured crosswind at forecast minute 10, together with the wake vortex model, are used to compute the wake vortex displacement which is then compared to the predicted one. A critical displacement is given if the predicted displacement is smaller than 458 m although the displacement calculated using the real wind is larger than 458 m. A diagnosed critical displacement is not equivalent to a risk for the neighbouring runway for several reasons. The wake vortex transport model in the WVWS is very conservative in the sense that it predicts larger transport distances than observed in situ. Moreover, our analysis applies to data that are not filtered. Periods where the WVWS is not to be used to reduce separations are not excluded. For example, situations with front passages and opposite landing procedures from south-west for easterly winds stronger than 5 knots are still included in the analysis.
A detailed investigation of how often air traffic controllers need to take additional action to avoid a hazard is part of a separate safety assessment.
On average, the horizontal wind vector is within the correct limits for about 94% of the cases (Table 4) for the new algorithm 'DLR pure', which is about the same as for the old algorithm. Since we have computed the 95% values within the PDF for the change of wind speed and direction separately we first expect that the forecast quality is not better than 0.95 ? 0.95 which corresponds to 90%. That we diagnose a better quality is related to the fact that we have considered absolute changes in wind speed and direction. We carried out some tests which show slightly skewed distributions of wind speed and direction change. Of course this skewness is lost if we consider only absolute values.
M Frech, F Holzäpfel, T Gerz and J Konopka Therefore, we achieve a more conservative prediction of wind speed and direction since we have taken absolute values of wind speed and direction change before the 95% thresholds were computed.
The number of incorrect predictions of WV-displacements is, on average, a factor of five smaller than the number of incorrect forecasts of the wind vector. The number of critical displacements is even lower. An error in the forecast of the wind vector does not necessarily lead to an error in WV-displacement. This fact is explained in Figure 10 . It shows the measured wind vector at time t 0 . Based on the forecast, the wind vector is expected to be within a ring segment at time t 2 . From this forecast we can extract a crosswind interval [u 1 , u 2 ] which is used to compute the WV-displacement. The actual wind vector at t 2 is outside the ring segment so that we have a wind vector forecast error. However, the actual crosswind u 3 at time t 2 is still within the predicted crosswind interval [u 1 , u 2 ] so that the predicted WV-displacement is within the correct limits.
Overall, the results for the test days are again comparable to those based on the whole database (Table 5) . We find a somewhat smaller number of critical WV-displacements which is probably related to the high percentage of parallel wind situations within the test database.
The results of the other algorithms are summarised in Table 6 . We find the expected deterioration of the forecast quality if we apply measures to influence the forecast dynamics. However, the results of all DLR versions are still significantly better than the old algorithm. Note that with respect to the quality of the wind forecast a one-to-one comparison between the old and the new algorithms is not possible because the new algorithms predict the horizontal wind vector whereas the old algorithm predicts the crosswind component only. A comparison in terms of the WV-displacement and the critical WV-displacement is meaningful because they are directly related to the crosswind and the final minimum non-hazard time prediction.
The quality of the forecast dynamics
The forecast dynamics will be investigated in this section. The performance of the new algorithm is evaluated in terms of the number of C(FB)s and the possible capacity gain due to a WVWS once it is operationally used.
The main goal is a reduction in the number of (C)FBs as far as possible, with a capacity gain being of secondary importance. As mentioned in the introduction, Short-term horizontal wind prediction within a wake vortex warning system (C)FBs are perceived by the ATC as sudden drops in the minimum non-hazard times which are visualised by coloured bars on a terminal. Recall that a reduction of the minimum non-hazard time that is larger than one minute from one timestep to the other is defined as a FB. An increase of the minimum non-hazard time is not critical. The forecast dynamics can be analysed using transition matrices. In this section we compare two examples of transition matrices (Tables 7 and 8) from two different algorithms for MSA 25R.
The first column and row in each matrix denote the predicted minimum non-hazard times of two successive forecasts, i.e. at t = t 0 and t = t 0 + 2 min. For example, let i be the index of the row, and j the index of the column (both starting with 0). The matrix element (i = 20, j = 2) equals 111 (Table 7) . That is, 111 cases were diagnosed where the minimum non-hazard time changed from 20 minutes to two minutes. These 111 cases are CFBs. Ideally, the main, first upper and lower diagonal should be well filled with counts. Elements on M Frech, F Holzäpfel, T Gerz and J Konopka the main diagonal mean no change in the minimum non-hazard time. The first lower and upper diagonal relative to the main diagonal represent changes in the minimum non-hazard time by one minute. The fact that the other elements in the matrix are occupied by numbers larger than zero reflects the unstable forecast dynamics of the old forecast scheme (Table 7 ). The qualitative statement that the old algorithm shows an unstable behaviour is quantified by the analysis at the bottom of the transition matrix. In Table 7 , a potential risk (d) is given if an uncritical displacement of a vortex is predicted although the observed wind conditions would suggest that a critical displacement cannot be excluded safely.
In comparison to the old algorithm, we find that the main diagonal is well occupied in DLR MA WA (Table  8) . Only a relatively small number of forecasts are located on the off-diagonal elements of the transition matrix. This is also reflected by the number of FBs and CFBs, which are much smaller than for the old algorithm (FB: reduction from 5% to 2.52%, CFB: reduction from 1.45% to 0.35%). Furthermore, the critical displacements are reduced from 0.18% to 0.06%.
The results for the other algorithms are summarised in Table 9 for the three approach procedures. Except for DLR pure we find in all cases a significant improvement of the forecast dynamics for all approach procedures. At the same time the number of critical displacements is reduced by up to 90%. Note that the data have not been corrected for the periods when the WVWS will not be used because of other reasons such as thunderstorms, very poor visibility, etc.
Analysis of landing capacity
To air traffic controllers the increase in landing capacity due to a WVWS is of primary interest. The two following conditions must be met before a certain approach procedure is expected to yield a benefit in terms of capacity.
(a) The forecast must indicate a minimum non-hazard time of at least 15 minutes for at least 10 minutes. (b) After another 6 minutes the time share for a given approach procedure is counted.
The results are summarised in Table 10 . For the new algorithms the best performance is found with DLR MA WA, which is not as good as that of the old algorithm. However, it is important to remember that the forecast quality and dynamics are much better with the new algorithm. So the relatively small loss of capacity gain is more than balanced by the better forecast quality and dynamics of the new algorithm (see Tables 6  and 9 ). For example, the capacity gain with DLR pure is relatively small, yet it is the forecast algorithm with the best forecast quality (which determines the safety, i.e. the number of critical WV-displacements). The algorithm DLR MA WA is the best of the new algorithms with respect to capacity gain. However, the forecast quality deteriorated when measures were applied to improve the forecast dynamics. In comparison to DLR pure, these measures lead to more critical displacements while their number is still significantly smaller than that found with the old algorithm.
If we had used DLR MA WA to stagger the approaching aircraft, a reduction of separation standards would have been possible for over 80% of the time.
Conclusions
In this study we have developed a new wind forecast algorithm which predicts the horizontal wind vector in a WVWS. The persistence concept is applied. This new algorithm was implemented in a quasi-operational test environment and was compared to the old algorithm which applies a crosswind forecast. The new algorithm is based on a large database of 523 days. The wind climatology from the anemometer data was compared to a 30-year wind climatology provided by the German weather service. We show that the climatology does not appear to be influenced by the limited fetch conditions due to construction activities over recent years. However, the wind measurements indicate a higher fluctuation level for direction sectors with limited fetch conditions. The higher fluctuation level is due to factors such as buildings in the upwind area of the anemometer array which disturb the flow. Classes of wind speed and direction with respective fluctuation parameters were defined from which the maximum change of wind speed and direction was computed from probability density functions at a 95% threshold value. A total of 72 classes were defined.
The new forecast algorithm was tested against the whole database of 523 days and an independent test database of 20 days. The analysis of the forecast quality within the test environment shows that the forecast of the wind vector is successful. In comparison to the old algorithm the number of critical WV-displacements is significantly reduced. In order to improve the forecast dynamics a number of simple measures were implemented and tested. The number of FBs and CFBs is substantially reduced (by up to a factor of five).
The analysis of the landing capacity increase due to DLR MA WA indicates a moderate reduction of landing capacity in comparison to the old WVWS. But this reduction is more than balanced by the substantial improvement of forecast quality and dynamics using the new algorithm.
The results show that a reduction of separation standards would have been possible for more than 80% of the time.
The new algorithm as well as the entire WVWS will be scrutinised in a separate safety assessment. The old WVWS had already improved safety compared with the single runway operated with conventional WV separation. In view of the significant improvements in comparison with the old crosswind forecast and with the very conservative wake vortex model in the WVWS, we expect a high level of safety from the new WVWS.
In a next step, DFS Deutsche Flugsicherung GmbH will extend the WVWS to cover the whole glide path.
The first basic studies have already been undertaken (Holzäpfel et al., 1999; Holzäpfel & Gerz, 1999; Hofbauer & Gerz, 2000; and the results will be included in the design of this new extended WVWS.
