











Visualization of Lexical Diversity Indices and Adjustment of






を可視化する。Nと V(N)を入力とする指標のいくつかは、両者の間に冪乗則 V(N) = aNb を
仮定している。TTRは b = 1、Rは b = 0.5として aを指標値として利用するが、1では大き






























(1)総語数 {異なり語数: 11966,延べ語数: 209326} TTR, R, C, etc.
(2)単語別頻度 {吾輩: 481,は: 6501,猫: 237, . . .} HD-D, Yule’s K, etc.
(3)単語列 {吾輩,は,猫,である, . . .} MSTTR, MATTR, etc.
(1)は異なり語数と延べ語数の関係を表す式を仮定して、その式の係数を指標として使うもの
で、TTR、R(Guiraud 1954)、C(Herdan 1960)、S(Somers 1966)、a2(Maas 1972)、Uber(Dugast
1979)などがある。(2)は部分集合の特徴量を反復実測の代わりに各語の頻度に基づく確率計算
で推定する HD-D(McCarthy and Jarvis 2007)、Yule’s K、Simpson’s λ、Shannon’s H’や、頻度
分布の形状を特徴量として利用するものなどがある。(3)は単語列の部分集合の特徴量 (n語あ
たりの異なり語数など)を反復実測によって推定するもので、MSTTR、MATTR、voc-d(Mckee





ものは対数を用いた TTRの変種である。C、S、kは V(N)および Nの対数、あるいは対数の
対数を使用する。a2 は logTTR = −a2(log N)2 と変形することができ、TTRと Nの関係式と
























log N − logV(N)
(1) 鄭・金 (2018)は他に LN = 1−V (N )2





小さい値のとき以外は − 1log N と近似する値になる。本稿では LNは扱わない。
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次に、(2)のタイプの指標の代表的なものを以下に示す。ni は語 wi の頻度、pi は語 wi の生
起確率 (ni/N)である。V(n, N)は長さ Nのテキストにおける頻度 nの語の異なり語数である。
HDDは延べ語数 Nのテキストから無作為にM語を非復元抽出したときの異なり語数の期待値
である。λと ℓは Simpson指数と呼ばれるもので、テキスト中から無作為に 2語を抽出したと




と同値であり、N が十分大きければ ℓ の 104 倍と近似した結果を返す。H ′ は Shannon指数、
エントロピーなどと呼ばれるもので、H ′ = − ln [∏alli=1 pnii ] 1N と変形することができ、直観的
には延べ語数 Nのテキストから無作為に N語を復元抽出したときに元のテキストと同一の単
語列が得られる確率、あるいは各語が元のテキストの同じ位置の語と同一である確率の幾何平
均と関係がある。m と S は異なり語数 V(N) と頻度 2 の語 (dis legomena) の異なり語数 V(2,












































































前節で示した指標のうち、(1)のタイプの指標は V(N)と Nから計算される。V(N)と Nの関
係を理解するために、BCCWJコアデータを用いて両者の関係を確認する。図 1の左は横軸を






















reg OC OW OY PB PM PN
図 1 異なり語数と延べ語数
両対数グラフが直線的に分布するということは、V(N)と Nの間にべき乗則 V(N) = kNβ が
成立することを意味する。この関係はヒープスの法則と呼ばれる。ここでは、V(N)と Nの関
係は次の式で近似できると仮定する。
V(N) = 10a × Nb
log10 V(N) = a + b × log10 N
前節で述べた語彙多様性指標のうち、TTR、R、Cは、Vと Nの間にべき乗則を仮定するモ
デルと考えることができる。




























































この式は回帰直線の傾き bをパラメータとして、切片 aと残差 ε の和を指標値として利用す




(Intercept) log10(N) R2 Adj. R2 Num. obs. RMSE
log10(V(N)) 0.28∗∗∗ 0.74∗∗∗ 0.97 0.97 1980 0.08
(0.01) (0.00)






















データを用いて確認する(3)。最初に散布図を確認する (図 4)。図の横軸は log10 N、縦軸は各指
標の値である。CTTRは Rの定数倍なので省略した。データポイント数は 1980だが、一部の
データを外れ値として除外した (C < 0.7、S > 1、S < 0.5、k < 1、a2 > 0.2、U > 100、m > 30、
s < 0.4)。λ、ℓ、K、Zは値のばらつきが大きいため対数で示した。MSTTR、MATTR、HDD
は N = 42、MTLD、MTLDMAは TTR = 0.77で計算し、N ≤ 42のサンプルを除外した。ま
たMSTTR、MATTRは HDDとの比較のため TTRではなく V(42)に換算して示した。データ
ポイントの形は知恵袋 (OC)、白書 (OW)、ブログ (OY)、書籍 (PB)、雑誌 (PM)、新聞 (PN)の
6つのレジスタを表す。図中の直線は、回帰直線である。
類似の手法である λ、ℓ、Kのうち、ℓ と Kはほぼ同様の分布を示しているのに対し、λは N
が小さいときに ℓ や Kとは異なる分布を示す。MSTTR、MATTR、HDDは、それぞれ計算の
方法が違うものの、似た分布を示す。MTLDとMTLDMAはそれほど似ておらず、MTLDの




た残差の絶対値を単回帰分析し、その R2 で評価する。いずれも R2 が小さいほど Nの影響が































































































































































































































図 5 N が指標値の平均や分散に及ぼす影響
ETTRはどちらの R2 も小さい値を取り、平均と分散がいずれも Nの影響を受けにくいこと
が分かる。TTR と R はいずれの R2 も大きな値を取り、N の影響を受けやすい指標だと言え
る。また R の方がより大きな値を取ることから、TTR より R の方が N の影響が小さいとは




















レジスタ 書籍 (PB) |雑誌 (PM) |新聞 (PN) |白書 (OW) |教科書 (OT) |広報誌 (OP) |
ベストセラー (OB) | Yahoo!知恵袋 (OC) | Yahoo!ブログ (OY) | 韻文 (OV) |
法律 (OL) |国会会議録 (OM)
トークン単位 短単位 (suw) |長単位 (luw)
タイプ単位 語彙素 (lemma) |書字形基本形 (orthbase) |書字形出現形 (orth)
これらの組み合わせごとに単回帰分析した結果を表 4に示す。
表 4 単回帰分析
reg token type a b R2 adj. R2 Num. obs. RMSE
OB luw lemma 0.3121∗∗∗ (0.01) 0.7355∗∗∗ (0.00) 0.96 0.96 1390 0.06
orthbase 0.2998∗∗∗ (0.01) 0.7421∗∗∗ (0.00) 0.96 0.96 1390 0.06
orth 0.2980∗∗∗ (0.01) 0.7534∗∗∗ (0.00) 0.97 0.97 1390 0.05
suw lemma 0.3615∗∗∗ (0.01) 0.7067∗∗∗ (0.00) 0.95 0.95 1390 0.06
orthbase 0.3482∗∗∗ (0.01) 0.7149∗∗∗ (0.00) 0.95 0.95 1390 0.06
orth 0.3568∗∗∗ (0.01) 0.7234∗∗∗ (0.00) 0.96 0.96 1390 0.06
OC luw lemma 0.2039∗∗∗ (0.00) 0.7845∗∗∗ (0.00) 0.92 0.92 91445 0.07
orthbase 0.1940∗∗∗ (0.00) 0.7920∗∗∗ (0.00) 0.92 0.92 91445 0.07
orth 0.1540∗∗∗ (0.00) 0.8231∗∗∗ (0.00) 0.92 0.92 91445 0.07
suw lemma 0.2737∗∗∗ (0.00) 0.7432∗∗∗ (0.00) 0.91 0.91 91445 0.06
orthbase 0.2599∗∗∗ (0.00) 0.7538∗∗∗ (0.00) 0.92 0.92 91445 0.06
orth 0.2161∗∗∗ (0.00) 0.7879∗∗∗ (0.00) 0.92 0.92 91445 0.06
OL luw lemma 0.5436∗∗∗ (0.03) 0.6041∗∗∗ (0.01) 0.93 0.93 346 0.07
orthbase 0.5421∗∗∗ (0.03) 0.6064∗∗∗ (0.01) 0.93 0.93 346 0.07
orth 0.5183∗∗∗ (0.03) 0.6205∗∗∗ (0.01) 0.94 0.94 346 0.07
suw lemma 0.7770∗∗∗ (0.03) 0.4868∗∗∗ (0.01) 0.87 0.87 346 0.08
orthbase 0.7754∗∗∗ (0.03) 0.4905∗∗∗ (0.01) 0.87 0.87 346 0.08
orth 0.7648∗∗∗ (0.03) 0.5020∗∗∗ (0.01) 0.88 0.88 346 0.08
OM luw lemma 0.3801∗∗∗ (0.03) 0.7009∗∗∗ (0.01) 0.98 0.98 159 0.06
orthbase 0.3704∗∗∗ (0.03) 0.7045∗∗∗ (0.01) 0.98 0.98 159 0.06
orth 0.3401∗∗∗ (0.03) 0.7203∗∗∗ (0.01) 0.99 0.99 159 0.06
suw lemma 0.6239∗∗∗ (0.03) 0.5997∗∗∗ (0.01) 0.98 0.98 159 0.06
orthbase 0.6099∗∗∗ (0.03) 0.6057∗∗∗ (0.01) 0.98 0.98 159 0.06
orth 0.5828∗∗∗ (0.03) 0.6213∗∗∗ (0.01) 0.98 0.98 159 0.06
OP luw lemma 0.2099∗∗∗ (0.02) 0.7973∗∗∗ (0.01) 0.98 0.98 354 0.03
orthbase 0.2069∗∗∗ (0.03) 0.7994∗∗∗ (0.01) 0.98 0.98 354 0.03
orth 0.1914∗∗∗ (0.03) 0.8079∗∗∗ (0.01) 0.98 0.98 354 0.03
suw lemma 0.5775∗∗∗ (0.04) 0.6548∗∗∗ (0.01) 0.93 0.93 354 0.04
orthbase 0.5811∗∗∗ (0.04) 0.6574∗∗∗ (0.01) 0.93 0.93 354 0.04
orth 0.5679∗∗∗ (0.04) 0.6655∗∗∗ (0.01) 0.92 0.92 354 0.04
OT luw lemma 0.2360∗∗∗ (0.04) 0.7456∗∗∗ (0.01) 0.91 0.91 412 0.10
orthbase 0.2308∗∗∗ (0.04) 0.7489∗∗∗ (0.01) 0.91 0.91 412 0.10
orth 0.2553∗∗∗ (0.03) 0.7526∗∗∗ (0.01) 0.92 0.92 412 0.09
suw lemma 0.4023∗∗∗ (0.04) 0.6723∗∗∗ (0.01) 0.87 0.87 412 0.11
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orthbase 0.3965∗∗∗ (0.04) 0.6778∗∗∗ (0.01) 0.88 0.88 412 0.11
orth 0.4291∗∗∗ (0.04) 0.6796∗∗∗ (0.01) 0.89 0.89 412 0.11
OV luw lemma 1.3786∗∗∗ (0.10) 0.4104∗∗∗ (0.04) 0.35 0.35 252 0.07
orthbase 1.3459∗∗∗ (0.10) 0.4255∗∗∗ (0.04) 0.37 0.37 252 0.07
orth 1.1158∗∗∗ (0.08) 0.5139∗∗∗ (0.03) 0.59 0.58 252 0.05
suw lemma 1.6573∗∗∗ (0.12) 0.3185∗∗∗ (0.04) 0.20 0.20 252 0.07
orthbase 1.6221∗∗∗ (0.12) 0.3356∗∗∗ (0.04) 0.22 0.21 252 0.07
orth 1.3047∗∗∗ (0.10) 0.4529∗∗∗ (0.03) 0.44 0.43 252 0.06
OW luw lemma 0.3842∗∗∗ (0.02) 0.7167∗∗∗ (0.01) 0.91 0.91 1500 0.06
orthbase 0.3800∗∗∗ (0.02) 0.7188∗∗∗ (0.01) 0.91 0.91 1500 0.06
orth 0.3727∗∗∗ (0.02) 0.7262∗∗∗ (0.01) 0.92 0.91 1500 0.06
suw lemma 0.8427∗∗∗ (0.03) 0.5361∗∗∗ (0.01) 0.71 0.71 1500 0.09
orthbase 0.8525∗∗∗ (0.03) 0.5369∗∗∗ (0.01) 0.72 0.72 1500 0.09
orth 0.8533∗∗∗ (0.03) 0.5424∗∗∗ (0.01) 0.73 0.73 1500 0.09
OY luw lemma 0.2230∗∗∗ (0.00) 0.7709∗∗∗ (0.00) 0.95 0.95 52680 0.08
orthbase 0.2159∗∗∗ (0.00) 0.7765∗∗∗ (0.00) 0.96 0.96 52680 0.08
orth 0.2014∗∗∗ (0.00) 0.7922∗∗∗ (0.00) 0.96 0.96 52680 0.08
suw lemma 0.2822∗∗∗ (0.00) 0.7420∗∗∗ (0.00) 0.95 0.95 52680 0.08
orthbase 0.2707∗∗∗ (0.00) 0.7512∗∗∗ (0.00) 0.95 0.95 52680 0.08
orth 0.2558∗∗∗ (0.00) 0.7674∗∗∗ (0.00) 0.96 0.96 52680 0.08
PB luw lemma 0.3533∗∗∗ (0.01) 0.7236∗∗∗ (0.00) 0.89 0.89 10117 0.07
orthbase 0.3405∗∗∗ (0.01) 0.7296∗∗∗ (0.00) 0.89 0.89 10117 0.07
orth 0.3405∗∗∗ (0.01) 0.7400∗∗∗ (0.00) 0.91 0.91 10117 0.07
suw lemma 0.5011∗∗∗ (0.01) 0.6586∗∗∗ (0.00) 0.81 0.81 10117 0.09
orthbase 0.4889∗∗∗ (0.01) 0.6662∗∗∗ (0.00) 0.81 0.81 10117 0.09
orth 0.4988∗∗∗ (0.01) 0.6737∗∗∗ (0.00) 0.83 0.83 10117 0.09
PM luw lemma 0.4526∗∗∗ (0.02) 0.7092∗∗∗ (0.00) 0.92 0.92 1996 0.06
orthbase 0.4389∗∗∗ (0.02) 0.7152∗∗∗ (0.00) 0.92 0.92 1996 0.06
orth 0.4237∗∗∗ (0.01) 0.7290∗∗∗ (0.00) 0.94 0.94 1996 0.05
suw lemma 0.6380∗∗∗ (0.02) 0.6362∗∗∗ (0.01) 0.88 0.88 1996 0.07
orthbase 0.6272∗∗∗ (0.02) 0.6437∗∗∗ (0.01) 0.88 0.88 1996 0.07
orth 0.6157∗∗∗ (0.02) 0.6562∗∗∗ (0.01) 0.90 0.90 1996 0.06
PN luw lemma 0.2139∗∗∗ (0.01) 0.7944∗∗∗ (0.00) 0.95 0.95 1473 0.03
orthbase 0.2009∗∗∗ (0.01) 0.7999∗∗∗ (0.00) 0.95 0.95 1473 0.03
orth 0.1816∗∗∗ (0.01) 0.8126∗∗∗ (0.00) 0.96 0.96 1473 0.03
suw lemma 0.4117∗∗∗ (0.02) 0.7149∗∗∗ (0.01) 0.87 0.87 1473 0.04
orthbase 0.4003∗∗∗ (0.02) 0.7216∗∗∗ (0.01) 0.88 0.88 1473 0.04
orth 0.3937∗∗∗ (0.02) 0.7298∗∗∗ (0.01) 0.88 0.88 1473 0.04
表 4の bの値を ETTRのパラメータとして使用することで、延べ語数の影響を補正した指標
値を得ることができる。同時に、これらの値は各レジスタの語彙分布の特徴を示している。他
の条件が同じであれば、aが δ大きくなると V(N)は 10δ 倍になり、bが δ大きくなると V(N)
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