Possibilites de validation croisee pour des modeles d'equation structurale by Opwis, K. et al.
Psychologische Beiträge, Band 29, 1987, S. 60-77 
Möglichkeiten der Kreuzvalidierung 
von Strukturgleichungsmodellen 
K. OPWIS 1, A. GOLD2 und W. SCHNEIDER 3 
Zusammenfassung, Summary, Resume 
Die Beurteilung der Angemessenheit theoretischer Oberlegungen auf der Grund-
lage statistischer Hypothesentests ist für die empirische Forschung von zentraler Be-
deutung. Im Mittelpunkt der Arbeit stehen die mit der Testung von multivariaten 
Strukturgleichungsmodellen (LISREL-Modelle) verbundenen Probleme. Zu Beginn 
wird das LISREL-Modell unter den Aspekten der simultanen Analyse von Kovarianz-
und Mittelwertstrukturen und der Modelltestung diskutiert. Anschließend werden an-
hand eines Illustrationsbeispiels aus der pädagogisch-psychologischen Forschung ver-
schiedene Vorgehensweisen der Kreuzvalidierung einander gegenübergestellt und an 
empirischen Daten demonstriert. Es zeigt sich , daß die Obernahme exakter numeri-
scher Parameterwerte sowohl aufgrund inhaltlicher wie auch formaler Argumente un-
angemessen streng erscheint. Diese Einschätzung kann empirisch belegt werden, indem 
eine Approximation von lntervallrestriktionen vorgenommen wird. 
Cross-validating structural equation models: 
Problems and perspectives 
This study focuses on the problem of how to judge the adequacy of theoretical 
models on the basis of statistical hypothesis testing procedures. In particular, problems 
of testing multivariate structural equation models (LISREL-models) are discussed. In 
a first step, the possibilities of simultaneously analyzing covariance and mean struc· 
tures and of testing LISREL models are discussed . Next, data from a study conducted 
in the field of educational psychology are used to illustrate different procedures of 
cross-validating LISREL models. As it turns out, the usual restriction to base the model 
on equivalent numerical parameter values appears tobe inappropriately rigorous. Thus, 
the suggestion is that cross-validations of structural equation models should rely on 
approximations of interval restrictions instead . 
Possibilites de validation croisee pour des modeles d'equation 
structurale 
Le jugement de l'appropriation des modeles thforiques base sur des tests d'hy-
theses statistiques est d'une importance capitale pour la recherche empirique . Les 
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problemes lies a la verification de modeJes muJtivariants d'equation structurale sont 
au cen tre de cette etude. 
On trouve pour commencer une discussion sur le modele LISREL sous J'aspect 
de J'analyse simuJtanee de structures de covariance et de valeur moyenne et sous ceJui 
de Ja verification du modele. Suit ne comparaison de differents procedes de validation 
croi~e. demontree d'apres des donnees empiriques et illustree par des exemples pris 
dans Ja recherche psychopedagogique. ß en ressort que Ja reprise de parametres nume-
riques exacts parait inadequate dans sa rigueur en raison d 'argumen ts concernant tant 
Je fond que la forme. Cette evaluation peut etre prouvee de fai;on empirique en faisant 
une approximation des restrictions d'intervalles. (A.-E. Posse-Douhaire) 
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l . Einleitung 
In den letzten Jahren hat der speziell mit den Namen JÖRESKOG 
und SÖRBOM verbundene LISREL-Ansatz zunehmend an Bedeutung für 
die sozialwissenschaftliche Modellbildung und Hypothesentestung gewon-
nen. Die Abkürzung LISREL („Linear Structural RELationship") bezeich-
net einerseits ein statistisches Modell und andererseits das zugehörige 
Computerprogramm zur Durchführung der Parameterschätzungen und 
Modelltests. Die Yonüge dieses Ansatzes gegenüber herkömmlichen stati-
stischen Verfahren lassen sich auf drei Betrachtungsebenen aufzeigen : 
1) Unter formal-statistischen Aspekten stellt er eine Generalisierung 
des allgemeinen linearen Modells (vgl. hienu etwa TIMM, 1975) dar. 
Positiv hervonuheben ist dabei im besonderen, daß neben einer einheit-
lichen Terminologie und Notation mächtige schätz- und testtheoretische 
Kalküle (Prinzip der Maximum-Likelihood-Schätzung; Methode des Like-
lihoodquotiententests) zur Verfügung gestellt werden. Sind notwendige 
Voraussetzungen, wie etwa eine multivariate Normalverteilung der in die 
Analyse eingehenden Variablen gegeben, ist die adäquate Behandlung einer 
Reihe bekannter statistischer Verfahren (uni- und multivariate Regressions-
analyse, rekursive und nicht-rekursive Pfadanalyse, konfirmatorische 
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Faktorenanalyse) als Spezialfälle gewährleistet (JÖRESKOG & SÖRBOM, 
1984). Darüber hinaus können auch varianzanalytische Modelle als speziel-
le LISREL-Modelle formuliert und getestet werden (vgl . MÖBUS, 1986; 
OPWIS, 1986). 
2) Vom inhaltlich-theoretischen Standpunkt aus betrachtet, bietet das 
LISREL-Modell vielfältige Möglichkeiten zur expliziten Formulierung, Ab-
bildung und Prüfung von Hypothesen (a) über angenommene Effektmuster 
in den Beziehungen und Zusammenhängen und (b) über Mittelwertunter-
schiede bzw. -änderungen von Variablen. Beide Hypothesenarten können 
simultan und in sich ergänzender Weise, also integrativ behandelt werden 
(vgl. die Beiträge in MÖBUS & SCHNEIDER, 1986). Dabei kann insbeson-
dere auch die für die Sozialwissenschaften fundamentale Meßfehlerproble-
matik in angemessener Weise berücksichtigt werden . · 
3) Unter pädagogisch-didaktischen Gesichtspunkten bietet die Ausein-
andersetzung mit LISREL den Vorteil, daß der Anwender das Verfahren 
selbst gestaltet : Man lernt Modelle zu konzipieren, Hypothesen zu formu-
lieren und zu prüfen, sowie verstecke Annahmen zu explizieren. 
Im Mittelpunkt dieser Arbeit stehen die mit der Testung von multi-
variaten Strukturgleichungsmodellen verbundenen Probleme (vgl. GREEN, 
1977) : 
a) Können die beobachteten (Stichproben-)Daten durch das postulierte 
Modell angemessen reproduziert werden? (Anpassungsproblem) 
b) Welche Auswirkungen haben Datenidosynkrasien auf die Parameter-
schätzungen? (Variabilitätsproblem) 
c) Wie sensitiv reagieren die Prüfgrößen zur Beurteilung der Modell-
anpassung gegenüber Parameteränderungen? (Sensitivitätsproblem) 
Aus der Diskussion dieser Fragen im Kontext von LISREL-Modellen 
wird abgeleitet , daß erst eine Kreuzvalidierung der geschätzten Modelle 
genauere Auskunft über ihre Angemessenheit geben kann, wobei unter-
schiedliche Vorgehensweisen möglich sind. Illustriert werden die Über-
legungen anhand eines Beispiels aus dem Bereich der Schulleistungsfor-
schung. Die mit Hilfe des LISREL VI Programms (JöRESKOG & SöR-
BOM, 1984) durchgeführten Analysen beruhen auf den Paneldaten zweier 
voneinander unabhängiger Schülerkohorten derselben Grundgesamtheit. 
Der Arbeit " liegt folgender Aufbau zugrunde: Zunächst wird eine 
erweiterte Notation des LISREL-Modells zur Analyse von Mittelwert-
strukturen eingeführt und Fragen der Modelltestung erörtert. Anschlie-
ßend wird als lllustrationsbeispiel aus der pädagogisch-psychologischen 
Forschung ein Schulleistungsmodell vorgestellt und in seinen wesentlichen 
Befunden diskutiert. Im letzten Teil werden Möglichkeiten der Kreuz-
validierung von Strukturgleichungsmodellen aufgezeigt und anhand eines 
zweiten Datensatzes demonstriert . 
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2. Die Analyse von Mittelwertstrukturen mit LISREL 
Im einfachen LISREL-Modell (LONG, 1983; JöRESKOG & SÖR-
BÖM, 1979, 1984) liegt das Augenmerk auf der Analyse der Kovarianz-
struktur einer Gruppe von Personen. Allerdings ist eine Verallgemeine-
rung des einfachen Modells im Sinne einer zusätzlichen Einbeziehung von 
Mittelwertinformationen möglich, wenn die beobachteten Indikator-
variablen als Rohwerte in die Analyse eingehen, wovon die üblichen 
Darstellungen des allgemeinen linearen Modells ausgehen. Formal ent-
sprechen Rohwerte den Abweichungswerten bzw. Momenten um Null. 
Die korrespondierende (Stichproben-)Momentenmatrix M hat bei zusätz-
licher Einführung einer Dummyvariablen, die für alle Beobachtungen den 
konstanten Wert ,I' besitzt, folgende Gestalt: 
(1) M = [
Syy• + yy Syx' + yx' yl 
Sxy + ly' Sxx· + x-X' x 
y' 'X' 1 
mit: y = p-dimensionaler Vektor der beobachteten Indikatoren der laten-
ten endogenen Variablen 
x = q-dimensionaler Vektor der beobachteten Indikatoren der laten-
ten exogenen Variablen 
S = (Stichproben-)Kovarianzmatrix 
Bei der Analyse von Momentmatrizen um Null mit Hilfe des LISREL-
Programms geht man von der folgenden modifizierten Modelld.arstellung 
aus (vgl. JöRESKöG & SÖRBOM, 1984): 
(2) [i]=[~ ~ ~ ][!] + [~] [I] ·!~~·] 
(3) [~]=[: ~· ~.] [i] + [:] 
Dabei entsprechen B, r , Ax , Ay, t 17, f• x, y, 8 und e den im übli-
chen LISREL-Modell vorkommenden. gleichnamigen Matrizen und Vekto-
ren. Die zusätzlich auftretenden Parameter können als Regressionskon-
stanten bzw. „Lokalisationsparameter" interpretiert werden: 
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o: = Vektor mit den :Regressionskonstanten der Regression der 11 
auf die~. 
v, µ = Vektor mit den Regressionskonstanten der Regression der x 
bzw. y auf die~ bzw. 11· 
. Für die Erwartungswerte der Modellvariablen gilt dann: 
• 
(3.l) E(~)=K 
(3.2) E(11) = (1-B)- 1 (o: + K") := T 
(3.3) E(x) = v + Ax K 
(3.4) E(y) = µ + AyT 
Allerdings sind die neu eingeführten Parametervektoren ohne weitere 
Restriktionen nicht identifiziert (vgl. SÖRBOM, 1982; OPWIS, 1986). 
Die Formulierung von Hypothesen über Mittelwertunterschiede ist für den 
Fall einer Mehrgruppenanalyse nur sinnvoll, wenn (a) bei allen Gruppen 
dieselben (bzw. vergleichbare) Indikatorvariablen beobachtet werden und 
(b) die Indikatorvariablen für alle Gruppen parallele Messungen der als 
zugrundeliegend angenommenen latenten Varj.ablen darstellen. 
Diese Voraussetzungen implizieren gruppeninvariante Meßmodell-
anteile (v, µ, Ax, Ay sind für alle Gruppen als gleich zu spezifizieren), wo-
durch die Metrik der Erwartungswertvektoren bis auf den Nullpunkt 
eindeutig definiert ist. Die Festlegung des Nullpunktes kann durch eine 
Festlegung der Erwartungswerte einer beliebigen Gruppe vorgenommen 
werden, beispielsweise durch: 
( 4) K(l) = T(l) = Ü 
Damit wird die erste Gruppe zur Referenzgruppe und die Erwartungs-
werte der übrigen Gruppen sind auf einer Differenzskala abgebildet , also 
identifiziert und als Unterschiede zur gewählten Referenzgruppe interpre-
tierbar. 
3. Die Testung von LISREL-Modellen 
Unter der Annahme, daß die in die Analyse eingehenden Daten un-
abhängige Beobachtungen einer multivariaten Normalverteilung mit Mit-
telwertvektor µ und Kovarianzmatrix I: sind, erhält man Parameter-
schätzungen - ihre Identifikation vorausgesetzt -, indem folgende ML-
Schätzfuriktion minimiert wird (vgl. MORRISON, 1967): 
(5) F = lnlI:I - lnlSI +Spur (SI:- 1 ) - (p + q) 
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Auch für den Fall, daß die Matrizen ~ und S nicht Momente um 
die Mittelwerte (Kovarianzen) sondern Momente um Null enthalten, 
liefert die Minimierung von (5) weiterhin ML-Schätzungen (vgl. Mö-
BUS, 1986). Die statistische Testung von LISREL-Modellen beruht auf 
der Likelihoodquotienten-Technik. Die chi2-verteilte Prüfgröße ist gege-
ben durch: 
mit: L1 = Likelihood des ,idiographischen' bzw. ,saturierten' Modells 
(„Alternativhypothese") mit dessen Hilfe eine beliebige positiv-
definite Matrix erzeugt werden kann, also insbesondere eine 
solche, die der beobachteten Stichproben-Kovarianzmatrix 
exakt entspricht. 
L0 = Likelihood des ,vollen' Modells („Nullhypothese"), das dem 
vom Anwender fonnulierten Modell entspricht. 
Anzahl der Meßwertträger (Personen) 
= Wert der ML-Schätzfunktion für das volle Modell, mit dessen 
Hilfe die Matrix ~o generiert wird. 
Die Prüfgröße Aist - bei hinreichend großem N - annähern4 chi2 -
verteilt, wobei die Anzahl der Freiheitsgrade durch die Differenz zwischen 
der Anzahl vorgegebener Datenelemente und zu schätzender Parameter 
festgelegt ist. Sie bildet die Grundlage der Entscheidung, ob die beobach-
teten Daten durch das postulierte Modell in statistisch angemessener 
Weise reproduziert werden können. Ein im Verhältnis zu den Freiheits-
graden hoher chi2 -Wert deutet darauf hin, daß dies nicht der Fall ist. 
Dieser zentrale Aspekt des LISREL-Ansatzes war in den letzten 
Jahren häufig Gegenstand kritischer Anmerkungen. Es handelt sich um 
eine globale Anpassungsprüfgröße, deren zugrundeliegende Logik einem 
Hypothesentest der Art unspezifizierte Alternativ- vs. spezifizierte Null-
hypothese entspricht (vgl. BENTLER & BONETT, 1980). Die unspezifi-
zierte Alternativhypothese entspricht dem idiographischen Modell und die 
Nullhypothese dem vom Forscher postulierten Modell. Ziel des Modell-
tests ist somit die Beibehaltung der Nullhypothese, die aber gegen die 
strengstmögliche' Alternativhypothese einer perfekten Anpassung getestet 
wird . In diesem Zusammenhang haben verschiedene Autoren (etwa 
BENTLER & BONETT 1980; CUDECK & BROWNE, 1983) angeregt, 
das vom Forscher postulierte Modell gegen ein Alternativmodell mit mög-
lichst wenigen Parametern zu testen, wie es auch sonst üblich ist. Aller-
dings kann weder eine statistisch noch eine inhaltlich fundierte Begrün-
dung für die Verwendung eines der vorgeschlagenen speziellen Modelle 
(„model of no correlation"; „equicorrelation model"· , one factor mo-
del") gegeben werden. 
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Eine statistisch bedingte Eigenschaft der Prüfgröße selbst, die zu 
Interpretationsproblemen führt, ist ihre direkt proportionale Abhängig-
keit von der Stichprobengröße (vgl. MUNCK, 1979). Dies hat zur Konse-
quenz, daß für den schätztheoretisch erforderlichen Fall großer Stichpro-
ben praktisch jedes Modell als statistisch unbefriedigend beurteilt werden 
muß. Umgekehrt gilt für den Fall relativ kleiner Stichproben, daß oftmals 
auch inadäquate Modelle aufgrund insignifikanter chi2 -Werte beibehalten 
werden können . Weitgehend unbekannt ist wie die Prüfgröße auf eine 
Verletzung der ihr zugrundeliegenden Voraussetzungen reagiert (vgl. hier-
zu etwa eine von BOOMSMA (l 982) durchgeführte Simulationsstudie). 
Die vorherrschende ,Bewältigungsstrategie' zur Umgehung dieser Pro-
bleme bei der Beurteilung der Anpassungsgüte eines Modells besteht in 
ihrer Relativierung, indem (a) zusätzliche Gesichtspunkte und/oder (b) 
hierarchisch ineinander geschachtelte Modelle herangezogen werden. So 
liefert die LISREL-VI Programmversion eine Reihe ergänzender Informa-
tionen, wie den „goodness-of-fit" Index (GFI), das „root mean square 
residual" (RMR) oder die normalisierten Residuen, auf die unten noch 
genauer eingegangen wird. Im unter (b) genannten Fall wird weniger der 
einzelne chi2 -Wert eines speziellen Modells interpretiert als vielmehr ein 
Vergleich der chi2 -Wertdifferenzen hierarchisch ineinander geschachtelter 
Modelle bevorzugt. Diese Differenzen sind wiederum annähernd chi2 -
verteilt. Allerdings wird diese Art des Modellvergleichs in der Regel an 
demselben Datensatz vorgenommen, wodurch sich das Signifikanzniveau 
in unkontrollierter Weise verändert. Man hat es bei dieser Vorgehensweise 
mit einer explorativen Datenanalyse bzw. einem ,Modellfitting' und nicht 
mit einer statistischen Hypothesentestung zu tun. 
Angesichts der angesprochenen Probleme bei der Testung von LIS-
REL-Modellen, besteht der überzeugendste Weg zur Prüfung der Angemes-
senheit eines postulierten Modells in der Durchführung einer Kreuzvalidie-
rung. Dies gilt selbstverständlich nicht nur für LISREL-Modelle, sondern 
generell für statistische Modelle. Im folgenden werden verschiedene im 
Rahmen des LISREL-Ansatzes realisierbare Formen der Kreuzvalidierung 
vorgestellt und praktisch demonstriert. Hierzu wird das im· nächsten Ab-
schnitt einzuführende Schulleistungsmodell auf eine zweite unabhängige 
Schülerkohorte derselben Grundgesamtheit übertragen. 
4 . Ein Modell schulischer Leistungen als Anwendungsbeispiel 
aus der pädagogisch-psychologischen Forschung 
Die den Berechnungen zugrundeliegenden Daten wurden im Zusam-
menhang mit der modellschulbegleitenden Forschung an einer kooperati-
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ven Gesamtschule in Süddeutschland erhoben. Für insgesamt 218 Schüler 
einer ersten Kohorte lagen aus der Mitte der fünften Klassenstufe Lei-
stungsbeurteilungen in Form von Zeugnisnoten für vier Schulfächer 
(Deutsch, Englisch, Mathematik , Naturlehre) vor. 18 Monate später wur-
den die Schulleistungen ein zweites Mal erfaßt. In der Grundschule, etwa 
neun Monate vor der ersten Schulleistungsmessung, hatten die Schüler 
u.a. die folgenden Fähigkeitstests zu bearbeiten: 
die Untertests 1 +2 („Allgemeinbegabung"), 6 („Ratefähigkeit"), 
3 und 4 („Schlußfolgerndes Denken") des Prüfsystems für Schul-
und Bildungsberatung (PSB) von HORN ( 1969), 
den Untertest RS („Rechtscheiben") aus dem Allgemeinen Schul-
leistungstest für 4. Klassen (AST4) von FIPPINGER ( 1967), 
den CFT2 („Nichtverbale Grundintelligenz") nach Cattell in der 
deutschen Bearbeitung von CA TTELL & WEISS ( 1972). 
Anhand des Leistungsniveaus (A-, B- C-Kurs) , das die Schüler nach 
fünf weiteren Schuljahren , also zu Ende der neunten Klasse, aufwiesen, 
ließ sich die Gesamtstichprobe retrospektiv in drei Teilstichproben <\Uftei-
len . Die Leistungsanforderungen sind im A-Kurs besonders hoch, im C-
Kurs am geringsten. Im Analysezeitraum während des 5. und 6. Schul-
jahres wurden die Schüler gemeinsam unterrichtet. Eine fächerübergreifen-
de Differenzierung in A-, B-, und C-Kurs fand erst mit Beginn des 7. 
Schuljahes statt. Dieselbe Datenstruktur liegt für eine zweite , im darauf-
folgenden Schuljahr untersuchte Kohorte mit 215 Schülern vor. Das zur 
Beschreibung der Daten4 angenommene Strukturgleichungsmodell ist in 
Abbildung 1 wiedergegeben. 
Es ist so aufgebaut, daß exogene Fähigkeitskonstrukte (,Verbale" 
und „Nicht-Verbale" Fähigkeiten) auf jeweils analoge Schulleistungs-
konstrukte („Sprachliche" und „Nicht-sprachliche" Schulleistung) wir-
ken . Die als Indikatoren der Schulleistungskonstrukte wiederholt beob-
achteten Schulnoten beinhalten neben zufälligen auch fachspezifisch 
systematische Fehleranteile, die über die Zeit miteinander kovarüeren 
(vgl. JÖRESKOG , 1979). Aufgrund der empirischen Evidenz zur Bedeu-
tung kognitiver Fähigkeiten für den Schulerfolg (vgl . etwa KÜHN , 1983 ; 
PARKERSON, LOMAX, SCHILLER & WALBERG, 1984; SCHNEIDER 
& TREIBER, 1984) wird im Modell unterstellt, daß die Schulleistungen 
allein von korrespondierenden Fähigkeitskonstrukten abhängen. In An-
wendung der Struktur eines Simplex-Modells (JÖRESKOG, 1970 · WERTS 













Abb. 1: Angenommenes Bedingungsmodell schulischer Leistungen . 
LINN & JÖRESKOG, 1977) wird weiter angenommen, daß bedeutsame 
direkte Effekte auf die Schulleistungen zum zweiten Meßzeitpunkt nur 
für die in der fünften Klasse beobachteten Schulleistungen vorhanden 
sind. Die Kovariation der Gleichungsfehler zum ersten Meßzeitpunkt 
beinhaltet die gemeinsamen Varianzanteile der Schulleistungskonstrukte, 
die nicht durch die Fähigkeitskomponenten aufgeklärt werden. 
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Bei der durchgeführten simultanen Mehrgruppenanalyse wurde in 
den drei Teilstichproben (A-, B-, C-Kurs) ein identisches Meßmodell zu-
grundegelegt. Es resultierte eine globale Modellanpassung von chi2 (df= 233> 
= 371.3 (p < .01 ). Wie oben ausgeführt, stellt die im Sinne des Likelihood-
quotienten signifikante Modellabweichung jedoch nur ein Kriterium zur 
Beurteilung der Anpassungsgüte von Modellen dar. Als zusätzliche Maße 
werden von JÖRESKOG & SÖRBOM (1984) der robustere „goodness-of-
fit index" (GFI) und das „root mean square residual" (RMR) empfohlen. 
GFI gibt an, welcher Anteil der beobachteten Varianzen und Kovari~zen 
durch das Modell erklärt wird. RMR entspricht der Größe der- durch-
schnittlichen Residualvarianzen und -kovarianzen und liefert beim Ver-
Tabelle 1: 
Sequenz der untersuchten Modellvarianten 
Modell· Modellsemantik Modell- Kriterien der 
variante spezifikation Modellanpassung1 •2 
x2 -Prüfgröße GFI RMR 
MI · Test des Ausgangsmodells 0.82 8.18 
und seiner Annahmen vgl . Abb . 1 xlm> = 371 .3 0.86 7.85 
(vgl. Text) 0.78 16.32 
M2 Test der „Zeitvarianz". µI = µ3' µ2 = 14 ' 0.81 9,57 
Hypothese der wiederholt l.ts = µ, , µ6 = µs , X~ =429.0 0.83 9.44 
verwendeten Meß. Xs = X6 , X, , = X8 , 0.77 17.56 
instrumente Qq>, ~1> free, 
M3 Test der ,,Mittelwert"-Hypo· 0.82 8.35 
these: Die Mittelwerte der I(~ = ict' (g = 2,3) ~ =375.l 0.86 19.27 
latenten exogenen Variablen 0.78 29.99 
sind in allen Gruppen unter· 
einander gleich 
M4 Test auf gruppeninvariante 'Y(I) = 'Y(2) =; 'Y(3) 0.82 9.49 II II II 
direkte Effekte der latenten xl239) = 381.6 0.86 19.50 
exogenen auf die latenten 'Y~ = 'Y~ = 'Y~ 0.77 31.l l 
endogenen Variablen 
MS Test auf gruppeninvariante /f;,1) = rP.? = rf;,3) 0.81 9.45 ll ll 21 
direkte Effekte der latenten x(l43) = 389 .3 0.86 19.57 
endogenen Variablen unter- il':P = ti:;>. = ftl' 0.77 30.70 
einander ·~ 43 43 
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gleich alternativer Modelle am selben Datensatz Hinweise auf deren relati-
ve Anpassungsgüte. Die absoluten RMR-Werte sind allerdings nur unter 
Berücksichtigung der Größenordnungen in der zugrundegeliegenden Aus-
gangsmatrix interpretierbar. 
Auch die chi2 -Prüfgröße wurde von uns in Übereinstimmung mit 
· JÖRESKOG & SÖRBOM (1984) primär zur Beurteilung der relativen 
Modellanpassung bei ineinander geschachtelten Modellen verwendet. In 
Tabelle l ist die Sequenz untersuchter Modellvarianten unter formalen 
und inhaltlichen Aspekten zusammengefaßt. 
Die vergleichsweise schlechteste Modellanpassung ergab sich für 
Modell 2 (M2). Ihm liegt die Hypothese zugrunde, daß sich in den Lo-
kalisations- und Ladungsparametern der Schulleistungskonstrukte nicht 
nur gruppen-, sondern auch zeitinvariante Eigenschaften der verwendeten 
Meßinstrumente widerspiegeln. Diese Hypothese konnte nicht beibehal-
ten werden, da der resultierende chi2 -Wert bei nur 4 zusätzlichen Freiheits-
graden um S7 .7 über dem Wert des Ausgangsmodells (MI) lag. Eine In-
spektion der im Anhang aufgeführten Parameterschätzungen zeigt , daß die 
Mittelwerte der Schulnoten zum zweiten Meßzeitpunkt deutlich abneh-
men. 
Die in den Modellvarianten M3 , M4 und MS eingeführten Restrik-
tionen führten demgegenüber im Vergleich zum Ausgangsmodell zu kom-
patiblen Anpassungswerten . Die formulierten Hypothesen bezogen sich 
auf Erwartungswerte und Effektparameter. In M3 wurde geprüft, ob die 
Erwartungswerte verbaler und nichtverbaler Fähigkeiten gruppenspezi-
fisch jeweils gleich sind und damit auch die Unterschiede zwischen den 
Gruppen für diese Konstrukte . Modellvariante M4 lag die Hypothese zu-
grunde, daß die direkten Effekte der latenten exogenen Variablen, der 
Fähigkeitskonstrukte, auf die latenten endogenen Variablen, den Schul-
leistungen, invariant für die drei Gruppen sind . Zusätzlich ging in Modell 
MS die Annahme der Gruppeninvarianz bezüglich der direkten Effekte 
der latenten endogenen Variablen untereinander ein. Die Hypothesen-
sequenz ist im Sinne einer zunehmend sparsameren Modellformulierung 
aufgebaut. Als vergleichsweise bestes Modell wird mit MS die Variante 
mit den meisten Freiheitsgraden, also der restriktivsten Spezifikation aus-
gewählt , die empirisch am ehesten falsifizierbar ist. Es postuliert strukturell 
wie numerisch invariante Beziehungen zwischen den latenten Variablen 
für die drei Schülergruppen unterschiedlichen Leistungsniveaus. Die Para-
.._meterschätzungen für Modell MS finden sich im Anhang. 
Tabelle 2 enthält eine Auswahl der inhaltlich interpretierbaren Be-
funde. Aufgeführt sind die Regressionen im Raum der Konstrukte, ihre 
Erwartungswerte und die aufgeklärten Varianzanteile der latenten endo-
genen Variablen. 
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Tabelle 2: 
Regressionen im Raum der Konstrukte 11i (j = l, 2, 3, 4 ), 
ihre Erwartungswerte und ihre aufgeklärten Varianzanteile 1 
A-Kurs 
11, = o• + 0.10 t, + 0.51 
11, = o• + o.97 11, + 0.24 
11, = o• + 0.15 t, + o.89 
11. = o• + o.8911, + 0.10 
B-Kurs 
11, = --0.75 + 0.10 t, + 0.76 
11, = --0.44 + 0.9711, + 0.35 
11, = --0.24 + 0.15 t, + 0.96 
11. = --0.71 + 0.8911, + 0.33 
E(111 ) = -1.30 
E(11,) = -1.69 
E(111 ) = -1.10 
E(114 ) = -1.69 
R~,) = 0.35 
Rft1,> = 0.87 
R~11,) = 0.42 
Rfri.> = 0.93 
C·Kurs 
11, = -1.70 + 0.10 t, + 0.68 
11, = --0.19 + 0.9711, + 0.32 
11, = -1.07 + 0.15 t, + 1.13 
11. = --0.83 + 0.8911, + 0.41 
E(11 1 J = -2.73 
E(11 2 ) = -2.83 
E(11,) = -2.67 
E(114 ) = -3.21 
Rf11,> = 0.51 
Rt11,) = 0.90 
2 - 6 R(11,) - 0.3 
2 -R(ri_) - 0.91 
die mitgeteilten Ergebnisse beruhen auf der Grundlage von MS (vgl. Tabelle 1) 
Erwartungsgemäß spiegeln sich in den unstandardisierten Regres-
sionskoeffizienten substantielle positive Effekte der latenten Variablen 
untereinander wider. Die Varianzaufklärung beider Schulleistungskon-
strukte liegt zum zweiten Meßzeitpunkt zwischen 87% und 99%, so daß 
eine nahezu vollständige Vorhersagbarkeit durch die entsprechenden 
Konstrukte zum ersten Meßzeitpunkt gegeben ist. Generell liegen dabei 
die Werte für die nichtsprachlichen Leistungen etwas höher. Demgegen-
über ist der mit Hilfe der verbalen und nichtverbalen Fähigkeiten er-
klärbare Anteil der Varianz der sprachlichen und nichtsprachlichen Schul-
leistungen zum ersten Meßzeitpunkt deutlich geringer (35%-66%). Ange-
sichts von jeweils nur einer in die Regressionsgleichung eingehenden Prä-
diktorvariablen können diese Werte jedoch immer noch als beachtlich an-
gesehen werden. _ 
Die Mittelwerte der latenten Variablen zeigen die erwarteten deut-
lichen Niveauunterschiede für beide Schulleistungskonstrukte und Meß-
zeitpunkte. Dabei nehmen die relativen Unterschiede zwischen den Grup-
pen bezüglich der nichtsprachlichen Schulleistungen eher noch zu. Es 
bleibt offen, ob diese auf den Schulnoten basierenden Veränderungen 
auf schÜlerspezifischen Entwicklungsprozessen und/oder lehrspezifisch 
geänderten Bewertungspraktiken beruhen. 
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5. Die Kreuzvalidierung von Strukturgleichungsmodellen 
Nach BENTLER ( 1980) können im Rahmen des LISREL-Ansatzes 
drei grundlegende Formen der Kreuzvalidierung unterschieden werden, die 
zunehmend strengere Anforderungen implizieren: 
a) Validierung der Modellstruktur („loose replication"): Die Daten 
einer zweiten Stichprobe werden derselben Modellstruktur wie die-
jenigen der Ausgangsstichprobe unterworfen, wobei die zu schätzen-
den Parameter keinen Restriktionen unterliegen. 
b) Validierung der Modellstruktur und einer Teilmenge der zu schätzen-
den Parameter („moderate replication"): Vorgegeben wird die Mo-
dellstruktur der Ausgangsstichprobe sowie die unverändert übernom-
menen Schätzungen für einzelne, theoretisch bedeutsame Parameter. 
c) Validierung aller Parameterschätzungen („tight replication"): Modell-
struktur und alle Parameter aus der Ausgangsstichprobe werden un-
verändert übernommen. 
Grundlegend für unsere Vorgehensweise ist , daß die unterschiedli-• 
chen Varianten eine Voraussetzungsrelation definieren. Die erfolgreiche 
Durchführung einer „loose replication" ist eine notwendige Voraussetzung 
für eine „moderate replication" usw. Für die konkrete Anwendung ist zu-
nächst die Formulierung „Übernahme theoretisch bedeutsamer Parameter" 
zu präzisieren. Die Vergleichbarkeit zweier strukturgleicher LISREL-
Modelle erfordert in einem ersten Schritt die Sicherstellung der Gleichheit 
ihrer Meßmodelle in dem Sinne, daß die Indikatorvariablen in beiden 
Stichproben parallele Messungen darstellen. Erst in weiteren Analysen 
kann dann versucht werden, zusätzliche Parameter unverändert zu über-
nehmen. 
Eine andere Vorgehensweise zur Kreuzvalidierung von Strukturglei-
chungsmodellen schlagen CUDECK & BROWNE (1983) vor. Ausgehend 
von der Formulierung und Schätzung von k unterschiedlichen Modellen 
für je einen Datensatz zweier unabhängiger Stichproben A und B resultie-
ren als Werte der zu minimierenden ML-Schätzfunktion (5): 
mit : k = Modellindex (k = 1, 2, ... ) 
SA, Se = empirische (Kovarianz-)Matrix für die Stichproben A 
und B 
~k ISA bzw. ~k !Se = theoretische (Kovarianz-)Matrix bei SA bzw. Se als 
empirischer Ausgangsmatrix 
Tabelle 3: 
Zusammenstellung der durchgeführten Kreuzvalidierungsvarianten und ihrer Ergebnisse ~ ~ 
r:::: (II 
Kohorte 1 Kohorte 2 Modellanpassung bei : 3 0 
::s ~ -· 
Kreuzvalidierungsvariante simultaner Betrach- ft 3 ~ ~ 
x2 -Prüfgröße GFI RMR X 2 -Prüfgröße GFI RMR tung beider Kohorten ... (II 0, ........ g~~ 'S: 'Tl (") ,.. !!; ~ ::i ::r 
Validierung der 0.81 9.4 0.85 7.0 
,-, ~ 
Cll o·""" et> !!. 
Modellstruktur xi.u = 389.3 0.86 19.6 Xi43 = 321.5 0.85 9.0 X~= 710.8 > ::r "'Cl ~ " .. "O "' (II ::s 
0.77 30.7 0.82 17.2 M ... ...... c. ,.. 0 "' Q. „ 0- 3 (II „ 
Validierung der Modell- 0.80 13.4 0.84 15 .9 Cll 
(II (II ::s ~ = ~ n ..... 
xi51 = 409.1 xi51 = 343.1 xE02 = 752.2 '-' g. ... ::s struktur bei unverändert 0.85 18.8 0.84 8.6 _.. i:: e ~ ::o N 
übernommenen Ladungs- 0.77 36.8 0.80 18.6 < i:: .... ::r (II „
pararnetern ::s c-' ~ ;-- [ Q. 
"o. ~ a: ;;· 
. 0 6il 0 § Validierung der Modell- 0.77 13.4 0.84 15 .9 ........ i:: ::s 
'Tl 0- (II N 
°" struktur bei unverändert X~s =431.2 0.85 18.2 xiss = 358.8 0.84 8.9 xi10 = 790.0 ,.. ~::s i:: < ,-, 0 
übernommenen Ladungs- 0.77 36.7 0.79 18.7 Cll (') ,-, Q. ::s 
= 
... • (II ~ ~ ::s Cl) und Effektparametem .. ~ M ,.. < .... ~ 
Validierung der Modell- 0.71 92.l 0.76 93.6 "' (II "' tr.i [ ri ~ = 
struktur bei unverändert xi69 = 539.8 0.82 41.3 Xi69 = 471.9 0.82 39.l X~38 = 1011.7 > .e. '-' 
"' "O ::s ~· übernommenen Ladungs-, 0.73 64.0 0.74 50.8 _.. =-- 5- OQ 0"' (II ::r 
Effekt- und Lokalisations- ::s. :t. ~ = ::s 
.._; 0 ...... 
°" pararnetern •• ::S N 3 ..... 
._;. 0 
Simultane Analyse beider 0.80 20.5 0.85 26.8 
"' e: 
c. „ 
Kohorten bei Annalune 0.85 24.7 0.85 18.0 xio1=770.0 i:: (II = - - „ 
"' 3 ::s kohorteninvarianter La- 0.76 46.6 0.80 29.5 Q. "' 
dungs-, Effekt- und ~ ::s 
..... . 0-
Lokationspararneter (II (II --J 
1 -· w 
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CUDECK & BROWN bezeichnen diese Werte als Kreuzvalidierungs-
indizes („cross-validation index") und als optimal valides Modell dasjenige 
mit dem geringsten Kreuzvalidierungsindex. 
Die von CUDECK & BROWN vorgeschlagene Prozedur erscheint aus 
mehreren Gründen nicht empfehlenswert: (1) Die sich für die Stichproben 
A und B ergebenden optimal validen Modelle stimmen in der Regel nicht 
überein; (2) die Auswahl der k verschiedenen Modellvarianten kann nicht 
begründet werden und (3) besitzt das Verfahren keinerlei formalstatisti-
sche Rechtfertigung. 
Die Ergebnisse der im Sinne BENTLERs formulierten Sequenz zu-
nehmend strengerer Kreuzvalidierungsvarianten sind in Tabelle 3 zusam-
mengefaßt. 
Die Modellanpassung für die Daten einer zweiten unabhängigen 
Schülerkohorte ergab bei Übernahme der Modellstruktur von Modell-
variante 5 (MS) eine chi2 -Prüfgröße von 321.5. Dieser Wert liegt bei der 
gleichen Anzahl von Freiheitsgraden (df = 243) deutlich unter dem für 
die erste Kohorte resultierenden Anpassungswert von 389.3. Damit ist 
die Angemessenheit der angenommenen Modellstruktur als replizierbar 
nachgewiesen . In den weiteren Analysen wurde versucht, Teilmen_gen 
der zu schätzenden Parameter wechselseitig zu validieren. Zunächst wurde 
geprüft , ob die Indikatorvariablen in beiden Kohorten parallele Messungen 
darstellen, indem die Ladungsparameter unverändert eingesetzt werden. 
Die sich ergebenden chi2 -Differenzen lagen mit 19 .8 für Kohorte 1 bzw. 
21 .6 für Kohorte 2 in der Größenordnung des kritischen Wertes von 20.1 
(bei df = 8 und a = 0.01 ), so daß die Ladungsparameter - mit Einschrän-
kungen - als replizierbar angesehen werden können. Als nächste Teil-
menge wurden zusätzlich die Parameter der direkten Effekte der latenten 
Variablen untereinander wechselseitig eingesetzt. Die chi2 -Differenzen 
von 22. l für Kohorte 1 und 15 .7 für Kohorte 2 lagen nunmehr beide über 
dem kritischen Wert von 13.3 . Demgegenüber zeigten die RMR-Indizes 
praktisch keine Verschlechterung der Modellanpassung an. Dies änderte 
sich, wenn als weitere Parameter die Lokalisationsparameter hinzugenom-
men werden. Alle Kriterien zeigten die Unangemessenheit der Einführung 
dieser Restriktion an . Dies deutet darauf hin, daß sich die beiden unter-
suchten Kohorten insbesondere in den Erwartungswerten der Indikator-
variablen voneinander unterscheiden, während ihre Ladungs- und Effekt-
parameter weitgehend übereinstimmen. 
Unbefriedigend an der gewählten Vorgehensweise erscheint, daß es 
sowohl aufgrund theoretisch-inhaltlicher wie auch formal-statistischer 
Argumente grundsätzlich unangemessen ist, eine übemahme exakter 
Parameterwerte zu fordern. Sozialwissenschaftliche Theorien beinhalten 
durchweg unpräzise Angaben über die numerischen Werte interessieren-
Anhang Al: Momentenmatrizen 1 für die 3 Gruppen von Kohorte 1 
PSB:l+2 PSB:6 AST4:RS PSB:3 PSB:4 CFT2 Deutsch 1 Engl. 1 Deutsch 2 Engl. 2 Math. 1 Nat. 1 Math. 2 Nat. 2 Konst. 
3285.56 
2704.55 
PSB: 1+2 2446.88 
3177.11 3133.10 
2591.41 2430.30 
PSB: 6 2333.33 2297.40 
2989.30 2901.48 2766.80 
2330.30 2245 .35 2099.88 
AST4:RS 2044.17 1992.50 1797.40 
3551.06 3449.30 3249.72 3934.86 
3054.80 2938.89 2648.99 3547.98 
PSB: 3 2656.77 2571.88 2254.69 2994.27 
3433.80 3340.49 3133.87 3781.69 3681.69 
2832.83 2733.33 2458,59 3259.85 3071.97 
PSB: 4 2361.98 2292.19 2010.00 2620.31 2371.88 
3349.79 3261.13 3070.18 3687.47 3565.35 3515.62 
2802.63 2702.88 2440.85 3228.79 3001.1 l 3025.1 l 
CFT2 2468.13 2372.92 2063.10 2741.35 2423.96 2594.25 
469.79 456.69 430.54 512.82 495.49 485.21 68.87 
355.40 342.48 314.18 406.06 376.06 373.62 48.93 
Deutsch 1 284.69 277.60 244.85 313.96 278.75 290.50 35.17 
500.63 488.45 458.39 547.39 528.24 517 .61 72.52 77.86 
388.23 374.44 343.01 442.27 412.17 407.62 52.51 58.03 
Englisch 1 294.06 285.83 253.08 323.75 291.25 300.00 36.06 38.60 
445.85 432.61 408.31 486.20 470.21 460.73 64.97 68.69 61.85 
331.21 318.74 290.83 379.44 351.52 347.71 44.88 48.68 42.18 
Deutsch 2 274.17 265 .31 233.42 301.88 270.00 281.69 33.08 34.27 32.15 
438.52 427.54 402.03 479.44 462.18 452.20 63.63 67.80 60.25 59.92 
303.18 292.78 268.54 344.34 321.67 317 .21 40.92 44.87 38.10 35 .85 
Englisch 2 242.29 232.08 203.75 263.02 235.63 246.25 28.44 29.69 27.54 25 .00 
449.65 437.54 413.30 492.96 476.50 467.35 65.48 69.62 62.21 60.96 64.JO 
352.17 340.71 309.01 408.03 381.41 376.33 47.90 52.22 44.46 40.44 49 .82 
Mathem. 1 257.81 246.98 217.85 284.48 254.48 267 .00 30.73 31.85 29.67 25 .75 29.71 
470.56 457.25 431.66 514.09 496.55 485.09 68.18 72.62 64 .56 63.70 65.76 68.99 
385.61 371.82 339.52 443.74 411.97 408.82 51.90 56.65 48.38 44.25 52.37 58.11 
Natur!. 1 304.58 293.23 261.77 337.50 298.96 311.71 36.15 37.19 34.90 30.21 33.42 40.35 
419.44 408.59 385.00 461.69 445.78 437.92 61.07 65 .01 58.07 , 56.92 59.10 61.18 55 .58 
290.25 280.05 254.77 336.92 314.29 310.80 39.24 42.64 36.54 33.15 40.39 43.06 33.97 
Mathem. 2 201.88 195.63 172.06 225.63 200.83 210.56 24.15 24.94 23 .27 20.38 22.60 26.06 18.81 
462.61 449.23 423.06 506.41 490.07 477.75 67.13 71.34 63.66 62.32 64.47 67 .41 50.18 67.44 
360.61 348.84 317 .15 415.56 385.96 382.50 48.68 52.86 45.40 41.54 49 .20 53.47 40.55 50.79 
Natur!. 2 272.71 262.60 230.85 301.56 266.35 281.85 30.44 33.13 31.25 27.17 30.42 35.29 23.92 33.06 
56.69 55.21 51.76 62.47 60.28 58.75 8.20 8.76 7.76 7.66 7.87 8.23 7.35 8.11 1.00 
51.52 49.70 44.81 59.09 54.80 54.28 6.87 7.51 6.40 5.85 6 .87 7.51 5.65 7.01 1.00 
Konst. 48.54 47.19 41.44 54.06 47.92 50.21 5.77 5.94 S.56 4.83 5.21 6.19 4.10 5.52 1.00 
Die !11 a ri en sind • ntsprechend Formel (1) aufgebaut; in der oberel} Zeile steht jeweils der Wert für.den A llfS in 1 : r mittleren Zeile derjenige 
des Jl · I u1 es und i der unteren Zeile die Werte des C-Kurses. 
Anhang A2: Momentenmatrizen 1 für die 3 Gruppen von Kohorte 2 
PSB :l+2 PSB:6 AST4:RS PSB:3 PSB:4 CFT2 Deutsch 1 Engl. 1 Deutsch 2 Engl. 2 Math. 1 Nat. 1 Math. 2 Nat. 2 Konst. 
3405.16 
2675.50 
PSB: 1+2 2027.40 
3406.35 3459.13 
2623.50 2637.50 
PSB: 6 2064.90 2200.00 
3030.48 3034.13 2750.46 
2277.60 2258.70 2022.15 
AST4: RS 1721.35 1813.17 1576.37 
3728.57 3744.84 3337.80 4145.64 
3020.25 3011.00 2609.25 3546.75 
PSB: 3 2412.50 2506.73 2077.40 3032.21 
3689.68 3696.83 3308.18 4076.19 4070.24 
2809.00 2796.50 2429.00 3273.50 3090.50 
PSB: 4 2170.19 2253.37 1862.12 2702.89 2480.29 
3444.44 3455.00 3087.60 3808.10 3782.54 3577.06 
2641.75 2630.30 2281.09 3079.60 2869.35 2758.68 
CFT2 1987 .40 2074.90 1715.48 2481.06 2234.23 2092.65 
469.05 469.84 420.35 515.32 511.03 478.54 66.02 
353.45 351.10 307.66 407.55 379.60 358.50 48.64 
Deutsch 1 253.65 264.71 222.52 308.75 278.17 257.23 34.15 
492.46 493.49 441.75 540.56 537.62 501.87 68.70 72.60 
357.60 353.95 311.36 408.70 381.60 358.19 48 .20 49.98 
Englisch l 242.79 255.19 214.00 295.10 261.73 242.94 31.98 31.96 
474.29 476.83 426.57 522.78 518.10 484-.24 66.24 69.40 67.78 
334.85 333.25 230.50 386.35 361.65 339,26 45.65 45 .75 43.80 
Deutsch 2 238.27 249.71 210.37 292.98 263.46 241.83 31.29 29.71 29.92 
442.06 443.25 395 .56 486.51 482.54 450.11 61.50 64.68 62.40 58.51 
296.95 294.45 256.87 340.15 319.00 297.99 40.33 40.75 38.38 34.49 
Englisch 2 179.04 188.75 157.54 218.46 196.06 180.42 23.44 22.73 22.04 17 .10 
448.89 450.00 402.37 494.76 493.40 460.76 62.33 65.52 63.18 '68.65 60.60 
305.00 303.20 264.83 352.95 330.25 311.86 41.44 41.98 39.45 34.81 37.79 
Mathem. 1 198.65 207.60 171.02 246.73 224.23 207.04 25 .87 24.44 24.40 18.21 22.10 
478.02 479.13 429.00 527.46 522.46 488.98 66.24 69.51 67.30 62 .60 63 .67 69.25 
354.55 353.15 304.92 410.35 379.20 361.16 47 .77 47.43 44.95 39.72 41.14 60.18 
Natwl. 1 242.89 252.60 209.27 297.98 268.75 249.64 31.69 29.81 29.67 22.10 24.89 32.15 
419.44 419.68 377.19 463.89 461.59 432.92 58.40 61.14 59.22 54.98 56.40 59.83 53.51 
278.95 277.55 241.89 325.55 302.90 287.56 37.99 38.04 36.18 31.86 33.4-4 38.41 31.80 
Mathem. 2 166.25 171.35 141.62 208.08 188.75 175.39 21.60 20.50 20.21 15.27 18.25 20.67 16.04 
471.43 473.25 423.11 520.64 516.43 482.40 65.46 68.71 66.54 61.79 62.87 67 .22 58.91 66.76 
350.35 347.55 302.04 406.75 377.95 357 .55 47 .24 47 .14 44.87 39.52 40.96 48.32 38.16 48.34 
Natwl. 2 229.7 1 237.69 197.67 283.08 255.77 234.79 29.56 27.92 28.25 21.02 23 .48 29.39 · 19.56 28.75 
58.02 58.18 51 .85 64.05 63.41 59.25 8.05 8.44 8.16 7.59 7.71 8.24 7.22 8.13 1.00 
51.00 50.70 43.99 59.15 54.90 51.82 6.90 6.90 6.54 5.77 5.97 6.92 5.48 6.86 1.00 
Konst. 43.94 45 .96 38.33 54.33 48.75 45.08 5.69 5.39 5.39 3.98 4.48 5.50 3.73 5.21 1.00 
Die Matrizen sind entsprechend Formel (l) aufgebaut; in der oberen Zeile steht jeweils der Wert für den A-Kurs, in der mittleren Zeile derjenige 
des B-Kurses und in der unteren Zeile die Werte des C-Kurses. 
Anhang AJ: 
Parameterschätzungen für Modellvariante 5 (MS) in beiden Kohorten 
auf der Grundlage gleicher Modellstrukturen 
Kohorte l Kohorte 2 
Parameter A·Kurs B·Kurs . C-Kurs A·Kurs B·Kurs C-Kurs 
v, 56.95 (.84) 58.18 (.73) 
"• 
55.06 (.87) 58.27 (.88) 
"• 
51.39 (.91) 52.02 (.80) 
IJ . 62.59 (.65) 64 .21 (.74) 
"~ s;.;a (.79) G:u5 (.77) 
"• 
59.07 (.81) 59.03 (.90) 
µ, 8.21 (.13) 8.00 (.13) 
"· 
8.78 (.13) 8.46 (.14) 
"• 
7 .83 (.12) 8.04 (.13) 
"• 
7.60 (.13) 7 .62 (.12) 
"• 
7 .92 (.17) 7 .73 (.12) 
µ, 8.16 (.13) 8.19 (.15) 
µ, 7.34 (.14) 7 .26 (.13) 
"• 
8.15 (.15) 8.07 (.11) 
A, 0.91 (.08) 0.96 (.08) 
A2 0.83 (.08) 0.92 (.08) 
As 0.72 (.08) 0.66 (.07) 
A• 0.88 (.10) 0.93 (.08) 
As 0.96 (.07) 0.71 (.05) 
Aa 0.84 (.06) 0.75 (.04) 
A, 0.63 (.06) 0.74 (.08) 
A1 0.74 (.06) 0.70 (.06) 
'Y11 0.10 (.01) 0.13 (.02) 
'Yu 0.15 (.02) 0.09 (.02) 
IJ21 0.97 (.08) 0.71 (.07) 
IJo 0.89 (.07) 1.25 (.18) 
"• = "• 
o• -5.72 (.90) -10.68 (1.24) O* -7 .91 (.86) -14.34 (1.16) 
or, o• -0.75 (.16) - 1.70 ( .23) o• -0.53 (.22) - 1.34 ( .32) 
or, 0* -0.44 (.14) - 0.19 ( .24) 0* -0.80 (.16) - 1.39 ( .25) 
or, o• -0.24 (.24) - 1.07 ( .34) O* -1.07 (.20) - 2.12 ( .28) 
a• o• -0.7 1 (.16) - 0.83 ( .27) o• . 0.42 (.36) 0.53 ( .61) 
~II -K~ 55.73 (12.36) 32.80 ( 7 .52) 52.79 (14.84) 22.14 ( 6.07) 35.45 ( 7 .85) 53.70 (14.70) 
~12-K~ 24.60 ( 6.58) 30.27 ( 7.42) 32.09 (10.65) 27 .18 ( 7 .23) 27 .07 ( 6.89) 48.17 (13.41) 
<1>21 -ic, "• 21.78 ( 6.43) 5.39 ( 4.56) 24.22 ( 9.12) 11.18 ( 4.55) 7.72 ( 4.63) 3.81 ( 8.94) 
1/J II 0.26 ( .11) 0.57 ( .16) 0.46 ( .20) 0.63 ( .20) 0.45 ( .18) 0.73 ( .31) 
"'22 0.06 ( .08) 0.12 ( .11) 0.10 ( .18) 0.15 ( .14) 0.29 ( 
.11) 0.09 ( .13) 
"'„ 0.79 ( .25) 0.93 ( .29) 1.27 ( .44) 0.06 ( .10) 
0.12 ( .15) 0.16 ( .21) 
"' .. 
0.01 ( .15) 0.11 ( .16) 0.17 ( .33) 0.07 ( .16) 0.32 ( .21) 0.00 ( .23) 
1/1„ 0.44 ( .12) 0 .58 ( .15) 0.28 ( .17) 0.09 ( .08) 0.12 ( .09) 0.32 ( .14) 
6' 22.55 ( 5.46) 24.23 ( 5.23) 43.13 (11.21) 17 .OS ( 4.68) 40.44 ( 7 .37) 62.63 (14.83) 1 
6' 46.04 ( 8.81) 37.63 ( 6.56) 33.38 ( 8.94) 50.86 (10.11) 39.65 ( 7 .10) 35.72 ( 9.76) 2 
6' 29.74 ( 6-96) 62 .. 66 (10.52) 49.96 (13.17) 36.27 ( 7 .82) 48 .2l ( 8.53) 57.03 (14.07) 
• 6' 22.52 ( 4.50) 40.63 ( 6.68) 49.31 (11.28) 35.94( 7.03) 35.03 ( 5.75) 5 2.09 (11.24) 
• 
6' 29.14 ( 6.41) 38.43 ( 7.62) 44.09 (11.76) 21.36 ( 5 .92) 47 .40 ( 8.75) 55.07 (13.45) 
• 6~ 37 .07 ( 7 .26) 54.21 ( 9.08) 54.50 (13.04) 40.88 ( 8.63) 50.44 ( 8.80) 24.11 ( 7 .87) 
„? 0.80 f.15) 0.86 (.16) 0.85 (.23) 0.69 (.15) 0.64 (.12) 1.01 (.23) 
F~ 0.54 (.13) 0.85 (.17) 1.62 (.39) 0.34 (.17) l.19 (.24) 1.19 (.35) 
e! 0.77 (.15) 0.61 (.13) 0.53 (.16) 0.85 (.17) 0.55 (.10) 0.57 (.13) 
e! 0.63 (.15) 0.85 (.18) 0.88 (.26) 0.31 (.15) 0.38 (.12) 0.28 (.14) 
4!~ 0.78 (.23) 0.99 (.26) 0.36 (.35) 0_. 67 (.16) 1.86 (.31) 1.68 (.38) 
t' 0.82 (.15) 1.39 (.22) 1.68 (.36) 1.37 (.26) 2.22 (.33) 2.00 (.40) 1 
e~ 0.37 (.18) 0.78 (.22) 0.44 (.34) 0 .88 (.22) 0.96 (.24) 1.45 (.40) 
t' 1.42 (.26) 0.95 (.17) 1.44 (.33) 0.68 (.14) 0.94 (.16) 1.90 (.40) 1 
~. ,, 0.46 (.12) 0.24 (.11) 0.22 (.15) 0.18 (.12) 0 .15 (.08) 0.15 (.13) 
E2,4 0.07 (.10) 0.22 (.13) -0.21 (.23) -0.06 (.12) 0 .14 (.12) 0.05 (.17) 
~s ," 0.02 (.16) 0.20 (.20) -0.54 (.28) 0 .20 (.16) 0.37 (.22) 
1.05 (.35) 
Ea • 0.31 (. 15) 0 .34 (.15) 0.44 (.26) 0.24 (.14)· 0.68 (.18) 
0.91 (.33) 
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der Parameter. Auch formal wäre es angemessener, bei der Kreuzvalidie-
rung Intervallrestriktionen für die einzelnen Parameter zu berücksichtigen, 
beispielsweise der Art „exakte (Punkt-)Parameterschätzung ± Standard-
fehler". Diese Möglichkeit besteht jedoch in dieser Form im LISREL-
Programm bislang nicht. Mit dem Ziel einer ersten Abschätzung der durch 
die Obernahme exakter Parameterschätzungen induzierten Anforderungen 
an die Daten wurde abschließend eine simultane Analyse beider Kohor-
ten durchgeführt, deren Ergebnis in der untersten Zeile von Tabelle 3 zu 
finden ist. Hierbei wurden unter Ausnutzung der in LISREL vorhandenen 
Option sog. „constrained"-Parameter kohorteninvariante Ladungs- Effekt-
und Lokalisationsparameter spezifiziert . Dies entspricht einer Approxi-
mation von Intervallrestriktionen für diese Parameter. Die Kriterien für 
die Güte der Modellanpassung zeigen eine deutlich bessere Anpassung : 
Bei einem Vergleich entsprechender Modellvarianten anhand der beiden 
rechts unten zu findenden chi 2 -Werte ergibt sich ein Differenzwert von 
241 . 7, der bei 31 Freiheitsgraden hochsignifikant ausfällt . 
6 . Zusammenfassung 
Anhand eines einfachen Illustrationsbeispiels aus der pädagogisch-
psychologischen Forschung wurden die vielfältigen Möglichkeiten von 
LISREL-Modellen und ihrer Kreuzvalidierung bei der simultanen Analy e 
von Paneldaten mehrerer Gruppen aufgezeigt. 
Demonstriert wurde, daß neben regressions- und faktorenanalyti-
schen Verfahren auch varianzanalytische Modelle als spezielle Struktur-
gleichungsmodelle formulierbar sind . Die Vorteile der integrativen Behand-
lung unterschiedlicher statistischer Modelle liegen insbesondere in einer 
größeren Flexibilität und Anwendungsbreite. In einem einheitlichen 
terminologischen und schätztheoretischen Rahmen können sowohl Hy-
pothesen über komplexe Einflußstrukturen als auch mittelwertbezogene 
Hypothesen analysiert werden. Anhand des ausgewählten Schulleistungs-
modells konnten dabei - trotz seiner offenkundigen Restriktionen - eini-
ge der in der Literatur berichteten Befunde repliziert werden. 
Darüber hinaus wurde ausführlich auf die Probleme bei der Testung 
von Strukturgleichungsmodellen eingegangen. Im Hinblick auf die Frage, 
welches Kriterium für die statistische Modellbeurteilung herangezogen 
werden sollte, wird häufig vorgeschlagen, daß eine simultane Betrachtung 
aller verfügbaren Informationen die Methode der Wahl sein sollte. Wie sich 
jedoch-aus den vorgelegten Analysen ablesen läßt, verändern sich die ver-
schiedenen Kriterien (chi2 -Prüfgröße, GFI, RMR) nicht unbedingtgleich-
sinnig, wenn unterschiedliche Modellvarianten vergleichend gegenüber-
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gestellt werden. Dies bestätigt den Eindruck, daß bei der Modellbeurtei-
lung allzuviele Freiheitsgrade vorhanden sind, was die Gefahr einer zu 
liberalen Handhabung dieser zentralen Frage birgt. Entscheidet man sich 
etwa dafür, den globalen chi 2 -Wert als Richtschnur der Modellbeurteilung . 
zu nehmen, bieten sich gezielte Modellmodifikationen an, um die Anpas-
sungsgüte an die empirischen Daten zu verbessern. Ohne anschließende 
Kreuzvalidierung des dann in explorativer Weise gewonnenen Modells 
läßt sich aber nicht entscheiden, ob dieses Vorgehen lediglich zu einer 
Überanpassung an die zugrundeliegenden Stichprobendaten geführt hat 
(„data overfit") oder nicht. In diesem Zusammenhang wurden verschiedene 
im LISREL-Ansatz realisierbare Kreuzvalidierungsvarianten demonstriert. 
Dabei zeigte sich, daß das postulierte Schulleistungsmodell in wesentlichen 
Aspekten auf eine zweite unabhängige Schülerkohorte derselben Grund-
gesamtheit übertragen werden kann. Während die Ladungs- und Effekt-
parameter strukturell wie numerisch weitgehend kompatibel waren, 
kamen die Vorteile der zusätzlichen Berücksichtigung von Mittelwerts-
informationen darin zum Ausdruck, daß für beide Kohorten insbesondere 
unterschiedliche Lokalisationsparameter nachgewiesen werden konnten. 
Abschließend wurde die Angemessenheit der bei Kreuzvalidierungen 
üblichen Übernahme exakter Parameterwerte im Fall sozialwissenschaft-
licher Modelle kritisch diskutiert. Weitaus angemessener erscheint die 
Möglichkeit, Intervallrestriktionen für die Parameter vorzugeben. Diese 
Vorgehensweise dürfte der mangelnden Präzision sozialwissenschaftlicher 
Theorien eher gerecht werden und sollte eine Option in künftigen LISREL-
Versionen werden. 
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