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This integral equation is a mathematical model of many evolu-
tionary problems with memory arising from biology, chemis-
try, physics, engineering. In recent years, many different
basic functions have been used to estimate the solution of inte-
gral equations, such as orthonormal bases and wavelets. In the
recent paper, we apply RH functions to solve the linear Volter-
ra integral equations system. The method is ﬁrst applied to an
equivalent integral equations system, where the solution is
approximated by a RH functions with unknown coefﬁcients.
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lsevierused to evaluate the unknown coefﬁcients and ﬁnd an approx-
imate solution for yðtÞ ¼ ðy1ðtÞ; y2ðtÞ; . . . ; ynðtÞÞ.
2. Properties of RH functions
2.1. Deﬁnition of RH functions
The RH functions RH(r, t), r ¼ 1; 2; 3; . . ., are composed of
three values 1, 1 and 0 and can be deﬁned on the interval
[0,1) as
RHðr; tÞ ¼
1; J1 6 t < J1
2
1; J1
2
6 t < J0
0; otherwise
8><>: ; ð1Þ
where Ju ¼ ju2i and u ¼ 0; 12 ; 1 (Ohkita and Kobayashi, 1986).
The value of r is deﬁned by two parameters i and j as
r ¼ 2i þ j 1; i ¼ 0; 1; 2; . . . ; j ¼ 1; 2; 3; . . . ; 2i; ð2Þ
RHð0; tÞ is deﬁned for i ¼ j ¼ 0 and is given by
RHð0; tÞ ¼ 1; 0 6 t < 1:
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hRHðr; tÞ;RHðv; tÞi ¼
Z 1
0
RHðr; tÞRHðv; tÞdt
¼ 2
i; for r ¼ v
0; for r–v
;
(
where v and r introduced in Eq. (2).
2.2. Function approximation
A function f(t) deﬁned over the space L2½0; 1Þmay be expanded
in RH functions as
fðtÞ ¼
X1
r¼0
arRHðr; tÞ; ð3Þ
where
ar ¼ hfðtÞ;RHðr; tÞihRHðr; tÞ;RHðr; tÞi : ð4Þ
If we let i ¼ 0; 1; 2; 3; . . . ; a then the inﬁnite series in Eq. (3)
is truncated up to its ﬁrst k terms as
fðtÞ ’
Xk1
r¼0
arRHðr; tÞ ¼ AT/ðtÞ; ð5Þ
where k ¼ 2aþ1; a ¼ 0; 1; 2; . . . ;/rðtÞ ¼ RHðr; tÞ,
A ¼ ½a0; a1; . . . ; ak1T; ð6Þ
/ðtÞ ¼ ½/0ðtÞ;/1ðtÞ; . . . ;/k1ðtÞT: ð7Þ
If each waveform is divided into k intervals, the magnitude
of the waveform can be represented as
/^kk ¼ / 1
2k
 
;/
3
2k
 
; . . . ;/
2k 1
2k
  
; ð8Þ
where in Eq. (8) the row denotes the order of the RH functions
(Maleknejad and Mirzaee, 2006).
By using Eqs. (8) and (5) we get
f
1
2k
 
; f
3
2k
 
; . . . ; f
2k 1
2k
  
¼ AT/^kk: ð9Þ
We can also approximate the function kðt; sÞ 2 L2ð½0; 1Þ
½0; 1ÞÞ as follows:
kðt; sÞ ’ /TðtÞH/ðsÞ; ð10Þ
where H ¼ ½hijkk is an k k matrix that:
hij ¼ hRHði; tÞ; hkðt; sÞ;RHðj; sÞiihRHði; tÞ;RHði; tÞihRHðj; tÞ;RHðj; tÞi ; ð11Þ
for i; j ¼ 0; 1; 2; . . . ; k 1.
From Eqs. (8) and (9) we have:
H ¼ /^1kk
 T bH/^1kk; ð12Þ
where
bH ¼ ½h^ijkk; h^ij ¼ k 2i 12k ; 2j 12k
 
; i; j ¼ 1; 2; . . . ; k;
and
/^1kk ¼
1
k
 
/^kk
 T Z 1
0
/ðtÞ/TðtÞdt
 1
: ð13ÞWe also deﬁne the matrix D ¼ Dkk as follows:
D ¼
Z 1
0
/ðtÞ/TðtÞdt: ð14Þ
For the RH functions,D has the following formMaleknejad
andMirzaee (2006, 2003) and Razzaghi and Ordokhani (2002):
D ¼ diag 1; 1; 1
2
;
1
2
;
1
22
; . . . ;
1
22|ﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄ}
22
;
1
23
; . . . ;
1
23|ﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄ}
23
; . . . ;
1
2a
; . . . ;
1
2a|ﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄ}
2a
0BB@
1CCA:2.3. Operational matrix of integration
The integration of the /ðtÞ deﬁned in Eq. (7) is given byZ t
0
/ðt0Þdt0 ¼ P/ðtÞ; ð15Þ
where P ¼ Pkk is the k k operational matrix for integration
and is given in Maleknejad and Mirzaee (2006, 2003) as
Pkk ¼ 1
2k
2kPðk
2
Þ k
2ð Þ /^ðk2Þ k2ð Þ
/^1ðk2Þ k2ð Þ 0
0@ 1A; ð16Þ
where /^11 ¼ ½1;P11 ¼ 12
	 

.
2.4. The product operation matrix
The product operation matrix for RH functions is deﬁned as
follows:
/ðtÞ/TðtÞA ’ eAkk/ðtÞ; ð17Þ
where A is given in Eq. (6) and eAkk in an k k matrix, which
is called the product operation matrix of RH functions.
In general we have
eAkk ¼ eAðk2Þðk2Þ eHðk2Þðk2ÞbHðk2Þðk2Þ eDðk2Þðk2Þ
0@ 1A; ð18Þ
witheA11 ¼ a0;eHðk2Þðk2Þ ¼ /^ðk2Þðk2Þ  diag ak2; ak2þ1; . . . ; ak1h i;bHðk2Þðk2Þ ¼ diag ak2; ak2þ1; . . . ; ak1h i  /^1ðk2Þðk2Þ;
and
eDðk2Þðk2Þ ¼ diag a0; a1; . . . ; ak21h i  /^ðk2Þðk2Þh i:
See Razzaghi and Ordokhani (2002).
3. Linear Volterra integral equations system
We consider the following linear integral equations system:Xn
j¼1
gijðtÞyiðtÞ þ
Xn
j¼1
Z 1
0
kijðt; sÞyjðsÞds ¼ xiðtÞ;
i ¼ 1; 2; . . . ; n; ð19Þ
where xiðtÞ; gijðtÞ 2 L2½0; 1Þ; kijðt; sÞ 2 L2ð½0; 1Þ  ½0; 1ÞÞ for
i; j ¼ 1; 2; . . . ; n and yiðtÞ for i ¼ 1; 2; . . . ; n are unknown func-
tions (Delves and Mohammed, 1983).
Table 1 Numerical results for Example 1.
Nodes t Method of Saeed and Ahmed (2008) with h= 0. 01 Presented method for k= 32 Exact solution
t= 0 (1,0) (1,0) (1,0)
t= 0.1 (1.01020,0.20305) (1.00009,0.20001) (1,0.2)
t= 0.2 (1.01021,0.30712) (1.00006,0.40007) (1,0.4)
t= 0.3 (1.03011,0.41223) (1.00002,0.60004) (1,0.6)
t= 0.4 (1.03992,0.51840) (1.00003,0.80005) (1,0.8)
t= 0.5 (1.04962,0.62562) (1.00002,1.00001) (1,1)
t= 0.6 (1.05922,0.73392) (1.00006,1.20002) (1,1.2)
t= 0.7 (1.06872,0.84330) (1.00009,1.40008) (1,1.4)
t= 0.8 (1.07811,0.95378) (1.00001,1.60008) (1,1.6)
t= 0.9 (1.08740,1.10653) (1.00009,1.80002) (1,1.8)
t= 1 (1.09657,1.99806) (1.00001,1.99992) (1,2)
Table 2 Numerical results for Example 2.
Nodes t Method of Saeed and Ahmed (2008) with h= 0.01 Presented method for k= 32 Exact solution
t= 0 (0,0) (0,0) (0,0)
t= 0.1 (0.09999,0.01005) (0.10008,0.01008) (0.1,0.01)
t= 0.2 (0.19999,0.04020) (0.20008,0.04002) (0.2,0.04)
t= 0.3 (0.29998,0.09046) (0.30008,0.09002) (0.3,0.09)
t= 0.4 (0.039996,0.16083) (0.40008,0.16008) (0.4,0.16)
t= 0.5 (0.049994,0.25131) (0.50009,0.25005) (0.5,0.25)
t= 0.6 (0.059991,0.36191) (0.60008,0.36009) (0.6,0.36)
t= 0.7 (0.69989,0.49263) (0.70008,0.49005) (0.7,0.49)
t= 0.8 (0.79985,0.64347) (0.80008,0.64005) (0.8,0.64)
t= 0.9 (0.89982,0.81443) (0.90008,0.81009) (0.9,0.81)
t= 1 (0.99977,1.00552) (0.99999,0.10003) (1,1)
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and (10) as follows:
xiðtÞ ’ XTi /ðtÞ; yiðtÞ ’ YTi /ðtÞ;
gijðtÞ ’ GTij/ðtÞ; kijðt; sÞ ’ /TðtÞHij/ðsÞ:
With substituting in Eq. (19) we have:
Xn
j¼1
GTij/ðtÞ/TðtÞYj
 
þ
Xn
j¼1
Z t
0
/TðtÞHij/ðsÞ/TðsÞYj ds
¼ /TðtÞXi; i ¼ 1; 2; . . . ; n:
By using Eq. (17) we have:
Xn
j¼1
/TðtÞfGijYj þXn
j¼1
Z t
0
/TðtÞHijfYj/ðsÞds
¼ /TðtÞXi; i ¼ 1; 2; 3; . . . ; n;
)
Xn
j¼1
/TðtÞfGijYj þXn
j¼1
/TðtÞHijfYj Z t
0
/ðsÞds
¼ /TðtÞXi; i ¼ 1; 2; 3; . . . ; n;
)
Xn
j¼1
/TðtÞfGijYj þXn
j¼1
/TðtÞHijfYjP/ðtÞ
¼ /TðtÞXi; i ¼ 1; 2; 3; . . . ; n;
)
Xn
j¼1
fGijYj þXn
j¼1
HijfYjP/ðtÞ
¼ Xi; i ¼ 1; 2; 3; . . . ; n: ð20ÞIn order to construct the approximations for yðtÞ ¼ ðy1ðtÞ;
y2ðtÞ; . . . ; ynðtÞÞ we collocate /ðtÞ in k points. By using Eq.
(8) and Newton–Cotes points given in Philips and Taylor
(1937) as
tp ¼ 2p 1
2k
; p ¼ 1; 2; . . . ; k; ð21Þ
we have
/ðtpÞ ¼ /^kkep; p ¼ 1; 2; . . . ; k;
where
ep ¼ ½0; 0; . . . ; 0; 1; 0; . . . ; 0T 2 Rk;
and 1 pth-component. Eq. (20) can be expressed as
Xn
j¼1
fGijYj þXn
j¼1
HijfYjP/^kkep ¼ Xi; i ¼ 1; 2; 3; . . . ; n;
p ¼ 1; 2; 3; . . . ; k:
By solving this system of linear equations we can ﬁnd vec-
tors Yj so:
yjðtÞ ’ /TðtÞYj; j ¼ 1; 2; . . . ; n: ð22Þ4. Numerical examples
For computational purpose, we consider two test problems.
268 F. MirzaeeExample 1. Consider the integral equations system (Saeed and
Ahmed, 2008):
y1ðtÞ 
R t
0
y2ðsÞds ¼ 1 t2
y2ðtÞ 
R t
0
y1ðsÞds ¼ t
;
(
and the exact solution yðtÞ ¼ ðy1ðtÞ; y2ðtÞÞ ¼ ð1; 2tÞ, Table 1
shows the numerical results and comparison with the exact
solution and Monte-Carlo method (Saeed and Ahmed, 2008).
Example 2. Consider the integral equations system (Saeed and
Ahmed, 2008):
y1ðtÞ 
R t
0
ðs2  tÞðy1ðsÞ þ y2ðsÞÞds ¼ tþ 12 t3 þ 112 t4  15 t5
y2ðtÞ 
R t
0
sðy1ðsÞ þ y2ðsÞÞds ¼ t2  13 t3  14 t4
;
(
and exact solution yðtÞ ¼ ðy1ðtÞ; y2ðtÞÞ ¼ ðt; t2Þ, Table 2 shows
the numerical results and comparison with the exact solution
and Monte-Carlo method (Saeed and Ahmed, 2008).5. Conclusions
In this work, we applied an application of RH functions meth-
od for solving the linear Volterra integral equations system.According to the numerical results which obtaining from the
illustrative examples, we conclude that for sufﬁciently large k
we get a good accuracy, since by reducing step size length
the least square error will be reduced.
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