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pz1;z2(z1; z2) = pz1(z1)pz2(z2) (2.1)
独立とは 結合確率密度関数が周辺確率密度関数の積になる と定義される．これは多変
数へ拡張した場合も同様であり，次式で表わすことができる．
pz1;z2;:::;zN (z1; z2; : : : ; zN) = pz1(z1)pz2(z2) : : : pzN (zN) (2.2)
2.2 モーメント











h(z   z¯)ni =
Z 1
 1





























を (m + n)次の結合モーメントと呼ぶ．また，





pz1;z2(; )(   z¯1)m(   z¯2)ndd (2.8)
を結合中心モーメントという．特に (1 + 1)次の中心モーメント
h(z1   z¯1)(z2   z¯2)i = hz1z2i   z¯1z¯2 (2.9)
を，確率変数 z1，z2の共分散という．もし確率変数 z1，z2の平均がそれぞれ z¯1 = z¯2 = 0で
あれば，式 (2.7)と (2.8)は一致し，式 (2.9)の共分散は hz1z2iとなる．
2.3 相互情報量










= H(z1) + H(z2)   H(z1; z2)  0 (2.10)


























dd =   
log pz1;z2(z1; z2) (2.13)
10 第 2章 ブラインド信号分離の基礎理論
また，N次元の確率変数 z = (z1z2 : : : zN)T に対しても同様に拡張できる．







pz1;z2;:::;zN (1; 2; : : : ; N) log
pz1;z2;:::;zN (1; 2; : : : ; N)
pz1(1)pz2(2)    pzN (N)











di; i = 1; 2; : : : ;N; (2.15)







pz1;z2;:::;zN (1; 2; : : : ; N) log
1
pz1;z2;:::;zN (1; 2; : : : ; N)





統計的に独立である N個の源信号を s=(s1 s2 : : : sN)T とする．便宜上，s1, s2, : : : , sNの
平均はそれぞれ 0とする．今，源信号を入力，線形システムによって混合された観測信号
を m = (m1m2 : : :mN)T とすると，入力と観測信号の関係は次式で表わされる．
m = As (2.17)
ただし，Aは ai jを要素とする N 次正方行列である．
A =
0BBBBBBBBBBBBBBBBB@
a11 a12    a1N






















































































Fig. 2.1: Block diagram illustrating the basic linear instantaneous blind signal separation prob-
lem






12    a01N
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N2    a0NN
1CCCCCCCCCCCCCCCCCA (2.19)
を用いると，出力 y = (y1y2 : : : yN)T は次式で表わされる．
y = A0m (2.20)
ここで，式 (2.19)の係数行列 A0が式 (2.18)の行列 Aの逆変換行列であるとき，すなわち，
2つの行列の積 A0Aが各行，各列に要素を 1つずつ持つような行列となるとき，出力 yは
源信号 sを推定した分離信号となる．これらの過程を Fig. 2.1に示す．分離信号 yは，学
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習アルゴリズムによって，相互情報量:
I(y) = I(y1; y2; : : : ; yN) =
NX
i=1








式 (2.17)で示した観測信号m = (m1m2 : : :mN)T を N 次の正方行列Wにより直交変換し，
分散 1に正規化された変数を x = (x1x2 : : : xN)T とおく．










ここで，xの各要素 xk と xl (k; l = 1; 2; : : : ;N; k , l)は無相関であるが独立であるとは限
らない．よって，各 2変数間の無相関性を保ちながら xを N 次元空間で回転することに
より，混合過程の逆変換を求めることを考える．採用した信号分離の構成を Fig. 2.2に示
す．今，xを N次元空間で回転した新たな変数 x = (x1 x















































Fig. 2.2: Conceptual model of the linear instantaneous blind signal separation problem
ここで，R()は N 次元空間での回転行列であり，xの上付き添字 は，回転角パラメー
タを示すベクトルである (ただし，対象の信号が 2信号の場合，xとなる)．は xの要素
数によって決定される．回転行列の性質




























なるような回転行列 R() (すなわち，角度 )を見出すことである．
2.5.2 無相関性と統計的独立性
ブラインド信号分離のモデルを図解するため，平均 0，分散 1の 2つの独立成分 s1，s2
が一様分布に従う場合を考える．このとき，s1と s2の結合分布を Fig. 2.3(a)に示す．こ










Fig. 2.3: (a) The joint distribution of the independent components s1 and s2 with uniform distri-
butions. Horizontal axis: s1, vertical axis: s2. (b) The joint distribution of the observed mixtures
m1 and m2. Horizontal axis: m1, vertical axis: m2. (c) The joint distribution of the whitened
mixtures x1 and x2 with uniformly distributed independent components. Horizontal axis: x1,
vertical axis: x2
こで，横軸を s1，縦軸を s2とする．Fig. 2.3(a)より，s1と s2の結合分布は正方形を示し，
s1がわかったとしても，s2を決めることはできない．





x1，x2とおく．このとき，x1と x2の結合分布を Fig. 2.3(c)に示す．ここで，横軸を x1，縦
軸を x2とする．x1と x2は白色化されているため，x1と x2の共分散が hx1x2i = 0となっ
ているが，統計的に独立であるかどうか，つまり，結合確率密度関数がそれぞれの周辺確
率密度関数の積になる (px1;x2(x1; x2) = px1(x1)px2(x2))かどうかはわからない．しかし，Fig.
2.3(c)より，x1と x2の結合分布は統計的に独立ではないが，Fig. 2.3(a)の s1と s2の結合
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分布を示した正方形を 2次元空間で回転した図形であるということがわかる．すなわち，





















pz1;z2(z1; z2) = pz1;z2(z1; z2) j J j (2.28)
ここで，(z1; z2)，(z1; z2)の間には連続関数による 1対 1写像が存在するものとし，Jを写
像の Jacobianとする．





















2) = H(x1; x2) + log jR()j
= H(x1; x2) (2.31)
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2)   H(x1; x2)  0 (2.32)
上式より，H(x1; x2) (あるいは H(x1; x

2))が回転変換には不変であるので，周辺エントロ









源信号，観測値の全統計情報を利用するため 2変量の場合と同様に，次のような x = (
x1 x





I(x) = H(x1 ) + H(x




























ここで，(2.33)式において等号が成り立つのは， x1 , x















2 , : : : , x

N 間
の統計的独立性は I(x)を最小化することにより達成される．また，x1, x2, : : : , xN の結合
エントロピーは
H(x) =   
log px(x) (2.36)
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と表わせる．上式は，回転行列RがR = Eのとき，式 (2.35)と一致する．式 (2.35)，(2.36)
において，jRj = 1より，
H(x) = H(x) (2.37)
となり，2次元空間の場合と同じく，結合エントロピーは回転のもとで不変である．よっ
て，回転変換後の相互情報量は次のように書き換えられる．
I(x) = H(x1 ) + H(x

2 ) +    + H(xN )   H(x)  0 (2.38)
上式より，H(x)が回転変換には不変であるので，一般的に N次元空間でも周辺エントロ
ピー和 H(x1 ) +H(x

2 ) +    +H(xN )を最小化すればよいことが分かる．上式が 0になるの
は x1 , x







































































要な情報をもつ展開項を切り離して取り扱えるからである．ここで，N(z; 0; 1)は平均 0，
分散 1のガウス分布である．






また， Hn()は n次の Hermite多項式であり，次式で定義される．




























2 = 0) (2.45)
これらの一般表現を用いると，コスト関数 J()は次のように展開される．








































































































式 (2.48)の近似は，log(1 + ) ' ,   1となる性質を用いた．よって，式 (2.46)は次式
で近似できる．

































































J() = H(x1 ) + H(x

2 ) +    + H(xN ) (2.54)
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コスト関数 J()を最小化することにより，最適な回転角 が求まる．エントロピーH(x1 ),














(x1 ) = N(x














(x2 ) = N(x















(xN ) = N(x

















































Charlier展開の展開係数A(1)n , A(2)n , : : : , A(N)n を用いて近似される．
J() = H(x1 ) + H(x






(x1 )i   hlog px2 (x













2 + (A(2)n )











2 + (A(2)n )









2 + (A(2)n )











n +    + A(N)n
i
! max; Qn() > 0 (2.60)







hH4(xi )i ! max (2.61)
2.5.5 逐次白色化
m = (m1m2 : : :mN)T を直交変換し，各要素を分散 1に正規化した変数 x = (x1x2 : : : xN)T
は次式で得られる．




w11 w12 : : : : : : w1N
0 w22 : : : : : : w2N







0 0 : : : 0 wNN
1CCCCCCCCCCCCCCCCCCCCCCCCA
(2.63)
ここで，行列W は xの各要素間の共分散を 0にするような上三角行列となる．以下に 2
変数の場合の白色化行列を示す．




0BBBB@ w11 w120 w22
1CCCCA (2.64)






































= 1 ; hx1x2i = 0 (2.67)
と考えることができる．よって，式 (2.65)，(2.66)，(2.67)より，

























xを N次元回転変換して得られる分離信号 x = (x1 x









回転角 に対して，2つの観測信号 x1，x2 に基づく分離信号を x1，x

2 とする．0BBBB@ x1x2




0BBBB@ cos    sin sin  cos 
1CCCCA (2.72)
である．回転角 を求めるための評価関数 Q4()を 4次のHermiteモーメント:
hH4(z)i =
D


































































P(x; y; t)   kck2r2P(x; y; t) = 0 (3.1)

























































 i(!)e j!td!; i = 1; 2 (3.7)
ここで， i(!)は周波数 !における振幅を表わす．また，!iは P1(t)，P2(t)の中心周波数
であり，!iは，P1(t)，P2(t)が中心周波数周辺でとり得る周波数の存在範囲を示してい
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j! i(!)e j!td!; i = 1; 2 (3.9)













Pt1(t) cos 1 +
1
c













Pt1(t) sin 1 +
1
c
Pt2(t) sin 2 (3.11)
すなわち，原点における f (x; y; t)の空間勾配は Pt1(t)，Pt2(t)で構成される瞬時線形混合信
号として表わされる．
r f (x; y; t)jx=y=0 =





























Sound pressure observed at the origin
(a) (b)
(c)
Fig. 3.2: Conceptual model of the linear instantaneous blind signal separation problem with the







過程から構成される (2.5参照)．白色化後に分離行列を求めるため，分離信号 Pt1(t)， Pt2(t)
と観測点で得られた音圧の空間勾配は次の関係式を満たす．
0BBBB@ Pt1(t)Pt2(t)
1CCCCA = A0r f (x; y; t) x=y=0; A0 = R()W (3.14)





0BBBB@ 1=t1 00 1=t2
1CCCCA A 1 (3.15)
ここで t1と t2はそれぞれ観測点における Pt1(t)と Pt2(t) の振幅の標準偏差である．式
(3.15)における A0の要素と A 1の各要素を比較する．0BBBB@ a011 a012a021 a022
1CCCCA = 1c





ここで，sin 1，cos 1，sin 2，cos 2はそれぞれ次のように表わすことができる．8>>>><>>>>:





























































 ; i; j = 1; 2; i , j (3.20)
このとき分離信号と各パラメータ Pti(t)，i， ti，i = 1; 2は次の 2通りのどちらかで推定
される．
(i) i = i; ti = ti; Pti(t) = Pti(t); i = 1; 2; (3.21)














 Fig. 4.2 (a)，(b)に源信号 P1(t)，P2(t)を (c)，(d)に源信号のパワースペクトルをそ
れぞれ示す．

















log2 pz1;z2(; ) (4.1)
を算出する．ここで，各信号の振幅値を +側と  側それぞれ 64諧調ずつと 0を含む 129
階調に量子化したものから累積分布関数 (Cumulative density function, C.d.f.):











Fig. 4.1: Derivation process of probability density function
Fz1;z2(0; 0) = F (z1  0; z2  0) (4.3)
を求めた．ここで，Fz(0)は周辺累積分布関数 (z  0である確率)，Fz1;z2(0; 0)は結合累
積分布関数 (z1  0かつ z2  0である確率)である．これらの累積分布関数より，確率密















t = 2  10secの区間のものをそれぞれ求めている．さらに本稿では，分離度を表わす指標
として相互情報量における観測点で得られる音圧の空間勾配からのそれぞれの距離の比:
d =
I( fx; fy)   I( P1; P2)
I( fx; fy)   I(P1; P2)  100[%] (4.6)
を算出する．
 Fig. 4.3(a)，(b)に源信号の周辺確率密度関数 pP1(P1)，pP2(P2)を，(c)に源信号の結
合確率密度関数 pP1;P2(P1; P2)を示す．
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Table 4.1: Specication of sound sources
P1(t) P2(t)
Source Female voice, Female voice,
NHK Stereo Broadcasting National Stereo Hall
Opening Narration" Opening narration"
recorded in 1954, recorded in 1961,
ko no ho u so u wo : : : " do n na ra ji o de mo : : : "
Sampling time 10sec 10sec
Sampling rate 44.1kHz 44.1kHz
Sampling bit rate 16bit 16bit
Standard deviation
of Pi(t)






















































Fig. 4.2: Sound sources ( (a)P1(t), (b)P2(t) and (c), (d) their power spectra )















































Fig. 4.3: Probability density functions of the sound sources shown in Fig. 4.2(a), (b) ( (a), (b)
represent the marginal probability density functions: pP1(P1), pP2(P2) and (c) represents the


































次の関係式が成り立つ．0BBBB@ fx(x; y; t)fy(x; y; t)
1CCCCA x=y=0= 1c
0BBBB@ cos 1 cos 2sin 1 sin 2
1CCCCA 0BBBB@ Pt1(t)Pt2(t)
1CCCCA (4.12)
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式 (4.11)に基づき，求められた時間微分信号を源信号の音圧の時間勾配 Pt1(t)，Pt2(t) と












として分離パラメータの初期値 (i) (t0) = 0，t0 = 1secと (ii) (t0) = 270，t0 = 1secを与





Pti((N   n)t)t (4.13)
 Fig. 4.4 (a)，(b)に源信号 (Fig. 4.2 (a)，(b))の時間勾配をそれぞれ示す (ここで各時
間勾配の振幅の標準偏差はそれぞれt1= 11376:9，t2= 11495:1である)．









関数 p fx( fx)，p fy( fy)と結合確率密度関数 p fx; fy( fx; fy)をそれぞれ示す．
 Estimation (i): (t0) = 0; t0 = 1sec;  = 0:001
 Fig. 4.7(a)にブラインド信号分離によって推定された (t)を，(b)，(c)に得られ




率密度関数 p P1( P1)，p P2( P2)と結合確率密度関数 p P1; P2( P1，P2)をそれぞれ示す．
 Fig. 4.9(a)，(b)に推定された音源の方向 1，2と源信号の音圧の時間勾配の振
幅の標準偏差 t1， t2をそれぞれ示す．
 Estimation (ii): (t0) = 270; t0 = 1sec;  = 0:001
 Fig. 4.10(a)にブラインド信号分離によって推定された (t)を，(b)，(c)に得ら
れた分離信号 Pt1(t)，(b) Pt2(t)を，(d)，(e) にそれらの時間積分 P1(t)，(b) P2(t)
をそれぞれ示す．
 Fig. 4.11(a)，(b)，(c)に相互情報量算出に用いた時間積分した分離信号の周辺確
率密度関数 p P1( P1)，p P2( P2)と結合確率密度関数 p P1; P2( P1，P2)をそれぞれ示す．
 Fig. 4.12(a)，(b)に推定された音源の到来方向 1，2と源信号の音圧の時間勾
配の振幅の標準偏差 t1， t2をそれぞれ示す．
 Table 4.2に本数値実験における各信号間の相互情報量を示す．

























Fig. 4.4: Temporal gradients of the sound sources in numerical experiment 1 ( (a) Pt1(t), (b)























Fig. 4.5: Spatial gradients of the sound pressure observed at the origin in numerical experiment
1 ( (a) fx(x; y; t)

x=y=0


















































Fig. 4.6: Probability density functions of the spatial gradients of the sound pressure shown in
Fig. 4.5 ( (a), (b) represent the marginal probability density functions: p fx( fx), p fy( fy) and (c)
represents the joint probability density function: p fx; fy( fx; fy) )
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Fig. 4.7: Estimation of the parameters using blind signal separation under Estimation (i) in
numerical experiment 1 ( (a) convergence of (t), (b), (c) separated signals: Pt1(t), Pt2(t) and

















































Fig. 4.8: Probability density functions of the time integrals of the separated signals in Fig.
4.7(d) and (e) ( (a), (b) represent the marginal probability density functions: p P1( P1), p P2( P2)
and (c) represents the joint probability density function: p P1; P2( P1; P2) )







































Fig. 4.9: Parameters estimated with the separating matrix A0 under Estimation (i) in numerical
experiment 1 ( (a)directions of sound arrival : 1, 2 and (b)standard deviations of Pti(t): t1,
t2 )
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Fig. 4.10: Estimation of the parameters using blind signal separation under Estimation (ii) in
numerical experiment 1 ( (a) convergence of (t), (b), (c) separated signals: Pt1(t), Pt2(t) and
(d), (e) Time integrals of the separated signals )
















































Fig. 4.11: Probability density functions of time integral of separated signals in Fig.4.10(d), (e) (
(a), (b) represent the marginal probability density functions: p P1( P1), p P2( P2) and (c) represents







































Fig. 4.12: Parameters estimated with the separating matrix A0 under Estimation (ii) in numer-
ical experiment 1 ( (a)directions of sound arrival : 1, 2 , (b)standard deviations of Pti(t): t1,
t2 )
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Table 4.2: Mutual information in numerical experiment 1
Mutual information
I(P1; P2) 0.048 bit
I( fx; fy) 1.311 bit









0BBBB@  0:030  0:0170:029  0:016
1CCCCA (4.14)
音源の方向を推定した Fig.4.9では，t = 2secには 1，2は徐々に安定し始め，t = 3sec以
降は収束している．その後源信号 Pt1(t)，Pt2(t)の振幅が同時に急激な変化をしているた
め，t = 7sec付近に多少乱れが生じているが，その後再び真値付近に収束している．また
最終的に推定された音源の方向は 1 = 60:8 ，2 = 120:1 であった．振幅の標準偏差は
1 = 11535:9， 2 = 11835:2であり，Fig.4.4の真値とほぼ一致する．次に分離パラメータ
の初期値 (t0) = 270を与えた場合 (Estimation (ii))，分離行列 A0は次式となった．
A0 =
0BBBB@  0:029 0:016 0:030  0:017
1CCCCA (4.15)
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このとき得られた分離パラメータ (t)は初期値 (t0) = 0の場合と同様，t = 1:5secには収束
している (Fig.4.12(a))．このとき最終的に推定された音源の方向は 1 = 120:1，2 = 60:8
であり，振幅の標準偏差は 1 = 11835:2， 2 = 11535:9であった．初期値 (t0) = 0の場





4.2をみると，源信号間の相互情報量 I(P1; P2)は 0.048bitであり，数値実験において源信
号が統計的に独立であることを示す基準となる．Table4.2より，Estimation (i)と (ii)にお
いて，相互情報量における観測点で得られる音圧の空間勾配からのそれぞれの距離の比を
















f (x; y; t)

x=y=0
= P1(t) + P2(t) (4.16)
として表わされる．また，原点近傍の点 f1(x; y; t)  f4(x; y; t)は f (x; y; t)を用いてそれぞれ
次のように表わされる．




fx2(x; y; t) = f (x; y; t)

x= x=2;y=0; (4.18)









































Fig. 4.13: An observation point and the near eld
4.4.2 数値実験 2
源信号 P1(t)，P2(t) (Fig. 4.2 (a)，(b))を用いて，計算機上で f1(x; y; t)  f4(x; y; t)を作
成し，式 (4.21)，(4.22)に基づき観測点で得られる音圧の空間勾配を求めた．数値実験 1
と同様，実験のパラメータとして，1 = 60，2 = 120，音速 c = 340m/secを与えてい
る．本実験内において，x，yは後述する空間微分マイクロホンと同じ設定にするため，
x = y = 18mmとする．また，源信号の音圧の時間勾配の標準偏差 t1，t2の真値を確
認するため，風上差分:
Pti(t) =
Pi(t)   Pi(t   t)
t
; i = 1; 2 (4.23)
を用いて源信号の音圧の時間勾配を求めている．
 Fig. 4.14(a)，(b)に源信号 (Fig. 4.2 (a)，(b))の時間勾配をそれぞれ示す (ここで各時
間勾配の振幅の標準偏差はそれぞれt1' 129  105，t2' 96  105である)．













(b)を算出するのに用いた観測点近傍の4点で得られた fx1(x; y; t)，fx2(x; y; t)，fy1(x; y; t)，
fy2(x; y; t)をそれぞれ示す．
 Fig. 4.17(a)，(b)，(c)に相互情報量算出に用いた観測点で得られる音圧の空間勾配
の周辺確率密度関数 p fx( fx)，p fy( fy)と結合確率密度関数 p fx; fy( fx; fy)をそれぞれ示す．
 Estimation (i): (t0) = 0; t0 = 1sec;  = 0:001
 Fig. 4.18(a)にブラインド信号分離によって推定された (t)を，(b)，(c)に得ら
れた分離信号 Pt1(t)，(b) Pt2(t)を，(d)，(e) にそれらの時間積分 P1(t)，(b) P2(t)
をそれぞれ示す．
 Fig. 4.19(a)，(b)，(c)に相互情報量算出に用いた時間積分した分離信号の周辺確
率密度関数 p P1( P1)，p P2( P2)と結合確率密度関数 p P1; P2( P1，P2)をそれぞれ示す．
 Fig. 4.20(a)，(b)に推定された音源の到来方向 1，2と源信号の音圧の時間勾
配の振幅の標準偏差 t1， t2をそれぞれ示す．
 Estimation (ii): (t0) = 270; t0 = 1sec;  = 0:001
 Fig. 4.21(a)にブラインド信号分離によって推定された (t)を，(b)，(c)に得ら




率密度関数 p P1( P1)，p P2( P2)と結合確率密度関数 p P1; P2( P1，P2)をそれぞれ示す．
 Fig. 4.23(a)，(b)に推定された音源の到来方向 1，2と源信号の音圧の時間勾
配の振幅の標準偏差 t1， t2をそれぞれ示す．
 Table 4.3に本数値実験における各信号間の相互情報量を示す．

























Fig. 4.14: Temporal gradients of the sound sources in numerical experiment 2 ( (a) Pt1(t),

























Fig. 4.15: Spatial gradients of the sound pressure observed at the origin in numerical experiment
2 ( (a) fx(x; y; t)

x=y=0

































































Fig. 4.16: Sound pressure observed at the origin and the near eld in numerical experiment
2 ( (a) f (x; y; t)

x=y=0
, (b) fx1(x; y; t) = f (x; y; t)

x=x=2;y=0
, (c) fx2(x; y; t) = f (x; y; t)

x= x=2;y=0,
(d) fy1(x; y; t) = f (x; y; t)

x=0;y=y=2
and (e) fy2(x; y; t) = f (x; y; t)

x=0;y= y=2 )














































Fig. 4.17: Probability density functions of the spatial gradients of the sound pressure shown
in Fig. 4.15 ( (a), (b) represent the marginal probability density functions: p fx( fx), p fy( fy), (c)
represents the joint probability density function: p fx; fy( fx; fy) )
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Fig. 4.18: Estimation of the parameters using blind signal separation under Estimation (i) in
numerical experiment 2 ( (a) convergence of (t), (b), (c) separated signals: Pt1(t), Pt2(t) and
(d), (e) time integrals of the separated signals. )
















































Fig. 4.19: Probability density functions of the time integral of the separated signals in
Fig.4.18(d), (e) ( (a), (b) represent the marginal probability density functions: p P1( P1), p P2( P2),












































Fig. 4.20: Parameters estimated with the separating matrix A0 under Estimation (i) in numerical
experiment 2 ( (a)directions of sound arrival : 1, 2 , (b)standard deviations of Pti(t): t1, t2 )
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Fig. 4.21: Estimation of the parameters using blind signal separation under Estimation (ii) in
numerical experiment 2 ( (a) convergence of (t), (b), (c) separated signals: Pt1(t), Pt2(t) and

















































Fig. 4.22: Probability density functions of the time integrals of the separated signals in
Fig.4.21(d), (e) ( (a), (b) represent the marginal probability density functions: p P1( P1), p P2( P2),
(c) represents the joint probability density function: p P1; P2( P1; P2). )











































Fig. 4.23: Parameters estimated with the separating matrix A0 under Estimation (ii) in numer-
ical experiment 2 ( (a)directions of sound arrival : 1, 2 , (b)standard deviations of Pti(t): t1,
t2 )
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Table 4.3: Mutual information in numerical experiment 2
Mutual information
I(P1; P2) 0.048 bit
I( fx; fy) 0.825 bit
I( P1; P2) 0.020 bit
4.4.3 考察とまとめ
数値実験 1と同様，Estimation (i)の分離信号を示す Fig.4.18(b)，(c)より，推定開始直
後は波形が乱れているが，t = 2secには元の波形はほぼ復元されており，パラメータ (t)
をみると，t = 1:5secには収束しているのがわかる (Fig.4.18(a))．このとき推定した分離行
列 A0を次式に示す．
A0 =
0BBBB@  2:746  10 5 1:552  10 5 3:589  10 5  2:083  10 5
1CCCCA (4.24)
音源の到来方向を推定した Fig.4.20(a)では，数値実験 1に比べると，急速に収束に向かっ
ており，t = 2sec以降はほぼ完全に収束している．t = 7sec付近に数値実験 1のときの同
じように，多少乱れが生じて再び真値付近に収束している．また最終的に推定された音源
の方向は 1 = 120:1 ，2 = 60:5 であった．標準偏差は 1 = 125  105， 2 = 95  105
であり，真値とほぼ一致する．次に分離パラメータの初期値 (t0) = 270 を与えた場合
(Estimation (ii))，分離行列 A0は次式となった．
A0 =
0BBBB@ 3:589  10 5 2:083  10 5 2:746  10 5 1:552  10 5
1CCCCA (4.25)
このとき最終的に推定された音源の到来方向は 1 = 60:5 ，2 = 120:1 標準偏差は 1 =
95  105， 2 = 125  105 であった．分離信号間の相互情報量をみると，Table 4.3より
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で得られる f1(x; y; t)， f2(x; y; t)， f3(x; y; t)， f4(x; y; t)はそれぞれ次のように表わされる．








f3(x; y; t) = f (x; y; t)

x= =2;y=0; (5.3)








































Fig. 5.2: Capacitor microphone (ECM-T145)
Table 5.1: Specication of capacitor microphones: ECM-T145 (Sony Corporation)
Pick-up pattern Omni-directional
Open circuit output -42dB  3.5dB
voltage level (0dB = 1V/Pa, 1kHz, 1Pa = 10 bar = 94 dB SPL)
Frequency response 50 - 15,000Hz
Output impedance 2.8kW, unbalanced
Dynamic range Approx 71dB
Noise level 39 dB SPL
Maximum input level Approx. 110 dB SPL
(at 1 kHz, 1% distortion, 0 dB SPL = 2 x 10-5 Pa)
Power requirements Plug-in power or CR2025 Battery (not supplied)
Battery life Approx. 300 hours with Sony lithium battery
CR2025 (not supplied)









 Fig. 5.5(a)，(b)に ECLIPSE Time Domain 307PAを示す．
 Fig. 5.6(a)，(b)に audio-technica AT-MA2を示す．
 Fig. 5.7(a)，(b)にMark-5Aを示す．
 Table 5.2に ECLIPSE Time Domain 307PAの仕様を示す．
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Fig. 5.4: Schematic diagram of the experimental setup









Fig. 5.5: ECLIPSE Time Domain 307PA: (a)speaker and (b)amplier
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Table 5.2: Specication of ECLIPSE Time Domain 307PA
Speakers
Unit 6.5cm
Input resistance (Rating/Max.) -12W/24W
Impedance 8W
Eciency/Sensitivity 80.0dB/W.m
Reproducible frequency band 120Hz-20kHz(-10dB)
Amplier




Reproducible frequency characteristics 20Hz-100kHz(+/-3dB)
Harmonic distortion 0.05% max.
(at 1kHz, 2/3 rated output)
Power consumption 19W









Fig. 5.6: audio-technica AT-MA2(microphone amplier): (a)view 1 and (b) view 2
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Table 5.3: Specication of AT-MA2(microphone amplier)
Rating output level -10dBV
Max. output level +2dBV(1kHz, T.H.D 1%)
Frequency response 20Hz - 20kHz(-3dB)
Gain +20dB(GAIN:MIN.), +50dB(GAIN:MAX.)
Input resistance -18dBV(GAIN:MIN.)
Harmonic distortion 0.05%(GAIN:MIN.), 0.2%(GAIN:MAX.)
Noise level -110dBV(GAIN:MIN.), -120dBV(GAIN:MAX.)
Power supply DC 9V
Consumption current 30mA(MAX.)
Dimensions H30 W70  D92 mm






Fig. 5.7: MARK-5A(stage controller): (a)top view and (b)side view
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Table 5.4: Specication of Mark-5A(stage controller)
General specications
Power supply AC100V 10% 50/60Hz 0.2A(MAX.)
Operating temperature 0 - 45degrees celsius
Ambient humidity 20 - 85 % RH (non-condensing)
External dimensions 250mm (W)  190mm (H)  50mm (D)
(excluding attachments)
Performance specications
Number of control axes two
Coordinate indication range 16777214 pulses
Coordinate setting range 8388607
Minimum operating pulse rate 50 - 12500 pulses
Maximum operating pulse rate 50 - 12500 pulses
Acceleration/Deceleration time 0 to 1000 ms
DC outputs Integrated hot sensor power source
Voltage DC 5V, rated current 100 mA
Interfaces RS232C interface, GPIB
Delimiters CR,LF,CR+LF,EOI
(EOI with GPIB interface only)
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(b) 右スピーカーからは P1(t)，左のスピーカーからは P2(t)が流れる．再生と同時
に recorderのチャンネル Lでリファレンス信号の録音が開始される (録音デー
タの開始点決定に用いる)．
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Speakers 
Microphones 





















 Fig. 6.3(a)，(b)，(c)，(d)に各マイクロホン (原点近傍の 4点)で得られた f1(x; y; t)，
f2(x; y; t)， f3(x; y; t)， f4(x; y; t)をそれぞれ示す．
 Fig. 6.4(a)，(b)に観測で得られた音圧の空間勾配 fx(x; y; t)

x=y=0
































































Fig. 6.3: Sound pressure observed at the origin and the near eld in acoustical experiment
( (a) f (x; y; t)

x=y=0
, (b) f1(x; y; t) = f (x; y; t)

x=x=2;y=0




(d) f3(x; y; t) = f (x; y; t)
































































Fig. 6.4: Spatial gradients of the sound pressure observed at the origin in acoustical experiment
( (a) fx(x; y; t)

x=y=0
, (b) fy(x; y; t)

x=y=0
and (c), (d) their power spectra )










































Fig. 6.5: Probability density functions of the spatial gradients of the sound pressure shown in
Fig. 6.4(a), (b) ( (a), (b) represent the marginal probability density functions: p fx( fx), p fy( fy)







r f (x; y; t)jx=y=0 = A
0BBBB@ Pt1(t)Pt2(t)
1CCCCAZ
r f (x; y; t)jx=y=0dt = A
Z 0BBBB@ Pt1(t)Pt2(t)
1CCCCA dtZ






1CCCCA = A0 Z r f (x; y; t) x=y=0 dt (6.2)
また，分離行列 A0と混合行列の逆行列 A0との関係は
A0 =







1CCCCA = A0 0BBBB@ PNn=0 n fx(x; y; (N   n)t)tPN
n=0 
n fy(x; y; (N   n)t)t
1CCCCA x=y=0 (6.4)
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ここで忘却係数は  = e t= ' 0:9991であり，時定数 は 25msに設定している．
次に，ここで fx(x; y; t)

x=y=0













n fy(x; y; (N   n)t)tを，(c)，(d)にそれらのパワースペクトルをそれ
ぞれ示す．





































































n fx(x; y; (N   n)t)t, (b)PNn=0 n fy(x; y; (N   n)t)t and (c), (d) their power spectra)


























































 Estimation (i): (t0) = 0，t0 = 1sec， = 0:0001
 Fig. 6.9(a)にブラインド信号分離によって推定された (t)を，(b)，(c)に得られ
た分離信号 P1(t)，(b) P2(t)をそれぞれ示す．
 Fig. 6.10(a)，(b)，(c)に相互情報量算出に用いた分離信号の周辺確率密度関数
p P1( P1)，p P2( P2)と結合確率密度関数 p P1; P2( P1，P2)をそれぞれ示す．
 Fig. 6.11(a)，(b)に推定された音源の到来方向 1，2と源信号の音圧の振幅の
標準偏差 1， 2をそれぞれ示す．
 Estimation (ii): (t0) = 270; t0 = 1sec;  = 0:0001
 Fig. 6.12(a)にブラインド信号分離によって推定された (t)を，(b)，(c)に得ら
れた分離信号 P1(t)，(b) P2(t)をそれぞれ示す．
 Fig. 6.13(a)，(b)，(c)に相互情報量算出に用いた分離信号の周辺確率密度関数
p P1( P1)，p P2( P2)と結合確率密度関数 p P1; P2( P1，P2)をそれぞれ示す．
 Fig. 6.14(a)，(b)に推定された音源の到来方向 1，2と源信号の音圧の振幅の
標準偏差 1， 2をそれぞれ示す．
 Table 6.1に本実験における各信号間の相互情報量を示す．
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Fig. 6.9: Estimation of parameters using blind signal separation under Estimation (i) in acous-













































Fig. 6.10: Probability density functions of the separated signals shown in Fig. 6.9(b), (c) ( (a),
(b) represent the marginal probability density functions: p P1( P1), p P2( P2), (c) represents the
joint probability density function: p P1; P2( P1; P2). )






































Fig. 6.11: Parameters estimated with the separating matrix A0 under Estimation (i) in acoustical
experiment ( (a)directions of sound arrival : 1, 2 , (b)standard deviations of Pi(t): 1, 2 )
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Fig. 6.12: Estimation of parameters using blind signal separation under Estimation (ii) in
acoustical experiment ( (a)convergence of (t) and (b), (c) separated signals: P1(t), P2(t) )













































Fig. 6.13: Probability density functions of the separated signals shown in Fig. 6.12(b), (c) (
(a), (b) represent the marginal probability density functions: p P1( P1), p P2( P2), (c) represents the







































Fig. 6.14: Parameters estimated with the separating matrix A0 under Estimation (ii) in acousti-
cal experiment ( (a)directions of sound arrival : 1, 2 , (b)standard deviations of Pi(t): 1, 2
)
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Table 6.1: Mutual information in acoustical experiment
Mutual information
I(P1; P2) 0.048 bit
I( fx; fy) 0.198 bit




0BBBB@  0:087  0:0700:099  0:058
1CCCCA (6.5)
推定した音源の方向 1，2はともに t = 1:5secには安定し，t = 3sec以降にはほぼ真値付
近に収束しており，精度良く推定されている．このとき最終的に推定された音源の方向は
1 = 59:8，2 = 128:9であった．振幅の標準偏差は全体を通して安定した収束はしてい
ないが，1，2の値は理論値付近を示している．最終値は 1 = 3247:9，2 = 3179:1であ
る．また分離信号を音声に変換して聞いてみると，多少相手側の音声が重畳しているが，
所望の信号は強調されていた．Table 6.1より，この実験の相互情報量の比は d ' 85:3%と
することができた．また Estimation (ii) ( (t0) = 270，t0 = 1sec，収束係数  = 0:0001)に
おいても，パラメータの挙動，相互情報量の比は Estimation (i)と同じ傾向であった (た
だし，1 = 128:9 ，2 = 59:8， 1 = 3179:1， 2 = 3247:9)．以下に Estimation (ii)にお
ける分離行列を示す．
A0 =


























































pz1;z2(z1; z2) 2次元の確率変数 z1，z2の結合確率密度関数
pz1;z2;:::;zN (z1; z2; : : : ; zN) N次元の確率変数 z1; z2; : : : ; zNの結合確率密度関数
hzni 確率変数 zの n次モーメント
z¯ 確率変数 zの平均







確率変数 z1と z2の (m + n)次の結合モーメント
hz1z2i   z¯1z¯2 確率変数 z1と z2の共分散
I(z1; z2) 2次元の確率変数 z1, z2の相互情報量
H(z) 確率変数 zの周辺エントロピー
H(z1; z2) 2次元の確率変数 z1, z2の結合エントロピー
I(z) N次元の確率変数 z = (z1z2 : : : zN)T の相互情報量
H(z) N次元の確率変数 z = (z1z2 : : : zN)T の結合エントロピー
s=(s1 s2 : : : sN)T 未知線形システムにおける源信号
m = (m1m2 : : :mN)T 未知線形システムにおける観測信号
108 第 7章 結論
A，ai j 混合行列
A0，a0i j 分離行列
y = (y1; y2; : : : ; yN)T 分離信号
W，wi j Pre-whitening行列
x = (x1; x2; : : : ; xN)T Pre-whitening処理後の信号
R() 回転変換行列
x = (x1 ; x





 = (1; 2; : : : ; M)T N次元空間における回転角パラメータ






N(; 0; 1) 平均 0，分散 1のガウス分布
Hn() n次のHermite多項式
An Gram-Charlier級数展開における n次の展開係数
Qn() 2次元空間での評価関数 (n次): Qn()
J() N次元空間でのコスト関数



















r f (x; y; t)jx=y=0または fx(x; y; t)

x=y=0








Fz(0) = F (z  0) 周辺累積分布関数
Fz1;z2(0; 0) = F (z1  0; z2  0) 結合累積分布関数
d 分離度
aik，bik フーリエ係数
fx1(x; y; t) = f (x; y; t)

x=x=2;y=0
， fx2(x; y; t) = f (x; y; t)

x= x=2;y=0，
fy1(x; y; t) = f (x; y; t)

x=0;y=y=2
， fy2(x; y; t) = f (x; y; t)

x=0;y= y=2
観測点 (x; y) = (0; 0)近傍で得られる音圧
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x，y 空間差分における x，y方向の微小距離
t 微小時刻
f1(x; y; t) = f (x; y; t)

x=x=2;y=0




f3(x; y; t) = f (x; y; t)
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