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We compute the gluon Sivers function f⊥g1T (x, k⊥) of the transversely polarized nucleon at small-x
by exploiting the known connection between the dipole gluon Sivers function and the Odderon. We
numerically solve the evolution equation for the Odderon both in the linear and nonlinear regimes.
While we find that the x and k⊥ dependences of the Sivers function do not factorize as a result
of the quantum evolution, factorization breaking is not numerically significant, and is much milder
than what one expects in the case of unpolarized TMDs. We also point out the possibility that, due
to the presence of a node in the Sivers function, single spin asymmetry for open charm production
in semi-inclusive deep inelastic scattering flips signs as the transverse momentum of D-mesons is
varied. This can be tested at the future Electron-Ion Collider.
I. INTRODUCTION
The Sivers function [1] is arguably the most studied transverse momentum dependent (TMD) distri-
bution of the nucleon. It has been originally introduced by Sivers to explain large transverse single spin
asymmetries (SSA) observed in polarized pp collisions p↑p → hX. Nonvanishing parton transverse mo-
mentum k⊥ allows for a spin-orbit correlation of the form k⊥×S⊥ which leads to the left-right asymmetry
of parton distributions with respect to the spin vector S⊥. It has now become a standard picture that
SSA predomiantly arises from such nonperturbative initial or final state effects. Moreover, what makes
the Sivers function particularly interesting in phenomenological applications is its T-oddness. The sign
change of the Sivers function between semi-inclusive DIS and Drell-Yan processes [2] is an archetypal
example of the process dependence of TMD factorizations, and has been a subject of intense theoretical
and experimental investigations (see [3, 4] and references therein).
While most of the literature deals with the quark Sivers function f⊥q1T (x, k⊥), there is a growing interest
in the gluon Sivers function f⊥g1T (x, k⊥) and its possible manifestation at RHIC and the future Electron-
Ion Collider (EIC) and AFTER@LHC [5–18] (see also a review [19]). On general grounds, one expects
that the gluon Sivers function is an important or even dominant source of SSA for the production of
high mass states such as D-mesons, J/ψ’s or dijets. It may also contribute to the SSA of light hadrons
at negative xF (Feynman variable) which is sensitive to the small-x region of the transversely polarized
nucleon. However, there has been very little guidance so far, if any, from theory perspectives what
should be the functional dependence of f⊥q,g1T on x and k⊥. Often the k⊥-dependence is assumed to be
Gaussian and factorized from the x-dependent part f⊥1T (x, k⊥) ∼ f(x)e−ck
2
⊥ in phenomenological fits.
However, apart from convenience, there does not seem to be a good, model-independent argument to
justify such assumptions. For unpolarized TMDs, factorization is certainly broken in the small-x region
where the BFKL and saturation effects are important. In particular, in the saturation regime it will be
maximally violated, as TMDs depend on x and k⊥ through the ratio k⊥/Qs(x) with Qs(x) ∼ 1/xα being
the saturation momentum. Yet, for polarized TMDs such as the Sivers function, the situation is unclear
due to the lack of first principle approaches.
Recently, however, an interesting connection between the gluon Sivers function and the so-called Odd-
eron exchange has been elucidated [7, 9, 20]. This paves the way for a numerical evaluation of the gluon
Sivers function. Since the Odderon evolves leading logarithmically at small-x and the corresponding
Regge intercept is exactly unity [21], one can expect that the gluon Sivers function survives at small-x.
In this paper we test this possibility by solving the small-x evolution equation for the Odderon both in
the linear and nonlinear regimes. We then discuss the properties of the solution and their implications
in phenomenology, with particular emphasis on the factorization of x and k⊥ dependences.
The paper is organized as follows. In Section II, we review the relation between the gluon Sivers function
and the Odderon. Then in Section III, we solve the small-x evolution equation of the Odderon, and using
ar
X
iv
:1
81
2.
03
95
9v
2 
 [h
ep
-p
h]
  1
8 J
an
 20
19
2this solution we compute the gluon Sivers function. Phenomenological implications of our results on the
SSA in open charm production are discussed in Section IV. Section V is devoted to conclusions.
II. GLUON SIVERS FUNCTION AND ODDERON
The gluon sivers function of the nucleon f⊥1T is defined by the matrix element
1
xP+
∫
dz−d2z⊥
(2pi)3
e−ixP
+z−+ik⊥·z⊥〈PS⊥|2Tr[F+i(z−, z⊥)U [±]F+i(0)U [±]]|PS⊥〉
= f
[±±]
1 (x, k
2
⊥)−
k⊥ × S⊥
M
f
⊥[±±]
1T (x, k
2
⊥) , (1)
where M is the nucleon mass and k⊥ × S⊥ ≡ ijki⊥Sj⊥ with |S⊥| = 1. f1(x, k2⊥) is the unpolarized gluon
TMD normalized such that
∫
d2k⊥f1(x, k2⊥) = G(x) is the usual collinear gluon PDF.
1 The trace is in
the fundamental representation (e.g., F+i = F+ia t
a) with the normalization Tr(tatb) = δ
ab
2 .
U [±] is the lightlike, staple-shaped Wilson line connecting the points [z, 0] via light-cone infinity x− =
±∞. The choice [++] or [−−] corresponds to the Weisza¨cker-Williams (WW) Sivers function which has
the property f
⊥[++]
1T = −f⊥[−−]1T due to PT symmetry. This is the gluonic counterpart of the sign change
of the quark Sivers function, and can be tested experimentally [10, 13]. On the other hand, the choice [+−]
or [−+] gives the dipole Sivers function. Again, from PT symmetry it follows that f⊥[+−]1T = −f⊥[−+]1T .
We shall be interested in the small-x behavior of f⊥1T . As observed in [9], the WW Sivers function is
suppressed at small-x. On the other hand, the dipole Sivers function develops leading logarithms αs ln 1/x
and therefore it has a chance to survive in the small-x region. Indeed, neglecting x in the exponential
factor of (1), we can approximate the left hand side as, for the component [+−],
4Nck
2
⊥
xg2
∫
d2x⊥d2y⊥
(2pi)3
eik⊥·(x⊥−y⊥)S(x⊥, y⊥) , (2)
where S is the so-called dipole S-matrix
S(x⊥, y⊥) =
〈PS| 1Nc TrU†(x⊥)U(y⊥)|PS〉
〈PS|PS〉 , (3)
with
U(y⊥) = P exp
(
−ig
∫ ∞
−∞
dz−A+(z−, y⊥)
)
. (4)
The second term of (1) is odd in k⊥, so the Sivers function is related to the imaginary part of the S-matrix
which is odd in x⊥ − y⊥ = r⊥. To see this more explicitly, we parameterize as
S(x⊥, y⊥) = P (|r⊥|) + iS⊥ × r⊥Q(|r⊥|) , (5)
where P , Q are real. P is commonly referred to as the Pomeron, whereas the imaginary part of the dipole
S-matrix has been identified with the Odderon [23]. Since the Odderon amplitude is a scalar function
and odd in r⊥, it vanishes unless there is a reference vector other than r⊥. For the transversely polarized
nucleon, the transverse spin S⊥ provides such a vector.2 The resulting Odderon term has the structure
(5) and has been dubbed the spin-dependent Odderon [7, 20].
Now consider the Fourier transform of (5)∫
d2r⊥S(x⊥, y⊥)eik⊥·r⊥ = P˜ (|k⊥|) + S⊥ × k⊥Q˜(|k⊥|) , (6)
1 Our normalization of f1 and f⊥1T differs from that of [9] by a factor of 2, see (2) of [9] and sum over the indices µν.
2 Another example is that if one considers the nonforward amplitude 〈P ′|TrU†xUy |P 〉, the momentum transfer ∆⊥ =
P ′⊥ − P⊥ provides a reference vector. This is equivalent to consider the dipole S-matrix as a function also of the impact
parameter b⊥ =
x⊥+y⊥
2
. The Odderon term has the structure b⊥ · r⊥ in this case [26].
3where
Q˜(|k⊥|) = i
k2⊥
∫
d2r⊥eik⊥·r⊥k⊥ · r⊥Q(|r⊥|) = − 2pi|k⊥|
∫ ∞
0
d|r⊥|r2⊥J1(|k⊥||r⊥|)Q(|r⊥|) , (7)
is now a real function. Substituting this into (2), one gets [7, 9]
Nck
2
⊥M
2g2pi3
AQ˜(|k⊥|) = xf⊥1T (x, k2⊥) , (8)
where A is the trasnverse area of the nucleon and the superscript [+−] has been omitted. In the literature,
often the notation ∆Nf is used instead of f⊥1T . Their relation is (see (2) of [8])
∆Nf(|k⊥|) = −2 |k⊥|
M
f⊥1T (|k⊥|) = −
|k⊥|3Nc
4pi4αsx
AQ˜(|k⊥|) . (9)
III. NUMERICAL SOLUTION OF THE ODDERON EQUATION
A. Evolution equation
So far we have kept the x-dependence of the Pomeron and Odderon amplitudes implicit. The de-
pendence comes from the small-x evolution which we now turn to. The dipole S-matrix satisfies the
Balitsky-Kovchegov equation
∂
∂Y
S(x⊥, y⊥) =
α¯s
2pi
∫
d2z⊥
(2pi)2
(x⊥ − y⊥)2
(x⊥ − z⊥)2(z⊥ − y⊥)2 (S(x⊥, z⊥)S(z⊥, y⊥)− S(x⊥, y⊥)) , (10)
where α¯s ≡ αsNcpi and Y = ln x0x is the rapidity. (x0 is some starting value.) By decomposing (10) into
the real and imaginary parts using (5), one obtains the small-x evolution equations for the Pomeron and
Odderon. Let us denote
P (x⊥, y⊥) = 1−N(x⊥, y⊥), S⊥ × r⊥Q(x⊥, y⊥) = O(x⊥, y⊥). (11)
Then the equations read [22, 23]
∂
∂Y
O(x⊥, y⊥) =
α¯s
2pi
∫
d2z⊥
(x⊥ − y⊥)2
(x⊥ − z⊥)2(z⊥ − y⊥)2
[
O(x⊥, z⊥) +O(z⊥, y⊥)−O(x⊥, y⊥)
−O(x⊥, z⊥)N(z⊥, y⊥)−N(x⊥, z⊥)O(z⊥, y⊥)
]
, (12)
∂
∂Y
N(x⊥, y⊥) =
α¯s
2pi
∫
d2z⊥
(x⊥ − y⊥)2
(x⊥ − z⊥)2(z⊥ − y⊥)2
[
N(x⊥, z⊥) +N(z⊥, y⊥)−N(x⊥, y⊥)
−N(x⊥, z⊥)N(z⊥, y⊥) +O(x⊥, z⊥)O(z⊥, y⊥)
]
. (13)
Let θ be the azimuthal angle in the transverse plane measured with respect to S⊥. Then O ∝ sin θ and the
last term ∼ OO in (13) induces an angular dependence ∼ cos 2θ in N even if it is initially independent of
θ.3 This in turn induces a sin θ cos 2θ dependence in O via (12) (or cos 2θ dependence in Q). By repeating
this argument, N and Q eventually depend on arbitrary even harmonics cos 2nθ.
The equation for the Odderon has been previously solved numerically in [24], but the connection to
spin physics was not explored. We shall present our numerical solution of the coupled equation (12) and
(13), and study the dependence of the gluon Sivers function on x and k⊥.
3 It should be noted that Ref. [22] dismissed this term as a higher order effect which should not be kept consistently to the
order of accuracy (i.e., leading logarithmic approximation). However, we keep this term as it brings in qualitatively new
interesting features. In any case, the effect of this term is numerically very small.
4B. Setup
Since the Sivers function is a forward matrix element we can assume translational invariance and neglect
the dependence of N and O on the impact parameter b⊥ = x⊥+y⊥2 . We can then set y⊥ as the origin and
switch to the polar coordinates so that S(x⊥, y⊥) = S(x⊥ − y⊥) = S(r⊥) = S(|r⊥|, θ). Without loss of
generality, we choose the spin vector S⊥ to be along the positive x-axis, so θ is measured with respect to
this axis.
The initial conditions are [7]
N(|r⊥|, θ) = 1− e−r2⊥Q2s0 , O(|r⊥|, θ) = κQ3s0|r⊥|3 sin θe−r
2
⊥Q
2
s0 , (14)
at Y = 0, where Qs0 is the initial saturation scale. In principle, the constant κ can be determined along
the line of [7, 25],4 but here we consider it as an unknown, including its sign. The following numerical
results are obtained for κ = 13 . Since the evolution equation is essentially linear in O (the nonlinear term
OO in (13) is numerically tiny), the normalization and the sign can be adjusted later. It can be also
fitted by comparing with the future experimental data at the EIC.
To calculate the integral over z⊥, we discretize it by setting up a lattice in |r⊥| and θ. We rescale |r⊥|
by Qs0 so the calculation is carried out in a unitless way with |r˜⊥| ≡ |r⊥|Qs0. The lattice on |r˜⊥| is
uniform in ln |r˜⊥| from ln |r˜⊥| = −12 to 4 with the number of lattice sites n|r⊥| = 400. The lattice on θ is
uniform from 0 to 2pi with the number of sites nθ = 100. We set α¯s =
αsNc
pi = 0.2 throughout the paper.
We solve the evolution in Y by discretizing ∆Y = 0.4 and use the Runge-Kutta 4th order method. At
each evolution step ∆Y , we update the value of N and O at each lattice site. The points of x⊥− y⊥ and
z⊥ − y⊥ are on the lattice, but the points of x⊥ − z⊥ are not in general. So to obtain the values of N
and O at the points x⊥ − z⊥, a linear interpretation among the lattice sites is applied.
C. Results
We plot the values of N and O at different Y ’s along the axis of θ = pi/2 in Fig. 1. The Pomeron
amplitude N shows the familiar ‘geometric scaling’ with the inflection point inversely related to the
saturation scale Qs(Y ) ∝ e#Y . The peak location of the Odderon also moves with Y , but its dependence
is significantly weaker. This is presumably related to the observation in [27] that any angular dependence
of the dipole S-matrix comes with extra powers of r⊥, and this kills the geometric scaling structure. On the
other hand, the magnitude of the Odderon amplitude rapidly decreases with Y. This is due to the nonlinear
terms in (12). Indeed, if N ≈ 1 in the saturation regime, only the virtual term −O(x⊥, y⊥) survives on the
right hand side of (12), and this leads to a strong Sudakov suppression of O. To elaborate on this point, in
Fig. 2 we show our numerical solution without the nonlinear terms ∼ NO+ON (starting from the same
initial condition).5 From the ‘BLV’ Odderon solution [21], one expects that the amplitude is constant
in Y . However, this is so only in a very limited sense. We see indeed that the magnitude of O around
|r⊥| ∼ 2Q−1s0 is almost independent of Y , but the smaller- or larger-r⊥ regions strongly depend on Y . In
the small-r⊥ region the first two terms in (12) nearly cancel O(r⊥− z⊥) +O(z⊥) ≈ O(−z⊥) +O(z⊥) = 0,
and therefore the amplitude receives an exponential Sudakov suppression in Y . In the large-r⊥ region,
the first and third terms cancel and we are left with the second term O(z⊥) which is positive. Therefore,
the amplitude in the large-r⊥ region tends to increase and becomes sensitive to the finite volume effects
as well as the nonperturbative effects. In this regard it is interesting to see that the nonlinear terms cut
off this sensitivity and make the large-r⊥ behavior drastically different.
Turning to the θ-dependence, in Fig. 3 we fix Y = 4 and |r⊥| and plot N as a function of θ. We notice
that during the evolution in Y , the Pomeron N gains a cos 2θ dependence. This comes from the OO term
in the evolution equation as discussed in Section. III A. However, the dependence is extremely weak–the
oscillation magnitude in θ is of order 5× 10−5. This tiny number is approximately given by α¯s2piY O2 if we
4 There is also a constraint on the value of κ from group theory [24].
5 Since we noticed that in this case the large-r⊥ region is not suppressed, we solved the equation on a square lattice (x, y)
(not in ln r˜⊥) with each side from −8 to 8 (scaled by Q−1s0 ) and having 300 lattice sites.
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FIG. 1. N and O as functions of |r⊥| along the axis of θ = pi/2.
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FIG. 2. Odderon solution in the linear evolution equation along the axis of θ = pi/2.
take Y = 4 and O ≈ 0.02. In principle, N and O will continue influencing each other and develop higher
order even harmonics. However, higher order cosine terms are numerically negligible, as can be seen in
Fig. 3. The contour plot of (6) in the k⊥ plane at Y = 4 is shown in Fig. 4. It shows the deformation
characteristic to the Sivers function.
The result of the gluon Sivers function is plotted in Fig. 5. There is a characteristic node for all values
of Y which is inherited from the node in Q˜(k⊥) as pointed out in [7]. We also find that the peak region
at small-k⊥ remains approximately Gaussian ∼ |k⊥|ne−k2⊥/〈k2⊥〉 up to large-Y , with some Y -dependence
in the width 〈k⊥〉 as shown in Fig. 6. This means that the Y = ln 1/x and k⊥ dependences of the Sivers
function do not factorize. The fact that the zero-crossing point in k⊥ depends on Y is also a signal of
factorization breaking. However, these effects are rather mild. In the case of unpolarized TMDs, one
expects a strong factorization breaking in the small-x regime since both the BFKL and saturation effects
induce strong correlations between x and k⊥. In particular, in the latter regime distributions typically
depend on the ratio k⊥/Qs(Y ). However, 〈k⊥〉 has a much weaker Y -dependence than Qs(Y ) ∼ e#Y .
As we pointed out already, this is related to the fact that the Odderon is an angular dependent part of
the dipole amplitude. It thus seems that factorization is not a bad approximation for the gluon Sivers
function (and therefore also the sea-quark Sivers function [16]).
On the other hand, simple Gaussian parametrizations completely miss the node, and hence the sign
change of the Sivers function at large-k⊥. As we shall demonstrate shortly, this sign change has an
interesting observable consequence.
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FIG. 3. N as functions of θ at fixed |r⊥|. N is evaluated at the point N(|rhalf⊥ |) = 0.5. The black solid curves
represent the numerical solution of the evolution equation while the red dashed curves are fitted results.
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FIG. 5. xf⊥1T (|k⊥|) at different Y ’s. The normalization, including the overall sign, is arbitrary as it depends on
the unknown constant κ.
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FIG. 6. Left: Gaussian fitting of Q˜(k⊥)/Q˜(0) (note that f⊥1T (k⊥) ∼ k2⊥Q˜(k⊥), see (8). Solid lines are the numerical
solutions while dashed lines are the fitting results. Right: the fitted 〈k2⊥〉 as a function of Y .
IV. SSA IN OPEN CHARM PRODUCTION
Finally in this section we make a connection to observables. An interesting process in which the dipole
gluon Sivers function plays a role is single spin asymmetry in open charm production ep↑ → D0X, D¯0X
in semi-inclusive DIS [7, 11, 13]. The spin-dependent part of the differential cross section of charm quark
production reads
dσ
dxBdzdQ2dyd2`⊥
=
α2eme
2
c
2pi4xBQ2
A
∫
d2k⊥
(2pi)2
H(k⊥, `⊥, Q2)ijS⊥ik⊥jQ˜(|k⊥|), (15)
where
H(k⊥, `⊥, Q2) =
[
1− y + y
2
2
]{(
z2 + (1− z)2)[ `⊥ − k⊥
ρ+ (`⊥ − k⊥)2 −
`⊥
ρ+ `2⊥
]2
+m2c
(
1
ρ+ (`⊥ − k⊥)2 −
1
ρ+ `2⊥
)2}
+4(1− y)z2(1− z)2Q2
(
1
ρ+ (`⊥ − k⊥)2 −
1
ρ+ `2⊥
)2
. (16)
The first two lines are contributions from the transversely polarized virtual photon while the last line is
the contribution from the longitudinally polarized one. The kinematic variables are defined as follows:
Q2 = −q2, xB = Q2/2P ·q, y = P ·q/P ·k, z = P · `/P ·q and ρ = z(1−z)Q2 +m2c where mc is the charm
quark mass, and k, P , q and ` are the momenta of the incoming electron and proton, the transferred
photon and the produced charm quark respectively. Compared to the formula in [7], we have included
the charm quark mass and also added the contribution from the longitudinally polarized virtual photon
(cf. [28]).
Let us consider the following integral∫
d2k⊥H(k⊥, `⊥, Q2)k⊥jQ˜(|k⊥|) ≡ ˆ`⊥jIc(|`⊥|) , (17)
where we have used the fact that after integrating over k⊥, the integral should be proportional to `⊥j .
The proportionality constant depends on |`⊥| and can be evaluated straightforwardly using our numerical
solution for Q˜(k⊥). Since H(k⊥) is suppressed when k⊥ is small, we expect that the integral is dominated
around k⊥ ∼ `⊥. Then an interesting possibility arises that the node in Q˜(k⊥) is transferred to a node
in the `⊥-spectrum.
We assume mc = 1.3 GeV, Qs0 = 0.7 GeV and evaluate Ic for y = z = 1/2 and different values of Q
2.
We first plot in Fig. 7 (left) the contribution coming only from the first line of (16). As expected, we
see very clearly a sign change roughly around the same value of transverse momentum where Q˜ changes
signs. However, the situation becomes more complicated once the other terms are included. Actually,
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FIG. 7. Left: Ic(|`⊥|) from the transversely polarized virtual photon in the massless quark limit at Q2 = 5 GeV.
Middle: Ic(|`⊥|) at Q2 = 1 GeV. Right: Ic(|`⊥|) at Q2 = 5 GeV.
unless Q2 is very large, the middle term of (16) is always dominant and this flips the sign of Ic in the
low-`⊥ region. As a result, the SSA flips signs twice as the transverse momentum of the produced charm
quark is varied. This is shown in the middle plot of Fig. 7. The signal gradually decreases and the sign
flipping almost disappears with increasing Q2.6 But the valley structure in the SSA as a function of
transverse momentum still exists. It is thus very interesting to vary Q2 in experiments and explore these
different possibilities.
V. CONCLUSIONS
In this paper we have computed the (dipole) gluon Sivers function at small-x by numerically solving
the evolution equation for the Odderon [22, 23]. Our results convey several important messages which
should be considered when modeling the Sivers function. Firstly, the factorization breaking of the x
and k⊥-dependences of the Sivers function is rather mild, in contrast to the unpolarized TMDs which is
related to the Pomeron part of the dipole amplitude. This seems to be a generic feature of the angular
dependent part of the Wilson line correlators (cf. [27]), and thus we expect that the situation is similar
for the Weisza¨cker-Williams gluon Sivers function. In other words, assuming factorization may not be
a bad approximation, although systematic deviations do exist. Secondly, the amplitude of the Sivers
function decreases monotonically in Y in the large-k⊥ (small-r⊥) region in the linear evolution regime,
and everywhere in the nonlinear regime. This is due to the dominance of the virtual term −O(x⊥, y⊥)
in the evolution equations which leads to an exponential suppression. Finally, the dipole gluon Sivers
function has a node [7] for all values of x. This leads to interesting observable consequences: the SSA in
open charm production ep↑ → DX in SIDIS changes signs, possibly twice, as a function of the D-meson
transverse momentum at low-Q2. Note also that SSA for D0 mesons has an opposite sign from that for
D¯0 mesons due to the C-odd nature of the Odderon [7, 29, 30]. On top of this, there is the ‘usual’ sign
change in the Weisza¨cker-Williams gluon Sivers function that can be tested in ep↑ and pp↑ collisions [10].
All these make the studies of the gluon Sivers function very fascinating, and we look forward to a rich
phenomenology at experimental facilities such as RHIC, AFTER@LHC and EIC.
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