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1. INTRODUCTION 
In [10] Vagner essentially described the class of inverse semigroups as a 
variety. Research into this class as a variety accelerated with the derivation 
of good descriptions of the free inverse semigroup of rank one by Gluskin 
[3] and by Eberhart and Selden [2] and of the free inverse semigroup of arbitrary 
rank by Scheiblich [9]. 
However, the first substantial insight into the structure of the lattice of 
varieties was provided by Djadchenko [1] and Kleiman [4], [5]. In particular, 
they showed that the lattice has three isomorphic layers at the bottom. The 
first consisting of varieties of groups, the second of varieties of Clifford semi- 
groups and the third of varieties generated by Brandt semigroups. In [5], 
Kleiman provides a basis of identities for each of these varieties. 
Whereas there is a natural description of the semigroups in the first two 
layers referred to above, there is no such description of those appearing in 
the third layer. The second section of this paper is devoted to obtaining structural 
information about these semigroups. It is shown, for instance, that any semi- 
group appearing in a variety contained in f~ v ~P(B~), where f~ is the variety 
of groups and ~P(B2) is the variety generated by the Brandt semigroup B2 = 
J/d°(1; I; I; A) with [I1 = 2, is a subdirect product of Brandt semigroups, 
is completely semisimple and satisfies ~-majorization i  the sense of Petrich [7]. 
In Section 3, four different characterizations are given of varieties of inverse 
semigroups every member of which is completely semisimple and in which 
is a congruence. Although this latter class, W~c~o~, is not itself a variety, the 
varieties contained in rg~9°~ form a sublattice of the lattice of all varieties 
and some aspects of this sublattice are considered. In particular, it is shown 
that the even smaller sublattice consisting of varieties contained in 7(B21) v 
is non-modular. 
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Of particular importance in the study of varieties of inverse semigroups 
are the varieties, called combinatorial varieties, which contain no non-trivial 
groups. A variety is combinatorial if and only if it is contained in the variety 
cg n determined by the identity xn+l= x ~, for some positive integer n. In 
Section 4, it is shown that the varieties W,, are by no means the only com- 
binatorial varieties. In fact, there exist infinitely many combinatorial varieties 
between W~ and c~n+ 1 for n >/2. 
2. "VARIETIES GENERATED BY BRANDT SEMIGROUPS 
For any inverse semigroup S we shall denote by ~(S)  the inverse semigroup 
variety generated by S. Throughout the paper the term variety, if unqualified, 
will always mean inverse semigroup variety. 
The trivial variety will be denoted by ~'-, the variety of all groups by 
and the variety of all inverse semigroups by J .  
For any variety "F', F(¢/') will denote the relatively free inverse semigroup 
in ~F" of countable rank and p(~)  will denote the verbal congruence on F ( J )  
defining the variety ~K'. The lattice of varieties contained in ~ will be denoted 
by ~(¢/"). 
We shall denote by I72 the two element semilattice and by B 2 the Brandt 
semigroup dr°(1;/, I; A) with 1II = 2. We shall write B m for the general 
Bran& semigroup df°(G;/ ,  [; A). It is easily seen that, in the lattice of inverse 
semigroup varieties, the variety of semilattices ~F'(Y~) covers -Y- and that 'I¢~(B2) 
covers $/~(Y2). A Clifford variety is one every member of which is a semilattice 
of groups (that is, a Clifford semigroup). 
The next two lemmas are due to Djadchenko [1]. 
LEMm 2.1. A variety is a Clifford variety if and only if it does not contain B 2 . 
LEMMA 2.2. For any group G, ~(Bm)  = ~V'(G) v 7V(Bz) provided that 
[ i ]  ~>2. 
In his important paper [5], Kleiman gave a basis for the laws of #~(B/a). 
In Theorems 2.3, 2.4, and 2.6 we give alternative bases which we use to relate 
these classes to structural properties. 
It follows from the paper of Djadchenko [1] that the lattice ¢/'(J) contains 
an ideal with three layers, as in Diagram 1. The first layer consists of varieties 
of groups. The second layer consists of varieties of Clifford semigroups con- 
taining Y2 and the third layer consists of varieties of the form ¢/'(Bta). Each 
layer is a sublattice of ~o(j-). 
The mappings G -+ G v $~(Y2), G ~ re, and G ~ G v "t/"(B2), G c q¢, are 
isomorphisms of the first layer onto the second and third layers, respectively. 
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DIAGRAM 1 
(Y2) 
V(B 2) 
While varieties in the first two layers have familiar descriptions in terms 
of the structure of their semigroup members (that is, they are varieties of 
groups or varieties of Clifford semigroups) no such description is available 
for the members of the third layer. The first objective of this note is to relate 
the description of these classes as varieties to structural aspects of their member 
semigroups. 
We shall denote by L 1 the following law on an inverse semigroup: 
LI: (xyx2)(xyx2) -1 = (xyx2)-l(xyxZ). 
This law states that the element xyx 2 always belongs to a group ~-class.  
In what follows the semilattice Y2 can be considered as a Brandt semigroup 
of rank one of the form rig°(1 ; / ,  I ;  A) where ] I [ ~ l. 
An inverse semigroup S satisfies ~-majorization if and only if for all a E S, 
e ~ E s the intersection eE s (~ D a is either empty or contains a maximal element. 
For a detailed discussion of this topic see Petrich [8]. 
THEOREM 2.3. Let S be an inverse semigroup. Then the following are equivalent. 
(1) S satisfies L1; 
(2) e, f, g ~ Es , e >/f, e >/g and (f, g) ~ ~ implies that f = g; 
(3) S is completely semisimple and satisfies ~-majorization; 
(4) S is a subdirect product of Brandt semigroups and groups; 
(5) s ~ ~ v ~(B~). 
Proof. The equivalence of the statements (2), (3) and (4) follows from 
Petrich [8], Lemma II.7.5. 
Let S satisfy L 1 and e, f, g satisfy the hypothesis in (2). Since (f, g)E 
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there exists an element a c S with aa -1 = f, a-la = g. If  we substitute x ~- e 
and y = a in the law L1 we obtain 
(eae)(eae) -1 = (eae)-l(eae) 
and therefore, since e /> f, g, we have 
f = aa-1 ~ a-la _~ g. 
Thus (1) implies (2). 
To see that (4) implies (5), consider Bla = J f /°(G;/,  I; A). As noted by 
Kleiman [5], it is not difficult to see that d r° (1 ; / , I ;  A) is contained in the 
cartesian product of I copies of B 2 modulo the ideal of the cartesian product 
consisting of those elements which are zero in any component. Thus 
d/°(1; I, I; A) c V(B2). Therefore T = G × rid°(1 ; / ,  I ;  A) E (¢ v V(B2). I f  
V = {(g, 0): g E G} then V is clearly an ideal of T and B1a is isomorphic to 
T/V. Thus B m E N v $/'(B2). Therefore any subdirect product of Brandt 
semigroups will also belong to the variety f¢ v $/'(B2). Thus (4) implies (5). 
It remains to show that (5) implies (1). Clearly any group satisfies L 1 . By 
exhausting all possible substitutions for x and y by elements of B2 it can be 
verified routinely that B 2 satisfies the law L 1 . Hence any element of ;¢'(B2) 
will also satisfy L 1 . Therefore any element of ~ v $/'(B2) will also satisfy L 1 . 
Parts (2), (3) and (4) of Theorem 2.3 provide three structural characterizations 
of the inverse semigroups appearing in the varieties between zC'(B~) and 
(¢ v $f(B2). I f  one considers only the bottom end of this layer, that is V(B2) , 
then the conditions may be tightened somewhat. 
Let L2 denote the law: 
L2: (xx-lyxx-1) 2 = xx-lyxx -1. 
Then we have the following result, where , denotes the identity relation. 
(3) 
(4) 
group; 
(5) 
Proof. 
THEOREM 2.4. Let S be an inverse semigroup. Then the following statements 
are equivalent. 
(1) S satisfiesL 2 ; 
(2) ~=~ and, for any e, f, g e Es w i the>/ f ,  e >~ g and (f, g) e ~ we 
have f = g; 
2,~ -= ~, S is completely semisimple and satisfies ~-majorization; 
S is a subdirect product of Brandt semigroups with trivial structure 
S e $P(B2). 
The equivalence of (2) and (3) is immediate from Petrich [8], 
Lemma II.7.5. 
VARIETIES OF INVERSE SEMIGROUPS 431 
Let (1) hold. Let e , f ,g  be as in the hypothesis of (2). Let a be such that 
aa -1 =f  and a-la = g. Substituting x -- e and y = a in L 2 we find that 
(eae)2= eae and so aS= a. Hence f = g. A similar argument shows that 
~f  = ,. Thus (1) implies (2). 
As in Theorem 2.3, (3) implies that S is a subdirect product of Brandt semi- 
groups P. Since ~f  is a congruence on any Brandt semigroup it is a congruence 
on any product of Brandt semigroups, such as P. Then P/Jt ° is a product 
of Brandt semigroups with trivial structure group and the natural projection 
of P onto P/W will be one-to-one on S. Thus (3) implies (4). 
Now (4) implies that S is a subdirect product of Brandt semigroups of the 
form dr'°(1 ; L I ;  A) which, as we saw in Theorem 2.3, belong to Y/-(B2). Hence 
(4) implies (5). 
Finally, exhaustive substitution will show that (5) implies (1). 
The next result is due to Djadchenko [1] and is also established by Kleiman 
in [5]. We present a simpler derivation. 
LEMMA 2.5. Let ¢/" be a variety such that 7/'(B~) C_ 7f" C_ 7F'(Bz) v ft. Then 
7//" = 7//'(B) for some Brandt semigroup B = d//°(G; [, I; A) with ] I ] ~ 2. 
Proof. Let d = ~/" n ft. Let S 6 Y/'. Then S E ¢/'(B2)v f¢ and so, by 
Theorem 2.3, S is a subdirect product of Brandt semigroups, the structure 
group of each one of which must lie in ¢/" and so in d .  But then each of the 
Brandt semigroups in the product belongs to d v "F'(B2) and so S does also. 
Therefore ~/" = d v ¢P(B2). Let G be a relatively free group in the variety d 
and I be a set with ] I ]  ~ 2. Then clearly B = dt'°(G; L I; A) is contained 
in d v ¢/-(BJ. On the other hand ~¢r(B) contains d and ~#'(B2). Hence 
~f(B) = ~ v ~f~(B2) = ~e'. 
Combining Theorem 2.3 and Lemma 2.5 we have the following result. 
THEOREM 2.6. Let G be a group and U be the verbal subgroup of the free 
group on a countable number of generators determining 7f-( G). Let L 3 denote the set 
of laws: 
L~ = {LI} W {u a = u2: u E U}. 
Let S be an inverse semigroup. Then the following statements are equivalent. 
(1) S satisfies the lawsL~ ; 
(2) S is a subdirect product of groups in ~P(G) and Brandt semigroups 
with structure groups in ~(G) .  
(3) S e <(G) v ~f'(B~). 
Proof. Suppose that S satisfies the laws L~. By Theorem 2.3, S is a sub- 
direct product of Brandt semigroups. Since each of the Brandt semigroups 
in the product is a homomorphic image of S, each of the structure groups 
48,/6s/z-~z 
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must lie in ~/'(S) and so satisfy the laws u s = u 2, u ~ U. Hence, as groups, 
they must satisfy the laws u = 1, u E U. Thus each of the structure groups 
belongs to ~e-(G) and we have that (1) implies (2). 
Now suppose that (2) holds. Clearly each of the terms of the product lies 
in 3Or(G) v 3¢'(B2) and so (3) holds. 
Finally, if S ~ 3¢'(G) v 3¢r(Bs) then S e ff v "//'(B~) and so, by Theorem 2.3, 
S satisfies L 1 . On the other hand, it is easy to check that B~ satisfies the law 
x s = x s and every element of ~/'(G) satisfies u 3 = u s, for u E U. Hence every 
element of ~/'(G)v "//'(/1//2) satisfies the laws u3= u 2, u ~ U. Therefore (3) 
implies (1). 
3. COMPLETELY SEMISIMPLE VARIETIES 
In this section we wish to study those varieties of inverse semigroups which 
consist entirely of completely semisimple semigroups. We will need some 
additional notation. 
Following [4], for any group variety G we will denote by Q(G) the set of 
varieties ~ such that N c~ ~/" = G. In particular, we shall be interested in 
Q(J-), where 3-  denotes the trivial variety. For any variety ~/" we write T(~ ") = 
{S e "//': ~/'(S)e Q(3-)}. Thus T(3~) consists of those elements in ~/" which 
generate a variety which contains no non-trivial groups. In general, T(3v') 
is not itself a variety. We denote the bicyclic semigroup by ~. 
The following result is due to Djadchenko [1], who refers to varieties in 
Q(~-) as combinatorial varieties. 
LEMMA 3.1. Let ~ be a variety @inverse semigroups. Then Y/" e Q(~-) i f  and 
only i f  x "+1 = x" is an identity in ~e" for some positive integer n. 
We shall also need some information regarding the free inverse semigroup 
F l l  on a single generator x, which we take from Eberhart and Selden [2]. For 
any positive integer n, we denote by I ,  the ideal in F11 generated by x n. We 
denote by pn the Rees congruence on F11 determined by In • 
LEMMA 3.2. (1) F11 is a subdirect product of two copies of ~; 
(2) O I ,  = ~;  
(3) (H0-_ct.. 
With regard to the congruences on F I  1 we have the following results. 
LEMMA 3.3. Let p be a non-identity congruence on F I  1 . Then FI1/p has a 
kernel which is either a group or a bicyclic semigroup. In particular, there exists 
a positive integer n such that ap = {a) for all a ~FII \{I ,} and, with -r = p n 
1, × [ , ,  I,/-c is the kernel of F i l l  p. 
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The quotient FI~/pn satisfies the law x "+1 = x" but, for  n > 1, does not satisfy 
the law x n = x n-1. 
THEOREM 3.4. For a variety of inverse semigroups ~-, the following statements 
are equivalent: 
(1) V C V ;  
(2) Every member of ~¢~ is completely semisimple; 
(3) For some positive integer n, xnx -n z X-nXn is a law in ~//'; 
(4) T(~t r )  is a variety of inverse semigroups; 
(5) For some positive integer n, x n+l ~- x ~ is a law satisfied by every member 
of T(~f'). 
Moreover, the smallest positive integer satisfying (3) is the smallest positive 
integer satisfying (5). 
Proof. The equivalence of (1) and (2) is well known. 
We first show that (1) implies (5). Let x ~ S 6 T(3V'). Then, for some con- 
gruenee p on FI1 ,  Fix/p is isomorphic to (x), the inverse subsemigroup of S 
generated by x. Since "//'(S) n f¢ z 3-  and from Lemmas 3.1 and 3.3, we must 
have p = p , ,  for some positive integer n. Thus FI1/p~ ~ T(T/F) where FIx/p,  
satisfies x m = x m+a for all m >/n. Suppose that (5) does not hold. Then we 
must have FI1/p~ E T(~lr), for all positive n. But the intersection of the con- 
gruences Pn is the identity on F I t .  Thus FI~ is contained in the product of the 
FIa/p, and would be contained in $/~. But, by Lemma 3.2, F I  1 is a subdirect 
product of two copies of ¢g. Hence (g 6 ~P, a contradiction. Therefore (5) holds. 
Now if T($/') satisfies (5) then clearly T(~f ) is closed with respect o taking 
products, homomorphie images and inverse subsemigroups. Thus T(TF') is a 
variety and (5) implies (4). An argument virtually identical to that used to show 
that (l) implies (5) will also show that (4) implies (5). Hence (4) and (5) are 
equivalent. 
To see that (5) implies (3), let x n+~ = x", for n ~ 1, be a law for T($/~), 
for some positive integer n. Let a 6 S ~ ~ and p be the congruence on F I  1 
such that FI l l  p is isomorphic to (a). Let I~ be the ideal in F I  x determined 
by p as in Lemma 3.3. Let , ~ p c~ Ik × I~. Then Ik/-c cannot be a bicyclic 
semigroup since then, by Lemma 3.2, ~ would contain F I  1 and so, by Lemma 
3.3, T(Tt") would not satisfy x n+~ ~ x ~'. Hence Ik/-c is a group. Therefore 
FI1/p satisfies xkx -~ = x-kx k and, since Ik/* is a group kernel for FI1/p, FIa/p 
will satisfy x~x -~ = x-rx ~ for all r />  k. Now p C pk and so Fi1/pk ~ T(~//~). 
Therefore FI1/pk satisfies x ~+1 = x n which necessarily implies that k ~ n. 
Hence FI1/p.and so (a)  satisfies x~x -~ = x nx~. Thus (3) holds. Moreover, 
it follows that the least positive integer satisfying (3) is as small as the least 
positive integer satisfying (5). Since the law in (3) implies that a '~ belongs 
to a subgroup, for all a, the converse inequality is clear. 
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Finally, ~ does not satisfy xnx -n = x-~x ~ for any n and so if (3) holds then 
so does (1). 
An inverse subsemigroup S of an inverse semigroup T is said to be ful l  
if S contains all the idempotents of T. The next result is due to Munn [6]. 
For any semilattice Y, let Tr denote the inverse semigroup on Y [6]. 
LEMMA 3.5. For each z ~ S, an inverse semigroup with idempotents E, let 
O~ denote the mapping of Ez - l z  --~ Ezz  -1 defined by O~e ---- zez -t, for all e E Ez- lz .  
Then the mapping O: z -+ O~ is an idempotent separating homomorphism of S 
onto a ful l  inverse subsemigroup of T e such that 0 o 0 -1 is the maximum idempotent 
separating congruence tz on S. 
The representation 0 in Lemma 3.5, will be referred to as the Munn repre- 
sentation of S. 
DEFINITION. An inverse semigroup which has no non-trivial idempotent 
separating congruences has been called an antigroup by some authors [4], 
in the context of varieties, and a fundamental inverse semigroup by others [6], 
in the context of structural studies. We denote by 9.I the class of all such inverse 
semigroups. This class, although not a variety has played a particularly important 
role in the study of varieties of inverse semigroups by Djadchenko, Kleiman 
and others. 
The following results due to Kleiman [4] are very important. 
LEMMA 3.6. Let 7k" be a variety satisfying the identity x n+l = X n, G be a 
variety of groups and U(G) be the verbal subgroup ofF(f#) defining the variety G~ 
Then the collection of identities 
g,+l = gn for all g ~ U(G) 
att-la -1 = btt-lb -1, for all (a, b) ~ p(2g'), 
where t is a variable that does not appear in either a or b, is a basis for the identities 
of ~/~v G. 
The next result is a simple consequence of Proposition 1 of [4]. 
LEMMA 3.7. Let CP be a variety of inverse semigroups. Then 
Y~ v f# = {S~J :  S/t~ECr}. 
The following is also due to Kleiman [4]. 
LEMMA 3.8. The mappings cp~¢: 7P ~ ~ 3¢ ~ v f# and epic: 7F ~ -+ ~ ~ f# are 
homomorphisms of S~(J)  onto Q(f#) and ~(f#),  respectively. 
Furthermore, 3vp v f# = q /v  f# if and only i f  3 v/~ n ~T = all (~ ~.  
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We bring together the results and concepts introduced so far in the following 
theorem. 
THEOREM 3.9. Let ~/" be a variety of inverse semigroups. Then the following 
statements are equivalent. 
(1) For every S ~ ~,  S is completely semisimple and ~ is a congruence; 
(2) ~ satisfies xn+ltt-lx n-1 : xntt- lx ~, for some positive integer n. 
(3) ~¢" n 9~ satisfies x n+l : x n, for some positive integer n; 
(4) T (~)  = ~ n ~; 
(5) ~ n 9.1 is a variety contained in Q(J-). 
Proof. Let (1) hold. By Theorem 3.4, there exists a positive integer n such 
that xnx -n = x-nx n is an identity for 3e'. Therefore for any element x, x n is 
contained in a group ~-class.  Then x n+l is contained in the same group 
~-elass. 
Since ~ is a congruence on S, it follows that ~ =/~, the maximum idem- 
potent separating congruence on S. Hence (x n+t, x n) E/~ and, by Lemma 3.6, 
we have that x-n - lexn+t= x-nex n, for all e ~ Ex~x -n and so for all e e E. 
Now, for any element ~ S, tt - t  is an idempotent and so we have that 
x-n - l i t - I x  n+l ~- x -n t t - l x  n, for all x, t ~ S. 
Thus (2) holds. 
Now let (2) hold. Let a~SE~n~,  let b =a n+l, c =a  s. By (2) and 
Lemma 3.5, we have 0 b ~ 0c, where 0 denotes the Munn representations 
of S. But, if S ~ 9.I then S is fundamental and so 0 is an isomorphism. Hence 
b = c, that is, a ~+a = a n for all such a. Hence (3) holds. 
Let (3) hold. For any S ~ T(3~') we must have ~ = ~ and hence S E 9.1. 
Thus we always have T(~//~) _C ~ n 9.1. For S ~ ~/" n 9.1, it follows from the 
assumption that (3) holds that S ~ Q(~-'). Hence S 6 T(3V'), ~g~ n 9.1 _C T(~ ~') 
and (4) holds. 
Now T($ f )  contains all inverse subsemigroups and all homomorphic images 
of elements of T($/') while ~/~ n 9A contains all products of elements of ¢/" n ~.  
Hence, if T(~/ ' ) - -~/"  n 9~ then this class of inverse semigroups is closed 
with respect to taking products, homomorphic mages and inverse subsemigroups 
and so is a variety. From the definition of T(~/') it then follows that ~ n 9.I 
Q(y) .  Thus (4)implies (5). 
Finally, suppose that (5) holds and let S ~ ~F'. Then S/iz ~ ~ n 9.I ~ Q(3-). 
Hence S/tz has no non-trivial subgroups. Therefore/z = W and W is a con- 
gruence. I f  the bicyclic semigroup c~ e ~F" then c~ would lie in ~/" n ~.  Since 
n 9.I is a variety and the integers Z under addition is a homomorphic mage 
of c~ this would imply that Z ~ ~/" n 9.1 6 Q(3-), contradicting the definition 
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of Q(9-). Hence W ¢ Y/~ and, by Theorem 3.4, every member of ~ is completely 
semisimple. Thus (5) implies (1) and the theorem is complete. 
The following simple example will illustrate the difference between the 
varieties covered by Theorems 3.4 and 3.9. Let Y be the semilattice of Diagram 2. 
Let T r be the inverse semigroup of Y, as defined by Munn [6]. 
DIAGRAM 2 
Then Ty satisfies the law xZx -2 ~- x-2x ~. Hence 3V'(Tr) satisfies the conditions 
of Theorem 3.4. However, W is not a congruence on T r and so ~t/'(Tr) does not 
satisfy the conditions of Theorem 3.9. 
Let ~5~ denote the class of completely semisimple inverse semigroups and 
let c~S~Jt~ denote the class of completely semisimple inverse semigroups on 
which ~ is a congruence. Neither of the classes c~Sa and c~SPW is a variety. 
However, if we let 5¢(c~S p) and L~a(SPcg~) denote the set of varieties contained 
in c~S~ and c~Se~, respectively, then we have the following corollary to 
Theorems 3.4 and 3.9. 
COROLLARY 3.10. The sets ~(cg5~) and £P(q~SP~) are sublattices of SY(J). 
Proof. The assertions follow from Theorem 3.4(3) and Theorem 3.9(2), 
respectively. 
COROLLARy 3.11. Let ~¢r E Q(3r) and G be a group variety. Then q/" v GE 
cg SP j¢~. 
Proof. Since Sr E Q(J-), there must exist a positive integer n such that 
x n+l ~ x n is a law in $/'. Where p(~e') denotes the verbal congruence defining Y/', 
we then have (x n+l, x ~) ~ p(~),  for all x ~F(~¢"). Hence, by Lemma 3.6, 
xn+l t t - l x -n -1  ~ xnt t - l x -n  
is an identity that holds in ~ v G. The result follows from Theorem 3.9. 
A natural question to consider is whether every variety in cgSaa"(d is, in fact, 
of the form ~/" v G for some ~/" a Q(3-) and some group variety G. The next 
example shows that this is not the case. 
EXAMPLE. Let S = dC°(G; L I; A) where G = Z X Z and i ----- {1, 2}. Let 
ax denote the identity mapping on G and a2 denote the automorphism of G 
defined by ~(a, b )~ (b, a). We define a multiplication on T = S u G. In 
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S and G the multiplication is as before. For g ~ G and (a; i , j) ~ S, we define 
g(a; i , j) = (,,(g)a; i , j) and (a; i , j)g = (a%.(g); i,j). 
It  is routine to verify directly that T is an inverse semigroup. Alternatively, 
T can be viewed as an inverse subsemigroup of the translational hull Y2(S) 
of S, with G drawn from the unit group of ~2(S). For a description of the unit 
group of ~2(S) see Petrich [7], Chapter 5. It  is straightforward to verify that 9ff 
is a congruence on T and that T/~ is isomorphic to B21. From Lemma 3.7, 
it follows that T ~ ~/'(B21) v ~ and therefore, from Lemma 3.6, that 
$/~(B21) _C ~¢'(T) c~ 1I _C ($f(B~) v ~) c~ l[ _C ~'(B2 ~) 
Thus ~v'(r) n 1I = ~(B2~). 
It  is clear that $P(T)(~ f¢ contains the variety of all abelian groups df~.  
On the other hand, if we write e for the word xx-~x-lxyy-~y-ly it is not difficult 
to show that T satisfies 
(exeyex-ley-le) 2 : exeyex-ley-le. 
Therefore any group in ~¢~(T) will necessarily be abelian. Thus ~' (T)  (~ f~ --  
We will now show that there is an identity which holds in ~V'(B21) v ~¢~ 
which is not satisfied by T and so does not hold in ~/'(T). 
I f  we write [x, y] = x-ly-lxy, then [x, y] 6 U(Z). Also x a = x 2 is an identity 
in ~V'(B2~ ). Therefore, by Lemma 3.6, [x, y]3 ~ [x, y]Z is an identity which 
holds in ~¢'(B21) v z~tf#. 
However, if we let x = ((--1, 0); 1, 2) E S andy  = (--1, 0) ~ G then 
[x,y] : ((1, 0); 2, 1)(1, 0)((--1, 0); 1, 2)(--1, 0) 
= ((2, 0); 2, 1)((--1, --1); 1, 2) 
----- ((1, --1); 2, 2) 
which does not satisfy Ix, 7] 3 = [x, y]2. 
Thus, if we let 0 / / :  $/'(B21) v ~(¢  then $/'(T) v (¢ = ~ v ~ and ~f'(T) c~ 
(~ : ~¢/(¢ --  ~ n ~ while ~¢'(T) ~ ~.  Therefore ~f"(T) cannot be of the form 
¢/" v G for some ¢/" e Q( J ' )  and some group variety G. 
In fact, the above example demonstrates a lot more. If  we denote, for any 
variety ~f, the lattice of varieties contained in ¢/" by ~f($/') then all the varieties 
discussed in the above example lie in ~P($/'(B2 ~) v (¢). Therefore we have the 
following result. 
THEOREM 3.12. The lattice Ae(~C'(B21) v (¢) is non-modular. 
Kleiman [4] has shown that ~Lf(J) is non-modular. However, from Section 2 
or Djadchenko [1], it is evident hat £~(~(B2) v ~) is isomorphic to the product 
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of c¢(97) and a three element chain. Hence ~z°(Y/'(B2) v 97) is modular. Also 
Kleiman [5] has shown that any variety which is not contained in Y/-(B~) v 
contains B2 1. Thus non-modularity occurs as soon as we include the next 
"layer" of ~qa(j) up to Y'(B2 1) v ~. 
The following result is due to Kleiman. 
LEMMA 3.13. The mapping ¢p: ~f ' - -~/"  v G ( ' f~eO(~-),  Ge~(~) )  is an 
isomorphism of Q(Y) into Q( G). 
This leads us to the following corollary to Theorem 3.9. 
COROLLARY 3.14. The mapping ~: Y/~ --> ?f- v ~ (~(/" ~ Q(J-)) is an isomor- 
phism of Q(Y) onto Q(~) rn ~(Wf ~Yd) with inverse mapping ~o-1: ~ -+ ~ (n ~.  
Proof. Let ~f" E ~(~-). By Lemma 3.7, ~V" v ~ -- {Se3" :  S/l~ ~ "f'}. Hence 
~ v ~7 must satisfy condition (2) of Theorem 3.9. Therefore ~/" v ~ e ~f ( (~f )  
and, by Lemma 3.13 ~ is an isomorphism of O(J-) into ~(~) f5  L~a(c~JS(F). 
Now let ql e O(q~) ~ ~f(WSf~). By Theorem 3.4, Y/" ~ T(~) e Q(2V) and 
we have ~/" v ~' C o7/. On the other hand, if S e 9/ then S/k~ e q/(n ~ here 
a~ rn 9.I ---- ~r/~, by Theorem 3.9. By Lemma 3.7 this implies that S e ~/" v ~. 
Hence cp maps Q()-) onto Q(97) c~ .Lf(cgS~) and is an isomorphism. 
The last part of the corollary follows from Lemma 3.7 and Theorem 3.9(5). 
In this context, Kleiman introduced the congruence ~on the lattice 5q(~) 
of varieties of inverse semigroups defined by: 
(q/, ~f~) e v if and only if q/(n ~ ---- ~V" rn ~ and q /v  97 ~- Y/" v ~. 
By Lemma 3.8, we also have 
(q/, Y/') e v if and only if q/(5 97 ----- ~/" (n ~ and ~ (~ ~l ---- ~f~ rn ~l. 
COROLLARY 3.15. The mapping T: Y/- --~ T(q/~) -~ YP (~ ~ is a homomor- 
phism of Lf(cg ca~) onto Q(3-). 
Proof. By Theorem 3.4, T does map Lf(cg£fo~f) onto O(.~r). By Lemma 3.7, 
~" r~ 91 -- (Y~ v 97) (~ ~f. Hence T is the composite of the mapping ~ -+ 
4//" v ~ which, by Lemma 3.8 is a homomorphism and the isomorphism ~-t 
of Corollary 3.14. Hence T is a homomorphism. 
Let G e ~(c~) and let v~ denote the restriction of v to O(G). Then every 
v~-class has a least element, which Kleiman called a G-representative. The 
mapping q~ in Lemma 3.13 maps Q(~-) onto a set of G-representatives and in 
[4] Kleiman observes that ~(~(~))  is not the set of all G-representatives. We 
now describe which G-representatives arise in this way. 
THEOR,~ 3.16. Let G be a variety of groups. Then {?F" v G: ~F" E Q(J')) 
is the set of G-representatives in .~(WSf ~) .  
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Proof. Let q/ be a G-representative in ~9°(cg~cp,gg'). Since o~/_C ~P.Yd', we 
know from Theorem 3.9 that Y/" = ql n 92[ is a variety contained in Q(J-) .  
Then ~ and ~//" v G are clearly va-equivalent and both are minimal. Hence 
= "#" v G, as required. 
4. COMBINATORIAL VARIETIES 
From Lemma 3.1, we know that a variety "f" is a combinatorial variety if 
and only if x n+: = x n is an identity in ~/r for some positive integer n. However, 
there are many more varieties in Q(3-) than those defined by identities of the 
form xn+l= x ~. We will denote the combinatorial variety defined by the 
identity x ~+1 = x ~ by cg n . In this section we will show that there exist infinitely 
many varieties between cg~ and cg~+:, for any positive integer n. To do so 
we need a description of the free inverse semigroup F[  x on a non-empty set X. 
We present a modification of that given by Scheiblich in [9]. 
Let X be a nonempty set and let Gx be the free group on X. Following 
Scheiblich, we define a partial ordering ~< of Gx by the rule that, for all a, b e Gx, 
a ~< b if and only if, when a and b are written in reduced form, a is an initial 
segment of b. The identity of G will be denoted by 1 and we make the convention 
that 1 ~< a for all ae  Gx.  For ae  Gx we write ~ = {x G Gx: x <~ a} and for 
A C_ G x we write A = ~)aza " It is easily verified that a subset A of G x which 
contains 1 is convex under ~< if and only if .d ~ A. 
We now describe Scheiblich's construction for the free inverse semigroup 
on X. Let °3/ denote the set of all finite convex subsets of G x containing 1 
and at least one other element. Write 
F = {(A, g) ~ YJ × Gx: g G A}. 
For g ~ Gx and any nonempty subset B of Gx let gB denote {gb: b ~ B}. I t  
can be shown that if (A, g), (B, h) G F then A u gB G ~.  Hence we can define 
a multiplication on F by the rule: 
(A, g)(B, h) = (A u gB, gh) 
Under this multiplication F is the free inverse semigroup F I  x on X [9]. 
For the remainder of this section, let F I  x denote the free inverse semigroup 
on a countable set X. 
For any positive integer n, let 
In = U {De : there exists (C, 1) e Dc, g ~ Gx such that g v6 1 and gn e C} 
-~ U (Flxc~FIx : c ~ c ~} 
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Then In is an ideal of F I  x . Let p~ denote the Rees congruence on F ix  deter- 
mined by I n . Then  x ~+l ~ x n is an identity for FIx /pn.  Let v n denote the 
verbal congruence on F ix  defining cg n . Then  v. _C Pn • 
LEMMA 4.1. I f  (A, 1) e I~ then there exist elements ae  A,  b e Gx\{1} such 
that b ~ e a- lA.  
Proof. Let (B, b), with b 4= 1, be such that (A, 1) m FIx(B,  b) n F I  x . Then,  
for some (U, u), (V, v) eF I  x we have 
(A, 1) = (U, u)(B, b)'~(V, v). 
I f  (B, b) '~ =- (Bn , bn), then 
(A, 1) = ( U w uB,~ w ub n V, ub'~v). 
Now u e U _C A and ub n e uBn C_ A.  Hence b n = u-l(ub n) ~ u- lA  and the 
result follows. 
For any al ..... ak e G x or F ix  we denote by [a I ,..., ak] the usual k-long 
commutator defined inductively by [a 1 ,..., a~] = [[al ..... a~_l], a~], with 
[a l ,  as] = aTla-~lalas and [al] = a 1 . 
I f  al ..... ak e Gx and some ai is the identity of Gx then clearly [al ,... , ak] = 1. 
I t  is routine to establish the following result in F ix  or, indeed, any inverse 
semigroup. 
LEMMA 4.2. I f  any one of the elements a 1 .... , a~ in F ix  is an idempotent, 
then 80 is [G 1 . . . . .  ak]. I f  [a I . . . . .  a,] (i <. k) is an idempotent, hen so is [a 1 ..... a~]. 
LEMMA 4.3. Let k be a positive integer greater than one. Let x 1 . . . .  , xk be 
distinct elements of X and u ~ Gx\{1}. Then u s, written in reduced form, is not 
a segment of [x I ,..., xk] or [x 1 ..... x~] -1. 
Proof. We consider only [x I .... , xk], the proof for [xl ,..., xk] -1 being similar. 
The  proof is by induction. Since u 4= 1, at least one variable appears twice 
with the same exponent in the reduced form of u 2. Hence u 2 cannot be a segment 
of [xl, x2] = xTlx; lxlx, .  
Now suppose that the result is true for cr = [Xl ,..., xr] and that u 2 is a segment 
of  c~+l = [xl ..... x~+d. 
Let u, in reduced form, be written as u ~- ulvu-~ 1 where u 1 may be the empty 
word but  v, since u :/: 1, is non-tr ivial  and where u s = ulvSu-~ 1 in reduced 
form. Then  v z is in reduced form as written. Since u s is a segment of cr+~, 
so also is v s. 
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Thus v 2 is a segment of 
[xl ..... X~+l] = [c , ,  x~+d 
--1 --1 
= C r Xr+ lCrXr+l  • 
Now every variable in the reduced form of v appears twice in the reduced 
form of v 2. However xr+ 1-1 appears only once in the reduced form of [x 1 ,..., Xr+a]. 
Hence, the segment equal to v 2 does not overlap xr~ 1 . Thus the segment 
lies entirely in c~ -1 or c r . Therefore either v 2 or v -~ is a segment of cr. This 
contradicts the induction hypothesis and the result follows. 
LEMMA 4.4. Let A~ = [x 1 ..... x~] for some x 1 .... , xk ~ X (k >~ 2). Then 
(A~, 1) Ctn , fo r  any n. 
Proof. Suppose that (A~, 1) E In ,  for some positive integer n. By Lemma 4.1, 
there exists an element a e A~ and an element b ~ Gx\{1 } such that b n ~ a - iAk .  
However, a ~ A~ implies that a is an initial segment of c~ = [x 1 ..... xk]. Hence 
a- lAk  consists of segments of c~ -x and of c~. Therefore b n is a segment of c~ 
or cg 1, contradicting Lemma 4.3. 
For any element d eFIx, we denote by I (d)  the principal ideal ofF I  x generated 
by d. For any k ~ 2, we define 
Jk = O {I([al ,.-., a~]) : al .... , ak eF Ix  and [a 1 ,..., ak]" :# [al ..... ak]}. 
Then Jk is an ideal of F I  x . 
LEMMA 4.5. Let z ~ X and a = ({1, z}, z). Then a n ¢ Jk  , for any positive 
integer n. 
Proof. It suffices to show that a n ~I([al  ..... a~]), if [a 1 ,..., a~] is not an 
idempotent. We have a n = ({1, z ..... zn}, zn). Let (U, u), (V, v) ~F I  x . Let 
ai ~ (A i ,  gi) and A he such that [a~ ,..., ak] = (A, [gl ..... gk]). Since [a 1 ,..., a~] 
is not an idempotent, [gl ..... g,] =/= 1. Hence, in reduced form, [gl ,..., gk] 
must involve at least two distinct elements of X. Also [gl .... , gk] E A. Now 
(U, u)[a 1 ,..., ak](V, v) = (U, u)(A, [gl ..... g~])(V, v) 
= (Uu uA u u[g 1 ..... gh]V, u[gl ,..., &,]v). 
The elements in U t3 uA  in reduced form must clearly involve at least two 
elements of X, since the elements of A do. But {1, z,..., z n} only involves one 
element of X. Therefore a n cannot be an element of I([a x .... , an] ). 
For any integers k, n I> 2, let 
H~.. =]~u&.  
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Then,  for all k, n >~ 2, Hk,n is an ideal of F ix .  Let  Pk,,, denote the Rees con- 
gruence on F I  x determined by the ideal Hk,n. 
PROPOSITION 4.6. Let k, n be positive integers uch that k, n >/2.  The following 
identities hold in FIx/pk,n: 
(1 )  X n+l  - -  X n (2)  [X I ,..., Xk] 2 = [X 1 ..... Xk]. 
The following identities do not hold in FIx/pk,n: 
(3) X n = X it-1 (4) [X 1 ..... Xk--1] ~ = [Xl .... , Xk--d" 
Proof. Le taEF Ix .  I f  a ~ -- a, thena  n+l = a~. I fa  2 :/=- a thenanE In  C Hk.,, 
(k >~ 2). Since Hk,n is an ideal, a n+l ~ Hk,n.  Thus  (a% a n+l) ~ Pk.n- Therefore 
(a% a n+a) ~Pk.n for all a 6F I  x and so (1) is an identity forFIx/pk,n.  
On the other hand, if (A, g) E /n  then the eardinal ity of A must be at least 
n -~ 1. Let  z~X,  a ~- ({1, z}, z). Then  a n-1 : ({1, z ..... z•-l}, z n-l) 6 [ , , .  By 
Lemma 4.5, a n-1 6 Jk .  Hence an-A6 Hk,n and so the identity (3) does not 
hold in FIx/pk,n. 
Let  ai = (Ai , gi) ~F Ix  , i = 1 .... , k. Then either [a 1 .... , ah] is an idempotenl  
or else [a 1 ..... an] ~J~ c_ Hk,n,  in which case ([a 1 ..... ah] 2, [a 1 .... , ak] ) E pe,~. 
Thus  the identity (2) holds in FIx/pk,n. 
I f  k = 2 then clearly (4) does not hold in FIx/p2,. • So let k ~ 3. 
Let  z l , . . . ,  zk_ 1 be distinct elements of X and Yi = ({zi}, zi), for 1 ~ i ~< 
k - -  1. Clearly [Yl .... , Yk-1] is not an idempotcnt  and so to establish that th( 
identity (4) does not hold inFIx/p~.~ , it suffices to show thaty  = [Yl ,..., YI,.-1] 
Hk. n . Now yy-1 = ([za ..... zk_a], I) which, by Lemma 4.4 does not lie in I n 
Hence, y 6 In" 
I t  remains to show that y 6 J~-  We shall assume that y E J~ and obtain 
contradiction. We proceed by means of two lcmmas, using the establishe( 
notation. In  addit ion, we denote by Gm the ruth member  of the lower centra 
series for G x . Thus  G 1 = G and Gin+ 1 : [Gin, G]. We shall also write Y : 
[z 1 ..... zk_l] , the set of initial segments of the reduced form of [z a ..... zk_l]. 
LEMMA 4.7. I f  y e Jk , then some segment of the reduced form of [Z 1 . . . . .  Zk_  1 
lies in G~\{1}. 
Proof. Since y ~ Jk ,  there exist elements a 1 ..... ak ~F Ix  such that a = 
[a 1 ,..., ak] is not an idempotent  and y E I(a). Let  a i = (A i ,  gi) withgi  E -//i C G x 
Then,  for some Set A,  we have a = (.d, [gl ,-.-, gk]). Hence [gl ,..., g~] ~ 1 
On the other hand, we have y = (Y, [z 1 ..... zk_l] ). 
Let  (U, u), (V, v) be elements of F I  x such that y = (U, u) a(V, v' 
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Then we must have 
Y = U w uA ~ u[g i ..... g~] V. 
Hence u ~ U_C y and u[gi ,..., g~] E uA C_C_ Y. Thus [gi ..... g~] = u- l (U[g l  . . . . .  gk]) 
u-aY  where, since [gl ..... gk] =/= 1, it follows that u 4= u[g 1 ..... g~]. Therefore 
there exist two distinct elements r, s ~ Y such that r-is = [g~ .... , ge] ~ Gk • 
But r and s must then be distinct initial segments of [z~ ,..., z~-a] and so r-is 
is a segment of [z i ..... z~_i] , which completes the proof. 
To complete the last part of Proposition 4.6 we show that the conclusion 
of Lemma 4.7 cannot hold. 
LEMMA 4.8. Let z i ,..., zk-1 (k >~ 2) be distinct elements of X .  Then no 
non-trivial segment of [z i ..... zk_x] lies in Gk , the kth member of the lower central 
,eries of G..  
Proof. For 1 ~<r ~<k- - l ,  l e tc ,  =[z  i ..... zr]. 
Suppose that there does exist such an integer k (the choice of the z~ is clearly 
immaterial) and take k to be the smallest such integer. Clearly k must  be greater 
than 3. Let w be a segment of ck- i ,  with w ~ G~. For any i, the sum of the 
exponents of zi appearing in w must be zero. Now c~_i = c~z-~i-ick-2z~-i • 
Hence either w is a segment of c~-_i~ or ck-2, contradicting the assumption that 
k is minimal,  or w has the form 
W ~-  WlZk- - I _ l ck_2Zk_ I  , 
for some terminal segment w I of c~.  
In  fact, w i must be a proper segment of cZl_e, since otherwise w = ck- i ,  
a contradiction since ok-1 q~ Gk.  But 
c -1~-2 = (c ; !3z ; !~c~-~z~-2)  -~ 
where zk-2 does not appear in c~_ 3 . Now the exponents of zk_ e in ck_ e sum 
to zero. Hence the exponents of zk-2 in w i must sum to zero and yet w 1 =/= cT~iz 
and is a terminal segment. Hence w 1 must  be a terminal segment of ek-3 • 
Now w ~ Gk and z~ick_2zk_ 1 ~ z~iGk_2Zk_ I C Gk-2. Hence w i ~ G~_~, but  
w 1 is a segment of ck-3- Th is  again contradicts the minimal i ty of k and the 
lemma is established. 
Hence, Proposition 4.6 is also established. 
For any positive integers k, n /> 1, let c6k. n denote the variety determined 
by the pair of identities xn+i = x n and [x 1 ,..., xk] 2 = [x I ..... xl~]. 
If  k 1 or n - -  1 we clearly have cgk, n == SF(y~). 
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THEOREM 4.9. For each integer n ~ 2, the varieties ~k.n , k ~ 2, are distinct 
and such that 
~' 2,n C "'" C %c.n C ~gk+l,n C "." C C~n . 
While ~1 C_ ~k,n , for  all k, n >/2,  ~,~ ~ ~'1~.~ i f m ~ 2. 
Proof. By Lemma 4.2 c~k, n _Cc~k+l. n . By Proposition 4.6, F[x/pk+l,~ 
c~k+l,n\c~k.  . Hence c~,~ is properly contained in ~k+l.~ - 
Since c# 1 = ~/'(Y~), c~ 1 _C cgk.~, for all k, n ~ 2. 
Now consider m >/2.  If k = 1 or n ~ 1, then c~.~ ~ ~(y, , )  and clearly 
c~ ~ C~k.n. So suppose that h, n ~ 2. Then we have c~k+l, m C ~,,~. By Proposi- 
tion 4.6, FIx/pk+l,m e ~k+l.-~ but is not contained in ~k.n • Hence c~1c~1.~ ~ ~, ,~ 
and so ~,,~ Z c~k., • 
In conclusion, it is interesting to note that Theorem 4.9 disproves at least 
two conjectmes. From Djadchenko [1] and Kleiman [4], we know that the 
sublattice Q(~'-) of ~/'(5 p) has a four element chain at the bottom: 
3 -  C ~(Y2) C ~(B~) C Y/'(B~0 
and that every other element of Q(.~--) contains #~(B~). This might suggest 
the possibility that Q(~d-) is itself a chain. However, Theorem 4.9 shows that 
this is not the case. One might also have conjectured that each ~n had a unique 
coverirlg element contained in every variety properly containing ~.  Again 
Theorem 4.9 shows that this is false. 
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