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The notion of a convex set permeates much of both classical and modern mathematics 
as well as being important in applications. Our aim is to illustrate the usefulness of 
this notion in the area of mathematics where potential theory and functional analysis 
overlap. 
In the introductory section we present several assertions which at first sight have 
little in common. It is not necessary to study them in detail in order to appreciate the 
subsequent exposition. On the other hand, it is useful to notice that they demonstrate 
a general principle: just as molecules consist of atoms, atoms of elementary particles, 
integers of primes, here the aim again is to express the complicated in terms of the 
elementary. Underlying the theorems we present is a general mathematical viewpoint 
which we will explain in Sections 2 and 3. Sections 4 and 5 are devoted to applications, 
and the paper concludes with comments, references and historical notes. 
1. Some examples.  
1.1. E lementary  geometry .  We recall that by a convex combination of points 
x l , . . . , xn  in a vector space we mean a linear combination Alxl + - "  + Anxn where 
all the coefficients Aj are nonnegative and A1 + -- '  + An = 1. 
Theorem. Let P be a planar closed convex polygon. Then each of the points from P 
is a convex combination of its vertices. 
1.2. Convex  funct ions  of  a real variable. By a Borel measure on a metric space 
we mean a (nonnegative) measure defined at least on the a-algebra of Borel sets and 
finite on compact subsets. 
Theorem 1). The following conditions are equivalent: 
(i) the function f: [0, 1] -+ [0, cx~) is convex; 
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(ii) there exist Borel measures # and ~ on [0, 1] such that 
/; 11 f (x)  = (1 - y) - l (x  - y) d#(y) + (1 - x/y) d,(y),  x e [0,1] .  
Thus every convex function is a "combination" of two basic types of convex functions 
which depend on a parameter y, namely 
{0  fo rxE[O,y ] ,  { l _X  fo rxE(O,y ] ,  
~y(X)= x -y  fo rxE(y ,  1), and ¢~(x)= Y 
1 - y 0 for x e (y, 1]. 
The functions ~y, ey are very simple convex functions: the graph of each is the union 
of two line segments. 
k m 1.3. Doub ly  s tochast ic  matr ices .  A square matrix P = (pj ) j ,k=l  is called doubly 
stochastic, if 
~t~ m 
pjk_> 0,  prk = 1 and Ep .  = 1 
holds for every j, k E {1, . . . ,  m}. We denote by H the set of all permutations of the 
set {1, . . . ,  m}, so that H has m! elements. We recall the Kronecker symbol: 5~ is 1 for 
k=land0fork¢ l .  For T( C H we define 
P '= k k ]j,k=l" 
Then the matrix P~ has a single 1 in each row and each column, the other entries being 
0, and it can be obtained by a permutation of the columns of the identity matrix. Hence 
it is a very special case of a doubly stochastic matrix. 
Theorem 2). Let P be a doubly stochastic matrix. Then for every 7r e 11 there exists 
a nonnegative number t~ such that ~e l l  tr = 1 and 
P = E t,P~. 
~rEH 
1.4. Typ ica l ly  real  ho lomorph ic  funct ions.  Let U denote the open unit disc in the 
complex plane C. We recall that a function f: U -+ C is holomorphic in U if and only 
if in U it is the sum of a power series centered at the origin, with radius of convergence 
at least 1. 
A holomorphic function f: U -+ C is called typically real provided f (z )  is a real 
number if and only if z E U is real. For instance, it is easily seen that for every 
t E [-1, 1] the function 
Z 
Z ~+ l + 2tz + z 2' z ~ U, (*) 
is a typically real holomorphic function. 
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Theorem 3). Let f be a typically real holomorphic function in U. Then there exist 
a real number a and a Borel measure # on [-1, 1] such that 
f ( z )  = ~ + 1 + 2tz + z2 dit(t), z • U. 
[--1,1] 
Consequently, in a certain sense, it is possible to express an arbitrary typically real 
holomorphic function as a "combination" of functions of the form (*). 
1.5. Complete ly  monotone  funct ions.  A function f :  (0, ~)  -~ R is called complete- 
ly monotone if it has derivatives of all orders and ( -1 )n f  (~) > 0 for every n = 0, 1, 2,...; 
as usual, f(0) means f.  For example, for every t _> 0 the functions x ~ x -t  and 
x ~-+ e -tx, x • (0, oo), are completely monotone. 
Berns te in ' s  theorem 4). Let f: (0, oo) -+ R be a completely monotone function. Then 
there exists a unique Borel measure It on [0, oo] such that 
/ e -t :dit(t) ,  x • (O,c~). I ( z )  
[0,oo] 
1.6. So lut ions of  the He lmho l tz  equat ion.  Let 
02 02 
+ 
be the Laplace operator in R m and a > 0. A function u of class C 2 on R m will be called 
a solution of the Helmholtz equation, if 
Au - a2u = 0 
on R m. It is not difficult to guess a particular solution of this equation. We write 
S = {y • R "~ : [y] = 1) and denote by (x, y) the scalar product of vectors x, y • R "~. 
If y • S and u(x) = e '~(~'y), x • ]R m, then u is evidently a nonnegative solution of the 
Helmholtz equation. 
Theorem 5). Let u be a nonnegative solution of the Helmholtz equation. Then there 
exists a Borel measure # on S such that 
u(x) =/s  e~(='Y) d#(y), x • R m. 
1.7. Four ier  t rans form of  measures .  In mathematical nalysis and probability 
theory one defines, for a finite Borel measure it on R m, 
+fi(x) = .~,, ei(:'U)d#(y), x • ]~m. 
The function ~: R m -+ C is clearly continuous and is called the Fourier transform or 
the characteristic function of the measure it. It is easy to verify by direct calculation 
that the function f = ~ is positive-definite, that is, 
~ Aj~kf(x~ - x~) _> 0 
j ,k=l 
whenever n • N, A1,... , An are complex numbers and Xl , . . .  , x~ are points from R m. 
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Bochner ' s  theorem 6). Let f :]R m --+ C be a continuous positive-definite function. 
Then there exists a unique finite Borel measure tt on R m such that f = 3. 
1.8. Harmonic  funct ions  on a bal l .  Let m > 2, U = {x E l~ m : Ixl < 1} and 
S = {z C R m : Izl = 1}. For every z E S the function 
1 -IxP 
P~:x~ ix_zl----- ~,  xeu ,  
(called the Poisson kernel with a pole at the point z) is harmonic on U, i.e. APz = O. 
Differentiation under the integral sign shows that 
h(x) = j s  P~(x) d#(z), x e U, (*) 
is a (nonnegative) harmonic function on U whenever # is a Borel measure on S. 
R iesz -Herg lo tz  theorem 7). Let h:U --+ R be a nonnegative harmonic function. 
Then there exists a unique Borel measure # on S such that (*) holds. 
The case m = 2 is connected with holomorphic functions on U. Indeed, if h is 
a harmonic function on U C ]~2, then there exists a harmonic function k on U such that 
f = h + i k is a holomorphic function on U. On the other hand, the Cauchy-Riemann 
equations imply that both the real and imaginary parts of a holomorphic function on 
U are harmonic functions on U. 
Theorem s). Let f :  U -+ C be a holomorphie function such that the real part of f 
is nonnegative. Then there exist a unique Borel measure # on the unit circle T and 
a unique real number c such that 
~T Z+w , ~ f (w)  = ic + ~-  a#(z)' w C U. 
1.9. Invar iant  and  ergod ic  measures .  Let K be a metrizable compact space, B the 
a-algebra of all Borel subsets of K and T a nonempty family of continuous mappings 
from K to K.  
A Borel measure # on K is said to be T-invariant if # is a probability measure, i.e. 
tt(K) = 1, and #(T- I (B ) )  = #(B) for every set B 6 B and every T 6 T. 
Let u be a Borel measure on K.  A set B C B is called u-invariant (with respect o T) 
provided the symmetric difference of the sets B and T- I (B )  is a u-null set for every 
T 6 T. A T-invariant measure # is said to be ergodic provided #(B) = 0 or #(B) = 1 
for every tt-invariant set B. 
It can be shown that the set X of all T-invariant measures on K is a closed subset 
of the compact space of probabil ity measures on K equipped with the usual topology 
(hence X is a compact space) and that the set E of all ergodic measures i a G~-subset 9) 
(not closed in general!) of the space X. The next theorem shows that every T-invariant 
measure is in a certain sense "built up" from ergodic measures. 
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Theorem 10). Let X be the set of all T-invariant measures on a metrizable compact 
K and E C X the set of all ergodic measures. Then for every measure # E X there exists 
a unique probability Borel measure m on X such that m(X\E)  = 0 and # = fE u din(u), 
i.e. IK f = fE(f  f dm(,) for every continuous function f on g .  
2. Geometry  of  convex  sets.  
2.1. Kre in -Mi lman theorem.  We recall that the convex subsets of a vector space are 
those sets which, for each two constituent points, contain the whole segment connecting 
them. An extreme point of a convex set C is then a point of C which is not the centre 
of any non-trivial segment lying in C. The set of all extreme points of a set C will be 
denoted by ext C. 
We now direct our attention at the geometry of convex sets in the Euclidean 
m-dimensional space ~m. For example, in the plane ~2, the extreme points of a closed 
convex polygon axe precisely its vertices. The set of extreme points of a compact convex 
subset of R 2 is always closed 11). A simple example 12) in R 3 shows that in spaces of 
higher dimensions it need not be so. 
The significance of the set of extreme points is manifested by Minkowski's theo- 
rem 13): in ~m every point of a compact convex set is a convex combination of extreme 
points. Actually, we need at most m + 1 extreme points. 
In fact, we have met extreme points of various convex sets already at the beginning 
of this paper. For example, the matrices P~ in Sect. 1.3 are precisely the extreme points 
of the convex set of all doubly stochastic matrices la). This set can be regarded as a 
subset of the space ~m×m and hence the theorem on representation f doubly stochastic 
matrices from Sect. 1.3 is a consequence of Minkowski's theorem. For instance, if we 
consider the convex space K of all completely monotone functions f on (0, oo) with 
f (0+)  < 1 (see Sect. 1.5), and define for t E [0, oc] the function ft: x ~ e -t~, x • (0, oc), 
then ext K = {ft : t • [0, c~]} Zb). The extreme points of the convex set of all continuous 
positive-definite functions whose absolute value is equal to at most one are also known. 
They are exactly the functions of the form y ~-> ei(x,Y): x • •m 16). We mention one 
further example: the ergodic measures from Sect. 1.9 are precisely the extreme points 
of the convex set of all T-invaxiant measures. 
The common feature of the results from Sect. 1.1 - 1.9 is now clear: they are 
theorems on integral representation i  terms of extreme points. This type of theorem 
is the subject of the exposition that follows. 
For an arbitrary set A we denote by co A the smallest convex set containing A; such 
a set always exists and equals the intersection of all convex sets that contain A. If 
C C R m is a compact convex set, then Minkowski's theorem can be formulated in 
the following way: C = co ext C. A question which natural ly arises is whether an 
analogous theorem holds also in spaces of infinite dimension. In the sequel we will 
address this problem. However, let us first specify the spaces in which we will work. 
For a reader acquainted with more advanced parts of functional analysis, X will stand 
for a locally convex space (of course, Hausdorff). For instance we can think of X as an 
arbitrary Banach space or, alternatively, a Banach space equipped with a weak topology. 
Examples can be given to show that in such spaces the identity C -- co ext C generally 
does not hold for a compact convex subset C. Nevertheless, if we denote by "C-6A the 
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closed convex hull of the set A, which is the smallest closed convex set containing A, 
we can formulate the following significant result. 
K re in -M i lman theorem 17) If C is a compact convex subset of a locally convex 
space X, then C = ~-6ext C. 
The idea of the proof. First ly we prove that a nonempty set C contains at least one 
extreme point. We find it by considering the family of all extreme sets in C. Here 
an extreme set in C means any of its nonempty closed subsets F with the following 
property: if x, y E C, A E (0, 1) and Ax + (1 - A)y E F ,  then the open segment with 
endpoints x, y lies completely in F.  It is relatively easy to prove by Zorn's Lemma that 
there exists a minimal extreme set in C, that is, a set containing no proper extreme 
subset. By the Hahn-Banach theorem we then conclude that such a minimal extreme 
set must be a singleton. Also, one-point extreme sets are precisely the extreme points. 
Consequently, if we have already proved that ext C ¢ ~, we can proceed further by 
way of contradiction. Indeed, it is clear that F6ext C C C, and if equality did not occur 
here, we would use the geometrical version of the Hahn-Banach theorem on separation, 
to arrive at a contradiction. • 
2.2. In tegra l  representat ion .  We will now explain how to deduce the general theo- 
rem on integral representation from the Krein-Milman theorem. An important role will 
be played by the space A(K) of all continuous affine functions on K.  Here a real func- 
tion f on a convex set K is aJ:fine if f(Ax + (1 - A)y) = Af(x) + (1 - A)f(y) for every 
triple x, y E K and ~ E [0, 1]. The problem is as follows: given a point x in a compact 
convex subset K of a locally convex space X, our aim is to find a Borel measure # 
which would represent x in the sense that f(x) = fK f d# for every continuous affine 
function f on K.  Generally there is more than one such measure. The Dirac measure 
ex concentrated at the point x is obviously one of them. We want the measure # to be 
concentrated on as small a part of the boundary of the set K as possible. 
Here we make a small detour. If it is a Borel measure on a compact K,  we say that 
it is concentrated on a Borel set S c K provided it(K \ S) = 0. We note that a measure 
can be concentrated on several different sets. Further, we recall that the support supp it 
of a measure it is defined to be the smallest closed set on which it is concentrated. 
We now return to our problem. Thus we are looking for a measure it such that the 
above representation holds and at the same time it 
(a) has its support in the closure of the set of extreme points ext K,  or even 
(b) is concentrated on the set of extreme points ext K. 
Naturally, we will also be interested in the problem of uniqueness of the representing 
measures, which will lead to the notion of a simplex. 
In the sequel we will restrict ourselves to the case where the compact convex set 
K is metrizable. The space of all Borel probabil ity measures on K will be denoted by 
the symbol 2~41(K). As the compact set K is metrizable, the space g(K)  of all real 
continuous functions on K is separable. Hence ~41(K) is a metrizable set of measures, 
namely with a metric Q such that a sequence of measures itn converges in it to a measure 
it, which we will write as #n --+ #, if and only if fg f dit,~ --+ fK f dit for every function 
f E g(K) .  A measure it E A41(K) is said to be discrete if # is a convex 
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of Dirac measures. It is known is) that for every measure # E .~41(K) there exists 
a sequence of probability discrete measures {#~} such that #.  --+ #. 
Back to our problem. A point x E K will be called the barycenter of a measure 
it E %41(K) provided 
f(x) =. /~. f  d#, f C A(K).  
Since in locally convex spaces the elements of the dual X* separate points, i.e. for 
every pair x, y of different points of X we can find f E X* such that f(x) ¢ f(y),  and 
since the restrictions of functionals from X* to the set K are continuous affine functions, 
the measure it cannot have two different barycenters. We will denote the barycenter of 
a measure # by the symbol r(it). If x = r(it), we also say that the measure it represents 
the point x, which means, in other words, that the theorem on integral representation 
is valid. It is evident hat the Dirac measure x always represents the point x. Now the 
following questions occur: 
(a) Does every measure have a barycenter? 
(b) Is every point of K the barycenter of a certain measure with its support in 
ext K?  
The first question is relatively easy, but the other is more complicated. We start with 
the following assertion. 
Theorem.  Let K • ~ be a compact convex subset of a locally convex space X.  Then 
every measure from J~41(K) has a unique barycenter. 
Proof. We have already established uniqueness, so it remains to deal with the exis- 
tence of the barycenter. If the measure it is discrete, it = )-~i AiEx~ where xi E K, 
Ai _> 0, ~ Ai = 1, then obviously r(it) = ~ i  Aixi E K is the barycenter of it. Now 
let it E A41(K) be a general probability measure on K. As we have already mentioned 
above there exists a sequence of discrete measures itn E A41(K) such that #n --+ it- 
However, since {r(itn)} is a sequence contained in the compact K, there exists a subse- 
quence {r(itn~)} converging to an element z E K. Now, if f E A(K),  then 
f(z) = lim f(r(itnk)) = lim f f dit,~ k = ; f dit, 
k-+c~ k-~c~ J K Jg 
that is, z is the barycenter of the measure it. • 
Now we are ready to formulate the fundamental theorem on integral representation. 
Theorem on integral  representat ion .  Let K be a compact convex subset of a locally 
convex space X andx E K. Then there exists a measure it E .~41(K) such that r(it) = x 
and supp # C ext K. 
Proof. From the Krein-Milman theorem we can see the following fact: if f E .4(K), 
i.e. f is a continuous affine function, and f = 0 on ext K, then f = 0 on K. We denote 
by B the space of all restrictions of functions in A(K) to ext K. Then, for every h E B, 
there exists, by the above mentioned fact, a unique function h E A(K) which coincides 
with h on ext K. We choose x E K and set 
~:h~(x), h~/3. 
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Evidently ~ • B* and I]~tis = 1. The functional ~ can be extended by means of the 
Hahn-Banach theorem from B to a functional ¢ • (C(extK))* with the same norm. 
Since, further, ~(1) = ~(1) = 1, • is a nonnegative functional. Indeed, if f • C(ext K), 
f _> 0, a = ½ supf (extg) ,  then I ia -  f]l -~ a and so 
a - <I)(f) = ~(a)  - ~( f )  : c~(a - f)  ~ lla - flI ~ a. 
This yields O(f) ~ 0. By the Riesz representation theorem there exists a probability 
measure # on extg  such that O(f) = fK f d# for every function f • C(ext g ) .  The 
measure # can be regarded as a measure on K concentrated on the set ext K; simply, 
the measure #(B) of a Borel set B c K is equal to #(B M ext K). Since obviously 
fg h d# = ~(h) = ~(h) = h(x) for every h • ~4(K), we see that the barycenter of the 
measure tt is exactly the point x. • 
Finally, we note that the theorem on integral representation is a mere reformulation 
of the Krein-Milman theorem. Indeed, if the theorem on integral representation had 
been already proved, then the Krein-Milman theorem is easily deduced. 
The Krein-Milman theorem is one of the fundamental theorems of functional analysis 
and has rich applications. For instance, let us recall its use in de Branges' proof of the 
Stone-Weierstrass theorem, Lindenstrauss' proof of the Lyapunov theorem on the range 
of a vector measure, and in the proof of the Banach-Stone theorem on isometrically 
isomorphic spaces of continuous functions. 
In concrete applications, we aim to characterize the set ext K. However, the character 
of the elements of the set ext K \ ext K is generally rather obscure. Consequently, 
the information concerning the support of the measure from the theorem on integral 
representation is problematic, unless the set ext K is closed. Moreover, there is a further 
problem. Let us imagine that the set of extreme points of a compact convex set K is 
dense in this set, that is, ext K = K. Then, naturally, the Krein-Milman theorem says 
nothing, and equally useless is the theorem on integral representation. Indeed, it suffices 
to take for the measure representing the point x the Dirac measure ~ at the point x. 
This situation can actually occur. As an example we can take the closed unit ball B 
in an arbitrary infinite dimensional Hilbert space, which we of course consider to be 
equipped with the weak topology. The extreme points B are then the points of the unit 
sphere, and its (weak) closure is equal to the whole ball B. Another nontrivial example 
is the Poulsen simplex 19) in the Hilbert space 12. 
However, much more is known. Namely, if we consider the so-called Hausdorff metric 
on the set 9 v of all nonempty compact convex subsets of a given Banach space X of 
infinite dimension, then the space f is complete and the set {C c 9 ~ : extC ~ C} is 
merely of first category in 9 v 20). Thus, in a certain sense, for the majority of compact 
convex sets we have ext C = C. 
Hence the problem of whether it is possible to find, in the theorem on integral rep- 
resentation, a measure # which is concentrated just on the set of extreme points, is 
crucial. This problem was solved successfully by G. Choquet in the fifties and that 
laid the foundations for one of the nicest theories of recent times, Choquet's theory. 
We will devote the next chapter to it, in the more general setting of function spaces. 
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Choquet's theory has provided many insights for abstract analysis, infinite dimensional 
geometry, descriptive set theory, potential theory and other fields of mathematics. It 
has remained fruitful ever since and has found new applications again and again in 
deriving new results 21) e.g. concerning the Liouville property of spherical means in the 
plane, and Choquet's theorem can be used to obtain a simpler proof of James' theorem 
on reflexivity for separable Banach spaces 22). We also meet Choquet's theory in the 
optimization theory, when studying laminates or solving nonlinear partial differential 
equations (Young measures and the like) 23). 
3. Choquet ' s  theory  in spaces of  test  funct ions.  
3.1. Choquet ' s  theorem.  In the sequel, K ¢ ~ will denote a compact metric space. 
By a space of test functions, briefly a test space, we will understand a vector subspace 7-/ 
of the space C(K) of continuous (real) functions on K which contains the constant func- 
tions and separates points of K, that is, for every pair x, y E K there exists a function 
h E 7-/such that h(x) ¢ h(y). 
An example of a test space is the space A(K) of all continuous affine functions on 
a (according to our convention, metrizable) compact convex subset of a locally convex 
space. This situation was studied in the preceding section and will be briefly called the 
convex case. Another example: the whole space C(K). We will consider an important 
case later, with an example of the space of all functions which are continuous on the 
closure of a bounded open set U C ]R "~ and harmonic on U. 
We will say that a (probability) measure # e MI (K )  represents a point x c K, or 
that it is an 7~-representing measure of x, if 
h(x) =/K  hal# for every test function h C 7-//. 
We denote the set of all measures representing a point x by 2~4x(7-/) and immediately 
note that the Dirac measure x always represents the point x, that is, ~x E A4x(7/) 24). 
Now we want to introduce an analogue of the notion of an extreme point, but we do 
not have the corresponding geometrical notions at our disposal. More precisely, we do 
not know how to define a line segment in a test space. Fortunately, the next theorem, 
stated for the convex case, will help us. We will omit its proof 25), although it is not 
too difficult. 
Bauer ' s  character i za t ion  of  extK.  Let K be a compact convex subset of a lo- 
cally convex space. Then x is an extreme point of the set K if and only if the only 
.A(K)-representing measure of the point x is the Dirac measure ~x. Hence 
extK  -- {x E K :  A/lx(A(K)) = {ex}}. 
In line with this characterization f extreme points we can introduce an analogue of 
the set of extreme points in the case of the test space on a compact space K. We define 
ChnK = {x C K :  J~4x(7-/) = {~x} }. 
The set Chn K is called the Choquet boundary of the test space 7-/. In order to be able 
to describe the Choquet boundary of various test spaces we now introduce some further 
notions. 
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Given f E C(K), we define 
f * - - in f{hET/ :h~f} ,  f ,=sup{hET/ :h<f} .  
For the purpose of deriving some deeper properties it will be helpful first to prove the 
following assertion. 
Key  Lemma.  Let x E K and f E C(K). Then 
Proof. Let us choose x E K and f E C(K). The proof of one inclusion is easy. Indeed, 
if # E Nix(7/), g, h E 7/and g _< f _< h on K, then 
g(x) = /Kgd# <- /K f  d# <- /ghd#= h(x). 
This immediately yields f ,  (x) _< fg  f d# < f* (x). 
Now suppose that a E [f,(x), f*(x)]. First, we note that the mapping p: ~ ~ ~*(x), 
E C(K), is a sublinear functional on the space C(K). Indeed, it is easy to check that 
(g + h)* _< g* + h* and (Ag)*=£g* 
for any g, h E C(K) and A _> 0. Next we use the algebraic version of the Hahn-Banach 
theorem. According to this there exists a linear functional F on C(K) such that F _< p 
on C(K) and F(f) = ~. The functional F is also nonnegative. Namely, if g E C(K) 
andg <_ 0onK,  thenF(g)  <_p(g) = g*(x) <_ 0 (recall that 0 E 7/). By theRiesz 
representation theorem there exists a Borel measure # on K such that fg g d# = F(g) 
for every function g E C(K). However, if h E 7/, then evidently h, = h* = h and hence 
g h d# = F(h) < p(h) = h* (x) = h(x). 
We also have -h  E 7-/, and so - fK  hd# < -h(x). In particular, if we choose h = 1, 
then #(g)  = fghd# = h(x) = 1. Thus we have found # E A4x(7/) such that 
fK f d# = F(f) = a and the proof is complete. •
The Key Lemma enables us to characterize the points of the Choquet boundary. As 
an immediate consequence we obtain the following assertion, again due to H. Bauer. 
Corol lary.  A point x E K lies in the Choquet boundary Chn(K  ) if and only if 
f,(x) = f*(x) for every function f e c(g). Consequently, 
ChnK= N {xEg: f , (x )=f* (x )} .  
fee(K) 
This corollary enables us to prove that the Choquet boundary is always a Borel set. 
In fact, we have an even stronger esult. 
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Propos i t ion .  Let 7-l be a test space on a compact metric space K. Then the Choquet 
boundary Chn K is a G~-set. 
Proof. First of all we have to recall that there exists a countable dense set MCg(K)  
such that M = -M and that 
ChnK= N {xEK: f (x )=f* (x )} .  
feM 
This can be deduced from the fact that in the case of a metric compact K the Banach 
space g(K) is separable. If we denote 
then the sets G,~(f) are open (the function f* is the infimum of a set of continuous 
functions) and we have Chn K = N NG,~(f) • • 
fEM n 
The description of the Choquet boundary given above is useful, but in concrete cases 
it does not readily show which points belong to the Choquet boundary. To this end, 
the following new notion will be useful. A point x E K will be said to be 7-l-exposed, 
if there exists h E 7-/such that 0 -- h(x) < h(y) for every y E K \ {x}. The function 
h is then called an 7t-exposing function. A sufficient condition for membership of the 
Choquet boundary now reads as follows. 
Propos i t ion .  Every N-exposed point lies in the Choquet boundary Chn K. 
Proof. Suppose that x E K and # E Mx(7-/). Let h E 7-/ be a function such that 
0 = h(x) < h(y) for all y E K, y ~ x. Then evidently 0 = h(x) = fK h d# and we can 
see that the support of the measure # must be contained in the one-point set {x}. Since 
#(K) = 1, we conclude that # = ex. • 
Before commencing the proof of Choquet's theorem, we shall introduce some new 
notions. The symbol K;(7-/) will denote the set of all continuous N-convex functions on 
K, that is, 
~(7-/) = {rE  g (K) :  f (x )<_ /K fd# for all xEK  and/~E M~(7/)}. 
It is easy to see that, in the convex case, IC(A(K)) is the family of all continuous convex 
functions on K. A function h E K:(7-/) will be called strictly 7-l-convex if 
h(x)<fghd#,  xEK,#EM~(7- / )  and #~.  
The following assertion will serve as the basis for the theorem announced above. 
Propos i t ion .  On K there exists a strictly 7t-convex function. 
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Sketch of the proof. As the space C(K) is separable, we can find a countable dense 
subset {h~ ; n E N} of the set {h E 7-/: 0 < h < 1}. Our first step will be to show that 
each of the functions h~ is 7-/-convex. This is not difficult. If we choose x E K and 
# E A4~(7-/), we see from Hhlder's inequality that 
h d. < ld. h d.= h au. 
If, moreover, it ¢ ~x, then there exists n such that h2(x) < fK h2 d#. Indeed, if such 
n did not exist, then equality would hold for every n in the above Hhlder inequality. 
This would imply that hn = h~ (x) #-almost everywhere on K. Since it is not a Dirac 
measure, we would conclude that there must exist a point y E K,  y ~ x, such that 
h~(x) = h,~(y) for all n. However, this would contradict he fact that 7-/separates the 
points of K. Thus, if we set h = ~ 2-~h~, then h is the desired strictly 7-/-convex 
function. • 
Now everything is ready for the proof of the extraordinarily important Choquet 
theorem. 
Choquet~s theorem.  Let 7-I be a test space on a metrizable compact K and x E K. 
Then there exists a Borel measure it concentrated on the Choquet boundary Chn K such 
that h(x) = fl( hdit for every function h E ~. 
Proof. Let x E K and let h0 be a strictly 7/-convex function on K. By the Key Lemma 
there exists it E A/ix(7-/) such that fg  hodit = hi(x ). If h E 7-/, h > h0, then 
h~(x) = /KhOd# <- fKh~dit ~- /Khd i t - -  h(x). 
Passing to the inilmum we obtain the identity fK ho d# = fK h~ d# and, since h0 ~ h;, 
we have 
it({t e K :  h~(t) > ho(t)}) = 0. 
To complete the proof it suffices to notice that 
g \canK c {t E K :  h~(t) > no(t)}. 
Indeed, if ho(t) = h~(t) and at the same time t ~ Chn K, then there would exist 
a representing measure it E 2~4t(7-/), it ~ de. Then we would deduce from the definition 
of strict convexity, by virtue of the Key Lemma, that 
h i(t) = h0 (t) </g  ho d# _< h~ (t), 
which is an evident contradiction. The Choquet boundary is a Borel set and thus we 
can conclude that it(K \ Chn K)  = 0. This is what was to be proved. • 
3.2. Max imum pr inc ip les.  The Choquet boundary plays an important role also in 
the following abstract maximum principle. 
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Max imum principle.  Let 7t be a test space on K ~ 0 and f a continuous N-convex 
function on K .  Then f assumes its maximum on K at a point of the Choquet boundary. 
Proof. Being a continuous function on a compact set, the function f assumes its max- 
imum at a point z E K. By Choquet's theorem we find a representing measure 
it E Mz(?-/), such that it(K \ Chn K) = 0. Then 
f(z) < fKf dit= fc f dit. 
h.~ K 
We can see that fch~ g( f  -- f (z ) )d i t  >_ O. On the other hand, since f - f (z)  ~_ 0 
on K and #(Chn K) = 1, there certainly exists x0 E Chn K such that f(xo) = f (z)  
(= max{f ( t ) :  t e g}) .  " 
Corol lary.  If f is a continuous 7-l-convex function on K and f < 0 on Chn K,  then 
f<_O onK.  
If we go back to the convex case and make use of the preceding abstract maximum 
principle, we obtain an assertion which is nowadays known as Bauer's maximum prin- 
ciple. 
Bauer ' s  max imum principle.  Let K be a nonempty metrizable compact convex sub- 
set of a locally convex space X and f a continuous convex function on K .  Then 
f assumes its maximum at an extreme point of K,  i.e. there exists x E extK  such that 
f (x)  = max{f ( t ) :  t e K}.  
We further note from Bauer's maximum principle that it is possible, by a rather 
easy argument involving the Hahn-Banach theorem, to get a proof of the Krein-Milman 
theorem 26). 
3.3. SiInpllcial spaces. In the sequel we need to introduce for the general case of 
test spaces a notion which is analogous to that of an affine function in the convex case. 
This leads us to the following definition. 
Continuous functions that are simultaneously N-convex and N-concave in the obvious 
sense will be called 7-l-a]fine. If we denote by .A(?-/) the set of all 7/-affine functions on 
K, we thus have 
¢4(7/) = { f  E C(K) :  S(x) =/g  f d# for every x E K and # E Mx(7/)}.  
Further, we define 
~l = { f  E C(K) : f ,  -- f*}. 
The relation between these two families of functions is described in the following theo- 
rem. 
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Theorem. The space .4(7-/) of 74-affine functions is a closed subspace of g(K) con- 
taining 7-/ and A(74) = ~. 
Proof. Evidently 7-/ C A(74) and A(74) forms a vector space. The Lebesgue domi- 
nated convergence theorem shows immediately that A(74) is closed in g(K). The other 
assertion that A(74) = 7~ follows immediately from the Key Lemma. • 
The space of 74-affine functions plays an important role also in theorems of Korovkin 
type 27). 
The test space 7-/on a metrizable compact K is called simplicial provided that, for 
every x • K, there exists a unique "/-/-representing measure in •x  (7-/) concentrated on 
the Choquet boundary Chn K. Simplicial spaces can be characterized in many ways. 
We present just one of them, which suggests a connection with the solution of the 
Dirichlet problem discussed later in Sect. 4.2 - 4.6. The proof of the next assertion is 
relatively difficult, so we omit it 2s). 
A character izat ion of simplicial spaces. Let 7-/be a test space on a metrizable com- 
pact K. Then 7-/is simplicial if and only if the following condition is fulfilled: if F is a 
closed subset of the Choquet boundary Chn K and f is a continuous function on F, then 
there exists h • ,4(7-/) such that h = f on F, max{h(x); x • K} = max{f(x); x • F} 
and min{h(x); x • K} = min{f(x); x e F}. 
This condition says that, for every continuous function f (boundary condition) de- 
fined on a closed subset of the Choquet boundary, there exists a continuous extension 
to a function from the system A(74), so we encounter a situation close to the Dirichlet 
problem. Such an extension, however, is far from being unique (for F we can take even 
one-point sets!). Therefore one frequently speaks about the weak Dirichlet problem. 
In Sect. 3.1 we have proved that 74-exposed points lie on the Choquet boundary. For 
simplicial spaces these two sets in most cases coincide. In fact, we have the following 
result. 
Theorem.  If 7-/ is a simplicial test space on K, then every point from the Choquet 
boundary is A( H)-exposed. 
Proof. We note that the Choquet boundary cannot be a singleton provided K is a com- 
pact containing at least two points. This follows e.g. from the maximum principle and 
the fact that functions from the system 7-/separate points. We now choose x • Chn K. 
If y • Chn K \ {x}, then by solving the weak Dirichlet problem for the two-point set 
F = {x, y} we obtain a function hy C A(74) with the properties 
hy(x)=O, hy(y )= l ,  O<hy<l  on K. 
Thus 
ChnK \ {x} C U {t e K :  by(t) > 0}. 
yECh~ K\{x) 
Making use of the separability of 7-/we obtain points y, e Ch~t K \ {x} such that 
Chng\{x}cU{t•g :hy . ( t )>0}.  
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If we set h = ~-]n 2-~hu., then h C A(7/), h _> 0 on K, h > 0 on Chn(K) \{x}  and 
h(x) = O. It remains to show that h(z) > 0 for every z e K, z ¢ x. To this end, let 
h(z) = 0 for a certain z E K. According to Choquet's theorem we can find # E Mz(7/) 
such that #(K  \ Chn K)=O. Making use of the fact that h e A(7/) is an 7/-affine 
function, we see that 
O=h(z)= fKhd#=/c hd#. 
hn K 
This implies that supp # C {x}, and since # is a probability measure we conclude that 
# = e~. Consequently, for every function ~ E 7/we have 
T(x) = /g~dS~ : /K~d# = T(z)" 
However, the functions from the test space 7/separate points of K, and hence necessarily 
z = x. This is what we wanted to prove. • 
In the preceding theorem we have succeeded, for simplicial spaces, in constructing 
at each point of the Choquet boundary an A(7/)-exposing function. In the case of the 
weak Dirichlet problem, the same approach yields only a solution from the space Jr(7/). 
Naturally, we would prefer to find functions from the original test space 7/. This is not 
always possible, but the next assertion will at least help us to identify when the set of 
7/-affine functions coincides with 7/. 
Bauer ' s  p ropos i t ion  29). Let 7/ be a test space on K. Then ,4(7/) = 7/ if and only 
if there exists a closed set V? C C(K), stable with respect to finite minima, such that 
7/ :  W n (-W). 
3.4. Examples .  We now go back to the trivial example of a test space. Let us consider 
a compact metric space K and on it the test space 7 /= C(K). In this case each point 
of K certainly is its C(K)-exposed point. Consequently, the Choquet boundary satisfies 
Chc(g) K : K. Since .kt~(C(K)) = {e~} at every point x ~ K, the space C(K) is 
simplicial. What does the characterization f simplicial spaces tell us in terms of the 
weak Dirichlet problem about this special case? The condition involved in it is actually 
nothing other than Tietze's theorem on the extension of a continuous function from 
a closed subset to a continuous function on the whole space. 
In the classical case where K is a convex compact metrizable subset of a locally 
convex space X and 7/ is the set A(K) of all continuous affine functions on K, the 
Choquet boundary Chn K coincides, as we have already mentioned, with the set ext K 
of all extreme points. Provided the space A(K) is simplicial, we call K a Choquet 
simplex. If we specify even more and take for K a compact convex set with a nonempty 
interior in R "~ , then K is a Choquet simplex if and only if K is the convex hull of m + 1 
linearly independent points 30). Hence the Choquet simplexes in the plane or in space 
are precisely the closed triangles or the closed tetrahedrons, respectively. 
Further important examples temming from potential theory are given in the next 
sections. 
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4. Dirichlet problem in potential theory. 
4.1. Harmonic and hyperharmonic functions. For the sake of completeness we 
recall that  a function h defined on an open set U C R m is called harmonic provided 
it has continuous econd order part ial  derivatives on U and satisfies Laplace's equation 
Ah = 0. We will denote the set of all harmonic functions on U by 7-/(U). Evidently 
~/(U) is a vector space. 
Harmonic functions can be characterized by means of the mean value property. For 
x e R m and r > 0 we define B(x,r) = (y E R m : lY -  xl < r}, while the symbol A~,r 
will stand for normalized Lebesgue measure on B(x, r). Thus Ax,~ is the restriction of 
Lebesgue measure to B(x, r) divided by the volume of the ball B(x, r). The following 
assertion holds. 
Theorem 31). Let f :  U --+ ]i be a continuous function. Then f E ?-l(U) if and only if 
f(x) = [ f dAx,r 
JB (~,~) 
whenever the closure of the ball B(x, r) is contained in U. 
We also recall the notion of hyperharmonic functions, which in a certain sense play 
the role of the concave functions for potential theory. A function u: U -+ ( -co ,  c~o] is 
called hyperharmonic provided u is lower semicontinuous 32) and 
fS U dAx,r < U(X) (~,~) 
whenever the closure of B(x, r) is contained in U. The family of all hyperharmonic 
functions on U will be denoted by 7-/* (U). 
In the case m = 1 we have h E 7{(U) if and only if h is afflne on every interval 
contained in U. Similarly, u E ?-/*(U) if and only if u is concave on every interval 
contained in U. 
In the sequel we will restrict ourselves to a more interesting case; we will assume that 
the dimension of the space ]t "~ is at least 2. 
4.2. The  classical Dirichlet problem. Let U C ]t m be a nonempty bounded open 
set and OU its boundary. A function g E 7-/(U) is called a solution of the classical 
Dirichlet problem for a function f E C(OU), the so-called boundary condition, if 
lira g(x) = f(z). (*) 
X"+Z 
for every point z C OU. 
Thus the classical Dirichlet problem is immediately related to the test space 
H(U) = {h • C(U):  h]v • 7/(U)}. 
Indeed, the functions from the space H(OU) = H(U)Iou are precisely those continuous 
functions on OU for which the solution of the classical Dirichlet problem exists. For 
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every x E U and every r > 0 such that the closure of the ball B(x, r) lies in U, A~,r is 
a representing measure (with respect o H(U)) for the point x. Evidently A~,r ¢ e~ and 
from the maximum principle (see Sect. 3.2) we obtain the following. For every function 
h E H(U) there exists z E OU such that h(z) = maxh(U). Thus, if hi, h2 E H(U) and 
hi <_ h2 on OU, then hi <_ h2, and consequently, for every function f E C(OU) there 
exists at most one solution of the classical Dirichlet problem. 
A set U is said to be regular provided that, for every boundary condition f E C(OU), 
there exists a solution of the classical Dirichlet problem. From potential theory it 
is known that every bounded open set with a smooth (or, more generally, Lipschitz) 
boundary is regular 33). 
There exist sets which are not regular. If V = B(0, 1) \ {0}, f = 0 on 0B(0, 1) and 
f(0) = 1, then there exists no h E H(U) such that hlov = f. Every such function h 
would satisfy (according to the theorem on removable singularities) h E H(B(O, 1)), and 
hence 1 -- h(O) < maxh(OB(O, 1)) = 0. It is more complicated to prove that e.g. for the 
so-called Lebesgue spine 
the set B(0, 1) \ L is not a regular subset of ~3. 
In these cases we have H(OU) ~ C(OU) and hence H(OU), being a closed subspace, 
is nowhere dense and thus it is a "topologically small" subset in C(OU). 
4.3. The general ized Dirichlet problem. The existence of irregular sets leads 
to a natural question: would it be possible to assign to every boundary condition 
f E C(OU) in a reasonable way a function g E 7-/(U) so that the equality (*) from 
Sect. 4.2 would hold at least for most of boundary points? With regard to the linear- 
ity of the Laplace operator, and to the validity of the consequence of the maximum 
principle given above, it is rather natural to consider as a generalization of the classi- 
cal Dirichlet problem the problem of finding a mapping A: C(OU) --+ 7t(U) with the 
following properties: 
(a) A is linear; 
(b) A is nonnegative, i.e. Af  >_ 0 for f _> 0; 
(c) if there exists a solution g of the classical Dirichlet problem for f ,  then Af  = 9; 
in other words, A(hlo~] ) = hiu whenever h E H(U). 
A mapping with the above properties i called a Keldysh operator (on U). Of course, 
the following question arises: does there exist, for every bounded open set U C Rm, 
a Keldysh operator on U? We will find the answer in Sect. 4.4. 
4.4. The Per ron  solution. For a function f :  OU --+ R we denote 
u( f )  = e : limi fu(x) > f(z), z e ou) .  
Further, for x E U, we define 
- -  m 
/-/f(x) = inf{u(x) : u • U(f)}, Hf(x)  = -/-/(-f)(x). 
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m 
Then we have (by the minimum principle for hyperharmonic functions) Hf  < Hr. 
A function f is called resolutive provided Hf  = Hf  and this common value, which we 
will denote by H f, is a finite function. It follows that Hf  E 7/(U) and this is the so- 
called Perron solution of the generalized Dirichlet problem. We mention the following 
important result: every continuous function on OU is resolutive 34) and the mapping 
A: f ~ H f, f E C(OU), is a Keldysh operator. 
Hence, for each x E U, the mapping f ~-+ Hf(x), f E C(OU), is a nonnegative linear 
functional, and consequently, by the Riesz representation theorem, there exists a Borel 
measure #z on OU such that 
Hf(x) =fotr fd#~' f E C(OU). 
The measure/z~ is called the harmonic measure corresponding to the point x. 
We note that a function f : OU --+ R is resolutive if and only if it is integrable with 
respect o any measure #x~ x E U 35). 
We say that a point z E OU is regular if Hf(x) ~ f(z) for x ~ z, x E U whenever 
f E C(OU), or which is equivalent to saying that #~ --+ ez as x --~ z, x E U. The set of all 
regular points will be denoted by 0regU. This is always a G~-set, but generally it is not 
closed. The complement of the set 0regU is negligible in sense that #x(OU \ O~egU) = 0 
for every x E U. Hence the measure #~ is supported by the set of regular points. This 
can be used to prove the following uniqueness result: if hi, h2 E 7t(U) are bounded and 
l im hi(x) = lim h2(x), z E 0regU, 
2:'--~Z ~--+Z 
then hi = h2. 
The definition of a regular point offers no information on its geometrical character. 
Therefore, we mention e.g. that a point z E OU is regular if it is possible to touch it by 
a cone lying in the complement of the set U 36). 
4.5. The  space  H(U) and Choquet~s theory .  Let us now have a look at the 
space H(U) from the viewpoint of Choquet's theory. We already know (see the para- 
graph on the representing measure A~,r from Sect. 4.2) that Chg(u) U C OU. Since 
h(x) =f  hd#x for every function h E H(U) and every x E U, we have #~ E 2vI~(H(U)). 
Let z E Ch~r(v)U, u E AAI(OU) and let xn E U be such points that x,~ --+ z and 
#~. --+ ~ for n --+ (x). Then for every function h E H(U) we have 
h(xn)= fotr hd#x,, h(xn)--+ h(z) and fou hd#x,-+ fo~ hdu. 
We obtain h(z) = fh&, ,  h E H(U),  and since z E ChH(u) U, we have u = ez. This 
enables us to deduce that #~ --+ ~z as x --+ z, x E U, whence z E 0regU. We have 
proved that ChH(u) U C 0regU. This observation is substantial ly strengthened by the 
following assertion. 
Theorem 37). We have ChH(u) U = 0regU and the space H(U) is simplicial. 
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In particular, for every x E U, the harmonic measure #x is the only H(U)-represen- 
ting measure supported by ChH(u) U. By the definition of the Choquet boundary, cz 
is evidently the unique representing measure for z E 0regU and it is useful to note 
that the only representing measure supported by the Choquet boundary is obtained for 
z E OU \ OregU by a special construction extremely important in potential theory: the 
balayage of the measure z on •m \ U. 
The most transparent case is the one where 0regV is a closed set. By virtue of the 
assertion on the weak Dirichlet problem in Sect. 3.3, for every function f E C(OregU) 
there exists a function h E H(U) such that f = hioregU. This function is unique by 
the maximum principle (see Sect. 3.2). Thus we have an injective nonnegative linear 
mapping of the space C(OregU) onto H(U). It follows that H(U) is a lattice 3s) provided 
we define an ordering -~ on H(U) as follows: for hi, h2 E H(U) we write hi -< h2 
provided hi _< h2 on 0regU. When using this definition of ordering we denote the 
infimum of elements hi, h2 E H(U) by the symbol hi ). h2. 
A totally different situation occurs when the set OregU is not closed. 
Theorem 39). Let U be a domain such that the set OregU is not closed. Then H(U) is 
an antilattice in the following sense: If hi, h2 e H(U) and hx A h2 E H(U), then either 
h i<h2 orh l>h2.  
4.6. The Keldysh theorem. The Keldysh operator A: f  ~-~ H f, f E C(OU), resulted 
from a special construction. It is not evident whether there exist other Keldysh operators 
on U that would provide a more favourable solution of the generalized Dirichlet problem, 
for example in the sense that the corresponding set of "regular points" would be possibly 
greater than OregU. 
Choquet's theory offers an easy approach to the proof of this remarkable theorem. 
Theorem no). There exists exactly one Keldysh operator on U. 
Proof. Let A be a Keldysh operator on U. We shall prove that Af  = Hf  for every 
function f E C(OU). It suffices to prove that the bounded harmonic functions Af  and 
Hf  have the same boundary values at each point of OregU. To do this, let us choose 
f E C(OU) and z E O~egU. As the space H(U) is simplicial, z E ChH(u) U and the min- 
-stable closed cone S(U) = {s E C(U); s]u E 7-/*(V)} satisfies H(U) = S(U) N (-S(U)) ,  
the point z is H(U)-exposed by the theorem from Sect. 3.3. Hence there exists a function 
h E H(U) such that h(z) = 0 and h > 0 on U\{z}. We choose > 0 and a neighborhood 
V of the point z such that f < E + f(z) on OU n V. Further, we choose a > 0 such that 
f < ah on OU\V and set k = ~+f(z)+ah. Then f < k[ou and A(k[ou) = e+f(z)+ah]r]. 
The operator A is linear and nonnegative, hence nondecreasing, so we have 
Af  <_ A(k]otr) = e + f(z)  + ah[u. 
This yields 
limsup Af(x)  < e + f(z) + a lim(hiu)(x) = ~ + f(z) . 
X- -kZ  
It follows easily (by passing to the function - f )  that 
lim Af(z)  = f(z) = lira g f(x). 
Y3--kZ T,--~Z 
Thus we have proved that Af  = Hf  for every function f E C(OU). • 
248 J. Lukeg et al. 
5. Integral representation of harmonic functions. 
In Sect. 1.8 we described the representation f nonnegative harmonic functions on a 
ball in N m, m > 2, in terms of the Poisson integral. How is this representation related 
to Choquet's theory? 
Differences of nonnegative harmonic functions on a bounded domain U form a linear 
subspace E of the space g(U). If we endow the space E with the topology of locally 
uniform convergence on U, then this topology is metrizable. We choose a fixed x0 E U 
and consider the convex set 
X = {h e 7t(U) : h >_ O, h(xo) = 1}. 
The compactness of the set X is a consequence of the so-called Harnack convergence 
theorem for harmonic functions. It can be proved that X is a (metrizable) Choquet 
simplex. Therefore, for every function h C X,  there exists a unique probabil ity measure 
u supported by the set ext X such that every continuous linear functional • on E satisfies 
the equality 
/ *  
~(h) = [ ~(g)du(g). 
Jex tx  
If we choose x E U and consider the functional u ~-+ u(x), u E E, we obtain in particular 
h(x) = fext x g(x)dv(g). 
It can be proved that g C ext X if and only if every harmonic function k satisfying the 
inequality 0 < k < g fulfils k = ag for a suitable a E [0, 1]. Therefore the elements of 
ext X are called minimal harmonic functions (normalized by the condition g(xo) = 1). 
In the case where U is the unit ball centered at xo = 0 we have 
extX={P~ : z ~ OU} , 
where the Poisson kernel P~ is as introduced in Sect. 1.8. Since in this case the mapping 
z ~ P~, z E cOU, is a homeomorphism from the boundary OU onto extX ,  the measure 
v can be transferred in a natural way to a measure # on OU and we have 
h(x) = for Pz(x)d,(~) 
for every function h E X and every point x E U, which is in accordance with the 
Riesz-Herglotz theorem from Sect. 1.8. 
In the case described above the representation of nonnegative harmonic functions 
on a ball U arose from a very simple situation: the sets ext X and OU are home- 
omorphic. In the case of the open unit circle U C 1I~ 2 the Riemann mapping the- 
orem makes it possible (by identifying N: 2 and C) to map U conformally onto V = 
U\{z  E C ;0  < Rez < 1, Imz- -0} .  If we choosexo E V, repeat the above argu- 
ments for nonnegative functions from 7-/(V) and define X analogously, it is no longer 
possible to map ext X homeomorphically onto OV. Since U and V are conformally 
Choquet's Theory and the Dirichlet Problem 249 
equivalent and a conformal mapping preserves harmonicity, to each point of the set 
{z E C : 0 < Rez < 1, Imz = 0} there correspond two normalized minimal functions, 
and thus also two elements in the set ext X. Speaking informally, from the point of 
view of harmonic functions, the Euclidean boundary ceases to be natural; the points of 
the removed radius have to be "doubled". 
R. S. Martin in the forties showed 41) that, for a bounded open set U C ~'~ with 
a chosen reference point x0 E U, an important role is played by the kernel 
g:(x,y)  C(x,y)/G(x, x0), (x,v) e V × U, 
generated as the ratio of the Green functions for U. It can be proved that U can be 
imbedded into a compact space U* (essentially uniquely determined, which is the so- 
called Martin compactification of U) such that, for every point of the set z E U* \ U 
(the so called Martin boundary) and for every x E U, there exists limv_~ z K(x, y). We 
will denote this limit by Kz(x); in the case of a ball, U* is homeomorphic to U and 
Kz = Pz, z E OU. 
However, it is not generally true that the function Kz is minimal for every z. The 
points z E U* for which this is the case are called minimal points of the Martin boundary. 
If we denote by 01 U* the set of all such points, then Choquet's theory ields the following 
theorem: 
Theorem 42) For every nonnegative function h E 7-l(U) there exists a unique measure 
it on 01U* such that 
h(x) = / gz(x)dit(z), x E U. 
Jo 1 U* 
The ratio of Green functions may seem rather mysterious here, so it is useful to offer 
an intuitive explanation. If the Euclidean boundary of the domain U is sufficiently 
smooth, and h is a function smooth on the closure U and harmonic on U, then we have 
by virtue of the Gauss-Green formula 
h(x) = --eml ~v  O~)  h(z)da(z) , x EU, 
where em is a dimensional constant, a is surface measure on OU and n(z) is the unit 
interior normal at the point z E OU. Hence for the unit ball U, (1/c,OOG(x, z)/On(z) 
(the normal derivative of the Green function) is the value of the Poisson kernel Pz at 
the point x. 
Now we choose z E OU and x E U, and for y E U we denote by d(y) the distance 
of the point y from OU. Then, roughly speaking, the normal derivative OG(x, z)/On(z) 
is obtained as limu-~z G(x, y)/d(y). It is known that for sets with a smooth boundary, 
G(x0, y) is approximately equal to d(y) for points which are close to the boundary, so 
lim G(x, y) 
y~z G(xo, y) 
is a natural analogue of the normal derivative. An important point here is that the 
ratio of the Green functions makes ense for quite general open sets U, while the notion 
of a normal derivative requires ome smoothness of the boundary of the set U. 
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In ~ ,  there is a close connection with conformal mappings and the Carathdodory 
theory of prime-ends. In N "~ when m >_ 3, we lack an analogue of the Riemann mapping 
theorem but, as we have already seen, Choquet's theory yields even in this case an 
integral representation f nonnegative functions from 7-/(U). It is interesting to look for 
the cases where 01U* has a natural relation to the Euclidean boundary OU, as is the 
case with a ball. In other words, we are interested in the relation between the Euclidean 
and Martin boundaries of a set U. For example, it is known 43) that whenever U has 
a Lipschitz boundary, then the Euclidean and Martin boundaries are homeomorphic 
and every z E OU is assigned exactly one minimal function Kz. 
The representation just described can serve as a key to very deep results. Its appli- 
cation to the problems of the so-called "one-radius mean value theorems" goes back to 
the seventies. We will try to elucidate these theorems to the reader by an example. 
We know from the theorem in Sect. 4.1 that harmonic functions can be characterized 
by means of volume mean values. Similarly, if f :  U -~ N is a continuous function, then 
f E 7-/(U) if and only if f(x) = fOB(x,r) fdffx,r whenever the closure of the ball B(x, r) 
is contained in U. Here ax,r is normalized surface measure on OB(x, r). 
A problem, unsolved for a long time, was to find conditions under which it suffices 
to verify the mean value property at each point x E U for a single ball or sphere 
with radius r(x). A partial solution was found by probabilistic methods. The analytic 
solution makes use of Choquet's theory, namely of a comparison of the extreme points 
of two normalized systems of functions, the harmonic functions on U and the continuous 
functions on U with the "one-radius mean value property". In this way the following 
assertion can be proved 44). 
Theorem.  Let h E 7-l(U) and let f be measurable, 0 ~ f < h. Suppose that at each 
point x E U, the function f has the volume mean value property for the ball with the 
radius r(x), and that for every compact set K C U there exists mg > 0 such that 
r(x) >mg for every x E g .  Then f E n(U). 
If we assume in addition that f is lower semicontinuous on U, the conclusion of 
the theorem is valid without the restriction on r(x). It has also been shown that the 
condition of majorization by a harmonic function h cannot be removed 4s). 
The analogous problem for spherical means (and continuous bounded functions) on 
the unit circle in R 2 remained unsolved for decades. The discovery that in this case 
the spherical one-radius mean value property does not characterize harmonic functions 
represents the solution of an extremely difficult problem 46) 
Remarks: 
Space restrictions make it impossible to include a more complete list of references as well as a 
more detailed description of the paths that led to the results presented in the paper. Nonetheless, in 
the references below the reader will find further bibliographical data. The following sources offer a 
more detailed exposition of the corresponding parts of functional analysis, measure and integral, and 
potential theory: [All, [ArGa], [Cho], [Ph], [LM], [KNV] and [LMZ]. 
1) A proof of this assertion can be found in R.M. Rakestraw IRa]. 
2) We refer to a paper by K. Jacobs [Ja]. 
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3) See G.A. Edgar [Ed] and M.S. Robertson [Rob], where an earlier result on integral representation 
is used. 
4) A proof of this classical theorem stemming from S. Bernstein [Be] can be found in R.R. Phelps 
[Ph]. 
5) Various proofs can be found e.g. in [CaLi] or [Ko]. 
6) The proof of this theorem is a nice application of Choqnet's theory and can be found directly in 
G. Choquet [Chol]. 
7) The proof is given in L.L. Helms [He]; another one, making direct use of Choquet's theory, can be 
found in the paper by D.H. Armitage [Ar]. 
s) The reader can have a look e.g. at papers by G.A. Edgar [Ed] or F. Holland [Ho]. 
9) For the sake of completeness we recall that a set in a metric or a topological space is a G,5 -set if it 
is the intersection of a countable family of open sets. 
lo) We refer again to R.R. Phelps [Phi for the proof of this theorem via Choquet's theory. 
11) This result can be found in G.B. Price [Pr]. 
12) It is given e.g. in [Cho], Volume 2, p.106. 
la) H. Minkowski proved the theorem probably in the period 1901-1903. The result appeared for the 
first t ime in a chapter on convex bodies included in the collected works published in 1911. A proof 
can be found in [Ja]. 
14) A nice proof making use of the so-called Heiratssatz can be found again in [Ja]. In the same paper 
one can also find a more detailed explanation of the identification of the space of matrices with the 
m2-dimensional Euclidean space. 
15) The proof is not quite easy, cf. [Phi, [Cho]. 
16) To a reader interested in more details we recommend the second volume of the monograph [Cho], 
where in Sect. 33 these problems are investigated even in a much more general context of locally 
compact commutative groups. 
17) The first version of the theorem in a less general context was proved by M. Krein and D. Milman 
in the year 1940. 
is) The assertion follows e.g. from the Krein-Milman theorem, since ext /~ 1 (K) coincides with the set 
of Dirac measures concentrated at points of K. 
19) A construction of the Poulsen simplex is presented in [Li] or [FoLiPh]. There the reader will also 
find an explanation of the property of uniqueness and the property of universality of the Poulsen 
simplex. 
s0) This assertion can be found in V. Klee [K1]. In spaces of finite dimensions we obviously have 
ext C ~ C for every convex set containing more than one point. 
21) See Hansen's result [Ha]. 
22) Let us recall James' theorem according to which a real Banach space X is reflexive, if and only if 
every functional f E X* assumes its maximum on the closed unit ball in X.  For the separable case 
the proof is presented in [FoLiPh]. 
23) A detailed exposition can be found in [Rou]. Cf. also [Kr]. 
24) In the convex case,/~ represents a point x if and only if z is the barycenter of # 
25) The reader is referred again to Phelps's book [Ph]; regularity of Borel sets is used. 
26) This is how e .g .G.  Choquet did it in [Cho], Volume 2, pp. 102 - 106. 
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27) It would be a pity not to mention here another interesting property of the space Jr(7/). We 
refer the reader to [Bal], recalling only some definitions. Let us consider a sequence {Ln} of 
linear nonnegative operators Ln:C(K) -+ C(K) on a metric compact space K.  We will call such 
a sequence 7~-admissible provided Lnh -+ h uniformly on K for every function h 6 7/. Further, let 
us denote by Kor(7/) the set of all functions f E C(K) for which Lnf  -+ f uniformly on K whenever 
(Ln)  is an 7/-admissible sequence of operators and let us call this set the Korovkin closure of the 
test space 7/. The relation of the Korovkin closure and the space of affine functions is established 
in the following theorem: The equality Kor(7/) = A(?-l) = ~l holds. 
2s) This characterization can be deduced from Theorem 28.6 in Volume 2 of Choquet's monograph 
[Cho]. 
29) The theorem is due to H. Bauer and its proof can be found in his paper [Ba2], where the relation 
between simplicial spaces and simplexes in the sense of the geometric Choquet's theory is clarified. 
30) A nice exposition on simplexes can be found in Choquet's book [Cho], Vol. 2, pp. 156-161. 
31) Proof of the theorem can be found in [ArGa] or [He]. Mean value theorems are studied in the paper 
[SeVe2]. 
32) Here to say that u is lower semicontinuous is equivalent to the following condition: u is a limit of 
a nondecreasing sequence of continuous functions. 
33) Geometrical criteria of regularity can be found in [ArGa] or [He]. 
34) This was proved by N. Wiener in 1924 for a solution constructed in a different way which, however, 
coincides with the Perron one; see also [He]. 
35) This assertion was proved in 1939 by M. Brelot. Therefore the term PWB-solution of the Dirichlet 
problem is frequently used to honour the names Perron, Wiener and Brelot. 
36) Other geometrical criteria are given in [ArGa], where, moreover, a necessary and sufficient condition 
for a point to be regular is proved (Wiener's criterion); see also [KNV]. 
37) The reader can get more information in [Ne]; an essentially more general result in the framework of 
the theory of harmonic spaces was obtained by J. Bliedtner and W. Hansen in [B1Hal] and [B1Ha2]. 
ss) This means that H(U) is closed with respect o finite infima and suprema. 
39) The theorem was proved for the first time in a paper by E.G. Effros and J.L. Kazdan [EfKa]. 
40) The theorem was proved by M.V. Keldysh in [Ke2]. The proof relies on the existence of an 
H(U)-exposing function, whose very sophisticated construction using the Wiener criterion was 
given by Keldysh in [Kel]. In the proof, the linearity of the operator A is not exploited, so the 
theorem is valid for nondecreasing operators atisfying condition (c) from Sect. 4.3. The reader is 
referred to the papers [Ne], [NeVel]. 
41) See [Ma]. The importance of the pioneer work [Ma] was recognized only after the year 1950, 
especially thanks to M. Brelot and J.L. Doob. 
42) The proof can be found in [ArGa] or [He]. The relation to Choquet's theory is sketched in [Cho], 
Volume 3, pp. 69-79.  
43) Proof of the assertion was given by R.R. Hunt and R.L. Wheeden [HuWh]; see also [ArGa]. 
44) The theorem belongs to W. Hansen and N. Nadirashvili [HaNa2]. 
4s) This result was proposed as a conjecture by W. Veech; see [Ve]. An analogous problem in the 
seemingly simple form of the problem for continuous bounded functions on the unit circle (in R 2) 
and volume and spherical mean vMues was proposed by Littlewood in 1968. Although the negative 
solution for the spherical mean values was expected, the problem turned out to be very difficult. 
See [HaNal], [HaNa2] as well as other papers of the same authors. 
46) See [HaNal]. Concerning the steps prior to the solution of the problem and the problems related 
to the mean value property we refer the reader to [NeVe2]. 
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