One of the active fields in applied probability, the last two decades, is that of large deviations theory i.e. the one dealing with the (asymptotic) computation of probabilities of rare events which are exponentially small as a function of some parameter e.g. the amplitude of the noise perturbing a dynamical system. Basic ideas of the theory can be tracked back to Laplace, the first rigorous results are due to Cramer although a clear definition was introduced by Varadhan in 1966. Large deviations estimates have been proved to be the crucial tool in studying problems in Statistics, Physics (Thermodynamics and Statistical Mechanics), Finance (Monte-Carlo methods, option pricing, long term portfolio investment) and in Applied probability (queuing theory). The aim of this work is to describe one of the (recent) methods of proving large deviations results, namely that of projective systems. We compare the method with the one of projective limits and show the advantages of the first. These advantages are due to the fact that: 1) the arguments are direct and the proofs of the basic results of the theory are much easier and simpler; 2) we are able to extend most of these results using suitable projective systems. We apply the method in the case of a) sequences of i.i.d. r.v.'s and b) sequences of exchangeable r.v.'s. All the results are being proved in a simple "unified" way.
Notation and Basic Results
Definition 1.1. Let E be a Hausdorff topological space, F a σ-algebra of subsets of E, and In order to "pass" from a weak LDP to a full LDP we have to find a way of showing that, most of the probability mass (at least on an exponential scale) is concentrated on compact sets. The tool for doing this, is the following. 
Exponential tightness is applied to the following proposition to strengthen a weak large deviations result. A proof of the proposition can be found in [1] . Proposition 1.4.
is measurable, where E  is endowed with its Borel σ-algebra α The following basic result, analogous to that of Theorem 1.7, allows one to transport a large deviations result on a "smaller" topological space to a "larger" one. Theorem 1.9. Dawson-Gärtner (large deviations for projective limits). 
condition ii) of Theorem 1.7 is satisfied. Then, theorem 1.9 follows from Theorem 1.7. The motivation for this paper was to find a "unified" way of proving large deviations results. This is done by using the projective systems approach. Using this approach, and not the one of projective limits, the proofs of most of the basic results of the theory are much easier and simpler, the arguments direct. Also, we are able to prove extensions of these results to more abstract spaces, at least in the case of exchangeable sequences of r.v.'s. 
Applications
We now give some of the basic results of the large deviations theory. Extensions of these theorems can be easier proved using projective systems. 1) Theorem 2.1. (Cramer) Let be a sequence of independent and iden- be the family of finite-dimensional sub- 
If t, a are constants, and r such that: log tr
  , we choose the (compact) set:
s the full large deviations p atisfies rinciple with good rate function:
In fact, since:
If we define the r.v.'s they are i.i
from hypothesis, so using Cramer's Theorem 2.1 (f r o finite dimensional spaces, see e.g. [1, 4] ), we have that the sequence of p.m.'s: 
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1.7 is satisfied. Also using an argument similar to that of Theorem 2.1 in [6] , or else Lemma 2.1 [7] implies that , the set
This, using Lemma 2.2 [7] , implies that 
and for , , : taking values in a Polish space S (no need here for topology on S) and the space   P S is endowed with the weak topology (stronger than the τ-topology).
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