This work studies multi-label learning (MLL), where each instance is associated with a subset of positive labels. For each instance, a good multi-label predictor should encourage the predicted positive labels to be close to its ground-truth positive ones. In this work, we propose a new loss, named Groupwise Ranking LosS (GRLS) for multi-label learning. Minimizing GRLS encourages the predicted relevancy scores of the ground-truth positive labels to be higher than that of the negative ones. More importantly, its time complexity is linear with respect to the number of candidate labels, rather than square complexity for some pairwise ranking based methods. We further analyze GRLS in the perspective of label-wise margin and suggest that multi-label predictor is label-wise effective if and only if GRLS is optimal. We also analyze the relations between GRLS and some widely used loss functions for MLL. Finally, we apply GRLS to multi-label learning, and extensive experiments on several benchmark multi-label databases demonstrate the competitive performance of the proposed method to state-of-the-art methods.
I. INTRODUCTION
Multi-label learning (MLL) is an important task in machine learning, where each instance is associated with multiple labels reflecting its multitude of semantic relevance [1] - [4] . For example, in image classification, an image may contains multiple objects and be annotated with several labels, such as park and grass. In topic models, a document may also relates to sport and entertainment at the same time. MLL receives more attentions and has been successfully applied to many areas, including image annotation [5] - [7] , document classification [8] , [9] and gene function prediction [10] .
Given an instance with k ground-truth positive labels out of m total candidate labels, one popular strategy for MLL algorithms is to learn a parametric predictor f that predicts relevancy scores of the instance with regards to each of the m candidate labels, with higher scores corresponding to more likely positive labels. A natural criterion to evaluate The associate editor coordinating the review of this manuscript and approving it for publication was Paolo Napoletano . such an algorithm is to examine if the predicted relevancy scores of ground-truth positive labels rank at the top-k positions among m predicted scores for each instance, and we refer to this as the top-k label principle. There are many approaches that implement such a criterion. For instance, one can minimize the intuitive subset 0/1 loss: the loss takes {0, 1} binary values and is 0 if and only if the predicted labels are exactly the same as the ground-truth positive labels. However, directly minimizing subset 0/1 loss is not feasible. Firstly, it is a discontinuous function and its optimization is NP-hard. Secondly, it requires a ranking of prediction scores to pick the subset of top-k predicted labels. These two difficulties preclude the usage of off-the-shelf continuous optimization algorithms. Some other metrics or surrogate losses like Hamming loss and pairwise ranking loss are also widely adopted [1] , [11] , [12] . However, Hamming loss ignores the label dependencies and simply decomposes multi-label learning into m independent binary classification problems (one for each label). And it may suffer from class imbalance problems [1] . Pairwise ranking based methods usually need VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ to construct (positive, negative) label pairs for each instance, the number of which could be up to O(m 2 ). Such computational complexity limits its scalability. In this work, we propose a new loss, named Groupwise Ranking LosS (GRLS) for multi-label learning that implements the top-k label principle. As illustrated in Fig.1 , for each instance, GRLS is defined as the difference between average predicted relevancy score of predicted positive labels (i.e., labels with top-k largest prediction scores) and average predicted relevancy score of ground-truth positive labels. Minimizing GRLS encourages the predicted positive labels to be close to the ground-truth positive ones. To avoid the use of ranking operators, we further utilize a technique presented in [13] that provides an equivalent continuous minimization problem of the ranking operation using the dual form of the latter. Consequently, GRLS can be conveniently optimized by sub-gradient descent methods. For each instance, only negative labels with predicted relevancy scores rank in the top-k positions contribute to GRLS loss, it helps to alleviate the imbalance among positive and negative labels. In addition, GRLS does not require pairwise comparisons and its computational cost for each training instance is O(md), rather than O(m 2 d) that using pairwise comparisons, where m is the number of all labels and d is the feature dimension. For MLL problems with a large number of class labels [14] , minimizing GLRS will lead to a significant reduction in running time. We further discuss the relations between GRLS and some widely considered loss functions in MLL. Finally, we apply GRLS loss to several multi-label benchmark databases and experimental results demonstrate its correctness and effectiveness.
The main contributions of this work are three folds. (1) We propose a new type of loss for multi-label learning, named Groupwise Ranking LosS (GRLS) that naturally encourages the predicted relevancy scores of ground-truth positive labels to rank higher than that of negative ones. (2) We show that GRLS affords an efficient optimization algorithm with a complexity linear in the number of labels, and has interesting relations with existing MLL losses. GRLS does not require pairwise comparisons and obtains better scalability on largescale multi-label datasets. (3) Experimental results on several benchmark multi-label database verify the superior performance of the proposed GRLS, over many widely used loss functions in multi-label learning.
II. RELATED WORK
In this section, we review existing evaluation metrics and learning objectives for multi-label learning, and the related methods that directly optimize these metrics.
Label-based metrics directly measure the performance of the predicted discrete labels, examples include Hamming loss, subset 0/1 loss, instance-F1, macro-F1 and micro-F1, etc. [1] , [11] , [15] . Hamming loss measures the proportion of inconsistencies between the predicted and the ground-truth labels. Since it is separable for each label, its continuous surrogate losses [16] - [18] can be easily optimized. However, the dependencies among labels are not captured in these losses, while the label dependencies often play important role in multi-label learning. Consequently, optimizing these losses may not give best result to multi-label problems. Subset 0/1 loss compares the predicted label subset and the ground-truth label subset, if these two subsets are same at all elements, then the loss is 0, otherwise 1. Subset 0/1 loss is more restricted than the Hamming loss, and their relationships have been analyzed in [19] . By treating the minimization of subset 0/1 loss as finding the mode of the joint probabilities of all possible label configurations for one instance, several probabilistic multi-label models have been developed to maximize the subset accuracy, i.e., 1 -subset 0/1 loss. Since the number of all possible label configurations is 2 m with m being the number of all labels, the probabilistic classifier chain (PCC) proposed to decompose the joint probability over a label vector into the product of m conditional probabilities, following some fixed label order. A recent work [20] formulated the joint probability of all positive labels using the recurrent neural network (RNN). As only positive labels are formulated, the computational complexity of this RNN based model is lower than that of PCC. However, a common limitation of the two methods is that a predefined label order is required, and it may significantly influence the model performance. F1 based metrics, including instance-F1, macro-F1 and micro-F1, have also been directly optimized using Bayes classifiers in a few works. For example, in [21] , F1 score is optimized by the alternating algorithm with an inner and an outer maximization; in [22] , the F1 score is maximized to learn the thresholding function during optimization. However, these optimization methods are specially designed for F1 score, while the consistency with other loss functions has not been well studied.
Score-based metric measures the performance of the continuous prediction scores, without requiring the threshold or the number of positive labels to obtain the discrete label matrix. Examples of score-based metric include pairwise ranking loss, AUC and average precision (AP) [1] , [11] . The pairwise ranking loss [12] , [16] , [23] - [25] counts the number of label pairs that the ground-truth negative label precedes the ground-truth positive label according to prediction scores. Since the label pairs are decomposable, it is easy to optimize the pairwise ranking loss. However, the number of label pairs with (positive, negative) for each training instance could be up to O(m 2 ). Such a computational complexity limits its scalability. AUC based metrics, including instance-AUC, macro-AUC and micro-AUC [1] , count for the number of label pairs in which the ground-truth positive label precedes the groundtruth negative label. Another widely used ranking metric is average precision (AP) [1] . It only considers the rankings of the ground-truth labels, avoiding the explicit comparison between positive and negative labels. Thus, its computational complexity is much smaller than those of pairwise ranking and AUC based metric. However, due to the ranking operation in AP, it is difficult to optimize. To the best of our knowledge, there is no previous work to directly optimize AUC or AP for multi-label learning. A recent work in [11] proposed a unified view for above evaluation metrics, including discrete and continuous metrics, utilizing label-wise and instance-wise margins. It is claimed that when maximizing these margins, many metrics will be optimized. However, this claim just shows the equivalence between the margin based objectives and the metrics at the optimal case, it cannot guide the objective to be optimized to improve the model performance evaluated by these metrics.
III. GROUPWISE RANKING LOSS
In this section, we first provide the definition of the proposed groupwise ranking loss (GRLS). Then we derive an equivalent reformulation of GRLS such that a broad class of continuous optimization algorithms can be easily adopted. Lastly, we compare GRLS with classical evaluation metrics as well as their surrogate losses for multi-label learning.
A. GROUPWISE RANKING LOSS
Given a training database D = {(x i , Y i )|i = 1, . . . , n} with n instances and m labels, where x i ∈ R d is the feature vector of the i-th instance. Let T = {1, 2, . . . , m} be the set of all candidate labels, Y i ⊂ T denotes the subset of ground-truth positive labels for the i-th instance, and we useỸ i to denote the subset of negative labels for the i-th instance (i.e., the complementary set of Y i in T ). Multi-label learning aims to learn a parametric predictor f that maps each feature vector x i to an m-dimensional continuous vector y i , as
represents the relevancy score between the j-th label and the i-th instance 1 . For a certain label, the higher the predicted relevancy score, the more likely it is a positive label. After f is learned, the predicted positive labels for x i can be determined by the labels that achieve the top-|Y i | largest relevancy scores
For multi-label learning, an effective predictor f should assign higher relevancy scores to labels in Y i and lower relevancy scores to labels inỸ i . To this end, we propose a novel loss, named Groupwise Ranking LosS (GRLS), for multi-label learning. Without loss of generality, hereafter we describe loss functions with regard to the i-th training instance (x i , Y i ).
Groupwise Ranking LosS (GRLS):
Given the multi-label predictor f , the proposed groupwise ranking loss for the i-th
where [j] denotes the label that achieves the j-th largest value in the predicted relevancy scores {f τ (x i ; w)} m τ =1 and f [j] (x i ; w) is the value of the j-th largest relevancy score, i.e., f [1] [2] , . . . , [|Y i |]} ⊂ T be the subset of labels that achieve the top-|Y i | largest relevancy scores in {f τ (x i ; w)} m τ =1 (i.e., the predicted positive label set), the GRLS in eq. (1) can be reformulated as
Seen from eq. (2), the GRLS loss measures the difference between the average prediction score of labels in predicted positive label set S i and the average prediction score of labels in ground-truth positive label set Y i (see Fig. 1 for an illustration). The lower the GRLS , the higher the relevancy scores of ground-truth positive labels rank in {f τ (x i ; w)} m τ =1 . Therefore, the minimization of GRLS encourages the predicted positive label set to be close to the ground-truth positive label set. Moreover, for instance x i , though |Ỹ i | (the number of negative labels) is usually much larger than |Y i | (the number of positive labels) [26] , in eq. (2), only negative labels in S i contribute to GRLS loss. We further have the following results Lemma 1: Given an instance (x i , Y i ), for a multi-label predictor f and f j (
Besides, Wu et al. [11] proposed to analyze the effectiveness of multi-label predictor in margin-wise perspective. Their label-wise margin is defined as Definition 1 [11] : Given a multi-label predictor f (x; w) :
Predictor f is further called label-wise effective [11] on the database D if γ i > 0, ∀i ∈ {1, 2, · · · , n}. The larger the labelwise margin, the better the predictor f can distinguish positive and negative labels. For the proposed GRLS loss, we have the following results,
According to eq. (2), we have
the predicted relevancy scores of ground-truth positive labels in Y i must be larger than that of negative labels inỸ i , that is,
, n} and f is label-wise effective on the database D accordingly. On the other side, given f that is label-wise effective on the database D, we have γ i > 0, ∀i ∈ {1, · · · , n}. Therefore, for each instance (x i , Y i ), its positive labels in Y i obtain higher predicted relevancy scores than its negative labels inỸ i . The relevancy scores of Y i thus rank in the top-
These complete the proof.
B. OPTIMIZATION OF GRLS
The ranking of the predicted relevancy scores in eq. (2) makes GRLS hard to optimize. Fortunately, we can equivalently transform it to a continuous function via the following proposition, Proposition 1 [13] : ∀a i ∈ R, a [1] ≥ · · · ≥ a [n] , k i=1 a [i] is a convex function of (a 1 , · · · , a n ). Furthermore
is an optimum solution of λ, and [a] + = max{0, a}.
Proof: Notice that k i=1 a [i] is the solution of the following linear programming problem max p∈R n p a, s.t.
where a = (a 1 , · · · , a n ). The Lagrangian of this linear programming problem is
where u ≥ 0, v ≥ 0 and t are Lagrangian multipliers. Taking its derivative w.r.t. p and setting it to be 0, we have v = u − x +λ1. Substituting this back into the Lagrangian to eliminate the primal variable, we obtain the dual problem of (4) as min u,λ
This further means that
The convexity of k i=1 x [i] follows directly from (7) and the fact that the partial minimum of a jointly convex function is convex. Using Proposition 1, the average relevancy score of labels in predicted positive label set S i can be reformulated as
Given f and instance (x i , Y i ), the optimal λ i in eq. (8) is given by λ * i = f [|Y i |] (x i ; w). Substituting eq. (8) back into eq. (2), we obtain
where I {a} denotes the indicator function: I {a} = 1 if a is true, otherwise 0. The ranking operator is eliminated and GRLS can be conveniently optimized by existing gradient-descent based algorithms.
C. COMPARISONS OF GRLS WITH OTHER MLL LOSS FUNCTIONS
In this part, we compare the GRLS loss with two classical evaluation metrics in multi-label learning, i.e., Hamming loss and pairwise ranking loss, as well as their surrogate loss functions.
1) HAMMING LOSS
Given a predictor f , the evaluation metric based on Hamming loss for the i-th instance (
where
Hamming loss in eq. (10) treats each label independently and simply counts the number of misclassified labels. Because of the discontinuity of the sign function, it is difficult to optimize eq. (10) directly. Thus, existing works usually use a continuous approximation to z ij , leading to the surrogate loss as [1] 
where ϕ(a) : R → R + is a non-decreasing function, e.g., ϕ(a) = log(a). Eq. (11) treats each label independently, thus it can be easily optimized. However, minimizing 1 n n i=1 HM (y i , Y i ) reduces multi-label learning to m independent binary classification problems (one for each label) and ignores label dependencies that is helpful to multi-label learning. Besides, it suffers from class imbalance problems. For a given label, when the number of positive instances that have this label is far less than that of negative ones, the multilabel predictor learned by minimizing 1 n n i=1 HM (y i , Y i ) may sacrifice positive instances to pursue a lower loss on the whole database [26] . In comparison, for instance x i , only negative labels in S i contribute to the GRLS loss (2), it helps to alleviate the class imbalance problem. This is also verified in our experiments.
2) PAIRWISE RANKING LOSS (PRLS)
The pairwise ranking loss [16] 
PRLS calculates the number of (positive, negative) label pairs, of which the predicted relevancy score of the negative label exceeds that of the positive one. It is easy to verify that 0 ≤ M PRLS (y i , Y i ) ≤ |Y i | × |Ỹ i |, and the lower the PRLS, the better the performance of multi-label predictions. It has been proved in [16] that eq. (12) is discontinuous. Thus, many works chose to optimize the following continuous surrogate loss, (13) where ϕ(a) : R → R + is usually defined as a non-increasing and convex real-valued function, such as exponential function exp(−a) [9] , [27] , and hinge function [1 − a] + [10], [28] . By converting the label vector y i to pairwise comparisons, the number of (positive, negative) label pairs may be up to O(m 2 ) for each training instance, its computational complexity O(m 2 d) is very high, especially for database with a large number of candidate labels. By constrast, there is no need to perform pairwise comparisons in GRLS, and the time complexity of GRLS for each instance is O(md), which is more scalable and time efficient. We further have the following results, Theorem 2: Given a multi-label predictor f (·; w) : ; w) , the predicted relevancy scores of ground-truth positive labels in Y i must rank in the top-|Y i | positions. Therefore, min
For the i-th instance, its predicted relevancy scores of positive labels must be larger than that of negative ones. The relevancy scores of ground-truth positive labels thus rank in the top-|Y i | positions in {f τ (x i ; w)} m τ =1 , and GRLS (f (x i ; w), Y i ) = 0 accordingly. These complete the proof.
IV. GRLS FOR MULIT-LABEL LEARNING
In this section, we implement GRLS loss into multi-label learning. Given a training database D = {(x i , Y i )|i = 1, . . . , n}, combing the GRLS and 2 regularizer on parameter w, we obtain the following objective
where ρ > 0 is a trade-off parameter. To avoid the degenerate situation that f i (x i ; w) = f 2 (x i ; w) = · · · = f m (x i ; w), ∀i, in eq. (14), we need an extra constraint on predicted relevancy score f (x; w) . The degenerate situation happens as the GRLS cares about the relative difference between the relevancy scores of the ground-truth positive labels Y i and that of the predicted positive labels S i . Therefore a simple reference on each predicted score helps. As f j (x i ; w) ∈ [0, 1], ∀i ∈ {1, · · · , n} , j ∈ {1, · · · , m}, and the larger the f j (x i ; w) , the more relevancy between i-th instance and j-th label, we thus encourage the prediction score f j (x i ; w) to be close to 1 for j ∈ Y i and 0 otherwise. The learning objective is as follows 2
where β and ρ ≥ 0 are trade-off parameters and are determined based on the validation set in our experiments. Substituting eq. (9) into eq. (15), the learning objective becomes
where λ = (λ 1 , · · · , λ n ) and ; w) ). Model (16) can be optimized via the coordinate descent algorithm. Specifically, Update w. Given λ, w can be optimized via the gradientdescent algorithm, and the sub-gradient with respect to w is
Update λ. Given w, the optimization of each λ i is independent and relates to the following minimization problem,
It is easy to see that λ i obtains a closed-form solution as
can be efficiently computed in O(m) time. The whole algorithm is summarized in Algorithm 1. The updating of (w, λ) in Algorithm 1 has a linear time complexity with respect to the number of instance n and the number of candidate labels m.
V. EXPERIMENTS A. DATABASE
We conduct experiments on twelve benchmark databases with varying number of instances and labels to verify the effectiveness of the proposed GRLS model. Table 1 tabulates the statistical information of each database. For comparison, we compare the proposed model with logistic regression (LR) model (i.e., minimizing loss (11) with φ(f ) = log(f ) as well as the 2 regularizer on model parameters), and two state-of-the-art pairwise ranking based multi-label methods: LSEP [12] and LIMO [11] . We also compare with one large-scale multi-label learning method: PFastreXML [14] . To reduce computational complexities of some compared algorithms, for database Eurlex and Wiki10, we use PCA to reduce the data dimension to 1,554 and 4,502 (keeping 95% total variance), respectively. For database Wiki10, we further omit labels with frequency lower than 0.1%, reducing the whole label size from 30,938 to 2,502.
B. EXPERIMENTAL SETTINGS
In our experiments, we use linear prediction function and sigmoid operator as f j (x; w) = 1/(1 + exp(−w j x)). For each database, we randomly partition the whole database to training/validation/testing sets, including 50%/25%/25% instances, respectively. This random partition is conducted 10 times, and the average performance on testing sets is reported. Trade-off parameters of each method are tuned based on the performance on the constructed validation set. Specifically, for LR and LSEP methods, the tradeoff parameter ρ of the 2 regularization term on w is tuned within [10 −5 , 10 −4 , 10 −3 , 10 −2 , 10 −1 , 10 0 ]. For LIMO model, parameters λ 1 (which controls the labelwise margin) and λ 2 (which controls the instance-wise margin) are tuned within [10 0 , 10 1 , 10 2 , 10 3 , 10 4 , 10 5 ], respectively 3 . For GRLS model, ρ is tuned within [10 −5 , 10 −4 , 10 −3 , 10 −2 , 10 −1 , 10 0 ], and β is tuned within [10 −2 , 10 −1 , 10 0 , 10 1 , 10 2 ]. Besides, for LSEP, we follow the settings in [12] to randomly choose at most t (positive, negative) pairs for each instance (t is set to 5000 on database Delicious, Eurlex and Wiki10 that with a larger number of labels, and is set to 1000 on other databases) to decrease its computation cost. The initial learning rate is set to 0.01. The maximum iteration number is set to 2000. The learning rate decays by 0.1 when the variance of the F1 score on the validation set in the recent 20 iterations is lower than 10 −8 .
C. EVALUATION METRICS
We adopt five widely used multi-label learning metrics for performance evaluation, including: average precision (AP), F1 score, Recall, pairwise ranking loss (PRLS) and Hamming loss (HM). For instance (x i , Y i ) with Y i ∈ {0, 1} m be its ground-truth annotation, and Y i andỸ i denote its ground-truth positive and negative label sets, respectively. Let f (x i ) ∈ [0, 1] m be its predicted continuous relevancy scores and Z i ∈ {0, 1} m be the corresponding binary predictions. Then, the evaluation metrics are calculated as [1] 
3 λ 1 and λ 2 refer to the trade-off parameters in Eq.
(3) of [11] .
where rank f (x i , j) returns the rank of f j (x) in descending order based on {f a (x)} m a=1 . For AP, F1 and Recall, the higher is the value, the better the multi-label learning performance is. While for PRLS and HM, the lower is the value, the better the performance is. Besides, the Recall, F1 and HM are computed based on discrete predicted positive labels, rather the continuous relevancy scores predicted by f . Following the common strategy, given continuous relevancy scores for all candidate labels, we choose the labels with the k largest predicted relevancy scores as positive labels, and k is set to the number of average positive labels per instance on each database (i.e., the rounding number ofc for each database shown in Table 1 ). The HM loss in eq. (19) treats the positive and negative instances for each label equally and simply counts the number of misclassified instance for each label.
D. RESULTS
Numerical results on the twelve databases are given in Table 2 . From the table, we have the following observations. Comparing to all methods, (1) our GRLS model obtains the best performance on 11 databases out of 12 in terms of AP and F1; (2) our GRLS model obtains the highest value of Recall on 10 databases; (3) in terms of PRLS, our GRLS model achieves the lowest PRLS loss on 9 databases. More specifically, comparing to the LR, our GRLS model obtains significantly better performance on all databases in terms of AP, F1, Recall and PRLS. Our GRLS model also outperforms PFastreXML model on 10 databases under all five evaluation metric (i.e., AP, F1, Recall, PRLS and HM). Comparing to the pairwise ranking based method LSEP, our model significantly improves the performance in terms of all evaluation metrics on 11 databases. Our GRLS model is also superior to the pairwise ranking based method LIMO on 10 databases under all evaluation metrics. These demonstrate the effectiveness of the proposed GRLS model. Numerical results on twelve benchmark databases, the best performance is shown in bold. ↑ means that the higher value of the metric is the better performance, while ↓ means the lower the better.
Besides, we notice that the LR model obtains the lowest HM loss on 9 databases. However, its performance in terms of other metrics (AP, F1, Recall and PRLS) is very poor. For example, on database Delicious, the F1 and Recall of GRLS model is 10.03% and 15.21% higher than that of LR model, respectively. One Reason for this is that the LR model simply decomposes multi-label learning into m independent binary classification problems (one for each label). And for each label, it treats each instance in an equal manner. When the number of positive instances is far less than that of negative instances (i.e., the class imbalance problem), its learned predictor is likely to misclassify positive instances into negative ones to pursue a lower loss on all instances (this could be verified through the poor Recall of LR model in Table 2 ). Meanwhile, the HM loss counts the number of misclassified instances of each label and doesn't distinguish positive and negative instances. Thus, the LR model could lead to a lower HM loss by sacrificing the minority positive instances of each label, but its performance in terms of AP, F1, Recall and PRLS is very poor. In comparison, for GRLS model, only negative labels that rank in the top-k positions contribute to the learning objective, it can better adapt the class imbalance problem. Comparing the performance of GRLS and LR, we also observe that the GRLS achieves better performance than LR in terms of AP, F1, Recall and PRLS on all databases.
E. RUNTIME AND COMPUTATIONAL COMPLEXITIES
The computational complexities of both LR and GRLS methods are O(mnd), which is linear with respect to n (the number of instances), m (the number of labels) and d (the number of features), respectively. Due to the (positive, negative) label pairs for each training instance, the computational complexity of LSEP is O(m 2 nd). As LIMO considers both the label-wise margin and the instance-wise margin, it needs to construct all (positive, negative) pairs for each instance and each label. The computational complexity of LIMO is O(m 2 nd + mn 2 d). It is very costly to apply LIMO to a large-scale multi-label database. Fig. 3 reports the runtime of each method on all databases. From the figure, the proposed GRLS method is much more time efficient than the pairwise ranking based methods LSEP and LIMO, especially on database Delicious, Eurlex, Wiki10, Mediamill and NUS-WIDE. The LR model is more time efficient than the proposed GRLS model. However, as analyzed above, it decomposes multi-label learning into m independent binary classification problems and performs very poor in terms of AP, F1, Recall and PRLS. To analyze the convergence performance of the proposed GRLS model, we further report tendency curves of GRLS objective with respect to the number of iterations on different databases in Fig. 2 . It is observed that the GRLS objective decreases very fast as the number of iteration increases.
VI. CONCLUSION
This work has proposed a novel loss for multi-label learning, called Groupwise Ranking LosS (GRLS). GRLS loss calculates the difference between the average predicted relevancy score of ground-truth positive labels and that of the top-k predicted positive labels. The minimization of GRLS will encourage the ground-truth positive labels to be ranked higher than that of negative labels in terms of predicted relevancy scores. Moreover, we equivalently replaced the ranking operation in the original definition of GRLS by a minimization problem with respect to an extra variable. Consequently, GRLS becomes continuous, and the computational complexity is linear with respect to the number of labels m. Then off-the-shelf continuous optimization algorithms (e.g., (sub) gradient based algorithms) can be adopted to minimize GRLS. The experiments on several benchmark databases have been conducted to verify the superiority of GRLS over other widely used loss functions in multi-label learning. 
