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Zusammenfassung
Benutzer sind heutzutage von zahlreichen Ein- und Ausgabegeräten umgeben.
Fast jeder Benutzer verfügt über einen PC, einen Fernseher, einen mobilen
Kleinst-Computer (PDA) oder eine Digitalkamera. Obwohl viele dieser Ge-
räte bereits über gemeinsame Standards kommunizieren können, fehlen noch
Verfahren, um insbesondere die Ausgabe-Software und -Hardware verschie-
dener Geräte intelligent anzusteuern und effizient zu koppeln.
Es existieren bereits Beispiele, wo eine Kopplung mehrerer Ausgabegeräte er-
folgreich verwendet wird. So verwendet z. B. die Berliner U-Bahn zwei ge-
koppelte Bildschirme zur Darstellung von Nachrichten. Ebenso verwenden
viele Bildschirmarbeiter zwei oder mehr gekoppelte Monitore am Arbeits-
platz. Ein weiteres Beispiel ist die Nintendo DS Videospielkonsole, bei der
Benutzer mittels zweier gekoppelter Bildschirme interagieren. Trotzdem exis-
tieren nur wenige Produkte, die gekoppelte Ausgabegeräte erfolgreich einset-
zen, da jede Benutzerschnittstelle aufwendig an die jeweilige Gerätekombina-
tion angepasst werden muss. Aus diesem Grund wurde in dieser Arbeit nach
Verfahren gesucht, um Ausgabegeräte möglichst einfach anzusteuern und au-
tomatisch Inhalt auf sie verteilen zu können.
Zur Umsetzung des Verfahrens wurde zunächst konzeptuell erarbeitet, wie
Selbstbeschreibungen von Multimedia-Ausgabekomponenten (z. B. Kompo-
nenten zur Sprach- oder Bildausgabe) in Kombination mit einem Planungs-
ansatz dazu verwendet werden können, Präsentationen automatisch auf un-
terschiedliche Gerätetypen verteilen zu können. Dieser Ansatz wurde in der
Implementierung eines Home-Entertainment-Systems, in der ein Fernseher,
ein PDA und ein elektronischer Bilderrahmen gekoppelt wurden, validiert.
Weiterhin wurden die Akzeptanz und die kognitiven Effekte von Präsentatio-
nen auf gekoppelten Ausgabegeräten untersucht. Das realisierte Home-Enter-
tainment-System wurde zunächst durch eine Fragebogenstudie mit 56 Teilneh-
mern evaluiert. In der Fragebogenstudie wurde das System als „gut“ bewertet.
Als bevorzugte Gerätekombination erwies sich eine Kopplung von PDA und
Fernseher. Der bevorzugte Präsentationsmodus war Text-Bild.
Darüber hinaus wurden die vom System generierten Ausgaben in einer La-
borstudie mit 36 Teilnehmer evaluiert. In dieser Studie wurden Ausgaben auf
einem Gerät mit Ausgaben, die über mehrere Geräte verteilt sind, in Bezug
auf ihre Akzeptanz und kognitive Effizienz verglichen. Dabei ergab sich, dass
die Hinzunahme des elektronischen Bilderrahmens die Interaktionszeiten si-
gnifikant verringert hat, ohne dass die Erinnerungsleistung signifikant abfiel.
Die Kopplung von Fernseher, PDA und elektronischem Bilderrahmen wurde
gegenüber einem einzelnen Fernseher signifikant bevorzugt.
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1 Problemstellung und Ansatz
1.1 Thema
Das Eingangszitat von Bernhard von Chartres beschreibt die Situation von
Menschen in Zeiten der individuellen, gesellschaftlichen oder politischen Wei-
terentwicklung. Von Chartres Gleichnis trifft ebenso auf die heutige Informati-
onsgesellschaft zu, die sich in einem permanenten Wandel befindet und gleich-
sam von Chartres Zwergen auf eine Vielzahl von informationstechnologischen
Meilensteinen zurückblickt. Diese Entwicklung erfolgte in sehr kurzer Zeit.
Von dem ersten elektronischen Digitalrechner (1942, [Mollenhoff, 1988]) bis
zum Versenden der ersten Email (1971, [Coffman & Odlyzko, 2002]) und der
Vernetzung von 400 Millionen Rechnern im Internet1 (2006) vergingen nur
wenige Jahrzehnte.
Für die Menschen im 21. Jahrhundert ging mit dieser Entwicklung insbeson-
dere eine starke Informationsüberflutung einher, die durch die ständig wach-
senden Bandbreiten, Bildschirmauflösungen und Ausgabemöglichkeiten ge-
fördert wurde. An Wendepunkten dieser Entwicklung mussten neue Interakti-
onsmöglichkeiten geschaffen werden, die es den Benutzern erlauben, trotz der
Informationsflut effizient und produktiv arbeiten zu können.
Ein Beispiel hierfür ist die Entwicklung des Fenster/Symbol/Menü/Zeigege-
rät-Paradigmas durch Xerox Parc, das in den Siebziger Jahren des 20. Jahr-
hunderts die intuitive Verarbeitung großer Datenmengen auf grafischem Wege
ermöglichte [van Dam, 1997].
Darauf aufbauend erfolgte in den frühen Neunziger Jahren die Entwicklung
des World Wide Webs mittels Hypertext-Oberflächen am Kernforschungszen-
trum CERN, um Versuchsdaten zwischen Computern auf einfache Weise ver-
fügbar zu machen [Berners-Lee & Fischetti, 1999].
Zurzeit befindet sich die Informationsgesellschaft an einem weiteren Wen-
depunkt. In der Phase der Lochkartenrechner und Mainframes haben viele
Benutzer einen Computer geteilt. Heutzutage verwendet ein Benutzer bereits
mehrere Computer parallel und verbindet PCs mit MP3 Playern, Digitalkame-
ras, Fernsehern und persönlichen digitalen Assistenten (PDAs). Die Informa-
tionsgesellschaft befindet sich an der Schwelle zum Zeitalter der ubiquitären
Informationssysteme [Weiser, 1991], in der Menschen permanent von Compu-
tern umgeben sein werden. Dieser technologiegetriebenen Entwicklung fehlt
es zurzeit jedoch an Modellen, Werkzeugen und humanwissenschaftlichem
Grundlagenwissen, um effiziente Interaktionen mit diesen Systemen realisie-
1ISC Domain Survey, Juli 2006, http://www.isc.org
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ren zu können [Nijholt et al., 2004]. Dies betrifft insbesondere die Generierung
von Ausgaben in ubiquitären Informationssystemen. Benutzer sind im Büro,
in öffentlichen Umgebungen oder im Privathaushalt bereits von zahlreichen
Bildschirmen und Lautsprechern umgeben. Bisher wurden die Ausgabemög-
lichkeiten jedes Gerätes jedoch nur einzeln verwendet. Der PC-Bildschirm
wurde zum Arbeiten im Internet genutzt. Der PDA wurde für die Terminpla-
nung eingesetzt. Der Fernseher wurde zur Wiedergabe des Fernsehsignals ver-
wendet. Verschiedene Untersuchungen haben jedoch gezeigt, dass die gleich-
zeitige Verwendung mehrerer Ausgabegeräte eine effizientere und angeneh-
mere Interaktion als mit einzelnen Geräten erlaubt [Czerwinski et al., 2003;
Grudin, 2001].
Erste Prototypen von Systemen, die mehrere Ausgabegeräte koppeln, existie-
ren bereits [Kruppa, 2006; Myers et al., 2004; Rekimoto, 2000]. Der Nach-
teil dieser Systeme ist, dass sie für bestimmte Ausgabegeräte konzipiert sind.
Wird dem ubiquitären Informationssystem ein neues Gerät hinzugefügt oder
ein existierendes Gerät entfernt, so können sich diese Systeme nicht anpas-
sen. Eine Lösung bieten hier Ansätze zur automatisierten Generierung von
multimedialen Ausgaben mittels eines Planungsansatzes [André et al., 2005;
Zancanaro et al., 2003; Zhou & Feiner, 2001], der auf einzelnen Geräten Inhalt
und Ausgabeform automatisch an Ressourcen wie die Bildschirmauflösung
anpasst.
1.2 Ziel
Das Ziel der vorliegenden Arbeit ist die Entwicklung von Verfahren, die es
erlauben, vorher unbekannte Ausgabegeräte automatisch durch ein ubiquitär-
es Informationssystem anzusteuern. Diese Verfahren sollen es ermöglichen,
Informationen auf mehrere Ausgabegeräte unter Verwendung verschiedener
Ausgabeformen zu verteilen. Hierbei wird auf bereits existierenden Ergebnis-
sen zur automatisierten Generierung von Einzelgeräteausgaben mittels eines
Planungsansatzes aufgebaut.
Die Verfahren sollen als Teil eines Home-Entertainment-Systems, das einen
Fernseher, einen PDA und einen Zusatzbildschirm als Ausgabegeräte koppelt,
umgesetzt werden. Anschließend soll das System in Bezug auf die Akzep-
tanz und die Effizienz der generierten Präsentationen auf gekoppelten Ausga-
begeräten untersucht werden. Hierbei sollen insbesondere die folgenden For-
schungsfragen beantwortet werden:
1. Welche Eigenschaften von Ausgabegeräten müssen modelliert wer-




Ausgabegeräte lassen sich zunächst anhand der Medien (z. B. visuell
oder auditoriell) unterscheiden, in denen sie Ausgaben darstellen. Ein
weiteres Unterscheidungsmerkmal für Ausgabegeräte stellen die Res-
sourcen dar, die auf den Geräten verfügbar sind. Dies betrifft bei vi-
suellen Ausgabegeräten die Auflösung des Bildschirms. Bei auditori-
ellen Ausgabegeräten betrifft dies die Leistung der Lautsprecher, mit
denen eine Audioausgabe erfolgt. Neben der Hardware-Ressourcen un-
terscheiden sich Ausgabegeräte hinsichtlich der Ausgabe-Software, die
auf ihnen vorhanden sind. So könnte z. B. auf einem leistungsstarken PC
eine Sprachausgabe-Komponente vorhanden sein, die Text in gespro-
chene Sprache umwandeln kann, während auf einem mobilen PDA le-
diglich ein Browser zum visuellen Darstellen von Text verfügbar ist. In
dieser Arbeit wird zunächst ein allgemeines Modell für Ausgabegeräte
definiert, das unabhängig von einer konkreten Domäne ist. Dieses Mo-
dell wird anschließend für eine Home-Entertainment-Domäne erweitert
und in einer Taxonomie für Ausgabedienste, -geräte und -ressourcen
formalisiert.
2. Ist ein Planungsansatz ebenfalls zur Generierung von Präsentatio-
nen auf gekoppelten Ausgabegeräten geeignet?
Bei der automatisierten Generierung von multimedialen Präsentationen
auf einzelnen Geräten hat sich ein Planungsansatz als effiziente Metho-
de erwiesen. Es stellt sich die Frage, ob dieser Ansatz auch für Präsen-
tationen auf gekoppelten Ausgabegeräten geeignet ist. Der Planungs-
ansatz wird daher in einem Home-Entertainment-System, das sich aus
einem PDA, einem Fernseher und einem elektronischen Bilderrahmen
zusammensetzt, realisiert. Anschließend wird der Planungsansatz inner-
halb von zwei Benutzerstudien evaluiert.
3. Können multimediale Präsentationen auf gekoppelten Ausgabege-
räten mit wenigen Ressourcen effizient umgesetzt werden?
Komplexe multimediale Präsentationen wie z. B. die Sprach-/Grafik-
Ausgaben eines animierten Charakters erfordern genügend Rechenka-
pazität auf den Ausgabegeräten. In verteilten System werden zusätzlich
genügend hohe Netzwerkbandbreiten benötigt, um die Medienobjekte
einer Präsentation (z. B. Bild- oder Audiodateien) auf das Ausgabege-
rät zu laden. Anhand des in dieser Arbeit implementierten Home-En-
tertainment-Systems wird insbesondere untersucht, inwiefern sich um-
fangreiche multimediale Ausgaben im SMIL-Format [W3C Recommen-
dation, 2005] auf einem Windows Mobile-PDA und einem Fernseher
mit eingebettetem Linux-System umsetzen lassen.
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4. Werden von Benutzern des Home-Entertainment-Systems Präsen-
tationen auf gekoppelten Ausgabegeräten gegenüber konventionel-
len Einzelgeräteausgaben bevorzugt?
Bisher existieren nur wenige Untersuchungen zu Präsentationen auf ge-
koppelten Ausgabegeräten. Es wurde beobachtet, dass Multi-Monitor-
Systeme sehr gut durch die Benutzer akzeptiert werden. In dieser Ar-
beit wird das implementierte Home-Entertainment-System in Bezug auf
seine Akzeptanz untersucht und mit den Ergebnissen der existierenden
Studien verglichen. Insbesondere werden dabei unterschiedliche Kon-
figurationen der Ausgabegeräte (z. B. ein, zwei oder drei Bildschirme)
sowie unterschiedliche Präsentationsformate (z. B. Sprachausgabe oder
grafischer Text) einander gegenübergestellt. Zur Untersuchung dieser
Forschungsfragen erfolgten zwei Studien, eine Fragebogenstudie und
eine Laborstudie.
5. Arbeiten Benutzer mit gekoppelten Ausgabegeräten effizienter als
mit Ausgaben auf einem einzelnen Gerät?
Neben der Akzeptanz wird eine Präsentation ebenfalls durch ihre Effizi-
enz charakterisiert. Die Effizienz einer Präsentation kann z. B. dadurch
gekennzeichnet werden, wie einprägsam sie ist und wie viel Zeit sie
benötigt, um alle Informationen darzustellen. Beide Effizienzkriterien
sind umgekehrt proportional, d. h. typischerweise wird eine Präsentati-
on weniger einprägsam, je schneller Informationen präsentiert werden.
Diese Aspekte werden in Abhängigkeit der Gerätekonfigurationen und
der Präsentationsformate in der Laborstudie anhand des implementier-
ten Home-Entertainment-Systems untersucht.
1.3 Gliederung
In Kapitel 2 wird zunächst ein Überblick über ubiquitäre Informationssyste-
me und multi-modale Benutzerschnittstellen gegeben. Anschließend werden
in Kapitel 3 existierende Ansätze für die Generierung von Einzelgeräteaus-
gaben und Multi-Geräteausgaben verglichen und die Unterschiede sowie Ge-
meinsamkeiten zu dem in dieser Arbeit realisierten System analysiert. Kapi-
tel 4 führt in die Grundlagen von multi-modalen Dialogsystemen ein.
In Kapitel 5 wird ein Dienst-, Geräte- und Ressourcenmodell für Ein-/Ausga-
bekomponenten definiert, das es ermöglicht, in verteilten multi-modalen Dia-
logsystemen Ausgabekomponenten automatisch in die Präsentationsgenerie-
rung zu integrieren. Mit Hilfe des Modells wurde innerhalb von zwei Dia-
logsystemen eine multi-modale Präsentationsgenerierung realisiert (Kapitel
6). Abschnitt 6.1 beschreibt die erste Prototypimplementierung der Präsen-
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tationsgenerierung. Abschnitt 6.2 beschreibt die Implementierung einer Prä-
sentationsgenerierung für Multi-Geräteausgaben innerhalb eines ubiquitären
Home-Entertainment-Systems.
In Kapitel 7 wird der Aufbau, die Durchführung und die Auswertung der
ersten Studie zur Evaluierung der Akzeptanz des ubiquitären Home-Enter-
tainment-Systems mittels einer Fragebogenstudie beschrieben. Im folgenden
Kapitel 8 wird eine Laborstudie beschrieben, in der die Effizienz und Ak-
zeptanz der durch den Home-Entertainment-Demonstrator generierten Multi-
Geräteausgaben in Bezug auf ihre Erinnerungseffizienz untersucht wurden.





Die zentralen Fragen, die in dieser Arbeit behandelt werden, betreffen ubiqui-
täre Informationssysteme, multi-modale Dialogsysteme und gekoppelte Aus-
gabegeräte. In diesem Kapitel werden die Begriffe anhand eines Überblicks
über ihre Entwicklung und ihre Zusammenhänge eingeführt und in Beziehung
gesetzt.
2.1 Ubiquitäre Informationssysteme
Der Ausgangspunkt für ubiquitäre Informationssysteme ist die äußerst schnel-
le Entwicklung leistungsfähigerer und kompakterer Computer. Der Intel-Mit-
arbeiter Gordon Moore beobachtete 1965, dass sich die Dichte von Transis-
toren in integrierten Schaltungen beim Ansatz minimaler Herstellungskosten
jedes Jahr ungefähr verdoppelt [Moore, 1965]. In den folgenden Jahren wur-
de der Zeitrahmen der Verdopplung von einem Jahr auf zwei Jahre korrigiert.
Diese Gesetzmäßigkeit ist bis zum Verfassen dieser Arbeit gültig geblieben
und wurde unter dem Namen „Mooresches Gesetz“ bekannt.
Abbildung 2.1 illustriert das Gesetz anhand der Transistorendichte von inte-
grierten Schaltungen in Intel Prozessoren. Aus Darstellungsgründen wachsen
die Abstände auf der vertikalen Achse nicht linear mit der Anzahl der Tran-
sistoren. Die Darstellung zeigt, wie sich nach etwa sieben Jahren die Tran-
sistorendichte verzehnfacht. Im Jahr 2000 blieb die Transistorendichte hinter
der Vorhersage der Faustregel zurück. In den Jahren 2002 und 2005 erfolgte
jedoch ein Anstieg, der die Vorhersagen übertraf. Ein Ende der Gültigkeit der
Mooreschen Faustregel ist somit nicht absehbar.
Eine Folge dieser Entwicklung war, dass Ende der Siebziger Jahre der Per-
sonal Computer (PC) entwickelt wurde, der erstmals einen Computer für den
Massenmarkt darstellte. Diese Entwicklung löste die Mainframe-Zeit ab, in
der Computer mit den Ausmaßen eines Raumes mit Lochkarten bedient und
von zahlreichen Benutzern geteilt wurde. Der PC ermöglichte es, dass jeder
Benutzer über einen einzelnen Computer verfügen konnte. Heutzutage be-
sitzen viele Benutzer bereits mehr als einen Computer, z. B. einen PC, ein
Mobiltelefon und einen Laptop. Weiterhin sind viele Computer in Alltagsge-
genstände unsichtbar eingebettet. Dies ist z. B. bei der Bremssteuerung des
Antiblockiersystems im Auto der Fall.
Mark Weiser von Xerox Parc sah eine Entwicklung voraus, in der wir von un-
sichtbaren, in die Umgebung eingebetteten Computern umgeben sein werden
[Weiser, 1991]. Er bezeichnete dies als ubiquitäre Informationsverarbeitung
(„Ubiquitous Computing“). Von Industrieseite wurde durch IBM der Begriff
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„Pervasive Computing“ geprägt. Innerhalb des Europäischen Forschungspro-
gramms IST (Information Society Technologies) wurde der stärker nutzer-
zentrierte Begriff „Ambient Intelligence“ formuliert. In dieser Arbeit verwen-
den wir den Begriff ubiquitäre Informationssysteme für vernetzte und verteilte
Computersysteme, die durch eine gemeinsame Kommunikationsstruktur ver-
bunden sind.
Abbildung 2.1: Anzahl von Transistoren in einer integrierten Schaltung eines
Intel Prozessors (Copyright c© 2005 Intel Corporation).
In der vorliegenden Arbeit sind insbesondere die Auswirkungen der ubiquitär-
en Informationsverarbeitung auf den Home-Entertainment-Bereich relevant.
Hier findet ebenfalls eine starke Einbettung von Informationstechnologie in
Alltagsgegenstände statt. Im Zuge der Digitalisierung der Fototechnik haben
digitale Bilderrahmen den Einzug in den Massenmarkt gefunden. Abbildung
2.2 zeigt ein Modell der Firma Philips.
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Abbildung 2.2: Digitaler Bilderrahmen Philips 9FF2CWO/00 (Foto: Philips).
Ausdruck der Verschmelzung von Informationstechnologie und Home-Enter-
tainment sind ebenfalls die „intelligenten Häuser„ wie z. B. das inHaus in
Duisburg, das T-Com Haus in Berlin oder das Haus der Gegenwart in Mün-
chen. In diesen Häusern werden durch die Verwendung gemeinsamer Stan-
dards (z. B. für drahtlose Funknetzwerke) Haussteuerung und Unterhaltungs-
elektronik vernetzt.
Abbildung 2.3: Philips HomeLab in Eindhoven (Foto: Philips).
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Dies ermöglicht eine einheitliche Bedienung elektronischer Geräte. So ist es
z. B. möglich, über den PC sowohl die Wiedergabe von Filmen zu steuern als
auch die Haustür zu überwachen. Abbildung 2.3 zeigt das Philips HomeLab in
Eindhoven, in dem Benutzer bei der Interaktion mit einer intelligenten Woh-
nung von den Forschern mittels Kameras beobachtet werden können.
2.2 Multi-modale Dialogsysteme
Bei der Verwendung von ubiquitären Informationssystemen stellt sich die Fra-
ge nach einer geeigneten Bedienung. Computer mit einem Bildschirm werden
typischerweise durch das von Xerox Parc entwickelte Fenster-Symbol-Menü-
Zeigegerät-Paradigma („Window-Icon-Menu-Pointing Device“, WIMP) be-
dient, das bis heute die Grundlage der Microsoft Windows- und X Window-
Benutzeroberflächen bildet. Für ubiquitäre Informationssysteme, die sich aus
mehreren Interaktionsgeräten zusammensetzen können, sind jedoch flexiblere
Benutzerschnittstellen nötig.
Multi-modale Dialogsysteme stellen intuitivere, flexiblere und fehlertoleran-
tere Schnittstellen zu Informationstechnologie dar. Sie verallgemeinern das
WIMP-Paradigma, indem sie weitere Modalitäten unterstützen, die von den
Benutzern alternativ zu oder in Kombination mit den WIMP-Modalitäten ver-
wendet werden können.
Eine Modalität bezeichnet dabei eine Interaktionsform, durch die Informa-
tionen zwischen Mensch und Computer ausgetauscht werden können. Dabei
wird zwischen Eingabemodalitäten (z. B. Spracheingaben oder Gesteneinga-
ben) und Ausgabemodalitäten (z. B. Bildausgaben oder Textausgaben) unter-
schieden.




Abbildung 2.4 illustriert das Prinzip eines multi-modalen Dialogsystems. Die
Eingabemodalitäten werden zunächst vorverarbeitet. Dies kann z. B. durch
einen Parser geschehen, der die von einem Spracherkenner erkannte Sprache
oder die von einem Gestenerkenner erkannten Gesten analysiert und klassifi-
ziert. Anschließend erfolgt die Fusion der einzelnen Modalitäten. In diesem
Schritt wird die sprachliche Benutzeranfrage „Einschalten!“ mit der korre-
spondierenden Zeigegeste auf eine Lampe zusammengeführt und daraus die
Benutzerintention, die Lampe einzuschalten, abgeleitet.
Daraufhin erfolgt eine zentrale Verarbeitung, in der zu der Anfrage des Benut-
zers eine passende Reaktion des Systems ermittelt wird. Die multi-modalen
Ausgaben des Systems werden anschließend auf die Ausgabemodalitäten ver-
teilt, die die einzelnen Ausgaben uni-modal umsetzen. Dabei müssen die Aus-
gabemodalitäten bzgl. ihres grafischen und zeitlichen Layouts koordiniert wer-
den. So ist es i. Allg. nicht sinnvoll, zwei Bilder auf demselben Bildschirm so
darzustellen, dass das eine Bild durch das andere Bild verdeckt wird.
Das Ziel multi-modaler Dialogsysteme ist eine natürlichere Interaktion zwi-
schen Mensch und Computer, die die volle Bandbreite der Modalitäten un-
terstützt, die von Menschen intuitiv verwendet werden. Die Kommunikation
über mehrere Modalitäten hinweg bietet verschiedene Vorteile [Oviatt, 2003].
Multi-modale Systeme überlassen dem Benutzer die Wahl der Modalitäten,
die für ihn am besten geeignet sind. Benutzer, die viel Erfahrung mit Informa-
tionstechnologie haben, können das System wie bisher mit Tastatur und Maus
bedienen, während Benutzer mit wenig Erfahrung das System effizienter mit
Sprache bedienen können. In der Tat ziehen Benutzer häufig die Kombination
mehrerer Modalitäten gegenüber der Interaktion mit einer einzigen Modalität
vor [Oviatt, 1997].
Speziell mobile Anwendungen können von der flexiblen Verwendung von
mehreren Modalitäten profitieren, da sich die Umgebungsbedingungen sehr
stark ändern können [Jöst et al., 2005]. Innerhalb der abgeschlossenen Umge-
bung eines Fahrzeugs kann ein PDA zur Routennavigation per Sprache bedient
werden. Ein Fußgänger in einer Einkaufsstraße wird die Routennavigation je-
doch eher mit dem Stift des PDAs durchführen, um seine Privatsphäre zu wah-
ren. Ein besonderer Vorteil multi-modaler Benutzerschnittstellen ist ihre Feh-
lertoleranz. Dies liegt darin begründet, dass Benutzer bei der Wahl zwischen
mehreren Modalitäten intuitiv die auswählen, die die geringste Fehlerwahr-
scheinlichkeit hat. So wurde in einem Experiment beobachtet, dass Teilneh-
mer für die Eingabe von komplexen Fremdwörtern in ein Informationssystem
handschriftliche Eingaben bevorzugten. Für alle anderen Wörter verwendeten
sie jedoch die schnellere Spracheingabe [Oviatt & van Gent, 1996].
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Abbildung 2.5: Put-that-there System (Foto: [Bolt, 1980], Copyright c© 1980
ACM Inc., genehmigter Nachdruck).
Die ersten multi-modalen Systeme hatten multi-modale Eingaben als Schwer-
punkt und entstanden im Zuge der technischen Fortschritte in der Spracher-
kennung in den Siebziger und Achtziger Jahren des 20. Jahrhunderts. Das
Scholar-System [Carbonell, 1970] unterstützte einfache Zeigegesten auf einen
Bildschirm in Kombination mit natürlicher Sprache. Das System stellte ein
Lernprogramm für Geographie dar.
Das Put-That-There-System [Bolt, 1980], das Xtra-System [Wahlster, 1988]
und das Cubricon-System [Neal & Shapiro, 1991] stellten weitere Systeme
dar, die Sprache und Gesten auf unterschiedlichen Detailebenen unterstützten.
Im Unterschied zum Scholar-System können Sprach- und Gesteneingaben in
diesen Systemen parallel erfolgen. Abbildung 2.5 zeigt eine Interaktion mit
dem Put-That-There System von Bolt. Die Anfrage des Benutzers lautet „Ver-
schiebe das blaue Dreieck an die Position rechts vom grünen Quadrat“. Das
Bild zeigt die fotografische Überlagerung der zwei Zeigegesten, die parallel
zur Spracheingabe erfolgen.
Neben der Fusion multi-modaler Eingaben wurde ebenfalls die Generierung
multi-modaler Ausgaben untersucht. Das Ziel war hier, Informationen mittels
der Modalitäten zu präsentierten, die vom Benutzer bevorzugt werden und
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in denen sich die auszugebenden Daten gut repräsentieren lassen. So können
z. B. geographische Daten gut auf grafischem Wege mittels einer zweidimen-
sionalen Landkarte dargestellt werden. Eine rein akustische Ausgabe komple-
xer geographischer Informationen gestaltet sich jedoch schwierig.
Sprache kann hingegen sowohl visuell als grafischer Text als auch auditoriell
als gesprochene Sprache wiedergegeben werden. Der Schwerpunkt der ers-
ten Präsentationssysteme war die Koordination von Sprache mit Bildern oder
Animationen. Die Präsentationen konnten in ihrer Größe an unterschiedliche
Formate angepasst werden. Weiterhin konnte der Benutzer Präferenzen für das
Präsentationsformat angeben.
Abbildung 2.6: Ubiquitäres Informationssystem: Embassi Home-Entertain-
ment-Demonstrator (Foto: European Media Laboratory).
Prototypen dieser Präsentationssysteme sind AIMI [Burger & Marshall, 1993]
und Cubricon, die Sprache mit Kartendarstellungen als Teil von militärischen
Missionsplanungen koordinierten. Im SAGE-System [Roth et al., 1991] wer-
den Texte und Grafiken zur Darstellung quantitativer Daten wie z. B. Finanz-
daten verwendet. Das WIP-System [André et al., 1993] generiert Präsentatio-
nen aus statischen Bildern, grafischem Text, gesprochener Sprache und 3D-
Animationen zur Illustration der Verwendung oder Reparatur von technischen
Geräten wie Espressomaschinen oder Modems. Das System passte die Präsen-
tationen in Abhängigkeit von zwei Benutzerkategorien (Anfänger oder Ex-
perte) sowie vier bevorzugte Präsentationsmodi (Text, Grafik, Animationen,
keine) an. Das Präsentationssystem COMET („Coordinated Multimedia Ex-
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planation Testbed“, [Feiner & McKeown, 1998]) generiert Text-Bild-Präsen-
tationen, die die Reparatur einer Sende-/Empfangsanlage beschreiben.
Abbildung 2.7: Ubiquitäres Informationssystem: Intelligenter Einkaufsführer
(Foto: [Wahlster & Wasinger, 2006]).
Mit dem Erfolg von ubiquitären Informationssystemen und der fortschreiten-
den Dezentralisierung von Applikationen durch tragbare Computer und draht-
lose Kommunikation wurden multi-modale Benutzerschnittstellen auch zu-
nehmend in ubiquitären Informationssystemen eingesetzt. Im Embassi-Projekt
[Herfet et al., 2001] wurde ein multi-modales Dialogsystem zur Steuerung
eines Home-Entertainment-Systems realisiert. Das System umfasst Eingaben
per Sprache und per Gestik sowie Ausgaben mittels Sprache, Grafik sowie
eines animierten Charakters (Abbildung 2.6). Mit dem System können ein
Ventilator, ein Festplattenrecorder, ein Fernseher und Fensterläden gesteuert
werden.
Ein weiteres Beispiel für ein ubiquitäres Informationssystem, das multi-mo-
dale Interaktionen unterstützt, ist das SmartKom-Projekt [Wahlster, 2006], das
ebenfalls ein Home-Entertainment-Szenario mit Sprach- und Gestikeingaben
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realisiert. Innerhalb des Specter-Projekts wurde ein multi-modaler Einkaufs-
führer realisiert [Wahlster & Wasinger, 2006]. Der Benutzer kann auf einem
PDA Spracheingaben, handschriftliche Eingaben sowie Zeigegesten kombi-
nieren, um sich Informationen über ein Produkt anzeigen zu lassen. Das Sys-
tem ist ebenfalls in der Lage zu erkennen, ob der Benutzer ein Produkt in den
Händen hält und um welches Produkt es sich handelt. Das System ermittelt die
Anwesenheit eines Benutzers mittels Infrarotbarken (Infrared Beacons) sowie
durch Funkerkennung (RFID). Als zusätzliche Hervorhebung von gesuchten
Produkten wird ein Projektor (SearchLight) verwendet. Abbildung 2.7 zeigt
den Aufbau des ubiquitären Informationssystems.
2.3 Gekoppelte und flexible Bildschirme
Bildschirme spielen in ubiquitären Informationssystemen eine besondere Rol-
le. Ähnlich wie integrierte Schaltungen wurden Bildschirme in Folge der Ver-
wendung von Projektions-, Plasma- oder LCD-Technologien preisgünstiger
und leistungsfähiger.
Abbildung 2.8: Berliner Fenster: Wettervorhersage auf zwei gekoppelten Mo-
nitoren.
Als Folge dieser Entwicklung sind heutzutage Zusatzbildschirme in zahlreiche
Gegenstände eingebettet wie z. B. in Fernbedienungen oder Drucker. Ebenso
werden mehrere Bildschirme kombiniert, um die Bildschirmfläche zu vergrö-
ßern und um Applikationen besser auf der Arbeitsfläche verteilen zu können.
Dies wird in dieser Arbeit als Kopplung von Ausgabegeräten bezeichnet. All-
gemein wird von einer Kopplung von Ausgabegeräten gesprochen, wenn In-
halte auf mehrere Ausgabegeräte verteilt und koordiniert ausgegeben werden
können. Ein Beispiel für die Kopplung von Ausgabegeräten ist eine Fernbe-
dienung mit einem integrierten Bildschirm, auf dem Zusatzinformationen zum
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aktuellen Programm auf dem Fernseher angezeigt werden (z. B. der Name des
Fernsehkanals). Ein weiteres Beispiel ist eine Videowand, bei der mehrere
Bildschirme zu einem großen Bild kombiniert werden.
Abbildung 2.9: Nintendo DS Videospielkonsole (Foto: Wikipedia).
Die Kopplung von Bildschirmen wird heutzutage bereits erfolgreich einge-
setzt. An IT-Arbeitsplätzen werden zwei bis drei Monitore parallel eingesetzt,
um die Bildschirmfläche zu vergrößern. Gekoppelte Bildschirme finden sich
ebenfalls in öffentlichen Bereichen und im Privathaushalt. In der Berliner U-
Bahn wird eine Kopplung von zwei Monitoren verwendet, um Werbe- und
Informationssendungen mittels Texten, Bildern und Animationen darzustellen
(Abbildung 2.8). In Videospielsystemen wie dem Nintendo DS werden zwei
Bildschirme gleichzeitig verwendet, um Daten darzustellen (Abbildung 2.9).
So wird bei Spielen häufig ein Bildschirm für eine zweidimensionale Über-
sichtskarte und ein Bildschirm für eine dreidimensionale Ansicht aus dem
Blickwinkel des Spielcharakters verwendet.
Die Flexibilisierung der Bildschirmtechnologien zeigt sich nicht nur durch
die Herstellung von kompakteren, flacheren oder größeren Bildschirmen. Die
Entwicklung von rollbaren Bildschirmen weißt darauf hin, dass in Zukunft
Bildschirme Eingang in viele Lebensbereiche finden werden. Abbildung 2.10
zeigt den Prototypen eines rollbaren Bildschirms der Firma Polymer Vision.
Im Zusammenhang mit ubiquitären Informationssystemen lässt sich die Hy-
pothese aufstellen, dass in Zukunft nicht nur die Informationsverarbeitung,
sondern auch die Ausgabegeräte ubiquitär sein werden.
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Abbildung 2.10: Rollbarer Bildschirm der Firma Polymer Vision (Foto: Poly-
mer Vision).
2.4 Zusammenfassung
In diesem Kapitel wurden die Grundkonzepte, auf denen diese Arbeit aufbaut,
eingeführt. Die Informationstechnologie entwickelt sich zu Systemen hin, die
sehr stark verteilt und vernetzt sind. Teilweise sind sie unsichtbar in die Um-
gebung eingebettet. Diese Systeme werden unter dem Überbegriff „ubiquitäre
Informationssysteme“ zusammengefasst. Das Konzept der ubiquitären Infor-
mationssysteme wurden zu multi-modalen Dialogsystemen in Beziehung ge-
setzt, die eine natürlichere und effizientere Kommunikation zwischen Benut-
zern und Computern als bei den traditionellen grafischen Benutzeroberflächen
zum Ziel haben.
Der Schwerpunkt dieser Arbeit ist die Betrachtung gekoppelter Ausgabege-
räte. Im Bereich gekoppelter Bildschirme existieren bereits erste Produkte,
jedoch stand bisher eine vollständige Betrachtung gekoppelter Ausgabegeräte




3 Stand der Wissenschaft
Die bisherigen Arbeiten zur automatisierten Generierung von multi-moda-
len Präsentationen auf gekoppelten Ausgabegeräten lassen sich anhand von
drei Forschungsrichtungen illustrieren. Nach der Einführung der Grundbegrif-
fe (Abschnitt 3.1) erfolgt in Abschnitt 3.2 eine Gegenüberstellung von Stu-
dien und Ansätzen zur automatisierten Generierung von Präsentationen auf
einem Gerät. Anschließend werden empirische Untersuchungen und Ansätze
zur Generierung von Präsentationen mit gekoppelten Ausgabegeräten vergli-
chen (Abschnitt 3.3). Da für die Ad-hoc-Integration von neuen Ausgabegerä-
ten insbesondere geeignete Selbstbeschreibungen der multi-modalen Ausga-
bemöglichkeiten nötig sind, wird in Abschnitt 3.4 der Stand der Forschung
bzgl. der Modellierung multi-modaler Ausgaben untersucht.
3.1 Terminologie
Da die Begriffe „Modalität“ und „Medium“ in verschiedenen Forschungsbe-
reichen unterschiedlich verwendet werden, erfolgt in diesem Abschnitt zu-
nächst eine Definition der grundlegenden Begriffe, die für diese Arbeit rele-
vant sind. Laut Bernsen bezeichnet der Begriff Modalität einen Kanal, durch
den Informationen zwischen Menschen oder zwischen Mensch und System
ausgetauscht werden können [Bernsen, 2001]. Eine Modalität stellt somit ein
Repräsentationsformat dar. Beispiele für Eingabemodalitäten sind gesproche-
ne Sprache oder Zeigegesten. Beispiele für Ausgabemodalitäten sind Sprach-
ausgaben, Bilder, Tabellen oder Braille-Schrift. Dieser Informationsaustausch
ist dabei an ein Medium gebunden.
Das Medium stellt die physikalische Umsetzung der Informationen dar. Die-
se kann z. B. im visuellen, auditoriellen oder taktilen Medium erfolgen. Im
Bezug auf Medien verwenden wir im Unterschied zu [Bernsen, 2001] die Be-
griffe „visuell“, „auditoriell“ und „taktil“, da die von Bernsen verwendeten
Begriffe „grafisch“, „akustisch“ und „haptisch“ technikbezogen sind und die
menschlichen Sinneswahrnehmungen nicht erfassen.
Maybury und Wahlster [Maybury & Wahlster, 1998] hingegen unterscheiden
zwischen der Modalität als Interaktionsstil (z. B. visuell, auditoriell oder tak-
til) und dem Code als Kodierungsformat (z. B. Sprache, Grafik oder Haptik).
Dabei kann derselbe Code (z. B. Sprache) in unterschiedlichen Modalitäten
übertragen werden (z. B. visuell durch Zeichensprache oder auditoriell durch
gesprochene Sprache). Das Medium der Interaktion wird dabei als technischer
Informationsträger (z. B. Papier oder CD-ROM) verstanden, auf dem der Code
in einer Modalität umgesetzt wird.
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Die Begriffe „Modalität“ bei Maybury und Wahlster sowie „Medium“ bei
Bernsen haben dieselbe Bedeutung. Der Begriff „Modalität“ bei Bernsen ent-
spricht einem „Code“ bei Maybury und Wahlster, der auf eine bestimmte „Mo-
dalität“ bezogen ist, z. B. gesprochene Sprache, die Informationen mittels ei-
ner Sprachkodierung auditoriell übermittelt.
Da im Verlauf dieser Arbeit auf weitere Arbeiten von Bernsen Bezug genom-
men wird verwenden wir im Folgenden Bernsens Definitionen von Modalität
und Medium. In Analogie zu Modalitäten werden in dieser Arbeit darüber hin-
aus Software-Komponenten oder Geräte ebenfalls als visuell, auditoriell oder
taktil bezeichnet, falls sie Modalitäten im jeweiligen Medium unterstützen.
Eine Komponente zur Ausgabe von grafischem Text stellt somit eine visuel-
le Ausgabekomponente dar. Ein Lautsprecher repräsentiert ein auditorielles
Ausgabegerät.
Bernsens Taxonomie unterscheidet zwischen den folgenden Modalitätenei-
genschaften. Linguistische Modalitäten sind Modalitäten, in denen Informa-
tionen mittels einer Sprache kodiert sind. Beispiele für linguistische Modalitä-
ten sind Schriftsprache oder Gestensprache. Weiterhin unterscheidet Bernsen
zwischen statischen Modalitäten (z. B. einem Bild) und dynamischen Modali-
täten (z. B. einem Film).
Arbiträre Modalitäten sind Modalitäten, die sich nicht auf eine gegebene Se-
mantik angewiesen sind. Zum Beispiel ist beim Klingeln eines Weckers weni-
ger entscheidend, in welcher Tonhöhe oder Tonfolge der Wecker klingelt. Das
Klingeln an sich wird eher als auditorielle Stimulation verwendet. Dasselbe
gilt für das grafische Hervorheben eines Wortes durch eine Hintergrundfarbe.
Analoge Modalitäten sind Modalitäten, die Informationen durch visuelle oder
auditorielle Ähnlichkeit repräsentieren. Nicht-analoge Modalitäten wie z. B.
Text repräsentieren Konzepte hingegen durch eine feste Semantik.
3.2 Multi-modale Ausgaben auf einem Gerät
Die Effekte von multi-modalen Präsentationen auf einem Ausgabegerät sind
bereits sehr gut untersucht. Dies betrifft sowohl die Effekte der Wahl unter-
schiedlicher Modalitäten auf die kognitive Last als auch die Verwendung von
animierten Charakteren. Im Folgenden wird zunächst ein Überblick über die
für die Arbeit relevanten Ergebnisse gegeben. Anschließend werden Ansät-
ze zur automatisierten Generierung von Präsentationen für ein Ausgabegerät
betrachtet.
3.2.1 Empirische Untersuchungen
[Tindall-Ford et al., 1997] haben Text-Bild- und Sprache-Bild-Ausgaben in
Bezug auf ihren Lerneffekt untersucht. Hierbei wurde der „Modalitäteneffekt“
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beobachtet, der eine Überlegenheit von Sprache-Bild-Ausgaben gegenüber
Text-Bild-Ausgaben zeigte. Tindall-Ford, Chandler und Sweller begründen
dies mit Baddeleys Modell des Arbeitsgedächtnisses [Baddeley, 2001]. In die-
sem Modell unterscheidet Baddeley zwischen drei voneinander unabhängigen
Systemen, einem visuell-räumlichen System („Visuo-Spatial Sketchpad“), ei-
nem auditoriellen System („Phonological Loop“) und einem System für über-
geordnetes Wissen („Episodic Buffer“). Das visuell-räumliche System verar-
beitet sowohl Text- als auch Bildinformationen. Dadurch entsteht bei Text-
Bild-Ausgaben der „Split-Attention-Effekt“, da das visuell-räumliche System
Text und Bild nicht parallel verarbeiten kann. Der Betrachter der Präsentation
ist gezwungen, seine Aufmerksamkeit zwischen Text und Bild aufzuteilen.
Bei den Sprache-Bild-Ausgaben wird hingegen durch Sprache das auditorielle
System angesprochen. Dadurch können Sprache und Bild parallel verarbeitet
werden und die kognitive Belastung sinkt. Sweller hat gezeigt, dass dieser
Effekt jedoch nur bei Material mit hohem Schwierigkeitsgrad beobachtet wer-
den kann. Dieser Effekt wurde in weiteren Studien bestätigt, z. B. [Mayer &
Moreno, 1998].
[Tabbers et al., 2001] haben gezeigt, dass der Modalitäteneffekt nicht beob-
achtet werden kann, falls in den Text-Bild-Ausgaben genügend Verbindungen
zwischen Text und Bild existieren, z. B. indem die Textstellen direkt an die
Teile eines Diagramms geschrieben werden, worauf sie sich beziehen. Hier-
durch wird der Split-Attention-Effekt gering gehalten.
In einer dieser Arbeit vorhergehenden Studie [Elting et al., 2002] wurden
unterschiedliche Kombinationen von Ausgabemodalitäten auf drei Geräten
(Desktop-PC, Fernseher und PDA) untersucht. Das Ergebnis war, dass sich
der Modalitäteneffekt auf den drei Geräten unterschiedlich auswirkt. Beson-
ders deutlich war der Unterschied zwischen der kognitiven Last von Text-Bild-
und Bild-Sprache-Ausgaben auf dem PDA, mit dessen Handhabung die meis-
ten Teilnehmer nicht vertraut waren. Dies korrespondiert mit der Beobach-
tung von Tabbers und Kollegen, dass der Modalitäteneffekt nur unter kogniti-
ver Last auftritt. In [Oviatt et al., 2004] findet sich ein Überblick über Theo-
rien zur kognitiven Last mit Bezug zu multi-modalen Dialogsystemen. Der
Schwerpunkt liegt hierbei auf multi-modalen Eingaben.
Ein weiteres Resultat aus dem Bereich der Sozialwissenschaften ist, dass Men-
schen Medien unbewusst wie soziale Akteure behandeln. Dies dokumentieren
[Reeves & Nass, 1999] mit Hilfe von mehreren Studien für Computer, Fern-
seher und Kinofilme. Die Ergebnisse von Reeves und Nass sind ein Hinweis
darauf, dass animierten Charakteren als Ansprechpartner in ubiquitären Infor-
mationssystemen eine wichtige Rolle zukommt.
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[Van Mulken et al., 1998] hat die Auswirkung eines animierten Charakters
auf die Lerneffizienz untersucht. Das Ergebnis des Experiments ist, dass die
Lerneffizienz durch den Charakter nicht signifikant gesteigert werden konnte.
Jedoch haben die Versuchspersonen (Vpn) Präsentationen mit dem Charak-
ter als unterhaltsamer eingestuft. Die Autoren begründen dies damit, dass der
zusätzliche Lerneffekt, der durch die motivierenden Erläuterungen des ani-
mierten Charakters entsteht, durch die Ablenkung kompensiert wird, die ein
animierter Charakter erzeugt.
3.2.2 Technische Umsetzung
Template-basierte Ansätze stellen die einfachste Methode dar, um multi-mo-
dale Präsentationen automatisch anzupassen. Bei Webseiten werden hierzu ty-
pischerweise XSLT [W3C Recommendation, 1999], JSP1 oder PHP2 verwen-
det, um Webseiten dynamisch an verschiedene Kontexte anpassen zu können.
Diese Ansätze haben jedoch den Nachteil, dass jedes einzelne Layout manu-
ell definiert werden muss. Möchte man das zugrunde liegende Layout ändern,
so muss jedes einzelne Template manuell modifiziert werden, da die Gemein-
samkeiten der Templates nicht erfasst werden können.
Ein flexiblerer Ansatz ist die wissensbasierte Generierung von Präsentationen,
die durch die Modellierung von abstraktem Präsentationswissen in der Lage
ist, Gemeinsamkeiten von unterschiedlichen Präsentationen zu erfassen. Ein
weiterer Ansatz ist die Formulierung des Präsentationsproblems als numeri-
sches Optimierungsproblem. Beide Ansätze werden im Folgenden gegenüber
gestellt.
Wissensbasierte Ansätze
Ein weit verbreiteter Ansatz zur Generierung von multi-modalen Präsenta-
tionen ist ein Planungsansatz [Towns et al., 1998; Kerpedjiev et al., 1997;
André et al., 1993]. Typischerweise entsprechen bei den Planungsansätzen die
Planungsoperatoren multimedialen Akten, die den kommunikativen Akten in
der Textgenerierung entsprechen [André, 2003]. Der Vorteil eines Planungs-
ansatzes ist, dass das Präsentationswissen transparent aus den Operatoren her-
vorgeht. Diese explizite Repräsentation vereinfacht die Pflege und Wiederver-
wendung von Präsentationsstrategien.
Das Autobriefer System [André et al., 2005] erstellt multi-modale Präsentatio-
nen von Briefings. Mittels eines GUI kann der Benutzer die strukturelle und
zeitliche Ordnung der Präsentation festlegen. Als Präsentationsformate wer-
den Power Point und SMIL [W3C Recommendation, 2005] unterstützt. Die
1Java Server Pages, http://java.sun.com/products/jsp/
2PHP Hypertext Preprocessor, http://www.php.net/
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Komposition der Präsentation erfolgt mittels eines hierarchischen Planungsan-
satzes in Verbindung mit einem linearen Constraint-Löser. Dabei werden zeit-
liche Constraints und Layout-Constraints mittels einer Intervallalgebra [Allen,
1983] formuliert und durch den Constraint-Löser in ein konkretes Layout um-
gesetzt.
Das Cuypers System [van Ossenbruggen et al., 2000] verwendet ähnlich zu
Autobriefer einen Constraint-basierten Ansatz, zur adaptiven Generierung von
SMIL-Präsentationen. Wie Autobriefer werden dabei quantitative Constraints
und qualitative Constraints unterstützt, um ein grafisch-zeitliches Layout zu
definieren. Das Präsentationswissen und die Constraints werden in Prolog for-
muliert.
Das in [Zancanaro et al., 2003] beschriebene System komponiert in einem
Museumskontext Präsentationen von Standbildern, die durch Sprache sowie
kinematografische Übergänge (z. B. Zoom oder Überblenden) ergänzt werden.
Die Autoren verwenden dazu ein regelbasiertes System, in dem kinematogra-
fische Regeln sowie die zur Verfügung stehende Medienobjekte gespeichert
werden. Das Ergebnis ist eine Video-ähnliche Macromedia Flash Präsentati-
on, die auf einem PDA abgespielt wird. Weitere Gerätetypen werden jedoch
nicht unterstützt.
Das Improvise System [Zhou & Feiner, 2001] wird verwendet, um personali-
sierte medizinische Briefings zu erstellen. Das System generiert ebenfalls Sta-
tistiken über Computer-Netzwerkverkehr. Die Präsentationen bestehen aus ei-
ner Sequenz von Animationen, die als „visueller Diskurs“ bezeichnet werden.
Dies geschieht in Improvise durch einen hierarchischen Planungsalgorithmus.
Der Schwerpunkt des Systems liegt in der Berechnung von grafischen Lay-
outs sowie von kohärenten räumlichen und zeitlichen Übergängen zwischen
den Präsentationen.
Das Multiface System [Channarukul et al., 2004] verwendet STRIPS-Planung
(vgl. [Nau et al., 2004]), um SMIL-Präsentationen zu generieren. Das Sys-
tem wurde in Java realisiert und basiert auf dem Xsmiles-Tool zur Ausgabe
von SMIL-Inhalten. Das System verwendet Selbstbeschreibungen, um SMIL-
Präsentationen an mehrere Gerätetypen (z. B. Desktop-PC, PDA oder Mobil-
telefon) anzupassen. Die Autoren geben jedoch keine weiteren Informationen
dazu, wie die Planungsoperatoren aussehen, wie die Selbstbeschreibungen de-
finiert sind oder wie die Anpassung der SMIL-Präsentationen erfolgt. Die Prä-
sentationsstrategien werden in Prolog formuliert.
Im Projekt SmartKom [Wahlster, 2006] wurden ein multi-modales Dialogsys-
tem realisiert, das Eingaben durch Sprache und Zeigegesten unterstützt. Aus-
gaben werden realisiert durch einen animierten Agenten und ein GUI [Reit-
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hinger et al., 2003]. Es existieren vier Szenarien, die jeweils unterschiedli-
che Ausgabegeräte unterstützen. Im Home-Entertainment-Szenario wird ein
Touchpad zur Interaktion mit dem System verwendet. Die Ausgabe des Sys-
tems wird koordiniert durch den PrePlan-Präsentationsplaner [André, 1995].
Die Sprachausgabe wird dabei mit den Lippenbewegungen des animierten
Charakters synchronisiert. Ebenso werden die Gesten des animierten Agen-
ten mit Elementen in dem GUI (z. B. Icons auf einem Stadtplan) koordiniert.
Die multi-modalen Ausgaben des Systems sind allerdings stets auf ein Ausga-
begerät und auf feste Layouts beschränkt.
Numerische Ansätze
Im Supple-System [Gajos et al., 2005] wird ein modellbasierter Ansatz mit
einem numerischen Optimierungsverfahren kombiniert, um für unterschiedli-
che Applikationen dynamisch ein GUI zu generieren. Der Vorteil des numeri-
schen Ansatzes ist, dass im Unterschied zu rein wissensbasierten Ansätzen
mittels Kostenfunktionen eine große Anzahl von Applikationen unterstützt
werden kann. Der Nachteil ist jedoch, dass bereits kleine Änderungen in der
Kostenfunktion große Unterschiede in dem erstellten GUI zur Folge haben
können. Dies ist durch numerische Instabilitäten des Optimierungsalgorith-
mus bedingt. Aus diesem Grund verfügt Supple über ein Werkzeug, mit dem
ein automatisch generiertes GUI interaktiv durch den Benutzer angepasst wer-
den kann, falls der Algorithmus versagt.
Das RIA-System [Zhen et al., 2005] ist ein Dialogsystem, das Benutzer bei
der Suche nach Häusern, Grundstücken und Hotels unterstützt. Das System
erstellt je nach Benutzeranfrage fließende Übergänge zwischen zwei Ausga-
ben, was als „visuelle Kontinuität“ bezeichnet wird. Ein weiterer Schwerpunkt
des Systems ist das Ausblenden unnötiger Informationen, die für den Benutzer
nicht interessant scheinen sowie das Vergrößern, Hervorheben und Annotieren
von Objekten, an denen der Benutzer besonders interessiert ist.
Zhen und Kollegen verwenden dazu einen numerischen Optimierungsalgorith-
mus. Dieser Algorithmus birgt jedoch zwei Nachteile. Zum einen müssen die
Werte der Kostenfunktion sorgfältig gewählt werden. In RIA betrifft dies z. B.
die Relevanz von grafischen Objekten im aktuellen Dialogschritt. Andererseits
lässt sich bei Fehlern des Systems nur schwer nachvollziehen, welche Kosten
zu einer Entscheidung beigetragen haben und modifiziert werden müssen.
Das System von Stent und Guo [Stent & Guo, 2005] verwendet einen da-
tengetriebenen Ansatz, um Text-Bild-Präsentationen in HTML zu generieren.
Im Unterschied zu anderen System, existieren keine vordefinierten Präsenta-
tionsstrategien. Diese werden aus einem Korpus von existierenden Präsenta-
tionen gelernt. Das System verwendet dazu einen Korpus von 100 Webseiten,
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auf denen Computer zum Verkauf angeboten werden.
Diese Webseiten werden zunächst nach Inhaltstypen klassifiziert, was mit-
tels einer Ontologie und eines Lexikons erfolgt. So wird z. B. der Wortstamm
„GB“ als Abkürzung der Einheit „Gigabyte“ dem Konzept Speicherplatz zu-
geordnet. Anschließend werden die Wahrscheinlichkeiten von Präsentations-
elementen und deren Kontext berechnet, z. B. wie wahrscheinlich eine Tabelle
der Produkteigenschaften zwischen einem Bild des Produkts und einer textu-
ellen Beschreibung platziert wird. Mittels dieses Verfahrens können Präsenta-
tionsstrategien gelernt werden.
In einem zweiten Schritt werden die vom System generierten Präsentationen
durch drei menschliche Experten bewertet. Diese Bewertungen werden eben-
falls bei der endgültigen Auswahl der zu verwendenden Präsentationsstrategi-
en berücksichtigt und werden mit den aus dem Korpus abgeleiteten Bewertun-
gen kombiniert. Trotz der Neubewertung durch die Experten ergaben sich je-
doch numerische Unregelmäßigkeiten. So wurden durch das System etwa 25%
der durch die Experten als „schlecht“ bewerteten Präsentationen als „schlecht“
bewertet.
3.3 Multi-modale Ausgaben in verteilten Geräteumgebungen
Bei multi-modalen Ausgaben in verteilten Geräteumgebungen ergeben sich
im Vergleich zu Ausgaben auf einem einzelnen Gerät neue Herausforderun-
gen. Bei verteilten Systemen können einzelne Geräte (z. B. ein mobiler PDA)
aus dem System entfernt oder dem System hinzugefügt werden. Hier stellt
sich die Frage, wie ein System auf solche Ereignisse reagieren soll. Weiter-
hin ist es möglich, denselben Inhalt auf verschiedenen Geräten darzustellen.
So kann z. B. die multi-mediale Präsentation von Filminformationen sowohl
auf einem PDA als auch auf einem Tablet PC erfolgen. Da der PDA jedoch
über wesentlich weniger Rechen- und Netzwerkkapazität verfügt sowie eine
geringere Auflösung als der Tablet PC besitzt, stellt sich hier die Frage, wie
die Präsentation geeignet an die Geräteeigenschaften des Ausgabegeräts an-
gepasst werden kann.
Auch die Interaktionsmöglichkeiten mit dem System bekommen eine neue Di-
mension. So ist es jetzt möglich, Informationen für mehr als einen Benutzer zu
präsentieren. Dabei stellt sich insbesondere die Frage, welche Informationen
auf privaten Ausgabegeräten (z. B. auf einem Bildschirm eines PDAs oder auf
Kopfhörern) und welche auf öffentlichen Ausgabegeräten (z. B. einem Wand-
bildschirm) dargestellt werden. Um diese Fragen in Bezug auf die aktuellen
Forschungsarbeiten zu untersuchen, werden zunächst die relevanten empiri-
schen Untersuchungen bzgl. Ausgaben in verteilten Geräteumgebungen unter-
sucht. Anschließend wird ein Überblick über existierende Systeme gegeben.
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Zuletzt erfolgt ein Diskurs über Ansätze zur Modellierung von Ausgabegerä-
ten und deren Rolle in Bezug auf ubiquitäre Informationssysteme.
3.3.1 Empirische Untersuchungen
Bei Systemen, die über mehrere Geräte verteilt sind, ist die Frage nach einer
geeigneten Benutzerschnittstelle noch schwieriger zu beantworten als bei tra-
ditionellen Benutzerschnittstellen, die nur ein einzelnes Gerät umfassen. Der
Grund hierfür ist, dass die Bedienbarkeit von Systemen mit mehreren Ausga-
begeräten stark von der Konfiguration der Geräte untereinander abhängt, z. B.
der Größe und der räumlichen Anordnung der Bildschirme. Aus diesem Grund
lassen sich experimentelle Ergebnisse und Werkzeuge nicht ohne weiteres auf
andere Systeme anwenden. Im folgenden Abschnitt wird ein Überblick über
die existierenden Studien und Systeme gegeben. Dabei wird unterschieden
zwischen den Bereichen Multi-Monitor-Systeme, ubiquitäre Informationssys-
teme und vernetze Home-Entertainment-Anwendungen.
Multi-Monitor-Systeme
Es gibt verschiedene Hinweise auf die effiziente Verwendung multipler Aus-
gabegeräte. Eine von Microsoft in Auftrag gegebene Studie [Robertson et al.,
2005] mit 1197Vpn ergab, dass bei 20% aller Windows-Arbeitsplätze mehrere
Monitore (bis zu drei) gekoppelt als ein großer Bildschirm eingesetzt wurden.
Weitere 70% aller Benutzer verwendeten mehrere Monitore parallel, die aber
an verschiedene Computer angeschlossen waren. Als wesentliche Gründe für
die Beschränkung auf einen einzelnen Monitor wurden von den Vpn der be-
schränkte Platz am Arbeitsplatz sowie die Kosten der Bildschirme angegeben.
[Grudin, 2001] hat in einer Feldstudie 18 Anwender von Multi-Monitor-Sys-
temen befragt. Hierbei hat Grudin die Hypothese aufgestellt, dass Multi-Mo-
nitor-Systeme beim produktiven Arbeiten helfen können, indem sie das Ver-
teilen von Applikationen zulassen sowie eine periphere Wahrnehmung von
Ereignissen (z. B. Email) ermöglichen.
In [Oonk et al., 2003] wurden verschiedene Konfigurationen eines sechs Mo-
nitor-Systems in Form einer Videowand für eine militärische Kommandozen-
trale untersucht. Dabei sollten Applikationen wie Email, Chat oder Word auf
mehrere Monitore verteilt werden. Parallel sollten die Vpn ein Dokument er-
stellen und auf eingehende Anfragen per Chat reagieren. Untersucht wurden
Anordnungen mit ein, zwei, drei, vier und sechs Monitoren. Die Ergebnisse
zeigen, dass die optimale Monitoranordnung von der Applikation abhängt. Die
Vpn bevorzugten in den meisten Fällen eine vier Monitor-Anordnung. Bezüg-
lich der Effizienz haben sich vier Monitore in allen Experimenten deskriptiv
als überlegen gezeigt jedoch nie signifikant.
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[Czerwinski et al., 2003] hat die Effizienz und Akzeptanz von Benutzern bei
Verwendung eines 15 Zoll großen LCD-Monitors und eines 46,5 Zoll großen
Rückprojektionsmonitor verglichen. Der große Bildschirm bestand dabei aus
drei nebeneinander projizierten Bildschirmsignalen, die einen großen Desktop
ergaben. Es wurde dabei sowohl die Erinnerungsleistung untersucht als auch
die Zeit, die die Vpn zur Ausführung der gestellten Aufgaben benötigten. Die
Erinnerungsleistung wurde dabei zur Untersuchung der kognitiven Last ver-
wendet, die aus den Arbeiten mit dem jeweiligen Bildschirm resultiert.
Bei der Durchführung der Studie wurden die Vpn gebeten, Aufgaben im Kon-
text von Office- und Internet-Applikationen zu lösen. Das Ergebnis der Studie
war, dass sich beim großen Bildschirm die Erinnerungsleistung nicht signifi-
kant von der Erinnerungsleistung bei Verwendung des kleineren Bildschirms
unterscheidet. Jedoch waren die Vpn im Mittel auf dem großen Bildschirm
9% schneller und beurteilten den großen Bildschirm signifikant besser.
In einer Studie von [Hutchings et al., 2004] wurden die Interaktionen von
39 Teilnehmern an ihren Arbeitsplatz-PCs untersucht. Hierbei wurden Einzel-
monitorkonfigurationen mit Doppelmonitorkonfigurationen sowie Tripelmo-
nitorkonfigurationen verglichen. Hutchings und Kollegen beobachteten, dass
Nutzer von Multimonitorsystemen signifikant mehr Fenster parallel sichtbar
haben. Weiterhin waren signifikant weniger Interaktionen mit dem Fenster
der Email-Software notwendig, da aufgrund des erhöhten Layout-Platzes das
Fenster i. Allg. sichtbar war und nicht in den Vordergrund gewechselt wer-
den musste. Benutzer von Tripelmonitorsystemen nutzten jedoch den erhöhten
Layout-Platz ebenso aus wie Benutzer von Einzelmonitorsystemen (in 81%
der Zeit ist weniger als 20% Layout-Platz verfügbar). Dies ist ein Hinweis dar-
auf, dass Benutzer von Multimonitorsystemen den gewonnenen Layout-Platz
auch tatsächlich verwenden.
[Tan & Czerwinski, 2003] haben die Effizienz von 24 Benutzern bei der Ver-
wendung von sechs Kombinationen von zwei 22" Monitoren sowie eines Pro-
jektionsbildschirms untersucht. Ziel der Studie war es, die physikalische Tren-
nung von Informationen über mehrere Displays hinweg zu untersuchen. Dabei
ergaben sich entgegen den Erwartungen nur ein geringer Performance-Verlust
aufgrund der Trennung der Informationen. Allerdings zogen 14 von 24 Teil-
nehmern die 22 Zoll Monitore vor und 10 Teilnehmer bevorzugten, mit nur
einem Display zu arbeiten.
[Kruppa, 2006] hat die Migration eines animierten Charakters zwischen einem
PDA und einem Wandbildschirm in einem Erinnerungsexperiment untersucht.
Als Lerninhalte wurden dabei Präsentationen über historische Persönlichkei-
ten verwendet. Dabei fanden Präsentationen auf beiden Ausgabegeräten statt.
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Die Kombination PDA und Wandbildschirm wurde mit einer Bedingung ver-
glichen, in der nur der Wandbildschirm verwendet wurde. Die Teilnehmer in
der PDA-Wandbildschirm-Gruppe zeigten im Laufe des Experiments eine si-
gnifikante Verbesserung ihrer Erinnerungseffizienz. Nach drei Präsentationen
zeigten diese Vpn dieselbe Erinnerungseffizienz wie Vpn, die nur mit dem
Wandbildschirm gearbeitet haben.
Neben dem Charakter wurden weitere Methoden untersucht, um den Benutzer
über einen Wechsel der Präsentation vom Wandbildschirm auf den PDA zu in-
formieren (kein Signal oder ein animiertes Symbol). Es ergaben sich zwischen
den Methoden jedoch keine signifikanten Unterschiede bzgl. der Erinnerungs-
effizienz. Die Mehrheit der Benutzer zog jedoch den animierten Charakter vor.
Ubiquitäre Informationssysteme
In [Meyer zu Kniendorf, 2004] wurde ein Experiment bezüglich der Effizienz
und Akzeptanz von Benutzerschnittstellen eines ubiquitären Home-Entertain-
ment-Systems durchgeführt. Dabei wurde das zu untersuchende System in ei-
nem Wizard-of-Oz-Experiment [Dahlbäck et al., 1993] simuliert. Das System
setzte sich aus einem Fernseher, einem Videorecorder und einer Stereoanlage
zusammen. Es wurden drei generelle Typen von Benutzerschnittstellen unter-
sucht. In dem Experiment wurde verschiedene zentrale Kontrollmöglichkeiten
für die verteilte Geräteumgebung untersucht und dezentralen Kontrollmög-
lichkeiten gegenübergestellt. Als zentrale Kontrollinstanzen wurde ein Tablet
PC mit einer GUI sowie einem animierten Charakter untersucht. Als dezen-
trale Kontrollmöglichkeit wurde eine Bedienung des Systems per Sprache un-
tersucht.
Das Ergebnis der Studie war, dass Benutzer in der Interaktionen mit einem
bisher unbekannten ubiquitären Informationssystem dazu tendieren, ihre tra-
ditionelle Einzelgerätekontrolle beizubehalten und in Folge dessen System-
funktionalitäten nicht ausnutzen. Dies zeigt, dass insbesondere in Systemen,
bei denen Geräte in die Umgebung integriert sind, geeignete Möglichkeiten
zur Erforschung des Systems nötig sind. Die Studie hat hierzu gezeigt, dass
ein GUI als zentrale Kontrollinstanz gut geeignet ist, da es die gesamte Funk-
tionalität des Systems grafisch und statisch präsentiert, was zu deren Erfor-
schung einlädt. Der animierte Charakter wurde als zentrale Kontrollinstanz
gut akzeptiert.
Neben der Frage der Benutzerschnittstelle gibt es weitere Aspekte von ubiqui-
tären Informationssystemen, die untersucht wurden. Dryer hat in zwei Studi-
en gezeigt, dass sichtbare IT Geräte negative Stereotypen hervorrufen können
[Dryer et al., 1999]. So können technische Geräte, die nur schwer gemein-
sam zu verwenden sind, Benutzer unangenehm und zurückgezogen erscheinen
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lassen. Insbesondere können somit sichtbare technische Geräte sehr negative
Einflüsse auf die Mensch-Mensch-Kommunikation haben. Dies ist insbeson-
dere kritisch im Privathaushalt, der i. Allg. von mehreren Personen gemeinsam
benutzt wird.
Neben der Benutzerschnittstelle stellt sich auch die Frage nach der Vorher-
sagbarkeit und des Datenschutzes [Weiser et al., 1999]. Die Frage nach der
Vorhersagbarkeit eines solchen Systems lässt sich anhand des folgenden Bei-
spiels illustrieren. Falls der Benutzer einem ubiquitären Informationssystem
die sprachliche Anfrage „Ich möchte eine Komödie sehen“ stellt, so könnte
das System z. B. reagieren, indem es die Jalousien schließt, das Licht dimmt
und das Fernsehen anschaltet. Der Benutzer würde erwarten, dass das System
identisch reagiert, falls er einen Thriller sehen möchte. Andererseits würde er
erwarten, dass die Jalousien nicht heruntergelassen werden, wenn es draußen
bereits dunkel ist. Diesen Erwartungen des Benutzers zu entsprechen ist für
ubiquitäre Informationssysteme eine große Herausforderung.
Für ubiquitäre Informationssysteme ist ebenfalls die Frage des Datenschutzes
von Relevanz. In Systemen, die den Benutzer beobachten sowie protokollie-
ren, was der Benutzer sagt, stellt sich die Frage, wie öffentlich diese Daten
sind. Können andere Benutzer auf diese Daten zugreifen und sind sie vor un-
erlaubten Zugriffen sicher? Diese Frage stellt sich insbesondere in privaten
Umgebungen wie z. B. im Privathaushalt. So haben erste Experimente mit
ubiquitärer Informationstechnologie in Form von RFID-Funkchips im Kon-
sumgüterbereich bereits zu massiven Protesten von Kunden geführt, die sich
überwacht fühlen [Fischermann, 2004].
Weiterhin haben Hilbert und Trevor beobachtet, dass Benutzer in formellen
Situationen wie z. B. einem Mitarbeitervortrag Interaktionen mit Geräten be-
vorzugen, deren Bildschirme nicht für jeden sichtbar sind (z. B. einem mobilen
Gerät) [Hilbert & Trevor, 2004]. In einer informellen Situation wie z. B. einer
internen Gruppenbesprechung trat dieses Phänomen nicht auf.
Vernetzung im Home-Entertainment
Ein Bereich, in dem die zunehmende Vernetzung von Geräten und die Inte-
gration von PC-Funktionalitäten besonders deutlich wird, ist das Home-En-
tertainment. Fernseher können dazu verwendet werden, um im Internet zu
surfen3. Digitale Bilderrahmen können per Netzwerk angesteuert werden4.
DVD-Recorder verbinden sich mit dem Internet, um den elektronischen Pro-
grammführer zu aktualisieren5. Digitale Filme auf dem PC können drahtlos
3Loewe Online Plus Erweiterung, http://www.loewe.de.
4Digi-Frame DF-1710, http://www.digi-frame.com.
5KiSS Technology DVD Recorder DP-558, http://www.kiss-technology.com.
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auf den Fernseher übertragen werden6. Selbst Kühlschränke können sich mit
dem Internet verbinden, damit der Benutzer den Bestand an Lebensmitteln di-
rekt per Online-Shopping aufstocken kann7. Ein weiterer Trend ist die Integra-
tion zusätzlicher Bildschirme in Geräte, um der zunehmenden Funktionsviel-
falt der Geräte Herr zu werden. So zeichnen sich z. B. die programmierbaren
Harmony-Fernbedienungen8 durch einen zusätzlichen Farb-Display aus, der
ähnlich einem Mobiltelefon Zusatzinformationen anzeigen kann.
Insbesondere im Home-Entertainment-Bereich wurde die Entwicklung durch
die Ergebnisse mehrerer medienwissenschaftlicher Studien motiviert. Diese
Studien haben gezeigt, dass in den USA mehr als die Hälfte der Internet-
Benutzer einen Fernseher und einen PC im selben Raum haben und beide
Medien auch parallel nutzen [Pilotta et al., 2004; ComScore Presseerklärung,
2002]. Eine Online-Studie mit 700 deutschen Teilnehmern zeigt weiterhin,
dass der Bildschirm des Fernsehers als universelles Display akzeptiert wird
[Becker et al., 2004]. So haben rund 80% der Befragten auf die Frage, ob sie
sich vorstellen können, vom Fernseher aus auf den PC frei zugreifen zu kön-
nen, zustimmend reagiert. Rund 72% konnten sich vorstellen, Urlaubsvideos
oder MP3s auf dem Fernsehbildschirm zu zeigen.
Diese Studien zeigen, dass sich PC-Funktionalität und Heimelektronik nicht
ausschließen und dass der PC Einzug ins Wohnzimmer gehalten hat. Jedoch
existieren auch fundamentale Unterschiede zwischen der Verwendung eines
Fernsehers und der Verwendung eines Computers. So stellt Jakob Nielsen
im Zuge einer Analyse eines Fernsehgerätes mit Internet-Browser fest, dass
Webseiten auf Fernsehern aufgrund der niedrigeren Auflösung oft nur unzu-
reichend dargestellt werden9. Weiterhin wird beim Fernsehen eher passiv kon-
sumiert, während der Benutzer beim Computer eher aktiv die darzustellenden
Inhalte bestimmt. Außerdem werden Computer meist von einem Benutzer al-
leine verwendet, während beim Fernsehen sich oftmals mehrere Benutzer ein
Gerät teilen. Nielsen schließt daraus, dass die Nutzung des Internets auf dem
Fernseher eher in die Sendungen integriert werden sollte und nicht zu viele
Interaktionen der Benutzer voraussetzen sollte.
3.3.2 Technische Umsetzung
Es existieren verschiedene Ansätze zur Generierung von Ausgaben auf Syste-
men mit gekoppelten Ausgabegeräten. Im Folgenden werden die wichtigsten
Arbeiten vorgestellt und verglichen.
6Philips Streamium SL400i, http://www.streamium.com.
7Samsung HomePAD Refrigerator RH2777AT, http://www.samsung.com.
8Logitech Harmony Remote 655, http://www.logitech.com.
9Jakob Nielsen’s Alertbox for February 15, 1997, http://www.useit.com/alertbox/9702b.html.
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Das Peach-System [Kruppa, 2004] erstellt gekoppelte Bildschirmausgaben
mittels eines PDAs und eines Wandbildschirms, den sich mehrere Benutzer
gleichzeitig teilen. Animierte Charaktere werden eingesetzt, um zwischen den
beiden Ausgabegeräten zu vermitteln. Aufgrund der statischen Museumsum-
gebung werden jedoch neben PDAs und Wandbildschirmen keine weiteren
Ausgabegeräte unterstützt.
Rekimoto [Rekimoto, 2000] beschreibt den Einsatz von Benutzerschnittstel-
len, die sich über mehrere physikalische Interaktionsgeräte hinweg erstrecken,
z. B. für Interaktionen zwischen PDAs und einem Wandbildschirm. Die In-
teraktionstechniken beschränken sich hier jedoch lediglich darauf, Daten von
einem Gerät zum anderen zu bewegen. Systemausgaben, die mehrere Geräte
gleichzeitig umfassen, werden nicht generiert.
[Heider & Kirste, 2005] beschreiben einen Ansatz für spontane Gerätekoope-
ration in ubiquitären Informationssystemen. Der Ansatz verwendet das Kon-
zept von zielbasierten Interaktionen. Bei zielbasierten Interaktionen wird die
Systemfunktionalität nicht funktional beschrieben (z. B. das Einlegen, Abspie-
len und Auswerfen einer CD) sondern mittels übergeordneter Ziele (z. B. „Mu-
sik abspielen“), die die Interaktion des Benutzers mit dem System erfüllen
soll. Diese Ziele werden aus den Benutzeranfragen abgeleitet und an einen
Planer übergeben, der sie mittels geeigneter Operatoren in gerätespezifische,
funktionale Anfragen übersetzt. Als Beispiel wird ein Szenario beschrieben,
in dem der Benutzer, die Helligkeit des Fernsehbildes erhöhen möchte. Das
System setzt dies durch das Dimmen einer Lampe und das Schließen von Ja-
lousien um. Die dazu notwendigen Strategien im Planer werden über einer
geräteübergreifenden Ontologie definiert, die Konzepte wie die Umgebungs-
helligkeit umfasst.
Heider und Kirste argumentieren, dass die Ontologie nur aus geräteunabhän-
gigen Konzepten wie Helligkeit oder Sichtbarkeit besteht und dass die Defi-
nition der Präsentationsoperatoren über den Konzepten der Ontologie keine
Einschränkung der Allgemeingültigkeit der Planungsoperatoren darstellt. Die
Planungsoperatoren werden von jedem Gerät, das dem System neu hinzuge-
fügt wird, an den Planer gesendet. Auf diese Weise können theoretisch belie-
big viele Geräte durch das System unterstützt werden.
Diese Vorgehensweise ist jedoch nur bei einfachen Szenarien wie dem oben
beschriebenen praktikabel. Bei der Koordination von gekoppelten Ausgabege-
räten müssen die Ausgaben zwischen den Geräten auf komplexe Weise koor-
diniert werden. So müsste eine Sprachausgabekomponente Operatoren liefern,
die angeben, wie sie mit anderen Komponenten (z. B. den Lippenbewegungen
eines animierten Charakters) koordiniert werden kann. Diese Komponenten
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und deren Funktionalitäten müssten durch die Sprachausgabe vorausgesehen
werden, damit sie in den Operatoren, die an den Planer gesendet werden, be-
rücksichtigt werden können. Da dies i. Allg. ein zu komplexes Problem dar-
stellt, ist der von Heider und Kirste gewählte Ansatz für gekoppelte Ausgabe-
geräte nicht praktikabel.
Das System aus [Braun et al., 2004] ist in der Lage, ein GUI mit Sprachaus-
gabe zu generieren, das über mehrere eingebettete Displays und PDAs verteilt
ist. Dabei wird die Benutzerschnittstelle zunächst geräteunabhängig in einer
auf XHTML und XForms basierenden Sprache definiert. Anschließend wird
sie von einem Java-Programm in mehrere GUIs aufgespalten. Dies geschieht
in Abhängigkeit der Position und Orientierung des Benutzers, dessen Position
mit Hilfe von aktiver Sensorik überwacht wird. Die Aufspaltung des gerä-
teunabhängigen Interfaces geschieht allerdings mit Hilfe einer festen Menge
von Java-Regeln [Braun & Mühlhäuser, 2004]. Dadurch ist das Regelwerk nur
schwer erweiterbar und die betroffene Komponente nicht transparent. Außer-
dem werden in der geräteunabhängigen Beschreibung Werte bzgl. der Wich-
tigkeit von Interface-Teilen zwischen 0.0 und 1.0 vergeben, die anschließend
bevorzugt auf Geräten mit guten Interaktionsmöglichkeiten dargestellt wer-
den. Der Nachteil dieses Ansatzes ist, dass die zugewiesenen Werte nur wenig
Aussagekraft besitzen und dass ihre konkrete Auswirkung auf die Aufspaltung
des Interfaces nur schwer reproduzierbar ist.
Der Pebbles Personal Remote Controller [Myers et al., 2004] verwendet Be-
schreibungen von Applikationen, um automatisch ein PDA-basiertes GUI so-
wie eine Spracheingabeschnittstelle zu erstellen. Die Applikationen (z. B. die
Aufnahme eines Films mittels eines Videorecorders) müssen jedoch manu-
ell durch den Benutzer koordiniert werden. Diese manuelle Koordination ist
jedoch nicht praktikabel für multimediale Ausgabeapplikationen, die in ein
komplexes räumlich-zeitliches Layout integriert werden müssen.
Innerhalb des Everywhere Displays-Projektes von IBM [Pinhanez & Podla-
seck, 2005] werden projizierte Bilder in Kombination mit Gestenerkennung
dazu verwendet, um Benutzerschnittstellen ubiquitär erscheinen zu lassen und
um sie an den Kontext der Benutzer anzupassen. Ein Szenario, in dem die-
se projizierten Benutzerschnittstellen eingesetzt werden ist ein Supermarkt,
in dem Kunden durch die Projektionen auf Produkte aufmerksam gemacht
werden sollen und Zusatzinformationen abrufen können. Hierbei werden In-
formationen zu Produkten auch auf mehreren Projektionen parallel um das
Produkt gruppiert dargestellt. In einer Benutzerstudie [Sukaviriya et al., 2003]
ergaben sich jedoch Probleme der Versuchspersonen mit der Handhabung der
projizierten Benutzerschnittstellen. So waren Versuchspersonen u. a. verwirrt
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durch die Migration eines Displays von einem Ort zu einem anderen.
Das u-Texture-Projekt [Yanagihara et al., 2005] verwendet multiple Bildschir-
me im Bereich von intelligenten Möbeln. Eine u-Texture besteht aus einem
Bildschirm mit einem eingebettetem PC, der vom Benutzer vertikal oder ho-
rizontal ausgerichtet wird. Ebenso können mehrere u-Textures durch den Be-
nutzer verbunden werden, wodurch sich z. B. eine Videowand ergibt. Die Nei-
gung der u-Textures wird mittels Beschleuningungssensoren gemessen und
Daten werden über WLAN oder Infrarot ausgetauscht. Die resultierenden An-
wendungen beschränken sich jedoch auf einfachen Datenaustausch zwischen
den u-Textures, z. B. durch Kopieren der Daten von einer u-Texture auf eine
andere.
Das Gaia-Projekt implementiert eine Middleware für ubiquitäre Informations-
systeme, die beliebige Anzahlen von Displays als Ausgabegeräte erkennt und
ansteuern kann. Der Presentation Manager ist eine auf Gaia aufsetzende Ap-
plikation, die dazu dient Power Point-Präsentationen synchron auf mehreren
Bildschirmen gleichzeitig darzustellen. Hierbei muss allerdings der Benutzer
vor der Präsentation festlegen, welcher Inhalt auf welchem Bildschirm darge-
stellt werden soll [Hess et al., 2002].
Im Projekt EasyLiving von Microsoft Research [Brumitt et al., 2000] wur-
de ein ubiquitäres Informationssystem im Home-Entertainment-Bereich reali-
siert. Innerhalb des Projektes wurde ein Raum mit Kameras ausgestattet, die
bis zu drei Benutzer gleichzeitig beobachten können. Neben Personen beob-
achtet das System die Positionen von Eingabegeräten wie z. B. einer draht-
losen Tastatur. Die Ausgaben des Systems sind an den Kontext des Benut-
zers angepasst. Wechselt der Benutzer seine Position vom PC-Arbeitsplatz zur
Couch, so wird der Desktop des Computers automatisch auf die gegenüberlie-
gende Wand projiziert. Somit passt das EasyLiving System Ausgaben an die
Benutzerposition innerhalb des Raumes an, was durch ein Geometriemodell
des Raumes ermöglicht wird. Es wird jedoch lediglich der gesamte Windows-
Desktop migriert. Es ist insbesondere nicht möglich in Abhängigkeit der vor-
handenen Ausgabegeräte andere Kombinationen von Ausgabemodalitäten zu
verwenden.
Das WWICE-System von Philips [Baldus et al., 2000] realisiert eine Midd-
leware für verteilte Multimedia-Anwendungen. Mit Hilfe dieses Systems ist
es Benutzern im Philips HomeLab möglich, von jedem Zimmer des Labs aus
denselben Videofilm anzusehen. Wechselt der Benutzer den Raum, so wird
der Film auf das nächste TV in seiner Nähe umgeschaltet. Durch das WWICE
werden die im Labor verteilten Multimedia-Geräte und -Applikationen inner-
halb eines Netzwerkes angesteuert und verknüpft. Dabei unterstützt das WWI-
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CE dynamische Veränderungen des Systems (z. B. das Entfernen eines Gerä-
tes). Allerdings werden durch das WWICE keine Interaktionen unterstützt, die
mehrere Displays in einem Raum umfassen.
Es existieren verschiedene modellbasierte Ansätze, die es erlauben aufgrund
der Modellbeschreibungen Benutzerschnittstellen von einem Gerät zu einem
anderen Gerät zu migrieren und automatisch anzupassen [Ding & Litz, 2006;
Massó et al., 2006; Puerta & Eisenstein, 2002]. Jedoch werden dabei aufgrund
der Komplexität der Modelle nur grafische Benutzerschnittstellen migriert. Es
existieren bisher keine modellbasierten Systeme, die komplexe multi-modale
Benutzerschnittstellen automatisch generieren und migrieren können.
Der in [Bandelloni & Paternò, 2004] beschriebene modellbasierte Ansatz er-
laubt es, die Navigationsobjekte und die Visualisierungsobjekte von Websei-
ten zu trennen und auf mehrere Geräte zu verteilen. So kann z. B. ein PDA
verwendet werden, um eine Webseite auf einem PC zu kontrollieren. Die
Autoren sprechen hier von „partieller Migration“. Der Ansatz ist jedoch auf
HTML-Webseiten und VoiceXML-Interaktionen beschränkt und unterstützt
keine komplexen Synchronisationen zwischen Medienobjekten, wie es z. B.
der SMIL-Standard ermöglicht.
3.4 Modellierung multi-modaler Ausgaben
In ubiquitären Informationssystemen, die sich aus einer Vielzahl von unter-
schiedlichen Geräten zusammensetzen, können Geräte dynamisch aus dem
System hinzugefügt und entfernt werden. Dies kann geschehen, indem ein
Gerät (z. B. ein Computermonitor) manuell durch den Benutzer ausgeschaltet
wird oder durch einen technischen Fehler ausfällt. Ubiquitäre Informations-
systeme, die sich typischerweise aus einer Vielzahl von einzelnen Geräten zu-
sammensetzen, müssen in der Lage sein, auf solche Ergebnisse zu reagieren
[Edwards & Grinter, 2001].
Um eine ausgefallene oder entfernte Komponente ersetzen zu können, benö-
tigt das System Informationen darüber, welche Dienste die Komponente aus-
geführt hat. Mit dieser Information kann das System versuchen, mit den ver-
bleibenden Ressourcen den verloren gegangenen Dienst zu ersetzen. So könn-
te z. B. das Ausschalten eines Computermonitors zur Folge haben, dass bei der
nächsten Ausgabe stattdessen ein Projektor verwendet wird. Fällt eine Sprach-
ausgabekomponente aus, so könnte sie z. B. durch eine grafische Textausgabe
ersetzt werden.
In dieser Arbeit wird insbesondere untersucht, wie ein ubiquitäres Informa-
tionssystem flexibel auf das Hinzufügen und Entfernen von Ausgabegeräten
reagieren kann. Aus diesem Grund werden in diesem Abschnitt Ansätze zur
Modellierung der multi-modalen Ausgaben dieser Geräte untersucht. Die all-
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gemeine Modellierung von multi-modalen Ausgaben wird hierbei als Moda-
litätentheorie bezeichnet [Bernsen, 2001]. Neben Modalitätentheorien wird
ebenfalls auf die Modellierung von animierten Charakteren als spezielle Form
von multi-modalen Ausgaben eingegangen.
3.4.1 Modalitätentheorien
Die von Bernsen definierte Taxonomie von Ausgabeunimodalitäten [Bernsen,
2001] umfasst 30 Basisklassen von Unimodalitäten. Mit Ausgabeunimodalität
bezeichnet Bernsen eine atomare Ausgabemodalität. Bernsen zeigt, dass die-
se Darstellung vollständig und eindeutig ist. Die 30 Basisklassen werden auf
der Grundlage von fünf Basiseigenschaften von Ausgabeunimodalitäten defi-
niert. Bernsen unterscheidet zwischen (nicht) linguistischen, (nicht) analogen,
(nicht) arbiträren sowie statischen und dynamischen Ausgabeunimodalitäten.
Weiterhin unterscheidet Bernsen drei Typen von Medien: visuell, auditoriell
und taktil. Einige der Basisklassen werden exemplarisch in eine „subatomare“
Ebene erweitert. Diese Erweiterung findet aber nur exemplarisch statt, da sie
laut Bernsen schnittstellenspezifisch durchgeführt werden muss.
Bernsens Modell wird in verschiedenen multi-modalen Benutzerschnittstel-
len eingesetzt. [Vernier & Nigay, 2000] verwendet die fünf Basiseigenschaf-
ten der Ausgabeunimodalitäten zur automatisierten Generierung von Tabellen.
Innerhalb des Amebica-Projekts [Vaudry & Crampes, 2001], in dem Visuali-
sierungen zur industriellen Ablaufkontrolle erstellt werden, werden Bernsens
Ausgabeunimodalitäten innerhalb der Multimediaontologie des Systems ein-
gesetzt.
In [Obrenovic & Starcevic, 2004] werden multi-modale Ein- und Ausgaben
mittels UML modelliert. Das Ziel von Obrenovic und Starcevic ist es, ei-
ne Grundlage für die Entwicklung von Tools für multi-modale Dialogsyste-
me zu bieten. Grundsätzlich unterscheidet das Modell zwischen dynamischen
und statischen Ausgabemodalitäten. Es werden die sensorischen Effekte auf
den Benutzer beschrieben (visuelle, auditorielle oder taktile Stimuli). Weiter-
hin wird die Verbindung einer Ausgabemodalität zu einem konkreten Ausga-
begerät modelliert. Weitere Unterscheidungen wie z. B. die Unterscheidung
zwischen linguistischen und nicht-linguistischen Ausgabemodalitäten werden
nicht modelliert. Im Unterschied zu Bernsen ist das Modell nicht als vollstän-
dige und eindeutige Beschreibung von Ausgabemodalitäten gedacht, sondern
als Unterstützung für Designer von Benutzerschnittstellen. Jedoch verliert das
Modell durch die ungenaue Modellierung an Ausdruckskraft.
Das in [Arens et al., 1993] definierte Modalitätenmodell unterscheidet Moda-
litäten anhand von sieben Kriterien. Die relevantesten Kriterien sind die Di-
mension des Trägers („carrier dimension“), die interne semantische Dimensi-
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on („internal semantic dimension“), sowie der Typ des Mediums (visuell oder
auditoriell). Der Typ des Mediums entspricht hier der Definition von Bernsen.
Der Nachteil von Arens und Hovys Modell ist jedoch, dass Arens und Ho-
vys Modell Eigenschaften verwendet, mit denen sich Ausgabemodalitäten nur
schwer kategorisieren lassen. So unterscheiden Arens und Hovy zwischen der
Fähigkeit der Ausgabemodalität, die Wahrnehmung des Benutzers zu errei-
chen („default detectability“) unter Verwendung der Abstufungen sehr niedrig,
niedrig, hoch und sehr hoch. Arens und Hovy modellieren ebenfalls die Zu-
satzlast einer Ausgabemodalität („baggage“) über dem Wertebereich niedrig
und hoch.
Mit diesen Abstufungen ist jedoch eine eindeutige Charakterisierung von Aus-
gabemodalitäten schwierig. So charakterisieren Arens und Hovy die Wahrneh-
mungsfähigkeit von gesprochener Sprache als mittel bis hoch. Gesprochene
Sprache ließe sich jedoch ebenfalls als sehr hoch modellieren. Bei der Zusatz-
last wird Musik von Arens und Hovy als niedrig eingestuft. Genauso ließe
sich aber auch argumentieren, dass Musik neben dem Kernthema sehr viele
zusätzliche Informationen übermittelt, z. B. durch begleitende Instrumente im
Hintergrund.
Arens und Hovy trennen die Beschreibung von Ausgabemodalitäten ebenfalls
nicht von ihrer Wirkung auf den Benutzer, was ein weiterer Unterschied zu
Bernsens Modell ist. Arens und Hovy schränken ihr Modell auch nicht auf
die für die Mensch-Maschine-Kommunikation relevanten Kombinationen der
sieben Modelleigenschaften ein.
3.4.2 Animierte Charaktere
Animierte Charaktere stellen eine spezielle Kategorie multi-modaler Ausga-
ben dar. Im Unterschied zu den in Abschnitt 3.4.1 vorgestellten Ansätzen,
die eine allgemeine Modellierung multi-modaler Ausgaben zum Ziel haben,
existieren für animierte Charaktere bereits zahlreiche detaillierte Modelle. Die
Ansätze unterschieden sich jedoch durch die Ebene, auf der sie das Verhalten
von animierten Charakteren charakterisieren. Im Folgenden wird ein Über-
blick über die relevanten Ansätze gegeben.
Bei der Modellierung von animierten Charakteren können zwei Ebenen unter-
schieden werden [Kopp et al., 2006]. Die erste Ebene beinhaltet Modelle, die
von den Verhaltensweisen des Charakters (z. B. Gestik, Mimik oder Körper-
haltung) unabhängig sind. So kann z. B. die Begrüßung des Benutzers sowohl
durch einen Charakter ohne Gestik erfolgen als auch durch einen Charakter
mit Gestik. Diese Ebene wird als abstrakte Modellierungsebene bezeichnet.
Die zweite Ebene beinhaltet Modelle, die die konkreten Verhaltensweisen ei-
nes Charakters beschreiben. Modelle, die dieser Ebene zugeordnet werden, be-
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schreiben detailliert, wie die Verhaltensweisen des Charakters umgesetzt und
parametrisiert werden können. Bei einem Charakter, der neben einer Sprach-
ausgabe auch über Gestik verfügt, könnte z. B. die Synchronisation zwischen
Sprache und Gestik modelliert werden. Diese Ebene wird als physikalische
Modellierungsebene bezeichnet.
In [Kopp & Wachsmuth, 2004] wird die Sprache MURML (Multi-modal Ut-
terance Representation Markup Language) beschrieben. Die Sprache hat das
Ziel, Sprache und Gesten sowie deren Synchronisation auf XML-Basis zu
beschreiben. Der Schwerpunkt der Arbeit ist die Beschreibung und die dar-
auf aufbauende Generierung von natürlich wirkenden Gestenanimationen. Das
Modell kann somit in die physikalische Modellierungsebene eingeordnet wer-
den. Neben Gesten und Sprache werden jedoch keine weiteren Modalitäten
durch MURML beschrieben.
Die Sprache MPML 3.0 (Multi-modal Presentation Markup Language) [Pren-
dinger et al., 2004] ist eine SMIL-ähnliche Sprache zur Modellierung von Prä-
sentationen mit mehreren Charakteren. MPML konzentriert sich dabei auf die
Microsoft Agent-Plattform10 und deren Animationen. Um die Benutzereinga-
ben sowie Interaktionen mit externen Medienobjekten zu ermöglichen, führt
MPML weiterhin Java-Systemaufrufe ein. Dieser Ansatz birgt jedoch das Ri-
siko, die Transparenz des XML-basierten Ansatzes zu verlieren. Dieser Ansatz
ist ebenfalls der konkreten Modellierungsebene zuzuordnen.
In [DeCarolis et al., 2004] wird die Sprache APML (Affective Presentation
Markup Language) beschrieben. Die Sprache beschreibt die Verhaltensweisen
eines animierten Charakters unabhängig von deren Umsetzung und kann somit
der abstrakten Modellierungsebene zugeordnet werden. APML wird verwen-
det, um einen Charakter zu steuern, der nur aus einem Gesicht besteht. Für
diesen Charakter wird ebenfalls eine Sprache zur Beschreibung der Gesichts-
ausdrücke des Charakters definiert, die der physikalischen Modellierungsebe-
ne zugeordnet werden kann.
Die BEAT-Software (Behavior Expression Animation Toolkit) [Cassell et al.,
2001] berechnet durch Analyse einer Texteingabe automatisch die nichtverba-
len Verhaltensweisen eines animierten Charakters. Dabei kommt zur Beschrei-
bung der Animationen des Charakters ebenfalls eine XML-basierte Sprache
zum Einsatz, die die Gestik und die Mimik des Charakters sowie die Pausen
und Intonation in der Sprache des Charakters beschreibt. Diese Sprache lässt
sich der physikalischen Modellierungsebene zuordnen.
Von Kopp und Kollegen [Kopp et al., 2006] wurde ein Vorschlag zur Verein-
heitlichung der unterschiedlichen Ansätze auf beiden Modellierungsebenen
10Microsoft Agent Homepage, http://www.microsoft.com/msagent.
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erbracht. Das resultierende SAIBA-Modell für animierte Charaktere unter-
scheidet dabei zwischen drei Schichten der Charaktergenerierung. Während
der Intentionsplanung wird die kommunikative Absicht der Ausgabe, die un-
abhängig von dem konkreten Erscheinungsbild des Charakters ist, berechnet.
Das Ergebnis wird in SAIBA durch die (in der Veröffentlichung noch unde-
finierten) Sprache FML (Functional Markup Language) formuliert, die das
Verhalten eines Charakters auf der abstrakten Modellierungsebene beschreibt.
Durch die Verhaltensplanung wird dieses Ergebnis in konkrete Verhaltenswei-
sen umgesetzt, die den Ausdrucksmöglichkeiten des vorhandenen animierten
Charakters entsprechen. So könnte z. B. ein Charakter, der über Gestik ver-
fügt, bei der Begrüßung des Benutzers mit der Hand winken. Das Ergebnis
wird in der Sprache BML (Behaviour Markup Language) formuliert, die in
der Arbeit von Kopp und Kollegen definiert wird.
Das BML-Skript wird durch die Verhaltensplanung anschließend in konkrete
Animationen umgesetzt. Eine komplette Definition von BML als Standard ist
jedoch noch nicht erfolgt. Durch BML wird die physikalische Modellierungs-
ebene beschrieben.
BML definiert verschiedene Kategorien von Verhaltensweisen von animierten
Charakteren. Es wird zwischen den Bewegungen des Kopfes, des Torsos, des
Gesichts und der Beine sowie den Körperbewegungen unterschieden. Weiter-
hin werden die Blickrichtung des Charakters, die Gesten, die Sprache und die
Lippenbewegungen modelliert. Jede dieser Animationen kann in verschiede-
nen Varianten ausgeführt werden und durch Synchronisationspunkte mit an-
deren Animationen koordiniert werden. BML stellt den allgemeinsten Ansatz
der Charaktermodellierung auf der physikalischen Modellierungsebene dar.
3.5 Zusammenfassung
Insgesamt lässt sich feststellen, dass bisher kein System existiert, das eine
automatisierte Generierung von multi-modalen Präsentationen mit gekoppel-
ten Ausgabegeräten unterstützt. Andererseits geben bisherige Untersuchungen
Hinweise darauf, dass mit solchen Systemen ein effizienteres Arbeiten als mit
einzelnen Ausgabegeräten möglich ist. Bisherige Untersuchungen zur Effizi-
enz und Akzeptanz bei gekoppelten Ausgabegeräten haben jedoch die Effekte
unterschiedlicher Modalitätenkombinationen nicht untersucht.
Weiterhin existieren Hinweise darauf, dass ein GUI als zentrale Kontrollin-
stanz zum Erforschen der Systemfunktionalität anleiten kann. Es gibt ebenfalls
Hinweise darauf, dass ein animierter Charakter als Verkörperung des Systems
einen positiven Effekt auf die Akzeptanz des Systems hat. Im Bereich der




Tabelle 3.1: Übersicht über Systeme mit gekoppelten Ausgabegeräten.
multi- Multi-
dyn. dyn. Dienst- modale ress.- Geräte-
System Layout Ensemb. modell Ausgabe adaptiv Ausgabe
Bandelloni × × — — × ×
Braun × × — (×) × ×
EasyLiving — × — — — —
Heider × × (×) × × —
Gaia × × — × — ×
IBM ED × × — — — ×
Peach × × — × — ×
Pebbles × — — (×) × —
Rekimoto — × — — — ×
u-Texture — × — — — ×
WWICE — × — — — —
Die in Abschnitt 3.3.2 gegenüber gestellten Systeme mit gekoppelten Aus-
gabegeräten werden in Tabelle 3.1 mit Hilfe einer Taxonomie kategorisiert.
Zunächst unterscheiden sich die Systeme in der Berechnung des Layouts, die
bei Multi-Geräteausgaben dynamisch oder statisch erfolgen kann. Weiterhin
unterscheiden sich die Systeme darin, ob sie das dynamische Hinzufügen oder
Entfernen von Ausgabegeräten aus einem Geräteensemble unterstützen oder
eine statische Geräteumgebung voraussetzen.
Darüber hinaus lassen sich die Systeme anhand ihrer Unterstützung von Aus-
gabediensten unterscheiden. Die Modellierung von Ausgabediensten geht über
die Modellierung von Ausgaberessourcen hinaus und beschreibt die Ausgabe-
Software, die auf den Geräten vorhanden ist. Dies kann z. B. eine Komponente
zur Generierung von Sprachausgaben sein, die WAV-Dateien mit Sprachdaten
aus einem ASCII-Text generiert.
Weiterhin können Systeme, die nur rein visuelle Ausgaben generieren, von
Systemen unterschieden werden, die multi-modale Ausgaben generieren. Die
Systeme unterscheiden sich ebenso darin, ob sie ressourcenadaptiv sind oder
nicht, d. h. ob sie zu erstellenden Präsentationen an Geräteressourcen wie z. B.
die Bildschirmauflösung anpassen. Schließlich unterscheiden sich die Präsen-
tationssysteme noch darin, ob Multi-Geräteausgaben oder nur Ausgaben auf
einem einzelnen Gerät unterstützt werden.
Für die relevantesten vorgestellten Systeme ergibt sich die in Tabelle 3.1 dar-
gestellte Aufteilung. Somit existiert zurzeit kein System, das alle Kriterien
erfüllt. Das Ziel dieser Arbeit ist es, ein Verfahren zu definieren, das allen
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Kriterien genügt. Das System soll in einer Prototypimplementierung verifi-
ziert werden und die Effizienz des Systems in einer Benutzerstudie untersucht
werden. Insbesondere soll auch der Effekt der Verwendung unterschiedlicher
Ausgabemodalitäten bei gekoppelten Ausgabegeräten untersucht werden.
Für die Definition des geplanten Verfahrens ist eine Modellierung von Ausga-
begeräten und Ausgabediensten erforderlich. Dabei können die in Abschnitt
3.4.1 vorgestellten Modalitätentheorien zur abstrakten Beschreibung der Aus-
gabedienste verwendet werden. Diese können mit den in Abschnitt 3.4.2 vor-
gestellten Ansätzen zur Modellierung von animierten Charakteren kombiniert
werden, um ihre Ausdruckskraft zu erhöhen.
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4 Grundlagen
In diesem Kapitel werden die Grundbegriffe der drei wesentlichen Teilgebie-
te eingeführt, auf denen diese Arbeit aufbaut. Multi-modale Dialogsysteme
bilden in dieser Arbeit die Grundlage der Mensch-Technik-Interaktion. Diese
werden in Abschnitt 4.1 betrachtet. Der Schwerpunkt dieser Arbeit liegt bei
der Ausgabe von multi-modalen Dialogsystemen. Hierbei wird insbesondere
ein Planungsansatz verwendet, der in Abschnitt 4.2 näher beschrieben wird.
In Abschnitt 4.3 wird die Modalitätentheorie nach Bernsen eingeführt, die die
Grundlage für die Selbstbeschreibung von Ausgabegeräten bildet.
4.1 Multi-modale Dialogsysteme
In diesem Abschnitt wird ein Überblick über multi-modale Dialogsysteme ge-
geben, die die Grundlage der in dieser Arbeit behandelten gekoppelten Ausga-
begeräte darstellen. Dabei wird zunächst die Architektur von multi-modalen
Dialogsystemen behandelt. Anschließend wird die Ausgabegenerierung in Be-
zug auf ihre Teilaufgaben näher betrachtet.
4.1.1 Architektur
Laut [Wahlster, 1998] lassen sich Dialogsysteme in Medienanalyse, Interakti-
onsverarbeitung, Applikation, und Mediendesign aufteilen. In multi-modalen
Dialogsystemen erfolgt im Rahmen der Medienanalyse eine Fusion der Ein-
gabemodalitäten. So muss z. B. die Äußerung „Einschalten, bitte.“ zusammen
mit der Zeigegeste des Benutzers auf einen Ventilator analysiert werden, um
die Benutzerabsicht, den Ventilator einzuschalten, vollständig verstehen zu
können.
Umgekehrt ist auf der Ausgabeseite im Rahmen des Mediendesigns eine Bün-
delung der vorhandenen Ausgabekomponenten notwendig, um die Ausgaben
des Systems umzusetzen. So ist im Unterschied zur Fusion der Eingabemo-
dalitäten eine Fission der Ausgabemodalitäten notwendig. Wahlster spricht in
diesem Zusammenhang von einer Symmetrie der multi-modalen Dialogfüh-
rung [Wahlster, 2003].
Abbildung 4.1 zeigt die Umsetzung der Architektur im Embassi-Dialogsystem
[Herfet et al., 2001]. Die Medienanalyse umfasst hier die Eingabekomponen-
ten In (z. B. einen Spracherkenner) sowie die AnalysekomponentenAn, die die
Ergebnisse der Eingabekomponenten filtern und weiterverarbeiten. Weiterhin
umfasst die Medienanalyse die multi-modale Fusionskomponente MMF, die
die Eingabemodalitäten semantisch zusammenführt. Das Ergebnis repräsen-
tiert die Interpretation des Benutzerwunsches durch das System und wird an
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den Dialog-Manager weitergegeben. Auf der Dialogebene findet anschließend
die Interaktionsverarbeitung statt. Dabei interagiert der Dialog-Manager D
mit Applikationskomponenten Pn (z. B. einem Festplattenrecorder), um das
von der multi-modalen Fusion übergebene Benutzerziel umzusetzen.
Abbildung 4.1: Beispiel multi-modales Dialogsystem (Vorlage: [Elting et al.,
2003]).
Das Ergebnis der Interaktion ist eine Systemausgabe (z. B. „Der Film wurde
erfolgreich aufgenommen!“), die durch den Dialog-Manager initialisiert und
an die multi-modale Präsentationskomponente MMP weitergegeben wird. Die
MMP-Komponente interagiert zur Generierung der multi-modalen Präsenta-
tionen mit den vorhandenen Ausgabekomponenten Rn, die als Rendering-
Komponenten bezeichnet werden.
Ein Beispiel für eine Rendering-Komponente ist eine Textgenerierung, die ab-
strakte, amodale Konzepte in natürliche Sprache umsetzt. Die Ausgabe erfolgt
schließlich durch die physikalischen Ausgabekomponenten On, die die Audio-
und Videoströme physikalisch auf den Ausgabegeräten ausgeben. Das Medi-
endesign nach Wahlster umfasst in der Embassi-Architektur somit die Ebenen
Präsentation, Rendering und Ausgabe.
Neben den in Abbildung 4.1 gezeigten Komponenten können Sensoren einge-
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setzt werden, um weitere Kontextdaten (z. B. die Identität des Benutzers oder
den Ort des Benutzers) zu sammeln. Diese Daten werden typischerweise in ei-
ne zentrale Datenbank geschrieben, auf die alle Komponenten zugreifen kön-
nen. Weiterhin ist es sinnvoll, zwischen multi-modaler Fusion, Präsentation
und dem Dialog-Manager eine gemeinsam verwaltete Datenbank zur Speiche-
rung der Dialoghistorie zu verwenden. Diese enthält die Historien der multi-
modalen Eingaben, der Dialogschritte sowie der multi-modalen Ausgaben des
Systems.
Die Datenbank wird von der multi-modalen Fusion verwendet, um Referen-
zen zu vorhergehenden Dialogen aufzulösen [Elting et al., 2003]. Ein Bei-
spiel hierfür ist die Äußerung „Bitte den Film noch mal zeigen.“. Die Refe-
renz „den Film“ kann nur mit Hilfe der Dialoghistorie aufgelöst werden. Die
MMP-Komponente verwendet die Dialoghistorie dazu, um geeignete Über-
gänge zwischen zwei Präsentationen zu generieren. So könnte z. B. durch Zu-
griff auf die Ausgabehistorie ein langsames Überblenden zur nächsten Prä-
sentation erfolgen. Weiterhin wird die Ausgabehistorie vom Dialog-Manager
dazu verwendet, um Referenzen auf Bildschirminhalte aufzulösen (z. B. „Bitte
das Bild auf dem Fernseher maximieren!“).
4.1.2 Generierung multi-modaler Präsentationen
Die Generierung multi-modaler Präsentationen durch die MMP-Komponente
lässt sich in mehrere Phasen unterteilen, die im Folgenden näher betrachtet
werden sollen. In [André & Rist, 1991] findet sich eine Aufstellung dieser
Phasen.
Vor der eigentlichen Generierung findet zunächst eine Auswahl und Struktu-
rierung des Ausgabeinhaltes statt, der durch das System präsentiert werden
soll. Dieser Schritt ist notwendig, falls unterschiedliche Inhalte oder Struktu-
rierungen zur Umsetzung der Ausgabe möglich sind. Dabei kann die Auswahl
und Strukturierung manuell durch einen Benutzer geschehen [André et al.,
2005] oder automatisiert [André, 1995] erfolgen. In Abbildung 4.1 erfolgt die
Inhaltsauswahl durch den Dialog-Manager D in Kooperation mit den Appli-
kationen Pn.
Nachdem ein geeigneter Ausgabeinhalt ausgewählt wurde, findet die Vertei-
lung des Inhalts auf eine gegebene Menge von Ausgabekomponenten statt.
Dies erfolgt durch die MMP-Komponente in Kooperation mit den Ausgabe-
komponenten Rn. Dies können z. B. Komponenten zur Realisierung von sta-
tischen Bildern, Animationen oder einer Sprachausgabe sein. Im Allgemeinen
kann nicht jede Ausgabekomponente jeden Inhaltstyp verarbeiten. So benö-
tigt z. B. eine Komponente zur Präsentation eines Stadtplans von Heidelberg
Angaben über die Geographie von Heidelberg, während eine Komponente zu
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Generierung von gesprochener Sprache Zeichenfolgen als Eingabe benötigt.
Die Auswahl und Strukturierung des Inhalts sowie die Generierung der Prä-
sentation beeinflussen sich gegenseitig. So kann ein umfangreicher Inhalt bei
beschränkten Ausgaberessourcen (z. B. einem Handy-Display) oft nicht dar-
gestellt werden und erfordert eine Wiederholung der Auswahl und der Struk-
turierung. Andererseits hängt die Auswahl von Ausgabekomponenten zur Ge-
nerierung der Präsentation vom Ausgabeinhalt ab. Aus diesem Grund müssen
beide Prozesse parallel stattfinden. Nachdem der Inhalt auf eine Menge von
Ausgabekomponenten verteilt wurde, findet die modalitätenspezifische Um-
setzung des Inhalts statt. Dies erfolgt durch die Ausgabekomponenten Rn.
Eine Sprachausgabekomponente könnte z. B. eine Zeichenfolge in ein Audio-
signal umsetzen, das gesprochene Sprache enthält. Ein GUI könnte dieselbe
Zeichenfolge visuell in einem Fenster auf dem Bildschirm erscheinen lassen.
Falls kreuzmodale Referenzen zwischen verschiedenen Ausgabeteilen beste-
hen, beeinflussen sich die modalitätenspezifischen Umsetzungen verschiede-
ner Ausgabekomponenten gegenseitig. Wenn z. B. ein GUI den Text „das Rat-
haus auf dem Stadtplan“ anzeigt, ist es notwendig, dass auf dem Stadtplan das
Rathaus für den Benutzer eindeutig identifizierbar ist. Es können weiterhin
Situationen auftreten, in denen die modalitätenspezifische Umsetzung fehl-
schlägt. Dies kann z. B. der Fall sein, falls zur Darstellung eines Bildes nicht
genügend Bildschirmplatz vorhanden ist wie z. B. auf einem Handy-Display.
In diesem Fall muss die Verteilung des Inhalts oder die Auswahl und Struk-
turierung des Inhalts wiederholt werden. Nachdem jede Ausgabekomponente
ihren spezifischen Inhalt generiert hat, müssen vor der eigentlichen Ausgabe
des Inhalts noch alle Präsentationsteile in ein multi-modales Layout integriert
werden.
Wenn z. B. eine Ausgabekomponente Bilder anzeigt und auf demselben Gerät
eine andere Komponente grafischen Text präsentiert, dann müssen beide Aus-
gaben koordiniert werden, damit das Bild nicht den Text verdeckt oder um-
gekehrt. Falls keine Lösung für ein spezielles Layout-Problem existiert (z. B.
weil zu wenig Layout-Platz zur Verfügung steht), müssen die Auswahl und
Strukturierung des Inhalts, die Verteilung des Inhalts auf die Ausgabekompo-
nenten oder die modalitätenspezifische Umsetzung wiederholt werden.
Die einzelnen Phasen der Präsentationsplanung beeinflussen sich somit gegen-
seitig. Aus diesem Grund ist es notwendig, bei Fehlschlägen vorhergehende
Phasen zu wiederholen bis hin zur Inhaltsauswahl und -strukturierung. Daher
muss in Abbildung 4.1 die Kommunikation zwischen dem Dialog-Manager,
der MMP-Komponente, den Rn-Komponenten sowie den On-Komponenten




Wie in Kapitel 3 dargestellt wurde, stellt der Planungsansatz eine flexible Me-
thode zur Generierung multi-modaler Präsentationen dar. Im Folgenden wird
daher ein kurzer Überblick über die Grundbegriffe des Planens und die da-
mit verbundenen Definitionen gegeben. Dabei orientieren wir uns an den in
[Nau et al., 2004] verwendeten Formalismen sowie den in [André et al., 2005]
definierten Operatoren.
Ein Präsentationsplanungsproblem ist ein Tripel P := (O, s0, g) über einer
Menge S von Zuständen mit s0, g ∈ S und einer Menge O von Präsenta-
tionsoperatoren o ∈ O. s0 wird als Startzustand der Präsentationsplanung
bezeichnet. g wird als Zielzustand der Präsentationsplanung bezeichnet. Jeder
Präsentationsoperator o ∈ O lässt sich wie folgt darstellen:
o = (header(o), constraints(o), inferiors(o), spatial(o),
temporal(o), start(o), finish(o))
Dabei bezeichnet header(o) den Kopf des Operators, constraints(o) die
Vorbedingungen für die Ausführung des Operators, inferiors(o) die Effek-
te des Operators, spatial(o) die Constraints für das Layout der Effekte in
inferiors(o) und temporal(o) die Constraints für die zeitliche Abfolge der
Effekte in inferiors(o). start(o) gibt den ersten Effekt an, der stattfinden
soll. finish(o) gibt den letzten Effekt an, der stattfinden soll.
Ein Beispiel für einen Operator o ∈ O wird in Abbildung 4.2 gegeben. Der
Kopf des Operators enthält den Bezeichner build-smil-pres und den
Bezeichner ?rc-id einer Ausgabekomponente sowie die ULR ?im-url
eines Bildes. In den Vorbedingungen für die Anwendung des Operators wird
die Existenz einer WAV-Datei mit der URL ?om-url überprüft.
Dabei symbolisiert das Prädikat BELP einen Eintrag in der Wissensbasis des
Planers. Falls dies gegeben ist, werden die in inferiors beschrieben Ef-
fekte des Operators betrachtet. Zunächst werden Bild- und WAV-Datei mit-
tels eines weiteren Operators zu einer SMIL-Präsentation zusammengeführt
(build-smil-img-with-speech). Anschließend wird an die Ausgabe-
komponente ?rc-id eine Nachricht mit der URL der Präsentation mittels des
Operators send-message gesendet. Diese Effekte treten jedoch nur ein,
wenn die in temporal und spatial gegebenen Constraints erfüllt sind.
Die Layout-Constraints in spatial fordern, dass die durch Aktion A1 reali-
sierte Grafik horizontal und vertikal auf dem Bildschirm zentriert sein soll.
Die zeitlichen Constraints in temporal fordern, dass zuerst die SMIL-Datei
generiert wird (Aktion A1) und anschließend die Nachricht an ?rc-id ge-
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sendet werden soll (Aktion A2). Eine Auflistung aller definierten Constraints
findet sich in [André et al., 2000].
(define-plan-operator
















Ein möglicher Zielzustand g könnte z. B. die folgende Form haben:
g := (build-smil-pres 1421 "http//11.0.0.1/1.gif")
Ein möglicher Startzustand s0 könnte die folgende Form haben:
s0 := (BELP(wav-file "http//11.0.0.1/1.wav"))
Kann das Ziel g durch sukzessive Anwendung von Operatoren ausO bei gege-
benem Startzustand s0 in eine Folge von nicht-zerlegbaren, primitiven Aktio-
nen (a1, . . . , ak) zerlegt werden, die allen geforderten Constraints genügt, so
wird diese Folge als Lösung des Präsentationsplanungsproblems bezeichnet.
4.3 Unimodalitätenmodell nach Bernsen
Im diesem Abschnitt erfolgt eine Einführung in die Grundbegriffe der Moda-
litätentheorie nach Bernsen [Bernsen, 2001]. Bernsen hat in seiner Arbeit ein
Modell der Basisklassen multi-modaler Ausgaben (Unimodalitäten) definiert.
Er zeigt, dass das Modell vollständig und eindeutig ist. Im folgenden wird ein
Überblick über das Modell gegeben.
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Da sich die vorliegende Arbeit auf visuelle Ausgabemedien (vis) und audi-
torielle Ausgabemedien (aud) beschränkt, werden die taktilen Ausgabemoda-
litäten in Bernsens Modell nicht betrachtet. Die resultierenden Ausgabemo-
dalitäten werden in Tabelle 4.1 dargestellt. Bei den Modalitäteneigenschaften
unterscheidet Bernsen zwischen linguistischen (li), statischen (sta), dynami-
schen (dyn), arbiträren (ar) und analogen (an) Unimodalitäten.
Tabelle 4.1: Generische Ausgabeunimodalitätenklassen.
Unimodalität Kategorie
I. Linguistische Modalitäten
1. Statische analoge visuelle Sprache (li, an, -ar, sta, vis)
2. Dynamische analoge visuelle Sprache (li, an, -ar, dyn, vis)
3. Statische analoge auditorielle Sprache (li, an, -ar, sta, aud)
4. Dynamische analoge auditorielle Sprache (li, an, -ar, dyn, aud)
5. Statische nicht-analoge visuelle Sprache (li, -an, -ar, sta, vis)
6. Dynamische nicht-analoge visuelle Sprache (li, -an, -ar, dyn, vis)
7. Statische nicht-analoge auditorielle Sprache (li, -an, -ar, sta, aud)
8. Dynamische nicht-analoge auditorielle Sprache (li, -an, -ar, dyn, aud)
II. Analoge Modalitäten
9. Statische analoge visuelle Modalitäten (-li, an, -ar, sta, vis)
10. Dynamische analoge visuelle Modalitäten (-li, an, -ar, dyn, vis)
11. Statische analoge auditorielle Modalitäten (-li, an, -ar, sta, aud)
12. Dynamische analoge auditorielle Modalitäten (-li, an, -ar, dyn, aud)
III. Arbiträre Modalitäten
13. Arbiträre statische visuelle Modalitäten (-li, -an, ar, sta, vis)
14. Arbiträre dynamische visuelle Modalitäten (-li, -an, ar, dyn, vis)
15. Arbiträre statische auditorielle Modalitäten (-li, -an, ar, sta, aud)
16. Arbiträre dynamische auditorielle Modalitäten (-li, -an, ar, dyn, aud)
IV. Explizite Modalitäten
17. Statische visuelle Strukturen (-li, -an, -ar, sta, vis)
18. Dynamische visuelle Strukturen (-li, -an, -ar, dyn, vis)
19. Statische auditorielle Strukturen (-li, -an, -ar, sta, aud)
20. Dynamische auditorielle Strukturen (-li, -an, -ar, dyn, aud)
Die Klassen eins und zwei in der Tabelle umfassen linguistische Bilder und
Animationen. Klasse eins umfasst daher Hieroglyphen. Klasse zwei umfasst
die Lippenbewegungen eines animierten Charakters, an denen sich ebenfalls
die Phoneme und Wörter des gesprochenen Textes visuell ablesen lassen.
Die Klassen zwei und drei beschreiben auditorielle, linguistische Bilder. Dies
kann z. B. das Geräusch eines Geigerzählers sein, der Radioaktivität durch die
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Intensität ihrer Strahlung auf abstrakte Weise auditoriell beschreibt. Statische,
auditorielle Ausgaben bedeuten in diesem Zusammenhang eine andauernde
Wiederholung der Ausgabe.
Die Klassen fünf und sechs beschreiben statischen und animierten Text. Die
Klassen sieben und acht beschreiben Sprachausgaben im auditoriellen Medi-
um. Die Klassen neun und zehn beschreiben statische Bilder sowie Animatio-
nen. Die Klassen elf und zwölf beschreiben auditorielle Bilder. wie z. B. den
Schrei einer Möwe als Umschreibung der Möwe. Lautmalerei oder -imitation
kann eine intuitive Form der Benachrichtigung darstellen.
Im Home-Entertainment-Bereich wird mit „Query by Humming“ die Identifi-
kation von digitalen Musikstücken durch Vorsummen bezeichnet (siehe z. B.
[Pauws, 2002]). Ebenso könnten auch kurze lautmalerische Benachrichtigun-
gen als Erinnerung verwendet werden. Ein Beispiel hierfür ist das Geräusch
von brutzelndem Fleisch, das als Erinnerung, den Herd auszuschalten, ver-
wendet wird.
Arbiträre Modalitäten kommen gänzlich ohne Semantik aus (Klassen 13-16).
Die Klassen 17-20 werden von Bernsen als explizite Strukturen bezeichnet,
die weder linguistisch noch analog noch arbiträr sind. In diese Kategorie fal-
len Strukturierungsmodalitäten, z. B. Tabellen. Im auditoriellen Medium ent-
sprechen die Klassen 19 und 20 Ausgabemodalitäten, die weder linguistisch,
noch analog, noch arbiträr sind. Dies entspricht im statischen Fall der Wie-
derholung von kurzen Jingles. Im dynamischen Fall entspricht dies Musik.
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5 Modellierung multi-modaler Ausgaben in ubiquitären In-
formationssystemen
Die Generierung von multi-modalen Ausgaben in ubiquitären Informations-
systemen erfordert eine Erweiterung der Ansätze für multi-modale Dialogsys-
teme. Die Komponenten eines ubiquitären Informationssystems sind im Un-
terschied zu den klassischen multi-modalen Dialogsystemen über zahlreiche
Geräte verteilt.
Durch die Verwendung mobiler Geräte können dem System weiterhin Ausga-
bemöglichkeiten dynamisch hinzugefügt oder entzogen werden. Dies erfordert
in ubiquitären Informationssystemen insbesondere eine abstrakte Beschrei-
bung von Ausgabediensten (z. B. einer Wiedergabekomponente für MPEG-
Videos), Ausgabegeräten (z. B. einem Wandbildschirm in der Küche) sowie
Ausgaberessourcen (z. B. der Auflösung eines Bildschirmes). Die Modellie-
rung von Ausgabediensten, -geräten und -ressourcen stellt somit die Grundla-
ge für die Kopplung von Ausgabegeräten in ubiquitären Informationssystemen
dar.
In diesem Abschnitt werden zunächst die Möglichkeiten und Herausforderun-
gen von multi-modalen Ausgaben mit gekoppelten Ausgabegeräten anhand
eines Beispiels erläutert (Abschnitt 5.1). Anschließend wird auf die Archi-
tektur von multi-modalen Dialogsystemen, die über mehrere Geräte verteilt
sind, eingegangen und die benötigten Modelle zur automatisierten Generie-
rung multi-modaler Ausgaben identifiziert (Abschnitt 5.2).
In Abschnitt 5.3 werden vier Möglichkeiten zur Modellierung von Diens-
ten, Geräten und Ressourcen von Ein-/Ausgabekomponenten gegenüberge-
stellt. Anschließend wird ein allgemeines Modell definiert und anhand von
Beispielen erläutert (Abschnitt 5.4). Am Beispiel einer Home-Entertainment-
Umgebung werden Ein-/Ausgabekomponenten mittels des Modells beschrie-
ben. Abschnitt 5.5 beschreibt den Einsatz des Modells in der Präsentations-
planung. Das Kapitel schließt mit einer Zusammenfassung (Abschnitt 5.7).
5.1 Beispiel
In diesem Abschnitt sollen die Anwendungsmöglichkeiten und die Heraus-
forderungen einer multi-modalen Ausgabe mit gekoppelten Ausgabegeräten
zunächst durch ein Beispiel aus dem Home-Entertainment-Bereich motiviert
werden. Typischerweise verfügen Benutzer heutzutage bereits über zahlreiche
Ausgabegeräte wie z. B. einen Fernseher, ein Mobiltelefon, eine Stereoanlage
und einen PDA. Im Beispiel wird diesen Geräten noch ein weiteres Ausga-
begerät, ein elektronischer Bilderrahmen, hinzugefügt. Eine flexible Nutzung
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und Kopplung dieser Ausgabegeräte soll durch das folgende Szenario illus-
triert werden:
Martin befindet sich in der Küche seiner Wohnung und spült,
als ihn sein neues Home-Entertainment-System informieren möch-
te, dass einer seiner Lieblingsfilme in fünf Minuten startet. Da
sich Martin nicht in Sichtweite eines der visuellen Ausgabegeräte
befindet, wird eine Sprachausgabe auf die eingeschaltete Stereo-
anlage geleitet, die über eine genügend große Audioleistung ver-
fügt. Daraufhin schaltet Martin den Fernseher und den daneben
stehenden elektronischen Bilderrahmen ein und fragt Informatio-
nen zum Film ab, die aus dem elektronischen Programmführer
abgerufen werden (Abbildung 5.1, links).
Dazu wird auf dem Fernseher ein Bild des Films gezeigt sowie
ein animierter Charakter verwendet, um den Filminhalt vorzule-
sen. Auf dem Bilderrahmen, der nur Standbilder darstellen kann,
wird ein weiteres Bild aus dem Film angezeigt. Dabei sind die
Layouts an die Auflösungen der zwei Geräte angepasst worden.
Abbildung 5.1: Präsentationen auf den Gerätekombinationen Fernseher-
Bilderrahmen (linke Seite) und PDA (rechte Seite).
Wenn Martin im Schlafzimmer ist und den PDA verwendet,
kann er dieselben Informationen auch mit diesem Gerät abfra-
gen. In diesem Fall erfolgt keine Kopplung mit weiteren Ausga-
begeräten, da sich kein weiteres Gerät in der Nähe von Mar-
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tin befindet. Das Ergebnis besteht in diesem Fall aus einer an
die Ressourcen des PDAs angepassten Ausgabe (Abbildung 5.1,
rechts). So wird das Layout auf die geringe Auflösung des PDAs
von 240×320 Pixeln reduziert. Aufgrund der beschränkten Kenn-
werte des PDAs werden weiterhin nur Bild- und Audiodateien von
reduzierter Qualität verwendet.
Da der PDA tragbar ist, ist es für Martin auch möglich, den
PDA mit weiteren Ausgabegeräten wie z. B. dem Fernseher zu
kombinieren. So kann auf dem PDA Text dargestellt werden, da
er durch die Eingabetasten des PDA leicht scrollbar ist. Bilder
können in diesem Fall auf dem Fernseher ausgegeben werden,
der über eine größere Auflösung als der PDA verfügt (Abbildung
5.2, links). Ähnlich zum PDA kann Martin auch das Mobiltele-
fon als Ausgabegerät verwenden, falls der PDA nicht verfügbar
ist (Abbildung 5.2, rechts). Im Unterschied zum PDA verfügt das
Mobiltelefon jedoch nur über begrenzte Netzwerk- und Ausgabe-
fähigkeiten. Informationen können im MMS-Format1 dargestellt
werden. Im Unterschied zum PDA können hingegen keine komple-
xen Audiodaten über das WLAN-Funknetzwerk übertragen wer-
den. Aus diesem Grund sind die Filminformationen nur als Text-
Bild-Ausgaben verfügbar.
Abends kommt Martins Freundin Melanie nach Hause. Sie
verwendet lieber ihren Laptop, um sich über Filme zu informie-
ren. Dabei wird automatisch der Charakter verwendet, den ihr
Laptop zur Verfügung stellt. Als Melanie zum Fernseher wechselt,
folgt ihr der Charakter automatisch und erscheint auf dem Bild-
schirm. Melanies Charakter besteht im Unterschied zu Martins
Charakter nur aus einem lächelnden Gesicht und kann keine Ges-
ten ausführen. Als der Charakter ein Bild mit den Worten „Das
hier ist der Schauspieler Jürgen Vogel.“ präsentiert, leuchtet das
Bild kurz auf, da der Charakter keine Geste ausführen kann.
Dieses Szenario verdeutlicht die Herausforderungen, denen ein ubiquitäres
Informationssystem mit gekoppelten Ausgabegeräten begegnen muss. Da in
dem Beispiel Ausgabegeräte ein- und ausgeschaltet werden können, ist es ins-
besondere notwendig, dass sich vorhandene Geräte gegenüber dem System
identifizieren. Dies betrifft zunächst die Ressourcen der Geräte-Hardware. So
ist es notwendig, dass ein PDA seine Auflösung angibt, damit Ausgaben an
das Geräte-Layout angepasst werden können.
1Multimedia Messaging Service, http://www.3gpp.org
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Abbildung 5.2: Präsentationen auf den Gerätekombinationen PDA-Fernseher
(linke Seite) und Mobiltelefon (rechte Seite).
Weiterhin ist es nötig, dass die Ausgabe-Software beschrieben wird, die sich
auf den Geräten befindet. So können z. B. auf dem elektronischen Bilder-
rahmen keine Audioausgaben stattfinden, sondern nur Bilder im JPG-Format
dargestellt werden. Diese Selbstbeschreibungen ermöglichen es, dass unter-
schiedliche Gerätetypen wie Mobiltelefone und Fernseher gekoppelt werden
können. Diese Anforderung an ubiquitäre Informationssysteme wird als Ad-
hoc-Interoperabiliät bezeichnet und wird in Abschnitt 5.3 näher betrachtet.
Um die Ad-hoc-Interoperabiliät in den Gesamtkontext von verteilten, multi-
modalen Dialogsystemen einzuordnen und die im Kontext der Präsentations-
generierung auftretenden Abhängigkeiten zu identifizieren, wird im folgenden
Abschnitt zunächst ein allgemeiner Überblick über die Architektur und die zu-
grunde liegenden Modelle dieser Systeme gegeben.
5.2 Verteilte multi-modale Dialogsysteme
Die in Abschnitt 4.1 vorgestellten multi-modalen Dialogsysteme umfassten
nur ein physikalisches Gerät, z. B. einen PC mit Bildschirm und Lautspre-
chern. Der Vorteil dieses Ansatzes ist, dass alle Komponenten des Systems
vollständig bekannt und jederzeit aktiv sind. Diese Voraussetzungen sind je-
doch in ubiquitären Informationssystemen nicht mehr gegeben.
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In ubiquitären Informationssystemen sind die Komponenten des Systems über
mehrere vernetzte Geräte verteilt. Im Beispiel aus Abschnitt 5.1 befinden sich
z. B. Ausgabegeräte sowohl im Wohnzimmer als auch im Schlafzimmer der
Wohnung. Weiterhin unterscheiden sich diese Geräte in Bezug auf Softwa-
re und Hardware. Mobile Geräte wie der PDA im Beispielszenario können
den Ort wechseln und jederzeit ausgeschaltet werden. In diesem Abschnitt
sollen die Abhängigkeiten, die sich daraus für die automatisierte Generie-
rung multi-modaler Präsentationen ergeben, näher untersucht werden. Dazu
wird zunächst die Architektur von verteilten multi-modalen Dialogsystemen
im Unterschied zu Systemen auf einem Gerät betrachtet. Anschließend werden
die Abhängigkeiten der automatisierten Generierungen multi-modaler Ausga-
ben in diesen Systemen betrachtet und daraus ein Datenfluss für das Präsenta-
tionssystem hergeleitet.
5.2.1 Architektur
In verteilten Geräteumgebungen, wie sie in ubiquitären Informationssystemen
anzutreffen sind, ergeben sich für multi-modale Dialogsysteme weitere Her-
ausforderungen. Abbildung 5.3 zeigt ein verteiltes Dialogsystem, das sich aus
einem PDA, einem Fernseher und einem Server zusammensetzt.
Die Infrastruktur wird von dem Server zur Verfügung gestellt. Auf dem PDA
existieren Komponenten zur Spracheingabe sowie zur Sprachanalyse. Weiter-
hin ist eine Ausgabekomponente zur Wiedergabe von SMIL-Ausgaben [W3C
Recommendation, 2005] vorhanden. Auf dem Fernseher ist ebenfalls eine
SMIL-Ausgabekomponente vorhanden sowie ein elektronischer Programm-
führer (Electronic Program Guide, EPG), der aus dem Fernsehsignal Informa-
tionen zu laufenden Sendungen abrufen kann. Auf dem Server befinden sich
der Dialog-Manager, die Komponenten zur multi-modalen Fusion (MMF)
bzw. Präsentation (MMP) sowie eine Textgenerierung und eine Komponente
zur Generierung der Sprach- und Grafikdaten des animierten Charakters (vgl.
Abbildung 4.1).
Im Unterschied zu multi-modalen Dialogsystemen, die nur ein Gerät umfas-
sen, ergeben sich weitere Herausforderungen. In dem Beispiel wird ein PDA
verwendet, der jederzeit vom Benutzer ein- oder ausgeschaltet werden kann.
Weiterhin kann der PDA außer Reichweite des Systems sein. Daher müs-
sen multi-modale Präsentationssysteme in verteilten Geräteumgebungen ins-
besondere in der Lage sein, sich an dynamische Veränderungen in der Gerä-
teumgebung anpassen zu können.
Weiterhin ist die Unterstützung von vielen Interaktionsgeräten wünschens-
wert. Dies ist insbesondere der Fall, wenn das System von mehreren Benut-
zern verwendet werden soll und jeder der Benutzer eigene mobile Geräte in
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das System einführt. Im Beispiel in Abschnitt 5.1 erfolgt dies durch Melanie,
die ihren eigenen Laptop mit dem System verbindet.
Abbildung 5.3: Beispiel multi-modales Dialogsystem in verteilter Geräteum-
gebung.
Die multi-modale Ausgabe findet auf mehreren Geräten statt. Insbesondere
bedeutet dies, dass das System in der Lage sein muss, Daten von einem Gerät
auf das andere zu übertragen. Dies kann z. B. durch einen Webserver erfol-
gen oder durch spezielle Komponenten zur sukzessiven Übertragung umfang-
reicher Mediendaten (Streaming). Weiterhin müssen Ausgaben auf mehreren
Geräten u. U. synchronisiert werden. So könnte der animierte Charakter auf
dem Fernseher z. B. sagen „In diesem Bild sehen Sie Humphrey Bogart“. So-
bald der Charakter „diesem Bild“ sagt, erscheint auf dem PDA das Bild des
Schauspielers. Hierfür ist insbesondere eine Synchronisation der Systemzeiten
zwischen den einzelnen Geräten notwendig. Diese Abhängigkeiten der Prä-
sentationsgenerierung werden im folgenden Abschnitt formalisiert.
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Bei verteilten multi-modalen Dialogsystemen gibt es weitere Herausforderun-
gen, die in dieser Arbeit nicht betrachtet werden. Im Beispiel wird ein Server
verwendet, auf dem zentrale Komponenten der Infrastruktur lokalisiert sind.
Wird dieser Server vom System getrennt oder abgeschaltet, so kann das Dia-
logsystem keine Benutzereingaben mehr verarbeiten. Eine mögliche Lösung
ist eine physikalisch verteilte Implementierung der Infrastruktur und der zen-
tralen Komponenten des Dialog-Managers sowie der multi-modalen Fusion
und Präsentation [Hellenschmidt, 2005; Elting & Hellenschmidt, 2004]. Wei-
terhin ist es möglich, dass mehrere Geräte mehrere Dialog-Manager einführen.
In diesem Fall sind Strategien oder Komponenten zur Konfliktlösung zwischen
Dialog-Managern notwendig. Diese verteilte Implementierung der Infrastruk-
tur und des Dialog-Managements sind jedoch nicht Gegenstand dieser Arbeit.
5.2.2 Modelle und Abhängigkeiten der Präsentationsgenerierung
Multi-modale Präsentationen werden von verschiedenen Faktoren beeinflusst,
die bei der automatisierten Generierung beachtet werden müssen (Abbildung
5.4). In verteilten Geräteumgebungen hängt die Wahl des Ausgabegerätes (und
damit der auf dem Gerät möglichen Präsentationen) vom Ort ab, an dem sich
das Ausgabegerät befindet [Kray et al., 2003]. Bei visuellen Ausgabegeräten
ist weiterhin die Orientierung der Bildschirme relevant.
So können für Präsentationen nur Ausgabegeräte verwendet werden, deren vi-
suellen, auditoriellen oder taktilen Ausgaben vom Benutzer wahrgenommen
werden können. Die Wahl des Ausgabegerätes hängt ebenfalls von den Einga-
begeräten ab, die der Benutzer verwendet hat. So kann es z. B. sinnvoll sein,
eine Präsentation auf einem Ausgabegerät zu generieren, das von dem Einga-
begerät aus leicht einsehbar oder wahrnehmbar ist.
Abbildung 5.4: Abhängigkeiten von multi-modalen Präsentationen in verteil-
ten Geräteumgebungen.
Weiterhin ist es notwendig, eine Präsentation an die auf einem Ausgabegerät
vorhandenen Ausgabedienste anzupassen. Mit Ausgabediensten werden die
Software-Komponenten bezeichnet, die für die Umsetzung von Ausgaben auf
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dem Gerät verantwortlich sind. Auf Ausgabegeräten, auf denen z. B. nur audi-
torielle Ausgaben möglich sind, müssen Präsentationen so angepasst werden,
dass sie ohne visuelle Zusatzausgaben verständlich sind.
Die Eingabedienste eines Gerätes beeinflussen ebenfalls die Präsentation. Stel-
len Benutzer z. B. eine Anfrage mit der Eingabemodalität Sprache, so ist es
i. Allg. sinnvoll, mit einer auditoriellen Ausgabemodalität zu antworten, die in
demselben Medium wie die Eingabe erfolgt [Wasinger, 2006]. Darüber hinaus
ist es nicht sinnvoll, eine Ausgabe, die den Benutzer zu einer Eingabe auffor-
dert, auf einem Gerät stattfinden zu lassen, das über keinerlei Dienste für eine
Benutzereingabe verfügt.
Präsentationen in verteilten Geräteumgebungen müssen analog zu Präsenta-
tionen auf einem einzelnen Gerät an die Ressourcen der Ausgabegeräte an-
gepasst werden. So ist es z. B. notwendig, eine Präsentation auf einem PDA
an die geringere Auflösung des PDAs anzupassen. Weitere für Präsentationen
relevante Geräteeigenschaften sind die Grafik- und Netzwerkkennwerte der
Ausgabegeräte. So können z. B. auf Geräten mit geringen Netzwerkfähigkei-
ten nur Bilder oder Animationen von reduzierter Qualität verwendet werden.
Die Kennwerte lassen sich mittels geeigneter Software ermitteln. Als Beispiel
sei die Software Spb Benchmark2 genannt, die die Kennwerte von Windows
Mobile-basierten PDAs ermittelt.
Ebenso können die Ressourcen der Eingabegeräte die Wahl der Präsentation
beeinflussen. So können z. B. für eine Spracheingabe verschiedene Mikropho-
ne unterschiedlicher Qualität vorhanden sein. Eine mögliche Präsentationss-
trategie könnte sein, Interaktionen auf dem Ausgabegerät stattfinden zu las-
sen, auf dem dem Benutzer die qualitativ beste Spracheingabe zur Verfügung
steht.
Dienste, Geräte und Ressourcen von Ein-/Ausgabekomponenten sind in ver-
teilten multi-modalen Dialogsystemen von besonderer Bedeutung, falls Ein-
/Ausgabegeräte dynamisch hinzugefügt und entfernt werden können. Dies ist
der Fall bei Melanies Laptop und Martins PDA im Beispiel in Abschnitt 5.1. In
diesem Fall ist eine Beschreibung der Dienste und Ressourcen jedes Ein-/Aus-
gabegerätes erforderlich, das dem System hinzugefügt wird, um die Präsenta-
tionen an die veränderte Geräteumgebung anpassen zu können.
Neben Diensten, Geräten und Ressourcen von Ein-/Ausgabekomponenten ist
es nötig, eine Präsentation an den oder die Adressaten anzupassen. Die ein-
fachste Art einer solchen Personalisierung erfolgt durch ein statisches Prä-
ferenzenmodell, mit dem der Benutzer das System manuell anpassen kann.
Weiterhin ist es möglich, das Verhalten von Benutzern zu beobachten und dar-
2Spb Benchmark, http://www.spbsoftwarehouse.com/products/benchmark
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aus automatisch Rückschlüsse auf deren Präferenzen zu ziehen (siehe z. B.
[Bohnenberger et al., 2002]). Der Online-Versandhandel Amazon verwendet
dieses Verfahren, um die Kaufempfehlungen auf ihren Webseiten an die bishe-
rigen Käufe und Interessen der Benutzer anzupassen [Linden et al., 2003]. Die
Präsentation wird ebenfalls durch den Dialog zwischen System und Benut-
zer beeinflusst. Falls der Benutzer z. B. fortlaufend dieselben Anfragen stellt,
könnte das System folgern, dass der Benutzer Schwierigkeiten bei der Bedie-
nung des Systems hat. Die Generierung von ausführlicheren Präsentationen
könnte eine mögliche Reaktion hierauf sein. Weiterhin müssen Präsentationen
auch an die Ausgaben des vorherigen Dialogschritts angepasst werden. Dies
betrifft insbesondere die Generierung von geeigneten Übergängen zwischen
zwei aufeinander folgenden Präsentationen [Zhen et al., 2005].
In einer verteilten Geräteumgebung wird die Präsentation ebenfalls durch die
Position und die Orientierung des Benutzers beeinflusst. So wird z. B. in Ab-
schnitt 5.1 eine auditorielle Ausgabe verwendet, als Martin sich in der Küche
befindet. Dieser Einfluss betrifft insbesondere die Ausgabe von geographi-
schen Daten in lokationsbasierten Systemen. Die Ausgabe erfolgt typischer-
weise in Form von zwei- oder dreidimensionalen Karten, die an den Ort und
die Position von Benutzern angepasst sind (siehe z. B. [Coors et al., 2005;
Malaka et al., 2004]).
Weiterhin beeinflusst das kommunikative Ziel der Ausgabe die Umsetzung der
Präsentation [André, 1995]. So könnte die Präsentation des Satzes „Der Film
fängt in fünf Minuten an“ visuell durch eine kurze Meldung erfolgen, wenn
der Benutzer nur allgemein informiert werden soll. Soll der Benutzer darauf
hingewiesen werden, dass es sich um seinen Lieblingsfilm handelt, so könnte
zusätzlich eine Sprachausgabe erfolgen. Der darzustellende Inhalt beeinflusst
ebenfalls das Präsentationsformat. Geographische Daten können zum Beispiel
sehr gut graphisch durch Landkarten visualisiert werden, während sie sich nur
eingeschränkt für eine rein sprachliche Präsentation eignen. Neben Kontextin-
formationen über den Benutzer und den Dialog sind weitere Typen von Kon-
textinformationen vorstellbar, die Einfluss auf die Generierung von Präsenta-
tionen haben können. So kann bei der Erstellung von Präsentationen z. B. die
Helligkeit eines Raumes berücksichtigt werden, um Grafiken in stärkeren oder
schwächeren Farbkontrasten darzustellen.
5.2.3 Formulierung Präsentationsproblem
Aus der Architektur von verteilten multi-modalen Dialogsystemen (Abschnitt
5.2.1) und den Abhängigkeiten der Präsentationsgenerierung (Abschnitt 5.2.2)
ergibt sich ein Datenfluss für die Präsentationsgenerierung. Wie in Abschnitt
5.2.1 beschrieben wurde, ist die MMP-Komponente für die Planung der Prä-
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sentation verantwortlich. Im Unterschied zu Abbildung 5.3 wurden in der Ab-
bildung die Kontextdatenbank, die Dialoghistorie sowie Sensoren Sn berück-
sichtigt, die Kontextdaten liefern. Auf die Darstellung der Applikationskom-
ponenten Pn sowie der MMF-Komponente, durch die die multi-modale Fusi-
on erfolgt, wurde in dieser Abbildung verzichtet.
Da Ausgabegeräte (z. B. ein PDA oder ein Fernseher) zu beliebigen Zeit-
punkten dem System hinzugefügt oder entzogen werden können (z.B. durch
Ein- oder Ausschalten), ist eine Registrierung bzw. Deregistrierung der Aus-
gabekomponenten bei der MMP-Komponente notwendig. Da Präsentationen
sowohl von Eingabe- als auch von Ausgabegeräten beeinflusst werden (vgl.
Abschnitt 5.2.2), müssen sich Eingabekomponenten ebenfalls registrieren und
deregistrieren.
Abbildung 5.5: Datenfluss in einem verteilten multi-modalen Dialogsystem.
Der Einfachheit halber wird die Registrierung auf die Analysekomponenten
An sowie die Rendering-Komponenten Rn beschränkt und auf die Darstel-
lung der Eingabekomponenten In und der physikalischen Ausgabekomponen-
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ten On verzichtet. Dies stellt keine Einschränkung dar, wenn angenommen
wird, dass Rn-Komponenten nur auf On-Komponenten auf demselben Gerät
ausgeben, sowie Eingabekomponenten In und die korrespondierende Analy-
sekomponente An als eine Einheit betrachtet werden können.
Die Registrierungsnachrichten der Ein-/Ausgabekomponenten enthalten das
Gerät, auf dem die Ein- oder Ausgaben stattfinden sowie die Dienste und
die Ressourcenbeschränkungen des Geräts wie in Abschnitt 5.2.2 beschrie-
ben. Diese Informationen werden in der MMP-Komponente gespeichert.
Die Kontextdatenbank wird verwendet, um durch Sensoren Sn beobachte-
te Ereignisse festzuhalten. Zum Beispiel kann die Position von Benutzern
durch eine Komponente zur Personenlokalisierung in der Datenbank gespei-
chert werden. Diese Ereignisse werden von der MMP-Komponente abgefragt
und können bei der Präsentationsgenerierung verwendet werden.
Weiterhin wird eine Repräsentation von jeder Ausgabe, die von der MMP-
Komponente generiert wurde, an die Dialoghistorie übermittelt. Dort steht
sie der MMF-Komponente sowie dem Dialog-Manager zur Verfügung. Der
Dialog-Manager initialisiert eine neue Ausgabegenerierung durch das Versen-
den des kommunikativen Zieles der Ausgabe sowie des auszugebenden Inhalts
an die MMP-Komponente. Anschließend erfolgt durch die MMP-Komponente
die Generierung der Präsentation.
Abbildung 5.6: Präsentationsproblem in verteilten multi-modalen Dialogsys-
temen.
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Aus Abbildung 5.5 ergibt sich der in Abbildung 5.6 dargestellte Aufbau des
Präsentationsproblems in verteilten multi-modalen Dialogsystemen. Der Prä-
sentationskontext speichert alle Daten, die die zurzeit gegebene Ausgabesi-
tuation betreffen. Diese Daten betreffen die Kontextdaten sowie die bisherige
Ausgabehistorie. Weiterhin werden die Geräte, Dienste und Ressourcen der
zurzeit aktiven AnalysekomponentenAn sowie der zurzeit aktiven Rendering-
Komponenten Rn in den Präsentationskontext eingetragen.
Die Präsentationsaufgabe wird vom Dialog-Manager D übermittelt und setzt
sich aus dem Ziel der Ausgabe und dem auszugebenden Inhalt zusammen.
Die Präsentationsstrategien enthalten das Wissen, mit dem das MMP die Prä-
sentationsaufgabe in Abhängigkeit des Präsentationskontextes bearbeitet. Das
Lösung des Präsentationsproblems besteht in der Generierung einer Ausgabe,
die dem Präsentationskontext und der Präsentationsaufgabe genügt.
5.3 Ad-hoc-Interoperabilität von Ausgabegeräten
Interoperabilität ist eine der großen Herausforderungen für ubiquitäre Infor-
mationssysteme [Edwards & Grinter, 2001]. Laut [Ranganathan et al., 2005]
werden ubiquitäre Informationssysteme daran gemessen, mit wie vielen Per-
sonenmonaten Aufwand und geschriebenen Zeilen Quellcode sich neue Kom-
ponenten in sie integrieren lassen.
Da ubiquitäre Informationssysteme mit einer großen Anzahl von Komponen-
ten interagieren müssen, ist es nötig, gemeinsame Modelle zu schaffen, die
den Komponenten erlauben zu kommunizieren. Die für diese Arbeit relevan-
ten Modelle für verteilte, multi-modale Dialogsysteme wurden bereits in Ab-
bildung 5.4 als Abhängigkeiten der Präsentationsgenerierung identifiziert. Der
Schwerpunkt dieses Abschnitts ist die Definition von Modellen zur Beschrei-
bung der Dienste, Geräte und Ressourcen von Ein-/Ausgabekomponenten.
Dabei stellt das Modell für Ein-/Ausgabedienste das komplexeste Modell dar,
da mit ihm eine möglichst große Anzahl von multi-modalen Ausgabekate-
gorien eindeutig beschrieben werden sollen. Ein Modell für Ausgabedienste
ist eindeutig, falls unterschiedliche Ausgabekategorien stets durch das Modell
auf unterschiedliche Klassen abgebildet werden. Je umfangreicher dieses Mo-
dell ist, desto mehr Ausgabegeräte können durch das System automatisch in
das verteilte Dialogsystem integriert werden. Ist das Modell eindeutig, so kön-
nen aufbauend auf dem Modell Präsentationsstrategien definiert werden, die
sämtliche multi-modalen Ausgaben des Modells unterstützen.
Der Schwerpunkt dieser Arbeit liegt hierbei auf der Definition des Modells für
Ausgabedienste, das zuerst betrachtet werden soll. Für die Definition dieses
Modells existieren drei mögliche Ansätze, die in den folgenden Abschnitten
untersucht werden.
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5.3.1 Koordinationsansatz
Der am häufigsten verwendete Ansatz ist der Koordinationsansatz, der eine
statische Umsetzung des Modells für Ausgabedienste (Abbildung 5.7) dar-
stellt. Hierbei wird die Formulierung des Präsentationsproblems aus Abschnitt
5.2.3 verwendet (vgl. Abbildung 5.6).
Der Vorteil des Ansatzes ist, dass die Präsentationsstrategien über dem Mo-
dell statisch definiert werden können. Wenn das Modell z. B. eine Textge-
nerierung, eine Sprachausgabe, eine Charakter-Komponente und eine SMIL-
Wiedergabekomponente unterstützt, so kann eine Strategie definiert werden,
die bei SMIL-Wiedergabekomponenten den Charakter auf dem Gerät darstellt,
auf dem die Eingabe erfolgt ist und die auszugebenden Inhalte auf einem an-
deren Gerät (vgl. Abbildung 5.3). Dies erlaubt eine detaillierte Koordination
der Rendering-Komponenten Ri sowie die Definition einer konsistenten und
vorhersagbaren Benutzerschnittstelle.
Abbildung 5.7: Statisches Modell für Ausgabedienste.
Der Nachteil dieses Ansatzes ist, dass neben den im Modell enthaltenen Aus-
gabediensten keine weitere Ausgabedienste unterstützt werden können. Das
heißt, falls das Modell einen Ausgabedienst nicht beschreiben kann, so kann
er nicht bei der Bearbeitung der Präsentationsaufgabe eingesetzt werden. Die
Rendering-Komponente Ri steht in diesem Fall nicht als Ausgabekomponente
zur Verfügung.
Dieses Problem stellt sich nicht, falls das Modell bzgl. aller Kategorien von
Ausgabediensten vollständig und eindeutig ist. Dies würde jedoch insbeson-
dere ein allgemeines Modell multi-modaler Ausgaben voraussetzen, das ein-
deutig und vollständig ist. Aufgrund der Komplexität eines solchen Modells
ist es jedoch fraglich, ob sich in der Praxis unter Verwendung des Modells
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effiziente Präsentationsstrategien definieren lassen [Bernsen, 2001].
Weiterhin stellt ein statisches Modell eine Herausforderung für den Designer
des Modells und der Präsentationsstrategien dar, da sämtliche Abhängigkeiten
zwischen den in Abbildung 5.4 dargestellten Faktoren in Betracht gezogen
werden müssen. Dies ist aber für komplexe ubiquitäre Informationssysteme
nur schwer möglich, denn typischerweise werden durch den Designer des Sys-
tems die Abhängigkeiten nicht vollständig erfasst oder umgesetzt [Heider &
Kirste, 2005; Edwards & Grinter, 2001].
Da die Verwendung von statischen Modellen jedoch die Realisierung eines
komplexen Dialogsystems wesentlich vereinfacht, ist der Koordinationsan-
satz am häufigsten anzutreffen. Das Gaia System verwendet eine statische
Ontologie, um die interaktive Komposition und Ausgabe von Power Point-
Präsentationen auf mehreren Bildschirmen anzubieten, falls diese verfügbar
sind [Ranganathan et al., 2003]. Das System unterstützt verschiedene Typen
von Ein- und Ausgabegeräten, z. B. Touchscreens, Mikrophone, Plasma Bild-
schirme oder Videowände.
Weiterhin wird die Präsentation von Power Point-Folien als Applikation mo-
delliert. Es ist jedoch nicht möglich, Geräte oder Applikationen in das System
einzubinden, die nicht durch diese Ontologie beschrieben werden. Diese kön-
nen jedoch manuell in die Ontologie gepflegt werden. Die Ontologie model-
liert jedoch keine multi-modalen Ausgabedienste.
Das Situated Computing System [Pham et al., 2000] verwendet eine statische
Definition von Medientypen und Gerätefähigkeiten in einer Datenbank, um
Benutzerschnittstellen und Ausgaben halbautomatisch auf Ausgabegeräte um-
zuleiten. So kann die HTML-Schnittstelle eines Email-Systems mittels eines
PDAs interaktiv zu einem von mehreren verfügbaren PCs umgeleitet werden.
Weiterhin kann ein beliebiger PC zur Darstellung von Videodaten verwendet
werden. Die Auswahl der Geräte erfolgt automatisch durch das System. Sie
kann jedoch durch den Benutzer manuell modifiziert werden. Aufgrund der
nicht-hierarchischen Modellierung der Geräte durch wenige Gerätefähigkei-
ten ist das System jedoch im Unterschied zu Gaia nur schwer erweiterbar.
Im SmartWeb-Projekt wird im Bereich des Semantic Web eine Ontologie ver-
wendet, um die automatische Integration von Webdiensten zu ermöglichen
[Oberle et al., 2006]. Dazu werden Ausgabeinhalte auf Basis des MPEG 7-
Standards [Martínez, 2004] modelliert, der audiovisuelle Inhalte beschreibt.
Die Ontologie ist so aufgebaut, dass eine spätere Erweiterung für weitere Web-
dienste möglich ist. Ausgabedienste werden jedoch nicht modelliert.
Industriestandards zur Geräteinteroperabilität im Heimbereich wie UPnP [Uni-
versal Plug and Play, 2006] oder Havi [HAVi, 2001] stellen ebenfalls statische
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Modelle für Ein-/Ausgabegeräte zur Verfügung. So werden in UPnP Musik-
anlagen und Monitore unter dem Konzept „AV-Medien-Renderer“ unterstützt.
Selbstbeschreibungen mittels des UPnP-Standards erlauben die konfigurati-
onslose Integration der Komponenten in ein existierendes Netzwerk.
So lassen sich die Komponenten nach Anschluss automatisch durch einen
Kontrollpunkt, z. B. einen PC ansteuern. Neben Gerätetypen werden jedoch
keine weiteren Ein-/Ausgabefähigkeiten modelliert. So wird z. B. nicht zwi-
schen unterschiedlichen Medientypen wie Filmen, Musikstücken oder Fotos
unterschieden. Dies ist ebenso bei dem Java-basierten Havi-Standard der Fall.
5.3.2 Heuristischer Ansatz
Neben dem statischen Koordinationsansatz ist auch eine dynamische Erwei-
terung des Dienstmodells möglich (Abbildung 5.8). Dies bedeutet, dass ein
statisches, domänenunabhängiges Basismodell existiert, das durch jede Aus-
gabekomponente Ri domänenspezifisch erweitert werden kann. So könnte das
Basismodell z. B. die uni-modalen Basisausgaben von multi-modalen Aus-
gaben beschreiben, für die Bernsen ein eindeutiges und vollständiges Mo-
dell entwickelt hat ([Bernsen, 2001], vgl. Abschnitt 4.3). Diese werden durch
die Rendering-Komponente Ri zu einer Beschreibung der jeweiligen multi-
modalen Ausgabe der Komponente (z. B. eines animierten Charakters) erwei-
tert.
Abbildung 5.8: Dynamisches Modell für Ausgabedienste.
Dies bedeutet insbesondere, dass die Präsentationsstrategien nicht statisch de-
finiert werden können, da die Beschreibung der Ausgabedienste von Ri nicht
bekannt ist. Aus diesem Grund ist es notwendig, dass Ri die benötigten Prä-
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sentationsstrategien liefert. Diese können mit den statischen, domänenunab-
hängigen Strategien zu einer neuen Menge von domänenspezifischen Strate-
gien vereinigt werden.
Diese Vorgehensweise wird in [Heider & Kirste, 2005] verwendet, um auto-
matisch mittels Lampe und Jalousien die Helligkeit eines Fernsehbildes zu
optimieren. Dabei liefern die Lampe und die Jalousien eine Dienstbeschrei-
bung in Form von Planungsoperatoren, die die Präsentationsstrategien defi-
nieren. Diese Planungsoperatoren verwenden das statisch definierte Konzept
der Raumhelligkeit, um ihre Aktionen mittels eines gemeinsamen Vokabulars
beschreiben zu können.
Dieses Modell ist jedoch für Ausgabekomponenten nicht praktikabel, da im
Unterschied zu den bei Heider und Kirste verwendeten Diensten Ausgabe-
dienste nicht nur Effekte auf globale Umgebungsvariablen sondern auch auf
andere Ausgabedienste haben. So müsste z. B. der visuelle Teil eines animier-
ten Charakters abstrakt beschreiben, wie die Animation der Lippenbewegun-
gen mit dem Audiosignal einer Sprachausgabe synchronisiert wird.
Weiterhin können bei diesem Ansatz konkurrierende Präsentationsstrategien
auftreten. So könnte z. B. ein GUI eine Präsentationsstrategie zur Integration
eines animierten Charakters liefern. Ebenso könnte ein animierter Charakter
eine Strategie zur Integration eines GUI liefern. Die MMP-Komponente müss-
te entscheiden, welche der beiden Strategien verwendet werden. Dies erfordert
allerdings eine tiefgehende Konsistenzprüfung der Strategien.
Heider und Kirste verwenden aus diesem Grund für die intelligente Ansteue-
rung von Bildschirmen in einem Besprechungsraum einen numerischen Opti-
mierungsansatz anstelle eines Planungsansatzes [Heider & Kirste, 2005], wo-
bei die in Abschnitt 3.2.2 diskutierten Nachteile der numerischen Instabilitä-
ten und der Modellierung der Kostenfunktion in Kauf genommen werden. Das
Beispiel von Heider und Kirste zeigt, dass bei einer dynamische Erweiterung
des Dienstmodells Heuristiken erforderlich sind. In Folge dessen ist jedoch
nur ein reduziertes Maß an Koordination und an Kontrolle der Rendering-
Komponenten Ri möglich.
Der Vorteil des heuristischen Ansatzes gegenüber dem Koordinationsansatz
ist, dass theoretisch beliebige Rendering-Komponenten und beliebige Kombi-
nationen von Rendering-Komponenten unterstützt werden können. Der Nach-
teil des Ansatzes ist jedoch, dass aufgrund der Komplexität multi-modaler
Ausgaben in ubiquitären Informationssystemen Heuristiken verwendet wer-
den müssen. Diese Heuristiken bergen die Gefahr die Verständlichkeit und die
Konsistenz der multi-modalen Ausgaben zu reduzieren, die wesentliche Be-
standteile von Benutzerschnittstellen sind [Norman, 2002].
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5.3.3 Konfigurierbarer Ansatz
Eine Variante des heuristischen Ansatzes ist der konfigurierbare Ansatz. Die-
ser Ansatz liegt dem Speakeasy System zugrunde [Edwards et al., 2001]. In
diesem System wird Interoperabilität dadurch realisiert, dass sich Komponen-
ten auf Datentypen einigen, die gesucht bzw. benötigt werden (z. B. ein digi-
tales Video-Eingabesignal).
Die Komponenten werden erstmalig durch den Benutzer konfiguriert, indem
an einen Browser ein grafisches Installationsprogramm exportiert wird. Da-
durch kann durch den Benutzer z. B. ein Drucker konfiguriert werden, ohne
dass das System explizite Informationen über Drucker besitzt. Im Speakea-
sy System wurde ein Szenario realisiert, in dem ein Benutzer mit dem PDA
als Fernsteuerung Power Point-Präsentationen auf einem Projektor anzeigen
lassen kann.
Der Ansatz ist jedoch nur für einfache Komponentenkonfigurationen praktika-
bel. Falls Komponenten für viele Kontexte konfiguriert werden müssen, ist es
umständlich für den Benutzer, eine Semantik für alle möglichen Zustände ei-
ner Komponente anzugeben. Dies ist insbesondere der Fall bei multi-modalen
Ausgabediensten, die zusätzlich zum Benutzerkontext von Inhalt der Ausgabe,
vom Dialogzustand und von den vorhandenen Ausgabegeräten abhängen. Es
wäre sehr umständlich für den Benutzer, Strategien für jede dieser Situationen
einzugeben.
Abbildung 5.9: Konfigurierbares Modell für Ausgabedienste.
Eine Variante dieses Ansatzes verwenden Systeme, die den Benutzer beob-
achten und daraus das Wissen über die Verwendung von Diensten automa-
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tisch ableiten. Dieser Ansatz wird in im MavHome-Projekt [Youngblood et al.,
2005] dazu verwendet, um das Licht, die Raumtemperatur, die Luftfeuchtig-
keit und einen Ventilator zu kontrollieren. Einen ähnlichen Lernansatz im Be-
reich Haussteuerung verwendet das Adaptive House-Projekt [Mozer, 2004].
Um die zeitlichen und grafischen Layouts der Ausgabekomponenten zu ler-
nen, müsste der Benutzer jedoch bei jeder Ausgabe das gewünschte grafische
oder zeitliche Layout selbst definieren.
Aufgrund der Abhängigkeiten bei der Präsentationsgenerierung (vgl. Abbil-
dung 5.4) wird in Zusammenhang mit dem „Fluch der Hochdimensionalität“
[Bellman, 1961] jedoch eine sehr große Anzahl an Daten benötigt, um ein
effektives Lernen zu ermöglichen. Dies bedeutet, dass ein Benutzer bei der
Integration einer neuen Ausgabekomponente das Layout sehr oft manuell an-
passen muss, bis das System über genügend Daten verfügt, um verlässliche
Schlüsse ziehen zu können.
Dies erfordert bei der Definition eines komplexen grafisch-zeitlichen Layouts,
das mehrere Geräte umfasst, jedoch umfangreiche Interaktionen. Aus diesen
Gründen ist der konfigurierbare Ansatz ebenfalls nicht praktikabel für die Mo-
dellierung von Ausgabediensten.
5.3.4 Zusammenfassung und Ansatz
Das Ziel dieser Arbeit ist eine Modellierung von Ausgabediensten die ei-
ne enge Kopplung von Ausgabegeräten unterstützt. Aus diesem Grund wird
der Koordinationsansatz dem heuristischen Ansatz und dem konfigurierba-
ren Ansatz vorgezogen, die für eine detaillierte Ansteuerung von Rendering-
Komponenten nicht geeignet sind. Das Ziel der Modellierung ist es dabei,
in dem Modell zwischen domänenunabhängigen und domänenspezifischen
Aspekten zu trennen. Der domänenspezifische Teil stellt eine spezifische Er-
weiterung für spezielle Ausgabedienste dar, z. B. ein GUI zur Auswahl von
Fernsehprogrammen.
Der domänenunabhängige Teil des Dienstmodells kann dazu verwendet wer-
den, um eine statische Menge von Präsentationsstrategien zu definieren, die
sich auf alle Ausgabekomponenten anwenden lassen. Eine domänenunabhän-
gige Eigenschaft von Ausgabediensten ist z. B. das Medium der Ausgabe, das
sich durch die Unterscheidung zwischen visuellen, auditoriellen und taktilen
Ausgaben modellieren lässt.
Im Unterschied zum heuristischen Ansatz (Abschnitt 5.3.2) erfolgt die Erwei-
terung des domänenunabhängigen Modells mit domänenabhängigen Konzep-
ten jedoch nicht dynamisch zur Laufzeit (durch neue, komponentenspezifische
Präsentationsstrategien), sondern zur Modellierungszeit der Präsentationsstra-




trategien ist beim hier gewählten Ansatz im Unterschied zum heuristischen
Ansatz statisch. Die Trennung zwischen domänenunabhängigen und domä-
nenabhängigen Konzepten vereinfacht jedoch die Anpassung der Präsentati-
onsstrategien an eine neue Domäne und unterstützt die Portabilität der Soft-
ware.
Abbildung 5.10: Statisches Modell für Ausgabedienste mit Trennung nach do-
mänenunabhängigen Eigenschaften.
Der Vorteil des Ansatzes ist somit, dass sich auf der Basis des Modells eine
statische Menge von Strategien definieren lässt. Müssen neue Ausgabediens-
te unterstützt werden, die nicht durch das Modell erfasst werden, so kann in
Analogie zu den in SmartWeb [Oberle et al., 2006] oder Gaia [Ranganathan
et al., 2003] definierten Ontologien das Modell leicht durch domänenspezifi-
schen Konzepte erweitert werden. Den Präsentationsstrategien können dann
neue Strategien, die die Eigenschaften des erweiterten Modells berücksichti-
gen, hinzugefügt werden.
5.4 Modellierung multi-modaler Ein-/Ausgabekomponenten
Den Modellen für Ein-/Ausgabedienste, Ein-/Ausgabegeräte und Ein-/Ausga-
beressourcen kommt bei der Generierung multi-modaler Präsentationen eine
besondere Bedeutung zu (Abbildung 5.4). Aus dem Beispiel in Abschnitt 5.1
gehen verschiedene Anforderungen an diese Modelle hervor. Das Präsentati-
onssystem lokalisiert den Benutzer in der Küche und reagiert darauf, in dem
das System eine auditorielle Ausgabe anstelle einer visuellen Ausgabe ver-
wendet. Dies erfordert insbesondere, dass die Orte von Ausgabegeräten mo-
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delliert werden. Zusätzlich sind die Größe und die Orientierung der Bildschir-
me relevant, weil sich daraus durch das Präsentationssystem Rückschlüsse
auf die Sichtbarkeit von Bildschirmen ziehen lassen (vgl. [Heider & Kirste,
2005]).
Das Präsentationssystem im Beispiel unterscheidet zwischen auditoriellen und
visuellen Ausgabediensten. Dies erfordert die Modellierung von Ausgabeme-
dien. Da der elektronische Bilderrahmen nur Standbilder darstellen kann, wird
der animierte Charakter auf dem Fernseher dargestellt. Dies bedeutet, das
bei Ausgabediensten die Inhalte modelliert werden müssen, die eine Ausga-
bekomponente verarbeiten kann. Dies können z. B. JPG-Bilder, SMIL-Texte
oder Ontologie-Konzepte sein.
Auf dem PDA wird die Präsentation an die Auflösung sowie die Grafik- und
Netzwerkfähigkeiten angepasst, die ebenfalls in dem Modell für Ausgabegerä-
te erfasst werden müssen. Weiterhin unterstützt das System mehrere animierte
Charaktere. Insbesondere passt das Präsentationssystem die Ausgabe an den
animierten Charakter von Melanie an, da dieser über keine Gestik verfügt.
Aus diesem Grund ist es notwendig, nicht nur multi-modale Ausgabedienste
zu modellieren, sondern auch deren uni-modale Basisbestandteile.
5.4.1 Beispiele
Im Folgenden werden zwei Beispiele für die Modellierung von Ein-/Ausga-
bediensten gegeben. Als Ausgabedienst wird hierzu ein animierter Charakter
modelliert. Als Eingabedienst werden eine Spracherkennung sowie visuelle
Eingaben per Maus exemplarisch modelliert.
Beispiel: Modellierung von Ausgabediensten
Im folgenden Beispiel wird ein animierter Charakter modelliert, der aus ei-
nem Kopf und einer Hand besteht, die verschiedene Gesten ausführen kann.
Anschließend wird beschrieben, wie sich weitere animierte Charaktere mit
anderen Funktionalitäten auf ähnliche Weise durch das Modell beschreiben
lassen.
Abbildung 5.11 zeigt die multi-modale Ausgabe des animierten Charakters
aus [Rieger & Berner, 2002]. Die multi-modale Ausgabe des Charakters im
Beispiel lässt sich mit Hilfe von sechs Unimodalitäten beschreiben: Hand-
gesten, Lippenbewegungen, gesprochene Sprache, Mimik, Blickrichtung und
Kopfbewegungen. Jeder dieser Unimodalitäten lassen sich Parameter zuord-
nen, die für eine Präsentation gesetzt werden müssen. So muss für Ausgaben
mittels gesprochener Sprache die Lautstärke der Sprachausgabe gesetzt wer-
den (Parameter volume). Für die Integration des animierten Charakters in die




ellen Status des Charakters zu besitzen. Im Beispiel wird von der Sprachaus-
gabe der Status is-playing unterstützt, der angibt, ob die letzte Sprachaus-
gabe noch aktiv ist. Um die Ressourcen-Beschränkungen des Ausgabegerätes
in der Präsentationsplanung berücksichtigen zu können, wird ein eindeutiger
Bezeichner des Ausgabegerätes verwendet. Im Beispiel sind dies der Bild-
schirm (tv1.display) und die Lautsprecher (tv1.speakers) eines Fernsehers.
Über diesen Bezeichner lassen sich die Eigenschaften des Ausgabegerätes er-
mitteln wie z. B. die Position in einem Raum, die aktuelle Auflösung oder die
maximale Lautstärke.
Abbildung 5.11: Modellierung eines animierten Charakters (Bild Charakter:
TU Darmstadt).
Um die multi-modale Ausgabe einer Ausgabekomponente als Ganzes charak-
terisieren zu können, wird der animierte Charakter durch ein weiteres Attri-
but, den multi-modalen Typ agent charakterisiert. Dieser dient zusätzlich der
Beschreibung der Basisausgaben durch die Unimodalitäten dazu, die seman-
tische Funktion der Komponente zu beschreiben. So umfasst der Typ agent
verschiedene Typen von Charakteren, die mit dem Benutzer kommunizieren
können. Der Typ agent umfasst dabei rein auditorielle Sprachausgabekompo-
nenten, rein visuelle Charaktere, Charaktere mit und ohne Zeigegesten sowie
mit und ohne Modellierung von Körperbewegungen. Aus dem multi-modalen
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Typen gehen die multi-modalen Parameter der Ausgabekomponente hervor.
Im Gegensatz zu den Parametern der Unimodalitäten konfigurieren die multi-
modalen Parameter die gesamte multi-modale Ausgabe. Im Falle des animier-
ten Charakters kann das äußere Erscheinungsbild (Parameter appearance)
durch einen multi-modalen Parameter konfiguriert werden. Dies erlaubt z. B.
die Konfiguration eines männlichen oder weiblichen Erscheinungsbildes. Die-
se Konfiguration hat Auswirkungen auf die Umsetzung sämtlicher Unimoda-
litäten und kann somit nicht als uni-modaler Parameter modelliert werden.
Ein weiterer multi-modaler Parameter für Komponenten vom Typ agent ist
der Parameter behaviour, der die abstrakte Verhaltensweise spezifiziert, die
der Charakter ausführen soll. Dies kann z. B. die Begrüßung des Benutzers
sein, die durch ein Winken mit der Hand oder durch eine kurze sprachliche Be-
grüßung umgesetzt wird. Dieser multi-modale Parameter hat somit ebenfalls
Einfluss auf mehrere Unimodalitäten. Der multi-modale Parameter content
enthält den Inhalt, den der Charakter ausgeben soll. Dieser kann z. B. direkt
als verbalisierter Text im ASCII-Format übergeben werden oder auch als For-
mulierung amodaler Konzepte aus einer Ontologie.
Neben dem uni-modalen Status is-playing der Sprachausgabe kann auch der
Status der multi-modalen Ausgabe als Ganzes modelliert werden. Dies ist im
Fall von visuellen Ausgabekomponenten des Typs agent sinnvoll in Bezug
auf die Sichtbarkeit auf der Desktop-Oberfläche (is-visible), der Koordinaten
des Fensters der Ausgabe auf dem Bildschirm ((x1, y1)), sowie der Breite und
Höhe des Fensters auf dem Bildschirm (w1, h1). Diese Informationen könn-
ten ebenfalls durch die visuellen Unimodalitäten bereitgestellt werden. Jedoch
hat es für die Layout-Koordination umständlich, aus der Fenstergröße jeder vi-
suellen Unimodalität die Fenstergröße der gesamten Ausgabekomponente zu
berechnen.
Die Modellierung der uni-modalen Basisausgaben von animierten Charak-
teren ermöglicht es, ähnliche Komponenten mit unterschiedlicher Funktiona-
lität durch dasselbe Modell zu beschreiben. So können z. B. Charaktere ohne
Zeigegestik auf ähnliche Weise beschrieben werden, indem bei der Selbstbe-
schreibung auf die Unimodalität Gestik verzichtet wird. Umgekehrt können
animierte Charaktere, die zusätzlich über Körperbewegungen verfügen, mo-
delliert werden, indem eine Unimodalität Körperhaltung hinzugefügt wird.
Eine Komponente zur Sprachausgabe kann ebenfalls als spezielle Instanz ei-
nes animierten Charakters modelliert werden, die über keine visuellen Aus-
gabemöglichkeiten verfügt (hier Gestik, Lippenbewegungen und Blickrich-
tungsanimation). Dieses Modell ermöglicht auf einfache Weise die Definition




die automatische Integration dieser Komponenten in die Präsentationsplanung
eines ubiquitären Informationssystems.
Beispiel: Modellierung von Eingabediensten
Da der Schwerpunkt dieser Arbeit auf der Generierung von Präsentationen
liegt, werden Eingabekomponenten im Folgenden nur soweit beschrieben, wie
es die Präsentationsgenerierung erfordert. Grundlage des in dieser Arbeit ver-
wendeten Modells für Eingabedienste ist Bernsens Modell für Eingabeuni-
modalitäten [Bernsen, 2001]. Das Modell ähnelt dem in Abschnitt 4.3 be-
schriebenen Modell für Ausgabeunimodalitäten und basiert auf den Moda-
litäteneigenschaften (nicht) linguistisch, (nicht) analog, (nicht) arbiträr, sta-
tisch/dynamisch und dem Eingabemedium (visuell, auditoriell oder taktil).
Im Unterschied zur Taxonomie für Ausgabeunimodalitäten wird die Eigen-
schaft statisch/dynamisch nicht betrachtet, da sie für Eingabekomponenten
keine Aussagekraft hat.
Somit ist es möglich, die Eingabe mittels einer Spracherkennungskomponente
als linguistische, nicht-analoge, nicht-arbiträre, auditorielle Eingabemodalität
zu beschreiben. Eine grafische Mauseingabe lässt sich als nicht-linguistische,
nicht-analoge, nicht-arbiträre, visuelle Eingabemodalität modellieren. Analog
zu den Ausgabegeräten werden den Eingabemodalitäten auch Eingabegerä-
te zugeordnet. Der Grund hierfür ist, dass der physikalische Standort eines
Eingabegerätes Auswirkung auf die Umsetzung einer multi-modalen Ausgabe
hat. So wäre es z. B. wünschenswert, dass bei Einsatz eines grafischen Aus-
wahlfensters als Eingabemöglichkeit das Ergebnis auf demselben Bildschirm
dargestellt wird, auf dem auch die Eingabe erfolgt ist.
Darüber hinaus kann es wünschenswert sein, auf einem Display die visuellen
Ausgaben mit den visuellen Eingaben in einem einzigen Layout anzuordnen.
So könnte z. B. die Ausgabe eines Ergebnisses in einem Fenster rechts neben
dem Eingabefenster erfolgen, durch das die Berechnung angefordert wurde.
Aus diesem Grund ist es notwendig, Informationen über die Sichtbarkeit, die
Bildschirmkoordinaten und die Größe von visuellen Eingabekomponenten zu
haben.
5.4.2 Vorteile des Ansatzes
Um die Vorteile des in Abschnitt 5.4.1 dargestellten Ansatzes zu verdeutli-
chen, wird der im Beispiel gewählte Ansatz mit alternativen Modellierun-
gen verglichen. Die einfachste Modellierung von Rendering-Komponenten Ri
stellt die Modellierung jeder Komponente durch einen eindeutigen Bezeichner
dar (Abbildung 5.12, links). Der MMP-Komponente sind bei diesem Ansatz
lediglich die Bezeichner der zurzeit aktiven Rendering-Komponenten bekannt
97
KAPITEL 5. MODELLIERUNG MULTI-MODALER AUSGABEN
(z. B. „render1“). Die Typen oder Ausgabedienste der Komponenten sind der
MMP-Komponente nicht bekannt. Weitergehendes Präsentationswissen (z. B.,
dass die Komponente „render1“ eine Sprachausgabe realisiert) wird den Be-
zeichnern implizit in der MMP-Komponente zugeordnet.
Der Vorteil dieses Ansatzes ist, dass er auf der Seite der Rendering-Kom-
ponenten Ri keine Modellierung erfordert. Da in der MMP-Komponente die
Menge der potentiell vorhandenen Rendering-Komponenten in Form der un-
terschiedlichen Bezeichner bekannt ist, können die Kommunikationsstruktu-
ren zwischen den Komponenten ebenfalls festgeschrieben werden (z. B. dass
die Komponente „render1“ eine Audiodatei liefert, die anschließend an die
Rendering-Komponente „render2“ übergeben wird), was die Definition von
Präsentationsstrategien erleichtert.
Der Nachteil des Ansatzes ist, dass er die Anzahl der unterstützten Rendering-
Komponenten durch die Menge der bekannten Bezeichner festschreibt. Wenn
in der MMP-Komponente die Bezeichner „render1“ bis „render10“ bekannt
sind, so ist es nicht möglich, eine neue Rendering-Komponente mit dem Be-
zeichner „render11“ automatisch durch die MMP-Komponente zu unterstüt-
zen, da nicht bekannt ist, um was für einen Typ Rendering-Komponente es
sich handelt.
Abbildung 5.12: Drei Ansätze zur Modellierung der Ausgabedienste einer
Rendering-Komponente Ri.
Diese Form der Modellierung bietet sich in abgeschlossenen Umgebungen mit
einer eingeschränkten Menge von Rendering-Komponenten an. Aus diesem
Grund kommt sie insbesondere bei klassischen multi-modalen Dialogsyste-
men, die auf ein Gerät beschränkt sind, zum Einsatz [Towns et al., 1998;




me verfügen jedoch über eine große Anzahl an Ausgabekomponenten. Mit-
tels mobilen Geräten können weiterhin –wie in Abschnitt 5.1 illustriert– neue
Rendering-Komponenten mit unbekannten Bezeichnern eingeführt werden.
Aus diesem Grund ist dieser Ansatz für ubiquitäre Informationssysteme nicht
geeignet.
Eine Erweiterung dieses Ansatzes stellt die Modellierung von multi-modalen
Typen dar, die die Rendering-Komponente Ri als Ganzes charakterisieren
(Abbildung 5.12, Mitte). So kann z. B. der Typ „Charakter“ verwendet wer-
den, um animierte Charaktere zu modellieren. Der Vorteil dieses Ansatzes
ist, dass Rendering-Komponenten unabhängig von ihren Bezeichnern model-
liert werden können. Dies ermöglicht in der MMP-Komponente die Definition
von Präsentationsstrategien, die unabhängig vom Bezeichner sind und erlaubt
die Unterstützung beliebig vieler Rendering-Komponenten der modellierten
multi-modalen Typen.
In ubiquitären Informationssystemen trägt dieser Ansatz zur Ausfallsicherheit
bei, da z. B. bei einem Ausfall der Komponente „render1“ vom Typ „Cha-
rakter“ eine andere Komponente vom Typ „Charakter“ an deren Stelle einge-
setzt werden kann. Weiterhin wird durch die detailliertere Modellierung der
Rendering-Komponenten das in der MMP-Komponente vorhandene Präsen-
tationswissen im Bezug auf die multi-modalen Typen gekapselt. Somit trägt
dieser Ansatz zur Verbesserung der Wissensmodellierung in der MMP-Kom-
ponente bei.
Ein Nachteil dieses Ansatzes ist, dass bei der Verwendung ähnlicher Typen
von Rendering-Komponenten unterschiedliche Typbezeichner definiert wer-
den müssen. Sollen z. B. neben animierten Charakteren, die über Mimik verfü-
gen, auch animierte Charaktere unterstützt werden, die verschiedene Körper-
haltungen unterstützen, so muss ein weiterer Charaktertyp definiert werden.
Dieser Nachteil wird durch den dritten Ansatz (Abbildung 5.12, rechts) be-
hoben. Dieser Ansatz bildet die Grundlage des in Abschnitt 5.4.1 verwende-
ten Modells. Neben dem multi-modalen Typ werden die Basisausgaben der
Rendering-Komponente beschrieben. Dies kann z. B. durch das Unimodali-
tätenmodell von Bernsen erfolgen (Abschnitt 4.3). Unterschiedliche Typen
von animierten Charakteren können so durch denselben multi-modalen Typen
modelliert werden. Dies erlaubt ebenfalls eine breitere Definition von multi-
modalen Typen. So umfasst in Abschnitt 5.4.1 der multi-modale Typ agent
nicht nur animierte Charaktere sondern auch Sprachausgaben ohne visuelle
Ausgaben.
Der Vorteil des in Abschnitt 5.4.1 beschriebenen Ansatzes besteht somit in ei-
ner expliziten Modellierung von Unimodalitäten, die für ubiquitäre Informa-
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tionssysteme mit zahlreichen Rendering-Komponenten unerlässlich ist. Die
Modellierung erlaubt einerseits ein verbessertes Wissens-Management in der
MMP-Komponente, andererseits lässt sich mit dem Ansatz die Ausfallsicher-
heit von verteilten Systemen verbessern. Die Modellierung der Basisausgaben
von Rendering-Komponenten erlaubt es weiterhin, eine große Anzahl unter-
schiedlicher Varianten desselben multi-modalen Typs zu unterstützen. In den
folgenden Abschnitten 5.4.3 und 5.4.4 wird der dritte Ansatz zur Modellierung
einer Home-Entertainment Umgebung umgesetzt. In Abschnitt 5.4.5 werden
Beispiele für die Modellierung von unterschiedlichen Typen von Rendering-
Komponenten gegeben.
5.4.3 Domänenunabhängiges Modell
Das Ziel dieses Abschnitts ist die Definition des domänenunabhängigen Mo-
dells für Ein-/Ausgabedienste (Abbildung 5.10). Dieses Modell wird ergänzt
um Modelle für Ein-/Ausgabegeräte sowie Ein-/Ausgaberessourcen (vgl. Ab-
bildung 5.4). Diese drei Modelle werden unter dem Oberbegriff domänenun-
abhängiges Modell für Ein-/Ausgabekomponenten zusammengefasst. Im fol-
genden Abschnitt wird dieses Modell dann zu einem domänenspezifischen
Modell für eine Home-Entertainment-Umgebung erweitert.
Ausgabekomponenten
Die Basis des domänenunabhängigen Modells ist die generische Ebene des
Unimodalitätenmodells von Bernsen (Abschnitt 4.3). Bernsen zeigt, dass die-
se Klassen vollständig und eindeutig sind bzgl. der Beschreibung uni-modaler
Ausgaben. Dabei wurden durch Bernsen Unimodalitäten, die für die Erfor-
schung der Mensch-Maschine-Interaktion nicht relevant sind, vernachlässigt.
Ein Beispiel hierfür sind Unimodalitäten, die sowohl linguistisch als auch ar-
biträr sind, d. h. Unimodalitäten, die Sprachen ohne Semantiken beschreiben.
Bernsen fügt hinzu, dass diese Klassen noch zu allgemein sind, um im Inter-
aktions-Design praktisch angewendet werden zu können. Aus diesem Grund
erweitert Bernsen die generische Ebene exemplarisch in eine atomare und eine
sub-atomare Ebene. In diesen Ebenen werden die generischen Unimodalitä-
tenklassen in weitere Teilklassen aufgeteilt, die eine detaillierter Beschreibung
von uni-modalen Ausgaben ermöglichen.
Diese Erweiterung ist jedoch nicht für alle Domänen sinnvoll. So würden z. B.
alle sechs Unimodalitäten des animierten Charakters aus Abbildung 5.11 un-
ter dem Oberbegriff visuelle Animationen modelliert, wodurch die Selbstbe-
schreibung von animierten Charakteren wenig Aussagekraft besitzt. Aus die-
sem Grund beschränken wir uns für das domänenunabhängige Modell auf




diese später im domänenspezifischen Modell. Das domänenunabhängige Mo-
dell unterscheidet dabei zwischen visuellen und auditoriellen Ausgabemedi-
en. Weitere Ausgabemedien wie z. B. Haptik werden in dieser Arbeit nicht
betrachtet.




Visuell visiblity ∈ {0, 1} is-visible ∈ {0, 1}
screen-location ∈ IN×IN has-screen-location ∈ IN×IN
size ∈ IN×IN has-size ∈ IN×IN
Auditoriell application-volume ∈ IN has-application-volume ∈ {0, 1}
Dynamisch − is-playing ∈ {0, 1}
Ausgabe- Parameter Status
gerät
Visuell − has-resolution ∈ IN×IN
has-graphics-benchmark ∈ IN
Auditoriell − has-device-volume ∈ IN
has-max-device-volume ∈ IN
has-min-device-volume ∈ IN
Alle − has-id ∈ String
has-networking-benchmark ∈ IN
Den visuellen und auditoriellen Ausgabeunimodalitäten lassen sich Mengen
von domänenunabhängigen Parametern zuordnen. In Tabelle 5.1 wird zwi-
schen visuellen, auditoriellen und dynamischen Unimodalitäten getrennt. Ne-
ben Parametern und Status für Unimodalitäten lassen sich auch für Ausgabe-
geräte domänenunabhängige Definitionen vornehmen. Dies dient der Model-
lierung der Ressourcenbeschränkungen von Ausgabegeräten.
Diese Beschränkungen müssen bei der Generierung multi-modaler Präsenta-
tionen von der MMP-Komponente beachtet werden. Hierbei werden Ausga-
begeräte, die visuelle Ausgabeunimodalitäten unterstützen (Bildschirme), von
Ausgabegeräten unterschieden, die auditorielle Ausgabeunimodalitäten unter-
stützen (Lautsprecher). Eigenschaften, die alle Typen von Ausgabegeräten be-
treffen, werden in einer dritten Kategorie betrachtet. Für visuelle Unimoda-
litäten werden Parameter definiert, die die Sichtbarkeit (visibility), die Bild-
schirmkoordinaten (screen-location) und die Größe (size) bei einer Ausgabe
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bestimmen. Für alle auditoriellen Unimodalitäten wird ein Parameter Lautstär-
ke (application-volume) definiert, mit dem sich die Lautstärke der Unimo-
dalität konfigurieren lässt (vgl. Parameter volume in Abbildung 5.11). Diese
Parameter des domänenunabhängigen Modells werden in dem domänenspezi-
fischen Modell durch weitere Parameterdefinitionen ergänzt.
Das domänenunabhängige Modell enthält weiterhin eine allgemeine Men-
ge von domänenunabhängigen Status, die jeder Ausgabekomponente entspre-
chend ihrer Unimodalitäten zugeordnet werden. Ausgabekomponenten mit vi-
suellen Unimodalitäten haben die Eigenschaften Sichtbarkeit (is-visible), Ko-
ordinaten (has-screen-location) und Größe (has-size). Dabei sind Koordi-
naten und Größe nur definiert, falls die Sichtbarkeit gegeben ist. Diese Status
werden durch die korrespondierenden Parameter visibility, screen-location
und size beeinflusst. Ausgabekomponenten mit auditoriellen Unimodalitäten
verfügen über einen Status has-application-volume, der die durch den Pa-
rameter application-volume beeinflusste software-seitige Lautstärkeeinstel-
lung wiedergibt.
Für Ausgabekomponenten mit dynamischen Unimodalitäten wird der Status
is-playing modelliert. Dieses Attribut wird gesetzt, falls zurzeit eine dyna-
mische Ausgabe visuell oder auditoriell erfolgt. Diese domänenunabhängigen
Parameter und Status werden bei der Definition des domänenspezifischen Mo-
dells ergänzt durch domänenspezifische Erweiterungen.
Visuelle Ausgabegeräte haben die Eigenschaft Auflösung (has-resolution).
Ausgabegeräte verfügen über einen Grafikkennwert (has-graphics-bench-
mark). Grafikkennwerte können dabei auf jedem Gerät durch standardisierte
Testsoftware, wie sie z. B. von der SPEC3 zur Verfügung gestellt wird, er-
mittelt werden. Kennwerte dienen bei der Präsentationsgenerierung dazu, die
Qualität von Ausgabemedien an die Ressourcen eines Ausgabegerätes anzu-
passen (vgl. Beispiel in Abschnitt 5.1).
Für auditorielle Ausgabegeräte wird der Status Lautstärke modelliert (has-de-
vice-volume). Während der Parameter application-volume von auditori-
ellen Ausgabekomponenten durch die Applikation selber gesetzt wird (z. B.
einer Komponente zum Abspielen von MPEG-Filmen), modelliert der Para-
meter device-volume die physikalische Einstellung der Lautstärke durch das
unterliegende Betriebssystem. Zusätzlich werden Status für die maximal bzw.
minimal mögliche Lautstärkeeinstellung gegeben (max-device-volume und
mindevice-volume), die analog zu has-resolution die Ressourcenbeschrän-
kungen des auditoriellen Gerätes wiedergeben. Der Status has-id liefert für
jedes Ausgabegerät einen eindeutigen Bezeichner in Form einer Zeichenkette




(String). Weiterhin werden neben den Grafikkennwerten ebenfalls die Netz-
werkkennwerte für alle Ausgabegeräte festgehalten (has-networking-bench-
mark). Dies ermöglicht die Anpassung der Präsentationen an die Netzwerk-
fähigkeiten der Ausgabegeräte. Wie im Beispiel in Abschnitt 5.1 anhand von
Martins PDA erläutert wurde, können die Medienobjekte der Präsentation im
Falle geringer Netzwerkkennwerte in ihrer Qualität reduziert werden.
Der physikalische Ort (z. B. das Zimmer, in dem sich ein Ausgabegerät be-
findet) hat ebenfalls Einfluss auf die Präsentationsgenerierung in einem ubi-
quitären Informationssystem (vgl. Abschnitt 5.1). Der Detailgrad der Model-
lierung wird allerdings durch die Domäne der Anwendung bestimmt. So lässt
sich z. B. der Geräteort durch die dreidimensionalen Koordinaten, die Ori-
entierung und den Wahrnehmungsbereich des Geräts modellieren. Alternativ
dazu kann der Geräteort durch eine Abbildung auf eine zweidimensionalen
Ebene [Kray et al., 2003] oder lediglich durch Angabe des Zimmers, in dem
sich das Ausgabegerät befindet, modelliert werden.
In einem Home-Entertainment-System kann der Geräteort durch die zweidi-
mensionale Position innerhalb eines Zimmers repräsentiert werden [Brumitt
et al., 2000]. In einem elektronischen Touristenführer können zweidimensio-
nale Geokoordinaten eingesetzt werden [Zipf & Malaka, 2000]. Aus diesem
Grund wird der physikalische Ort eines Ausgabegerätes nicht im domänenun-
abhängigen Modell, sondern im domänenspezifischen Modell definiert.
Eine Rendering-Komponente zur Ausgabe statischer Bilder wird somit als
visuelle Unimodalität durch die Parameter visibility, screen-location und
size modelliert. Weiterhin werden ihr die Status is-visible, has-screen-lo-
cation und has-size zugeordnet. Die Ressourcenbeschränkungen des PDA-
Bildschirms werden durch die Gerätestatus has-resolution und has-gra-
phics-benchmark modelliert. Wie jedes Ausgabegerät verfügt der PDA über
einen eindeutigen Bezeichner (Status has-id) sowie über einen Netzwerk-
kennwert (Status has-networking-benchmark).
Neben den im Modell festgehaltenen domänenunabhängigen Eigenschaften
sind je nach benötigtem Detailgrad und beabsichtigter Verwendung auch Er-
weiterungen möglich. So lässt sich z. B. bei visuellen Ausgaben der Rand der
Grafik als Polygon festhalten. Weiterhin lassen sich die Auflösung, der Kon-
trast oder die Farben der Grafik festhalten. Bei dynamischen visuellen Aus-
gaben lässt sich die Bewegung der Animation sowie deren zeitlicher Verlauf
modellieren [Bernsen, 2001]. Da die Verwendung dieser Eigenschaften jedoch
nicht in jeder Domäne gegeben ist, werden diese Eigenschaften nicht im do-
mänenunabhängigen Modell definiert.
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Eingabekomponenten
Wie im Abschnitt 5.11 erläutert wurde, wird neben einem Modell für multi-
modale Ausgabedienste und -geräte ebenfalls ein Modell für multi-modale
Eingabedienste und -geräte benötigt. Die Definition des domänenunabhängi-
gen Modells für Eingabekomponenten erfolgt analog zu den Ausgabekompo-
nenten und wird in Tabelle 5.2 zusammengefasst.
Tabelle 5.2: Domänenunabhängiges Modell für Parameter und Status von Ein-
gabekomponenten.
Unimodalität Parameter Status
Visuell visiblity ∈ {0, 1} is-visible ∈ {0, 1}
screen-location ∈ IN×IN has-screen-location ∈ IN×IN
size ∈ IN×IN has-size ∈ IN×IN
Alle − is-processing-input ∈ {0, 1}
threw-input-event ∈ {0, 1}
Eingabegerät Parameter Status
Visuell − has-resolution ∈ IN×IN
Alle − has-id ∈ String
Dabei basiert das Unimodalitätenmodell auf Bernsens Modell für Eingabe-
modalitäten [Bernsen, 2001]. Als domänenunabhängiger Status werden Infor-
mationen über Eingabe-Events verwaltet. Der Status threw-input-event ist
genau dann gegeben, wenn der Benutzer die jeweilige Modalität verwendet,
um eine Eingabe an das System zu formulieren.
Der Status is-processing-input gibt an, ob das System zurzeit eine Eingabe
des Benutzers verarbeitet. In diesem Fall könnte die Präsentationsgenerierung
z. B. reagieren, indem weitere Ausgaben zurückgestellt werden, um den Be-
nutzer nicht zu unterbrechen.
Weiterhin werden bei visuellen Eingabemodalitäten die Sichtbarkeit, die Bild-
schirmkoordinaten und die Größe modelliert, da diese Konzepte Einfluss auf
die Präsentationsgenerierung haben. So könnte z. B. das Fenster einer Aus-
gabekomponente das Fenster einer Eingabekomponente auf demselben Gerät
überdecken. Bei auditoriellen Eingabegeräten (wie z. B. einer Spracherken-
nung) werden keine Parameter und Status im domänenunabhängigen Modell
definiert.
Zwecks einer detaillierten Modellierung von Eingabekomponenten könnte für
auditorielle Eingabegeräte ein Parameter application-input-level ∈ IN ein-




Ausgabekomponenten entspricht und den Pegel der auditoriellen Eingabe an-
gibt. Weiterhin könnte das Modell analog zu dem Modell für Ausgabekom-
ponenten um Kennwerte ergänzt werden, die die Leistung des Eingabegerätes
beschreiben. Da diese aber für die Präsentationsplanung nicht von direkter
Relevanz sind, werden diese Erweiterungen in dieser Arbeit nicht betrachtet.
5.4.4 Modellierung einer Home-Entertainment Umgebung
In diesem Abschnitt wird das domänenunabhängige Modell zu einem domä-
nenspezifischen Modell für Ausgabedienste, -geräte und -ressourcen in einem
Home-Entertainment-Szenario erweitert. Das System soll Ausgabekomponen-
ten unterstützen, die mittels einer Sprachausgabe und optionalem Grafik-Feed-
back eine Repräsentation eines Assistenten generieren können, der den Benut-
zer bei der Verwendung des Systems unterstützen kann.





appearance ∈ String has-appearance
behaviour (Tabelle 5.4) is-playing
content ∈ String has-output-media-list (Tabelle 5.6)
player media-url ∈ URL −
media-format
Weiterhin soll das System bei der Medienwiedergabe verschiedene Formate
unterstützen, wie z. B. eine Komponente zur Wiedergabe von MPEG-Videos
oder eine Komponente zur Wiedergabe von SMIL-Präsentationen. Aus die-
sem Grund werden für die Taxonomie der Ausgabekomponenten zwei multi-
modale Typen definiert, agent und player. Der Typ agent umfasst alle Kom-
ponenten, deren Ausgaben einen Assistenten repräsentieren (vgl. Abschnitt
5.4.1). Diese bestehen aus einer Sprachausgabe, die durch beliebige Animatio-
nen (z. B. Kopfbewegungen, Lippenbewegungen oder Gesten) ergänzt werden
kann.
Der Typ player umfasst unabhängig vom Medienformat alle Wiedergabekom-
ponenten. Dies können z. B. MPEG-Filme oder SMIL-Animationen sein. Den
multi-modalen Typen agent und player werden die in Tabelle 5.3 dargestell-
ten multi-modalen Parameter zugeordnet.
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Ausgabekomponenten vom Typ agent
Ausgabekomponenten vom Typ agent verfügen über die Parameter visibility,
screen-location, size, appearance, behaviour und content. Die Parameter
visibility, size und screen-location bestimmen dabei bei animierten Cha-
rakteren die Sichtbarkeit, die Größe und den Ort, an dem der Charakter auf
dem Bildschirm erscheint. Diese Parameter ersetzen die entsprechenden uni-
modalen Parameter des domänenunabhängigen Modells für visuelle Unimo-
dalitäten (Tabelle 5.1). Der Grund für diese Vorgehensweise ist, dass es bei
der Generierung von animierten Charakteren nicht sinnvoll ist, die Größe und
Position von Gesten, Lippenbewegungen und Körperbewegungen separat zu
definieren. Einfacher ist die Verwendung eines Fensters, das sämtliche visuel-
len Ausgaben des Charakters umfasst und innerhalb dessen alle Animationen
des animierten Charakters stattfinden.
Der Parameter appearance dient zu Auswahl des Erscheinungsbildes eines
animierten Charakters. So existieren z. B. für animierte Charaktere, die auf
dem Microsoft Agent-System aufbauen, die Möglichkeit, zwischen verschie-
denen Charakteren (z. B. „Merlin“, dem Zauberer) zu wählen. Im Falle von
Sprachausgabekomponenten ohne Grafik-Feedback kann durch appearance
die zu verwendende Stimme ausgewählt werden. Weiterhin existiert ein multi-
modaler Parameter behaviour, mit dem auf abstrakte Weise das Verhalten des
animierten Charakters beschrieben werden kann. Der Parameter behaviour
steht für eine direkte Ansteuerung der Verhaltensweisen des Charakters, bei
der die Generierung und die Darstellung des Charakters kombiniert erfolgen.
Zur Modellierung von behaviour sind zwei Ansätze möglich. Animierte Cha-
raktere können mittels einer von den konkreten Verhaltensweisen unabhän-
gigen kommunikativen Absicht modelliert werden (abstrakte Modellierungs-
ebene, vgl. Abschnitt 3.4.2). Beispiele für konkrete Verhaltensweisen sind
Mimik oder Gestik. Ebenso können animierte Charaktere auch auf der Ebe-
ne konkreter Verhaltensweisen angesteuert werden (physikalische Modellie-
rungsebene). Die Verwendung der abstrakten Modellierung erlaubt die De-
finition einer Menge von kommunikativen Absichten, die unabhängig vom
Erscheinungsbild eines animierten Charakters sind. Sie erfordern jedoch ne-
ben der Darstellung der Verhaltensanimationen die Durchführung einer Ver-
haltensplanung durch die Charakterkomponente, um aus der abstrakten Be-
schreibung die physikalische Umsetzung abzuleiten.
Die Behaviour Markup Language (BML, [Kopp et al., 2006]) stellt den all-
gemeinsten Ansatz zur physikalischen Modellierung von animierten Charak-
teren dar. Weiterhin erlaubt BML eine einfache Integration in das in Abschnitt




modalität Gestik kann z. B. durch das Tupel (-li, an, -ar, dyn, vis, gestures) als
grafische Animation beschrieben werden (vgl. Abschnitt 4.3). Wenn ein ani-
mierter Charakter diese Unimodalität unterstützt, dann muss er auch die das
korrespondierende BML-Element <gesture> und dessen Parameter unter-
stützen. Somit könnte der Parameter behaviour anhand der Unimodalitäten
des Charakters in BML formuliert werden.
In dieser Arbeit wurde BML jedoch nicht verwendet, um Charaktere mittels
behaviour anzusteuern. Die Definition von BML ist zurzeit noch nicht ab-
geschlossen. Erste Implementierungen von BML-Renderern existieren zwar
[Lee & Marsella, 2006]. Jedoch ist noch keine freie Software zur Umsetzung
von BML in die Animationen eines animierten Charakters verfügbar. Die Rea-
lisierung einer eigenen, BML-basierten Ausgabekomponente geht jedoch über
den Rahmen dieser Arbeit hinaus.
Aus diesem Grund haben wir für die Modellierung des behaviour-Parameters
in der geplanten Home-Entertainment-Umgebung einen konservativeren An-
satz gewählt. In dieser Arbeit beschränken wir uns auf die in [Rieger, 2003]
definierten Verhaltensweisen. Diese werden in Tabelle 5.4 geordnet nach emo-
tionalen Zuständen (z. B. fröhlich oder aufmerksam) und kommunikativem
Feedback (z. B. Nicken oder Kopfschütteln) dargestellt. Dieses Modell ist im
Gegensatz zu BML der abstrakten Modellierungsebene zuzuordnen und nicht
an konkrete Ausgabemodalitäten des Charakters gebunden. Zwar wird nur ei-
ne begrenzte Menge an Verhaltensweisen unterstützt. Diese werden jedoch
im Hinblick auf die geplante Home-Entertainment-Umgebung als ausreichend
betrachtet. Der Parameter content in Tabelle 5.3 enthält den Text, der durch
den Charakter gesprochen werden soll, im ASCII-Format. Da dieser Text so-
wohl Einfluss auf die Sprachausgabe als auch auf die Lippenbewegungen des
Charakters hat, wird dieser Parameter als multi-modaler Parameter definiert
(vgl. Abschnitt 5.4.1).
In Analogie zu den multi-modalen Parametern in Tabelle 5.3 existieren Sta-
tus is-visible, has-screen-location, has-size und has-appearance. Für
behaviour und content wurde kein entsprechender Status definiert, da die
Gültigkeit eines solchen Status nur von begrenzter Dauer wäre. Zusätzlich
wurde analog zu den dynamischen Unimodalitäten im domänenunabhängigen
Modell (Tabelle 5.1) ein Status is-playing definiert, der angibt, ob der ani-
mierte Charakter zurzeit Animationen darstellt oder Sprache ausgibt.
Für die Umsetzung der multi-modalen Ausgabe von Komponenten des Typs
agent existieren zwei Möglichkeiten. Die Ausgabekomponente kann die Aus-
gabe entweder direkt ausgeben oder ein Medienobjekt zurückliefern, das die
Ausgabe in kodierter Form enthält (z. B. eine WAV-Datei, ein GIF-Bild oder
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ein MPEG-Video). Dieses Medienobjekt kann durch eine player-Komponen-
te auf einem verbundenen Rechner ausgegeben werden. Dies wird durch den
Status has-output-media-list modelliert. Dabei wird definiert, dass Kompo-
nenten, die Medienobjekte zurückliefern, grundsätzlich keine Ausgaben selber
darstellen. Umgekehrt geben Komponenten, die keine Medienobjekte zurück-
liefern, die Inhalte direkt aus.
Tabelle 5.4: Verhaltensweisen von animierten Charakteren vom Typ agent.
Emotionale Zustände
Bezeichner Effekt
neutral Neutraler Gesichtsausdruck und Tonfall
positiv-neutral Freundlicher Gesichtsausdruck und Tonfall
sorry tiefe Stimme, trauriges Gesicht
regretful tiefe Stimme, trauriges Gesicht, Schultern heben/senken
alert Benutzer aufmerksam angucken
happy Lächeln und fröhlicher Tonfall
interested Benutzer interessiert ansehen
Kommunikatives Feedback
Bezeichner Effekt
friendly-greeting Freundlicher Gesichtsausdruck/Tonfall, winken
friendly-closing Freundlicher Gesichtsausdruck/Tonfall, winken, entfernen
friendly-offer Freundlicher Gesichtsausdruck/Tonfall, warten auf Eingabe
show-agreement Nicken
show-rejection Kopfschütteln
show-alternatives Neutraler Gesichtsausdruck/Tonfall, warten auf Eingabe
show-importance Stimme lauter, mit Nachdruck sprechen
Beide Ansätze haben Vorteile und Nachteile. Die direkte Ausgabe der zu prä-
sentierenden Inhalte schont Netzwerkressourcen, da die generierten Medien-
objekte von anderen Komponenten nicht geladen werden müssen. Der Nach-
teil dieser Vorgehensweise ist jedoch, dass die Integration mehrerer Kompo-
nenten in ein gemeinsames Layout schwieriger ist, da sie viel Kommunikation
zwischen den Komponenten erfordert. Wird hingegen durch eine Sprachaus-
gabe eine Audiodatei generiert und als Medienobjekt zur Verfügung gestellt,
so kann diese leicht in eine SMIL- oder HTML-Präsentation eingebunden wer-
den.
Dort kann die Ausgabe des Sprachsignals auf einfache Weise mit anderen Me-
dien synchronisiert und in ein gemeinsames Layout integriert werden. Der




dass bei animierten Charakteren auch Grafikdateien zur Verfügung gestellt
werden müssen und dass diese durch das Präsentationssystem in kohären-
ter Form entsprechend dem Verhalten des Charakters (Tabelle 5.4) umgesetzt
werden müssen. Dies setzt insbesondere bei animierten Charakteren eine Ka-
tegorisierung der Grafikdateien voraus.
Beim zweiten Ansatz haben die Netzwerkkennwerte des Ausgabegeräts, auf
dem die visuellen oder auditoriellen Medienobjekte dargestellt werden, Ein-
fluss auf das Übertragen der Medienobjekte auf das Gerät. Diese Kennwerte
können es erforderlich machen, ein Medienobjekt in seiner Qualität anzupas-
sen, um die Übertragungszeit zu verkürzen.




gesture-right Zeigegeste nach rechts
gesture-left Zeigegeste nach links
look-right Blick nach rechts
look-left Blick nach links
look-happy Ruheanimation mit fröhlichem Gesichtsausdruck
look-sad Ruheanimation mit traurigem Gesichtsausdruck
look-sorry Ruheanimation mit entschuldigendem Gesichtsausdruck
enter Charakter erscheint
leave Charakter verabschiedet sich
Für das Home-Entertainment-System wird ein Modell von Animationen de-
finiert, die die Animationen von Komponenten vom Typ agent kategorisie-
ren und eine Komposition der Animationen durch das Präsentationssystem
ermöglichen. In dem Beispielszenario werden die in Tabelle 5.5 dargestellten
Animationen verwendet.
Die Kategorien der Animationen basieren auf den Animationen des Ckuckuk
Präsentationsplanungssystems [André et al., 2005; André et al., 2000]. Das
Modell entspricht einer Teilmenge der Animationen des Microsoft Agent Mo-
dells, das ebenfalls in der Modellierungssprache MPML 3.0 [Prendinger et al.,
2004] eingesetzt wird. Wie beim Parameter behaviour wird hier nur eine be-
grenzte Menge von Verhaltensweisen definiert. Das Modell ist jedoch leicht
durch detailliertere Beschreibungen von Animationen zu erweitern.
Somit wird für Ausgabekomponenten vom Typ agent durch has-output-me-
dia-list eine Liste von Medienobjekten zurückgegeben, die die in Tabelle 5.6
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dargestellte Form haben. Bei grafischen Medienobjekten werden Animationen
im GIF-Format unterstützt, die ein ressourcenschonendes Format für Anima-
tionen darstellen.
Weiterhin wird die Auflösung der Animation festgehalten, um eine Integration
in das Gesamt-Layout der Präsentation zu ermöglichen. Um Medienobjekte
in Abhängigkeit der Netzwerkkennwerte von Ausgabegeräten auszuwählen,
wird die Dateigröße der Animation festgehalten. Neben dem Typ der Anima-
tion wird der Netzwerkpfad (Uniform Resource Locator, URL) zur Animation
angegeben, der einen netzwerkweiten Zugriff auf das Medienobjekt ermög-
licht.
Tabelle 5.6: Ausgabemedium für Komponenten vom Typ agent.
output-medium
visuell
Medium Format Auflösung Größe Animationstyp URL
vis GIF ∈ IN× IN [kB] Tabelle 5.5 ∈ URL
auditoriell
Medium Format Abtastfrequenz Größe URL
aud ∈{WAV, AU} [Hz] [kB] ∈ URL
Bei akustischen Medienobjekten werden Dateien im WAV und im AU-Format
unterstützt. Um die Qualität unterschiedlicher Medienobjekte unterscheiden
zu können, wird die Abtastfrequenz der Audiodatei festgehalten. Analog zu
den grafischen Medienobjekten werden ebenso die Dateigröße und die URL
verwaltet.
Ausgabekomponenten müssen nicht alle multi-modalen Parameter unterstüt-
zen. So können z. B. Ausgabekomponenten vom Typ agent existieren, die kei-
ne Auswahl des Erscheinungsbildes des Charakters unterstützen. Unterstützt
eine Ausgabekomponente vom Typ agent den Status has-output-media-list,
so haben nur die Parameter appearance und size einen Effekt, da die Kompo-
nente in diesem Fall nur Medienobjekte generiert und keine eigene Ausgabe
darstellt.
Ausgabekomponenten vom Typ player
Ausgabekomponenten vom Typ player verfügen über zwei Parameter, die
die Netzwerkadresse des Mediums (media-url) angeben, das abgespielt wer-
den soll. Weiterhin definiert der Parameter media-format das Format des




Format. Für das Home-Entertainment-System werden dazu die Werte „mpeg“,
„smil“, und „html“ unterstützt. Da Komponenten vom Typ player als Wie-
dergabekomponenten definiert wurden, geben sie die Ausgabe per Definition
direkt aus. Daher wird für diese kein Status has-output-media-list definiert.
Ausgabeunimodalitäten
Neben der Definition der multi-modalen Parameter und Status erfolgt eine
Definition der atomaren Ausgabeunimodalitäten, die durch das System unter-
stützt werden sollen und von den Komponenten vom Typ agent oder player
eingesetzt werden (Tabelle 5.7). Diese stellen eine Erweiterung der durch das
domänenunabhängige Modell definierten generischen Unimodalitätenklassen
dar (vgl. Abschnitt 5.4.3).
Tabelle 5.7: Atomare Ausgabeunimodalitäten: Bernsen-Kategorien.
Unimodalität Bernsen-Kategorie
Kopf (−li, an,−ar, dyn, vis, head)
Torso (−li, an,−ar, dyn, vis, torso)
Mimik (−li, an,−ar, dyn, vis, facial-expression)
Blick (−li, an,−ar, dyn, vis, gaze)
Körper (−li, an,−ar, dyn, vis, body)
Beine (−li, an,−ar, dyn, vis, legs)
Gestik (−li, an,−ar, dyn, vis, gestures)
Lippen (li, an,−ar, dyn, vis, spoken-text)
Sprache (li,−an,−ar, dyn, aud, spoken-text)
Video (−li, an,−ar, dyn, vis,−)
Audio (−li, an,−ar, dyn, aud,−)
Auf der generischen Ebene beschreibt die Kategorie (−li, an,−ar, dyn, vis)
bei Bernsen allgemeine grafische Animationen (Tabelle 4.1). Für animierte
Charaktere ergänzen wir diese Klasse durch atomare Unterklassen, die für die
Umsetzung der Ausgaben von animierten Charakteren relevant sind: Kopf-
haltung (head), Torso (torso), Mimik (facial-expression), Blickrichtung
(gaze), Körperhaltung/Bewegung (body), Beinstellung (legs) und Gestik (ge-
stures).
Hierbei orientieren wir uns an den in BML definierten Ausgabemodalitäten
[Kopp et al., 2006]. Diese werden als nicht-linguistische, visuelle Animatio-
nen modelliert. Dabei werden die Lippenbewegungen als linguistische Uni-
modalität modelliert, da Lippenbewegungen ebenfalls linguistische Informa-
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tionen übertragen können. So werden z. B. beim Lippenlesen ausschließlich
visuelle Informationen verwendet, um linguistische Informationen auszutau-
schen. Für die Umsetzung der Sprachausgabe wird die generische Unimoda-
lität (li,−an,−ar, dyn, aud) analog zu den Lippenbewegungen um eine ato-
mare Klasse spoken-text erweitert, um gesprochenen Text zu modellieren.
Tabelle 5.8: Atomare Ausgabeunimodalitäten: Parameter, Status und Geräte.
Unimodalität Parameter Status




























Für den multi-modalen Typ player modellieren wir allgemeine grafische Ani-




audiovisuellen Wiedergabefähigkeiten der Komponenten vom Typ player re-
präsentieren zu können. Für die Modellierung dieser Unimodalitäten genügt
die generische Ebene des Bernsen-Modells.
Im Folgenden werden die uni-modalen Parameter definiert, die die uni-mo-
dalen Parameter im domänenunabhängigen Modell ergänzen (Tabelle 5.8).
Analog zu den multi-modalen Parametern ist es nicht notwendig, dass eine
Ausgabekomponente alle Parameter unterstützt. Die Unimodalitäten Hände
und Blickrichtung verwenden den Parameter ref -window-location. Dieser
Parameter ermöglicht es, Zeigegesten auf einen Punkt auf dem Bildschirm
durchzuführen bzw. den Blick auf diesen Punkt zu lenken.
Bei der Unimodalität Bewegung werden der Startpunkt (start-location) und
der Endpunkt der Bewegung (end-location) übergeben. Die weiteren visu-
ellen Unimodalitäten der animierten Charaktere haben keine Parameter. Die
Ausgabe dieser Unimodalitäten wird bestimmt durch die Werte der multi-
modalen Parameter von Komponenten des Typs agent (Tabelle 5.3).
Bei diesen Unimodalitäten werden keine weiteren Status eingeführt, da die
multi-modalen Status des Typs agent die multi-modale Ausgabe als Ganzes
bereits ausreichend charakterisieren. So ist es für ein Präsentationssystem z. B.
nicht relevant, bei welchen Koordinaten sich die Lippen eines animierten Cha-
rakters befinden. Relevant ist stattdessen die Position des Fensters, das die
gesamten visuellen Ausgaben des Charakters umgibt.
Bei der Unimodalität Sprache wird der Parameter application-volume aus
dem domänenunabhängigen Modell für dynamische, auditorielle Ausgabe-
komponenten übernommen (Tabelle 5.1). Der Parameter ist sowohl für Sprach-
ausgabekomponenten, die nur über diese Unimodalität verfügen, als auch für
animierte Charaktere, die über zusätzliches Grafik-Feedback verfügen, rele-
vant. Da der Parameter bei Komponenten vom Typ agent nur die Unimodali-
tät Sprache betrifft, wird er als uni-modaler Parameter definiert.
Die Status der Unimodalität Sprache werden ebenfalls aus dem domänenunab-
hängigen Modell übernommen. Die Parameter und Status der Unimodalitäten
Audio und Video werden aus dem domänenunabhängigen Modell für dynami-
sche, auditorielle bzw. dynamische, visuelle Ausgabekomponenten übernom-
men. Da Komponenten vom Typ player die Sichtbarkeit, den Ort und die Grö-
ße der Ausgabe nicht als multi-modale Parameter modellieren, werden diese
durch die Unimodalitäten definiert.
Der Grund hierfür ist, dass es sinnvoll ist, bei Wiedergabekomponenten die
Audio- und Video-Ausgaben getrennt zu verwalten. So wird z. B. bei der Wie-
dergabe von Musik die Videoausgabe nicht verwendet oder bei Filmen ohne
Ton keine Audioausgabe. Die Status der visuellen und auditoriellen Ausgabe-
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geräte wurden ebenfalls aus dem domänenunabhängigen Modell für Ausgabe-
komponenten übernommen. Zusätzlich wurde zur Modellierung des Raumes,
in dem eine Ausgabe stattfindet (z. B. Küche oder Wohnzimmer) ein Status
has-room-id für alle Ausgabegeräte eingeführt, der einen eindeutigen Be-
zeichner für den Raum liefert, in dem sich das Ausgabegerät befindet. Dieser
kann auch eine leere Zeichenkette sein, für den Fall, dass der Raum nicht be-
kannt ist.
Eingabekomponenten
Das Home-Entertainment-System soll zwei Typen von Eingabekomponenten
unterstützen. Visuelle Eingaben sollen durch GUI erfolgen können, mit denen
Systemdialoge visuell erfolgen können. Auditorielle Eingaben sollen durch
Spracherkennungskomponenten erfolgen können. Die Bernsen-Kategorien für
beide Eingabemodalitäten sind in Tabelle 5.9 dargestellt.
Tabelle 5.9: Atomare Eingabeunimodalitäten: Bernsen-Kategorien.
Unimodalität Bernsen-Kategorie
visuelle Eingaben (−li,−an,−ar, vis,−)
Spracheingabe (li,−an,−ar, aud,−)
Die Parameter und Status der beiden Eingabeunimodalitäten sind in Tabelle
5.10 dargestellt. Für die Unimodalitäten visuelle Eingabe und Spracherken-
nung wurden die Parameter und Status aus dem domänenunabhängigen Mo-
dell (Tabelle 5.2) übernommen.
Tabelle 5.10: Atomare Eingabeunimodalitäten: Parameter, Status und Geräte.
Unimodalität Parameter Status













Bei der Unimodalität visuelle Eingabe wird der Status is-processing-input
nicht unterstützt, da dieser für visuelle Eingaben mittels eines GUI keine Aus-
sagekraft besitzt.
Bei den Eingabegeräten werden ebenfalls die Parameter und Status des domä-
nenunabhängigen Modells unterstützt. Analog zu den Ausgabekomponenten
werden diese durch einen Status has-room-id ergänzt, der einen Bezeichner
für den Raum enthält, in dem sich das Ausgabegerät befindet oder eine leere
Zeichenfolge enthält, falls der Raum nicht bekannt ist.
5.4.5 Beispiele für Selbstbeschreibungen
Im Folgenden werden auf Basis der in Abschnitt 5.4.4 definierten Modelle
Beispiele für mögliche Selbstbeschreibungen von Ein-/Ausgabekomponenten
gegeben. Dabei werden unterschiedliche Komponenten der Typen agent und
player modelliert, die auf der Basis des Modells automatisch in die Präsenta-
tionsgenerierung integriert werden können.
Abbildung 5.13: Microsoft Agent-Charakter Merlin (Nachdruck der Screen
Shots mit freundlicher Erlaubnis der Microsoft Corporation).
Zunächst soll ein animierter Microsoft Agent-basierter Charakter als Ausga-
bekomponente modelliert werden (Bild 5.13). Da die Größe des Charakters
nicht veränderlich ist, unterstützt der Charakter den multi-modalen Parame-
ter size einer Komponente vom Typ agent nicht (Tabelle 5.3). Alle weiteren
multi-modalen Parameter einer Komponente vom Typ agent werden unter-
stützt.
Weiterhin unterstützt der Charakter alle Unimodalitäten aus Tabelle 5.8 bis auf
die allgemeine Audio- oder Videoausgabe. Der Parameter ref -window-lo-
cation der Unimodalität Blick wird nicht unterstützt, da die Blickrichtung
sich an der ausgeführten Gestik orientiert und nicht separat verwendet werden
kann. Ansonsten werden durch die Komponente sämtliche in Tabelle 5.8 de-
finierten Parameter unterstützt. Damit ergibt sich für die Komponente die in
Tabelle 5.11 dargestellte Selbstbeschreibung.
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appearance ∈ String has-size
behaviour (Tabelle 5.4) has-appearance
content ∈ String is-playing
Unimodalität Parameter Status

























Dadurch ist es möglich, Komponenten vom Typ Microsoft Agent mit ande-
ren Ausgabekomponenten zu koordinieren, z. B. einem GUI. Dabei kann der
Parameter appearance die Werte „Genie“, „Merlin“, „Peedy“ und „Robby“
annehmen, die den von Microsoft realisierten Charakteren entsprechen. Da der
Microsoft Charakter keine Ausgabemedien zurückliefert, sondern die Inhalte
direkt ausgibt, wird der Status has-output-media-list nicht unterstützt. Alle
weiteren Status aus Tabelle 5.8 werden verwendet.
























Als zweite Komponente wird der animierte Charakter der TU Darmstadt (Ab-
bildung 5.14, [Rieger & Berner, 2002]) modelliert. Da dieser Charakter be-
liebige Größen annehmen kann, wird der multi-modale Parameter size im
Gegensatz zum Microsoft Agent-Charakter unterstützt (vgl. Tabelle 5.3). Es
werden jedoch keine unterschiedlichen Typen des Charakters modelliert, da-
her wird der Parameter appearance nicht unterstützt.
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Abbildung 5.15: DFKI-Charakter Herr Kaufmann.
Der Charakter verfügt über Animationen für keine Arme, Hände oder Kör-
per. Daher unterstützt der Charakter die Unimodalitäten Arme, Mimik, Kör-
per und Bewegung nicht. Mit Hilfe der Unimodalität Blick ist es möglich, den
Charakter auf verschiedene Bildschirmkoordinaten schauen zu lassen. Daher
wird deren Parameter ref -window-location unterstützt. Ansonsten werden
alle Parameter aus den Tabellen 5.3 und 5.8 unterstützt.
Tabelle 5.13: Selbstbeschreibung des DFKI-Charakters Herr Kaufmann.
Typ Parameter Status











Der Charakter Herr Kaufmann des DFKI [André et al., 2005] wird durch ei-
ne Menge von GIF Animationen, die jeweils nicht mehr als 100kB groß sind,




gut geeignet, um von anderen Computern im Netzwerk geladen und darge-
stellt zu werden. Diese Vorgehensweise wird in der Ckuckuk-Distribution des
Präsentationsplanungssystems des DFKI [André et al., 2000] verwendet, das
die Animationen des Charakters mittels eines Planungsansatzes mit anderen
Medienobjekten in eine Präsentation im SMIL-Format integriert. Eine Selbst-
beschreibung des animierten Charakters findet sich in Tabelle 5.13. Die Aus-
gabemedien der Komponente finden sich in Tabelle 5.14.
Tabelle 5.14: Liste der Ausgabemedien des DFKI-Charakters Herr Kaufmann.
output-media-list
Medium Format Auflösung Größe Animations- URL
[kB] typ
vis GIF 240× 175 10 restpose http://1.0.0.1/1.gif
vis GIF 316× 230 15 restpose http://1.0.0.1/2.gif
vis GIF 240× 175 23 speak http://1.0.0.1/3.gif
vis GIF 316× 230 34 speak http://1.0.0.1/4.gif
vis GIF 240× 175 46 gesture-right http://1.0.0.1/5.gif
vis GIF 316× 230 58 gesture-right http://1.0.0.1/6.gif
Der Charakter verfügt über alle Unimodalitäten aus Tabelle 5.8 außer Be-
wegung sowie allgemeinen Audio- und Videoausgaben. Dabei werden keine
Parameter unterstützt, da die Ausgabekomponente Medienobjekte zur Verfü-
gung stellt (vgl. Tabelle 5.6). Dies wird durch die Unterstützung des Status
has-output-media-list angezeigt.
Tabelle 5.15: Selbstbeschreibung einer Sprachausgabekomponente.
Typ Parameter Status





Es werden die Animationen für die Ruhehaltung, für die Sprechanimation und
und für eine Zeigegeste nach rechts in Form von animierten GIF-Bildern zur
Verfügung gestellt (vgl. Tabelle 5.14). Die Kategorien der Animationen orien-
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tieren sich dabei an dem in Tabelle 5.5 definierten Modell. Die Bilder werden
in zwei Auflösungen angeboten (240 × 175 und 316 × 230). Die Medienob-
jekte können durch das Präsentationssystem mit anderen Medien kombiniert
werden. So könnte z. B. die Sprechanimation des Charakters mit der Audioda-
tei eines Sprachsignals kombiniert werden.
Tabelle 5.16: Liste der Ausgabemedien einer Sprachausgabekomponente.
output-media-list
Medium Format Abtastfrequenz [Hz] Größe [kB] URL
aud WAV 22.050 950 http://10.0.0.2/1.wav
aud AU 12.000 517 http://10.0.0.2/1.au
Weiterhin könnte neben dem Charakter ein Bild dargestellt werden, auf das der
Charakter mittels der Gestenanimation verweist. Dabei könnten alle Medien-
objekte in ein gemeinsames Layout mit einem gemeinsamen Hintergrundbild
integriert werden.























Ähnlich wie bei den Medienobjekten des DFKI-Charakters wandelt eine Kom-
ponente zur Sprachausgabe Text in eine Audiodatei, die die zum Text passende
gesprochene Sprache enthält, um. (Tabellen 5.15 und 5.16). Dazu verwendet
die Komponente den in content gegebenen Inhalt und wandelt ihn in die in
Tabelle 5.16 gegebenen Ausgabeformate um.
Abbildung 5.16: GUI-Eingabekomponenten aus Dynamite ([Elting & Hellen-
schmidt, 2004], links) und Embassi ([Herfet et al., 2001], rechts).
Die Komponente unterstützt daher alle Parameter von Komponenten des Typs
player aus Tabelle 5.3. Weiterhin werden die Unimodalitäten Audio und Vi-
deo aus Tabelle 5.8 unterstützt, die die allgemeinen audiovisuellen Ausgaben
repräsentieren, die durch die Wiedergabekomponente realisiert werden.
Tabelle 5.18: Selbstbeschreibung einer GUI-Eingabekomponente.
Unimodalität Parameter Status
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Die Größe der erzeugten Dateien variiert dabei von Ausgabe zu Ausgabe. Im
Beispiel werden die Audiodateien in zwei Formaten zur Verfügung gestellt:
Eine qualitativ höherwertige Datei im WAV-Format mit einer Abtastfrequenz
von 22.050 Hz und eine kompaktere AU-Datei mit einer Abtastfrequenz von
12.000 Hz. Als Beispiel für eine Komponente vom Typ player wird eine
SMIL-Wiedergabekomponente modelliert. Diese Komponente bekommt mit-
tels des Parameters media-url eine URL auf eine SMIL-Datei übergeben, die
den auszugebenden Inhalt repräsentiert. Dieser wird durch die Komponente
geladen und dargestellt.







Als Beispiel für eine visuelle Eingabekomponente werden die Eingabemög-
lichkeiten eines GUI modelliert (Abbildung 5.16). Dieses GUI unterstützt die
visuelle Eingabemodalität aus Tabelle 5.10 mit allen definierten Parametern
und Status (Tabelle 5.18). Die Modellierung des GUI beschränkt sich da-
bei auf die Eigenschaften der Komponente, die für die Präsentationsgene-
rierung wesentlich sind. So werden durch die Selbstbeschreibung in Tabel-
le 5.18 sowohl eine Komponente zur Steuerung eines Home-Entertainment-
Systems (Abbildung 5.16, links) als auch eine Programmauswahl-GUI (Ab-
bildung 5.16, rechts) modelliert.
Neben visuellen Eingaben mittels eines GUI werden im Home-Entertainment-
System ebenfalls auditorielle Eingaben mittels Sprache unterstützt. Eine Kom-
ponente zur Spracherkennung wird durch die Unimodalität Spracheingabe (Ta-
belle 5.10) modelliert. Dabei werden alle Status des Modells unterstützt. Die
resultierende Modellierung der Komponente findet sich in Tabelle 5.19.
5.5 Präsentationsplanung
Wie in Abschnitt 3.2.2 dargestellt, ist der Planungsansatz als wissensbasier-
ter Ansatz dem numerischen Ansatz überlegen, da er aufgrund der dekla-
rativen Formulierung des Präsentationswissens besser wartbar ist. Weiterhin
ist der Planungsansatz aufgrund der dynamischen Layout-Generierung einem
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rein Template-basierten Ansatz in Bezug auf seine Flexibilität überlegen. Aus
diesem Grund wird der in Abbildung 5.10 dargestellte Ansatz für die Ad-
hoc-Interoperabilität von Ausgabekomponenten im diesem Abschnitt als Pla-
nungsproblem formuliert.
5.5.1 Integration Dienst-, Geräte- und Ressourcenmodell
In diesem Abschnitt wird dargestellt, wie sich das definierte Dienst-, Geräte-
und Ressourcenmodell für Ein-/Ausgabekomponenten in der Präsentations-
planung verwenden lässt. Wie in der Architektur verteilter multi-modaler Dia-
logsysteme (Abbildung 5.3) dargestellt wurde, ist es die Aufgabe der MMP-
Komponente, das Planungsproblem zu lösen und Präsentationen auf die ver-
fügbaren Ausgabegeräte und Ausgabekomponenten zu verteilen.
Gemäß Abschnitt 4.2 lässt sich ein Planungsproblem P durch die Operato-
renmenge O, den Startzustand s0 sowie den Zielzustand g beschreiben. Um
den Ansatz in Abbildung 5.10 als Planungsansatz zu formulieren, werden die
Präsentationsstrategien mittels einer Menge von Präsentationsoperatoren O
definiert. Der aktuelle Kontext der Präsentation wird als Startzustand s0 re-
präsentiert. Für das Präsentationsproblem in verteilten multi-modalen Dialog-
systemen (Abbildung 5.6) ergibt sich damit das in Abbildung 5.17 dargestellte
Planungsproblem.
Abbildung 5.17: Präsentationsplanung in verteilten multi-modalen Dialogsys-
temen.
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Im Beispiel aus Abschnitt 5.2.1 könnte das Ergebnis der Präsentationspla-
nung z. B. eine Nachricht im SMIL-Format an die Wiedergabekomponente
auf dem PDA sein. Die SMIL-Präsentation ist dabei an die Ausgaberessour-
cen des PDA angepasst und kombiniert den visuellen Teil eines animierten
Charakters mit einer Sprachausgabe. Parallel dazu könnte eine Nachricht im
SMIL-Format an die Wiedergabekomponente des Fernsehers gesendet wer-
den, die die Ausgabe zusätzlicher Bilder repräsentiert. Die SMIL-Nachricht












<img region="reg1" begin="0.0s" end="24.0s"
src="http://1.0.0.1/speak.gif"/>







In der SMIL-Nachricht wird eine an die Auflösung des PDA angepasste Lay-
out-Region definiert (reg1), in der alle Bilder dargestellt werden. Für die ers-
ten 24 Sekunden der Präsentation wird eine Sprechanimation des Charakters
dargestellt (speak.gif), die parallel zur Audioausgabe einer Sprachdatei
(speech.au) stattfindet. Anschließend wird eine Ruheposition des Charak-
ters dargestellt (restpose.gif).
Um diese Nachrichten automatisch als Lösung des Präsentationsproblems ge-
nerieren zu können, sind zwei Schritte notwendig. Der erste Schritt besteht
in der Lösung des gegebenen Planungsproblems. Eine Lösung des Problems
wird als Plan bezeichnet (Abschnitt 4.2), der aus einer Folge von Aktionen
(a1, . . . , ak) besteht. Im Falle der Präsentationsplanung im Beispiel aus Ab-
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schnitt 5.2.1 stellen diese eine abstrakte Repräsentation der an den PDA und
den Fernseher zu versendenden SMIL-Nachrichten dar. Anschließend wan-
delt eine Ausführungskomponente den Plan in das endgültige SMIL-Format
um und versendet die SMIL-Inhalte an die Komponenten auf dem PDA und
dem Fernseher.
Um grafisch-zeitliche Layouts für beliebige Bildschirmauflösungen (im obi-
gen Beispiel für die Auflösung 240× 320) generieren zu können, müssen die
Operatoren in der Operatorenmenge O unabhängig von der Auflösung defi-
niert werden. Um dies zu erreichen, folgen wir dem in Abschnitt 4.2 vorge-
stellten Ansatz aus [André et al., 2005].
Der Ansatz verwendet Constraints (z. B. „Bild X soll über Bild Y dargestellt
werden“), um unabhängig von der Auflösung eines Gerätes ein grafisches
Layout zu definieren. Die grafisch-zeitlichen Constraints werden mittels der
Allen-Intervallalgebra [Allen, 1983] formuliert. Mittels dieser Algebra kön-
nen geräteunabhängige Constraints für das grafisch-zeitliche Layout von Prä-
sentationen definiert werden.
Durch die Einführung von Constraints in die Operatoren in O handelt es sich
nicht mehr um ein Planungsproblem im klassischen Sinne [Nau et al., 2004].
André und Kollegen kombinieren daher zur Lösung des Planungsproblems
einen klassischen Planer mit einem linearen Constraint-Löser, der konkrete
Layout-Koordinaten und feste zeitliche Abläufe berechnet, die den Constraints
genügen.
Abbildung 5.18: Ablauf der Präsentationsplanung.
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Durch die Kombination von Planer und Constraint-Löser werden konkrete
Layout-Koordinaten (z. B. width="316", height="175" für die Regi-
on reg1) sowie feste zeitliche Abläufe (z. B. begin="24.0s" und end=
"203.0s" für das Bild speak.gif) berechnet, die den Constraints genü-
gen.
Damit ergibt sich im Zusammenhang mit dem Modell für Ausgabedienste,
-geräte und -ressourcen der in Abbildung 5.18 dargestellte Ablauf. Ausgabe-
geräte und -komponenten senden eine Selbstbeschreibung ihrer Ausgabefä-
higkeiten an die MMP-Komponente. Diese ist Teil des Startzustands s0 der
Planungskomponente und wird ggf. durch Kontextdaten sowie Ausgabehisto-
rie ergänzt (vgl. Abbildungen 5.5 und 5.6).
Die Präsentationsplanung startet, sobald der Dialog-Manager das Ziel und den
Inhalt der Präsentation übermittelt hat. Diese sind Teil des Zielzustands g. An-
schließend löst die MMP-Komponente mittels geräteunabhängiger Präsenta-
tionsoperatoren und einem Constraint-Löser das Planungsproblem. Der resul-
tierende Plan wird von einer Ausführungskomponente in ein Format übersetzt,
das die Zielkomponente darstellen kann. Anschließend wird der so formatierte
Plan an die Zielkomponente versendet. Das Ergebnis ist eine an die Geräteei-
genschaften angepasste Präsentation.
5.5.2 Vorteile des Ansatzes
In Kombination mit dem Dienst-, Geräte- und Ressourcenmodell für Ein-
/Ausgabekomponenten lassen sich verschiedene Präsentationsstrategien de-
finieren, die eine effiziente Präsentationsgenerierung ermöglichen. Die Un-
terscheidung zwischen den verschiedenen Unimodalitäten einer Komponente
(Tabelle 5.8) vereinfacht die Anbindung unterschiedlicher Komponenten mit
ähnlichen Eigenschaften. So kann z. B. ein rein visueller Charakter (Tabel-
le 5.13) mit einer Sprachausgabe (Tabelle 5.15) kombiniert werden. Ansons-
ten kann er aber genauso behandelt werden wie ein animierter Charakter, der
bereits über eine Sprachausgabe verfügt (Tabelle 5.12). Dies erleichtert die
Einbindung von neuen Ausgabekomponenten in die Präsentationsgenerierung.
Ebenso ist es leicht, neue Komponenten eines bekannten Typs zu unterstützen,
z. B. eine weitere SMIL-Wiedergabekomponente.
In der Planung zeigt sich diese erhöhte Ausdruckskraft in einer Reduktion der
Planungsoperatoren. Dies soll anhand des Beispielszenarios in Abschnitt 5.1
verdeutlicht werden. Tabelle 5.20 fasst die Ausgabekomponenten des Szena-
rios zusammen. Dem Szenario wurde ein Multimedia-Server im Keller hin-
zugefügt, der die Animationen des Charakters zur Verfügung stellt und die




Das Szenario umfasst somit acht Ausgabekomponenten. Wird – wie in Ab-
schnitt 5.4.2 illustriert – jede Komponente durch ihren Agentennamen reprä-
sentiert, so sind acht Planungsoperatoren notwendig (vgl. Abbildung 4.2), um
die acht unterschiedlichen Typen als Komponenten zu repräsentieren und an-
zusteuern. Hierbei werden der Einfachheit halber keine Kombinationen von
Ausgabekomponenten betrachtet, die weitere Operatoren erfordern. Bei der
Modellierung von Komponententypen reduziert sich die Anzahl der Planungs-
operatoren auf sechs, da die drei SMIL-Komponenten als ein Komponententyp
behandelt werden können.










Da die zwei Charaktere (wie im Beispiel aus Abschnitt 5.1 illustriert) unter-
schiedliche Fähigkeiten haben, können sie nicht durch denselben Typen be-
handelt werden. So verfügt Melanies Charakter z. B. nicht über Gesten. Daher
wäre allein auf Basis des Typs „Charakter“ unklar, ob bei dem Charakter Ges-
tik eingesetzt werden kann. Aus diesem Grund müssen beide Komponenten
durch separate Operatoren modelliert werden.
Bei Verwendung des Modells für Dienst-, Geräte- und Ressourcenmodell für
Ein-/Ausgabekomponenten reduziert sich die Anzahl der Planungsoperatoren
weiter. Die Wiedergabekomponenten für Medienobjekte von Typ MP3, SMIL
oder MMS können als grafisch/akustische Wiedergabekomponenten vom Typ
player aufgefasst werden (vgl. Abschnitt 5.4.4), die unterschiedliche Inhalts-
typen wiedergeben können.
Die zwei Charaktere und die Sprachsynthese können als Komponenten zur
Umsetzung eines Benutzerassistenten modelliert werden (Typ agent), die sich
in den Ausgabeunimodalitäten unterscheiden. Die resultierenden Operatoren
sind zwar umfangreicher als die Operatoren bei den zwei vorhergehenden An-
sätzen, jedoch ist in ihnen das Präsentationswissen gekapselt und redundante
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Definitionen werden vermieden. Damit wird durch Verwendung des Dienst-,
Geräte- und Ressourcenmodells die Anzahl der Operatoren von acht auf zwei
reduziert. Durch die Kapselung des Wissens in den Operatoren ist es leicht
möglich, Strategien zu definieren, die das unerwartete Entfernen von Kompo-
nenten vom Typ agent oder player behandeln. Damit trägt das Modell für
Ausgabedienste zu einer fehlertoleranten Realisierung der Systemausgaben
von ubiquitären Informationssystemen bei.
Fehlertoleranz ist in ubiquitären Informationssystemen aufgrund des hohen
Vernetzungsgrades und der damit verbundenen Gefahr von Instabilitäten von
besonderer Wichtigkeit [Edwards & Grinter, 2001]. Typische Fehlerquellen
für Komponenten sind Hardware-Fehler, Fehler des Betriebssystems oder lo-
gische Fehler in der Komponenten-Software. Diese können zu einer Beein-
trächtigung der laufenden Prozesse führen, z. B. dem Verlust der Netzwerk-
verbindung. Durch die explizite Modellierung von Diensten ist es möglich, im
Falle des Versagens von Ausgabekomponenten Ausgaben mittels der verblie-
benen Komponenten durchzuführen. Zum Beispiel ist ohne eine Sprachausga-
be i. Allg. keine Verwendung des visuellen Teils eines animierten Charakters
möglich. Der Inhalt könnte jedoch stattdessen als grafischer Text dargestellt
werden.
Weiterhin erleichtert das Modell die Interoperabilität zwischen Komponenten,
die auf unterschiedlichen Plattformen realisiert werden. So kann z. B. der auf
dem ActiveX-Standard von Microsoft basierende Microsoft Agent-Charakter
(Abbildung 5.13) mit Java-basierten Komponenten (z. B. einer grafischen Be-
nutzeroberfläche) koordiniert werden.
Durch die Trennung zwischen domänenspezifischem und domänenunabhängi-
gem Teil wird ebenfalls die Modellierung gänzlich neuer Klassen von Kompo-
nenten erleichtert. Somit vereinfacht das Modell die Integration neuer Typen
von Applikationen, die Integration neuer Applikationen eines bekannten Typs
sowie die Komposition von Applikationen. Dies sind wesentliche Kriterien bei
der Realisierung von ubiquitären Informationssystemen [Ranganathan et al.,
2005].
5.6 Umsetzung des Beispielszenarios
Neben der Modellierung von Ein-/Ausgabediensten und deren Integration in
die Präsentationsplanung ergeben sich weitere Herausforderungen für die Um-
setzung des in Abschnitt 5.1 dargestellten Beispielszenarios. Da der Schwer-
punkt dieser Arbeit jedoch auf der Modellierung der Ein-/Ausgabedienste und
deren Integration in die Präsentationsplanung liegt, werden diese Erweiterun-
gen nur skizziert.
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Ausgabedienste und Dialog-Management
Die vorhandenen Rendering-Komponenten und deren Ausgabedienste haben
nicht nur Einfluss auf die Form der Ausgabe sondern auch auf die Art des ge-
führten Dialoges. Möchte der Benutzer z. B. einen Krimi im Fernsehen sehen,
so könnte eine Ausgabe der zurzeit verfügbaren Krimis auf dem Fernsehbild-
schirm erfolgen.
Ist jedoch nur eine Sprachausgabekomponente verfügbar, so ist es i. Allg.
nicht sinnvoll, dem Benutzer eine lange Liste von Filmtiteln vorzulesen und
ihn anschließend zu fragen, welchen Film er sehen möchte. Eine bessere Dia-
logstrategie könnte darin bestehen, den Benutzer zuerst nach dem gewünsch-
ten Genre (z. B. Komödie) zu fragen und dadurch die Auswahl einzuschrän-
ken. Für eine begrenzte Anzahl von Filmen können dem Benutzer anschlie-
ßend die verbleibenden Titel vorgelesen werden.
Die Anpassung der Dialogstrategien erfolgt durch den Dialog-Manager (vgl.
Abbildung 5.3). Dies kann dadurch erfolgen, dass der Dialog-Manager ana-
log zur MMP-Komponente die Dialogstrategien in Abhängigkeit des Modells
für Ausgabedienste definiert. Mehr Informationen zu der Interaktion zwischen
Dialog-Manager und der MMP-Komponente finden sich in [Ludwig, 2004].
Ausgabedienste und Domänenmodell
Auf der Basis eines wohldefinierten Modells für Ausgabedienste, -geräte und
-ressourcen ist es möglich, die Modelle in das Domänenmodell des Dialog-
Managers zu integrieren, das die dem Dialogsystem bekannten Konzepte um-
fasst [Ludwig, 2004]. Der Vorteil dieser Integration wäre, dass sie Benutzern
ermöglichen, Anfragen an das Dialogsystem zu stellen, die Ausgabedienste
oder -geräte betreffen.
So könnte der Benutzer das System z. B. fragen, welche Bildschirme in der
intelligenten Umgebung zur Verfügung stehen. Weiterhin könnte der Benut-
zer fragen, welche Bilder auf dem Bildschirm vor ihm angezeigt werden. Die
Integration des Modells von Ausgabediensten in das Domänenmodell eines
Dialogsystems kann somit einen Beitrag zur Selbsterklärung von Dialogsys-
temen leisten.
Inkrementelle Planung
Inkrementelle Planung ist ein Planungsansatz, der zum tragen kommt, falls
Rendering-Komponenten dem System während der Planungszeit entfernt oder
hinzugefügt werden. Die Planungszeit bezeichnet den Zeitraum, in der der die
Präsentationsoperatoren o durch den Planer bereits auf den Startzustand s0
angewendet werden, aber noch kein Zielzustand g erreicht wurde (vgl. Kapitel
4.2).
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Erfolgt die Entfernung einer Rendering-Komponente während der Planungs-
zeit, so erfolgt bei der MMP-Komponente eine Fehlermeldung bei der Aus-
führung des generierten Planes (z. B. während des Versendens einer Nachricht
an eine bereits entfernte Rendering-Komponente). Der Präsentationsplaner im
MMP-Komponente reagiert darauf mit einer Neuplanung, d. h. der gesamte
Planungsvorgang wird mittels eines neuen Startzustands s′0, der die geänderte
Menge an Rendering-Komponenten berücksichtigt, vollständig wiederholt.
Ein inkrementeller Planungsansatz stellt eine effiziente Alternative zu einer
vollständigen Neuplanung dar. Eine inkrementelle Planung ermöglicht es, nur
die Teile des Planungsvorgangs rückgängig zu machen, die durch die Ände-
rung in der Menge der Rendering-Komponenten beeinflusst werden.
Wird z. B. während des Planungsvorgangs eine Sprachausgabe beendet und
dies dem MMP-Modul bekannt gemacht (z. B. durch den Verlust der Netz-
werkverbindung), müsste lediglich der letzte Planungsschritt rückgängig ge-
macht werden, durch den die Ausgabe an die Sprachausgabe initialisiert wur-
de. Der zu sprechenden Text könnte stattdessen visuell von einer anderen
Rendering-Komponente auf einem Bildschirm dargestellt werden. Der Vorteil
dieser Vorgehensweise liegt in dem Effizienzgewinn, der sich im Vergleich zu
einer vollständigen Neuplanung ergibt. Weitere Informationen zu inkremen-
teller Ausgabegenerierung finden sich in [Thórisson, 1999; Kilger, 1994].
Kreuzmodale und geräteübergreifende Referenzen
In Dialogsystemen werden mit Referenzen Verweise auf andere Präsentati-
onsteile bezeichnet. Diese werden in unterschiedlichen Modalitäten i. Allg.
unterschiedlich umgesetzt. Eine Referenz innerhalb eines Textes kann z. B.
durch das den Ausdruck „Der im vorigen Abschnitt beschriebene Mann“ er-
folgen. Eine Referenz innerhalb eines Diagramms kann z. B. durch einen Pfeil
erfolgen.
In multi-modalen Dialogsystemen können Referenzen auf modalitätsübergrei-
fend eingesetzt werden [André, 1995]. So kann z. B. mittels eines grafischen
Textes die Referenz „der im Bild dargestellte Baum“ auf ein Bild erfolgen. Im
Beispielszenario in Abschnitt 5.6 ist der Satz „Das hier ist der Schauspieler
Jürgen Vogel“ ebenfalls eine kreuzmodale Referenz des animierten Charak-
ters auf ein Bild.
In ubiquitären Informationssystemen können Referenzen zusätzlich geräte-
übergreifend erfolgen. So könnte z. B. im obigen Beispiel der Charakter auf
einem Laptop dargestellt werden und die Bilder des Schauspielers Jürgen Vo-
gel auf dem Fernseher. Das System könnte die Bilder in diesem Fall mit dem




Um kreuzmodale und geräteübergreifende Referenzen umzusetzen, sind die
folgenden Schritte nötig. Die MMP-Komponente protokolliert erfolgte Aus-
gaben, die den dargestellten Inhalt beschreiben, in der Ausgabehistorie (vgl.
Abbildung 5.5). Dort kann der Dialog-Manager auf die Informationen zugrei-
fen und auf dargestellte Inhalte Bezug nehmen. Falls wie oben beschrieben das
Modell für Ausgabedienste und -geräte Teil des Domänenmodells des Dialog-
Managers ist, können die Ausgaben in Bezug auf verwendete Modalitäten
und Geräte annotiert werden. Dies ermöglicht es dem Dialog-Manager die
gewünschten Referenzen kreuzmodal und geräteübergreifend zu generieren.
5.7 Zusammenfassung
Zur automatisierten Generierung von Präsentationen in ubiquitären Informati-
onssystemen werden Modelle für die Dienste, Geräte und Ressourcen von Ein-
/Ausgabekomponenten benötigt. In dieser Arbeit wurden diese als statische
Modelle definiert. Dabei wurde zwischen domänenunabhängigen und domä-
nenspezifischen Modelleigenschaften unterschieden, da ein vollständiges und
eindeutiges Modell multi-modaler Ausgabedienste nicht praktikabel ist. Die-
se Modellierung wurde exemplarisch für eine Home-Entertainment-Domäne
durchgeführt. Das Modell kann aufgrund der Trennung zwischen domänenu-
nabhängigen und -spezifischen Eigenschaften jedoch leicht an neue Domänen
angepasst werden.
Durch die Modellierung einzelner Unimodalitäten wird die Koordination von
unterschiedlichen Ausgabekomponenten desselben Typs (z. B. verschiedener
Instanzen von animierten Charakteren) erleichtert. Weiterhin erleichtert das
Modell die Koordination von Ausgabekomponenten, die auf unterschiedlichen
Plattformen (z. B. Java und ActiveX) implementiert wurden. Durch diesen An-
satz ist eine Verallgemeinerung der Operatoren des Präsentationsplaners in
der MMP-Komponente möglich. Im Beispielszenario ließ sich die Anzahl der
Planungsoperatoren durch Verwendung des Modells um den Faktor vier im
Vergleich zu einer modellfreien Präsentationsplanung reduzieren.
Das Modell ermöglicht dadurch eine flexiblere Ad-hoc-Anbindung neuer Aus-
gabekomponenten. Dies erhöht ebenfalls die Stabilität des Systems, da das
System auf den Ausfall einzelner Ausgabekomponenten (z. B. aufgrund eines





Das in Abschnitt 5.4.4 definierte Dienst-, Geräte- und Ressourcenmodell für
Ein-/Ausgabekomponenten wurde in zwei multi-modalen Dialogsystemen ve-
rifiziert. Eine erste Implementierung erfolgte als Teil des Embassi-Systems
[Herfet et al., 2001]. Der Schwerpunkt der Implementierung war die Koor-
dinierung einer Sprachausgabekomponente, eines animierten Charakters und
zweier GUIs. Die generierten Präsentationen des Systems waren jeweils auf
ein Gerät beschränkt. Die Präsentationsplanung erfolgte durch den in Ab-
schnitt 5.5 vorgestellten Planungsansatz. Jedoch kamen hier keine Constraints
zum Einsatz.
Die zweite Implementierung erfolgte innerhalb des Dynamite-Projekts [Elting
& Hellenschmidt, 2004] und wird in Abschnitt 6.2 vorgestellt. Die Implemen-
tierung realisiert neben einer erweiterten Umsetzung des Modells eine voll-
ständige Umsetzung des in Abschnitt 5.5 vorgestellten Planungsansatzes. Das
System umfasst drei Ausgabegeräte, deren Ausgaben gekoppelt werden kön-
nen und passt Präsentationen an die verfügbare Menge von Ausgabegeräten
und -komponenten an.
6.1 Prototypimplementierung
Das Embassi-System realisiert eine multi-modale Schnittstelle zu Home-En-
tertainment-Diensten und -Geräten und war die erste Umgebung, innerhalb
der das in dieser Arbeit definierte Dienst-, Geräte- und Ressourcenmodell
für Ein-/Ausgabekomponenten umgesetzt wurde. Die Hauptfunktionalität des
Systems war eine sprachgesteuerte Suche nach Programminformationen, die
mittels eines elektronischen Programmführers aus dem Fernsehsignal entnom-
men wurden.
6.1.1 Überblick
Die Präsentationsaufgabe in diesem System bestand in der Koordination eines
Programmauswahl-GUI und eines animierten Charakters [Rieger & Berner,
2002] auf dem Fernsehbildschirm. Ein zweites GUI konnte auf einem mobilen
Gerät aktiviert werden, wodurch das GUI auf dem Fernseher ausgeblendet
werden sollte (Abbildung 6.1). Abbildung 6.2 gibt ein Beispiel für eine multi-
modale Ausgabe auf dem Fernseher.
Die Architektur des Embassi-Systems wurde bereits in Abschnitt 4.1.1, Ab-
bildung 4.1 beschrieben. Die Aufgabe der MMP-Komponente, die im Rah-
men dieser Arbeit realisiert wurde, ist die Layout-Koordination der Textgene-
rierung, der Sprachsynthese, der Programmauswahl-GUI und des animierten
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Charakters. Dabei wurden die Textgenerierung und die Sprachausgabe als eine
Konzept-nach-Sprache Einheit aufgefasst. Zusätzlich kann ein weiteres, mo-
biles GUI auf einem PDA vorhanden sein, mit dem Programminformationen
abgefragt werden können, ohne das Fernsehbild zu verdecken. Um die Aus-
gabe fehlertolerant und die Software wieder verwertbar zu gestalten, wurde
für den Charakter, die Sprachausgabe und das GUI auf die in Abschnitt 5.4.4
definierten Modelle zurückgegriffen.
Abbildung 6.1: Mobiles GUI in Embassi (Foto: European Media Laboratory).
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Die Umsetzung der MMP-Komponente innerhalb des Projektes fand in Ko-
operation mit der Sony International (Europe) GmbH statt. In dieser Arbeit
werden nur die eigenen Arbeiten beschrieben. Weitere Informationen über die
Realisierung der MMP-Komponente finden sich in [Elting et al., 2003].
Abbildung 6.2: GUI und animierter Charakter in Embassi (Foto: European
Media Laboratory).
6.1.2 Modelle
In Embassi kamen drei Modelle zum Einsatz. Neben dem Modell für Ausga-
bedienste, -geräte und -ressourcen wurden der Ausgabeinhalt und das Ausga-
beziel modelliert (vgl. Abbildung 5.4). Alle drei Modelle gehen in die Präsen-
tationsplanung ein.
Ausgabedienste, -geräte und -ressourcen
Der animierte Charakter wird mittels der in Abbildung 6.3 dargestellten Selbst-
beschreibung im XML-Format modelliert. Die Selbstbeschreibung folgt dem
in Tabelle 5.12 definierten Modell. Die Komponente hat den multi-modalen
Typ agent (Element RenderComponent). Von dem Modell werden in
dieser Implementierung jedoch nur die Unimodalitäten modelliert sowie de-
ren Definition mit Hilfe der Bernsen-Eigenschaften (Unimodality-Eleme-
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nte, vgl. Tabelle 5.7). Weiterhin wird der Fernsehbildschirm als visuelles Aus-
gabegerät modelliert (Element OutputDevice).
Der Parameter behaviour modelliert das Verhalten des animierten Charak-
ters. Dieser Parameter wird jedoch nicht explizit modelliert, sondern impli-
zit Komponenten vom Typ agent mit visuellem Feedback zugeordnet. Dabei
wurde das in Tabelle 5.4 definierte Modell für das Verhalten des animierten
Charakters verwendet.
Das Ausgabegerät dient dazu, Layout-Konflikte zwischen GUI und animier-
tem Charakter festzustellen, falls beide auf demselben visuellem Gerät dar-
gestellt werden. Um zwischen einer stationären GUI-Komponente im Wohn-
zimmer und einer mobilen GUI-Komponente unterscheiden zu können wird
weiterhin der Status has-room-id unterstützt (Attribut location).
In diesem Prototypen wurden im Unterschied zu dem in Abschnitt 5.4.4 de-
finierten Modell keine Eingabekomponenten modelliert. Im Unterschied zur
Modellierung der GUI in Tabelle 5.18 wurde das GUI als Ausgabekomponen-
te modelliert, die grafischen Text ausgibt (Abbildung 6.4).
Abbildung 6.3: Selbstbeschreibung der Charakterkomponente.
Die mobile Variante auf dem PDA hat anstelle des Bezeichners living-ro-
om den Bezeichner mobile. Dies dient dazu, das GUI auf dem Fernseher und
das GUI auf dem PDA unterscheiden zu können.
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Abbildung 6.4: Selbstbeschreibung der Programmauswahl-GUI auf dem Fern-
seher.
Die Sprachausgabe wurde analog zu den Definitionen in den Tabellen 5.7
und 5.15 modelliert als linguistische, nicht-analoge, nicht-arbiträre, audito-
rielle Unimodalität vom Typ agent. Anhand der Unimodalitäten kann die
Sprachausgabe als solche identifiziert werden und mit der Charakterkompo-
nente kombiniert werden.
Abbildung 6.5: Selbstbeschreibung der Sprachausgabekomponente.
Ausgabeinhalt und -ziele
Der Inhalt der Ausgabe wird zusammen mit dem Ziel der Ausgabe vom Dia-
log-Manager an die MMP-Komponente gesendet. Der Inhalt besteht aus Kon-
zepten, die mittels einer Ontologie formalisiert wurden. Nähere Informatio-
nen hierzu finden sich in [Ludwig, 2004]. Das Ausgabeziel wird mit Hilfe von
Dialogakten modelliert.
Die unterstützten Dialogakte, aus denen der Parameter behaviour des ani-
mierten Charakters abgeleitet wurde, finden sich in Tabelle 6.1. Diese Abbil-
dung wurde in [Rieger, 2003] definiert und wird durch den Präsentationsplaner
ausgeführt. Dabei wird das in Tabelle 5.4 definierte Modell für die Verhaltens-
weisen des animierten Charakters verwendet.
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Tabelle 6.1: Ausgabeziele und Verhaltensweisen des animierten Charakters.
Dialogakt Status Bedeutung Verhaltensweise
message-greeting - Begrüßung friendly-greeting
message-closing - Verabschiedung friendly-closing
message-inform warning Warnung show-importance
message-inform busy System ausgelastet regretful
message-inform idle System wartet regretful
message-inform error unerwarteter Fehler sorry
message-inform ok Erfolg positive-neutral
message-inform failed Fehlschlag sorry
message-inform offer Angebot friendly-offer
message-correct - Korrektur neutral
message-command - Aufforderung show-importance
message-accept - Anfrage akzeptiert show-agreement
message-reject - Anfrage abgelehnt show-rejection
message-cancel - Abbruch alert
message-acknowledge - Anfrage verstanden happy
query-input - Eingabe benötigt interested
query-yes-no - Ja/Nein-Frage interested
query-request-acknowledge - Nachfrage interested
query-request-repair - Reparaturanfrage interested
query-selection - Auswahl treffen show-alternatives
Abbildung 6.6: Ausgabeinhalt mit Dialogakten.
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In Abbildung 6.6 findet sich ein Beispiel für einen Ausgabeinhalt. Der Über-
sicht halber wurden die Daten im XML-Format in reduzierter Form darge-
stellt. Das Element SystemDialogAct enthält die zwei Dialogakte, aus
denen die Ausgabe besteht. Der Inhalt behandelt die Fehlermeldung, dass die
Eingabe „Ich möchte einen Krimi aufnehmen“ des Benutzers nicht eindeu-
tig bearbeitet werden konnte und der Benutzer daher gebeten wird, aus den
verfügbaren Lösungen zu wählen.
6.1.3 Präsentationsplanung
Die Präsentationsplanung erfolgt in zwei Planungsschritten. In einem ersten
Schritt werden auf Basis der vorhandenen Ausgabedienste der animierte Cha-
rakter und die Sprachausgabe zu einer Einheit kombiniert. In einem zweiten
Schritt werden aufgrund dieser Kombinationen von Komponenten ein Layout
bestimmt und die Parameter mit Werten belegt.
Im Unterschied zum Ansatz aus Abschnitt 5.5 kamen bei der Präsentationspla-
nung keine Constraints zur Anwendung. Die Implementierung erfolgte unter
Verwendung des Ckuckuk-Präsentationsplaners ([André et al., 2000], vgl. Ab-
schnitt 4.2). Mittels des Ansatzes wurden die folgenden Adaptionen realisiert:
1. Ist nur die Sprachausgabekomponente aktiv, so erfolgt bei der Ausgabe
aus Abbildung 6.6 die Sprachausgabe „Bitte seien Sie präziser. Wel-
che Sendung soll aufgenommen werden: ’Zeitspiegel’ auf Kanal BR,
’Rundschau-Magazin’ auf Kanal BR, . . . ?“
2. Wird zusätzlich das GUI auf dem Fernseher oder dem PDA aktiviert, so
erfolgt eine kreuzmodale Referenz auf das GUI: „Bitte seien Sie präzi-
ser. Bitte wählen Sie einen Eintrag aus der angezeigten Liste aus.“
3. Wird zusätzlich der animierte Charakter aktiviert, so werden der ani-
mierte Charakter und das GUI auf dem Fernseher in ein gemeinsames
Layout integriert. Dabei nimmt jede Komponente eine Bildschirmhälf-
te ein (vgl. Abbildung 6.2). Ist dort kein GUI vorhanden, so nimmt der
animierte Charakter den gesamten Bildschirm ein.
4. Wird die Sprachausgabe deaktiviert, so wird auch der animierte Charak-
ter deaktiviert, und das GUI nimmt den gesamten Bildschirm ein.
5. Wird das GUI auf dem PDA gestartet, so wird das GUI auf dem Fern-
seher ausgeblendet.
Das Layout bestand dabei entweder aus einer senkrechten Bildschirmteilung
zwischen animiertem Charakter und des Programmauswahl-GUI (Abbildung
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6.2), der Verwendung des gesamten Bildschirmes durch eine der Komponen-
ten oder der Ausblendung beider Komponenten. Mittels dieses Layouts konn-
te die Sprachausgabekomponente ebenfalls die kreuzmodalen Referenzen auf
das GUI generieren. Dabei wurde die kreuzmodale Referenz „angezeigte Lis-
te“ (Punkt 2.) durch eine Textgenerierungskomponente erzeugt. Dies erfolgte,
indem die Komponente Informationen über die an der aktuellen Ausgabe be-
teiligten Rendering-Komponenten und deren Ausgaben (in diesem Fall Pro-
gramminformationen auf dem GUI) erhalten hat.
6.2 Home-Entertainment mit gekoppelten Ausgabegeräten
Aufbauend auf der Prototypimplementierung im Embassi-System wurde die
Implementierung im Dynamite-System durch komplexere grafisch-akustische
Layouts erweitert. Neben dem PDA und dem Fernseher wurde mit einem elek-
tronischen Bilderrahmen ein weiteres Ausgabegerät eingeführt. Die Model-
lierung der Ausgabegeräte wurde erweitert und durch die Modellierung von
Eingabekomponenten ergänzt.
6.2.1 Überblick
Das Home-Entertainment-System setzt sich aus einem Server und drei Aus-
gabegeräten zusammen. Die drei Ausgabegeräte können beliebig gekoppelt
werden. Ein iPaq hx2750 PDA mit Windows Mobile 2003 ermöglicht es, das
System mittels eines GUI zu bedienen sowie Multimediainformationen im
SMIL-Format anzuzeigen (Abbildung 6.7).
Abbildung 6.7: GUI-Eingabe und animierter Charakter auf PDA (Fotos: Eu-
ropean Media Laboratory).
140
6.2. HOME-ENTERTAINMENT MIT GEKOPPELTEN
AUSGABEGERÄTEN
Ein Loewe Aconda 9272 Fernseher mit OnlinePlus-Zusatz und eingebettetem
Linux-System wird zum Darstellen weiterer Informationen im SMIL-Format
verwendet. Als Zusatzbildschirm steht ein 17 Zoll großer elektronischer Bil-
derrahmen (Digiframe DF-1710) mit eingebettetem Linux-System zur Ver-
fügung, der Bilder und Audiodateien ausgibt (Abbildung 6.8). Auf einem
leistungsstarken Server (3,4 GHz Pentium 4 mit 512 MB RAM) werden die
ressourcenintensiven Applikationen zur Sprachgenerierung oder Spracherken-
nung ausgeführt.
Abbildung 6.8: Elektronischer Bilderrahmen und Fernseher mit animiertem
Charakter.
Als Applikation wurde ein Filminformationssystem realisiert. Der Benutzer
kann zwischen mehreren Filmen wählen, für die Multimediainformationen
vorliegen. Die Multimediainformationen beinhalten textuelle Zusammenfas-
sungen und Standbilder der Filme. Das System ist in der Lage, die Ausgabe
der multimedialen Filminformationen auf die verfügbaren Ausgabegeräte zu
verteilen und an die verwendeten Geräte automatisch anzupassen. Durch das
GUI auf dem PDA oder durch Ausschalten kann jedes Gerät zu jeder Zeit
deaktiviert werden. Weiterhin hat der Benutzer je nach Präferenz die Mög-
lichkeit, zwischen einem text-basierten Layout und einem charakter-basierten
Layout zu wählen.
Neben der GUI auf dem PDA kann der Benutzer das System mittels eines
drahtlosen Mikrophons auch per Sprache bedienen. Dabei wird beispielsweise




System: „Zu welchem Film möchten Sie Kinofilminformationen haben?“
Benutzer: „Anastasia“
Anschließend erfolgt die Präsentation des Filminhalts. Vier Beispiele für die
präsentierten Filminhalte finden sich in Anhang A.1. Für den Fall, dass nicht
alle Medien durch die erste Präsentation dargestellt werden können, kann sich
der Benutzer mittels der Kommandos „weiter“ und „abbrechen“ weitere Bil-
der zu dem Film anzeigen lassen oder die Präsentation abbrechen. Der Dialog
kann ebenfalls per Spracheingabe oder visuell auf dem PDA mittels Stiftein-
gabe auf dem Touchscreen erfolgen (vgl. Abbildung 6.7, linkes Bild).
6.2.2 Präsentationen
Mittels des Systems können verschiedene Ausgabegeräte und Ausgabekom-
ponenten gekoppelt werden. Wird nur der PDA verwendet, so werden der ani-
mierte Charakter und ein Bild zusammen mit der Sprachausgabe auf dem PDA
dargestellt (Abbildung 6.7, rechts). Wird der PDA mit dem Fernseher gekop-
pelt, so wird der zusätzliche Layout-Platz dazu verwendet, um zwei weitere
Bilder darzustellen (Abbildung 6.9).
Abbildung 6.9: PDA und Fernseher mit animiertem Charakter.
142
6.2. HOME-ENTERTAINMENT MIT GEKOPPELTEN
AUSGABEGERÄTEN
Anstelle des Charakters und der Sprachausgabe kann auch grafischer Text ver-
wendet werden. In diesem Fall wird auf dem PDA kein drittes Bild dargestellt.
Wird der elektronische Bilderrahmen hinzugefügt, so wird durch den Bilder-
rahmen ein weiteres Bild dargestellt. In diesem Fall wird der Übersichtlichkeit
halber auf dem Fernseher nur ein Bild dargestellt. Abbildung 6.10 zeigt die
drei Geräte im Text-Layout.
Wird der PDA ausgeschaltet, so wechselt der animierte Charakter auf den
Fernseher (Abbildung 6.8). Werden Fernseher und PDA ausgeschaltet, so wird
auf dem elektronischen Bilderrahmen ein Bild angezeigt und die Sprachaus-
gabe über dessen Lautsprecher ausgegeben.
Abbildung 6.10: Bilderrahmen, PDA und Fernseher im Text-Layout.
Neben dem Ausschalten von Geräten reagiert das System auch auf das Aus-
schalten einzelner Komponenten. Dies kann manuell durch Beenden der Pro-
zesse der Komponente oder aufgrund von Hardware- oder Software-Fehlern
geschehen.
Wird die Charakter-Komponente beendet, so wird ein Layout ohne animierten
Charakter realisiert. Daher werden Bilder auf dem vollen Bildschirm darge-
stellt. Werden ebenfalls die beiden SMIL-Komponenten beendet, so wird der
143
KAPITEL 6. IMPLEMENTIERUNG
elektronische Bilderrahmen für Bild- und Sprachausgaben verwendet. Wird
die Sprachausgabe beendet, so wird grafischer Text dargestellt. Weitere Bei-
spiele zu den vom Home-Entertainment-System generierten Präsentationen
finden sich in Anhang A.4.
6.2.3 Architektur
Abbildung 6.11 zeigt die Architektur des Home-Entertainment-Systems und
realisiert ein verteiltes, multi-modales Dialogsystem mit vier Geräten (vgl.
Abbildung 5.3). Auf dem PDA befindet sich eine GUI-Komponente I1, mit
der der Benutzer zwischen den Filmen wählen kann. Weiterhin befindet sich
auf dem PDA eine SMIL-Komponente, die beliebige Nachrichten im SMIL
2.0 Basic Standard darstellen kann.
Abbildung 6.11: Architektur des Home-Entertainment-Systems.
Beide Komponenten wurde mittels Java 2 Micro Edition Personal Profile rea-
lisiert. Bei der SMIL-Komponente kommt zusätzlich das Java Media Frame-
work sowie die Xsmiles 0.6 Software1 zum Einsatz. Die Analysekomponente
A1 des GUI beschränkt sich auf die Verarbeitung des durch den Benutzer aus-
gelösten Eingabeereignisses. Die jeweilige Benutzerwahl wird an den Dialog-
1Xsmiles - An Open XML Browser for Exotic Devices, http://www.xsmiles.org.
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Manager D1 weitergeleitet, der mittels Java SE 1.4 auf dem Server unter Win-
dows XP realisiert wurde.
Mittels des GUI auf dem PDA kann der Benutzer ebenfalls den Fernseher
fernsteuern und das aktuelle Programm sowie die Lautstärke ändern. Auf dem
Fernseher wurde auf Basis des eingebetteten Linux-Systems und Java SE 1.3.1
eine zur PDA-Implementierung identische SMIL-Komponente R2 mittels der
Xsmiles-Software realisiert. Das Linux-System zeigt die SMIL-Ausgaben auf
dem AV-Kanal des Fernsehers. Wird der Kanal durch den Benutzer gewech-
selt, so deaktiviert sich die Komponente und steht für Ausgaben nicht zur Ver-
fügung.
Auf dem Server befindet sich die Komponente I2, die die Spracherkennung
und -verarbeitung realisiert. Diese erfolgt mittels IBM Via Voice 10 mittels
der Java Speech API-Schnittstelle. Die erkannten Sätze wurden mittels eines
Keyword-Parsers analysiert (Komponente A2) und die erkannten Konzepte an
den Dialog-Manager zurückgeliefert. Im Unterschied zu Abbildung 5.3 wur-
de auf die Realisierung einer Komponente zur multi-modalen Fusion (MMF)
verzichtet, da diese kein Schwerpunkt dieser Arbeit war.
Für die Sprachsynthese (R4) wurden zwei alternative Implementierungen rea-
lisiert. Die erste Implementierung basiert auf der Mbrola Sprachsynthese2.
Die Nachfolgeversion verwendet die AT&T Natural Voices 1.4 Sprachausgabe
unter Verwendung der Java Speech API. Die Eingabe für die Sprachausgabe
besteht aus Text, der mittels der Sampa Annotation [Chan et al., 1995] laut-
schriftlich annotiert wird. Die Sprachsynthesekomponente liefert als Ergebnis
eine qualitativ besser wertige Datei im WAV-Format mit einer Abtastfrequenz
von 22.050 Hz zurück sowie eine qualitativ schlechter wertige Datei im AU-
Format mit 12.000 Hz (vgl. Tabelle 5.16). Die Komponente R5 realisiert einen
animierten Charakter mittels animierter GIF-Bilder (vgl. Tabelle 5.13). Diese
Bilder werden mittels des in Tabelle 5.6 definierten Modells für visuelle Me-
dienobjekte annotiert.
Weiterhin befindet sich eine Komponente zur Ansteuerung des elektronischen
Bilderrahmens (R3) auf dem Server. Die Komponente befindet sich nicht lokal
auf dem Bilderrahmen, da die Kommunikation über ein Netzwerkverzeichnis
erfolgt, in das Bild- und Audiodaten geschrieben werden müssen. Die Filmda-
tenbankapplikation (P1) befindet sich ebenfalls als zentrale Komponente auf
dem Server. Hierbei wurde eine frei verfügbare, Microsoft Access-basierte
Filmdatenbank3 verwendet, die 11.030 Filmtitel und deren Inhaltsangaben
umfasst. Die Filmdatenbank wurde für eine begrenzte Auswahl von Filmen
2The Mbrola Project, http://tcts.fpms.ac.be/synthesis/mbrola.
3Filmdatenbank - Kinofilme online, http://www.filmdb.de.
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durch Bilder erweitert. Weiterhin wurden Fremdwörter mittels der Sampa An-
notation annotiert, um eine korrekte Sprachausgabe zu ermöglichen.
Die MMP-Komponente wurde unter Java SE 1.4 implementiert. Dabei wur-
de der in [André et al., 2005] vorgestellte Ansatz zur Präsentationsplanung
verwendet und mittels der Ckuckuk-Distribution implementiert [André et al.,
2000]. Das System stellt eine gemeinsame Arbeit innerhalb des Projekts Dy-
namite4 dar. An der Realisierung des Systems waren die European Media La-
boratory GmbH, an der die hier beschrieben Forschungsarbeiten durchgeführt
wurden, und das Fraunhofer Institut für grafische Datenverarbeitung beteiligt.
Der Schwerpunkt des Fraunhofer Instituts war die Realisierung der Middle-
ware, die nicht Thema dieser Arbeit ist und in [Elting & Hellenschmidt, 2004]
dargestellt wird. Das Fraunhofer Institut hat weiterhin Initialversionen der
GUI-Komponenten (I1 und A1) sowie des Dialog-Managers D1 implemen-
tiert, die jedoch im Rahmen dieser Arbeit wesentlich erweitert wurden. Die
Implementierung aller weiteren Komponenten sowie die Umsetzung auf den
verwendeten Geräten fanden ausschließlich im Rahmen dieser Arbeit statt.
6.2.4 Modelle
Das in Abschnitt 5.4.4 beschriebene Modell wurde in Form einer DTD für
die Selbstbeschreibungen der Ein-/Ausgabekomponenten des Systems sowie
einer darauf aufbauenden Java-Architektur umgesetzt. Die Java-Werkzeuge
erlauben das automatische Einlesen der Selbstbeschreibungen aus XML-Da-
teien sowie das dynamische Setzen der Status und die Rücktransformation
nach XML. Eine UML-Darstellung der Architektur findet sich in Anhang A.2.
Dabei wurden im Vergleich zu dem in Abschnitt 5.4.3 und Abschnitt 5.4.4 de-
finierten Modell Änderungen vorgenommen. Die Ressourceneinschränkungen
des PDAs wurden nicht wie im domänenunabhängigen Modell (Tabelle 5.1)
beschrieben mittels Kennwerten modelliert (Status has-networking-bench-
mark und has-graphics-benchmark). Stattdessen wurde der Einfachheit
halber von der Größe des Bildschirmes auf die Grafik- und Netzwerkfähig-
keiten geschlossen. Es wurde angenommen, dass eine geringe Bildschirmauf-
lösung ein Gerät mit geringen Grafik- und Netzwerkfähigkeiten impliziert, für
das bevorzugt Medien in reduzierter Qualität verwendet werden sollen.
Weiterhin werden die Lautstärke der Applikation (Status has-application-vo-
lume) und die Lautstärke des Ausgabegeräts (Status has-device-volume,
has-min-device-volume und has-maxdevice-volume) nicht modelliert. Da
im Home-Entertainment-System die Benutzerposition als Kontext nicht mo-
delliert wurde, wird weiterhin der Status has-room-id nicht modelliert.
4Dynamite Website, http://www.dynamite-project.org.
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Dienste, Geräte und Ressourcen von Ein-/Ausgabekomponenten
Abbildung 6.12 zeigt die Modellierung der SMIL-Wiedergabekomponente
auf dem PDA (vgl. Tabelle 5.17). Der multi-modale Typ player wird als
Attribut type des Elements RenderComponent gesetzt. Der Parameter
media-url wird dem Typ nicht explizit zugeordnet, sondern implizit mit ihm
assoziiert.
Dasselbe gilt für die Parameter der Unimodalitäten. Die Parameter werden in
der Nachricht an die SMIL-Komponente gesetzt, die das Ergebnis der Präsen-
tationsplanung ist. Die Unimodalitäten Audio und Video werden wie in Ta-
belle 5.7 dargestellt modelliert. Der multi-modale Parameter media-format
für SMIL-Präsentationen wird durch das Element OutputContentType
modelliert. Für die Unimodalitäten Audio und Video werden im Unterschied
zu Tabelle 5.17 keine Status is-visible, has-screen-location und is-playing
modelliert.
Abbildung 6.12: Selbstbeschreibung der Komponente zur SMIL-Wiedergabe
auf dem PDA.
Der Grund für diese Vereinfachung ist, dass die SMIL-Ausgabe stets auf dem
gesamten Bildschirm erfolgt und eine laufende Wiedergabe jederzeit durch
eine neue Wiedergabe ersetzt werden kann. Ist das SMIL-Fenster durch die
GUI-Komponente verdeckt, so wird es im Falle einer Ausgabe automatisch
in den Vordergrund des Desktops verschoben (vgl. Abbildung 6.7). Die Mo-
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dellierung der Ausgabegeräte findet sich in Element OutputDevice. Das
Attribut name enthält einen eindeutigen Bezeichner (Status has-id in Tabelle
5.7).
Das Attribut medium modelliert das Medium des Ausgabegeräts, und die
Attribute maxX und maxY modellieren die Auflösung des visuellen Ausga-
begeräts (Status has-resolution). Die Modellierung der SMIL-Komponente
auf dem Fernseher ist identisch mit der Modellierung der Komponente auf
dem PDA. Die Auflösung des Fernsehers beträgt im Unterschied zum PDA
856× 600.
Der elektronische Bilderrahmen kann statische Bilder anzeigen und Audi-
odaten wiedergeben. Die Modellierung erfolgt analog zur SMIL-Komponente
(Abbildung 6.13). Für die Modellierung der statischen Bildausgaben wurde
das Unimodalitätenmodell der Domäne (Tabelle 5.7) um eine Unimodalität
für nicht-linguistische, analoge, nicht-arbiträre, statische, visuelle Ausgaben
erweitert. Da der Bilderrahmen ein spezielles Präsentationsformat benötigt,
wurde hierzu ein separates Medienformat definiert (df -slide-show).
Abbildung 6.13: Selbstbeschreibung der Wiedergabekomponente des elektro-
nischen Bilderrahmens.
Die Sprachausgabekomponente wird wie im Modell definiert als Komponente
vom Typ agent modelliert (Abbildung 6.14, vgl. Tabelle 5.15). Der Parame-
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ter contentwird durch das Element OutputContentTypewiedergegeben.
Bei der Sprachausgabe ist dies der Typ dynamite, durch den reine Textin-
halte beschrieben werden. Als Ausgabemedien werden eine WAV-Datei und
eine AU-Datei zurückgegeben (Element OutputMediaList).
Abbildung 6.14: Selbstbeschreibung der Sprachausgabekomponente.
Dabei hat die WAV-Datei die höhere Qualität (22.050 Hz) und die AU-Datei
die niedrigere Qualität (12.000 Hz). Dies wird jedoch im Unterschied zu Ta-
belle 5.16 durch die Implementierung nicht explizit modelliert, sondern es
wird davon ausgegangen, dass die WAV-Datei die höhere Qualität besitzt. Da
die Komponente nur Medienobjekte zurückliefert, werden keine Ausgabegerä-
te modelliert. Der Zugriff auf die Medienobjekte erfolgt mittels eines Webser-
vers, der auf dem Server (mit der IP-Adresse 11.0.0.1) läuft.
Abbildung 6.15 zeigt die Selbstbeschreibung der Charakterkomponente. Wie
bei der Sprachausgabekomponente produziert die Charakterkomponente keine
Ausgaben, sondern liefert Medienobjekte zurück. Die verwendeten Unimoda-
litäten sind identisch mit denen im Modell definierten (vgl. Tabellen 5.7 und
5.13).
Bei den Ausgabemedien werden animierte GIF-Bilder in zwei Auflösungen
zurückgeliefert (vgl. Tabelle 5.14). Dabei wird auf das in Tabelle 5.5 defi-
nierte Animationsmodell zurück gegriffen. Weiterhin wurden die Animationen
durch ein Hintergrundbild (background) ergänzt. Darüber hinaus wird eine
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Sprachanimation und eine Ruheanimation des Charakters verwendet. Wie bei
den Medienobjekten der Sprachausgabe wurde auf die Modellierung der Da-
teigröße verzichtet (vgl. Abbildung 6.14). Stattdessen wird von der Auflösung
auf die Qualität und Größe der Bilder geschlossen.
Abbildung 6.15: Selbstbeschreibung der Charakterkomponente.
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Die GUI-Eingabekomponente und die SMIL-Ausgabekomponente auf dem
PDA müssen nicht koordiniert werden, da beide Ausgaben in unterschied-
lichen Masken auftreten (Abbildung 6.7). Daher wird die GUI-Komponente
nicht als Eingabekomponente modelliert. Die Modellierung der Spracheinga-
bekomponente ist in Abbildung 6.16 dargestellt. Die Spracheingabe-Unimo-
dalität wird analog zu den Definitionen aus den Tabellen 5.9 und 5.10 model-
liert.
Ebenso wurde der Status threw-input-event implementiert (Element In-
putEvent), der angibt, ob die Sprachausgabe im letzten Dialogschritt eine
Eingabe verarbeitet hat. Dies kann dazu verwendet werden, im Falle einer
Spracheingabe in derselben Modalität mittels einer Sprachausgabe zu antwor-
ten. Der Status is-processing-input wurde nicht implementiert, da dieser für
das realisierte System nicht relevant war.
Abbildung 6.16: Selbstbeschreibung der Komponente zur Spracheingabe.
Ausgabeinhalt und -ziele
Abbildung 6.17 zeigt ein Beispiel für den Inhalt und das Ziel der Ausgabe,
die vom Dialog-Manager an die MMP-Komponente gesendet werden (vgl.
Abbildung 5.4). Als Ausgabeziele werden die Dialogakte message-inform
und query-selection unterstützt (Element dialogact). Den Dialogakten
wurde dabei das in [Ludwig, 2004] definierte Modell zugrunde gelegt (vgl.
Tabelle 6.1). Dabei stellt message-inform eine allgemeine Information über
Kinofilme dar. query-selection fordert den Benutzer auf, eine Auswahl zu
treffen (z. B. bei der Auswahl zwischen verschiedenen Filmtiteln).
Beim Dialogakt query-selection wird im Text-Modus der Text zentriert in
der Mitte des Bildschirms angezeigt, um zu betonen, dass der Benutzer eine
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Auswahl treffen muss. Beim Dialogakt message-inform erfolgt eine multi-
mediale Präsentation. Neben dem Ausgabeziel werden der Titel und der Inhalt
der Ausgabe als Text übergeben, der mittels der Sampa-Notation lautschrift-
lich annotiert sein kann (Elemente title und text). Der Text kann durch
beliebig viele Bilder ergänzt werden (Element images). Beispiele für die
verwendeten Texte und Bilder finden sich in Anhang A.1.
Abbildung 6.17: Ausgabeinhalt und -ziel.
6.2.5 Präsentationsplanung
Für die Umsetzung der MMP-Komponente (Abbildung 6.11) mittels des in
Abbildung 5.18 illustrierten Ansatzes wurde das Ckuckuk-Präsentationspla-
nungssystem verwendet [André et al., 2000]. In diesem Abschnitt wird zu-
nächst auf die für das Home-Entertainment eingesetzten Startzustände, Ziel-
zustände und Operatoren für das Ckuckuk-System eingegangen. Anschlie-
ßend wird beschrieben, wie das System auf Änderungen in der Menge der
Ein-/Ausgabekomponenten reagiert. Diese können z. B. durch das Ausschal-
ten oder Hinzufügen eines Ein-/Ausgabegerätes bedingt sein.
Startzustand, Zielzustand und Operatoren
Wie in Abbildung 5.6 beschrieben, identifizieren sich die sieben Ein-/Ausga-
bekomponenten mittels der Selbstbeschreibungen ihrer Dienste, Geräte und
Ressourcen. Aus diese Selbstbeschreibungen wird der Startzustand s0 des
Ckuckuk-Planers erzeugt. Abbildung 6.18 zeigt die Selbstbeschreibung der
Sprachausgabe im Zustand s0 (vgl. Abbildung 6.14).
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(render-component rc-id 3)
(render-component-type rc-id 3 rc-type agent)
(output-unimodality uni-id 1 rc-id 3 li-value li an-value -an ar-value -ar
stadyn-value dyn medium-value aud sub-category spoken-text)
(processes-output-content rc-id 3 oc-type dynamite)
(output-medium rc-id 3 om-format wav om-id 0 om-url
"http://11.0.0.1/dynamite/tmp/inText2.wav")
(output-medium rc-id 3 om-format au om-id 1 om-url
"http://11.0.0.1/dynamite/tmp/inText2.au")
Abbildung 6.18: Ausgabedienste der Sprachausgabe im Startzustand s0.
Das Planungsziel g besteht aus dem in Abschnitt 6.2.3 beschriebenen Dia-
logakt. Der Ausgabeinhalt wird als Teil des Startzustands s0 modelliert. Ein
Beispiel für einen vollständigen Startzustand findet sich im Anhang A in Ab-
bildung A.3. Mittels der auf Basis des Modells für Ausgabedienste, -geräte
und -ressourcen definierten Operatorenmenge O ergibt sich für Präsentatio-
nen auf PDA, Fernseher und elektronischem Bilderrahmen mit animiertem
Charakter der in Abbildung 6.19 dargestellte Planungsbaum (vgl. Präsenta-
tionen in Abbildungen 6.9 und 6.10). Der Baum stellt die hierarchische De-
komposition des Ziels g mittels der an den Knoten des Baumes befindlichen
Operatoren dar. Die Operatoren haben die in Abbildung 4.2 gezeigte Struktur.
Die vollständigen Definitionen der Operatoren finden sich in Anhang A.3 in
den Abbildungen A.4 bis A.10.
Der Operator BuildSmilPresentationSingleImage wird verwen-
det, um die Präsentation eines einzelnen Bildes auf dem Fernseher zu erstellen.
Dies geschieht durch die Definition eines grafisch-zeitlichen Layouts mittels
der Allen-Intervallalgebra (PresentStaticImage-640-480, vgl. Ab-
schnitt 5.5). Mittels SDeleteImageFromPresentationTask wird das
Bild als ausgegeben vermerkt.
Dies dient dazu, die Ausgabe im nächsten Schritt auf die noch nicht gezeigten
Medienobjekte zu beschränken. Die Constraints werden nach der Terminie-
rung des Planungsalgorithmus durch die Aktion SStartMatsDynamite
in Zahlen umgerechnet. Das Ergebnis ist eine SMIL-Präsentation, die durch
Ausführung der Aktion SAddSmilMessage an die SMIL-Komponente des
Fernsehers versendet wird. Der Operator BuildSmilPresentation wird
verwendet, um den animierten Charakter auf dem PDA zu generieren. Hierzu
wird zunächst das Layout des Charakters, des Filmbildes und der Sprachaus-
gabe auf dem PDA definiert (PresentStaticImageWithSpeechAnd-
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Character-240-290). Anschließend werden Variablensubstitutionen er-
mittelt, die den Constraints genügen und eine SMIL-Nachricht generiert (vgl.
Abschnitt 5.5). Diese wird an die Ausgabekomponente auf dem PDA versen-
det.
Abbildung 6.19: Planungsbaum für Präsentation mit PDA, Fernseher und Bil-
derrahmen.
Der Operator BuildDigiframePresentationSingleImage erzeugt
eine Einzelbildpräsentation im Format des elektronischen Bilderrahmens. Da
hier keine Layout-Koordinationen stattfinden müssen, wird der Constraint-
Löser nicht verwendet. Um die Filmbilder an die Auflösungen der Geräte
anzupassen und in unterschiedliche Layouts integrieren zu können, war es
notwendig, Constraints bzgl. der Größe von Bildern zu definieren. Da diese
Funktionalität in Ckuckuk nicht vorhanden war, wurde Ckuckuk um Cons-
traints der Form
(x <= bottom A1 - top A1 <= y)
(x <= right A1 - left A1 <= y)
erweitert. Diese Constraints geben an, innerhalb welcher Grenzen die Grö-
ße des durch Aktion A1 gegebenen Bildes unter Beibehaltung der Seitenver-
hältnisse verändert werden kann. Eine Einschränkung des Ckuckuk-Planers
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ist, dass die Überprüfung der Constraints erst nach der Planungszeit durch
Ausführung der Aktion SStartMats erfolgt. Dies führt dazu, dass durch
Ckuckuk eine Lösung ausgewählt werden kann, deren Constraints nicht er-
füllt sind. Als Folge wird ein Laufzeitfehler angezeigt und die Ausführung des
Plans unterbrochen. Eine Modifikation dieser Verhaltensweise war aufgrund
der internen Programmstruktur von Ckuckuk mit sehr hohem Aufwand ver-
bunden. Weiterhin existierte kein gleichwertiger Planer, der klassisches Planen
mit einem Constraint-Löser verbindet.
Der Planer von Scholz [Ding et al., 2006], der den klassischen Shop2-Planer
verwendet und das Constraint-Lösen in den Planungsalgorithmus integriert,
erfüllt die Kriterien. Die Software befindet sich jedoch noch in der Entwick-
lung. Aus diesem Grund erfolgte die Definition der Operatoren so, dass diese
Situationen nicht auftraten.
Dynamisches Hinzufügen/Entfernen von Ausgabekomponenten
In Abschnitt 6.2.2 wurde illustriert wie das System auf das Hinzufügen oder
Entfernen der Ausgabegeräte PDA, elektronischer Bilderrahmen oder Fernse-
her reagiert. In diesem Abschnitt wird erläutert wie die Adaptionen durch die
Präsentationsplanung realisiert wurden.
Eine neue Ausgabe wird durch Versenden von Ausgabeinhalt und -ziel (vgl.
Abbildung 6.17) vom Dialog-Manager an die MMP-Komponente eingeleitet.
Dies leitet einen neuen Planungsvorgang in der MMP-Komponente ein. Hier-
zu werden zunächst per Broadcast alle Ein-/Ausgabekomponenten aufgefor-
dert, sich mittels ihrer Selbstbeschreibungen gegenüber der MMP-Komponen-
te zu identifizieren. Dies erfolgt vor jeder Präsentationsplanung, um die Men-
ge der verfügbaren Ein-/Ausgabekomponenten zu ermitteln. Der Grund für
diese Vorgehensweise ist, dass Verluste der Netzwerkverbindung (z. B. durch
Abziehen eines Netzwerkkabels oder durch Beenden einer Wlan-Verbindung)
vom System nicht unmittelbar festgestellt werden können. Diese können erst
bei Versenden eines Inhalts beobachtet werden. Eine Alternative Vorgehens-
weise hierzu sind periodische Überprüfungen der Netzwerkverbindungen in
regelmäßigen Intervallen.
Da bei jeder Ausgabe eine Neuplanung erfolgt, resultieren Änderungen in der
Menge der Ausgabekomponenten in einem veränderten Startzustand s0 (vgl.
Abbildung 6.18) und damit in einer veränderten Planung. Dies bedeutet, dass
wie in Abschnitt 5.6 erläutert keine Änderungen der Menge der Ausgabekom-
ponenten während der Planungszeit (d. h. während des Aufbaus des Planungs-
baums aus Abbildung 6.19) berücksichtigt werden. Die Änderungen werden
erst während der folgenden Neuplanung berücksichtigt.
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6.3 Vorteile des gewählten Ansatzes
An den Abschnitten 6.1 und 6.2 beschriebenen Implementierungen zeigen sich
die Vorteile der Verwendung des in Kapitel 5.4 beschriebenen Ansatzes. Wie
in Abschnitt 5.4.2 erläutert, trägt der Ansatz in beiden Implementierungen zur
Ausfallsicherheit bei. Fällt System aus Abschnitt 6.2 das Fernsehen als Aus-
gabegerät aus, so wird der PDA als alternatives Ausgabegerät verwendet. Fällt
der PDA ebenfalls aus, so wird der elektronische Bilderrahmen als alternatives
Ausgabegerät angesteuert.
Weiterhin unterstützt das in Java implementierte Modell die Portabilität von
Software-Code. So verwenden sowohl die Prototypimplementierung aus Ab-
schnitt 6.1 als auch das Home-Entertainment-System aus Abschnitt 6.2 diesel-
be Java-Implementierung des Modells für Ausgabedienste, -geräte und -res-
sourcen. Diese Software beinhaltet Klassen die aus der XML-Repräsentation
der Selbstbeschreibungen (z. B. der Selbstbeschreibung der Sprachausgabe-
komponente aus Abbildung 6.14) automatisch einen Teil des Startzustandes
s0 des Planers (Abbildung 6.18) erzeugen.
Wird dem System eine zweite Implementierung einer Komponente eines be-
kannten multi-modalen Typs hinzugefügt (z. B. die AT&T Natural Voices-
Sprachausgabe, die wie in Abschnitt 6.2 beschrieben die MBrola-Sprachaus-
gabe ergänzt), so ist hierfür kein zusätzlicher Code erforderlich. Weiterhin
kann die Ausdrucksfähigkeit unterschiedlicher Komponenten desselben Typs
mittels Bernsens Unimodalitätenmodell detailliert modelliert werden. Somit
können unterschiedliche Komponenten wie ein Microsoft Agent-basierter Cha-
rakter (vgl. Tabelle 5.11) und der virtuelle Charakter der TU Darmstadt (vgl.
Tabelle 5.12) mittels derselben Operatoren beschrieben werden.
6.4 Zusammenfassung
Das in Abschnitt 5.4.4 definierte Modell für Ausgabedienste, -geräte und -
ressourcen wurde zunächst innerhalb einer Prototypimplementierung im Em-
bassi-System umgesetzt und als Basis der Präsentationsplanung verwendet.
In einer Erweiterung der Implementierung innerhalb des Dynamite-Systems
wurde ebenfalls der in Abschnitt 5.5 beschriebene Planungsansatz umgesetzt.
Das System generiert multimediale Zusammenfassungen von Filminhalten un-
ter Verwendung eines PDAs, eines Fernsehers und eines elektronischen Bil-
derrahmens, die als Ausgabegeräte gekoppelt werden. Dabei werden die Prä-
sentationen an die jeweils verfügbare Menge von Ausgabegeräten und -kom-
ponenten angepasst.
Die Implementierungen zeigen, wie mit Hilfe des Modells Präsentationen mit
gekoppelten Ausgabegeräten in dynamischen und heterogenen Geräteumge-
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bungen generiert werden können. Weiterhin wurde gezeigt, dass mit Hilfe
des Modells neue Ausgabekomponenten ähnlicher Funktionalität mit gerin-
gem Aufwand eingebunden werden können. Das Modell unterstützt ebenfalls
die Ausfallsicherheit von ubiquitären Informationssystemen, da defekte Aus-
gabekomponenten durch alternative Komponenten mit ähnlicher Funktionali-




Die in Abschnitt 6.2 beschriebene Implementierung zeigt, wie sich mit Hilfe
des in Kapitel 5 entwickelten Ansatzes Präsentationen auf gekoppelten Aus-
gabegeräten realisieren lassen. In diesem Abschnitt wird betrachtet, wie das
implementierte System von Benutzern akzeptiert wird. Dazu erfolgte eine Fra-
gebogenstudie mit 56 Teilnehmern. Die Studie untersuchte, wie sich die vom
System generierten Ausgaben in Abhängigkeit der gekoppelten Ausgabegerä-
te unterscheiden.
7.1 Problemstellung und Hypothesen
In diesem Abschnitt werden die Problemstellung und die Hypothesen der Stu-
die beschrieben. Hierzu wird zunächst die Problemstellung erläutert und ein
Überblick über Forschungsarbeiten, die die Akzeptanz von Präsentationen auf
gekoppelten Ausgabegeräten behandeln, gegeben. Anschließend werden, aus-
gehend von den existierenden Forschungsarbeiten, Hypothesen über die Ak-
zeptanz des realisierten Home-Entertainment-Systems aufgestellt.
7.1.1 Problemstellung
Das Ziel der Studie war, das in Abschnitt 6.2 beschriebene System in Bezug
auf seine Akzeptanz zu untersuchen. Dabei sollten insbesondere die unter-
schiedlichen Gerätekombinationen des Systems untersucht werden. In der Stu-
die sollten dazu die Kombinationen PDA, Fernseher, Fernseher-PDA, Fernse-
her-Bilderrahmen und Bilderrahmen untersucht werden. Um den zeitlichen
Ablauf der Studie nicht zu komplex zu gestalten, wurde die Kombination
Bilderrahmen-PDA nicht untersucht und die verwandte Kombination Fernse-
her-PDA bevorzugt.
Eine Kopplung aller drei Ausgabegeräte wurde nicht untersucht, da dieser
Präsentationstyp zum Zeitpunkt der Studie noch nicht realisiert worden war.
Diese Kopplung wurde jedoch in der in Kapitel 8 dargestellten Folgestudie
untersucht. Weiterhin sollten die Akzeptanz der Ausgabemöglichkeiten des
Systems (animierter Charakter, grafischer Text, Sprachausgabe und Filmbil-
der) sowie der Eingabemöglichkeiten des Systems (GUI auf dem PDA und
Spracheingabe) untersucht werden. Neben der Bewertung einzelner Aspekte
des Systems sollte das System auch als Ganzes unabhängig von den Geräte-
kombinationen bewertet werden.
7.1.2 Akzeptanz von gekoppelten Ausgabegeräten
Bei der Betrachtung gekoppelter Ausgabegeräte finden sich hauptsächlich Stu-
dien, die Multi-Monitor-Systeme untersuchen. In einer Feldstudie zur Ver-
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wendung von Multi-Monitor-Systemen bei IT-Experten [Grudin, 2001] zeigte
sich, dass es keine einheitliche Bevorzugung von Konfigurationen für Multi-
Monitor Systeme durch die Benutzer zu geben scheint. Der Großteil der 18
Vpn verwendete zwei bis drei Monitore, diese wurden jedoch unterschied-
lich eingesetzt. Von den Teilnehmern der Studie verwendeten neun Vpn zwei
Monitore, die an denselben PC angeschlossen waren. Drei Teilnehmer setzten
einen dritten Monitor ein. Von diesen zwölf Vpn verwendeten sechs Vpn Mo-
nitore mit unterschiedlichen Größen (zwischen 15-21 Zoll). Einer verwendete
einen Laptop als zweiten Monitor.
Von den fünf verbleibenden Teilnehmern hatten zwei PDAs, die mit dem PC
synchronisiert wurden und als Erweiterung des PC-Monitors verwendet wur-
den. Ein Teilnehmer hatte einen Monitor, der das Bild eines zweiten Monitors
in einer geringeren Auflösung zeigte. Ein Teilnehmer verwendete ein Web-
Portal, um Daten zwischen zwei separaten PCs mit zwei Monitoren mittels
Drag-and-Drop auszutauschen. Ein dritter Teilnehmer benutzte drei virtuelle
Desktops auf zwei Monitoren.
Alle Vpn äußerten sich positiv über die Verwendung multipler Monitore. Kei-
ne der Vpn wollte das Multi-Monitor-System durch ein System mit einem
einzigen Monitor eintauschen. Die Studie ist ein Hinweis darauf, dass tech-
nische Experten effizient mit Multi-Monitor-Systemen arbeiten können und
flexibel in Bezug auf die Konfiguration von Multi-Monitor-Systemen sind.
Die Akzeptanz von Multi-Monitor-Systemen im Arbeitsumfeld wird durch ei-
ne weitere von Microsoft in Auftrag gegebenen Studie unterstützt [Robertson
et al., 2005]. In dieser Studie wurden 1.197 Benutzer befragt, die Windows im
Arbeitsumfeld verwenden. Die Studie ergab, dass etwa 20% Multi-Monitor-
Systeme an ihrem Arbeitsplatz einsetzen.
In der Studie von [Czerwinski et al., 2003] wurde ein 15 Zoll großer Moni-
tor mit einem experimentellen 42 Zoll DSharp-Monitor verglichen. Der 42
Zoll große DSharp-Monitor wurde durch Rückprojektion unter der Verwen-
dung von drei Projektoren erzeugt und entspricht drei nebeneinander gestell-
ten Monitoren. 15 Teilnehmer, die alle Windows-Experten waren, nahmen an
der Studie teil. In der Studie wurden die Vpn gebeten, verschiedene typische
Büroaufgaben mittels der ihnen zugewiesenen Monitoren zu lösen. In einem
Fragebogen wurden den Teilnehmer vier Fragen zur Akzeptanz des Systems
gestellt. Bei allen vier Fragen wurde der große Monitor signifikant besser be-
urteilt.
Eine weitere Studie von Microsoft Research untersuchte die visuelle Tren-
nung von Informationen über mehrere Bildschirme hinweg [Tan & Czerwin-
ski, 2003]. Die Studie wurde mit 24 Benutzern mit fortgeschrittenen Windows-
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Kenntnissen durchgeführt. Es wurden zwei 22 Zoll Monitore und ein Projekti-
onsschirm als Ausgabegeräte gekoppelt und in sechs Kombinationen (darunter
ein einzelner Monitor als Kontrollbedingung) zusammengestellt. Die Teilneh-
mer mussten über mehrere Ausgabegeräte hinweg Aufgaben zu den Themen
Korrekturlesen, Email-Benachrichtigungen und Textvergleiche lösen. Entge-
gen der Hypothesen der Autoren wurden jedoch keine signifikanten Effizienz-
oder Akzeptanzunterschiede bzgl. der visuellen Trennung zwischen den bei-
den Monitoren oder den Monitoren und der Projektionsleinwand festgestellt.
In der Studie von [Oonk et al., 2003] wurden Konfigurationen mit einem bis
vier sowie sechs Monitoren im Kontext eines militärischen Kommandozen-
trums untersucht. Dabei wurde bei Kopplungen von einem bis drei Monito-
ren eine horizontale Anordnung gewählt. Bei Kopplungen von vier Monitoren
wurde ein Monitor links unten angefügt. Bei Kopplungen von sechs Moni-
toren wurden zwei Reihen mit je drei Monitoren verwendet. Die Teilnehmer
waren 30 Soldaten. Jeder Teilnehmer hat in dem Versuch mit jeder Monitor-
Konfiguration gearbeitet. Auf den Monitoren wurden separate Desktops mit
Microsoft-Applikationen (z. B. Microsoft Word oder Microsoft Chat) sowie
taktische Daten (z. B. eine geographische Karte) dargestellt.
Es wurden zwei Experimente durchgeführt. Im ersten Experiment sollten die
Teilnehmer einen Bericht erstellen. Im zweiten Experiment sollten die Teil-
nehmer sich einen Überblick über die taktische Situation verschaffen. In bei-
den Experimenten erfolgten parallel Anfragen per Email oder per Chat, die die
Teilnehmer schnellstmöglich beantworten mussten. Im ersten Experiment be-
vorzugte eine signifikante Anzahl von Teilnehmern das System mit vier Mo-
nitoren. Im zweiten Experiment ergab sich keine signifikante Präferenz der
Teilnehmer.
In einer dieser Arbeit vorhergehenden Studie [Elting et al., 2002] wurden ver-
schiedene Typen von multi-modalen Ausgaben auf einem PDA, einem Fern-
seher und einem Desktop PC in Bezug auf Ihre Effizienz und Akzeptanz un-
tersucht. Dabei wurden die Kombinationen Text-Bild-Sprache, Bild-Sprache,
Text-Bild, Text-Sprache und Text als Präsentationsmöglichkeiten untersucht.
Insgesamt wurden die Kombinationen Text-Bild und Text-Bild-Sprache von
den Teilnehmern am besten bewertet. Die signifikant unattraktivste Bedingung
war Text alleine. Zwischen den drei Gerätegruppen ergaben sich keine signi-
fikanten Unterschiede bzgl. der Attraktivität der Präsentationsbedingungen.
Zahlreiche Studien beobachten positive Effekte von animierten Charakteren in
Verbindung mit Informationstechnologie. In [Van Mulken et al., 1998] wurden
Präsentationen mit einem animierten Charakter in Bezug auf Ihre Effizienz
und Akzeptanz untersucht. Dabei wurden sowohl technische Präsentationen
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als auch nicht-technische Präsentationen untersucht. Die Effizienz der Prä-
sentation wurde dabei anhand von Verständnisfragen und Erinnerungsfragen
überprüft. Die Akzeptanz wurde mittels eines Fragebogens ermittelt. Die Ani-
mationen des Charakters beschränkten sich auf Zeigegesten und Lippenbewe-
gungen. An der Studie nahmen 30 Personen teil. Die Teilnehmer beurteilten
dabei die Präsentationen mit dem animierten Charakter insgesamt unterhaltsa-
mer als die Präsentationen ohne den animierten Charakter. Die Teilnehmer mit
den Charakterpräsentationen waren zwar nicht signifikant effizienter als die
Teilnehmer mit Präsentationen ohne Charakter, aber sie beurteilten die Tests
als weniger schwierig. Dies bezeichnen die Autoren als „Persona Effekt“.
In [Kruppa, 2006] wird ein positiver Effekt eines migrierenden Charakters
festgestellt, der von einem Wandbildschirm mit einer Animation verschwin-
det und auf dem persönlichen PDA mit einer weiteren Animation eingeblendet
wird. Der Autor hat die Migration des animierten Charakters mit der Migration
eines Symbols bzgl. der Akzeptanz der Benutzer verglichen. Als Kontrollbe-
dingung wurden ebenfalls Präsentationen ohne Migrationsanimation betrach-
tet. Als Präsentationsinhalt wurden Präsentationen von einer National Geogra-
phic DVD verwendet, die auf dem Wandbildschirm und zeitweise auf einem
PDA präsentiert wurden. An der Studie nahmen 42 Personen teil. 57% der
Teilnehmer bevorzugten dabei die Migrationen des animierten Charakters.
Zusammenfassend lässt sich feststellen, dass gekoppelte Ausgabegeräte ledig-
lich in Bezug auf Bildschirme nähergehend untersucht wurden. Die ausführ-
lichen Studien von Microsoft Research sind weiterhin auf Windows-Anwen-
dungen beschränkt. Systematische Studien zur Akzeptanz der Kopplung von
PDAs mit anderen Ausgabegeräten existieren nicht.
7.1.3 Hypothesen
Aus den vorhergehenden Untersuchungen lassen sich mehrere Hypothesen
ableiten. Die Arbeiten von [Robertson et al., 2005; Czerwinski et al., 2003;
Grudin, 2001] weisen auf die Akzeptanz von Multi-Monitor-Systemen durch
technische Benutzer hin. Daraus ergibt sich die Hypothese, dass die gekoppel-
ten Ausgabegeräte in Bezug auf die Verwendung mehrerer Bildschirme auch
in dieser Studie positiv beurteilt werden. Gemäß den Ergebnissen von [Tan &
Czerwinski, 2003] vermuten wir, dass die visuelle Trennung zwischen PDA
und Fernseher sowie Bilderrahmen keine wesentliche Rolle bei der Akzep-
tanzbewertung spielen werden. Weiterhin erwarten wir einen positiven Ef-
fekt des animierten Charakters, wie er in den Studien von [Kruppa, 2006;
Van Mulken et al., 1998] berichtet wurde. Weiterhin erwarten wir nach den
Ergebnissen aus [Elting et al., 2002], dass Präsentationen mit Texten und Bil-




In diesem Abschnitt wird der Aufbau der Studie beschrieben. Dabei wird auf
die verwendeten Variablen, die Teilnehmer und die verwendeten Materialien
der Studie eingegangen. Weiterhin werden die Durchführung der Studie und
die verwendeten statistischen Methoden beschrieben.
7.2.1 Variablen
Bei der Fragebogenstudie wurden vier Kategorien von abhängigen Variablen
verwendet (Tabelle 7.1). Zunächst wurden die Vpn bzgl. der Eingabemodali-
täten des Systems befragt. Sie wurden gebeten, die Spracheingabe durch das
drahtlose Headset zu bewerten sowie die Stifteingabe auf dem Touchscreen
des PDA. Anschließend wurden sie gebeten, die Ausgabemöglichkeiten des
Systems zu bewerten. Diese schlossen den animierten Charakter, die Sprach-
ausgabe sowie grafischen Text und Filmbilder ein. Die Bewertung der Ein-
/Ausgabemodalitäten erfolgte dabei unabhängig von den Gerätekombinatio-
nen.
Tabelle 7.1: Abhängige Variablen der Fragebogenstudie.
Kategorie Variable












Nützlichkeit Kopplung mehrerer Geräte
Nützlichkeit Layout-Präferenzen
Präferenz Einzelgerät oder Gerätekombination
Präferenz System oder PC
Ausgabebereitschaft für System
Anschließend bewerteten die Teilnehmer die unterschiedlichen Kombinatio-
nen gekoppelter Ausgabegeräte. Dabei wurden in dieser Studie die Einzelge-
räteausgaben auf dem PDA, dem Fernseher und dem Bilderrahmen mit den
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Kombinationen Fernseher-PDA und Fernseher-Bilderrahmen verglichen. Zu-
letzt wurden die Vpn gebeten, das Gesamtsystem zu bewerten. Hierbei wur-
den die Nützlichkeit der Kopplung mehrerer Geräte sowie die Nützlichkeit der
Layout-Präferenzen abgefragt. Weiterhin wurden die Vpn gefragt, ob sie Prä-
sentationen auf einem einzelnen Ausgabegerät oder mit gekoppelten Ausga-
begeräten vorziehen. Ebenso wurden sie gefragt, ob sie das System gegenüber
einem PC mit Internet-Anschluss bei der Ausgabe von Filminformationen vor-
ziehen würden. Zuletzt wurden die Vpn gebeten, anzugeben, wie viel Geld sie
in den Kauf eines solchen Systems investieren würden.
Alle abhängigen Variablen bis auf die Präferenz Einzelgerät oder Gerätekom-
bination, die Präferenz System oder PC sowie die Ausgabebereitschaft waren
Likert-ähnlich und fünfstufig (siehe z. B. [Bortz & Döring, 2003])). Die Wer-
te der Variablen reichten von völliger Ablehnung der vorangestellten Aussage
(z. B. „Überhaupt nicht gefallen“) bis zu völliger Zustimmung (z. B. „Sehr gut
gefallen“). Die zwei Präferenzvariablen waren zweistufig. Die Variable Aus-
gabebereitschaft war fünfstufig. Hier konnten die Vpn zwischen Eurobeträgen
von 0 Euro bis 2400 Euro (unterteilt in äquidistante 600 Euro Schritte) wählen.
Als Moderatorvariablen wurden das Alter der Vp und die Stundenzahl pro
Woche, die die Vp mit einem PC, einem PDA oder einem elektronischen Bil-
derrahmen arbeitet, verwendet. Weiterhin wurde festgehalten, welchen Beruf
die Vp hat und wie viele Spielfilme die Vp pro Woche im Fernsehen, auf dem
Computer oder im Kino anschaut. Die Vp wurde ebenfalls gefragt, ob sie be-
ruflich oder privat auf der CeBit Messe war.
7.2.2 Teilnehmer
Der Versuch wurde auf dem Stand des Projektes Dynamite auf der CeBit 2006
zwischen dem 09.03.2006 und dem 15.03.2006 durchgeführt. Interessenten
am Stand wurde vom Versuchsleiter zunächst eine Demonstration des Systems
gezeigt (Abbildung 7.1). Anschließend wurden sie gefragt, ob sie Interesse
hätten, an einer Fragebogenstudie teilzunehmen.
7.2.3 Materialien
Das präsentierte System entspricht dem in Abschnitt 6.2 beschriebenen Sys-
tem. Dabei wurde für die Sprachausgabe die Mbrola-Version der Sprachausga-
be verwendet. In den folgenden Abschnitten werden die präsentierten Inhalte,
die Kopplungen von Ausgabegeräten und der Fragebogen beschrieben.
Präsentationsinhalte
Jeder Präsentationsinhalt bestand aus einem Titel, einer Inhaltszusammenfas-
sung und beliebig vielen Standbildern aus einem Film. Für die Demonstration
wurden vier Filme verwendet („Der Tag, an dem die Erde still stand“, „Caesar
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Abbildung 7.1: Vp während der Demonstration am Dynamite-Stand (Bild: Eu-
ropean Media Laboratory).
und Cleopatra“, „Anastasia“und „African Queen“), denen jeweils zwischen
sechs bis zehn Bilder zugeordnet waren. Die präsentierten Inhalte finden sich
in Anhang A.1.
Gerätekombinationen und Präsentationsmodi
In dem Versuch wurden die folgenden Gerätekombinationen demonstriert. Bei
der Ausgabe der Filminformationen auf dem PDA alleine wurde ein Bild des
ausgewählten Filmtitels auf dem PDA dargestellt (vgl. Abbildung 6.7, rechts).
Bei der Fernseher-PDA-Demonstration (TV-PDA) wurde der Fernseher ver-
wendet, um zwei zusätzliche Bilder des Filmes anzuzeigen (vgl. Abbildung
6.9). Bei Präsentationen auf dem Fernseher ohne weitere Geräte (TV) wurden
der animierte Charakter und ein Filmbild auf dem Fernsehbildschirm darge-
stellt.
In der Fernseher-Bilderrahmen-Demonstration (TV-Bilderrahmen) wurde die-
se Ausgabe durch ein weiteres Bild auf dem elektronischen Bilderrahmen er-
gänzt (vgl. Abbildung 6.8). Bei einer Präsentation auf dem Bilderrahmen allei-
ne wurde auf dem Bilderrahmen ein Bild des ausgewählten Films gezeigt und
die Sprachausgabe durch die Lautsprecher des Bilderrahmens ausgegeben.
Das System wurde durch zwei alternative Eingabemodalitäten bedient. Der
gewünschte Film konnte sowohl durch Stifteingabe auf dem PDA als auch
durch Spracheingabe mittels eines drahtlosen Mikrophons erfolgen. Dabei
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hatten die Dialoge stets die folgende Form. Zunächst wurde der Benutzer ge-
fragt, zu welchem Film er Informationen haben möchte. Anschließend wurde
durch den Benutzer ein Film ausgewählt, der durch das System präsentiert
werden sollte. Nach der Präsentation hatte der Benutzer die Wahl, ob er sich
weitere Bilder vom Film anzeigen lassen möchte oder ob er abbrechen und
einen neuen Film sehen möchte.
Für die Präsentationen gab es jeweils zwei mögliche Layout-Einstellungen,
die mit dem PDA gewählt werden können: Text-Bild und animierter Charak-
ter. Im Text-Bild-Modus wurde anstelle des animierten Charakters auf dem
Fernseher oder dem PDA grafischer Text dargestellt (vgl. Abbildung 6.10).
In diesem Fall wurde auf dem jeweiligen Bildschirm kein weiteres Bild dar-
gestellt. Neben dem Layout-Modus konnte durch eine Menüleiste auf dem
PDA-Bildschirm (vgl. Abbildung 6.7) ebenfalls die Ausgabe von Filminfor-
mationen auf dem PDA, dem Fernseher und auf dem elektronischen Bilder-
rahmen ein- und ausgeschaltet werden. Im Falle des Fernsehers geschah dies
durch Zurückschalten vom VGA-Kanal des eingebetteten PCs auf einen TV-
Kanal. Dies dient dazu, das Ein- und Ausschalten der Geräte zu simulieren,
ohne die Geräte neu booten zu müssen.
Fragebogen
Der verwendete Fragebogen wird in Anhang B wiedergegeben. Die Vp wurde
zunächst nach allgemeinen Daten zu ihrer Person gefragt. Sie wurde gebeten,
ihr Alter, ihr Geschlecht und ihren Beruf anzugeben sowie ob sie sich beruflich
oder privat auf der CeBit aufhält. Außerdem wurden die Vpn gefragt, wie
viele Stunden pro Woche sie mit einem Computer, einem Fernseher, einem
PDA oder einem elektronischen Bilderrahmen arbeiten. Sie wurden ebenfalls
gefragt, wie viele Kinofilme sie sich im Monat anschauen.
Anschließend wurden die Vpn zu den demonstrierten Eingabemöglichkeiten
des Systems befragt. Sie wurden gebeten, zu bewerten, wie komfortabel sie
die Spracheingabe per Headset und die Stifteingabe auf dem PDA empfanden.
Bei der Bewertung der Ausgabemöglichkeiten des Systems sollten die Vpn
angeben, wie gut ihnen der animierte Helfer, die Sprachausgabe, der grafische
Text und die Filmbilder unabhängig vom konkreten Ausgabegerät gefallen ha-
ben.
Danach wurden die Vpn gebeten, die Gerätekombinationen zu bewerten. Hier-
bei sollten die Vpn die PDA-, TV-, PDA-TV-, TV-Bilderrahmen- und Bilder-
rahmen-Demonstrationen beurteilen. Abschließend wurden die Vpn gebeten,
das Gesamtsystem zu beurteilen. Die Vp wurde zunächst gefragt, wie gut ihr
die Demonstration insgesamt gefallen hat. Sie wurde gebeten, die Nützlichkeit
der Kombination mehrerer Geräte bei der Ausgabe von Filminformationen so-
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wie die Nützlichkeit der Wahl zwischen Text-Bild- und Charakter-Modus zu
bewerten.
Die Vp wurde ebenfalls gefragt, ob sie bei der Ausgabe von Filminforma-
tionen ein Gerät oder mehrere Geräte bevorzugt. Außerdem wurde sie gebe-
ten anzugeben, ob sie das System einem PC mit Internet-Anschluss vorziehen
würde und wie viel Geld sie bereit wäre, für das System auszugeben. Am En-
de des Fragebogens hatte die Vp noch Gelegenheit, Kommentare, Kritik und
Verbesserungswünsche in ein Textfeld einzutragen.
7.2.4 Durchführung
Die Demonstration des Systems erfolgte durch den Versuchsleiter, d. h. die
Teilnehmer haben nicht selber mit dem System interagiert. Die Demonstrati-
on hatte den folgenden Ablauf. Zunächst wurde eine kurze Einleitung durch
den Versuchsleiter gegeben. Anschließend wurde die PDA-Demonstration im
Charakter-Modus durchgeführt und ein Filminhalt präsentiert (Abbildung 6.7).
Danach wurde durch den PDA in den Text-Bild-Modus gewechselt, wodurch
der Text des Filmes auf dem PDA erschien (vgl. Fernseher-PDA-Bilderrah-
men-Präsentation in Abbildung 6.10). Anschließend wurde durch das PDA-
Menü der Fernseher als Ausgabegerät aktiviert, wodurch neben dem Text zwei
weitere Bilder auf dem Fernsehbildschirm erschienen. Nach der Präsentation
wurde die Ausgabe auf dem PDA deaktiviert und in den Charakter-Modus
gewechselt, wodurch der Charakter auf dem Fernseher erschien. Dann wur-
de das Headset eingeschaltet und der Dialog zur Auswahl eines Filmes per
Sprache durchgeführt. Anschließend wurde durch den PDA der elektronische
Bilderrahmen aktiviert, wodurch ein weiteres Bild des Filmes dargestellt wur-
de (Abbildung 6.8).
Am Ende der Demonstration wurde die Ausgabe auf dem Fernseher durch
Umschalten des Fernsehprogramms deaktiviert, wodurch die Sprachausgabe
des Filminhalts auf den Lautsprechern des Bilderrahmens ausgegeben wurde.
Danach wurden die Vpn gebeten, den Fragebogen auszufüllen. Der Versuchs-
leiter war während dieser Zeit in der Nähe, falls Unklarheiten auftreten sollten.
Nachdem die Vp den Fragebogen ausgefüllt hatte, fand ein Abschlussgespräch
statt.
7.2.5 Statistische Auswertung
Die im Experiment verwendeten Likert-Skalen entsprechen einer Schulno-
tenskala, bei der nicht nur Kategorien relevant sind (Nominalskala), sondern
auch die Rangfolge der Kategorien (Ordinalskala). Da für diese kategoriel-
len Daten die Normalverteilungsbedingung von Varianzanalyse (Anova) und
t-Test i. Allg. nicht erfüllt ist, werden Likert-skalierte Daten stattdessen mit
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parameterfreien Verfahren ausgewertet [Bortz, 2005]. Die verwendeten Ver-
fahren sind der Mann-Whitney-Test für zwei unabhängige Stichproben über
Ordinalskalen, der Wilcoxon-Test für zwei abhängige Stichproben über Or-
dinalskalen sowie der Friedman-Test für k abhängige Stichproben über Ordi-
nalskalen. Diese Tests entsprechen dem t-Test (für zwei Variablen) bzw. der
Varianzanalyse (für k Variablen) bei Intervalldaten. Weiterhin wird der χ2-
Test zur Untersuchung der Signifikanz von Häufigkeitsverteilungen (Nomi-
naldaten) eingesetzt. Bei allen Tests wird ein Signifikanzniveau von α = 0.05
verwendet.
Zur besseren grafischen Darstellung wurden die Likert-Skalen durch eine Ab-
bildung auf eine äquidistante Skala über ganzen Zahlen (Werte eins bis fünf)
in Intervallskalen überführt. Dabei entsprach der Wert eins einer völligen Ab-
lehnung der korrespondierenden Aussage und der Wert fünf einer völligen
Zustimmung. Weiterhin erforderte die Untersuchung spezieller Hypothesen
auch die Verwendung von t-Test und Anova auf den intervallskalierten Daten.
Dies ist eine gängige Vorgehensweise in der Statistik [Velleman & Wilkinson,
1993]. Für die wichtigsten Daten werden weiterhin im Text die Mittelwerte
(MW) und die Standardabweichungen (SD) angegeben, sofern sie nicht aus
den Abbildungen hervorgehen.
Für die Visualisierung der Nominaldaten werden Histogramme verwendet,
die die gemessenen Häufigkeiten darstellen. Für die Visualisierung der Inter-
valldaten werden Balkendiagramme verwendet. Dabei bestimmen die Mittel-
werte der Messungen die Höhe der Hauptbalken. Die Klammern geben da-
bei die 95%-Konfidenzintervalle an. Ein 95%-Konfidenzintervall stellt das In-
tervall dar, in dem sich der wahre Mittelwert der Verteilung mit 95% Wahr-
scheinlichkeit befindet (siehe z. B. [Bortz & Döring, 2003]) und sind somit
ein Maß für die Streuung der Verteilung. Im Unterschied zur Standardabwei-
chung lassen sich durch das Konfidenzintervall bei unabhängigen Variablen
direkt Rückschlüsse auf die Signifikanz der Messungen schließen. Zwei unab-
hängige Stichproben A und B unterscheiden sich genau dann signifikant, wenn
sich der Mittelwert von A außerhalb des Konfidenzintervalls von B befindet
und umgekehrt. In diesem Fall lassen sich z. B. durch den t-Test signifikante
Unterschiede zwischen A und B nachweisen.
7.3 Ergebnisse
In diesem Abschnitt finden sich die Ergebnisse der statistischen Signifikanz-
tests. Es wird zunächst eine allgemeine, deskriptive Beschreibung der Stich-
probe gegeben. Anschließend werden die Daten in Abhängigkeit verschiede-
ner Faktoren analysiert. Hierbei werden das Alter der Vpn, die Art des Messe-
besuchs, die technischen Erfahrungen sowie die Anzahl der gesehenen Kino-
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filme betrachtet. Weiterhin werden die Gesamtbewertungen der Eingabe- und
Ausgabemodalitäten des Systems untersucht. Abschließend werden die Be-
wertungen der Gerätekombinationen und des Gesamtsystems sowie die Kom-
mentare der Vpn betrachtet.
7.3.1 Beschreibung der Stichprobe
Es hatten 56 Teilnehmer an der Fragebogenstudie teilgenommen. Der Groß-
teil der Teilnehmer war männlich (50 Teilnehmer). Das Durchschnittsalter der
Vpn war 30.1 Jahre. Der jüngste Teilnehmer war 15 Jahre alt. Der älteste Teil-
nehmer war 72 Jahre alt.
Abbildung 7.2: Histogramm für Altersintervalle von fünf Jahren.
Abbildung 7.2 zeigt die Altersstruktur in einem Histogramm. Von den 56 Vpn
besuchten 35 die Messe privat (62.5%), 18 Vpn besuchten die Messe beruflich
(32.1%) und drei Vpn besuchten die Messe sowohl privat als auch beruflich
(5.4%). Bei der Stundenzahl Computer-Arbeit pro Woche gab keine Vp null
Stunden pro Woche (d. h. gar keine Arbeit mit dem Computer) an. Die durch-
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schnittliche Stundenzahl betrug 32.3 Stunden pro Woche. Bei der Stundenzahl
Fernsehen pro Woche gaben zehn Vpn (5.6%) eine Stundenzahl von null Stun-
den pro Woche an. Die durchschnittliche Stundenzahl betrug 8.9 Stunden pro
Woche. Beim PDA gaben 38 Vpn (67.9%) an, dass sie gar nicht mit dem PDA
arbeiten. Die durchschnittliche Stundenzahl der Arbeit mit dem PDA betrug
2.3 Stunden pro Woche.
7.3.2 Altersgruppen
In der Studie wurden drei Unterteilungen in jüngere und ältere Vpn untersucht,
um mögliche Korrelationen mit den Bewertungen der jeweiligen Gruppen zu
untersuchen. Hierzu wurden die Gruppen jünger als 20 Jahre und 20 Jahre
oder älter bzw. jünger als 30 Jahre und 30 Jahre oder älter sowie jünger als 40
Jahre und 40 Jahre oder älter untersucht.
Gruppe jünger/älter 20
15 Vpn waren jünger als 20 Jahre (26.8%, Gruppe jünger 20) und 41 Vpn wa-
ren 20 Jahre oder älter (73.2%, Gruppe älter 20). Es wurden mehrere signifi-
kante Unterschiede zwischen den beiden Gruppen gefunden, wobei die Grup-
pe jünger 20 stets signifikant besser auf der Likert-Skala bewertete. Die Grup-
pen jünger 20 (MW = 4.2, SD = .8) und älter 20 (MW = 3.6, SD = .7) un-
terschieden sich signifikant bzgl. der Bewertung des Komforts der Sprachein-
gabe (Mann-Whitney, p = .010). Weiterhin unterschieden sich beide Gruppen
signifikant bzgl. der Bewertung des Komforts der Stifteingabe auf dem PDA
(Mann-Whitney, p = .021; Gruppe jünger 20: MW = 4.4, SD = .5; Gruppe
älter 20: MW = 3.8, SD = .9).
Bei den Ausgabemöglichkeiten unterschieden sich beide Gruppen signifikant
bzgl. der Bewertung der Sprachausgabe (Mann-Whitney, p = .005; Gruppe
jünger 20: MW = 3.8, SD = 1.1; Gruppe älter 20: MW = 2.8, SD = 1.0).
Weiterhin unterschieden sich beide Gruppen signifikant bzgl. der Bewertun-
gen der Ausgaben von grafischem Text (Mann-Whitney, p = .013; Gruppe
jünger 20: MW = 4.3, SD = .8; Gruppe älter 20: MW = 3.6, SD = .8). Be-
züglich der Bewertung der einzelnen Gerätekombinationen wurde ein signi-
fikanter Unterschied zwischen den Gruppen bzgl. der Bewertung der Kombi-
nation TV-Bilderrahmen gefunden (Mann-Whitney, p = .036; Gruppe jünger
20: MW = 4.4, SD = .6; Gruppe älter 20: MW = 3.7, SD = 1.3).
Weitere Altersgruppen
Zwischen den Altersgruppen jünger/älter 30 bzw. jünger/älter 40 ergaben sich
deutlich weniger Signifikanzen. Zwischen den Gruppen jünger/älter 30 gab es
signifikante Unterschiede bei der Bewertung der Stifteingabe mit dem PDA
(Mann-Whitney, p = .014; Gruppe jünger 30: MW = 4.2, SD = .7; Gruppe
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älter 30: MW = 3.6, SD = 1.0). Zwischen den Gruppen jünger/älter 40 gab
es signifikante Unterschiede bzgl. der Bewertung der grafischen Textausgabe
(Mann-Whitney, p = .022; Gruppe jünger 40: MW = 4.0, SD = .8; Gruppe
älter 40: MW = 3.3, SD = .8). Analog zu den Gruppen jünger/älter 20 vergab
die jüngere Gruppe stets die jeweils besseren Bewertungen.
7.3.3 Art des Messebesuchs
Bei der Art des Messebesuchs wurden die Vpn in zwei Gruppen eingeteilt:
beruflicher und privater Messeaufenthalt. Dabei wurden Vpn, die angegeben
haben, dass sie sowohl beruflich als auch privat die Messe besucht haben,
zu der Gruppe der beruflichen Messeaufenthalte gezählt. Die Gruppe mit be-
ruflichem Messeaufenthalt enthielt 21 Vpn (37.5%). Die Gruppe mit priva-
tem Messeaufenthalt bestand aus 35 Vpn (62.5%). Die Gruppe mit privatem
Messeaufenthalt bewertete die grafische Textausgabe signifikant besser als die
Gruppe mit beruflichem Messeaufenthalt (Mann-Whitney, p = .012; Gruppe
privater Aufenthalt: MW = 4.0, SD = .8; Gruppe beruflicher Aufenthalt:
MW = 3.4, SD = .9).
7.3.4 Erfahrungen mit Computern, Fernsehern und PDAs
Bezüglich der Verwendung von Computern teilten wir die Vpn in zwei Grup-
pen ein: Vpn, die bis zu 30 Stunden pro Woche mit einem Computer arbeiten
(29 Vpn, 51.8%) und Vpn, die 30 Stunden oder mehr mit einem Computer
arbeiten (27 Vpn, 48.2%). Der Grenzwert 30 wurde gewählt, da dieser als
Median die Verteilung in zwei homogene Hälften teilte. Die Gruppe, die bis
zu 30 Stunden mit einem Computer arbeitete, bewertete die Sprachausgabe
signifikant besser als die Gruppe, die mehr als 30 Stunden am Computer ar-
beitete (Mann-Whitney, p = .001; Gruppe weniger als 30 Stunden Computer:
MW = 3.6, SD = 1.0; Gruppe mehr als 30 Stunden Computer: MW = 2.5,
SD = .9).
Bei der Verwendung von Fernsehern teilten wir die Vpn in zwei Gruppen ein.
Die erste Gruppe schaute bis zu zehn Stunden pro Woche Fernsehen (34 Vpn,
60.7%). Die zweite Gruppe schaute zehn Stunden oder mehr Fernsehen (22
Vpn, 39.3%). Es wurde der Grenzwert zehn gewählt, da er die Verteilung
in zwei homogene Hälften teilte. Bei dieser Gruppenaufteilung ergaben sich
jedoch keine signifikanten Unterschiede bzgl. der Bewertungen der Einga-
bemöglichkeiten, der Ausgabemöglichkeiten, der Gerätekombinationen oder
der Gesamtpräsentation.
Da beim PDA nur eine geringe Anzahl von Vpn überhaupt mit einem PDA ge-
arbeitet hat, wurde die folgende Gruppeneinteilung gewählt: Die erste Gruppe
umfasst alle Vpn, die mit einem PDA arbeiten (19 Vpn, 33.9%). Die zweite
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Gruppe umfasst alle Vpn, die nicht mit einem PDA arbeiten (37 Vpn, 66.1%).
Die Gruppe, die nicht mit PDAs arbeitet, bewertete dabei die Gerätekombina-
tion TV-Bilderrahmen signifikant besser als die Gruppe, die mit einem PDA
arbeitet (Mann-Whitney, p = .025; Gruppe ohne PDA: MW = 4.1, SD = 1.0;
Gruppe mit PDA: MW = 3.5, SD = 1.1).
7.3.5 Kinofilme pro Monat
Bei der Anzahl der Kinofilme pro Monat wurden die Vpn in zwei Gruppen
eingeteilt. Dadurch konnten die Bewertungen von Vpn, die häufiger Kinofil-
me schauen, mit den Bewertungen von Vpn verglichen werden, die sich weni-
ger häufig Kinofilme ansehen. Die erste Gruppe enthielt Vpn, die bis zu drei
Kinofilme pro Monat gucken (37 Vpn, 66.1%). Die zweite Gruppe enthielt
Vpn, die drei oder mehr Kinofilme pro Monat schauen (19 Vpn, 33.9%). Der
Grenzwert von drei Kinofilmen wurde gewählt, da dieser die Verteilung der
Bewertungen in zwei homogene Hälften teilte.
Die Gruppe, die bis zu drei Kinofilme pro Monat schaut, bewertete die Aus-
gaben auf dem Bilderrahmen alleine signifikant besser als die Gruppe, die
mehr Kinofilme schaut (Mann-Whitney, p = .002; Gruppe bis zu drei Kino-
filme: MW = 3.5, SD = 1.2; Gruppe mehr als drei Kinofilme: MW = 2.8,
SD = .8). Die Gruppe, die bis zu drei Kinofilme pro Monat schaut, bewertete
ebenfalls die Ausgaben auf dem Fernseher signifikant besser (Mann-Whitney,
p = .007; Gruppe bis zu drei Kinofilme: MW = 4.2, SD = .6; Gruppe mehr
als drei Kinofilme: MW = 3.7, SD = .7).
7.3.6 Eingabemodalitäten
Bei den Eingabemodalitäten wurde die Stifteingabe auf dem PDA besser be-
wertet als die Spracheingabe per Headset. Der Unterschied erwies sich je-
doch nicht als signifikant (Wilcoxon, p = .178; Spracheingabe: MW = 3.76,
SD = .751; Stifteingabe: MW = 3.96, SD = .9).
Die Unterschiede zwischen den Eingabemodalitäten wurden ebenfalls in Ab-
hängigkeit der Gruppen jünger/älter 20 betrachtet. Hierzu wurde eine multiva-
riate Varianzanalyse (Pillais PS-Teststatistik, [Bortz, 2005]) verwendet. Zwi-
schen den Gruppen gab es signifikante Unterschiede bei der Bewertung der
Eingabemodalitäten (Anova, F (2, 51) = 6.9, p = .002). Abbildung 7.3 stellt
die Unterschiede in einem Balkendiagramm dar. Die Klammern zeigen die
95%-Konfidenzintervalle der Mittelwerte.
7.3.7 Ausgabemodalitäten
Zwischen den Ausgabemodalitäten animierter Charakter, Sprachausgabe, gra-
fischer Text und Filmbilder existierten signifikante Unterschiede (Friedman,
p = .001). Die Mittelwerte werden in Abbildung 7.4 grafisch dargestellt.
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Abbildung 7.3: Bewertungen Eingabemodalitäten für Gruppen jünger/älter 20.
Abbildung 7.4: Bewertungen Ausgabemodalitäten.
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Um die Unterschiede zwischen den einzelnen Bewertungen genauer zu un-
tersuchen, wurden Wilcoxon-Tests für abhängige Stichproben durchgeführt.
Hieraus ergab sich, dass die Bewertungen des grafischen Texts und der Film-
bilder jeweils signifikant besser waren als die Bewertungen des animierten
Charakters und der Sprachausgabe (Charakter-Text: p = .004, Charakter-
Bilder: p = .001, Sprachausgabe-Text: p = .001, Sprachausgabe-Bilder:
p = .001).
Abbildung 7.5: Bewertungen Ausgabemodalitäten für Gruppen jünger/älter
als 20 Jahre.
Die Unterschiede zwischen grafischem Text und Filmbildern (p = .083) so-
wie zwischen dem animierten Charakter und der Sprachausgabe (p = .375)
waren jedoch nicht signifikant. Die Bewertung der Ausgabemodalitäten wur-
den analog zu den Eingabemodalitäten mittels einer Varianzanalyse daraufhin




Abbildung 7.6: Bewertungen Ausgabemodalitäten getrennt nach Art des Mes-
sebesuchs.
Hierbei wurden signifikante Unterschiede in den Bewertungen der Gruppen
festgestellt (Anova, F (4, 48) = 4.8, p = .002). Die Mittelwerte werden in
Abbildung 7.5 dargestellt. Die Bewertungen der Ausgabemodalitäten wurden
ebenfalls signifikant durch die Art des Messeaufenthalts beeinflusst (Anova,
F (4, 48) = 2.82, p = .036).
Dabei bewerteten Besucher, die ausschließlich privat auf der Messe waren,
die Ausgabemodalitäten besser als Besucher, die beruflich auf der Messe wa-
ren. Abbildung 7.6 stellt die Mittelwerte grafisch dar. Die Erfahrungen mit
Computern hatten einen signifikanten Einfluss auf die Bewertungen der Aus-
gabemodalitäten.
Vpn, die bis zu 30 Stunden pro Woche mit dem Computer arbeiten, bewerteten
die Ausgabemodalitäten signifikant besser als Vpn, die mehr als 30 Stunden
pro Woche mit dem Computer arbeiten (Anova, F (4, 48) = 4.87, p = .002).
Abbildung 7.7 stellt die Unterschiede grafisch dar.
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Abbildung 7.7: Bewertungen Ausgabemodalitäten getrennt nach PC-Nutzung.
7.3.8 Gerätekombinationen
Zwischen den Bewertungen der fünf Gerätekombinationen wurden signifi-
kante Unterschiede beobachtet (Friedman, p = .001). Abbildung 7.8 zeigt
die Unterschiede. Mit paarweisen Wilcoxon-Tests wurden die Unterschiede
zwischen den einzelnen Gerätekombinationen genauer untersucht. Es zeigte
sich, dass die Kombination Bilderrahmen signifikant schlechter als die an-
deren Gerätekombinationen bewertet wurde (Bilderrahmen-PDA: p = .010,
Bilderrahmen-TV: p = .001, Bilderrahmen - TV-PDA: p = .001, Bilderrah-
men - TV-Bilderrahmen: p = .001). Weiterhin wurde TV-PDA am besten be-
wertet. Der Unterschied zur zweitbesten Bedingung TV war nicht signifikant
(Wilcoxon, p = .561). Ebenso war der Unterschied zur drittbesten Bedingung
TV-Bilderrahmen nicht signifikant (Wilcoxon, p = .149). Der Unterschied zur
viertbesten Bedingung PDA war jedoch signifikant (Wilcoxon, p = .043).
Die Bewertungen der Gerätekombinationen wurden analog zu den Eingabe-
und Ausgabemodalitäten daraufhin überprüft, ob sich signifikante Unterschie-
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de zwischen den definierten Gruppen bzgl. Alter, Nutzung von Computer/Fern-
seher/PDA, Art des Messebesuchs oder Kinofilmen pro Monat ergaben. Hier-
bei zeigten sich Unterschiede zwischen den Gruppen, die bis zu drei Kinofilme
pro Monat bzw. mehr als drei Kinofilme pro Monat gesehen haben.
Abbildung 7.8: Bewertungen Gerätekombinationen.
Die Unterschiede zwischen den Bewertungen aller Gerätekombinationen wa-
ren zwar nicht signifikant (Anova, F (5, 49) = 2.23, p = .066), aber die Unter-
schiede zwischen den Bewertungen des Fernsehers sowie des Bilderrahmens
erwiesen sich, wie in Abschnitt 7.3.5 dargestellt, als signifikant. Abbildung
7.9 zeigt die Mittelwerte der einzelnen Gruppen.
7.3.9 Bewertung des Gesamtsystems
Die Gesamtdemonstration wurde im Mittel mit „recht gut“ (MW=4.2, SD=.6)
bewertet. Die gemessenen Häufigkeiten, mit denen eine Bewertungskategorie
gewählt wurde, unterschieden sich sehr signifikant (χ2-Test, χ2(2) = 30.3,
p = .001, vgl. Abbildung 7.10). Bei der Bewertung der Gesamtdemonstrati-
on wurden keine signifikanten Unterschiede bzgl. Alter, der Art des Messe-
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Abbildung 7.9: Bewertungen Gerätekombinationen für Gruppen bis zu drei
bzw. mehr als drei Kinofilme pro Monat.
besuchs, der Verwendung von Computern, PDAs und Fernsehern sowie der
Anzahl gesehener Kinofilme pro Monat festgestellt.
Die Vpn wurden weiterhin gefragt, wie nützlich sie die Kombination mehrerer
Geräte einschätzen. Die Kombinationen wurde im Mittel mit „recht nützlich“
bewertet (MW=3.9, SD=1.0). Die Unterschiede zwischen den Häufigkeiten
der Bewertungen waren sehr signifikant (χ2-Test, χ2(3) = 15.0, p = .002,
Abbildung 7.11). Es wurden wie bei der Bewertung der Gesamtpräsentation
keine signifikanten Unterschiede zwischen den definierten Gruppen festge-
stellt. Die Möglichkeit, zwischen Text-Bild Layout ohne animiertem Charak-
ter zu einem Layout mit animiertem Charakter umzuschalten, wurde von den
Vpn als „recht nützlich“ bewertet (MW = 4.0, SD = .9). Die Unterschiede
zwischen den Häufigkeiten der Bewertungen waren sehr signifikant (χ2-Test,
χ2(4) = 40.4, p = .001, Abbildung 7.12). Es wurden keine signifikanten
Unterschiede zwischen den definierten Gruppen festgestellt.
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Abbildung 7.10: Histogramm Bewertung der Gesamtdemonstration.
Bei der Frage, ob die Vp mehrere Ausgabegeräte gegenüber einem Gerät be-
vorzugt, gab es keine signifikante Unterschiede zwischen den Häufigkeiten
beider Bewertungen (χ2-Test, χ2(1) = .7, p = .785). Ebenso ergaben sich
keine signifikanten Unterschiede bzgl. der definierten Gruppen. Dabei gaben
26 Vpn an, dass sie ein einzelnes Gerät bevorzugten, während 28 Vpn anga-
ben, dass sie mehrere Geräte bevorzugten. Zwei Vpn machten keine Angaben
zu diesem Versuchsteil.
Weiterhin wurden sehr signifikante Unterschiede bei den Beantwortung der
Frage gefunden, ob die Vpn das demonstrierte System bei der Suche nach
Filminformationen einem PC mit Internet-Anschluss vorziehen würden (χ2-
Test, χ2(2) = 34.9, p = .001). Hierbei bevorzugten 36 Vpn das demonstrierte
System, während 16 Vpn einen PC bevorzugten. Eine Vp konnte sich nicht
entscheiden. Drei Vpn haben keine Angaben gemacht.
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Abbildung 7.11: Histogramm Nützlichkeit der Kombination mehrerer Geräte.
Es gab ebenfalls sehr signifikante Unterschiede zwischen den möglichen Geld-
beträgen, die die Vpn in das System investieren würden (χ2-Test, χ2(4) =
16.7, p = .002). Im Mittel waren die Vpn bereit, MW = 962.2 Euro (SD =
689.5) für das System zu bezahlen. Drei Vpn hatten bei der Frage keine Anga-
ben gemacht. Acht der verbleibenden 53 Vpn hatten 0 Euro angegeben, d. h.
sie würden das System gar nicht kaufen. Abbildung 7.13 stellt die Häufigkei-
ten dar.
Teilnehmer, die jünger als 20 Jahre waren, gaben an, dass sie signifikant mehr
Geld für das System ausgeben würden als Teilnehmer, die älter als 20 Jahre
waren (t(51) = 2.49, p = .016; Gruppe jünger 20: MW = 1320.0, SD =
823.9; Gruppe älter 20: MW = 821.0, SD = 582.2). Weiterhin gaben Vpn,
die bis zu 30 Stunden mit einem Computer arbeiten, an, dass sie signifikant
mehr Geld für das System ausgäben als Teilnehmer, die mehr als 30 Stunden
mit einem Computer arbeiten (t(51) = 2.54, p = .014; Gruppe weniger als
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Abbildung 7.12: Histogramm Nützlichkeit der Wahl zwischen Text-
/Charakter-Layout.
30 Stunden Computer: MW = 1178.6, SD = 739.0; Gruppe mehr als 30
Stunden Computer: MW = 720.0, SD = 547.7).
7.3.10 Kommentare
Insgesamt 20 der 56 Vpn nutzten den letzten Teil des Fragebogens, um Kom-
mentare abzugeben. Davon lobten sieben Vpn das System oder den Ansatz.
Sechs Vpn kritisierten die Sprachausgabe, die besser, flüssiger und indivi-
dueller gestaltet sein sollte. Drei Vpn kritisierten in ihren Kommentaren den
Charakter. Eine Vp kritisierte insbesondere die fehlende Synchronisation zwi-
schen der Sprachanimation des Charakters und der Sprachausgabe. Eine wei-
tere Vp äußerte im Abschlussgespräch, dass die Animationen des Charakters
zu simpel waren.
Vier Vpn kritisierten, dass das System zu langsam war. Zwei Vpn merkten
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Abbildung 7.13: Ausgabebereitschaft für System in Euro.
an, dass das Layout der Textpräsentation nicht ansprechend war. Zwei Vpn
äußerten Kritik an der Spracheingabe. Eine dieser Vpn merkte an, dass sie
zu ungenau war. Die zweite Vp kritisierte, dass ein Headset in einem priva-
ten Umfeld nicht akzeptabel ist. Zwei weitere Vpn schlugen eine allgemeine
Verbesserung der Benutzeroberfläche des Systems vor.
Drei Vpn schlugen zusätzliche Funktionalitäten für das System vor. Davon
schlugen zwei Vpn vor, das Fernsehsignal mit dem System auch auf ande-
re Geräte umzuleiten. Die dritte Vpn schlug vor, den digitalen Bilderrahmen
durch einen halb transparenten Spiegel als Ausgabegerät zu ersetzen.
7.4 Diskussion
Die Ergebnisse aus Abschnitt 7.3 zeigen deutlich, dass das Home-Entertain-
ment-System durch verschiedene Benutzergruppen unterschiedlich wahrge-
nommen wird. Die größten Unterschiede ergaben sich dabei zwischen den
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Teilnehmern, die jünger bzw. älter als 20 waren. Die Teilnehmer, die jünger
als 20 waren, bewerteten die Eingabemodalitäten und die Ausgabemodalitä-
ten des Systems signifikant besser. Weiterhin waren sie bereit, bis zu 500 Euro
mehr für das System auszugeben. Dies lässt sich dadurch erklären, dass ältere
Teilnehmer an Ausgaben auf einzelnen Geräten gewöhnt sind und ihnen Prä-
sentationen auf gekoppelten Ausgabegeräten zunächst ungewohnt erscheinen.
Jüngere Teilnehmer, die im Zuge der Verbreitung des Internets Anfang der
Neunziger Jahre des 20. Jahrhunderts bereits von ihrer Jugend an mit zahlrei-
chen Ausgabegeräten konfrontiert wurden, scheinen offener bzgl. der Kopp-
lung von Ausgabegeräten zu sein.
Weiterhin hat die Studie gezeigt, dass Benutzer mit weniger technischem Wis-
sen das System besser akzeptieren als Benutzer mit mehr technischem Hinter-
grund. Dies zeigte sich dadurch, dass PDA-Benutzer die Kombination TV-
Bilderrahmen signifikant schlechter bewertet haben als Benutzer, die nicht
mit einem PDA arbeiten. Weiterhin wurden die Ausgabemodalitäten durch
Vpn, die ausschließlich privat auf der CeBit-Messe waren und nicht notwendi-
gerweise einen technischen Beruf hatten, signifikant besser bewertet. Ebenso
wurden durch die Gruppe, die bis zu 30 Stunden am Computer arbeitet, die
Ausgabemodalitäten signifikant besser bewertet.
Dieses Ergebnis widerlegt die Hypothese aus Abschnitt 7.1.3, dass IT-Fach-
leute das System besser beurteilen. Mögliche Gründe hierfür können der re-
lativ hohe Automatisierungsgrad des Systems sowie die relativ begrenzte An-
zahl an Interaktionen sein, die ein Benutzer durchführen kann. IT-Fachleute
sind jedoch von heutigen Programmen (z. B. einem elektronischen Programm-
führer) ein hohes Maß an Interaktions- und Konfigurationsmöglichkeiten ge-
wöhnt. Dies kann bei IT-Fachleuten zu einer negativen Bewertung des Home-
Entertainment-Systems geführt haben.
Dieser Aspekt scheint aber gerade Benutzer mit wenig technischer Erfahrung
angesprochen zu haben. Diesen Benutzern gefiel scheinbar der hohe Automa-
tisierungsgrad des Systems. Als mögliche Verbesserung des Systems könnten
daher mehr Konfigurations- und Interaktionsmöglichkeiten für fortgeschritte-
ne Benutzer eingeführt werden, während für Benutzer ohne technischen Hin-
tergrund weiterhin ein hoher Automatisierungsgrad verfügbar bleibt.
Die Hypothese, dass das System analog zu den in [Robertson et al., 2005;
Czerwinski et al., 2003; Grudin, 2001] untersuchten Multi-Monitor-Systemen
positiv beurteilt wird, wurde m. E. bestätigt. Das System wurde insgesamt
mit der zweithöchsten Bewertungsstufe („recht gut“) beurteilt. Bei der Be-
wertung der Gerätekombinationen bestätigte sich die Hypothese, dass wie in
[Tan & Czerwinski, 2003] die visuelle Trennung von Medienobjekten durch
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Verteilung auf mehrere Ausgabegeräte keinen negativen Effekt auf die Bewer-
tung der Akzeptanz hat. Dies zeigte sich dadurch, dass die Kombination TV-
PDA am besten beurteilt wurde. Weiterhin wurde sie signifikant besser als die
PDA- sowie die Bilderrahmen-Konfigurationen beurteilt. Sie wurde ebenfalls
nicht signifikant schlechter als die Kontrollgruppe (TV-Konfiguration) bewer-
tet. Die Tatsache, dass Vpn, die nur bis zu drei Kinofilme im Monat schauen,
die Kombinationen Bilderrahmen und TV-Bilderrahmen signifikant besser be-
urteilt haben, bedarf jedoch weiterer Untersuchungen.
Ebenso wurde die Hypothese, dass Text-Bild-Präsentationen wie in [Elting
et al., 2002] sehr gut akzeptiert werden, bestätigt. Text-Bild-Präsentationen
entsprechen dem klassischen Computer-Layout und erlauben dem Benutzer
durch die statische Darstellung der Medienobjekte die Möglichkeit der freien
Inspektion der Objekte. Die Hypothese, dass der animierte Charakter einen po-
sitiven Effekt hat wurde jedoch nicht bestätigt. Der animierte Charakter und
die Sprachausgabe wurden von den Ausgabemöglichkeiten des Systems am
schlechtesten bewertet. Dies könnte zwei Gründe haben. Zum einen wurde
die Sprachausgabe am schlechtesten bewertet, wodurch wahrscheinlich auch
der animierte Charakter, dessen Stimme durch die Sprachausgabe generiert
wird, negativ bewertet wurde. Weiterhin verwendete der animierte Charakter
nur eine eingeschränkte Menge an Animationen (Ruheanimation und Spracha-
nimation). Dies könnte den Unterhaltungswert des Charakters gesenkt haben.
Das Gesamtsystem wurde positiv durch die Benutzer aufgenommen. Dies äu-
ßerte sich in den Beurteilungen der Gesamtdemonstration („recht gut gefal-
len“) und der Bewertung der Nützlichkeit des Kombinierens von Ausgabe-
geräten („recht nützlich“). Bei der Frage, ob die Vpn bei der Ausgabe von
Kinofilminformationen ein oder mehrere Geräte bevorzugen, gab es jedoch
keine klare Tendenz. Trotzdem würden sie das System einem PC mit Interne-
tanschluss bei der Ausgabe von Kinofilminformationen vorziehen.
7.5 Zusammenfassung
In der durchgeführten Fragebogenstudie zeigte sich, dass die Kopplung von
Ausgabegeräten durch die Teilnehmer der Benutzerstudie gut akzeptiert wur-
de. Das Gesamtsystem wurde als „recht gut“ bewertet und die Kombinati-
on von Ausgabegeräten als „recht nützlich“ empfunden. Weiterhin wurde das
System bei der Ausgabe von Filminformationen einem PC mit Internet-An-
schluss signifikant vorgezogen. Bezüglich des Alters der Teilnehmer erga-
ben sich signifikante Unterschiede in den Bewertungen. So wurde das Sys-
tem durch Teilnehmer, die jünger als 20 waren, signifikant besser beurteilt.
Dies wurde dadurch erklärt, dass ältere Teilnehmer Ausgaben auf einzelnen
Geräten gewöhnt sind und das System daher schlechter beurteilt haben. Ent-
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gegen der Erwartungen wurde das System durch Teilnehmer ohne technischen
Hintergrund insgesamt besser beurteilt, was durch den hohen Grad der Auto-




8.1 Problemstellung und Hypothesen
Die in Kapitel 7 beschriebene Fragebogenstudie untersuchte die Akzeptanz
des in Abschnitt 6.2 beschriebenen Home-Entertainment-Systems. In diesem
Kapitel wird eine Laborstudie beschrieben, die die Effizienz der gekoppelten
Ausgabegeräte des Systems untersucht. Darüber hinaus interagieren die Vpn
in dieser Studie selbst mit dem System, wodurch eine tiefer gehende Beur-
teilung der Interaktionen mit gekoppelten Ausgabegeräten ermöglicht werden
soll.
Insbesondere stellt sich die Frage, wie die Effizienz einer Präsentation gemes-
sen werden kann. In Übereinstimmung mit anderen Studien messen wir die
Effektivität einer Präsentation daran, wie einprägsam sie ist. Dies setzen wir
ins Verhältnis dazu, wie lange ein Benutzer benötigt, um sich eine Präsentation
anzusehen. Damit erhalten wir ein Maß für die Effizienz des Systems.
8.1.1 Problemstellung
Das Ziel der Studie ist die Untersuchung der Effizienz des implementierten
Home-Entertainment-Systems. Hierbei soll die Effizienz von Präsentationen
auf gekoppelten Ausgabegeräten mit der Effizienz von Präsentationen auf ei-
nem einzelnen Ausgabegerät verglichen werden. Dazu soll als Kontrollgruppe
ein einzelner Fernseher als Ausgabegerät und eine Tastatur als Eingabegerät
betrachtet werden (Tastatur-TV). Der Fernseher soll weiterhin mit dem elek-
tronischen Bilderrahmen (Tastatur-TV-Bilderrahmen) sowie mit einem PDA
(PDA-TV) oder beiden (PDA-TV-Bilderrahmen) gekoppelt werden. In den
Gerätekombinationen, die einen PDA enthalten, ersetzt der PDA die Tastatur
als Eingabegerät. Damit ergeben sich vier Gruppen, die untereinander bzgl.
ihrer Effizienz verglichen werden sollen.
Weiterhin sollen auf jeder Gerätekombination unterschiedliche Modalitäten-
kombinationen untersucht werden. Hierzu sollen im Experiment die Kombina-
tionen Text-Bild (TB), Bild-Sprache (BS) und Bild-Sprache-animierter Cha-
rakter (BSC) betrachtet werden. Neben der Effizienz soll auch die Akzeptanz
des Systems untersucht werden und mit den Ergebnissen der vorhergehenden
Fragebogenstudie verglichen werden.
8.1.2 Kognitive Last und Effizienz von gekoppelten Ausgabegeräten
In Abschnitt 7.1.2 wurde bereits ein Überblick über die Akzeptanz von gekop-
pelten Ausgabegeräten gegeben. Diese Darstellung wird in diesem Abschnitt
durch die Betrachtung der Effizienz von gekoppelten Ausgabegeräten ergänzt.
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In der von [Czerwinski et al., 2003] durchgeführten Studie wurde die Effizienz
von großformatigen Bildschirmen untersucht. Um die kognitive Last der Vpn
bei Verwendung eines 42 Zoll großen Bildschirms mit der eines 15 Zoll großen
Bildschirms zu vergleichen, wurden ein Erinnerungsexperiment durchgeführt.
Die Vpn wurden zu Beginn des Versuchs gebeten, sich eine Telefonnummer
zu merken. Anschließend wurden die Vpn aufgefordert, nach einer Website
mittels der AltaVista-Webseite zu suchen und diese aufzurufen. Auf der Web-
seite sollten die Vpn den Designer der Webseite ermitteln.
Der Name des Designers und die URL der Webseite sollten anschließend in
ein Word-Dokument kopiert werden. Weiterhin sollte ein Screenshot der Web-
seite in ein Power Point-Dokument eingefügt werden. Bei dem Erinnerungs-
experiment fanden Czerwinski und Kollegen keine signifikanten Unterschiede
zwischen dem kleineren und dem größeren Monitor. Die Interaktionszeiten
auf dem kleineren Monitor waren jedoch um 9% größer als auf dem größeren
Monitor, was sich als signifikant erwies. Dies wurde mit der größeren Anzahl
von Fensterinteraktionen begründet, die auf dem kleineren Monitor nötig wa-
ren, um die gestellten Aufgaben zu bearbeiten. Die Studie zeigt, dass sich eine
Vergrößerung der Bildschirmfläche positiv auf die Interaktionszeiten auswir-
ken kann. Die Studie ist jedoch auf das Windows-Betriebssystem und dessen
Software beschränkt.
In der Studie von [Tan & Czerwinski, 2003] wurde die Kopplung von zwei
22 Zoll Monitoren und einem Projektionsschirm untersucht. Die untersuchten
Gerätekombinationen waren ein Monitor, der Projektionsschirm, eine Kom-
bination von beiden sowie zwei gekoppelte Monitore. Jede Vpn hat dabei al-
le Gerätekombinationen getestet. Die erste Aufgabe bestand darin, in einem
Text Rechtschreibfehler zu finden. In der zweiten Aufgabe sollten die Teil-
nehmer auf eine Instant Messenger-Benachrichtigung möglichst schnell mit
dem Drücken einer Taste reagieren. Die dritte Aufgabe bestand aus dem Ver-
gleich zweier Texte, der je nach Gruppe auch über zwei Bildschirme hinweg
durchgeführt wurde.
Die Zeiten für die Textvergleiche unterschieden sich nicht signifikant in den
verschiedenen Gerätekombinationen. Ebenso unterschieden sich die Reakti-
onszeiten für die Instant Messenger-Benachrichtigungen nicht signifikant. Bei
den Textvergleichen zeigte sich ein einzelner Monitor einer Kopplung von
Monitor und Projektor marginal signifikant überlegen. Insgesamt waren die
Effekte der Kopplungen der Bildschirme jedoch kleiner als von den Autoren
erwartet. Die Autoren schließen, dass Designer anscheinend bei der Erstellung
von Multi-Monitor-Präsentationen mehr Freiheiten haben als erwartet. Die Er-
gebnisse der Studie lassen sich als Hinweis interpretieren, dass Benutzer auch
188
8.1. PROBLEMSTELLUNG UND HYPOTHESEN
bei Verteilung von Informationen auf mehrere, unterschiedliche große Bild-
schirme effizient mit einem System arbeiten können.
Die in [Oonk et al., 2003] präsentierte Studie untersuchte die Effizienz von ei-
nem einzelnen Monitor sowie zwei bis sechs gekoppelten Monitoren in zwei
Experimenten. Im ersten Experiment sollte mit Hilfe von Microsoft Office-
Anwendungen ein Dokument erstellt werden, das einen militärischen Lage-
bericht enthält. Während des Experiments wurden den Teilnehmern Anfragen
per Email oder per Chat gestellt, auf die die Teilnehmer möglichst schnell rea-
gieren sollten. Hierbei wurde die Antwortzeit protokolliert sowie die Korrekt-
heit der Antwort bewertet. Es zeigten sich signifikante Unterschiede bei der
Korrektheit der Chat-Antworten. Diese war in der vier Monitor-Bedingung si-
gnifikant höher als in der drei Monitor-Bedingung. Dies korrespondiert eben-
falls mit der signifikanten Präferenz der Teilnehmer für das vier Monitor-
System.
In einem zweiten Experiment mit identischem Aufbau lag der Schwerpunkt
nicht auf der Erstellung eines Dokuments, sondern auf der Überwachung der
taktischen Situation. Wie im ersten Experiment wurden Anfragen per Email
und Chat gestellt, deren Antwortzeiten und Korrektheit protokolliert wurden.
Im zweiten Experiment zeigten sich jedoch keine signifikanten Effizienzun-
terschiede.
In der Studie von [Kruppa, 2006] wurde ein animierter Charakter untersucht,
der zwischen Präsentationen auf einem PDA und einem öffentlichen Bild-
schirm durch Migration vermittelt. Dabei haben jeweils drei Vpn zeitgleich
eine Präsentation von nicht-technischen Inhalten betrachtet. Die Präsentati-
on begann stets mit einer gemeinsamen audiovisuellen Präsentation auf dem
Wandbildschirm und wurde für einen bestimmten Zeitraum durch Zusatzin-
formationen auf den individuellen PDAs ergänzt, die die Vpn in der Hand
hielten.
Als Migrationsmöglichkeiten wurden ein animierter Charakter, ein Symbol
oder gar kein Migrationssignal untersucht. Weiterhin wurden zwei Geräte-
kombinationen untersucht. Die erste Gruppe von Vpn verwendete Präsenta-
tionen, die auf den Wandbildschirm beschränkt waren. Die zweite Gruppe
verwendete zusätzlich den PDA und migrierende Präsentationen als Stimuli.
Die Effizienz der Präsentationen wurde mittels eines Erinnerungsexperiments
untersucht. Nach der Präsentation wurden spezifische Fragen zu den präsen-
tierten Textinhalten und Bildern gestellt. Anschließend wurden die Antworten
auf ihre Korrektheit überprüft und bewertet. Zusätzlich wurden am Anfang ei-
ner Präsentation auf dem PDA für eine kurze Zeit Bilder angezeigt, an die sich
die Vpn erinnern sollen.
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Bei den Präsentationen auf parallelen Bildschirmen zeigte sich ein signifi-
kanter Lerneffekt in der Gerätekombination PDA-Wandbildschirm. Nach der
dritten Präsentation war die Erinnerungseffizienz ebenso groß wie bei Prä-
sentationen auf dem Wandbildschirm alleine. Die drei Migrationsmöglichkei-
ten unterschieden sich weiterhin nicht signifikant bzgl. der Effizienz, mit der
die am Anfang einer PDA-Präsentation gezeigten Bilder erinnert wurden. Aus
den niedrigen Gesamtbewertungen schließt Kruppa, dass die Bilder zu kurz
präsentiert wurden und empfiehlt, als Zeit für einen Fokuswechsel zwischen
Geräten mindestens drei Sekunden anzusetzen.
Die Studie von Kruppa demonstriert, dass Benutzer nach kurzer Lernzeit au-
diovisuelle Präsentationen auf gekoppelten Ausgabegeräten ebenso effizient
verarbeiten können wie Präsentationen auf einem einzelnen Gerät. Die Ergeb-
nisse sind daher konform mit den Ergebnissen von [Tan & Czerwinski, 2003].
In [Elting et al., 2002] wurde die Effizienz von multi-modalen Präsentatio-
nen auf einem PDA, einem Fernseher und einem Desktop PC untersucht. Auf
jedem Gerät wurden die Modalitätenkombinationen Text-Bild-Sprache, Bild-
Sprache, Text-Bild, Text-Sprache und Text untersucht. Jede der 45 Vpn wurde
einem Gerät zugeordnet. Anschließend wurden den Vpn in allen Kombina-
tionen Sehenswürdigkeiten präsentiert. Jeder Inhalt bestand aus einem Titel,
einem Textinhalt und einem Bild. In einem Fragebogen wurde abgefragt, an
welche Beiträge sich die Teilnehmer erinnern. Dabei wurde zwischen Titel
und Inhalt unterschieden. Weiterhin wurde die Zeit gemessen, die die Teilneh-
mer zum Betrachten der Information benötigt haben.
Von den drei untersuchten Geräten zeigten sich auf dem PDA die deutlichs-
ten Effekte von kognitiver Last. Die Teilnehmer in dieser Gruppe benötigten
signifikant mehr Zeit als die Teilnehmer in den anderen beiden Gruppen. Wei-
terhin zeigte sich, dass in der Bild-Sprache-Bedingung auf dem PDA signifi-
kant mehr Titel von Sehenswürdigkeiten erinnert wurden als in der Text-Bild-
Bedingung auf dem PDA. In den anderen Gerätegruppen trat dieser Effekt
nicht auf.
Dieser Effekt wird mit dem Modalitäteneffekt begründet (Abschnitt 3.2.1). So
könnte die relativ geringe Erfahrung der Teilnehmer mit dem PDA für kogni-
tive Last gesorgt haben, wodurch der Modalitäteneffekt in der Bild-Sprache-
Bedingung beobachtet werden konnte. Weiterhin nahm die Anzahl der erin-
nerten Titel im Laufe der fünf Bedingungen des Experiments signifikant ab.
Das Experiment zeigt, dass der Typ des Interaktionsgeräts Einfluss auf die
Effizienz einer Modalitätenkombination haben kann.
Bisher existieren jedoch keine Studien, die die Effekte unterschiedlicher Mo-
dalitätenkombinationen mit gekoppelten Ausgabegeräten in Zusammenhang
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gesetzt haben. [Tan & Czerwinski, 2003] untersuchte zwar verschiedene Kom-
binationen von Ausgabegeräten. Der Schwerpunkt lag hier jedoch auf der
Untersuchung typischer Windows-Büroaufgaben. Spezielle Präsentationsfor-
mate wurden nicht untersucht. [Kruppa, 2006] untersucht zwar multi-modale
Ausgaben auf zwei Gerätekombinationen. Der Schwerpunkt der Studie liegt
jedoch auf der Migration von animierten Charakteren. Der in [Elting et al.,
2002] beobachtete geräteabhängige Modalitäteneffekt legt jedoch nahe, dass
sich die Modalitätenkombinationen auf unterschiedlichen Geräten verschie-
den auswirken.
8.1.3 Hypothesen
Aus den im vorherigen Abschnitt dargestellten Arbeiten lassen sich für die
geplante Studie verschiedene Hypothesen ableiten. Analog zu [Tan & Czer-
winski, 2003] wird erwartet, dass das Hinzufügen eines Bildschirms keine
negativen Einflüsse auf die Erinnerungseffizienz der Vpn hat. Darüber hinaus
wird vermutet, dass bei Präsentationen, die sich über mehrere Ausgabeschrit-
te erstrecken, die Erinnerungseffizienz auf gekoppelten Ausgabegeräten höher
ist als bei Präsentationen auf einem einzelnen Gerät.
Der Grund hierfür ist, dass bei gekoppelten Ausgabegeräten aufgrund der ver-
größerten Bildschirmfläche weniger Ausgabeschritte notwendig sind und die
Vpn weniger durch das Wechseln der Präsentationen abgelenkt sind. Weiter-
hin wird gemäß den Ergebnissen von [Czerwinski et al., 2003] angenommen,
dass die Vpn effektiv mit einer größeren Bildschirmfläche interagieren können
und dass sich durch Hinzufügen eines weiteren Bildschirms die Interaktions-
zeiten senken lassen.
Gemäß den Ergebnissen aus [Elting et al., 2002] wird erwartet, dass bei ho-
her kognitiver Last Sprache-Bild-Präsentationen gegenüber Text-Bild-Präsen-
tationen überlegen sein werden. Hohe kognitive Last wird insbesondere bei
Verwendung eines PDAs auftreten, da dieser das am wenigsten gewohnte In-
teraktionsgerät dargestellt. Weiterhin legen die Ergebnisse von [Van Mulken
et al., 1998] nahe, dass animierte Charaktere durch den „Persona Effekt“ die
kognitive Last einer Präsentation senken können.
Weiterhin wird erwartet, dass sich die Ergebnisse bzgl. der Akzeptanz von
gekoppelten Ausgabegeräten aus Abschnitt 7.1.2 reproduzieren lassen. Da-
her erwarten wir, dass die gekoppelten Ausgabegeräte von den Benutzern gut
akzeptiert werden. Dieses Ergebnis soll insbesondere im Hinblick auf einen
Austausch der in der Fragebogenstudie verwendeten Mbrola Sprachausgabe
durch eine AT&T Natural Voices 1.4 Sprachausgabe reevaluiert werden.
Auf dieser Grundlage werden die folgenden Hypothesen formuliert:
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1. Die Erinnerungseffizienz der Vpn wird bei Kopplungen von zwei oder
mehr Ausgabegeräten im Home-Entertainment-System höher sein als
bei einem einzelnen Ausgabegerät.
2. Die Interaktionszeiten werden bei gekoppelten Ausgabegeräten niedri-
ger sein als bei einem einzelnen Ausgabegerät.
3. Bei Kopplungen, die den PDA als Ausgabegerät enthalten, treten kogni-
tive Lasteffekte auf. Diese Effekte sorgen für Unterschiede in der Er-
innerungseffizienz zwischen den Modalitätenkombinationen Bild-Spra-
che und Text-Bild. Bild-Sprache wird sich dabei als effizienter erweisen.
4. Es wird erwartet, dass sich der animierte Charakter positiv auf die sub-
jektiv empfundene, kognitive Last der Benutzer auswirkt.
5. Nicht jedes Ausgabegerät wird im Laufe einer Präsentation mit gekop-
pelten Ausgabegeräten gleich häufig betrachtet werden. Geräte, auf de-
nen Text präsentiert wird, werden häufiger betrachtet werden als Geräte,
auf denen Bilder präsentiert werden.
6. Wie in der Fragebogenstudie werden die Teilnehmer gekoppelte Ausga-
begeräte als gut bewerten.
7. Wie bei der Fragebogenstudie werden sich bei der Akzeptanz der gekop-
pelten Ausgabegeräte Unterschiede bzgl. des Alters der Vpn ergeben.
8. Die neue AT&T Natural Voices 1.4 Sprachausgabe wird zu besseren
Bewertungen der Sprachausgabe und des animierten Charakters als in
der Fragebogenstudie führen.
8.2 Methode
Zur Untersuchung der Effizienz von Präsentationen auf gekoppelten Ausgabe-
geräten im Home-Entertainment-System wurden den Vpn Nachrichtenbeiträ-
ge präsentiert. Dabei wurden die Versuchspersonen in vier Gruppen unterteilt.
Jede dieser Gruppen verwendete eine der vier Gerätekombinationen (Tastatur-
TV, Tastatur-TV-Bilderrahmen, PDA-TV oder PDA-TV-Bilderrahmen). Der
damit verbundene Aufbau der Studie wird in diesem Abschnitt detailliert be-
schrieben.
8.2.1 Variablen
Im Folgenden werden die Variablen beschrieben, die im Experiment verwen-
det wurden. Dazu werden zunächst die abhängigen Variablen beschrieben,
deren Werte durch das Experiment gemessen werden sollen. Anschließend
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werden die verwendeten unabhängigen Variablen dargestellt, die die unter-
schiedlichen Bedingungen des Experiments repräsentieren. Weiterhin werden
die Moderatorvariablen beschrieben, die Einfluss auf die abhängigen Varia-
blen nehmen können.
Abhängige Variablen
In der Studie wurden die in Tabelle 8.1 dargestellten abhängigen Variablen
verwendet. Jeder Nachrichtenbeitrag setzte sich aus einer Folge von mehreren
Präsentationen zusammen, deren Anzahl je nach Gerätekombination variierte.
Für jede dieser Präsentationen wurde die Dauer in Millisekunden gemessen,
die die Vp zum Betrachten des Nachrichtenbeitrages benötigt. Dabei wurde
die Zeit vom Darstellen der Präsentation bis zur Beendigung der Präsentation
und der Einleitung der nächsten Präsentation durch den Benutzer gemessen.
Tabelle 8.1: Abhängige Variablen der Laborstudie.
Kategorie Variable








Häufigkeit der Verwendung eines Ausgabegerätes
Gerätekombination Attraktivität
Bevorzugte Modalitätenkombination
Nützlichkeit von gekoppelten Ausgabegeräten
Bevorzugung von gekoppelten Ausgabegeräten
Weiterhin wurden die erinnerten Titel und Inhalte der Nachrichtenbeiträge ab-
gefragt. Der erinnerte Inhalt der Nachrichtenbeiträge konnte dabei als Frei-
text verfasst werden. Bei jedem Nachrichtenbeitrag wurde weiterhin die Leb-
haftigkeit der Erinnerung abgefragt. Dies erfolgte mittels einer fünfstufigen
Likert-ähnlichen Skala („sehr detailliert“ bis „sehr lückenhaft“).
Den Teilnehmern der Studie wurden die Nachrichtenbeiträge in verschiede-
nen Kombinationen der Ausgabemodalitäten Bilder, Sprachausgabe, animier-
ter Helfer und Text präsentiert. Dabei wurde gemessen, ob die Vpn die ver-
wendeten Ausgabemodalitäten als attraktiv beurteilten. Dies erfolgte wie in
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der Fragebogenstudie anhand einer fünfstufigen Likert-Skala (von „stimme
völlig zu“ bis „stimme überhaupt nicht zu“).
Die Benutzer wurden ebenfalls nach der Attraktivität der gesamten multi-
modalen Präsentation des Nachrichtenbeitrages gefragt. Um die empfunde-
ne kognitive Last der Teilnehmer zu messen, wurden die Vpn gefragt, ob sie
sich bei den Präsentationen sehr konzentrieren mussten. Die Messung erfolg-
te wiederum auf einer fünfstufigen Likert-Skala (von „stimme völlig zu“ bis
„stimme überhaupt nicht zu“).
Die Vpn wurden weiterhin gefragt, ob der gezeigte Nachrichtenbeitrag inter-
essant war. Dies wurde ebenfalls mittels einer fünfstufigen Likert-Skala er-
fasst. Die Benutzer wurden darüber hinaus gefragt, wie häufig sie jedes der
verwendeten Ausgabegeräte (Fernseher, PDA oder elektronischer Bilderrah-
men) verwendet hatten. Die Vpn wurden ebenfalls gebeten, die gesamte Gerä-
tekombination zu beurteilen. Dazu wurden sie zunächst nach ihrer bevorzug-
ten Modalitätenkombination befragt (BS, BSC oder TB).
Weiterhin wurden den Vpn die Frage gestellt, ob sie die Kopplung von Aus-
gabegeräten als nützlich empfunden haben. Dies wurde ebenfalls mittels einer
fünfstufigen Likert-Skala untersucht. Die Benutzer wurden gefragt, ob sie ge-
koppelte Ausgabegeräte einem einzelnen Fernseher vorziehen würden. Dabei
kam eine fünfstufige Likert-Skala zum Einsatz. Die Teilnehmer hatten wei-
terhin die Gelegenheit, nach jedem Nachrichtenbeitrag sowie am Ende des
Versuchs Freitextkommentare zu verfassen.
Unabhängige Variablen und Moderatorvariablen
Im Experiment wurden die folgenden unabhängigen Variablen verwendet. Die
Effizienz der Präsentationen sollte zunächst anhand der Gerätekombinatio-
nen (Tastatur-TV, Tastatur-TV-Bilderrahmen, PDA-TV und PDA-TV-Bilder-
rahmen) untersucht werden. Weiterhin sollten die drei Präsentationsbedingun-
gen (BS, BSC und TB) untersucht werden.
Die Effizienz und Akzeptanz des Home-Entertainment-Systems wurde in Ab-
hängigkeit der folgenden Moderatorvariablen betrachtet. Zunächst wurde das
Alter der Vpn berücksichtigt, da die Fragebogenstudie gezeigt hat, dass das
Alter einen starken Einfluss auf die Beurteilung der Akzeptanz des Systems
hatte. Ebenso wurde das Geschlecht der Vp berücksichtigt, da Männer und
Frauen sich in der Beurteilung von Informationstechnologie unterscheiden
können.
Um die Erfahrungen der Vpn mit den Ausgabegeräte einbeziehen zu können,
wurden die Vpn nach der Häufigkeit gefragt, mit der sie Fernseher, PDAs,
Computer oder elektronische Bilderrahmen bedienen. Die Variablen umfass-
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ten dabei acht Stufen (null bis sieben Tage pro Woche). Weiterhin wurden die
Vpn gefragt, wie häufig sie Nachrichten lesen, hören oder betrachten (null bis
sieben Tage pro Woche). Durch diese Variable wurde erfasst, wie vertraut die
Vpn mit Nachrichten sind.
8.2.2 Teilnehmer
Die Teilnehmer der Studie wurden durch eine Anzeige in einer Heidelberger
Tageszeitung sowie durch Aushänge in der Innenstadt über die Studie infor-
miert. Die Teilnehmer erhielten eine Aufwandsentschädigung von 20 Euro.
8.2.3 Materialien
Im Folgenden werden die im Experiment verwendeten Materialien beschrie-
ben. Zunächst werden die präsentierten Nachrichtenbeiträge beschrieben. An-
schließend werden die verwendeten Gerätekombinationen und Fragebögen
dargestellt.
Auswahl der zu präsentierenden Inhalte
Bei einem Erinnerungsexperiment ist die Auswahl der zu präsentierenden In-
halte von zentraler Bedeutung. Bei der Fragebogenstudie wurden die in An-
hang A.1 beschriebenen Filminhalte präsentiert. Diese eigneten sich jedoch
nicht für ein Erinnerungsexperiment.
Dies lag darin begründet, dass bei Filmen große Unterschiede bzgl. des Vor-
wissens der Benutzers existieren, die die Ergebnisse eines Erinnerungsexperi-
ments verfälschen können. So würde sich z. B. eine Vp, die den Film „African
Queen“ bereits vor dem Versuch kannte, wesentlich besser an den Inhalt erin-
nern als eine Vp, die den Film noch nicht kannte. Weiterhin waren die Beiträge
für ein Erinnerungsexperiment nicht komplex genug, da ihr Inhalt nur aus drei
bis vier Sätzen bestand, die eine zu geringe Informationsdichte aufwiesen.
Es wurden ebenfalls keine technische Inhalte (z. B. eine Anleitung zur Bedie-
nung eines Funkgeräts) verwendet. Technische Inhalte wären zwar komplex
genug für ein Erinnerungsexperiment gewesen, jedoch hätten die Inhalte nicht
zu einem Home-Entertainment-System mit Fernseher gepasst, wodurch sich
Irritationen bei den Vpn ergeben könnten.
Präsentationen von Nachrichtenbeiträgen stellen einen Kompromiss dar, da
sie komplex genug für ein Erinnerungsexperiment sind und ebenfalls einen
klaren Bezug zum Home-Entertainment haben. In der Studie wurden hierzu
Beiträge des Jahres 2004 aus dem Tagesschau-Archiv im Internet1 verwendet.
Das Jahr 2004 wurde ausgewählt, um zu verhindern, dass die Vpn Vorwissen




Tabelle 8.2: Nachrichtenbeitrag getrennt nach Segmenten (Quelle: Tages-
schau.de).
Segment Text Bild
1 „Präsident Aristide ist auf Haiti von
den Rebellen gestürzt worden und
in die zentralafrikanische Republik
geflüchtet.“
2 „Mit Palmenzweigen und Jubelge-
sängen feierten Tausende ausgelas-
sen den Sturz des Präsidenten.“
3 „Wenig später fährt ein Konvoi von
70 Rebellen schwer bewaffnet in
Port-au-Prince ein.“
4 „Ihr Führer Guy Philippe traf zu
Gesprächen mit der demokrati-
schen Opposition ein.“
5 „Nach dem Sturz Aristides steht
Haiti vor dem komplizierten Pro-
zess eines Neuanfangs.“
6 „Opposition und eine internationa-
le Arbeitsgruppe wollen sich über
die Bildung einer Übergangsregie-
rung verständigen.“
Weiterhin wurden hauptsächlich Auslandsbeiträge verwendet. Es wurden kei-
ne Beiträge mit bekannten Personen des öffentlichen Lebens verwendet. Ins-
gesamt wurden 24 Beiträge ausgewählt, die jeweils in sechs Sätze und sechs
dazugehörige Bilder zerlegt wurden. Eine Kombination von einem Satz und
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einem Bild wird als Segment bezeichnet. Tabelle 8.2 zeigt einen der Beiträge.
Gerätekombinationen
In der Studie wurden die Gerätekombinationen Tastatur-TV, Tastatur-TV-Bil-
derrahmen, PDA-TV und PDA-TV-Bilderrahmen untersucht. Jede Vp wurde
einer dieser Gerätekombinationen zugeteilt. In der Gruppe Tastatur-TV hatten
die Vpn nur mittels einer drahtlosen Tastatur und dem Loewe Aconda 9272
Fernseher mit dem System interagiert (Abbildung 8.1).
Abbildung 8.1: Geräte in der Tastatur-TV-Gruppe.
Von der drahtlosen Tastatur wurde lediglich ein Knopf benötigt, um mit der
nächsten Ausgabe fortzufahren. Da die Vpn in den PDA-Gruppen aufgrund
der eingeschränkten Audioqualität der PDA-Lautsprecher Kopfhörer tragen
mussten, wurden auch die Vpn in den Gruppen Tastatur-TV und Tastatur-TV-
Bilderrahmen gebeten, Kopfhörer zu tragen. Im Unterschied zur Tastatur-TV-
Gruppe wurden in der Tastatur-TV-Bilderrahmen-Gruppe zusätzlich Bilder
auf dem elektronischen DF-1710 Bilderrahmen dargestellt (Abbildung 8.2).
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Abbildung 8.2: Geräte in der Tastatur-TV-Bilderrahmen-Gruppe.
Abbildung 8.3: Geräte in der PDA-TV-Gruppe.
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In der PDA-TV-Gruppe wurde die Tastatur durch den HP iPaq hx2750 PDA
ersetzt (Abbildung 8.3). Der Fernseher wurde in dieser Gruppe nur zum An-
zeigen von Bildern verwendet. An den PDA wurden Kopfhörer angeschlossen,
da die Lautsprecher zu leistungsschwach waren, um die Sprachausgabe des
Systems verständlich wiederzugeben. Das System wurde mittels eines Stif-
tes bedient, mit dem die Vpn Eingaben auf dem Touchscreen des PDAs vor-
nehmen konnten. Die Vpn mussten damit den „Weiter“-Knopf auf dem PDA
drücken, um mit der nächsten Ausgabe fortfahren zu können. In der PDA-TV-
Bilderrahmen-Gruppe wurde die PDA-TV-Gruppe durch den elektronischen
Bilderrahmen ergänzt, der eingesetzt wurde, um zusätzliche Bilder anzuzei-
gen (Abbildung 8.4).
Abbildung 8.4: Geräte in der PDA-TV-Bilderrahmen-Gruppe.
Präsentationen
Auf jeder Gerätekombination kamen alle drei Modalitätenkombinationen (BS,
BSC und TB) zum Einsatz. Jeder Nachrichtenbeitrag setzte sich aus jeweils
sechs Segmenten zusammen (vgl. Tabelle 8.2).
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Abbildung 8.5: TB-Bedingung in der Tastatur-TV-Gruppe.
Abbildung 8.6: TB-Bedingung in der Tastatur-TV-Bilderrahmen-Gruppe.
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Die Anzahl der Segmente, die gleichzeitig bei einer Ausgabe dargestellt wur-
den, variierte je nach Gerätekombination. Dies lag in dem unterschiedlichen
Layout-Platz begründet, der in den vier Gruppen vorhanden ist und der insbe-
sondere die Anzahl der parallel darstellbaren Bilder begrenzt.
In der Tastatur-TV-Gruppe, die über nur einen Bildschirm als Ausgabegerät
verfügt, wurde pro Ausgabe ein Segment eines Nachrichtenbeitrages darge-
stellt. Damit erfolgte die Ausgabe eines Nachrichtenbeitrages in dieser Grup-
pe in sechs Schritten (vgl. Gruppe Tastatur-TV, Bedingung TB in Abbildung
8.5).
In Gruppen mit zwei Bildschirmen wurden bei jeder Ausgabe zwei Segmente
gleichzeitig dargestellt, d. h. die Ausgabe eines Nachrichtenbeitrags erfolgte in
drei Schritten (vgl. Gruppe Tastatur-TV-Bilderrahmen, Bedingung TB in Ab-
bildung 8.6). Bei der Ausgabe mittels dreier Bildschirme wurden drei Segmen-
te gleichzeitig dargestellt (vgl. Gruppe PDA-TV-Bilderrahmen, Bedingung BS
in Abbildung 8.7). Die Ausgabe eines Nachrichtenbeitrags erfolgte daher in
zwei Schritten.
Tabelle 8.3: Anzahl gleichzeitig präsentierter Segmente getrennt nach Gruppe
und Bedingung.
Bedingung Tastatur-TV Tastatur-TV-BR PDA-TV PDA-TV-BR
TB 1 2 1 2
BS 1 2 2 3
BSC 1 2 2 3
Ein Spezialfall ist die TB-Bedingung in den PDA-Gruppen (PDA-TV und
PDA-TV-Bilderrahmen), in denen aufgrund des beschränkten Bildschirmplat-
zes auf dem PDA nur Text (ohne Bild) präsentiert wurde, wodurch für Bilder
ein Bildschirm weniger zur Auswahl stand (vgl. Gruppe PDA-TV-Bilderrah-
men, Bedingung TB in Abbildung 8.8). Dadurch konnten in dieser Bedingung
nur zwei Segmente gleichzeitig dargestellt werden.
Tabelle 8.4: Benötigte Anzahl von Ausgabeschritten zur Präsentation eines
Beitrages getrennt nach Gruppe und Bedingung.
Bedingung Tastatur-TV Tastatur-TV-BR PDA-TV PDA-TV-BR
TB 6 3 6 3
BS 6 3 3 2
BSC 6 3 3 2
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Damit ergaben sich in Abhängigkeit der Gruppen und der Präsentationsbe-
dingungen die in Tabelle 8.3 angegebenen Anzahlen von Segmenten, die bei
einer Ausgabe gleichzeitig präsentiert werden konnten. Somit ergaben sich die
folgenden Anzahlen von Ausgabeschritten, die nötig sind, um einen Nachrich-
tenbeitrag, der sich aus sechs Segmenten zusammensetzte, vollständig auszu-
geben (Tabelle 8.4).
In jeder Präsentation existierte ein „Weiter“-Knopf, mit dem der Benutzer zur
nächsten Ausgabe gelangen konnte. In den Gruppen ohne PDA erschien dieser
auf dem Fernsehbildschirm und konnte mittels eines Knopfes auf der drahtlo-
sen Tastatur gedrückt werden. In den Gruppen mit PDA erschien der Knopf auf
dem PDA-Bildschirm und konnte mittels des Eingabestiftes und des Touchs-
creens bedient werden. Weiterhin wurden sowohl auf dem Fernseher und dem
PDA ein Fortschrittsbalken beim Laden einer neuen Ausgabe angezeigt.
Abbildung 8.7: BS-Bedingung in der PDA-TV-Bilderrahmen-Gruppe.
In der TB-Bedingung wurden der Titel des Nachrichtenbeitrags zusammen mit
der fortlaufenden Nummer der Ausgabe (z. B. "Konflikt in der Palästinenser-
führung 1") dargestellt sowie der dazugehörige Text und die dazugehörigen
Bilder (vgl. Gruppe Tastatur-TV, Abbildung 8.5).
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Abbildung 8.8: TB-Bedingung in der PDA-TV-Bilderrahmen-Gruppe.
Abbildung 8.9: BS-Bedingung in der Tastatur-TV-Gruppe.
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In der BS-Bedingung wurden derselbe Titel und dieselben Bilder dargestellt
wie in der TB-Bedingung. Der Text wurde jedoch nicht visuell dargestellt,
sondern durch eine Sprachausgabe auditoriell wiedergegeben (vgl. Gruppe
Tastatur-TV, Abbildung 8.9). Aufgrund der negativen Beurteilung der Sprach-
ausgabe in der Fragebogenstudie wurde die Mbrola Sprachausgabe durch eine
AT&T Natural Voices 1.4 Sprachausgabe ersetzt. In der BSC-Bedingung wur-
de die BS-Bedingung durch den animierten Charakter ergänzt (vgl. Gruppe
Tastatur-TV, Abbildung 8.1).
Fragebögen
Es wurden den Vpn insgesamt drei Typen von elektronischen Fragebögen prä-
sentiert. Mittels des Eingangsfragebogens (Anhang C.1) wurden die deskrip-
tiven Daten der Vpn abgefragt. Ein Zwischenfragebogen (Anhang C.3) wurde
verwendet, um die Vpn nach jeder der drei Präsentationsbedingungen (TB,
BS und BSC) zu befragen. Dabei wurde insbesondere abgefragt, an wie viele
Nachrichtenbeiträge sich die Vpn erinnern. Am Ende der Studie wurden die
Vpn in einem Abschlussfragebogen gebeten, die Gerätekombination als Gan-
zes zu beurteilen (Anhang C.4). Alle Fragebögen wurden an einem Laptop
ausgefüllt, der sich neben der jeweils getesteten Gerätekombination befand.
Neben dem Eingangsfragebogen wurden die Vpn zweimal über den Versuchs-
ablauf instruiert. Die erste Instruktion fand am Laptop nach dem Eingangsfra-
gebogen statt (Abbildung C.2). Die zweite Instruktion fand in den Gruppen
Tastatur-TV und Tastatur-TV-Bilderrahmen auf dem Fernseher statt (Anhang
C.2). In den Gruppen PDA-TV und PDA-TV-Bilderrahmen fand die zweite
Instruktion auf dem PDA statt.
Beim Eingangsfragebogen wurden die Vpn gebeten, Alter und Geschlecht an-
zugeben. Darüber hinaus wurden sie gefragt, an wie vielen Tagen pro Woche
sie einen PDA, einen Fernseher, einen Computer oder einen elektronischen
Bilderrahmen verwenden. Weiterhin wurden sie gefragt, wie häufig sie pro
Woche Nachrichten schauen, lesen oder hören. Im Zwischenfragebogen wur-
den die Vpn zu der zuletzt gesehenen Präsentationsbedingung (BS, BSC oder
TB) befragt.
Im ersten Teil wurden sie gebeten anzugeben, ob ihnen die Textausgabe, die
Bilder, die Sprachausgabe und der animierte Helfer gefallen haben. Dabei
wurde bei jeder Vp nur nach den Modalitäten gefragt, die die Vp in der zuvor
gezeigten Präsentationsbedingung gesehen hat. Die Vpn konnten zusätzlich
freie Kommentare zu den gesehenen Präsentationen in ein Textfeld schrei-
ben. Anschließend wurden die Vpn gefragt, wie interessant sie die gesehenen
Nachrichtenbeiträge unabhängig von der Art der Präsentation fanden. Abbil-
dung C.6 zeigt den Fragebogen für die BSC-Bedingung.
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Im zweiten Teil des Zwischenfragebogens (Abbildung C.7) wurden die Vpn
gebeten, die Titel der Nachrichten anzugeben, an die sie sich erinnern können.
Dabei konnten die Vpn bis zu sechs Titel angeben, da ihnen sechs Nachrich-
tenbeiträge präsentiert worden sind. Im dritten Teil wurden sie zu jedem erin-
nerten Nachrichtentitel gebeten, den Inhalt anzugeben, den sie zu diesem Titel
noch erinnerten (Abbildung C.8).
Im vierten Teil des Zwischenfragebogens wurden die Vpn gebeten anzuge-
ben, wie häufig sie jedes der Ausgabegeräte (Fernseher, Bilderrahmen oder
PDA) bei der letzten Präsentationsbedingung verwendet haben. Dabei wur-
de nur nach den Geräten gefragt, die in der Gruppe der Vpn auch tatsächlich
verwendet wurden. In der Tastatur-TV-Gruppe wurde dieser Teil übersprun-
gen, da hier nur ein Ausgabegerät verwendet wurde. Abbildung C.9 zeigt den
Fragebogen für die PDA-TV-Bilderrahmen-Gruppe.
Im Abschlussfragebogen (Abbildung C.10) wurden die Vpn am Ende des Ver-
suchs gebeten, die Gerätekombination als Ganzes zu bewerten. Zunächst wur-
den die Vpn gefragt, wie gut ihnen die Ausgaben auf der Gerätekombination
insgesamt gefallen haben. Anschließend wurde ihnen die Frage gestellt, wel-
che Präsentationsbedingung ihnen am besten gefallen hat (BS, BSC oder TB).
In allen Gruppen außer Tastatur-TV wurden die Vpn gefragt, wie nützlich sie
die Kombination mehrerer Geräte empfanden und ob sie bei der Ausgabe von
Nachrichten die Kombination mehrerer Geräte gegenüber einem Fernseher
vorziehen würden. Abschließend konnten die Vpn allgemeine Kommentare
zum Versuch in ein Textfeld schreiben.
8.2.4 Durchführung
Da die drei Bedingungen BS, BSC und TB nacheinander stattfinden sollten,
wurde die Reihenfolge der drei Bedingungen über alle Vpn balanciert, da-
mit keine Bedingung benachteiligt ist. Dies bedeutet, dass –über alle Vpn
betrachtet– jede Bedingung gleich oft als erste, zweite oder dritte Bedingung
zum Einsatz kam. Im Folgenden wird die resultierende Balancierung des Ver-
suchsaufbaus beschrieben sowie der zeitliche Ablauf des Versuchs.
Balancierung der Präsentationsbedingungen
In dem balancierten Versuchsaufbau erschien jede Präsentationsbedingung in
jeder Gruppe insgesamt dreimal an jeder der drei möglichen Positionen. Ana-
log zu den Präsentationsbedingungen mussten auch die Nachrichtenbeiträge
balanciert werden, damit ein Nachrichtenbeitrag, an den sich die Vpn beson-
ders gut erinnern können, nicht stets als erster, zweiter oder dritter präsentiert
wurde. Die Nachrichtenbeiträge wurden in jeder der drei Präsentationsbedin-
gungen in Folgen von jeweils sechs Nachrichtenbeiträgen präsentiert.
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Tabelle 8.5: Reihenfolge der Präsentationsbedingungen (TB, BS, BSC) und
der Folgen von Nachrichtenbeiträgen (1, 2, 3) im Versuch.
Vp Zeitpunkt 1 Zeitpunkt 2 Zeitpunkt 3
1 TB BS BSC
2 3 1
2 BSC BS TB
2 1 3
3 BS TB BSC
1 3 2
4 BSC TB BS
1 2 3
5 BS BSC TB
3 1 2
6 TB BSC BS
3 2 1
7 TB BS BSC
2 3 1
8 BSC TB BS
1 2 3
9 BS BSC TB
3 1 2
Die resultierende Verteilung der Präsentationsbedingungen BS, BSC und TB
sowie der drei Folgen von Nachrichtenbeiträgen (mit Nummern 1, 2, 3) wird
in Tabelle 8.5 dargestellt. Dabei kommt jede Präsentationsbedingung und jede
Folge von Nachrichtenbeiträgen je dreimal an jedem der drei Zeitpunkte vor.
Somit wurden für jede der Gruppen neun Vpn benötigt. Da das Experiment
vier Gruppen umfasst (Tastatur-TV, Tastatur-TV-Bilderrahmen, PDA-TV und
PDA-TV-Bilderrahmen) wurden für das gesamte Experiment 36 Vpn benötigt.
Versuchsablauf
Am Anfang erfolgte eine kurze Einführung durch den Versuchsleiter. An-
schließend wurden die Vpn gebeten, den Eingangsfragebogen (Abbildung C.1)
auszufüllen. Danach erfolgte eine detaillierte Einführung mit Instruktionen
zum Versuch (Abbildung C.2). Die Vpn wurden darauf hingewiesen, dass ihr
Wissen abgefragt wird und die Zeiten für die Betrachtung einer Ausgabe pro-
tokolliert werden. Weiterhin wurden sie darauf hingewiesen, dass es sich bei
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dem Testsystem um einen Prototypen handelt, der noch keine Serienreife be-
sitzt.
Anschließend wurden die Vpn gebeten, vom Laptop zu den Geräten zu wech-
seln. Vor den Geräten erfolgte eine weitere Einweisung in den Versuch (Ab-
bildungen C.3, C.4 und C.5), bei der die Vpn den „Weiter“-Button drücken
mussten, um zur nächsten Ausgabe zu gelangen. Dies diente dazu, die Vpn
mit der Eingabemodalität (drahtlose Tastatur oder PDA-Stift) vertraut zu ma-
chen. Anschließend erfolgte ein Testdurchlauf mit einer Testpräsentation, die
aus einem Nachrichtenbeitrag bestand, dessen Inhalt für alle Vpn identisch
war. Der Testdurchlauf erfolgte in allen Gruppen in der TB-Bedingung.
Nach dem Testdurchlauf verließ der Versuchsleiter den Raum und ging in
einen benachbarten Raum, der schalldicht und durch ein Glasfenster vom Tes-
traum getrennt ist. Anschließend erfolgte die Präsentation des ersten Nach-
richtenbeitrages, die sich je nach Gruppe aus zwei bis sechs Ausgaben zu-
sammensetzte (vgl. Tabelle 8.4). Insgesamt wurden sechs Nachrichtenbeiträ-
ge präsentiert. Um die Nachrichtenbeiträge untereinander zu trennen, erfolgte
nach jedem Nachrichtenbeitrag die Meldung „Bitte drücken Sie den ’Weiter’-
Button, um mit dem nächsten Beitrag fortzufahren“.
Nach der Präsentation wurde die Vp mittels eines Bildschirmtextes aufge-
fordert, zurück zum Laptop zu wechseln. Dort erhielt die Vp einen weiteren
Fragebogen, der an die vorherige Präsentationsbedingung angepasst war (vgl.
Abbildung C.6 für die BSC-Bedingung). Die Vp wurde gebeten, die vorherige
Präsentationsbedingung zu bewerten.
In einem weiteren Fragebogen wurde die Vp gebeten, die erinnerten Daten zu
reproduzieren. Zunächst wurden dazu die Titel der Nachrichtenbeiträge abge-
fragt, an die sich die Vp noch erinnert (Abbildung C.7). Anschließend wurde
zu jedem angegebenen Nachrichtentitel abgefragt, an welchen Inhalt sich die
Vp erinnert (Abbildung C.8). Weiterhin konnte die Vp in einem Textfeld freie
Anregungen oder Kritik eintragen.
In allen Gruppen außer Tastatur-TV wurde die Vp anschließend gefragt, wie
häufig sie jedes Ausgabegerät in der letzten Präsentationsbedingung verwen-
det hat (Abbildung C.9). Anschließend wurde die Vp gebeten, zurück zu den
Geräten zu wechseln und sich die nächsten sechs Nachrichtenbeiträge anzu-
schauen.
Dieser Ablauf wurde insgesamt dreimal wiederholt, bis die Vp alle Bedin-
gungen (BS, BSC und TB) durchlaufen hat. Am Ende des Versuchs wurde
die Vp gebeten, den Abschlussfragebogen auszufüllen, der zur Bewertung des
Gesamtsystems diente (Abbildung C.10). Danach erfolgte eine Abschlussbe-




Während des Experiments traten zwei Typen von Störfaktoren auf. Da der
Fernseher und der PDA durch die SMIL-Präsentationen stark ausgelastet wa-
ren, erfolgten im Laufe des Experiments gelegentlich Abstürze der verwende-
ten Java Virtual Machine. Gegen Ende des Versuchsplans fiel bedingt durch
einen Hardware-Schaden am Mainboard der elektronische DF-1710 Bilder-
rahmen irreparabel aus. Der elektronische Bilderrahmen wurde durch einen
umkonfigurierten Toshiba M200 Portégé Tablet PC ersetzt. Dieser verfügte
jedoch lediglich über einen 12.1 Zoll großen Bildschirm im Gegensatz zum
17 Zoll großen Bildschirm des Bilderrahmens. Der umkonfigurierte Tablet PC
wird auf den Abbildungen A.17-A.20 dargestellt. Bei beiden Faktoren wurde
festgehalten, bei welchen Vpn und in welchen Präsentationsbedingungen sie
auftraten, so dass sie bei der Auswertung berücksichtigt werden konnten.
8.2.5 Bewertung der erinnerten Filminhalte
Innerhalb des Zwischenfragebogens wurden die Vpn gebeten, die Filmtitel
und die Inhalte der Präsentationen anzugeben, an die sie sich erinnern. Um
die Ergebnisse verschiedener Vpn vergleichen zu können, wurden die Erinne-
rungen jeder Vp für jeden Nachrichtenbeitrag mit einer positiven, ganzen Zahl
bewertet. Tabelle 8.6 fasst die maximal möglichen Bewertungen pro Präsenta-
tionsbedingung mit sechs Nachrichtenbeiträgen zusammen.
Tabelle 8.6: Maximal mögliche Bewertung der Erinnerungen pro Präsentati-
onsbedingung.
Kategorie max. Bewertung
Titel 6× 2 = 12
Textinhalt 6× 12 = 72
Bilder 6× 6 = 36
Σ 120
Für jeden erinnerten Titel wurden bis zu zwei Punkte vergeben. Die volle
Punktezahl wurde bei wortwörtlicher Übereinstimmung des erinnerten Titels
mit dem Titel des Beitrags vergeben. Bei einem inhaltlich richtig erinnerten
Titel, der nicht wortwörtlich mit dem Beitragstitel übereinstimmt, wurde ein
Punkt vergeben (z. B. „Geiselnahme in Beslan“ anstelle von „Geiseldrama in
Russland“). Bei einem inhaltlich falsch erinnerten Titel wurden keine Punkte
vergeben (z. B. „Wahl in Russland“ anstelle von „Geiseldrama in Russland“).
Somit konnte eine Vp pro Präsentationsbedingung maximal zwölf Punkte für
richtig erinnerte Titel erreichen.
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Bei der Erinnerung des Textinhalts wurden die erinnerten Daten der Vpn mit
den sechs Segmenten jedes Nachrichtenbeitrags verglichen (vgl. Tabelle 8.2).
Pro Segment des Nachrichtenbeitrags wurden bis zu zwei Punkte vergeben,
d. h. für den Textinhalt eines Nachrichtenbeitrags konnten bis zu zwölf Punk-
te erreicht werden. Wurde durch die Vp ein Segment korrekt wiedergegeben,
so wurde dies mit zwei Punkten bewertet. Das Segment musste dazu voll-
ständig und inhaltlich richtig wiedergegeben werden (z. B. „Nichtrauchen als
Normalzustand von Regierung nicht erreicht“ anstelle von „So ist die Regie-
rung immer noch weit entfernt von dem Ziel, Nichtrauchen zum Normalfall
zu machen.“).
Fehlten Bestandteile von Segmenten oder waren Teile inhaltlich falsch, so
wurde für das Segment ein Punkt vergeben (z. B. „Kinder sind unterernährt“
anstelle von „Betroffen sind vor allem die Kinder, da die nährstoffarme Kost
ihr Immunsystem immens geschwächt hat.“). Für vollständig falsche Segmen-
te wurden keine Punkte vergeben. Somit konnten für den Textinhalt der Prä-
sentationen pro Präsentationsbedingung bis zu 72 Punkte erreicht werden.
Neben dem Titel und dem textuellen Inhalt der Nachrichtenbeiträge wurden
für die Erinnerung von Bildern Zusatzpunkte vergeben. Bezog sich eine Aus-
sage eindeutig auf ein Bild, so wurde hierfür ein weiterer Punkt vergeben. So-
mit konnten zusätzlich maximal bis zu sechs Punkte pro Nachrichtenbeitrag
bzw. 36 Punkte in der Präsentationsbedingung für die Erinnerung von Bildern
erreicht werden. Damit konnten in einer Präsentationsbedingung für die Er-
innerung von Titeln, Inhalten und Bildern insgesamt maximal 120 Punkte er-
reicht werden. Im gesamten Experiment konnten maximal 360 Punkte erreicht
werden.
8.2.6 Statistische Auswertung
Wie in der Fragebogenstudie wurden hauptsächlich parameterfreie Verfah-
ren zur Evaluierung der Likert-gestuften Variablen verwendet (vgl. Abschnitt
7.2.5). Hierbei kamen der Mann-Whitney-Test für zwei unabhängige Stich-
proben über Ordinalskalen, der Wilcoxon-Test für zwei abhängige Stichpro-
ben über Ordinalskalen sowie der Friedman-Test für k abhängige Stichproben
über Ordinalskalen zum Einsatz.
In dieser Studie wurde ebenfalls der Kruskal-Wallis-Test für k unabhängige
Stichproben über Ordinalskalen verwendet. Mit dem Kruskal-Wallis-Test kön-
nen z. B. die Bewertungen der vier Gerätekombinationen im Abschlussfrage-
bogen auf signifikante Unterschiede untersucht werden. Weiterhin wurde der
χ2-Test zur Untersuchung der Signifikanz von Nominaldaten eingesetzt.
Wie in der Fragebogenstudie wurden die Likert-Skalen zur besseren grafi-
schen Darstellung durch eine Abbildung auf eine äquidistante Skala über gan-
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zen Zahlen (Werte eins bis fünf) in Intervallskalen überführt. Der Wert eins
entsprach einer völligen Ablehnung der vorangestellten Aussage während der
Wert fünf einer völligen Zustimmung entsprach. Diese intervallskalierten Da-
ten wurden wie in der Fragebogenstudie ebenfalls mittels t-Test und Anova
untersucht. Bei der Anova wurde eine Greenhouse-Geisser-Korrektur durch-
geführt, falls die Zirkularitätsannahme verletzt war.
Wurde die Anova mit mehr als einem Faktor durchgeführt (z. B. falls Inter-
aktionen zwischen den Faktoren Gerätekombination und Präsentationsbedin-
gung untersucht werden), so wurden diese Faktoren der Übersicht halber den
Ergebnissen hinzugefügt (z. B. Gerätekombination×Präsentation). Wie in der
Fragebogenstudie wurden zusätzlich die Mittelwerte (MW) und die Standard-
abweichungen (SD) der relevanten Variablen angegeben, sofern diese nicht
aus den Abbildungen hervorgingen. Bei allen Tests wurde ein Signifikanzni-
veau von α = 0.05 verwendet.
Neben Histogrammen wurden Balkendiagramme mit 95%-Konfidenzinterval-
len für die Mittelwerte verwendet (vgl. Abschnitt 7.2.5). Weiterhin wurden
Intervalldaten (z. B. die gemessenen Betrachtungsdauern) mittels Box-Plots
visualisiert. Die Visualisierung mittels Box-Plots basiert auf Perzentilen. Das
Perzentil Px bezeichnet den Messpunkt, der die Verteilung im Verhältnis x%
zu (100 − x)% teilt. Der Median stellt somit P50 dar. Die Boxplots stellen
den Median einer Verteilung innerhalb eines Kastens als waagerechten Strich
dar. Der Kasten wird unten durch P25 und oben durch P75 begrenzt, d. h. der
Kasten umschließt die mittleren 50% der Messpunkte. Aus dem Kasten gehen
zwei Balken hervor, die unten durch P5 und oben durch P95 begrenzt wer-
den. Extremwerte, die sich zwischen 1.5 bis drei Kastenlängen oberhalb der
oberen Kante bzw. unterhalb der unteren Kante befinden, werden separat als
Extremwerte in Form von Punkten im Diagramm hervorgehoben. Extremwer-
te werden durch einen Stern als Ausreißer gekennzeichnet, falls sie mehr als
drei Kastenlängen vom oberen bzw. unteren Rand des Kastens entfernt sind.
Zur Visualisierung der Abhängigkeiten zwischen mehreren intervallskalier-
ten Faktoren (z. B. die Bewertungen der Erinnerungen in Abhängigkeit vom
Alters der Vp) wurden weiterhin Streudiagramme eingesetzt. In diesen Dia-
grammen werden die Messdaten in Form von Punktwolken dargestellt. Zur
Verdeutlichung von Tendenzen in den Punktwolken wurden Loess-Interpola-
tionen der Messpunkte verwendet. Weitere Erläuterungen zu den verwendeten
Testverfahren und Diagrammen finden sich in [Bortz, 2005].
8.3 Ergebnisse
Dieser Abschnitt umfasst die Ergebnisse der statistischen Signifikanztests. Zu-
nächst erfolgt eine Beschreibung der Stichprobe. Anschließend werden die
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Ergebnisse gegliedert nach den relevanten abhängigen Variablen dargestellt.
Abschließend erfolgt eine qualitative Analyse der Kommentare der Vpn.
8.3.1 Beschreibung der Stichprobe
An der Untersuchung nahmen 36 Personen teil, darunter 18 Männer. Der Al-
tersdurchschnitt betrug 30.8 Jahre (SD = 12.3). Der jüngste Teilnehmer war
12, die älteste Teilnehmerin 67 Jahre alt. Abbildung 8.10 zeigt die Altersstruk-
tur der Studie.
Abbildung 8.10: Histogramm für Altersintervalle von zehn Jahren.
8.3.2 Eingangsfragebogen
Abbildung 8.11 stellt die mittlere Dauer der Nutzung pro Woche von PDAs,
Fernsehern, Computern und elektronischen Bilderrahmen dar. Die Balken zei-
gen die 95%-Konfidenzintervalle. Keine der Vpn hatte angegeben, einen elek-
tronischen Bilderrahmen zu verwenden. Die Unterschiede zwischen den Ge-
räten waren signifikant (Friedman, p = .001).
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Die Häufigkeit der Geräteverwendung wurde auf geschlechtsspezifische Un-
terschiede untersucht. Es ergaben sich weder beim PDA noch dem Fernseher
oder dem Computer signifikante Unterschiede (Mann-Whitney; PDA: p =
.393; TV: p = .077; PC: p = .220). Von den 36 Vpn gaben 30 Vpn bei der
Nutzung des PDAs einen Wert von null an, d. h. sie nutzen keinen PDA.
Nachrichten wurden von den Vpn durchschnittlich an 5.3 Tagen in der Wo-
che geschaut, gehört oder gelesen (SD = 2.1). Auch in der Häufigkeit des
Nachrichtenkonsums ergaben sich keine Unterschiede zwischen Männern und
Frauen (Mann-Whitney: p = .100).
Abbildung 8.11: Erfahrungen mit PDAs, Fernsehern, Computern und elektro-
nischen Bilderrah- men.
8.3.3 Erinnerung von Filminhalten
Die Erinnerungen der Filminhalte wurden wie in Abschnitt 8.2.5 beschrieben
durch zwei Hilfskräfte bewertet. Neben den Gesamtbewertungen der erinner-
ten Nachrichtenbeiträge wurden bei der Auswertung die Bewertungen der er-




Die Gesamtbewertung der Beiträge setzte sich aus den Bewertungen der er-
innerten Titel, Inhalte und Bilder der Nachrichtenbeiträge zusammen. Durch-
schnittlich erreichte eine Vp 71.4 (SD = 29.4) von 360 maximal möglichen
Punkten im gesamten Experiment. Die minimal erreichte Bewertung betrug
23. Die maximal erreichte Bewertung betrug 150.
Es ergaben sich keine signifikanten Unterschiede bei der Gesamtbewertung
der erinnerten Nachrichtenbeiträge zwischen den Gerätekombinationen (Ano-
va, F (3, 35) = .08, p = .970). Weiterhin hatte das Alter der Vpn keinen si-
gnifikanten Einfluss auf die Gesamtbewertung der erinnerten Beiträge (Anova,
F (23, 35) = .73, p = .750). Es gab ebenfalls keine signifikanten Unterschie-
de bzgl. des Geschlechts der Vpn (Anova, F (1, 35) = 2.02, p = .164).




Es wurden keine signifikanten Interaktionen zwischen dem Geschlecht und
der Gerätekombination bzgl. der Gesamtbewertung der erinnerten Beiträge
festgestellt (Anova, Geschlecht×Gerätekombination, F (3, 28) = .88, p =
.465). Die Unterschiede werden in Abbildung 8.12 grafisch dargestellt. Die Er-
gebnisse in der PDA-TV-Bilderrahmen-Gruppe deuten einen Effekt des Fak-
tors Geschlecht an, waren jedoch nicht signifikant (Anova, F (1, 7) = 63.90,
p = .060).
Abbildung 8.13: Gesamtbewertung erinnerter Beiträge getrennt nach Zeit-
punkten der Präsentation.
Es zeigten sich signifikante Unterschiede zwischen den drei möglichen Zeit-
punkten der Präsentationen (vgl. Tabelle 8.5, Anova, F (2, 70) = 7.78, p =
.001). Abbildung 8.13 stellt die Unterschiede grafisch mittels eines Box-Plots
dar. Dabei waren die Unterschiede zwischen den Zeitpunkten eins und zwei
signifikant (t-Test; Zeitpunkt 1&2: t(35) = −4.77, p = .001; Zeitpunkt 1&3:
t(35) = −1.87, p = .070; Zeitpunkt 2&3: t(35) = −1.81, p = .079). Es
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existierten keine signifikanten Interaktionen zwischen den Faktoren Zeitpunkt
der Präsentation und der Gerätekombinationen bzgl. der Gesamtbewertung der
erinnerten Beiträge (Anova, Zeitpunkt×Gerätekombination, F (3, 83) = .81,
p = .970).
Darüber hinaus ergaben sich keine signifikanten Interaktionen zwischen den
Faktoren Zeitpunkt der Präsentation und dem Geschlecht der Vp (Anova, Zeit-
punkt×Geschlecht, F (2, 86) = .28, p = .758). Die Interaktion des Faktors
Zeitpunkt der Präsentation mit dem Alter der Vp hatte ebenfalls keinen signi-
fikanten Einfluss auf die Gesamtbewertung der erinnerten Beiträge (Anova,
Zeitpunkt×Alter, F (23, 12) = .731, p = .750). Neben dem Faktor Zeitpunkt
wurde ebenfalls untersucht, ob signifikante Unterschiede bzgl. der Gesamt-
bewertungen der erinnerten Beiträge zwischen den drei verwendeten Folgen
von Nachrichtenbeiträgen existieren (vgl. Tabelle 8.5). Dies war nicht der Fall
(Anova, F (2, 70) = .576, p = .565).




Zwischen den Präsentationsbedingungen BS, BSC und TB existierten keine
signifikanten Unterschiede bzgl. der Gesamtbewertungen der erinnerten Bei-
träge (Anova, F (2, 70) = 1.99, p = .144; BS: MW = 22.1, SD = 9.3; BSC:
MW = 25.1, SD = 12.3; TB: MW = 24.2, SD = 11.7).
Abbildung 8.15: Gesamtbewertung erinnerter Beiträge getrennt nach Alter
und Präsentationsbedingungen.
Weiterhin existierten keine signifikanten Interaktionen zwischen den Präsenta-
tionsbedingungen und den vier Gerätekombinationen (Anova, Präsentation×
Gerätekombination, F (6, 64) = .64, p = .635). Es lagen ebenfalls keine si-
gnifikanten Interaktionen zwischen der Präsentationsbedingung und dem Ge-
schlecht der Vpn vor (Anova, Präsentation×Geschlecht, F (2, 68) = 2.23,
p = .116). Die Unterschiede zwischen Männern und Frauen in der BSC-
Bedingung waren jedoch marginal signifikant (t-Test, t(34) = −1.98, p =
.056). Abbildung 8.14 stellt die Unterschiede grafisch dar. Die marginale Si-
gnifikanz lag in signifikanten Unterschieden zwischen Männern und Frauen
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in der BSC-Bedingung der PDA-TV-Bilderrahmen-Gruppe begründet (t-Test,
t(7) = −3.49, p = .010). Die Interaktionen zwischen dem Alter der Vpn
und den Präsentationsbedingungen waren signifikant bzgl. der Gesamtbewer-
tung der Nachrichtenbeiträge (Anova, Präsentation×Alter, F (46, 24) = 2.26
p = .017).
Die Unterschiede werden in Abbildung 8.15 in einem Streudiagramm darge-
stellt, das die Tendenzen von BS, BSC und TB mittels dreier Interpolations-
geraden (Loess-Interpolation) verdeutlicht. Die Signifikanz scheint daher zu
rühren, dass sich BSC bei den unter 25-jährigen als beste Bedingung und BS
als schlechteste Bedingung ergab, was sich mit steigendem Alter jedoch nivel-
lierte.
Abbildung 8.16: Bildbewertung erinnerter Beiträge getrennt nach Gerätekom-
binationen.
Bildbewertungen
Insgesamt wurden im Experiment für die drei Präsentationsbedingungen 39
Bildbewertungen mit einem oder mehr Punkten pro Präsentationsbedingung
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vergeben. Zwölf der 36 Vpn hatten im Versuch eine Bildbewertung von null
erhalten. Die maximale Bildbewertung pro Vpn betrug sieben. Im Mittel er-
reichte jede Vpn eine Bildbewertung von 1.6 Punkten von maximal 108 mög-
lichen Punkten (SD = 1.9). Es ergaben sich keine signifikanten Unterschie-
de bzgl. der Bildbewertungen zwischen den Gerätekombinationen (Anova,
F (3, 32) = 2.05, p = .127).
Die Unterschiede zwischen Tastatur-TV und den Gerätekombinationen Tasta-
tur-TV-Bilderrahmen sowie PDA-TV-Bilderrahmen waren jedoch signifikant
(Anova; Tastatur-TV–Tastatur-TV-Bilderrahmen: F (1, 16) = 5.81, p = .028;
Tastatur-TV–PDA-TV-Bilderrahmen: F (1, 16) = 6.04, p = .026). Abbildung
8.16 stellt die Unterschiede grafisch dar. Die Unterschiede bzgl. der Bildbe-
wertungen zwischen den Präsentationsbedingungen waren nicht signifikant
(Anova, Greenhouse-Geisser, F (1.56, 54.66) = 2.90, p = .076). Der Unter-
schied zwischen BSC und TB war jedoch signifikant (t-Test, t(35) = −1.54,
p = .134). Abbildung 8.17 zeigt die Unterschiede.





Zu jedem Nachrichtenbeitrag, an den sich die Vpn erinnert haben, wurden
sie gebeten anzugeben, wie lebhaft ihre Erinnerung an den Beitrag ist. Dies
wurde auf einer Skala von eins („sehr lückenhaft“) bis fünf („sehr detailliert“)
erfasst. Nicht erinnerte Beiträge wurden mit null bewertet. Im Mittel ergab
sich für einen Beitrag ein Wert von 2.5 (SD = 1.7). Das Alter der Vpn hatte
keinen signifikanten Einfluss auf die Bewertungen der Lebhaftigkeit (Ano-
va, F (23, 12) = .36, p = .983). Das Geschlecht der Vpn hatte ebenfalls
keinen signifikanten Einfluss auf die Bewertungen (Anova, F (1, 34) = .99,
p = .328). Weiterhin hatte die Gerätekombination keinen signifikanten Ein-
fluss auf die Bewertungen der Lebhaftigkeit der Erinnerungen an die Beiträge
(Anova, F (3, 32) = .55, p = .654).
Abbildung 8.18: Lebhaftigkeit der Erinnerungen an Beiträge getrennt nach
Zeitpunkten der Präsentation.
Die Lebhaftigkeit der Erinnerungen variierte signifikant zwischen den drei
Zeitpunkten einer Präsentation (Anova, F (2, 70) = 9.04, p = .001). Die
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Unterschiede zwischen Zeitpunkt drei und den Zeitpunkten eins und zwei wa-
ren signifikant, d. h. die Lebhaftigkeit der Erinnerungen nahm über alle drei
Zeitpunkte hinweg signifikant ab (Anova; Zeitpunkt 1&2: F (1, 35) = .89,
p = .352; Zeitpunkt 1&3: F (1, 35) = 14.81, p = .001; Zeitpunkt 2&3:
F (1, 35) = 12.87, p = .001). Abbildung 8.18 stellt die Unterschiede dar.
Weiterhin existierten signifikante Interaktionen zwischen den drei Präsentati-
onszeitpunkten und den sechs Zeitpunkten, an denen die Beiträge innerhalb
einer Präsentationsbedingung präsentiert werden (Anova, Zeitpunkt-Präsenta-
tion×Zeitpunkt-Beitrag, F (10, 350) = 2.35, p = .011).
Abbildung 8.19: Lebhaftigkeit der Erinnerungen an Beiträge getrennt nach
Zeitpunkten der Präsentation eines Beitrags.
Abbildung 8.19 zeigt die Unterschiede in den drei Präsentationsbedingungen
mit je sechs Beiträgen. Bei den Achsenbeschriftungen werden die 18 Zeit-
punkte durch Paare (Zx, By) bezeichnet. Dabei bezeichnet x, 1 ≤ x ≤ 3
den Zeitpunkt einer Präsentationsbedingung und y, 0 ≤ y ≤ 6 den Zeitpunkt
eines Beitrags innerhalb der Präsentationsbedingung x. Die Abbildung zeigt,
220
8.3. ERGEBNISSE
dass die Signifikanz in einem Abfall der Bewertung der Lebhaftigkeit in jeder
Präsentationsbedingung begründet liegt.
Der zeitliche Verlauf wurde darüber hinaus auf signifikante Interaktionen mit
den Faktoren Alter, Geschlecht und Gerätekombination untersucht. Es exis-
tierten keine signifikanten Interaktionen zwischen den drei Zeitpunkten der
Präsentation und dem Alter der Vpn (Anova, Zeitpunkt Präsentation×Alter,
F (2, 46) = 1.50, p = .145). Es existierten ebenfalls keine signifikanten In-
teraktionen mit dem Geschlecht der Vp (Anova, Zeitpunkt Präsentation×Ge-
schlecht, F (2, 68) = .67, p = .514). Darüber hinaus waren die Interak-
tionen zwischen den Zeitpunkten der Präsentation und der Gerätekombina-
tionen nicht signifikant (Anova, Zeitpunkt Präsentation×Gerätekombination,
F (6, 64) = .90, p = .501).
Neben dem zeitlichen Verlauf wurde überprüft, ob die Lebhaftigkeit der Erin-
nerungen durch die drei Präsentationsbedingungen beeinflusst wird. Es wur-
den keine signifikanten Unterschiede zwischen den Präsentationsbedingungen
festgestellt (Anova, F (2, 70) = 2.18, p = .120; BS: MW = 2.6, SD = 1.7;
BSC: MW = 2.7, SD = 1.7; TB: MW = 2.3, SD = 1.7). Weiterhin lagen
keine signifikanten Interaktionen zwischen der Präsentationsbedingung und
dem Alter der Vpn vor (Anova, Präsentation×Alter, F (46, 24) = .96, p =
.558). Die Interaktionen zwischen den Präsentationsbedingungen und dem
Geschlecht der Vpn waren ebenfalls nicht signifikant (Anova, Präsentation×
Geschlecht, F (2, 68) = −71, p = .497).
8.3.4 Betrachtungszeit
Zu jeder Präsentation eines Segments eines Nachrichtenbeitrags wurde die
Zeit von der Darstellung des Segments bis zum Drücken des „weiter“-Knopfes
durch die Vp gemessen. Aufgrund der unterschiedlichen Anzahlen von Aus-
gabeschritten in den vier Gerätekombinationen (vgl. Tabelle 8.4) wurden die
Zeiten zunächst für jeden Nachrichtenbeitrag über alle Ausgabeschritte sum-
miert. Damit ergeben sich insgesamt 18 Messwerte pro Vp.
Aufbereitung der Daten
Bei der Analyse der Daten wurden Ausreißer festgestellt. Dabei wird die De-
finition von Ausreißern aus Abschnitt 8.2.6 verwendet. Abbildung 8.20 stellt
die Ausreißer in Sternform dar. Auf die Darstellung des äußersten Ausreißers
wurde aus Darstellungsgründen verzichtet (582.5 Sekunden).
Da die Ausreißer die erwarteten Größenordnungen für die Zeiten pro Nach-
richtenbeitrag deutlich übersteigen, wurden die fünf betroffenen Extremwerte
vernachlässigt. Durch diese Vorgehensweise wurden die fünf betroffenen Ein-
träge (bei insgesamt 684 Zeitmessungen) als fehlende Daten behandelt. Mit
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Extremwerten betrugen die Zeiten pro Nachrichtenbeitrag im Mittel 49.6 Se-
kunden (SD = 25.8). Ohne Extremwerte betrugen sie im Mittel 48.3 Sekun-
den (SD = 14.1).
Abbildung 8.20: Zeiten pro Nachrichtenbeitrag mit Extremwerten.
Gesamtzeit pro Versuchsperson
Es existierten keine signifikanten Unterschiede zwischen den Zeiten pro Nach-
richtenbeitrag bzgl. des Alters der Vpn (Anova, F (22, 10) = .88, p = .618).
Es existierten ebenfalls keine signifikanten Unterschiede zwischen den Zeiten
pro Nachrichtenbeitrag bzgl. des Geschlechts der Vpn (Anova, F (1, 31) =
1.94, p = .173).
Die Gerätekombination hatte signifikanten Einfluss auf die Zeiten der Nach-
richtenbeiträge (Anova, F (3, 29) = 4.86, p = .007). Die Unterschiede wer-
den in Abbildung 8.21 grafisch dargestellt. Die Unterschiede zwischen den
Gruppen Tastatur-TV und Tastatur-TV-Bilderrahmen, PDA-TV und PDA-TV-
Bilderrahmen sowie Tastatur-TV-Bilderrahmen und PDA-TV waren signifi-
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kant (Anova; Tastatur-TV–Tastatur-TV-Bilderrahmen: F (1, 14) = 6.29, p =
.025; PDA-TV–PDA-TV-Bilderrahmen: F (1, 15) = 5.34, p = .036; Tastatur-
TV-Bilderrahmen–PDA-TV: F (1, 15) = 18.23, p < .001). Die Unterschiede
zwischen den Gruppen Tastatur-TV und PDA-TV-Bilderrahmen waren nicht
signifikant (Anova, F (1, 14) = 1.17, p = .298).
Abbildung 8.21: Zeiten pro Nachrichtenbeitrag getrennt nach Gerätekombina-
tionen.
Weiterhin wurden die Interaktionen zwischen den Faktoren Geschlecht und
Gerätekombination bzgl. der Zeiten pro Beitrag untersucht. Diese waren je-
doch nicht signifikant (Anova, Geschlecht×Gerätekombination, F (3, 25) =
3.48, p = .285).
Zeitlicher Verlauf
Neben den Gesamtzeiten pro Vpn wurde ebenfalls der zeitliche Verlauf der
Interaktionszeiten betrachtet. Es wurden signifikante Unterschiede zwischen
allen 18 Zeitpunkten, an denen Nachrichtenbeiträge im Experiment präsentiert
wurden, gefunden (Anova, Greenhouse-Geisser, F (5.9, 188.8) = 7.81, p =
.001). Diese werden in Abbildung 8.22 dargestellt.
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Abbildung 8.22: Zeiten pro Nachrichtenbeitrag getrennt nach Zeitpunkten der
Präsentation.
Die Abbildung lässt vermuten, dass die Teilnehmer innerhalb jeder Präsen-
tationsbedingung mit jedem Nachrichtenbeitrag schneller werden. Die Unter-
schiede zwischen den sechs Zeitpunkten der Beiträge waren signifikant (Ano-
va, Greenhouse-Geisser, F (3.3, 105.2) = 65.6, p = .001). Dies bedeutet, dass
die Vpn in jeder Bedingung vom ersten Nachrichtenbeitrag bis zum sechsten
Nachrichtenbeitrag signifikant schneller wurden. Die Vermutung wurde somit
bestätigt.
Es existierten jedoch keine signifikanten Unterschiede zwischen den drei Zeit-
punkten der Präsentationsbedingungen (Anova, F (2, 64) = .38, p = .688),
d. h. zwischen den drei Präsentationsbedingungen traten keine signifikanten
Beschleunigungen oder Verzögerungen auf.
Weiterhin existierten zwischen beiden Faktoren keine signifikanten Interaktio-
nen (Anova, Greenhouse-Geisser, Zeitpunkt-Präsentation×Zeitpunkt-Beitrag,




Neben dem zeitlichen Verlauf des Versuchs wurden ebenfalls die drei Präsen-
tationsbedingungen BS, BSC und TB untersucht, die bei jeder Vp in unter-
schiedlicher Reihenfolge präsentiert wurden (vgl. Tabelle 8.5). Hierbei zeig-
ten sich signifikante Unterschiede zwischen den drei Bedingungen (Anova,
Greenhouse-Geisser, F (1.6, 4.9) = 3.5, p = .047). Abbildung 8.23 stellt die
Unterschiede dar. Trotz der optisch nur geringen Abweichung der Mediane
ergaben sich die Signifikanzen durch die unterschiedlichen Streuungen der
Messwerte.
Abbildung 8.23: Zeiten pro Nachrichtenbeitrag getrennt nach Präsentations-
bedingungen.
Die Unterschiede zwischen BSC und BS sowie BSC und TB waren signifikant
(Anova, Greenhouse-Geisser; BS-BSC: F (1, 31) = 5.42, p = .027; BS-TB:
F (1, 29) = .82, p = .374; BSC-TB: F (1, 30) = 4.9, p = .035). Weiter-
hin existierten signifikante Interaktionen zwischen den drei Präsentationsbe-
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dingungen und den Gerätekombinationen (Anova, Präsentation×Gerätekom-
bination, Greenhouse-Geisser; F (1.6, 4.8) = 3.5, p = .001). Die Unterschie-
de werden in Abbildung 8.24 grafisch dargestellt. Die Signifikanz ergab sich
daher, dass in der PDA-TV-Gruppe die Unterschiede zwischen den Präsenta-
tionsbedingungen signifikant waren (Anova, F (2, 16) = 27.2, p = .001). In
dieser Gruppe waren ebenfalls sämtliche paarweisen Unterschiede zwischen
den Präsentationsbedingungen signifikant, d. h. in der BSC-Bedingung waren
die Vpn am schnellsten und in der TB-Bedingung am langsamsten (Anova;
BS-BSC: F (1, 8) = 9.4, p = .015; BS-TB: F (1, 8) = 19.2, p = .002; BSC-
TB: F (1, 8) = 41.7, p = .001).





Da die Erinnerungsleistung davon abhängt, wie lange eine Präsentation be-
trachtet wurde, wurden neben den Bewertungen der Erinnerungen auch die
Bewertungen pro Minute betrachtet. Dazu wurden zunächst die Zeiten für je-
de Präsentationsbedingung summiert und in Minuten umgerechnet. Anschlie-
ßend wurden die Bewertungen der Erinnerungen für jede Präsentationsbedin-
gung durch die so erhaltenen Zeiten dividiert.
Die maximale Erinnerungseffizienz über den drei Präsentationsbedingungen
betrug 12.8 Bewertungspunkte pro Minute und Präsentationsbedingung. Die
minimale Erinnerungseffizienz betrug 1.7 Bewertungspunkte pro Minute und
Präsentationsbedingung. Im Mittel wurden in jeder Präsentationsbedingung
5.0 Bewertungspunkte pro Minute erreicht (SD = 2.3).
Gesamteffizienz pro Versuchsperson
Die Unterschiede bzgl. der Erinnerungseffizienz zwischen den vier Geräte-
kombinationen waren nicht signifikant (Anova, F (3, 29) = .21, p = .891;
Tastatur-TV: MW = 4.8, SD = 2.4; Tastatur-TV-Bilderrahmen: MW = 5.0,
SD = 2.7; PDA-TV: MW = 4.8, SD = 1.5; PDA-TV-Bilderrahmen: MW =
5.4, SD = 2.8). Das Alter hatte ebenfalls keinen signifikanten Einfluss auf die
Erinnerungseffizienz (Anova, F (22, 10) = .49, p = .923).
Weiterhin waren die Unterschiede zwischen Männern und Frauen nicht signi-
fikant (Anova, F (1, 31) = .33, p = .572; Frauen: MW = 5.2, SD = 2.6;
Männer: MW = 4.9, SD = 2.1). Es lagen ebenfalls keine signifikanten Inter-
aktionen zwischen dem Geschlecht der Vpn und der Gerätekombination vor
(Anova, Geschlecht×Gerätekombination, F (3, 25) = .81, p = .500).
Zeitlicher Verlauf
Zwischen den drei Zeitpunkten einer Präsentation ergaben sich signifikante
Unterschiede (Anova, F (2, 64) = 4.2, p = .020). Dies lag in den signifikan-
ten Unterschieden zwischen den Zeitpunkten eins und zwei begründet (t-Test,
Zeitpunkt 1&2: t(33) = −3.23, p = .003; Zeitpunkt 1&3: t(34) = −1.93,
p = .062; Zeitpunkt 2&3: t(32) = 1.05, p = .298). Die Unterschiede werden
in Abbildung 8.25 dargestellt.
Es existierten keine signifikanten Interaktionen zwischen dem Zeitpunkt der
Präsentation und dem Alter (Anova, Zeitpunkt×Alter, F (44, 20) = .43, p =
.990). Die Interaktionen zwischen den Zeitpunkten und dem Alter der Vpn
erwiesen sich ebenfalls als nicht signifikant (Anova, Zeitpunkt×Geschlecht,
F (2, 62) = .46, p = .632). Es existierten weiterhin keine signifikanten Inter-
aktionen zwischen dem Zeitpunkt der Präsentation und der Gerätekombination
(Anova, Zeitpunkt×Gerätekombination, F (6, 58) = 1.24, p = .299).
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Abbildung 8.25: Erinnerungseffizienz getrennt nach Zeitpunkten der Präsen-
tation.
Präsentationsbedingung
Neben dem zeitlichen Verlauf der Erinnerungseffizienz wurde ebenfalls die
Präsentationsbedingung (BS, BSC oder TB) als Faktor untersucht. Die Unter-
schiede zwischen den drei Präsentationsbedingungen bzgl. der Erinnerungsef-
fizienz waren nicht signifikant (Anova, F (2, 64) = 2.89, p < .063).
Die Unterschiede zwischen den Bedingungen BS und BSC waren jedoch si-
gnifikant (t-Test; BS-BSC: t(34) = −2.56, p = .015; BS-TB: t(32) = −.85,
p = .403; BSC-TB: t(33) = 1.51, p = .142). Abbildung 8.26 zeigt die Unter-
schiede. Die Signifikanz zwischen BS und BSC ergibt sich anscheinend durch
die größere Streuung von BSC in Richtung höherer Effizienzwerte.
Es existierten keine signifikanten Interaktionen zwischen der Präsentations-
bedingung und dem Alter der Vp (Anova, Präsentation×Alter, F (44, 20) =
1.51, p = .161). Es existierten ebenfalls keine signifikanten Interaktionen zwi-
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schen der Präsentationsbedingung und der Gerätekombination (Anova, Prä-
sentation×Gerätekombination, F (2, 6) = .81, p = .565).
Abbildung 8.26: Erinnerungseffizienz getrennt nach Präsentationsbedingun-
gen.
Es existierten jedoch signifikante Interaktionen zwischen den Faktoren Prä-
sentationsbedingung und Geschlecht bzgl. der Erinnerungseffizienz (Anova,
Präsentation×Geschlecht, F (2, 62) = 4.61, p = .014).
Dies lag darin begründet, dass die Unterschiede zwischen BSC und BS sowie
zwischen BSC und TB bei den Frauen signifikant waren (t-Test; BS-BSC:
t(17) = −2.22, p = .040; BS-TB: t(15) = 1.00, p = .333; BSC-TB: t(15) =
2.91, p = .011).
Die Unterschiede zwischen BS, BSC und TB waren bei Männern nicht signi-
fikant (t-Test; BS-BSC: t(16) = −1.30, p = .211; BS-TB: t(16) = −1.85,




Abbildung 8.27: Erinnerungseffizienz getrennt nach Präsentationsbedingun-
gen und Geschlecht.
8.3.6 Attraktivität
Als Teil der Zwischenfragebögen wurden die Benutzer nach der Attraktivität
der zuletzt gesehenen Präsentationsbedingung gefragt. Dabei wurden die Be-
nutzer sowohl nach der Attraktivität der einzelnen Ausgabemodalitäten (z. B.
Bild und Sprache) als auch nach der Attraktivität des gesamten Präsentations-
formats (z. B. BS) gefragt.
Ausgabemodalitäten
Nach jeder Präsentationsbedingung wurden die Vpn in den Zwischenfragebö-
gen gebeten, die Ausgabemodalitäten der letzten Präsentationsbedingung zu
bewerten. Die Ausgabemodalitäten setzen sich dabei aus Text-, Bild-, Sprach-
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und Charakterausgaben zusammen. Die Vpn wurden nur zu den Ausgabemo-
dalitäten befragt, die in der Präsentationsbedingung verwendet wurden.
In der TB-Bedingung wurden Bilder signifikant besser als Text beurteilt (Wil-
coxon, p = .037; Text: MW = 3.1, SD = 1.2; Bild: MW = 3.6, SD = .8). In
der BS-Bedingung wurden Bilder ebenfalls signifikant besser als Sprache be-
urteilt (Wilcoxon, p = .001; Bild: MW = 3.4, SD = .8; Sprache: MW = 1.9,
SD = .8).
Abbildung 8.28: Attraktivität der Ausgabemodalitäten in der BSC-Bedingung.
Abbildung 8.28 zeigt die Bewertung von Bildern, Sprache und animiertem
Charakter in der BSC-Bedingung. Die Unterschiede zwischen den Bewertun-
gen waren signifikant (Friedman, p = .001). Dabei wurden die Bilder si-
gnifikant besser als die Sprachausgabe oder der animierte Charakter bewer-
tet (Wilcoxon; Bild-Sprache: p = .001; Bild-Charakter: p = .001; Sprache-
Charakter: p = .171).
Weiterhin wurde untersucht, ob die Gerätegruppe Einfluss auf die Bewertung
der vier Ausgabemodalitäten hatte. Es zeigte sich, dass die Gerätegruppe kei-
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nen signifikanten Einfluss auf die Bewertungen des Textes, der Sprache oder
des Charakters hatte (Anova; Text: F (3, 35) = .06, p = .979; Sprache:
F (3, 71) = 2.0, p = .121; Charakter: F (3, 35) = .5, p = .714). Der Einfluss
der Gerätegruppe auf die Bewertung der Bilder war jedoch signifikant (Ano-
va, F (3, 107) = 5.0, p = .003; Tastatur-TV: MW = 3.8, SD = .6; Tastatur-
TV-Bilderrahmen: MW = 3.6, SD = .7; PDA-TV: MW = 3.1, SD = .9;
PDA-TV-Bilderrahmen: MW = 3.6, SD = .7).
Die Signifikanz der Anova lag darin begründet, dass in der Gruppe PDA-TV
die Bilder signifikant schlechter als in den anderen Gruppen bewertet wur-
den (t-Test; Tastatur-TV–PDA-TV: t(52) = 3.59, p = .001; Tastatur-TV-
Bilderrahmen–PDA-TV: t(52) = 2.34, p = .023; PDA-TV-Bilderrahmen–
PDA-TV: t(52) = 2.45, p = .018).
Präsentationsbedingungen
Neben den Ausgabemodalitäten wurden die Vpn ebenfalls gebeten, in den
Zwischenfragebögen die Attraktivität der gesamten Darstellung zu bewerten.




Dabei ergaben sich signifikante Unterschiede zwischen den Bewertungen der
drei Präsentationsbedingungen (Anova, F (2, 70) = 5.48, p = .006). Die Un-
terschiede werden in Abbildung 8.29 grafisch dargestellt. Die Unterschiede
zwischen BS und TB waren signifikant (t-Test, t(70) = −3.10, p = .003).
Weiterhin wurde untersucht, ob die Attraktivität der Darstellung in den vier
Gerätegruppen unterschiedlich beurteilt wurde. Es ergaben sich keine signifi-
kanten Unterschiede (Anova, F (3, 107) = 1.52, p = .213).
Es wurde ebenfalls untersucht, ob der Zeitpunkt der Präsentation einen Ein-
fluss auf die Bewertung der Darstellung hatte. Wie aus Tabelle 8.5 ersichtlich
wird, konnte jede Präsentationsbedingung an erster, zweiter oder dritter Stelle
auftreten. Der Zeitpunkt der Präsentation hatte keinen signifikanten Einfluss
auf die Bewertung der Attraktivität (Anova, F (2, 70) = 0.54, p = .585).
8.3.7 Benötigte Konzentration
In den drei Zwischenfragebögen wurden die Vpn gebeten zu bewerten, in wie-
weit sie sich konzentrieren mussten, um der Präsentation folgen zu können.




Dies sollte Aufschluss über die empfundene kognitive Last der Vpn geben.
Dabei zeigten sich signifikante Unterschiede zwischen Frauen und Männern.
Frauen gaben eine signifikant höhere Konzentration als Männer an (Anova,
F (1, 34) = 541.53, p = .001; Frauen: MW = 3.6, SD = 1.3; Männer:
MW = 3.0, SD = 1.5). Weiterhin zeigten sich signifikante Unterschiede
zwischen den drei Präsentationsbedingungen (Anova, F (2, 70) = 5.67, p =
.005). Abbildung 8.30 stellt die Unterschiede grafisch dar. Dabei wurde die
empfundene kognitive Last in der BS-Bedingung signifikant höher als in der
BSC- oder der TB-Bedingung eingestuft (t-Test; BS-BSC: t(70) = 3.44,
p = .017; BS-TB: t(64.4) = 2.68, p = .009). Zwischen den Gerätegruppen
existierten keine signifikanten Unterschiede bzgl. der benötigten Konzentrati-
on der Vpn (Anova, F (3, 32) = 0.171, p = .915).
Abbildung 8.31: Benötigte Konzentration getrennt nach Zeitpunkten der Prä-
sentation.
Neben den Präsentationsbedingungen und den Gerätegruppen wurde unter-
sucht, ob sich die Konzentration der Teilnehmer über die drei Zeitpunkte der
234
8.3. ERGEBNISSE
Präsentationsbedingungen änderte. Es zeigten sich signifikante Unterschiede
zwischen den drei Zeitpunkten (Anova, F (2, 70) = 4.61, p = .013).
Abbildung 8.31 zeigt, dass die benötigte Konzentration über die drei Zeitpunk-
te des Experiments hinweg anstieg. Dabei waren die Unterschiede zwischen
den Zeitpunkten eins und drei signifikant (t-Test; Zeitpunkte 1&2: t(35) =
−1.93, p = .062; Zeitpunkte 1&3: t(35) = −2.93, p = .006; Zeitpunkte
2&3: t(35) = −1.25, p = .221).
8.3.8 Häufigkeit der Betrachtung
In den Zwischenfragebögen wurden die Vpn gefragt, wie häufig sie die ein-
zelnen Geräte (PDA, Fernseher oder Bilderrahmen) während der letzten Prä-
sentationsbedingung betrachtet haben.
Dabei wurden die Vpn nur nach den Geräten gefragt, aus denen sich ihre Gerä-
tekombination zusammensetzte. In der Tastatur-TV-Gruppe wurde diese Frage
nicht gestellt.




In der Tastatur-TV-Bilderrahmen-Gruppe wurde der Fernseher signifikant häu-
figer als der Bilderrahmen betrachtet (Wilcoxon, p = .001; TV: MW = 4.8,
SD = 0.4; Bilderrahmen: MW = 3.8, SD = 1.1). In der PDA-TV-Gruppe
wurde der PDA häufiger als der Fernseher verwendet(PDA: MW = 4.3, SD =
0.9; Fernseher: MW = 3.7, SD = 1.1). Die Unterschiede waren jedoch nicht
signifikant (Wilcoxon, p = .095). In der PDA-TV-Bilderrahmen-Gruppe erga-
ben sich ebenfalls keine signifikanten Unterschiede bzgl. der Häufigkeit, mit
der die Geräte betrachtet wurden (Friedman, p = .572; PDA: MW = 4.0,
SD = 1.2; Fernseher: MW = 3.9, SD = 1.0; Bilderrahmen: MW = 3.9,
SD = 1.1).
Die Häufigkeit der Betrachtung des Fernsehers unterschied sich zwischen den
drei Gerätekombinationen signifikant (Kruskal-Wallis, p = .001). Dies lag
darin begründet, dass der Fernseher in der Tastatur-TV-Bilderrahmen-Grup-
pe signifikant häufiger als in der PDA-TV- oder der PDA-TV-Bilderrahmen-
Gruppe betrachtet wurde (Mann-Whitney; Tastatur-TV-Bilderrahmen–PDA-
TV: p = .001; Tastatur-TV-Bilderrahmen–PDA-TV-Bilderrahmen: p = .001).
Die Unterschiede werden in Abbildung 8.32 grafisch dargestellt.
Es ergaben sich darüber hinaus keine signifikanten Unterschiede zwischen
den Gruppen PDA-TV und PDA-TV-Bilderrahmen bzgl. der Häufigkeit, mit
der der PDA betrachtet wurde (Mann-Whitney, p = .511). Ebenso ergaben
sich keine signifikanten Unterschiede zwischen den Gruppen Tastatur-TV-
Bilderrahmen und PDA-TV-Bilderrahmen bzgl. der Nutzung des Bilderrah-
mens (Mann-Whitney, p = .637).
8.3.9 Interesse
Im Zwischenfragebogen wurden die Vpn ebenfalls gefragt, ob sie die sechs
präsentierten Nachrichtenbeiträge der letzten Präsentationsbedingung inter-
essant fanden. Der Interessantheitsgrad wurde durch die Vpn im Mittel mit
3.6 bewertet („stimme zu“, SD = .9).
Das Alter der Vpn hatte keinen signifikanten Einfluss auf die Bewertung des
Interesses (Anova, F (23, 12) = .35, p = .986). Die Unterschiede zwischen
Männern und Frauen bzgl. des Interesses waren zwar nicht signifikant, deuten
aber einen Einfluss des Faktors Geschlecht an (Anova, F (1, 34) = 4.03, p =
.053). Frauen haben den Interessantheitsgrad der Beiträge im Mittel höher
als Männer bewertet (Frauen: MW = 3.9, SD = .9; Männer: MW = 3.4,
SD = .8).
Es existierten keine signifikanten Unterschiede bzgl. des Interesses zwischen
den Gerätegruppen (Anova, F (3, 32) = .127, p = .943; Tastatur-TV: MW =
3.7, SD = 1.1; Tastatur-TV-Bilderrahmen: MW = 3.7, SD = .8; PDA-TV:




Das Interesse an den Nachrichtenbeiträgen sank signifikant zwischen den drei
Präsentationsbedingungen (Anova, F (2, 70) = 4.76, p = .012). Dabei waren
die Unterschiede zwischen der ersten Präsentationsbedingung im Experiment
und der zweiten sowie der dritten Präsentationsbedingung signifikant (Wilco-
xon; Zeitpunkt 1&2: p = .025; Zeitpunkt 1&3: p = .015; Zeitpunkt 2&3:
p = .412). Abbildung 8.33 zeigt die Unterschiede.
Abbildung 8.33: Interesse am Beitrag getrennt nach Zeitpunkten der Präsen-
tation.
Präsentationsbedingungen und Nachrichtenfolgen
Zwischen den drei Präsentationsbedingungen BS, BSC und TB lagen keine
signifikanten Unterschiede bzgl. des Interesses an den Nachrichtenbeiträgen
vor (Anova, F (2, 70) = .375, p = .689; BS: MW = 3.6, SD = .9; BSC:
MW = 3.7, SD = .8; TB: MW = 3.7, SD = .9). Neben dem Faktor Prä-
sentationsbedingung wurde ebenfalls untersucht, ob signifikante Unterschiede
bzgl. des Interesses zwischen den drei verwendeten Folgen von Nachrich-
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tenbeiträgen existieren (vgl. Tabelle 8.5). Dies war nicht der Fall (Anova,
F (2, 70) = 2.81, p = .067). Die Nachrichtenfolge drei wurde jedoch als
signifikant weniger interessant als die Nachrichtenfolge zwei beurteilt (Wil-
coxon; Folge 1&2: p = .766; Folge 1&3: p = .054; Folge 2&3: p = .034).
Weiterhin wurde die Folge drei marginal signifikant weniger interessant als
die Nachrichtenfolge eins beurteilt. Abbildung 8.34 stellt die Unterschiede
grafisch dar.
Abbildung 8.34: Interesse am Beitrag getrennt nach Nachrichtenfolgen.
8.3.10 Beurteilung des Gesamtsystems
Im Abschlussfragebogen wurden die Vpn gefragt, wie gut ihnen die Gerä-
tekombination gefallen hat. Abbildung 8.35 zeigt die Bewertungen der vier
Gerätekombinationen. Die Unterschiede zwischen den vier Gerätekombina-
tionen waren insgesamt nicht signifikant (Kruskal-Wallis, p = .127). Der Un-
terschied zwischen der am schlechtesten bewerteten Kombination Tastatur-
TV und der am besten bewerteten Kombination PDA-TV-Bilderrahmen war
jedoch signifikant (Mann-Whitney, p = .031).
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Abbildung 8.35: Attraktivität der Gerätekombinationen.
Im Abschlussfragenbogen wurde ebenfalls nach dem jeweils bevorzugten Prä-
sentationsmodus gefragt. Abbildung 8.36 zeigt ein Histogramm der bevor-
zugten Präsentationsmodi. Die meisten Vpn haben Text-Bild-Präsentationen
bevorzugt. Die Unterschiede zwischen den Präsentationsmodi waren jedoch
nicht signifikant (χ2-Test, χ2(2) = 3.5, p = .174). Es existierten weiterhin
keine signifikanten Unterschiede bei der Bewertung der bevorzugten Präsen-
tationsmodi zwischen den Gerätegruppen (χ2-Test, χ2(6) = 2.9, p = .821).
In allen Gerätegruppen außer Tastatur-TV wurden die Vpn gefragt, ob sie
die Kombination mehrerer Ausgabegeräte als nützlich empfanden. Im Durch-
schnitt wurde die Aussage mit „stimme nicht zu“ bewertet (MW = 2.4, SD =
1.2). Die Unterschiede zwischen den drei Gerätekombinationen waren nicht
signifikant (Kruskal-Wallis, p = .465). Die Vpn haben tendenziell abgelehnt,
die Gerätekombination einem einzelnen Fernseher gegenüber vorzuziehen.
Die Aussage wurde im Durchschnitt mit „stimme nicht zu“ bewertet (MW =
2.2, SD = 1.2). Die Unterschiede zwischen den drei Gerätekombinationen
waren nicht signifikant (Kruskal-Wallis, p = .760).
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Abbildung 8.36: Histogramm bevorzugte Präsentationsmodi.
8.3.11 Störfaktoren
Bei den Störfaktoren wird zwischen Systemfehlern (z. B. dem Neustart des
Fernsehers oder des PDAs) und dem Austausch des elektronischen Bilderrah-
mens durch einen Tablet PC unterschieden. Beide Faktoren werden separat
analysiert.
Systemfehler
Insgesamt traten bei 24 Vpn während des Versuchs Systemfehler auf. Von
diesen 24 Vpn musste bei 13 Vpn der Fernseher im Laufe des Experiments
neu gestartet werden. Bei sechs Vpn musste im Laufe des Versuchs ein Neu-
start des PDAs erfolgen. Bei fünf Vpn musste das Gesamtsystem neu gestartet
werden. Jeder dieser Vorfälle wurde als ein Systemfehler gezählt und für jede
Präsentationsbedingung jeder Vp notiert. Im Mittel erfolgten bei allen 36 Vpn
im gesamten Experiment 1.1 Systemfehler pro Vp (SD = 1.2). Die Anzahl
der Systemfehler pro Präsentationsbedingung unterschieden sich signifikant
240
8.3. ERGEBNISSE
zwischen den Gerätegruppen (Anova, F (3, 32) = 5.1, p = .005). Abbildung
8.37 zeigt die Unterschiede.
Die Unterschiede zwischen der Tastatur-TV-Gruppe und der PDA-TV-Gruppe
waren signifikant (Anova, F (1, 16) = 8.8, p = .009). Die Unterschiede zwi-
schen der Tastatur-TV-Gruppe und der PDA-TV-Bilderrahmen-Gruppe waren
ebenfalls signifikant (Anova, F (1, 16) = 7.4, p = .015).
Die Unterschiede zwischen der Tastatur-TV-Gruppe und der Tastatur-TV-Bil-
derrahmen-Gruppe waren nicht signifikant (Anova, F (1, 16) = 2.5, p =
.135). Die Unterschiede zwischen der Tastatur-TV-Bilderrahmen-Gruppe und
der PDA-TV-Gruppe sowie der PDA-TV-Bilderrahmen-Gruppe waren eben-
falls nicht signifikant (Anova; Tastatur-TV-Bilderrahmen–PDA-TV: F (1, 16)
= 3.7, p = .072; Tastatur-TV-Bilderrahmen–PDA-TV-Bilderrahmen:F (1, 16)
= 2.3, p = .147). Dies zeigt, dass die Systemfehler in der Tastatur-TV-Gruppe
gehäuft eintraten.




Weiterhin wurde der zeitliche Verlauf der Systemfehler untersucht. Hier zeig-
ten sich zwischen den drei Präsentationszeitpunkten keine signifikanten Unter-
schiede zwischen den Systemstörungen (Anova, F (2, 70) = 1.17, p = .316;
Zeitpunkt 1: MW = .5, SD = .7; Zeitpunkt 2: MW = .4, SD = .6; Zeitpunkt
3: MW = .3, SD = .6). Es wurde ebenfalls untersucht, ob sich die Anzahl der
Systemstörungen signifikant zwischen den Präsentationsbedingungen unter-
schied. Hier zeigten sich signifikante Unterschiede (Anova, F (2, 70) = 7.13,
p = .002).
Abbildung 8.38: Systemfehler pro Präsentationsbedingung getrennt nach Prä-
sentationsbedingungen.
Abbildung 8.38 stellt die Unterschiede dar. Dabei war die Anzahl der Sys-
temstörungen in der TB-Bedingung signifikant niedriger als in der der BS-
oder der BSC-Bedingung (t-Test; BS-BSC: t(35) = .00, p = 1.0; BS-TB:
t(35) = 3.04, p = .004; BSC-TB: t(35) = 3.45, p = .001).
Darüber hinaus wurde untersucht, ob die Systemfehler Auswirkungen auf die
Gesamtbewertungen der Erinnerungen einer Vp hatten. Dabei wurde nicht die
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Anzahl der Systemfehler untersucht, sondern es wurde untersucht, ob Sys-
temfehler aufgetreten waren oder nicht (unabhängig von deren Anzahl). Der
Grund für diese Vorgehensweise ist, dass sonst zuwenig Daten über die ein-
zelnen Häufigkeiten von Systemfehlern vorgelegen hätten. Es existierten kei-
ne signifikanten Unterschiede bzgl. der Gesamtbewertung der Erinnerungen
zwischen Vpn, bei denen Systemfehler aufgetreten waren und Vpn, bei denen
keine Systemfehler aufgetreten waren (Anova, F (1, 34) = .01, p = .947).
Weiterhin existierten keine signifikanten Interaktionen zwischen dem Auftre-
ten von Systemfehlern und der Gerätekombination bzgl. der Gesamtbewertun-
gen der erinnerten Nachrichtenbeiträge (Anova, Auftreten Systemfehler×Ge-
rätekombination, F (3, 28) = .7, p = .551). Die Fehler hatten ebenfalls keinen
signifikanten Einfluss auf den zeitlichen Ablauf der Gesamtbewertungen der
erinnerten Nachrichtenbeiträge (Anova, Auftreten Systemfehler×Zeitpunkt,
F (1, 34) = 1.25, p = .271). Die Interaktionen der Systemfehler mit den
Präsentationsbedingungen waren ebenfalls nicht signifikant (Anova, Auftreten
Systemfehler×Präsentationsbedingung, Greenhouse-Geisser, F (1.7, 57.9) =
2.10, p = .131).
Es wurde ebenfalls untersucht, ob die Systemfehler die Akzeptanz des Sys-
tems beeinflusst haben. Die Bewertung der Gerätekombination im Abschluss-
fragebogen wurde durch das Auftreten von Systemfehlern nicht signifikant
beeinflusst (Mann-Whitney, p = .830). Das Auftreten von Systemfehlern hat-
te ebenfalls keine Auswirkung auf die bevorzugten Präsentationsbedingungen
der Vpn (χ2-Test, χ2(2) = 3.91, p = .142). Es existierte ebenfalls kein si-
gnifikanter Einfluss des Auftretens der Systemfehler auf die Bewertung der
Darstellung in den Präsentationsbedingungen BS, BSC und TB im Zwischen-
fragebogen (Anova, F (2, 68) = .25, p = .776).
Austausch elektronischer Bilderrahmen
Von den 18 Vpn in den Gruppen mit Bilderrahmen (Tastatur-TV-Bilderrahmen
und PDA-TV-Bilderrahmen) hatten sechs den durch einen Tablet PC simu-
lierten Bilderrahmen verwendet. Von diesen sechs Vpn befanden sich vier
Vpn in der Tastatur-TV-Bilderrahmen-Gruppe und zwei Vpn in der PDA-TV-
Bilderrahmen-Gruppe. Im Folgenden wird untersucht, ob der simulierte Bil-
derrahmen Auswirkungen auf die Bewertungen der Erinnerungen oder die Ak-
zeptanz des Systems hatte. Dabei wurden nur die Tastatur-TV-Bilderrahmen-
Gruppe und die PDA-TV-Bilderrahmen-Gruppe betrachtet, da nur diese Gerä-
tekombinationen von dem Faktor beeinflusst wurden.
Es wurde untersucht, ob zwischen den Gruppen mit dem echten und dem si-
mulierten Bilderrahmen signifikante Unterschiede bzgl. der Gesamtbewertun-
gen der Erinnerungen bestehen. Dies war nicht der Fall (Anova, F (1, 16) =
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.23, p = .639; Bilderrahmen: MW = 24.4, SD = 11.0; Bilderrahmen-
ersatz: MW = 21.2, SD = 11.7). Derselbe Test wurde auch für die Be-
wertungen der erinnerten Bilder durchgeführt. Zwischen den beiden Bilder-
rahmengruppen wurden keine signifikanten Unterschiede gefunden (Anova,
F (1, 16) = 2.54, p = .130; Bilderrahmen: MW = .54, SD = .9; Bilderrah-
menersatz: MW = .39, SD = .6).
Weiterhin existierten keine signifikanten Interaktionen zwischen den beiden
Bilderrahmentypen und den beiden Gerätegruppen mit Bilderrahmen bzgl. der
Gesamtbewertung der erinnerten Beiträge (Anova, Bilderrahmentyp×Geräte-
kombination, F (1, 14) = .01, p = .940). Es ergaben sich ebenfalls keine
signifikanten Interaktionen zwischen dem Typ des Bilderrahmens und dem
zeitlichen Verlauf bzgl. der Gesamtbewertung der erinnerten Beiträge (Ano-
va, Bilderrahmentyp×Zeitpunkt, F (2, 32) = 2.52, p = .096). Darüber hin-
aus existieren keine signifikanten Interaktionen zwischen dem Typ des Bilder-
rahmens und der Präsentationsbedingung (Anova, Bilderrahmentyp×Präsen-
tation, F (2, 32) = .12, p = .891).
Der Typ des Bilderrahmens hatte keinen signifikanten Einfluss auf die Bewer-
tungen der Gerätekombinationen Tastatur-TV-Bilderrahmen und PDA-TV-Bil-
derrahmen im Abschlussfragebogen (Mann-Whitney, p = .750). Der Typ
des Bilderrahmens hatte ebenfalls keinen signifikanten Einfluss auf die Wahl
der bevorzugten Präsentationsbedingung im Abschlussfragebogen (χ2-Test,
χ2(2) = 1.31, p = .519). Weiterhin wurde die Bewertung der Darstellung in
den Präsentationsbedingungen nicht signifikant durch den Typ des Bilderrah-
mens beeinflusst (Anova, F (1, 16) = .26, p = .614).
8.3.12 Kommentare
Während des Versuchs konnten die Vpn sowohl in den drei Zwischenfragebö-
gen als auch im Abschlussfragebogen Kommentare abgeben. Die Kommen-
tare in den Zwischenfragebögen bezogen sich hauptsächlich auf die vorher-
gehende Präsentationsbedingung. Die Kommentare im Abschlussfragebogen
betrafen den Gesamteindruck vom Experiment.
Zwischenfragebögen
In den Zwischenfragebögen wurde die Sprachausgabe in der BS- und der
BSC-Bedingung am häufigsten kritisiert, wobei die meiste Kritik in der BS-
Bedingung geäußert wurde (BS: 23 Vpn; BSC: 17 Vpn). Die Kritik bezog sich
auf die verzerrte Ausgabe, die monotone Stimme und die unnatürliche Satz-
melodie. Weitere Kritikpunkte betrafen den Sprachfluss und Pausen an unpas-
senden Stellen. Die Vpn kritisierten ebenfalls die Qualität der dargestellten
Bilder (TB: 5 Vpn; BS: 3 Vpn; BSC: 2 Vpn). Die Bilder sollten bewegt, grö-
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ßer und schärfer sein. In der TB-Bedingung wurden Verbesserungsvorschläge
zur Präsentation des Textes gemacht (3 Vpn). Die Vpn regten die Verwendung
von Farben und eine größere Schrift an.
Abschlussfragebogen
In der Tastatur-TV-Gruppe bezog sich die meiste Kritik auf die Sprachausga-
be, die als schwer verständlich und mechanisch kritisiert wurde (6 Vpn). Drei
Vpn merkten an, dass ihnen die TB-Bedingung am besten gefallen hat. Eine
Vp schlug vor, einen realen Nachrichtensprecher anstelle des animierten Cha-
rakters zu nehmen. Eine Vp hat den animierten Charakter als ansprechendste
Präsentationsbedingung empfunden. Eine Vp hat er irritiert.
In der Tastatur-TV-Bilderrahmen-Gruppe kritisierten drei Vpn die Sprachaus-
gabe. Vier Vpn kritisierten die Verteilung von Informationen auf mehrere Aus-
gabegeräte. Eine Vp schlug vor, nur ein großes Display anstelle von mehreren
kleineren zu verwenden. Eine zweite Vp bemerkte, ein zweiter Bildschirm
mache nur dann Sinn, wenn auf ihm zusätzliche Interaktionen möglich seien
(z. B. Interaktionen mit einer Landkarte während einer Tagesschausendung).
Eine Vp lobte den animierten Charakter.
In der PDA-TV-Gruppe haben fünf Vpn die Qualität der Sprachausgabe kri-
tisiert. Zwei Vpn sagten, dass sie eine Ausgabe auf einem Gerät vorziehen
würden. Eine Vp kritisierte die Qualität der Bilder auf dem Fernseher. Eine
Vp kritisierte die Qualität der Bilder auf dem PDA, die wegen des spiegeln-
den Lichtes schlecht zu erkennen gewesen seien. Eine Vp fand es ansprechend,
Nachrichten auf Knopfdruck selber steuern zu können.
In der PDA-TV-Bilderrahmen-Gruppe wurde die Sprachausgabe durch vier
Vpn kritisiert. Zwei Vpn kritisierten die Bildqualität. Zwei Vpn merkten an,
dass die Ausgabe auf drei Geräten verwirrend sei bzw. dass sie einen einzel-
nen Fernseher bevorzugen würden. Eine weitere Vpn merkte an, dass man auf
dem Bilderrahmen anstelle eines dritten Bildes besser ein andere Modalität,
z. B. ein Diagramm verwenden sollte. Eine Vpn lobte den Bilderrahmen als
angenehm.
8.4 Diskussion
Die Analyse der erinnerten Nachrichtenbeiträgen, der Interaktionszeiten und
der Akzeptanz zeigte Unterschiede zwischen den Gerätekombinationen und
den Präsentationsbedingungen auf. Diese werden im Folgenden nach den re-




Bei der Gesamtbewertung der erinnerten Nachrichtenbeiträge, die die Bewer-
tungen von erinnerten Titeln, Textinhalten und Bildern umfasste (Abschnitt
8.3.3), erreichten die Vpn zwischen 23 und 150 Bewertungspunkte von ma-
ximal 360 möglichen Punkten. Dies zeigt, dass die Erinnerungsaufgabe vom
Schwierigkeitsgrad her angemessen war. Die Streuung weist jedoch auf auf
individuelle Unterschiede zwischen den Vpn hin.
Die drei verwendeten Folgen von Nachrichtenbeiträgen unterschieden sich
wie gewünscht nicht signifikant bzgl. der Gesamtbewertungen der Erinnerun-
gen. Dies bedeutet, dass keine der Folgen signifikant leichter zu erinnern war
als die anderen beiden. Dieser Effekt hätte z. B. auftreten können, falls sich
eine Folge nur aus Nachrichtenbeiträgen von allgemeinem Interesse zusam-
mengesetzt hätte, während die anderen beiden Folgen nur Beiträge enthalten,
die nur für spezielle Gruppen von Vpn interessant sind.
Entgegen den Erwartungen zeigten sich zwischen den vier Gerätekombinatio-
nen keine signifikanten Unterschiede bzgl. der Gesamtbewertungen der Erin-
nerungen. Damit konnte Hypothese 1 aus Abschnitt 8.1.3 bzgl. der Gesamtbe-
wertungen der Erinnerungen nicht bestätigt werden. Bei Präsentationen zwi-
schen gekoppelten Ausgabegeräten ergaben sich anscheinend durch den ver-
größerten Bildschirmplatz und die reduzierte Zahl an Interaktionen nur gerin-
ge Vorteile für die Vpn. Wie in [Tan & Czerwinski, 2003] führte die Verteilung
der Informationen über mehrere Bildschirme jedoch ebenfalls zu keiner signi-
fikanten Verschlechterung der Erinnerungseffizienz.
Zwischen den Präsentationsbedingungen BS, BSC und TB wurden weder in
den Gerätekombinationen mit PDA noch in den Gruppen mit Tastatur und
Fernseher signifikante Unterschiede bzgl. der Gesamtbewertung der erinner-
ten Beiträge beobachtet. Damit konnte Hypothese 3 nicht bestätigt werden. Da
die Sprachausgabe trotz Austausch der Mbrola-Software durch die AT&T Na-
tural Voices 1.4 Software sehr schlecht beurteilt wurde, kann sich dieser Effekt
auch auf die Erinnerungsleistung ausgewirkt haben. Dadurch könnte der Mo-
dalitäteneffekt nicht beobachtbar gewesen sein. Dafür spricht ebenfalls, dass
die Vpn angegeben haben, dass sie sich in der BS-Bedingung signifikant mehr
konzentrieren mussten als in der TB-Bedingung.
Ein weiterer Effekt wurde auf der Gerätekombination PDA-TV-Bilderrahmen
beobachtet. Hier zeigten sich marginal signifikante Unterschiede bzgl. des Ge-
schlechts der Vpn. Die Gesamtbewertungen der erinnerten Beiträge der Frau-
en waren in dieser Gerätekombination in allen Präsentationsbedingungen hö-
her als die der Männer. Diese Unterschiede waren in der BSC-Bedingung
dieser Gruppe signifikant (vgl. Abbildung 8.14). Dies kann als Hinweis auf
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geschlechtsspezifische Unterschiede bei Präsentationen mit gekoppelten Aus-
gabegeräten gedeutet werden. Bei [Czerwinski et al., 2002] wurde ebenfalls
beobachtet, dass Frauen von einer Vergrößerung des Blickfeldes mittels eines
größeren Bildschirms mehr profitieren als Männer. Dies wurde beim Vergleich
eines 18 Zoll mit einem 36 Zoll großen Bildschirms festgestellt. Jedoch be-
stand die Aufgabe der Vpn aus einer 3D-Navigation durch einen virtuellen
Raum und nicht aus einem Erinnerungsexperiment. Daher sind hier weitere
Studien erforderlich, um den hier beobachteten Effekt zu untersuchen.
Es wurden ebenfalls signifikante Interaktionen zwischen den drei Präsentati-
onsbedingungen und dem Alter der Vpn bzgl. der Gesamtbewertung der erin-
nerten Beiträge festgestellt (Abbildung 8.15). Dies scheint damit zusammen-
zuhängen, dass Vpn, die jünger als 25 waren, in der BS-Bedingung schlechte-
re Resultate erzielten. Dieser Zusammenhang bedarf jedoch ebenfalls weiterer
Untersuchungen.
Die Bewertungen der Erinnerungen stiegen von der ersten Präsentationsbe-
dingung zur zweiten Präsentationsbedingung im Versuchsablauf signifikant
an (vgl. Abbildung 8.13). Dies deutet auf einen Lerneffekt hin, der nach der
ersten Präsentationsbedingung und dem ersten Abfragen der erinnerten Nach-
richtenbeiträge aufgetreten ist. Dieser setzte sich jedoch in der dritten Prä-
sentationsbedingung nicht fort. Der Lerneffekt ähnelt dem in [Kruppa, 2006]
berichteten Lerneffekt bei Präsentationen mit gekoppelten Ausgabegeräten.
Jedoch ergaben sich in der hier durchgeführten Studie keine signifikanten Un-
terschiede zwischen den Gerätekombinationen.
Darüber hinaus zeigte sich, dass die Lebhaftigkeit der Erinnerungen der Vpn
im Laufe des Versuchs signifikant abnahm (Abbildung 8.18). Dies korrespon-
diert mit den Angaben der Teilnehmer über die benötigte Konzentration, die
während des Experiments kontinuierlich anstieg (Abbildung 8.30). Aufgrund
der ansteigenden Konzentration erfolgte in der dritten Präsentationsbedingung,
in der kein Lerneffekt mehr beobachtbar war, jedoch keine Verschlechterung
der Gesamtbewertungen der erinnerten Beiträge.
Bildbewertung erinnerter Nachrichtenbeiträge
Von den 108 möglichen Punkten für erinnerte Bilder wurden pro Vp nur bis
zu sieben erreicht. Dies liegt darin begründet, dass die Teilnehmer in der
Instruktion nicht explizit aufgefordert wurden, sich an Bilder zu erinnern.
Trotzdem zeigten sich signifikante Unterschiede zwischen den Gerätekom-
binationen und den Präsentationsbedingungen (vgl. Abbildung 8.16). Hierbei
zeigte sich insbesondere ein positiver Einfluss des Bilderrahmens, da in den
Gerätekombinationen Tastatur-TV-Bilderrahmen und PDA-TV-Bilderrahmen
die meisten Bildpunkte erreicht wurden. Weiterhin waren die Unterschiede
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zur Tastatur-TV-Gruppe jeweils signifikant. Dies korrespondiert mit den Be-
wertungen der Akzeptanz der Gerätekombinationen im Abschlussfragebogen,
bei denen die Kombinationen Tastatur-TV-Bilderrahmen und PDA-TV-Bilder-
rahmen am besten beurteilt wurden. Bezüglich der Bildbewertungen bei den
Kombinationen Tastatur-TV-Bilderrahmen und PDA-TV-Bilderrahmen wurde
Hypothese 1 im Gegensatz zur Gesamtbewertung der erinnerten Beiträge so-
mit bestätigt. Weiterhin zeigte sich ein positiver Einfluss des animierten Cha-
rakters in der BSC-Bedingung, in der signifikant höhere Bildbewertungen als
die TB-Bedingung erzielt wurden (Abbildung 8.17). Dies lässt vermuten, dass
der animierte Charakter die Aufmerksamkeit der Vpn auf die Bilder gelenkt
hat, die auf demselben Gerät wie der Charakter vorhanden waren und dadurch
besser erinnert wurden.
Betrachtungszeiten
Bei den Betrachtungszeiten jeder Präsentation zeigten sich signifikante Un-
terschiede zwischen den vier Gerätekombinationen (Abbildung 8.21). Hierbei
waren die Zeiten in den Gerätekombinationen mit elektronischem Bilderrah-
men (Tastatur-TV-Bilderrahmen und PDA-TV-Bilderrahmen) signifikant ge-
ringer als bei den Kombinationen ohne Bilderrahmen (Tastatur-TV und PDA-
TV). Somit wurde Hypothese 2 für die Tastatur-TV-Bilderrahmen-Gruppe und
die PDA-TV-Bilderrahmen-Gruppe bestätigt. Die Überlegenheit der Gruppen
mit Bilderrahmen erklärt sich dadurch, dass ein zusätzliches Segment darge-
stellt werden konnte und dadurch weniger Interaktionen zum Betrachten der
Nachrichtenbeiträge nötig waren (vgl. Tabellen 8.3 und 8.4).
In der PDA-TV-Kombination konnten zwar in der BS und der BSC-Bedingung
gleich viele Segmente dargestellt werden. In der TB-Bedingung wurde jedoch
ein Segment weniger dargestellt, was anscheinend zu einem signifikanten Un-
terschied zwischen der Tastatur-TV-Bilderrahmen-Gruppe und der PDA-TV-
Gruppe bzgl. der Interaktionszeiten führte. Durch die Darstellung eines wei-
teren Segments in der PDA-TV-Bilderrahmen-Gruppe nahmen die Betrach-
tungszeiten pro Nachrichtenbeitrag jedoch weiter ab. Die zusätzlichen Ausga-
begeräte scheinen im Experiment für keine signifikante Verzögerung des Be-
trachtens einer Präsentation (z. B. durch Fokuswechsel von einem Gerät zum
anderen) gesorgt zu haben.
In jeder Präsentationsbedingung wurden die sechs Beiträge innerhalb einer
Bedingung zunehmend schneller betrachtet (Abbildung 8.22). Am Anfang
der Präsentation hatten sich die Vpn trotz des Testsegments zu Beginn des
Versuchs offenbar erst an das Format der Präsentation gewöhnen müssen.




Weiterhin zeigte sich, dass die Betrachtungszeiten in der BSC-Bedingung si-
gnifikant geringer waren als in der BS- oder der TB-Bedingung (vgl. Abbil-
dung 8.23). Da die Vpn weiterhin angaben, sich bei BSC signifikant weniger
konzentrieren zu müssen als bei BS (vgl. Abbildung 8.30), scheint der ani-
mierte Charakter einen positiven Einfluss gehabt zu haben. Die Ergebnisse
lassen vermuten, dass die Vpn im Vergleich zur BS-Bedingung entspannter
waren und dadurch die Präsentationen schneller betrachten konnten. Dies lässt
sich als Bestätigung des „Persona Effekts“ aus [Van Mulken et al., 1998] in-
terpretieren.
Die Beobachtung, dass BSC ebenfalls schneller als TB war, lässt sich dadurch
erklären, dass in der TB-Bedingung in den Gerätekombinationen PDA-TV
und PDA-TV-Bilderrahmen aufgrund des komplexeren Layouts mehr Ausga-
beschritte notwendig waren als in der BS- oder der BSC-Bedingung (Tabelle
8.4). Die obigen Ergebnisse bestätigen Hypothese 4 in Bezug auf die subjektiv
empfundene kognitive Last und die Betrachtungszeiten. Ein positiver Einfluss
des animierten Charakters auf die Gesamtbewertung der erinnerten Beiträge
konnte jedoch nicht festgestellt werden.
Erinnerungseffizienz
Die Betrachtung der Erinnerungseffizienz als Quotient der Gesamtbewertung
erinnerter Beiträge und der Betrachtungsdauer eines Beitrages hat keine neuen
Erkenntnisse erbracht. Der bei den Gesamtbewertungen der erinnerten Beiträ-
ge beobachtete Lerneffekt zwischen der ersten und der zweiten Präsentations-
bedingung wird auch bei der Erinnerungseffizienz deutlich. Die Effizienz stieg
signifikant zwischen beiden Zeitpunkten (vgl. Abbildung 8.25).
Weiterhin bestätigt sich der bei den Betrachtungszeiten pro Beitrag beobachte-
te „Persona Effekt“. Die BSC-Bedingung erwies sich als signifikant effizienter
als die BS-Bedingung (vgl. Abbildung 8.26). Dieser Unterschied erwies sich
insbesondere bei Frauen als signifikant (vgl. Abbildung 8.27). Ein analoger
Effekt wurde bei der Gesamtbewertung der erinnerten Beiträge in der PDA-
TV-Gruppe beobachtet. Beide Ergebnisse deuten darauf hin, dass Frauen von
dem animierten Charakter mehr profitierten als Männer.
Akzeptanz
Wie in der Fragebogenstudie erzielten Gerätekombinationen mit gekoppelten
Ausgabegeräten die besten Bewertungen. Im Abschlussfragebogen wurde die
Gerätekombination PDA-TV-Bilderrahmen am besten bewertet (vgl. Abbil-
dung 8.35). Dabei wurde die Aussage, dass die Darstellung auf der Geräte-
kombination ansprechend war, im Mittel mit „stimme zu“ bewertet. Hypothe-
se 6 wurde somit bestätigt. Diese Bewertung erwies sich als signifikant besser
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als die Bewertung der Tastatur-TV-Gruppe. Im Unterschied zur Fragebogen-
studie wurden jedoch keine Abhängigkeiten der Bewertungen vom Alter der
Vpn beobachtet. Dies kann verschiedene Gründe haben. Zum einen bekamen
die Vpn die Systemfunktionalität nicht nur vorgeführt, sondern konnten sie
selber ausprobieren. Weiterhin bestand die Applikation nicht aus einem Fil-
minformationssystem sondern aus einem Nachrichteninformationssystem. Es
ist möglich, dass diese Applikation daher keine Altersunterschiede in der Ak-
zeptanz zur Folge hatte. Hypothese 7 konnte somit nicht bestätigt werden.
Die Hypothese, dass die neue AT&T-Sprachausgabe zu besseren Bewertun-
gen von Sprachausgabe und animiertem Charakter führt (Hypothese 8) konnte
nicht bestätigt werden. Dies drückte sich in den Bewertungen der Modali-
täten Bild, Sprache und Charakter im Zwischenfragebogen aus, bei der die
Vpn der Aussage widersprochen haben, dass ihnen die Sprachausgabe oder
der animierte Helfer gefallen hat („stimmt nicht“, vgl. Abbildung 8.28 für die
BSC-Bedingung).
Bilder wurden hingegen positiv beurteilt („stimmt“). In den Kommentaren
wurde jedoch Kritik geäußert, dass die Bilder zu unscharf waren, was durch
die begrenzte Auflösung der Bilder bedingt war. Weiterhin wurden Bilder in
der PDA-TV-Bedingung signifikant schlechter als in den anderen Gerätekom-
binationen beurteilt. Die Interpretation dieses Effekts bedarf jedoch weiterer
Untersuchungen.
Bei der Sprachausgabe wurden in den Kommentaren insbesondere die mono-
tone Stimme und die unnatürliche Satzmelodie kritisiert. Die schlechte Akzep-
tanz der Sprachausgabe war vermutlich ebenfalls für die schlechte Akzeptanz
des Helfers verantwortlich. Weiterhin können die eingeschränkten Ausdrucks-
möglichkeiten des Charakters (Sprech- und Ruheanimationen) ein Grund da-
für sein, dass die Teilnehmer keine Vorteile in der Verwendung eines Cha-
rakters gesehen und ihn als überflüssig betrachtet haben. Das in [Van Mulken
et al., 1998] durchgeführte Experiment verwendete ebenfalls einen animierten
Charakter mit beschränkter Ausdruckskraft. Dieser Charakter setzte jedoch im
Unterschied zum hier eingesetzten Charakter Zeigegesten ein. Präsentationen
mit dem Charakter wurden in dieser Studie als unterhaltsamer im Vergleich zu
Präsentationen ohne den Charakter eingestuft.
Eine zweite Möglichkeit ist, dass Vpn den Eindruck hatten, dass der Typ des
Charakters nicht zur Applikation eines Nachrichteninformationssystems pass-
te. So erwähnte eine Vpn, dass sie lieber einen realen Nachrichtensprecher als
eine „Zeichentrickfigur“ sehen möchte.
Die Vpn fand es unpassend, dass dieser Charakter von Konflikten im nahen
Osten berichtet. Trotz der niedrigen Akzeptanz von Sprache und Charakter ist
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es überraschend, dass BSC eine niedrigere Konzentration, geringere Interak-
tionszeiten, mehr Bilderinnerungen und eine höhere Erinnerungseffizienz als
BS zur Folge hatte.
Diese Bewertungen der Ausgabemodalitäten wurden bei der Bewertung der
Präsentationsbedingung im Zwischenfragebogen bestätigt, bei der sich TB als
signifikant attraktivste Präsentationsbedingung ergab (vgl. Abbildung 8.29).
Weiterhin wurde im Abschlussfragebogen TB als die bevorzugte Präsentati-
onsbedingung angegeben und BSC als die am wenigstens bevorzugte (Abbil-
dung 8.36). Somit bevorzugten die Vpn wie in der Fragebogenbogenstudie
und in [Elting et al., 2002] eindeutig die TB-Bedingung.
Wie in der Fragebogenstudie wurden Vpn der Laborstudie, die nicht in der
Tastatur-TV-Gruppe waren, gefragt, ob sie die Kombination mehrerer Aus-
gabegeräte als nützlich empfanden. Die meisten Teilnehmer haben dies im
Unterschied zur Fragebogenstudie verneint („stimme nicht zu“). Weiterhin
wurden die Teilnehmer gefragt, ob sie bei der Ausgabe von Nachrichten eine
Kombination mehrerer Geräte einem einzelnen Fernseher gegenüber vorzie-
hen würden. Im Unterschied zur Fragebogenstudie wurde dies ebenfalls durch
die Teilnehmer verneint („stimme nicht zu“).
Die Antworten lassen vermuten, dass Vpn bei einem Nachrichteninformati-
onssystem keine Vorteile bei der Kombination mehrerer Geräte sahen. Nach-
richten werden im Gegensatz zu multimedialen Filminformationen seit mehr
als 50 Jahren auf einem Fernseher audiovisuell dargestellt. Daher ist es mög-
lich, dass die Vpn bei dieser Applikation konservativer urteilten als bei mul-
timedialen Filminformationssystemen, die erst mit dem World Wide Web po-
pulär geworden sind.
Weiterhin ist zu berücksichtigen, dass die Teilnehmer in dieser Studie weni-
ger technisch orientiert sind als die Teilnehmer in der Fragebogenstudie. Dies
äußert sich z. B. in der Anzahl der Benutzer, die einen PDA verwenden (Fra-
gebogenstudie: 32.1%; Laborstudie: 16.7%).
Konzentration, Interesse und Betrachtungshäufigkeiten
Frauen haben angegeben, dass sie sich im Experiment signifikant mehr kon-
zentrieren mussten als Männer. Dies lässt vermuten, dass Frauen bei der Be-
urteilung der eigenen Konzentration selbstkritischer waren als Männer. Wei-
terhin stieg die benötigte Konzentration der Vpn über die drei Präsentations-
bedingungen signifikant an (vgl. Abbildung 8.31). Dies zeigt, dass das Expe-
riment wie beabsichtigt kognitive Lasteffekte hervorgerufen hat.
Eine umgekehrt proportionale Entwicklung zeigt das Interesse an den Nach-
richtenbeiträgen, das mit jeder Präsentationsbedingung sinkt (vgl. Abbildung
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8.33). Dies reflektiert ebenfalls, dass das Experiment anstrengend für die Vpn
war. Das Interesse an der Nachrichtenfolge drei war signifikant geringer als
an der Folge zwei. Es war ebenfalls marginal signifikant geringer als an der
Folge eins. Eine Analyse der sechs Nachrichtenbeiträge in Folge drei ergab,
dass sich in Folge drei keine Deutschland-spezifischen Beiträge im Gegensatz
zu den anderen beiden Folgen befanden, was eine mögliche Erklärung für die
beobachteten Unterschiede darstellt. Es wurden jedoch im Experiment keine
signifikanten Auswirkungen der Unterschiede festgestellt.
Bei den Häufigkeiten, mit denen die einzelnen Geräte betrachtet wurden, zeig-
te sich in der Tastatur-TV-Bilderrahmen-Kombination wie erwartet, dass der
Fernseher, auf dem der Text präsentiert wurde, häufiger betrachtet wurde als
der Bilderrahmen. In der PDA-TV-Gruppe und der PDA-TV-Bilderrahmen-
Gruppe fanden sich keine signifikanten Unterschiede zwischen den Betrach-
tungshäufigkeiten zwischen den Geräten. Es zeigte sich jedoch, dass der Fern-
seher in der Tastatur-TV-Bilderrahmen-Gruppe signifikant häufiger als in der
PDA-TV-Gruppe und der PDA-TV-Bilderrahmen-Gruppe betrachtet wurde.
Dies liegt wahrscheinlich darin begründet, dass in der PDA-TV-Kombination
und der PDA-TV-Bilderrahmen-Kombination der Text auf dem PDA präsen-
tiert wurde. Somit wurde Hypothese 5 m.E. bestätigt.
Störfaktoren
Die Systemfehler traten am häufigsten in der Tastatur-TV-Gruppe und den Prä-
sentationsbedingungen mit Sprachausgabe (BS, BSC) auf (Abbildungen 8.37
und 8.38). Dies liegt darin begründet, dass der Fernseher sich als das instabils-
te Gerät erwiesen hat und dass die BS-Bedingung sowie die BSC-Bedingung
die speicheraufwendigsten multimedialen Präsentationen beinhalteten. In der
Tastatur-TV-Gruppe fanden diese Präsentationen auf dem Fernseher statt. Es
wurden jedoch keine signifikanten Unterschiede zwischen Vpn, bei denen
Systemfehler auftraten und Vpn, bei denen keine Systemfehler auftraten, be-
obachtet.
Dies spiegelt sich auch in den Kommentaren der Vpn wieder, in denen die
Systemfehler nicht kritisiert werden. Da den Vpn bereits in der Instruktion ge-
sagt wurde, dass es sich bei dem System um einen Prototypen handelt, bei dem
Fehler auftreten können, haben sich die Störungen auf die Akzeptanz vermut-
lich nicht negativ ausgewirkt. Da die meisten Störungen vom abgetrennten Re-
gieraum aus behoben werden konnten, ergab sich anscheinend ebenfalls kei-
ne signifikante Beeinflussung der Bewertungen der erinnerten Beiträge. Der
Austausch des elektronischen Bilderrahmens durch einen Tablet PC schien




In der durchgeführten Studie zeigte sich in den Kombinationen Tastatur-TV-
Bilderrahmen und PDA-TV-Bilderrahmen ein positiver Einfluss des elektro-
nischen Bilderrahmens. In beiden Gruppen erinnerten sich Vpn an signifikant
mehr Bilder. Weiterhin haben sich Vpn in diesen Gruppen die präsentierten
Nachrichtenbeiträge signifikant schneller angeschaut. Die Gerätekombinati-
on PDA-TV-Bilderrahmen wurde ebenfalls als Gerätekombination am besten
bewertet und unterschied sich signifikant von den Bewertungen der Tastatur-
TV-Gruppe. Weiterhin zeigten sich Hinweise auf einen positiven Effekt des
animierten Charakters, der die subjektiv empfundene kognitive Last der Vpn
senkte und eine signifikant höhere Erinnerungseffizienz als eine Sprachausga-
be ohne grafisches Feedback zur Folge hatte.
Insgesamt wurde das System in der Laborstudie jedoch schlechter als in der
Fragebogenstudie beurteilt. Dies liegt vermutlich darin begründet, dass die im
Experiment generierten Präsentationen Nachrichteninhalte zum Thema hat-
ten und keine Filminhalte. Weiterhin konnte die neue Sprachausgabe keine
Verbesserung der Akzeptanz im Vergleich zur Fragebogenstudie erzielen. Im
Experiment traten ebenfalls durch Systemfehler und einen Austausch des elek-
tronischen Bilderrahmens Störfaktoren auf. Diese wurden jedoch als Störva-
riablen in die Auswertung einbezogen und hatten keine signifikanten Auswir-
kungen auf das Experiment.
Das Experiment zeigt, dass sich der elektronische Bilderrahmen als zusätzli-
cher Bildschirm positiv auf die Erinnerung von Bildern und die Interaktions-
zeiten auswirkt. Der elektronische Bilderrahmen wirkte sich ebenfalls positiv
auf die Akzeptanz des Systems aus. Dies zeigt, dass die gekoppelten Ausgabe-
geräte des Home-Entertainment-Systems das Potential haben, Informationen
effizient und für den Benutzer ansprechend darzustellen.
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9 Wissenschaftlicher Beitrag und Ausblick
Das Thema dieser Arbeit ist die Entwicklung, Umsetzung und Evaluierung
eines multimedialen Präsentationssystems für gekoppelte Ausgabegeräte. Die
wissenschaftlichen Beiträge dieser Arbeit werden wie folgt dargestellt. Zu-
nächst werden die erbrachten Ergebnisse anhand der Gliederung der Arbeit
beschrieben. Anschließend werden die Ergebnisse mit Bezug auf die in Ab-
schnitt 1.2 gestellten Forschungsfragen analysiert. Abschließend erfolgt eine
Diskussion der Ansatzpunkte für weitere Forschungsarbeiten.
9.1 Zusammenfassung der Ergebnisse
Der wissenschaftliche Beitrag dieser Arbeit setzt sich zusammen aus der Ana-
lyse der bisherigen Forschungsarbeiten im Bereich von gekoppelten Ausgabe-
geräten (Kapitel 3), der Entwicklung eines Ansatzes für die Generierung mul-
timedialer Präsentationen mit gekoppelten Ausgabegeräten (Kapitel 5), der
Implementierung des Ansatzes (Kapitel 6) und der Evaluierung der Imple-
mentierung in Benutzerstudien (Kapitel 7 und 8). Dabei wurden die folgenden
Ergebnisse erzielt:
1. Konzeptuelle Beiträge:
Der Schwerpunkt der konzeptuellen Arbeit war die Definition eines Mo-
dells zur automatisierten Generierung von multimedialen Präsentatio-
nen auf gekoppelten Ausgabegeräten. Dazu wurde das Problem als Pla-
nungsproblem formuliert, wobei auf existierenden Arbeiten zur Präsen-
tationsplanung mit einem Ausgabegerät aufgebaut wurde. Zur Formu-
lierung dieses Problems war insbesondere die Definition eines Dienst-
, Geräte- und Ressourcenmodells für Ein-/Ausgabekomponenten not-
wendig, die ebenfalls in diesem Kapitel erfolgte.
Es wurden vier mögliche Ansätze zur Realisierung von gekoppelten
Ausgabegeräten in ubiquitären Informationssystemen identifiziert und
diskutiert. Der in dieser Arbeit verwendete Ansatz definiert ein Modell
für Ein-/Ausgabedienste, das auf einer Menge von domänenunabhängi-
gen Basiskonzepten aufbaut. Für eine bestimmte Domäne können diese
Konzepte gemäß den Anforderungen des Szenarios erweitert und spe-
zifiziert werden. Dies wurde am Beispiel einer Home-Entertainment-
Domäne durchgeführt.
Durch das Modell für Ein-/Ausgabedienste können zwar keine völlig
unbekannten Ausgabekomponenten beschrieben werden. Diese können
jedoch durch eine Erweiterung des Modells leicht integriert werden.
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Dies wird durch die Trennung zwischen domänenunabhängigen und
domänenabhängigen Konzepten im Modell unterstützt. Weiterhin kön-
nen multi-modale Komponententypen definiert werden, um Komponen-
tenklassen (z. B. animierte Charaktere) zu beschreiben. Dies erleichtert
ebenfalls die Integration neuer Ausgabekomponenten, was am Beispiel
der Modellierung der Home-Entertainment-Domäne demonstriert wur-
de.
Das definierte Modell für Ausgabedienste erlaubt die bisher umfang-
reichste und ausdrucksstärkste Modellierung von Ausgabekomponenten
in ubiquitären Informationssystemen. Wie in Kapitel 5.5.2 erläutert er-
möglicht das Modell eine Verallgemeinerung von Operatoren in der Prä-
sentationsplanung. Im Beispielszenario wurde die Anzahl der Planungs-
operatoren um den Faktor vier reduziert. Dadurch lassen sich flexiblere
Planungsstrategien formulieren, mit denen sich ausfallsichere Systeme
realisieren lassen. Außerdem ermöglichen die auf der Basis des Modells
definierten Operatoren die Ad-hoc-Integration einer breiten Menge von
Ausgabekomponenten.
2. Technische Beiträge:
Der konzeptuell definierte Planungsansatz und das Dienst-, Geräte- und
Ressourcenmodell für Ein-/Ausgabekomponenten wurden als Teil von
zwei ubiquitären Informationssystemen umgesetzt. Im Embassi-System
wurde das Modell für die Koordination einer grafischen Benutzerober-
fläche mit einer Sprachausgabe und einem animierten Charakter auf ei-
nem Fernseher und einem PDA verwendet.
Innerhalb des Dynamite-Projekts wurde das Modell weiter entwickelt
und der definierte Präsentationsplanungsansatz als Teil eines Home-
Entertainment-Systems umgesetzt. Mittels dieses Ansatzes konnte das
System einen PDA, einen Fernseher und einen elektronischen Bilder-
rahmen als Ausgabegeräte koppeln und als Teil eines Filminformati-
onssystems einsetzen.
Das System realisiert erstmals eine automatisierte Generierung von Prä-
sentationen mit gekoppelten Ausgabegeräten. Bisherige Systeme zur
automatisierten Generierung von Präsentationen sind nicht in der La-
ge, Präsentationen auf mehrere Ausgabegeräte zu verteilen. Systeme,
die gekoppelte Ausgabegeräte unterstützen, verwenden entweder feste
Layouts oder sie unterstützen keine multi-modale Ausgabe. Kein bis-
her existierendes System unterstützt Selbstbeschreibungen von Ausga-
bekomponenten, die die einzelne Modalitäten einer Ausgabekomponen-
te beschreiben.
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3. Empirische Beiträge: Fragebogenstudie
Die vom Home-Entertainment-System generierten Präsentationen auf
gekoppelten Ausgabegeräten wurden in einer Fragebogenstudie mit 56
Teilnehmern bzgl. ihrer Akzeptanz untersucht. Dabei wurde das Ge-
samtsystem als „recht gut“ und die Kopplung von Ausgabegeräten als
„recht nützlich“ empfunden. Weiterhin zog die Mehrheit der Teilnehmer
das System bei der Ausgabe von Filminformationen einem einzelnen
Ausgabegerät signifikant vor.
Es wurde beobachtet, dass sich die Bewertungen des Systems zwischen
Teilnehmern, die jünger als 20 sind und Teilnehmern, die älter als 20
sind, signifikant unterscheiden. Ältere Teilnehmer haben das System
dabei signifikant schlechter beurteilt. Dies wurde dadurch erklärt, dass
ältere Teilnehmer traditionell gewohnt sind, Ausgaben auf einem einzel-
nen Gerät zu betrachten. Weiterhin wurde das System durch Teilnehmer
mit wenig IT-Kenntnissen besser bewertet als durch IT-Fachleute. Die
Studie hat ebenfalls gezeigt, dass die vom Home-Entertainment-System
generierten Präsentationen mit gekoppelten Ausgabegeräten von den
Benutzern gut akzeptiert werden.
Bisherige Akzeptanzstudien zu gekoppelten Ausgabegeräten waren auf
Bildschirme als Ausgabegeräte beschränkt. Untersuchungen der Kopp-
lung in Abhängigkeit von Sprachausgabe und animierter Charakter fehl-
ten bisher. Systematische Experimente zur Kopplung von PDAs mit an-
deren Ausgabegeräten existierten bislang ebenfalls nicht. Diese Zusam-
menhänge wurden durch die Studie erstmals untersucht.
4. Empirische Beiträge: Laborstudie
Neben der Akzeptanz des Home-Entertainment-Systems wurde die Ef-
fizienz des Systems in einer Laborstudie mit 36 Teilnehmern unter-
sucht. Zur Untersuchung der Effizienz des Systems wurden die Film-
informationen durch Nachrichtenbeiträge ausgetauscht und ein Erinne-
rungsexperiment durchgeführt. Weiterhin wurden die Zeiten gemessen,
die die Teilnehmer brauchten, um sich einen Nachrichtenbeitrag mit
dem System anzusehen. Dabei wurden drei Kopplungen von Ausga-
begeräten (Fernseher-Bilderrahmen, PDA-Fernseher, PDA-Fernseher-
Bilderrahmen) untersucht und mit einem einzelnen Fernseher vergli-
chen.
Es zeigte sich, dass Kopplungen mit dem elektronischen Bilderrahmen
zu einer signifikanten Reduktion der Interaktionszeiten führten, ohne
dass sich die Erinnerungsleistung der Teilnehmer signifikant verschlech-
terte. Wie in der Fragebogenstudie haben die Teilnehmer ebenfalls ei-
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ne Kopplung von Ausgabegeräten gegenüber einem einzelnen Ausga-
begerät signifikant bevorzugt. Die vermuteten Effekte unterschiedlicher
Modalitätenkombinationen auf die Erinnerungseffizienz konnten jedoch
nicht beobachtet werden. Ein möglicher Grund für das Fehlen dieser Ef-
fekte ist die neue Sprachausgabe, die durch die Teilnehmer tendenziell
negativ beurteilt wurde.
Durch die Studie wurden erstmals unterschiedliche Modalitätenkombi-
nationen im Zusammenhang mit gekoppelten Ausgabegeräten in Bezug
auf Effizienz und Akzeptanz untersucht. Bisherige Untersuchungen zu
gekoppelten Ausgabegeräten waren entweder auf Multi-Monitor Syste-
me beschränkt oder hatten keine unterschiedlichen Kombinationen von
Ausgabemodalitäten untersucht.
9.2 Bearbeitung der Forschungsfragen
In Abschnitt 1.2 wurden fünf Forschungsfragen gestellt, die durch die Arbeit
beantwortet werden sollten. In diesem Kapitel werden die Ergebnisse in Bezug
auf diese Fragen diskutiert. Die Arbeit führte zu den folgenden Resultaten:
1. Welche Eigenschaften von Ausgabegeräten müssen modelliert wer-
den, um sie automatisch in ubiquitäre Informationssysteme einbin-
den zu können?
Diese Fragestellung wurde in Kapitel 5 bearbeitet. In Abschnitt 5.4.3
wurde ein Modell definiert, das die Eigenschaften von Ausgabediensten,
-geräten und -ressourcen, die unabhängig von einem konkreten Anwen-
dungsszenario sind, erfasst. Eine grundsätzliche Ressourcenbeschrän-
kung von visuellen Ausgabegeräten, die in jeder Domäne auftritt, ist
z. B. die Auflösung des Bildschirms. Es wurde motiviert, dass dieses
Modell für ein konkretes Anwendungsszenario erweitert und spezifi-
ziert werden muss. Dies wurde in Abschnitt 5.4.4 am Beispiel eines
Home-Entertainment-Szenarios durchgeführt. In Kapitel 6 wurde das
Modell durch die Implementierung in zwei ubiquitären Informations-
systemen verifiziert.
2. Ist ein Planungsansatz ebenfalls zur Generierung von Präsentatio-
nen auf gekoppelten Ausgabegeräten geeignet?
Die Implementierung des Präsentationsplanungsansatzes in Kapitel 6
hat den Präsentationsplanungsansatz für Kopplungen von einem PDA,
einem Fernseher und einem elektronischen Bilderrahmen verifiziert. Da-
bei wurden multimediale Präsentationen mit Sprachausgabe und ani-
miertem Charakter in Echtzeit durch das Präsentationsplanungssystem
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generiert. Dies erfolgte durch Integration des Modells für Ausgabe-
dienste, -geräte und -ressourcen in den Planungsansatz. Die Implemen-
tierung zeigt, dass der Planungsansatz im gewählten Home-Entertain-
ment-Szenario gut skaliert.
3. Können multimediale Präsentationen auf gekoppelten Ausgabege-
räten mit wenigen Ressourcen effizient umgesetzt werden?
Eine Teilaufgabenstellung des in Kapitel 6 beschriebenen Home-En-
tertainment-Systems betraf die Realisierung von SMIL-Präsentationen
auf einem iPaq hx2750 PDA und einem Loewe Aconda 9272 Fernseher
mit OnlinePlus-Zusatzmodul. Die Herausforderungen beim PDA betra-
fen insbesondere die geringe Auflösung von 240×320, die beschränkte
Netzwerkbandbreite und die geringe Prozessorleistung. Eine Herausfor-
derung beim Fernseher stellte insbesondere die geringe Prozessorleis-
tung dar.
Auf dem PDA wurde eine SMIL-Wiedergabekomponente in Java im-
plementiert. Dieselbe Implementierung wurde auf den Fernseher por-
tiert. Dabei wurde aufgrund der beschränkten Rechenkapazität Java Mi-
cro Edition eingesetzt. Die Qualität der Medienobjekte wurde weiterhin
an die Prozessorleistung und Bandbreite der Geräte angepasst, was ein
schnelleres Laden und einen geringeren Speicherverbrauch beim Dar-
stellen einer SMIL-Präsentation auf dem PDA zu Folge hatte. Die In-
tegration von Constraints zur Bildgröße in die Präsentationsplanung er-
möglichte weiterhin eine Anpassung des Layouts an geringe Auflösun-
gen. Das realisierte System demonstriert, dass der gewählte Ansatz sehr
gut auf ressourcenbeschränkten Ausgabegeräten skaliert.
In der in Kapitel 8 beschriebenen Evaluierung traten im Laufe von einer
Stunde Interaktionszeit durchschnittlich ein bis zwei Systemfehler auf,
die insbesondere durch eine zu hohe Speicherauslastung des Fernsehers
begründet waren. Es ist jedoch wahrscheinlich, dass sich diese Fehler
durch eine nähere Analyse der Speicherverwaltung der Java-Software
beheben lassen.
4. Werden von Benutzern des Home-Entertainment-Systems Präsen-
tationen auf gekoppelten Ausgabegeräten gegenüber konventionel-
len Einzelgeräteausgaben bevorzugt?
Die zwei Studien, die die Akzeptanz von gekoppelten Ausgabegerä-
ten untersucht haben, haben in diesem Punkt unterschiedliche Ergeb-
nisse geliefert. Die in Kapitel 7 beschriebene Fragebogenstudie ergab,
dass die Kombination PDA-Fernseher ebenso gut beurteilt wurde wie
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ein einzelner Fernseher. Weiterhin hatten die Teilnehmer der Studie das
Home-Entertainment-System gegenüber einem einzelnen PC signifikant
vorgezogen. Dabei wurden die gekoppelten Ausgabegeräte durch Teil-
nehmer, die jünger als 20 waren, besser akzeptiert. Insgesamt wurde das
System mit „recht gut“ bewertet.
Bei der in Kapitel 8 beschriebenen Laborstudie wurde durch die Teil-
nehmer eine Gerätekombination (PDA-Fernseher-Bilderrahmen) gegen-
über einem einzelnen Fernseher signifikant vorgezogen. Die Aussage,
dass die Darstellung auf der Gerätekombination ansprechend war, wur-
de durch die Teilnehmer bejaht („stimmt“). Insgesamt wurde das Home-
Entertainment-System jedoch schlechter als in der Fragebogenstudie
bewertet. Die Frage, ob die Teilnehmer das System einem einzelnen
Fernseher vorziehen würden, wurde verneint.
Ein möglicher Grund für die Unterschiede zwischen beiden Studien
könnte sein, dass den Teilnehmern in dieser Studie Nachrichtenbeiträge
und keine Filminformationen präsentiert wurden. Dies könnte dazu ge-
führt haben, dass den Teilnehmern die Vorteile der Kopplung von Aus-
gabegeräten nicht bewusst geworden sind und die traditionellen Einzel-
geräteausgaben vorgezogen haben.
Beide Studien zeigen, dass die Applikation eine zentrale Rolle bei der
Akzeptanz von gekoppelten Ausgabegeräten spielt. Im Bereich von Fil-
minformationssystemen scheinen gekoppelte Ausgabegeräte dabei ein
großes Potential aufzuweisen.
5. Arbeiten Benutzer mit gekoppelten Ausgabegeräten effizienter als
mit Ausgaben auf einem einzelnen Gerät?
Diese Fragestellung wurde in Kapitel 8 untersucht. Zunächst wurde die
Effizienz einer Präsentation mit ihrer Einprägsamkeit assoziiert. Dazu
wurde in der Studie abgefragt, an wie viele Informationen sich Benut-
zer bei Präsentationen mit gekoppelten Ausgabegeräten im Vergleich zu
einem einzelnen Ausgabegerät erinnern. Weiterhin wurde die Zeit ge-
messen, die die Teilnehmer zum Betrachten einer Präsentation benötigt
haben.
Dabei zeigte sich, dass in der Fernseher-Bilderrahmen-Kombination und
in der PDA-Fernseher-Bilderrahmen-Kombination signifikant mehr Bil-
der erinnert wurden als in den Kombinationen ohne Bilderrahmen. Wei-
terhin sanken in beiden Gruppen die Interaktionszeiten signifikant im
Vergleich zu den Kombinationen ohne Bilderrahmen. Dies spiegelt die
Ergebnisse existierender Forschungsarbeiten zu gekoppelten Monitoren
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wider und zeigt, dass Benutzer mit gekoppelten Ausgabegeräten effi-
zienter als mit einzelnen Ausgabegeräten interagieren können. Die be-
obachteten Effekte waren jedoch nicht so groß wie erwartet. Die Stei-
gerung der Erinnerungsleistung konnte nur bzgl. der Bewertungen der
erinnerten Bilder beobachtet werden. Bei der Summe der Bewertungen
von Nachrichtentitel, Textinhalt und Bildern konnte kein analoger Ef-
fekt beobachtet werden. In Bezug auf Bilderinnerungen kann die Frage
daher positiv beantwortet werden. Zur grundsätzlichen Beantwortung
der Frage sind jedoch weitere Studien erforderlich.
9.3 Ausblick
Im Verlauf der Arbeit ergaben sich Ansätze für mögliche Folgearbeiten. Aus
der Integration des Modell für Ausgabedienste, -geräte und -ressourcen in
ein ubiquitäres Informationssystem ergeben sich zahlreiche Anknüpfpunkte
für weitere Forschungsarbeiten wie bereits in Kapitel 5.6 illustriert wurde.
Hierzu bietet sich insbesondere der Dialog-Manager an. Mögliche Erweite-
rungen stellen die Integration des Modells in das Domänenwissen des Dialog-
Managers sowie die Verwendung einer Ausgabehistorie dar. Die Integration
des Modells in das Domänenwissen des Dialog-Managers ermöglicht dem
System, über Ausgabegeräte einen Diskurs führen zu können. Die Ausgabe-
historie ermöglicht es dem Dialog-Manager, auf ein Repräsentation der zu-
letzt durch das System umgesetzten Ausgabe zuzugreifen. Auf diese Weise
ist es möglich, dass das System Fragen über Teile der aktuellen Ausgabe be-
antworten kann („Welcher Schauspieler wird auf dem Bild auf dem Fernseher
dargestellt?“).
Der Präsentationsplaner bietet weitere Ansätze für mögliche Erweiterungen.
Falls Ausgabegeräte oder -komponenten aus dem System entfernt werden, so
wird dies bei der in dieser Arbeit realisierten Software durch eine vollständige
Neuplanung berücksichtigt, die der nächsten Systemausgabe vorausgeht. Wer-
den Ausgabekomponenten jedoch während der Planung einer multi-modalen
Ausgabe entfernt, so erfolgt ein Fehler bei der Ausführung des Plans. Dies
liegt darin begründet, dass der Planer noch die Existenz der entfernten Kom-
ponente voraussetzt.
Eine Erweiterung des Planers stellt eine inkrementelle Planung dar, die bei
einer Änderung in der Menge der Ausgabekomponenten zur Planungszeit nur
die Hypothesen neu plant, die durch die Änderung in der Menge der Ausga-
bekomponenten nicht verifiziert werden können (z. B. dass eine nicht mehr
vorhandene Sprachausgabekomponente einen Text akustisch ausgibt).
Eine aktuelle Entwicklung im Bereich von animierten Charakteren ist die
Vereinheitlichung der Verhaltensweisen von animierten Charakteren in der
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Sprache BML (Behaviour Markup Language) [Kopp et al., 2006]. Durch die
in Abschnitt 5.4.4 diskutierte Erweiterung des Modells für Ausgabedienste,
-geräte und -ressourcen durch BML könnte die Ausdruckskraft des Modells
in Bezug auf animierte Charaktere verbessert werden. Für den erfolgreichen
Einsatz dieser Modellierung ist es weiterhin erforderlich, dass die verwende-
ten animierten Charaktere ihre Verhaltensweisen mittels BML beschreiben.
Im hier realisierten Home-Entertainment-System wurden nur Interaktionen
mit einem Benutzer unterstützt. Typischerweise interagieren in einer Home-
Entertainment-Umgebung jedoch mehrere Nutzer gleichzeitig mit dem Sys-
tem. In [Kruppa, 2006] findet sich ein System, das die PDAs mehrerer Benut-
zer mit einem statischen Wandbildschirm in einem Museumskontext koppelt.
Hierbei ergibt sich insbesondere die Fragestellung, welche Informationen auf
einem privaten Bildschirm und welche Informationen auf einem allgemein
sichtbaren Bildschirm darzustellen sind. Ähnliche Präsentationen wie im Sys-
tem von Kruppa könnten auch im Home-Entertainment-System realisiert wer-
den. Eine damit verbundene Studie könnte untersuchen, ob bei mehreren Be-
nutzern die Akzeptanz des Systems steigt, wenn es von mehreren Benutzern
mittels geteilter Präsentationen gleichzeitig verwendet werden kann.
Wie in Abschnitt 5.1 illustriert wurde, können Präsentationen mit gekoppelten
Ausgabegeräten an den Ort des Benutzers angepasst werden. Dabei können die
Ausgaben z. B. an die Entfernung des Benutzers vom Ausgabegerät angepasst
werden. So könnte ein größerer Font verwendet werden, falls der Benutzer
weiter vom Bildschirm entfernt steht. Bildschirme die vom Blickwinkel des
Benutzers aus verdeckt sind, würden nicht verwendet.
Neben den in dieser Arbeit verwendeten Sprach- und Stifteingaben sind bei
gekoppelten Ausgabegeräten weitere Interaktionsparadigmen möglich. So dis-
kutiert [Kruppa, 2004] Benutzerschnittstellen für Kopplungen von einem PDA
mit einem Wandbildschirm. So könnte z. B. ein PDA als eine Lupe eingesetzt
werden, um Teile des Wandbildschirms hervorzuheben. Weiterhin könnte das
Home-Entertainment-System durch die Möglichkeit, die Ausgaben auf den
Ausgabegeräten direkt manipulieren zu können, erweitert werden. In [Reki-
moto, 2000] finden sich mehrere Ansätze, wie durch direkte Manipulation
Daten zwischen mobilen und stationären Ausgabegeräten ausgetauscht wer-
den können. Mittels dieser Interaktionstechniken könnten Benutzer im Home-
Entertainment-System z. B. Bilder von einem Bildschirm auf einen anderen
Bildschirm verschieben.
Zur Verifikation der in der Fragebogenstudie und der Laborstudie gewonnenen
Ergebnisse sind Folgestudien notwendig, die die beobachteten Effekte repli-
zieren. Zu den durch die Benutzer vorgeschlagene Verbesserungen, die die
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Akzeptanz des Home-Entertainment-Systems weiter erhöhen könnten, zählen
ein animierter Charakter mit mehr Ausdruckskraft sowie eine Sprachausga-
be mit einem natürlicheren Sprachfluss. Weiterhin könnten neben statischen
Bildern auch Videos verwendet werden. Die Kommentare der Teilnehmer der
Studien lassen vermuten, dass diese Erweiterungen einen positiven Effekt auf




In diesem Kapitel werden Beispiele für die Inhalte gegeben, die vom in Ab-
schnitt 6.2 beschriebenen System präsentiert und auf mehrere Geräte verteilt
werden (Anhang A.1). Die Inhalte werden von der Filmdatenbankapplikation
in Abbildung 6.11 verwaltet. Weiterhin wird ein Überblick über die Architek-
tur der Java-Implementierung des Dienst-, Geräte- und Ressourcenmodells für
Ein-/Ausgabekomponenten gegeben (Anhang A.2). Anschließend werden zu
dem Beispiel in Abbildung 6.19 ein vollständiger Startzustand s0 des Planers
sowie die Definitionen der verwendeten Operatoren angegeben (Anhang A.3).
Abschließend werden Beispiele für Präsentationen gegeben, die durch das in
Abschnitt 6.2 beschriebene System generiert werden (Anhang A.4).
A.1 Präsentierte Inhalte
Dieser Abschnitt enthält vier Beispiele für die durch das Home-Entertainment-
System präsentierten Inhalte, die durch die Komponente P1 in Abbildung 6.11
in einer Filmdatenbank verwaltet werden. Die Bilder wurden den Vorschau-
en der Filme entnommen, die urheberrechtsfrei sind und im Internet Archive
verwaltet werden1. Die textuellen Zusammenfassungen der vier Filme wurden
eigenhändig erstellt.
„African Queen“
„Der raubeinige Kapitän Charlie (Humphrey Bogart) verschifft während des
ersten Weltkrieges Versorgungsgüter nach Deutsch-Ostafrika. Zusammen mit
der Missionsschwester Rosie (Katherine Hepburn) muss er sich durch die
feindlichen Linien schlagen. Packende Abenteuerkomödie mit großartigen




„Der Tag, an dem die Erde still stand“
„Eine fliegende Untertasse landet in Washington kurz nach Ende des zwei-
ten Weltkrieges. Der Außerirdische Klaatu (Michael Rennie) und sein riesiger
Roboter warnen die Menschen vor einem Atomkrieg und fordern sie auf, Frie-
den zu schließen. Um seiner Warnung Nachdruck zu verleihen, lässt er alle
Maschinen der Erde eine halbe Stunde lang stillstehen.“
„Caesar und Cleopatra“
„Der alternde Caesar (Claude Rains) steht mit seinen Truppen vor den Toren
Alexandrias. Dort entdeckt er ein junges Mädchen (Vivien Leigh), das sich vor
dem gefürchteten Eroberer versteckt hält. Caesar erkennt in ihr die 17-jährige
Cleopatra und verfällt ihrem jugendlichen Zauber. Er verspricht ihr, sie zur
Königin von Ägypten zu machen.“
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„Anastasia“
„Der im Pariser Exil lebende General Bounine (Yul Brunner) will 10 Millio-
nen Pfund erbeuten, indem er ein labiles Mädchen (Ingrid Bergman) als tot ge-
glaubte russische Thronfolgerin Anastasia ausgibt. Während er sie vorbereitet,
entsteht in ihm der Verdacht, dass sie tatsächlich Anastasia ist. Filmklassiker.
Zweiter Oscar für Ingrid Bergman.“
A.2 Dienst-, Geräte- und Ressourcenmodell
In diesem Abschnitt wird ein Überblick über die Java-Implementierung des
Dienst-, Geräte- und Ressourcenmodells für Ein-/Ausgabekomponenten im
Home-Entertainment-System gegeben, das in Abschnitt 6.2 beschrieben wird.
Die Implementierung wird in den Abbildungen A.1 und A.2 in Form von
UML-Klassendiagrammen dargestellt.
Die Klasse RenderComponent implementiert die Definitionen der multi-
modalen Typen aus Tabelle 5.3 und der Unimodalitäten aus Tabelle 5.8 . Ein
Objekt vom Typ RenderComponent umfasst einen Bezeichner (agent-
Name), eine Liste von unterstützten Inhaltstypen (outputContentTypes),
sowie eine Liste von Ausgabegeräten (outputDeviceList). Ausgabege-
räte sind Instanzen der Klasse OutputDevice und werden einem überge-
ordneten Gerät zugeordnet (z. B. einem Fernseher) und einem Ort. Weiterhin
besitzen sie die Eigenschaften Auflösung und Medium (Klasse OutputDe-
vicePropertyItem, vgl. Tabelle 5.8). Die Variable outputContent-
Types modelliert den multi-modalen Parameter media-format und enthält
eine Liste von Instanzen der Klasse OutputContentType. Die Liste der
Ausgabemedien (outputMediaList) enthält die auditoriellen und visu-
ellen Ausgabemedien von Komponenten vom Typ agent (vgl. Tabelle 5.6).
Elemente dieser Liste sind Instanzen der Klasse OutputMedium. In der Va-
riable renderComponentType wird der multi-modale Typ (agent oder
player) der Ausgabekomponente verwaltet.
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Die Status der Ausgabekomponenten werden in der Variable rcStatus vom
Typ RenderComponentStatus verwaltet. Bei rcStatuswird nicht zwi-
schen multi-modalen und uni-modalen Status unterschieden. Von visuellen
Ausgabekomponenten wird die Höhe (height), die Breite (width), der
Ort (location)und die Sichtbarkeit (visibility) des sie umgebenden
Fensters modelliert. Bei dynamischen Ausgabekomponenten wird modelliert,
ob zur Zeit eine Ausgabe erfolgt. Dies stellt die Implementierung der Status
has-size, has-screen-location, is-visible und is-playing dar. Optional
können auch Ausgabekomponenten angegeben werden, mit denen ein Syn-
chronisationsprotokoll durchgeführt werden muss syncPartnerType. Die
Ausgabeunimodalitäten werden in der Variable unimodalities verwaltet,
die Elemente vom Typ OutputUnimodality enthält. Jede Ausgabeuni-
modalität wird entsprechend der Definitionen aus [Bernsen, 2001] mittels der
Klasse BernsenOutputCategory beschrieben (vgl. Tabelle 5.7).
Die Modellierung der Eingabekomponenten in der Klasse InputCompo-
nent (Abbildung A.2) erfolgt analog zu den Ausgabekomponenten. Wie in
Abschnitt 5.4.5 erläutert wurde, werden Eingabekomponenten lediglich durch
eine Eingabeunimodalität modelliert.
A.3 Startzustand und Operatoren des Ckuckuk-Planers
In Abbildung A.3 findet sich ein Beispiel für einen Startzustand s0, der von
dem Ckuckuk-Planer [André et al., 2000] verwendet wird, wie in Abschnitt
6.2.5 beschrieben wurde. Im Beispielzustand sind die Sprachausgabekompo-
nente (vgl. Abbildung 6.14) sowie die Charakterkomponente (vgl. Abbildung
6.15) mit dem System verbunden. Abbildungen A.4 bis A.10 zeigen die Ope-
ratoren, die in dem Beispiel aus Abbildung 6.19 zum Einsatz kommen. In
diesem Beispiel werden der PDA, der Fernseher und der elektronische Bilder-
rahmen gekoppelt.
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Abbildung A.2: UML-Diagramm Implementierung Eingabekomponentenmo-
dell.
270
A.3. STARTZUSTAND UND OPERATOREN DES CKUCKUK-PLANERS
Abbildung A.3: Beispiel für Startzustand so des Ckuckuk-Planers.
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Abbildung A.4: Operator BuildPresentation des Ckuckuk-Planers.
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Abbildung A.5: Operator BuildSmilPresentationSingleImage des
Ckuckuk-Planers.




Abbildung A.7: Operator BuildSmilPresentation des Ckuckuk-
Planers.
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Abbildung A.10: Operator BuildDigiframePresentationSingle-
Image des Ckuckuk-Planers.
A.4 Beispielpräsentationen
Dieser Abschnitt enthält Beispiele für Präsentationen, die von dem in Ab-
schnitt 6.2 beschriebenen System generiert werden. Auf den Abbildungen
wird anstelle des elektronischen Bilderrahmens (vgl. Abbildung 6.8) ein um-
funktionierter Toshiba Portégé M200 Tablet PC verwendet, da der elektroni-
sche Bilderrahmen aufgrund eines Hardware-Defekts nicht verwendet werden
konnte. Die Funktionalität des Bilderrahmens wurde vollständig auf den Ta-
blet PC migriert. In jeder Präsentation wird der Inhalt des Filmes „African
Queen“ präsentiert (vgl. Anhang A.1).




Abbildung A.12: Präsentation auf dem PDA mit visuellem Text.
Abbildung A.13: Präsentation auf dem Fernseher mit Charakter.
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Abbildung A.14: Präsentation auf dem Fernseher mit visuellem Text.
Abbildung A.15: Präsentation auf PDA und Fernseher mit Charakter.
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Abbildung A.16: Präsentation auf PDA und Fernseher mit visuellem Text.
Abbildung A.17: Präsentation auf Fernseher und Bilderrahmen mit Charakter.
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Abbildung A.18: Präsentation auf Fernseher und Bilderrahmen mit visuellem
Text.








Im Folgenden wird der Inhalt des Fragebogens wiedergegeben, der in der in
Kapitel 7 beschriebenen Studie zum Einsatz kam.
Einleitung
Vielen Dank, dass Sie an unserem Experiment zur Auswertung unseres Hei-
munterhaltungssystems teilnehmen. Sie helfen uns dadurch, existierende Sys-
teme zu verbessern und neue Systeme zu entwickeln, welche auf die Bedürf-
nisse der Benutzer zugeschnitten sind. Die im Folgenden von Ihnen erhobenen
Daten werden selbstverständlich nur in anonymisierter Form ohne Bezug zu
Ihrer Person gespeichert. Es wird durch die Daten keine Möglichkeit bestehen,
einen Rückschluss auf Ihre persönlichen Angaben zu ziehen.
Sollten Sie Fragen haben oder Teile der Demonstration noch einmal sehen
möchten, so steht Ihnen am Stand ein Film der Demonstration zur Verfügung.
Sie können sich ebenfalls jederzeit an einen der Versuchsleiter wenden.
Allgemeine Angaben
Zunächst möchten wir Sie bitten, einige allgemeine Angaben zu Ihrer Person
zu machen.
Bitte geben Sie Ihr Alter an: Jahre
Bitte geben Sie Ihr Geschlecht an:
2 weiblich
2 männlich
Bitte geben Sie Ihren Beruf an:
Bitte geben Sie an, ob Sie beruflich oder privat auf der CeBit sind:
2 beruflich
2 privat
Bitte geben Sie an, wie viele Stunden pro Woche Sie mit einem der folgenden
Geräte arbeiten (0 Stunden pro Woche bedeutet gar nicht):
Computer: Stunden pro Woche
Fernseher: Stunden pro Woche
Tragbarer Kleinst-Computer (PDA) : Stunden pro Woche
Digitaler Bilderrahmen: Stunden pro Woche
Bitte geben Sie an, wie viele Kinofilme Sie sich pro Monat im Fernsehen, auf
dem Computer oder im Kino ansehen:
Kinofilme pro Monat
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Eingabemöglichkeiten
Im Folgenden möchten wir Sie bitten, die Eingabemöglichkeiten des Systems
zu beurteilen, das Ihnen gerade demonstriert wurde. Die Eingabemöglichkei-
ten sind Spracheingabe über das Headset sowie Eingabe per Stift auf dem
tragbaren Kleinst-Computer (PDA).
Bitte bewerten Sie, wie komfortabel Sie die Bedienung des Systems per Sprach-
eingabe über das Headset empfanden:
2 Sehr komfortabel
2 Recht komfortabel
2 Weder komfortabel noch kompliziert
2 Eher kompliziert
2 Sehr kompliziert
Bitte bewerten Sie, wie komfortabel Sie die Bedienung des Systems per Stif-
teingabe mit dem tragbaren Kleinst-Computer (PDA) empfanden:
2 Sehr komfortabel
2 Recht komfortabel




Im Folgenden möchten wir Sie bitten, die Ausgabemöglichkeiten des Systems
zu beurteilen, das Ihnen gerade demonstriert wurde.
Wie gut hat Ihnen (unabhängig vom Gerät) der animierte Helfer gefallen?
2 Sehr gut gefallen
2 Recht gut gefallen
2 Weder gut noch schlecht gefallen
2 Eher schlecht gefallen
2 Überhaupt nicht gefallen
Wie gut hat Ihnen (unabhängig vom Gerät) die Sprachausgabe gefallen?
2 Sehr gut gefallen
2 Recht gut gefallen
2 Weder gut noch schlecht gefallen
2 Eher schlecht gefallen
2 Überhaupt nicht gefallen
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Wie gut hat Ihnen (unabhängig vom Gerät) die rein grafische Textausgabe
gefallen?
2 Sehr gut gefallen
2 Recht gut gefallen
2 Weder gut noch schlecht gefallen
2 Eher schlecht gefallen
2 Überhaupt nicht gefallen
Wie gut haben Ihnen (unabhängig vom Gerät) die Filmbilder gefallen?
2 Sehr gut gefallen
2 Recht gut gefallen
2 Weder gut noch schlecht gefallen
2 Eher schlecht gefallen
2 Überhaupt nicht gefallen
Gerätekombinationen
Wir möchten Sie bitten, die unterschiedlichen Kombinationen der drei Geräte
der Demonstration (tragbarer Kleinst-Computer, Fernseher oder digitaler Bil-
derrahmen) bzgl. der Ausgabe von Kinofilm-Informationen zu beurteilen.
Wie gut hat Ihnen die Ausgabe von Kinofilm-Informationen auf dem tragbaren
Kleinst-Computer alleine gefallen?
2 Sehr gut gefallen
2 Recht gut gefallen
2 Weder gut noch schlecht gefallen
2 Eher schlecht gefallen
2 Überhaupt nicht gefallen
Wie gut hat Ihnen die Ausgabe von Kinofilm-Informationen auf dem Fernse-
her alleine gefallen?
2 Sehr gut gefallen
2 Recht gut gefallen
2 Weder gut noch schlecht gefallen
2 Eher schlecht gefallen
2 Überhaupt nicht gefallen
Wie gut hat Ihnen die kombinierte Ausgabe von Kinofilm-Informationen auf
dem tragbaren Kleinst-Computer und auf dem Fernseher gefallen?
2 Sehr gut gefallen
2 Recht gut gefallen
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2 Weder gut noch schlecht gefallen
2 Eher schlecht gefallen
2 Überhaupt nicht gefallen
Wie gut hat Ihnen die kombinierte Ausgabe von Kinofilm-Informationen auf
dem Fernseher und auf dem digitalen Bilderrahmen gefallen?
2 Sehr gut gefallen
2 Recht gut gefallen
2 Weder gut noch schlecht gefallen
2 Eher schlecht gefallen
2 Überhaupt nicht gefallen
Wie gut hat Ihnen die Ausgabe von Kinofilm-Informationen auf dem digitalen
Bilderrahmen alleine gefallen?
2 Sehr gut gefallen
2 Recht gut gefallen
2 Weder gut noch schlecht gefallen
2 Eher schlecht gefallen
2 Überhaupt nicht gefallen
Gesamtbeurteilung
Abschließend möchten wir Sie bitten, das demonstrierte System als Ganzes zu
bewerten.
Wie hat Ihnen die Demonstration insgesamt gefallen?
2 Sehr gut gefallen
2 Recht gut gefallen
2 Weder gut noch schlecht gefallen
2 Eher schlecht gefallen
2 Überhaupt nicht gefallen




2 Weder nützlich noch überflüssig
2 Eher überflüssig
2 Völlig überflüssig





2 Weder nützlich noch überflüssig
2 Eher überflüssig
2 Völlig überflüssig
Würden Sie bei der Ausgabe von Kinofilm-Informationen Ausgaben auf ei-
nem einzelnen Gerät oder Ausgaben auf mehreren Geräten bevorzugen?
2 Ich würde Ausgaben auf einem einzelnen Gerät vorziehen
2 Ich würde Ausgaben auf mehreren Geräten vorziehen
Würden Sie bei der Suche nach Kinofilm-Informationen das demonstrierte
System einem PC mit Internet-Anschluss vorziehen?
2 Ja, ich würde es dem PC gegenüber vorziehen
2 Nein, ich fände den PC besser






Hier haben Sie noch die Gelegenheit zu allgemeinen Anregungen, Kritik oder
Verbesserungswünschen:
Vielen Dank für Ihre Teilnahme. Falls Sie noch weitere Fragen, Anregungen




In diesem Kapitel finden sich die in der Laborstudie (Kapitel 8) verwendeten
Fragebögen und die Instruktionen zur Verwendung der Gerätekombinationen.
Bei den Fragebögen wurden ein Eingangsfragebogen, ein Zwischenfragebo-
gen und ein Abschlussfragebogen verwendet.
C.1 Eingangsfragebogen
Im Folgenden werden Bilder des Eingangsfragebogens dargestellt, den die
Vpn am Anfang der Studie auf einem Laptop ausgefüllt haben.
Abbildung C.1: Eingangsfragebogen, Seite 1: Einleitung und Fragen zu de-
skriptiven Daten.
Zunächst erfolgte eine kurze textuelle Einleitung in den Versuch. Anschlie-
ßend wurden den Vpn einige allgemeine Fragen zu ihrer Person gestellt (Ab-
bildung C.1). Anschließend erfolgte eine erste Instruktion der Vpn zum Ver-
suchsablauf (Abbildung C.2).
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Abbildung C.2: Eingangsfragebogen, Seite 2: Instruktionen.
C.2 Einweisung in die Gerätekombination
Nach dem ersten Teil der Einweisung auf dem Laptop wird die Vp gebeten, zu
den Geräten zu wechseln. Hier erfolgt eine weitere Einweisung, die auf drei
Bildschirmseiten verteilt ist.
Abbildung C.3: Einleitung auf Fernseher, Seite 1.
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Abbildungen C.3, C.4 und C.5 zeigen die einleitenden Texte auf dem Fernse-
her in den Gruppen Tastatur-TV und Tastatur-TV-Bilderrahmen. In den Grup-
pen PDA-TV und PDA-TV-Bilderrahmen wird derselbe Text auf dem PDA
ausgegeben.
Abbildung C.4: Einleitung auf Fernseher, Seite 2.
Abbildung C.5: Einleitung auf Fernseher, Seite 3.
C.3 Zwischenfragebogen
Der Zwischenfragebogen setzte sich aus vier Teilen zusammen. Auf der ers-
ten Seite des Zwischenfragebogens wurden die Vpn gebeten, die gesehene
Präsentationsbedingung zu bewerten. Auf der zweiten Seite des Zwischenfra-
gebogens wurden die Vpn gebeten, die Nachrichtentitel anzugeben, an die sie
sich noch erinnern können. Anschließend wurden die Vpn gebeten, zu jedem
erinnerten Nachrichtentitel anzugeben, an welchen Inhalt der Beiträge sie sich
erinnern können. Abschließend wurden die Benutzer gebeten anzugeben, wie
häufig sie jedes einzelne Gerät betrachtet haben.
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Abbildung C.6: Zwischenfragebogen, Teil A: Fragen zur Präsentationsbedin-
gung (hier BSC).




Abbildung C.8: Zwischenfragebogen, Teil C: Abfrage der erinnerten Nach-
richteninhalte.
Abbildung C.9: Zwischenfragebogen, Teil D: Abfrage der Gerätenutzung.
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Die Fragen auf der ersten Seite des Zwischenfragebogens wurden auf die ge-
sehene Präsentationsbedingung (BS, BSC oder TB) abgestimmt. Eine Vp, die
z. B. die Bedingung TB gesehen hatte, wurde nur gebeten, Text und Bilder
zu bewerten. Die Sprachausgabe oder der animierten Charakter wurden nicht
bewertet. Abbildung C.6 zeigt den Fragebogen für die BSC-Bedingung.
Auf der zweiten Seite des Zwischenfragebogens wurden die Titel der Nach-
richtenbeiträge abgefragt, an die sich die Vp erinnert (Abbildung C.7). Im
dritten Teil des Zwischenfragebogens wurden die Vpn gebeten, zu jedem Ti-
tel, den sie im vorherigen Teil angegeben haben, den Inhalt anzugeben, an
den sie sich erinnern. Dies erfolgte mittels des in Abbildung C.8 angegebenen
Fragebogens.
Im letzten Teil des Zwischenfragebogens wurden die Vpn in Gruppen mit
mehr als einem Ausgabegerät (d. h. alle Gruppen außer Tastatur-TV) gefragt,
wie häufig sie die einzelnen Geräte verwendet haben. Abbildung C.9 zeigt den
Fragebogen für Vpn aus der Gruppe PDA-TV-Bilderrahmen.
C.4 Abschlussfragebogen
Im Abschlussfragebogen wurden den Vpn verschiedene Fragen über die je-
weils verwendete Gerätekombination gestellt. Abbildung C.10 zeigt den Ab-
schlussfragebogen in der Gruppe PDA-TV-Bilderrahmen.
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