Abstract-Previously, an angle modulated simulated Kalman filter (AMSKF) algorithm has been implemented for feature selection in peak classification of electroencephalogram (EEG) signals. The AMSKF is an extension of simulated Kalman filter (SKF) algorithm for combinatorial optimization problems. In this paper, another extension of SKF algorithm, which is called binary SKF (BSKF) algorithm, is applied for the same feature selection problem. It is found that the BSKF algorithm performed slightly better than the AMSKF algorithm.
I. INTRODUCTION
Neural network with random weight (NNRW) has been employed in peak classification of EEG signals [1] . Due to potential redundancy of peak features, AMSKF [2] algorithm has been employed as feature selection. It is found that the AMSKF able to select most relevant set of features and by using NNRW [3] as the classifier, the classification performance is better compared to the results produced when different set of features were employed.
The SKF algorithm is a population-based optimization algorithm [4] [5] . The SKF algorithm has been studied fundamentally [6] [7] [8] [9] and been applied in solving practical problems [10] [11] [12] [13] . Feature selection in peak classification of EEG signals [3] is one of the applications of SKF algorithm.
The AMSKF algorithm [2] is an extension of SKF algorithm for combinatorial optimization problems such as feature selection. Binary SKF (BSKF) algorithm [14] is also an extension of SKF algorithm. In this paper, BSKF algorithm is employed for feature selection in peak classification and the results produced by BSKF algorithm is compared with existing results. Fig. 1 shows two actual peaks in an EEG signal. To differentiate between actual peak and non-peak region, 16 features can be extracted from a peak [3] as follows:
II. FEATURES OF AN EEG SIGNAL
f1 -The peak-to-peak amplitude at the first half wave. f2 -The peak-to-peak amplitude at the second half wave. f3 -The turning point amplitude at the first half wave. f4 -The turning point amplitude at the second half wave. f5 -The moving average amplitude. f6 -The peak width. f7 -The first half wave width. f8 -The second half wave width. f9 -The turning point width. f10 -The first half-wave turning point width. f11 -The second half wave turning point width. f12 -The half point width. f13 -The peak slope at the first half wave. f14 -The peak slope at the second half-wave. f15 -The turning point slope at the first half-wave. f16 -The turning point slope at the second half wave.
Selection of features is needed because the classification performance is highly dependent on the features set. In this study, BSKF [14] , which is a multi-agents or population-based algorithm, is employed for feature selection.
III. BINARY SKF FOR FEATURE SELECTION
Since 16 features are considered in this study, solutions to the feature selection can be represented as a binary string of 16 dimensions, as shown in Fig. 2 . Based on this representation, "1" indicates that a feature is selected and "0" indicates that a feature is not selected. Due to massive possible combinations, search for a set of good features is a difficult task. Consider n number of agents, BSKF algorithm begins with binary initialization of n agents randomly. The maximum number of iterations, tmax, is also defined. The values for initial error covariance estimate, (0), process noise, , and measurement noise, , are initialized as (0) = 1000, = 0.5, = 0.5. Then, every agent is subjected to fitness evaluation. In this study, Gmean is used as fitness and it is calculated as follows:
where TPR = TP/(TP+FN) and TNR = TN/(TN+FP). In Gmean calculation, a true peak, TP, is the correctly detected peak point of a peak candidate, a true non-peak, TN, is any correctly detected non-peak point of a peak candidate, a false peak, FP, is an incorrectly designated non-peak point of a peak candidate, a false non-peak, FN, is any incorrectly detected true peak point of peak candidate, TPR is the true peak rate, and TNR is the true non-peak rate. Note that in this study, the objective is to maximize the Gmean value.
The fitness values are compared and the agent having the best fitness value at every iteration, t, is registered as Xbest(t). In this study,
The-best-so-far solution in BSKF is named as Xtrue. The Xtrue is updated only if the Xbest(t) is better than the Xtrue.
The subsequent calculations are similar to the predictmeasure-estimate steps in Kalman filter. In the prediction step, the following time-update equations are computed.
where Xi(t) and Xi(t|t) are the current state and current transition/predicted state, respectively, and P(t) and P(t|t) are the current error covariant estimate and current transition error covariant estimate, respectively. The next step is measurement, which is calculated based on the following equation:
is a uniformly distributed random number in the range of [0,1].
During estimation, Kalman gain, ( ), is computed as follows:
Then, the estimation of next state, Xi(t+1), and the updated error covariant are computed based on Eqn. (7) and Eqn. (8), respectively.
The term i is then mapped into a probabilistic value within interval [0,1] using a mapping function, ( ( )), as follows:
After the ( ) is calculated, a random number, rand, is generated and a binary value that represent the selection of a feature is updated according to the following rule:
Finally, the next iteration is executed until the maximum number of iterations, tmax, is reached. Fig. 3 shows the peak classification process which includes BSKF and NNRW. The Gmean value is calculated based on the classification performance of NNRW. The NNRW is a fast learning algorithm of a single layer feedforward neural network (SLFN). The NNRW, which was firstly introduced by Schmidt [15] , consists of three layers that are input, hidden, and output layers. The input weights are located between the input layer and hidden layer. In between of the hidden layer and output layer are the output weights. The learning concept of NNRW is that the input weights and the biases at the hidden layer in the network are chosen randomly with a specific interval, whereas the output weights are estimated by the Moore-Penrose generalized inverse method [16] . The input weights are assigned randomly between -1 and 1. Also, the biases in the hidden layer are assigned randomly between 0 and 1. Both parameters follow the setup parameters in [17] .
IV. PEAK CLASSIFICATION BASED ON NNRW AND BSKF
The output function of NNRW classifier of a given unknown sample, x, can be described as ( ) = ℎ( ) . The output matrix of the hidden layer, H, is calculated as follows: (10) where g is an activation function of the hidden neuron, x is the N × L matrix of inputs, a is the d × L matrix of random input weights, b is the 1 × L matrix of random biases in the hidden layer, N is an arbitrary distinct sample, L is the number of hidden neurons, and d is the number of inputs. The ith column of H is the output of the ith hidden neuron with respect to inputs x1, x2, until xd. 
respectively. To find the least square solution, , of the linear system, = , the minimum-norm least-squares solution is computed as follows: (13) It is well known that the smallest norm least-squares solution of Eqn. (11) In the output layer, two neurons are used in the network to classify the output into two classes (output): class 1 and class 0. For two classes (m > 1), the predicted class label is the ith number of the output neurons which the maximum value of output neuron. The predicted class label of a given unknown sample x is defined as follows: (14) V. EXPERIMENT, RESULT, AND DISCUSSION The EEG signals in this study were obtained in the Applied Control and Robotic (ACR) Laboratory, Department of Electrical Engineering, Faculty of Engineering, University of Malaya, Malaysia. Thirty healthy subjects were involved voluntarily in these data collection sessions which were undergraduate and postgraduate students in the Faculty of Engineering.
This study involves three different cases of the EEG signals as tabulated in Table 1 . The first case is labeled as single eye blink signals. The second case is labeled as double eye blink signals. The third case is labeled as eye movement signals. The first and second cases of EEG signals recording were conducted using the g.USBamp biological signals acquisition system. While, the third case of EEG signals recording were conducted using the g.MOBIlab portable biological signals acquisition system. The scalp electrodes arrangement of the three different signals is placed using the 10-20 international electrode placement system [18] . The sampling frequency for those signals was set to 256 Hz.
In the data collection session, the subjects were told to prepare for the external voice cue within up to 4 seconds. Appearance of the cue is voice command or verbal reminder for the subject to move his eyes initially forward fixation to the left, right, single eye blink, or double eye blink. At exactly 5 seconds from the beginning session, the external voice cue appears instructing the subject to follow the command.
The single blink and double blink signals were recorded from F9 channel. The reference electrode was located on the ear. The ground electrode was located on channel AFz. In total, only three electrodes were used. The electrodes from the F9 channels are positioned for detecting EEG peaks associated with the brain response of commanded single and double eye blink. Single means the eye blinking once while double means the eye blinking twice.
For the data collection of single eye blink signals, the commands will appear one by one in the duration of 10 seconds. The sequences of the commands are single eye blink, shift gaze to the right direction, shift gaze the forward direction, single eye blink, shift gaze to the right direction, shift gaze to the forward direction. For the data collection of double eye blink signals, the commands will appear one by one in the duration of 80 seconds. The sequences of the commands are shift gaze to the right direction, shift gaze to the forward direction, double eye blink, shift gaze to the right direction, shift gaze to the forward direction, shift gaze to the left direction, shift gaze to the forward direction, double eye blink, shift gaze to the left direction, shift gaze to the forward direction, double eye blink, shift gaze to the left direction, shift gaze to the forward direction, shift gaze to the right direction, shift gaze to the forward direction, and double eye blink. The eyes blink that produces some peaks in the signals on channel F9 is archived as raw data for analysis.
The eye movement signals were recorded from C3 and C4 channels. The channel CZ was used as a reference. The ground electrode was located on FPz channel. In total, only four electrodes were used. The electrodes from the C3 and C4 channels are positioned for detecting EEG peaks associated with the brain response of commanded horizontal eye gaze direction. For the data collection of eye movement signals, the subjects have only to follow the command to shift gaze to the left or right direction and hold the new eye position from 5 until 10 s, which is the end of the EEG recording. The eye gaze directions that produce some peaks in the signals on channels C3 and C4 are archived as raw data for analysis.
The single eye blink signals have 30 signals, 10-second length per signal, 2560 sampling points per signal, and each signal containing two known peak points and various additional signal patterns. In total, this study was collecting 76800 sampling points' data. The additional signal patterns are the edge transitions which represent the eye movements. The known peak pattern in this signal represents a single eye blink. The peak pattern of a single eye blink is useful as an additional feature for controlling an electric wheelchair [19] . From the total sampling points (76800), 3238 sampling point locations are identified as the locations of peak candidates, 60 sampling point locations are identified as the locations of true peaks, and 3178 sampling point locations are identified as the locations of false peaks. The double eye blink signals have five signals, 80-second length per signal, 20480 sampling points per signal, and each signal containing eight known peak points and some additional signal patterns. The total sampling points that were collecting are 102400. The additional signal patterns are the edge transitions that represent the horizontal eye movements. The signals occasionally contain a peak of the single eye blink. The peak pattern of the double eye blink is also useful as an additional feature for controlling a wheelchair [20] . From the total sampling points (102400), 4662 sampling point locations are identified as the locations of peak candidates, 40 sampling point locations are identified as the locations of true peaks, and 4622 sampling point locations are identified as the locations of false peaks.
In general, the peak amplitude of EEG signal is different from one subject to another where it can vary between 600 µV and 1100 µV [21] . Another research work [22] have analyzed the electrical behavior of EEG eye blink events. The research work has recorded the minimum, maximum, and the average of the peak amplitude. The minimum value of amplitude was 55 µV. The highest value of amplitude was 533 µV. The average of peak amplitude was 170 µV. These findings showed that the peak amplitude can vary from 55 µV up to 533 µV and it depends on subjects. Sometimes, the amplitude is higher than usual due to containing various noises.
Several research works have used C3 and C4 channels to record the response of eye gaze direction in EEG signals. Also, CZ channel is commonly used as a reference for EEG signals. The C3, C4, and CZ channels are used because of they have relatively little less contamination from EEG artifacts due to eye blinking [23] .
In total, the data collection has 40-second length and 102400 sampling points. From 102400 sampling points, 3881 candidate peak locations were recognized where the known actual peak point locations are 40 and the remaining sampling points are the known actual non-peak point location. Table 2 . An example of convergence curve of the BSKF feature selection is shown in Fig. 4 . The example of convergence curve demonstrates that the BSKF algorithm able to reach convergence within 140 iterations. Table 3 demonstrates the experimental results of 30 runs using BSKF technique. It is found that the best peak model over 30 runs is f1, f4, f7, f9, f11, f13, and f16, with 72.9% of testing accuracy. From those associated features, two of features are peak amplitudes (f1 and f4), three of features are peak widths (f7, f9, and f11), and two of features are peak slopes (f13 and f16). For overall of testing accuracy, the average, maximum, minimum, and STDEV over 30 runs are 65.1%, 72.9%, 57.3%, and 4.2%, respectively.
The effectiveness of the BSKF technique and the best peak model can be measured by comparing with the existing models. As can be seen in Table 2 , the classification performance of testing for full feature set, Dumpala [24] , Acir [25] , Liu [26] , and Dingle [27] models are 49.4%, 51.5%, 52.2%, 48.2%, and 40.1%, respectively. If the result produced based on AMSKF is excluded, the testing performance of the BSKF model achieves 72.9%, with more than 20% of accuracy better than the five existing peak models. Direct comparison with the feature selected by AMSKF, the result shows that in terms of testing accuracy, the BSKF performs slightly better than the AMSKF.
VI. CONCLUSION
Feature selection is a combinatorial optimization problem. In the previous study, AMSKF, which is an extension of relatively new optimizer called SKF, has been employed as feature selection method in EEG signal peak classification. In this paper, BSKF, which is another extension of SKF algorithm, is tested. The feature selected is used by NNRW in classification process. It is found that BSKF performs better than the AMSKF as well as another peak model called Dumpala, Acir, Liu, and Dingle.
In SKF, at present, there are three extensions of SKF algorithms for combinatorial problems. The AMSKF and BSKF have been employed as feature selection method in EEG signal peak detection. The next step of this study is to apply distance evaluated SKF [28] and to make comparison with the result of the existing studies.
