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Resume 
Les proprietes bio-optiques et bio-physiques du golfe et de l'estuaire du Saint-Laurent ont ete 
evaluees au cours de 5 croisieres multi-saisonnieres menees entre 1997 et 2001. Les proprietes 
optiques intrinseques (POI) mesurees comportaient des proflis verticaux du coefficient d'absorption 
et d'attenuation et la fonction de diffusion volumetrique ainsi que le coefficient d'absorption par les 
particules (total), par les particules non-algales, par le phytoplancton et par la matiere organique 
dissoute (CDOM). Les parametres optiques apparents (POA) incluaient les profils verticaux de la 
luminance ascendante et de l'eclairement descendant. L'allure spectrale des principaux POI comme 
l'absorption par le phytoplancton, le CDOM et les particules non-alguales comme la retrodiffusion 
particulaire ont ete parametrises en utilisant les modeles conventionnels mais aussi des adaptations 
de ces modeles. Les statistiques descriptives de chaque variable de cette collecte de donnees sont 
decrites. Les variations spatiales et temporelles observees dans les parametres biophysiques et leurs 
allures spectrales sont egalement presentees. Les resultats indiquent que les taux mesures de POI et 
de POA varient selon des proportions deja observees dans des ecosystemes cotiers semblables. Les 
patrons de variation spatiale et temporelle etaient, en general, conformes aux variations attendues 
vis-a-vis des considerations theoriques et experimentales pour cet ecosysteme particulier. D'ailleurs, 
les allures spectrales des POI et des POA se sont deelarees conformes avec la variation detectee 
dans les concentrations (visiblement signicatives) des constituants mesures. 
Une serie complete des sections efficaces des POI a ete calculee a partir des donnees acquises en 
mer. La variation des sections efficaces a ete conforme aux taux de variation deja decrits dans la 
litterature. Ces resultats nous permettent de conclure que le jeu de donnees que nous possedons 
pourrait etre utilise dans le calcul de la concentration des constituants bio-geochimiques a partir des 
POI associes. Une etude de concordance des donnees bio-optiques au niveau de transfert radiatif a 
ete effectuee. Les parametres optiques simules correspondaient dans un meme ordre de grandeur 
avec les parametres optiques mesures. Ce resultat nous a permis de confirmer la validite de notre 
jeu de donnees acquis en mer avec une approche theorique. 
Nous pouvons avancer le fait que cette campagne de collecte de donnees a permis de decrire a une 
large echelle le comportement des regions bio-optiques du Saint-Laurent dans le contexte des 
objectifs de la teledetection. Cet ensemble de donnees bio-optiques fournit une base solide pour le 
developpement d'un modele rigoureux d'inversion de la concentration de Chla a l'aide d'un 
algorithme satellitaire pour les eaux de type II du systeme du Saint-Laurent. 
Mots-clefs: 
phytoplacton, parametres bio-optiques, matiere organique dissoute, parametres optiques apparents, 
proprietes optiques intrinseques, trasfert radiatif, eaux de type II , matiere en suspension. 
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Abstract 
In-water biogeochemical constituents and bio-optical properties of the St-Lawrence Gulf and 
Estuary were monitored during 5 cruises conducted between 1997-2001 accross different seasons. 
Measured inherent optical properties (IOPs) included vertical profiles of the absorption and 
attenuation coefficients and the volume scattering function as well as absorption by particles, non-
algal particles, phytoplankton and coloured dissolved organic matter (CDOM). Apparent Optical 
parameters (AOPs) included vertical profiles of the upwelling radiance and downwelling irradiance. 
The spectral shape of the major IOPs like absorption by phytoplankton, CDOM and non-algal 
particles as well as the particulate backscattering were parameterized using conventional models 
and adaptations of conventional models. Descriptive statistics of each variable in the collected 
dataset were analysed and compared with previous findings in the literature. The optical coherence 
of the measurements was verified using a radiative transfer closure approach. A complete set of IOP 
cross-sections for optically significant biogeochemical variables were generated. 
The magnitude and the spatial, temporal and spectral variation exhibited by the optically significant 
inwater biogeochemical constituents as well as the bio-optical parameters was consistent with our 
current knowledge of the ecosystem. The variation of the bio-optical parameters throughout the 
seasons was also coherent with our expectations. All the measured and derived parameters were 
found to vary within the ranges reported in the literature. Evidence was presented wherein the Gulf 
waters, which are usually considered as case I waters could also behave like case II waters. 
Moreover, spectral signatures exhibited by the IOPs and AOPs were coherent with the variation 
detected in the concentrations of the measured (optically significant) constituents. The extracted 
IOP crosssections were consistent with the results of similar studies previously performed and could 
eventually be used in the estimation of the biogeochemical constituent concentrations given the 
related component IOPs. First-order radiative transfer closure was achieved; this underscored the 
validity of our experimental dataset based on considerations of higher level, integrative, physics. 
We argue that the current data collection campaign succeeded as a comprehensive framework for 
describing the behavior of the St-Lawrence bio-optical provinces within the context of remote 
sensing objectives. This bio-optical dataset should provide the basis for the development of a 
rigorous, satellite-based, remote sensing algorithm for the retrieval of near surface chlorophyll, 
fine-tuned to the local characteristics of the St-Lawrence system. 
Keywords: 
phytoplankcton, bio-optical parameter, coloured dissolved organic matter, Apparent Optical 
parameter, inherent optical properties, radiative transfert, case II waters, suspended matter. 
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1.1 The problem of remote sensing of coastal waters 
It is possible to estimate concentrations of chlorophyll (Chla), suspended matter (SPM) 
and chromophorous dissolved organic matter (CDOM) in the upper layer of the water 
bodies using remotely sensed color data using simple empirical reflectance ratios (Gordon 
and Clark, 1980). These algorithms are expected to accurately transform the changes in the 
reflectance spectra to the changes in the concentration of the constituent of interest. This 
transformation process is achieved by making certain assumptions about the way remote 
sensing reflectance spectra responds to the changes in the concentration of the optically 
significant constituents. 
Satellite-based operational retrieval of Chla is currently being achieved by band-ratio al-
gorithms over the open ocean (Gordon and Clark, 1980). The fundamental assumption 
of these algorithms is that phytoplankton is the main optically significant in-water com-
ponent affecting the apparent reflectance curve. Although providing satisfactory results 
in the open ocean (O'Reilly et al., 1998a), these algorithms generally fail in coastal regions 
where non-chlorophyllous components, namely the CDOM and SPM are also present 
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in the water. When they are of terrestrial origin, these constituents do not covary with 
Chla. This induces independent and significantly different spectral responses of the water 
medium (and thus water color) hence confusing the traditional 2-band ratio algorithms. 
Water bodies with these kinds of (turbid) optical characteristics are usually found near the 
coasts, inland seas, rivers and lakes. This type of water is historically categorized as case 
II in contrast to case I (open ocean) waters (Morel and Prieur, 1977). The currently op-
erational SeaWiFS case-I (open-ocean) algorithm OC4v4 (O'Reilly et ah, 1998b) is known 
to overestimate the chlorophyll concentration over our study site, the St. Lawrence, se-
riously limiting the quantitative use of the currently available satellite ocean color data 
(Yayla et ah, 2006). In addition to the problems defined above, remote sensing of the op-
tically complex waters of the St.Lawrence Estuary and Gulf represents additional chal-
lenges that are due to the extremely high spatial and temporal variability of its optical 
characteristics (Cizmeli, 2000, Jacques et ah, 1998). Successful inversion of satellite-based 
observations of water quality parameters over coastal waters is thus problematic because 
of our inadequate knowledge of the inherent optical properties (IOP) of the constituents 
present in water and their respective relationship with the apparent optical properties 
(AOP) measured above water (Babin et ah, 2003b). See chapter 2 for a more detailed de-
scription of IOPs and AOPs. 
1.1.1 Inverse IOP models for the retrieval of Chla 
When dealing with the retrieval problem of remote sensing, one needs to estimate the 
IOPs from the measured AOPs (the inverse approach). The number of degrees of freedom 
in the AOP measurements (i.e. the number of bands) and the degree of independence 
between the optical contributions of each constituent controls the retrieval separability of 
individual IOPs; there is usually more than one IOP combination that would result in the 
measured AOP field. For the inverse approach, one thus needs to make some assump-
tions on the IOPs from a priori knowledge. This process is usually called inverse modeling. 
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There are many different types of inverse IOP models that have recently been developed 
(Loisel and Stramski, 2000, Hoge and Lyon, 1996, Carder et ah, 1999, Garver and Siegel, 
1997, Hoge and Lyon, 1996, Lee et ah, 2002). IOCCG (2006) gives a comparison of 9 inverse 
models that include but are not limited to the models cited just above. In their study, the 
authors apply all the considered models on the same sets of synthetic and in-situ datasets. 
All these models use different satellite channels and make different assumptions on IOPs, 
hence producing different results. Most of these models take Rrs(A) or R(A) as input and 
provide one or more of the following IOPs: the total absorption a (A) and total backscatter-
ing b&(A) coefficients as well as the phytoplankton absorption ap/j(A) and absorption due 
to combined detritus (by-products of biological activity) and CDOM, fl^(A). The authors 
conclude that the models perform better for clearer waters (a(440) < 0.3 m~l) and that the 
bulk coefficients a (A) and &&(A) were the ones which were retrieved with the highest ac-
curacy. Less reliable results were obtained when decomposing the absorption coefficient 
into its components a^ and a^g, partly due to the overlapping absorption signatures of 
these two components which are difficult to estimate using multispectral Rrs data using a 
subset of SeaWiFS channels only. The same study recommends that the scientific commu-
nity should start considering a (A) and &&(A) as standard ocean color products and that 
more effort should be spent on the decomposition of the absorption components as newer 
methods for the decomposition of the bulk IOPs (Lee etal, 2002) as well as improved spec-
tral measurements of the IOP component ratios (Babin et ah, 2003b) have recently started 
to become available. The reader is referred to IOCCG (2006) for more details. 
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1.2 Brief overview of bio-optical oceanography of case II 
waters 
With the new generation of in-situ IOP-meters that became available over the last few 
years, the bio-optical oceanographers started the acquisition of extensive sets of IOP data 
with an unprecedented spatial, temporal and spectral coverage (Bowers and Binding, 
2006, Binding et al, 2003, Doxaran et al, 2004, 2006, Babin et al, 2003b, Vantrepotte et al, 
2007). Among these, there are still very few studies that priorise the seasonal variations of 
the IOPs (Vantrepotte et al, 2007). Although considerable knowledge have been acquired 
with the new data, the complete picture is still far from being available for a successful 
inversion of the remote sensing signal over optically complex coastal waters. As dis-
cussed in the previous section, retrieval of Chla and the other in-water constituents from 
remotely sensed data over case II waters require a generalization of the spectral, temporal 
and spatial variation of the IOPs that are fine-tuned to the local characteristics of the stud-
ied ecosystem. Inverse IOP models (Gallegos et al, 1990, Roesler and Perry, 1995, Sydor 
et al, 1998, Barnard et al, 1999, Stramska et al, 2000) have been used by the scientific com-
munity since at least two decades to achieve a better understanding of such variations. 
Most of these models were either semi-empirical or analytical and were calibrated using 
in-situ datasets of the absorption and scattering coefficients. Information about backscat-
tering, on the other hand, was either being assumed as spatially and vertically invariable, 
or measured at a single wavelength and at discrete depths. Use of new-generation IOP 
datasets that better describe the spectral characteristics of the backscattering coefficient 
(and of the volume scattering coefficient at more angles) over the entire visible spectrum 
would certainly improve the performance of the upcoming case II satellite algorithms 
considerably. 
Researchers have traditionally been performing radiative transfer simulations not only 
to build IOP models, but also to verify the coherence of newly acquired experimental 
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datasets (Barnard et ah, 1999) usually acquired with new (and rather unknown) instru-
ments. This latter approach involves a radiative transfer closure analysis; a procedure 
based on the energy conservation principle that is applied through the comparison of 
experimental and analytically computed optical parameters. Recent radiative transfer 
closure studies have started to incorporate in their simulations backscattering measure-
ments acquired at a single wavelength (Chang et ah, 2003, McKee et ah, 2003). It has also 
been found in some more recent studies that the incorporation of the spectral shape of the 
backscattering coefficient at one, two or six channels offers the potential of considerably 
improving the performance of the closure (Bulgarelli et ah, 2003, McKee and Cunningham, 
2005, Tzortziou et ah, 2006). To our knowledge, very few radiative transfer studies have 
been performed using the full spectral characteristics of the backscattering coefficient. 
There exists very few studies on the inherent optical properties (see section 2.1) of the 
St.Lawrence ecosystem. Babin et ah (1993) were the first to publish chlorophyll-specific 
absorption spectra for the Gulf and the Estuary and found that choosing one constant 
specific-absorption spectra to describe the whole ecosystem could result in errors up to 
24% in the primary productivity estimations. Nieke et ah (1997) measured the absorption 
and fluorescence of CDOM along a transect crossing the Estuary and Gulf and found a 
strong inverse correlation between CDOM absorption coefficient ag and salinity. Roy et ah 
(2003) analyzed the absorption components obtained with the filter-pad method collected 
during May 2000 and April 2001 cruises of the current study. Significant differences were 
found between the optical characteristics of the phytoplankton assemblages from one re-
gion to another and between the two years. The authors also analyzed the chlorophyll-
specific absorption spectra along with HPLC-derived (High Performance Liquid Chro-
matography) pigment information in order to explain the influences of the packaging ef-
fect. See section 5.3 for a more detailed explanation of the results they found. 
Timeseries of the CZCS satellite sensor acquired over the Gulf of St. Lawrence over the 
1979-1981 period were analyzed by (Fuentes-Yaco et ah, 1997b). The authors observed that 
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the average seasonal pigment concentrations as estimated from CZCS images were higher 
in early-fall, especially in the Anticosti Gyre and at the south-west of the Anticosti Island 
than in spring where no substantial bloom was apparent in their imagery. The authors 
concluded that the spatial patterns of the satellite signal visible in the Gulf were coherent 
with their knowledge of the wind and buoyancy forcings usually dominant in the region 
(Fuentes-Yaco et al., 1997a) and linked the phenomena of early-fall blooms to the mixing 
patterns that are more often dominated in fall by the winds than by the freshwater input 
from the Estuary and other sources as these latter decreased in fall. 
The data presented in this thesis are part of a multi-year study where the in-water con-
stituent concentrations, in-water bio-optical properties and in-water, above water, air-
borne and spaceborne remotely sensed optical data were acquired over the Gulf and Es-
tuary (Larouche, 1998, 2000). These studies briefly overviewed the in-water radiometric 
data that we employed in the current work. Jacques et al. (1998) used above-water ra-
diometric spectra and airborne imaging spectrometry in order to evaluate the correlation 
between the simple and multi-band ratios and surface chlorophyll concentration. The au-
thors found better correlations for the signal normalized by the 670 nm channel. Cizmeli 
(2000) attempted to estimate the intra-pixel variability of the SeaWiFS images using var-
iograms applied to low altitude hyperspectral imagery, finding that in the highly patchy 
coastal waters of the St. Lawrence, the amount of spatial detail that was being averaged 
out within a SeaWiFS pixel was higher than the maximum intra-pixel variance employed 
as a design target in the SeaWiFS project (35% of the overall variability). Silio-Calzada 
(2002) estimated the ratio of total backscattering coefficient to the bulk absorption coef-
ficient (bb/a) of the Estuarine waters using airborne hyperspectral imagery. The author 
used the model of Jerome et al. (1996) and was able to make a classification of the prin-




The St.Lawrence bio-optics project is a joint research initiative funded by the Canadian 
governmental institutes CRSNG, MPO and FQRNT. The research is conducted by the re-
mote sensing laboratory of Maurice-Lamontagne Institute (MLI), Centre d'Applications 
et de Recherche en Teledetection (CARTEL) of Universite de Sherbrooke, Institut de Sci-
ences de Mer (ISMER) of Universite de Quebec a Rimouski (UQAR) and York University. 
The general aim of the project is to develop a case II satellite chlorophyll extraction al-
gorithm fine-tuned to the particular characteristics of the region (Therriault et ah, 1993). 
The current study aims to help this by achieving a better understanding of the relation-
ships between the optically significant biogeochemical constituents and the IOPs. More 
specifically, the two main objectives are : 
1. to quantify the relative contribution of each IOP component to the bulk IOP; 
2. to express the local (St. Lawrence) variations in the optically active biogeochemical 
constituents as a function of IOPs; 
Realization of the first objective will allow us to estimate constituent IOPs from bulk IOPs 
that were derived from inverse models (described in section 1.1). The second objective 
will make it possible to infer the constituents concentrations once constituent IOPs are 
retrieved from ocean color imagery (the previous objective). This knowledge should pro-
vide an important part of the theoretical and experimental basis needed to build a coastal 
algorithm capable of retrieving the concentration of chlorophyll and as a secondary out-
put, the two other optically significant component concentrations (SPM and CDOM) from 
remotely sensed reflectance data. 
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1.4 Hypotheses 
This study is based on the following hypothesis : 
• Measured IOP and AOP datasets are coherent in an optical and radiative transfer 
sense; 
The reader is referred to sections 2.1 and 2.2 for more information on IOPs, AOPs and their 
relationship through radiative transfer; and to section 2.4 for the definitions of optical 
coherence and radiative transfer closure. Validation of the research hypothesis should 
give us confidence about the validity of our optical dataset. 
1.5 Hypothesis validation methodology 
To validate the research hypotheses, the following methodology will be adopted : 
1. The magnitude and the variability of measured optically-significant biogeochemi-
cal parameters as well as their spatial distribution patterns will be analyzed and 
reported. The results will be compared with those previously reported for other 
coastal regions around the world. 
2. The magnitude and the variability of measured IOPs as well as their spatial distri-
bution patterns will be analyzed and reported. The results will be compared with 
those previously reported for other coastal regions around the world; 
3. The IOPs will then be spectrally parameterized and the resulting coefficients will 
be compared with those previously reported for other coastal regions around the 
world; 
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4. The measured IOPs will be regressed against the measured optically significant bio-
geochemical variables, the linearity of the (extensive) IOPs versus the concentra-
tion of the corresponding constituents will help in validating the coherency of the 
dataset. This step will also provide the optical cross-sections (i.e. the specific IOPs), 
a fundamental piece of information required for remote sensing inversion models; 
5. Radiative transfer simulations will be performed, taking measured bulk IOPs as an 
input and simulating in-water spectral reflectance. The magnitude and shape of the 
computed reflectance will be compared with in-water measurements. This compar-
ison will provide a degree of closure while the process of performing these compar-
isons will yield information about variables that were measured with a questionable 
accuracy and variables that were not measured at all. 
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Chapter 2 
Background and theory 
There are two major types of medium optical properties that can be defined in the context 
of remote sensing : inherent and apparent optical properties. Inherent Optical Proper-
ties (IOPs) are independent of illumination conditions while Apparent Optical Properties 
(AOPs) closely depend on the ambient illumination conditions. Operational instruments 
that enable the measurements of in-situ IOPs have only become available in the last few 
decades. AOPs on the other hand have a relatively longer history of field-hardened mea-
surements. Below we summarize the main elements of the nomenclature and physical 
interpretation of IOPs, AOPs and radiative transfer theory within the context of a water 
medium. For a more complete description of the background theory associated with the 
parameters described in this section, readers are referred to Mobley (1994). 
2.1 Inherent optical properties (IOPs) 
There are two distinct types of IOPs : extensive (concentration dependent) and intensive 
(concentration independent). Intensive IOPs depend only on the physical and optical 
properties of a given constituent while the magnitude of extensive IOPs depend also of 
the number density of the specific substance they describe. The IOPs which are relevant to 
ocean and coastal optics are the beam absorption, attenuation and scattering coefficients 
as well as the volume scattering function. The spectral beam attenuation coefficient c(A) 
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of a medium describes the fraction of incident beam light intensity attenuated per meter 
of medium. The light beam is attenuated either because it was absorbed or scattered away 
from its direct path by the molecules in the medium. One can thus write : 
c(A) = fl(A) + b(A) (2.1) 
where a (A) and b{\) are the spectral beam absorption and scattering coefficients respec-
tively, c, a and b are all in units of m _ 1 , denoting the fraction of incident light that was 
attenuated/absorbed/scattered after travelling 1 m in the water medium. The IOPs are 
additive, i.e. the sum of the IOPs of individual components is equal to the bulk IOP of the 
water column: 
fl(A) = aw{\) + aph(A) + ag(k) + aNAP(A) (2.2) 
= aw(\) +anw(A) 
where a is the bulk absorption coefficient of the water column, aw and anw represent ab-
sorption by water molecules and non-water constituents respectively, a^ is the absorption 
coefficient of phytoplankton, ag is the absorption coefficient of CDOM and AJVAP is the ab-
sorption coefficient of non-algal particles. Among the components given above, aw is the 
least variable at a given wavelength (depending on the quasi-constant molecular proper-
ties of seawater) and the most easily parameterized. The values of aw are usually taken 
from the literature (Pope and Fry, 1997). Similarly, for scattering, we can write : 
b(A)=bw(\) + bp(\) (2.3) 
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where b is the bulk scattering coefficient of seawater, bw and bp are the scattering coeffi-
cients for water molecules and marine particles respectively. We can similarly write for 
the backscattering coefficient (fraction scattered at angles > 90° relative to incident beam 
direction): 
bb(A)=bbw{A) + bbp(A) (2.4) 
The volume scattering function fi(9,<p,A) describes the An steradian directional behavior 
of scattering with respect to the zenith angle 9 and azimuth angle (p (fraction scattered 
into a given direction per unit steradian per unit meter). Its integration over all directions 
yields b(X) : 
b(A) = 2n [ j6(0,d>, A) sin{0) &9 (2.5) 
Jo 
while its integration over the backward hemisphere gives the backscattering coefficient 
MA) : 
bb(\) = In I ${9,<p, A) sin(6) d9 (2.6) 
Jn/2 
For pure seawater, an analytical model of $w (9, <p) is given by Morel (1974): 
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(2.7) M 0 / A ) = /3W(90°, Ao) (j) [l + 0.835cos2(ct>) 
bw and bbw can then be computed by numerically integrating [5W using equations 2.5 and 
2.6 respectively. The volume scattering phase function fi{<p,h) is the volume scattering 
function normalized by the scattering coefficient: 
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«**> - V (2-8) 
where ji((p, A) is in units of sr~x. Similarly, the dimensionless backscattering ratio i>i,(b) (A), 
a critical parameter for remote sensing, is defined as the ratio of light scattered in the 
backward direction to the total scattered light: 
The spectral shape of the particulate scattering coefficient is approximately modeled by a 
power decay function about a reference wavelength (Walker, 1994): 
/ 4 4 0 \ Y p 
fep(A) = fcp(440) l^—j (2.10) 
where Yp is the spectral slope parameter of particulate scattering coefficient. While it has 
often been assumed that Yp = 1 (Gordon and Morel, 1983), Babin et ah (2003a) recently 
observed values close to 0 over the coastal European coastal waters. The total single scat-
tering albedo w is the fraction of scattered light to total attenuated light: 
«(A) = bM
 & 1 1 ) 
The bulk cv and j6 parameters fully describe the inherent optical parameters of a medium 
in terms of a full radiative transfer description of that medium. Given the variation of 
these two parameters as a function of optical depth T(Z) (the product of distance from 
the surface and the beam attenuation coefficient T (A ,Z) = c(A,z) * z) and the boundary 
illumination conditions, one can solve the radiative transfer equation to obtain upwelling 
and downwelling irradiance and directional radiance fields. Similarly, the single scatter-
ing albedo of particles cvv is defined as : 
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UrW=m (,12) 
2.2 Apparent optical properties AOPs 
The two AOPs that are commonly measured in the field are the spectral irradiance and 
the spectral radiance. The spectral irradiance E(A) is the flux of energy received on a unit 
horizontal area from all directions (units of W m~2nm~1). The spectral radiance L(A, O) is 
the directional flux of power incoming or leaving a unit area dA normal to the direction of 
the flux within a solid angle dCl. The radiance is and optical quantity that is directly mea-
sured by remote sensing imagers and is in units of Wm _ 2 nm" 1 s r" 1 where sr represents 
steradians, the units of solid angle. The upwelling radiance Lu is measured by a sensor 
that is looking down (e.g. a satellite) while the downwelling radiance L^ is measured by a 
sensor that is looking up. In the water medium, one can readily measure the downwelling 
irradiance E^(A) which is the integration of the radiance field over the upper hemisphere 
Ed(X) = / / L(X,6,(p)cos{e)sin{e)ded(p (2.13) 
Jo Jo 
similarly, the upwelling irradiance EU(A) is defined as : 
EM(A) = / / L{A,6,d>)cos(6)sin{e)ded(p (2.14) 
JO Jn/2 
The rate at which irradiance is attenuated with depth can be expressed as : 
E,(A,z) = E d (A , (T)e - z ^ A ' z ) (2.15) 
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where Kj (A, 2) is the diffuse attenuation coefficient for the downwelling irradiance E^ (A, z) 
at depth z and £(j(A/0_) is the irradiance just beneath the water surface. In the context 
of remote sensing, it is common practice to compute K^(\,z) relative to surface (as in eq. 
2.15). If, however, E^ is known at another depth z0, Kj can be computed relative to that 
depth also. Diffuse attenuation coefficients for EM(A,z), L^(A,z) and LM(A,z) can also be 
computed in a similar fashion. Such coefficients can be described as "apparent" since 
they are approximate attenuation coefficients which nonetheless retain some dependence 




while the remote sensing reflectance is defined as : 
R
^> = JJS) (2'17) 
where Lw(A,0+) is the water-leaving radiance just above the sea-surface. In ocean color 
remote sensing, Rrs(h) is more commonly used than R(\) because satellites directly mea-
sure LM(A) instead of EM(A). If LM(A,z) is measured just below the surface with a sub-
mersible radiometer, it can be computationally transmitted through the surface interface 
to estimate Lro(A,0+). 
2.2.1 Transmission of Lw through the ocean surface interface 
The methodology followed in this section is comprehensively described in the SeaWIFS 
Ocean Optics Protocols (Mueller et ah, 2003). Several optical processes modify the light 
passing through the ocean surface interface. In order to correctly estimate Lw(\,9,(p,0+) 
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from the measured LM(A, 9,<p, 0~), all of these processes need to be accounted for in in-
terface transformation. To better illustrate the problem, we will first describe the fate of a 
sun beam entering the water surface. A portion of the downwelling light beam incident 
on the ocean surface at zenith angle 9 is reflected back into the atmosphere while the rest 
of the beam is transmitted into the water medium. The refracted beam travels in the water 
at a zenith angle of 9 where 9 > 9 . The two angles 9 and 9 are related through Snell's 
law of refraction: 
sin(O) 
sin(9 ) 
where n is the index of refraction of the seawater which is usually taken as 1.34. The index 
of refraction of air is taken as 1. Fresnel reflectance p(0,9') is the parameter that describes 
what portion of the light beam is reflected back from the interface. Knowing 9 and 9 , it is 
possible to compute p : 
Plfif) = \ sin
1
 {9 - 9') tan1 {9 - 9') 
sin2(0 + 9') + tan1 (9+ 9') (2.19) 
The incident solar angle 9 was computed using the algorithm by Michalsky (1988). Note 
that the water-to-air Fresnel reflectance is the parameter to consider in the case of the 
remote sensing problem and is always equal to its air-to-water counterpart (i.e. p(9,9 ) = 
p{9 ,9)) . When there are no winds and the sea surface is flat, it is assumed that the 
Fresnel reflectance fully explains the effects of the interface. In the more realistic case of 
a sea surface roughened by wind-induced waves, a model accounting for surface slope 
statistics (e.g. Cox and Munk 1954) is usually combined with the Fresnel reflectance. The 
water-leaving radiance is described as : 
MA,0,4>,O+) = LM(A,0>,<T) [1 P^'9)] (2.20) 
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where the term [1 — p(9 ,6)] denotes the water-to-air Fresnel transmittance (the loss in the 
upwelling beam by reflection at the interface) while n2 is associated with the loss due to 
refraction. 
2.3 The radiative transfer equation 
The electromagnetic light field theory provides the radiative transfer equation (RTE), an-
alytically linking the IOPs to the AOPs. The RTE can be shown in its most compact form 
L{e,<p,z) d 1 +
 *to W(T) / L(0 ' ,< / / ,Z) jg(0y -> S<p) dQ! (2.21) 
where L(0',<pf,z) is the incident spectral radiance in (zenith, azimuth) direction (6',(p'), 
L(9,cl)rz) is the spectral radiance in direction (6,(p) after being scattered in the medium, T 
is the optical depth, /3 is the scattering phase function, CO(T) is the single-scattering albedo 
and Ci' is the solid angle of the incident light beam. Currently there is no known general 
analytical solution to this equation which incorporates both a derivative and an angular 
integral of the solution being sought (i.e. the directional radiance field L). In order to 
estimate the AOPs from IOPs (the forward approach), one needs to numerically solve the 
RTE as a function of the boundary (illumination) conditions. There are a number of ways 
of solving the RTE. Zaneveld et al. (2005) give an overview of the theory and applications 
of radiative transfer theory. Mobley et al. (1993) compare the results of the concurrent 
runs of five different codes developed by different research teams that compute numerical 
solutions of the RTE for a variety of boundary conditions. 
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2.4 Optical coherence and radiative transfer closure 
We define the optical coherence as the expected behavior of an optical parameter as a 
function of related in-water constituents and optical parameters that were measured in-
dependently. For example, the backscattering coefficient by is known to be correlated with 
the suspended matter concentration (SPM). Likewise, a^ is supposed to be correlated 
with Chla concentration as well as ag is generally inversely correlated with salinity. Lack 
of such correlations in measured optical datasets would inevitably bring about doubts on 
their coherence. 
Radiative transfer closure is generally defined as the agreement between measured and 
simulated optical parameters. Simulated AOPs are computed using radiative transfer 
models that employ measured (and/or modeled and/or prescribed) IOPs as parametric 
inputs. When simulated data agree with experimental data within an acceptable range of 
accuracy, one can say that radiative transfer closure is achieved. 
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Chapter 3 
Study site and data collection 
3.1 St.Lawrence Gulf and Estuary 
The Gulf and Estuary of St. Lawrence forms a coastal ecosystem with dimensions com-
parable to those of an inland sea (Figure 3.1). The main component of the St. Lawrence 
ecosystem is the St.Lawrence river, connecting the Great Lakes to the Atlantic Ocean and 
draining out a watershed of an extremely large industrialized portion of the continental 
North America. The mean annual discharge of the St. Lawrence river near Quebec city is 
around 10.000 m3 s _ 1 , accounting for more than two thirds of the total freshwater income 
into the lower Estuary (Ingram and El-Sabh, 1990). The St. Lawrence is a very important 
seaway, with 5.106 tons of crude oil being transported each year (as of 1991). The second 
most important freshwater source is the Saguenay River which mixes with the St. Lawrence 
near Tadoussac. The Laurentian channel is a large and deep bathymetric feature that extends 
from the Atlantic Ocean towards the Estuary up to near Tadoussac. The western head of 
the channel is characterized by a sharp bathymetric gradient offshore Tadoussac where the 
channel depth that exceeds300 m over the entire Gulf and maritime Estuary rapidly de-
creases to a few tens of meters. This feature creates a nearly permanent tidally-induced 
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upwelling of cold, nutrient-rich North-Atlantic waters, increasing the biological activity 
of the region (Therriault et al, 1990). Several other bathymetric features are responsible 
for the local sharp gradients that are frequently observed in the St. Lawrence (Ingram and 
El-Sabh, 1990). Other important freshwater sources are the Manicougan and Aux-Outardes 
rivers that feed into the lower St. Lawrence Estuary (area extending from Tadonssac to 
Pointe-des-Monts). The Anticosti Gyre is a wind and Coriolis-force driven vortex-like cy-
clonic surface current and is located between the western tip of Anticosti Island, Gaspe 
Current and Pointe-des-Monts. 
There is a positive salinity gradient from west to east, observable throughout the year. 
Seawater thus penetrates inland while freshwater moves out towards the sea in the surface 
layer. 
Figure 3.1: The main geographical features of the Gulf and Estuary of St. Lawrence. The 
main map was taken from Koutitonsky and Bugden (1991), the bathymetry map was taken 
from Sundby and Bewers (1991). 
The physical parameters of the ecosystem are known to exhibit an extremely high spa-
tial and temporal variability as compared to similar ecosystems around the world. These 
conditions induce complex primary productivity patterns (Le Fouest et al, 2005). Therri-
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ault and Levasseur (1985) classified the St. Lawrence Estuary into four sub-regions that 
are distinct from one another as far as their primary productivity patterns are concerned 
(Figure 3.2) : 
The outflow region : Turbid riverine waters are rapidly flushed towards the Gulf along 
the south shore by Coriolis-force dominated currents, creating the Gaspe current. 
The eastern extent of the current is controlled by the seasonal flowrates of the St. 
Lawrence (Ingram and El-Sabh, 1990), but usually penetrates into the Gulf. The 
productivity on the south shore is low because of low residence times and low light 
levels. 
The upwelling region : High nutrient loads and low temperatures due to tidally-induced 
upwellings at the head of the Laurentian channel dominate this region. A higher 
productivity is usually observed in this area. 
The plume region : This area is under the constant influence of the Manicougan and 
Aux-Outardes river plumes. Continuous nutrient replenishment and stabilization 
regimes ensure a higher production than in the upwelling region. 
The near-Gulf region : The near-Gulf region exhibits the least turbid waters and the 
deepest photic layer of the lower St. Lawrence Estuary. This region is vertically 
most stable, with low nutrients and high temperatures. It is the least influenced by 
tides and is a more Gulf-like regime with nutrient-limited production in summer 
and sub-surface chlorophyll maxima. 
As briefly discussed above, freshwater inputs from different sources, various bathymetric 
features, tides etc. make the horizontal and vertical mixing patterns difficult to predict 
(Le Fouest et ah, 2006). These particular conditions result in extremely high variations 
of the spatial and temporal distributions of biogeochemical variables. In order to have a 
better understanding of the role of this particular ecosystem in global primary production 
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Figure 3.2: The four distinct primary production zones of the lower St. Lawrence estuary 
as defined by Therriault et al. (1990). Illustration adapted from the work of the author. 
and climate change, bio-optical variables that are indicative of biogeochemical variables 
need to be extensively monitored using timeseries of satellite imagery. To better exploit 
remotely-sensed data acquired over such a complex coastal environment, one needs to 
understand the relationships between the biogeochemical and bio-optical variables (see 
section 1.1). The St.Lawrence bio-optical monitoring program referred to above was the 
first attempt to acquire over the St. Lawrence an extensive multi-year and multi-season 
temporal series of concurrently measured biogeochemical and bio-optical variables. 
3.1.1 Bio-optical cruises 
Figure 3.3 shows the location of all the stations that were visited during the five two-
weeks cruises that took place between 1997-2001. Various collaborators were involved in 
the project, helping in the acquisition of the different parts of the resulting dataset. The 
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IOP data were mainly collected during the two cruises that took place in May 2000 and 
April 2001. The ensemble of collected IOP data are summarized in Table 3.1. The data 
collection and validation protocols of SeaWiFS (Mueller et ah, 2003) and JGOFS (JGOFS, 
1991) were followed during all five cruises. 
m"N't 
I 
«f w 62" W 5fl W 
48"N •*r\ 
4SU • too xamm 
Figure 3.3: Locations of all the stations that were visited during the 1997-2001 cruises. 
Table 3.1: Inherent optical parameters measured in the Estuary and Gulf of St.Lawrence. 










































flac-9 measurements without a 0.2 }im filter. 
bEstuary only. 
cac-9 measurements with a 0.2 /im filter. 
dSpectrophotometric CDOM absorption measurements. 
eParticulate absorption measurements with the filter-pad technique. 
^Measurements of the volume scattering function at 3 backward angles 
(100°7125o,150°) and two wavelengths (450 and 530 nm) with a WET Labs ECO-
VSF. 
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3.2 In-water constituents of optical relevance 
Concentrations of several in-water constituents were determined from water samples col-
lected from three depths (surface, 10% light and the maximum chlorophyll depth). Pig-
ments (including the Phaeopigment Phaeo, an indicator of metabolism by-products; hence 
the age of the bloom) were determined with a high-performance liquid chromatography 
(HPLC) method (JGOFS, 1991). Chla was also determined with the traditional fluorimetric 
method (Strickland and Parsons, 1972). Total suspended matter (SPM) concentration was 
determined by filtering water collected from the surface, 51%, 10%, 1%, 0,1% light depths 
as well as from 60 m and from the maximum-chlorophyll depth using 0.4 \im polycarbon-
ate filters. Particulate Inorganic Matter (PIM) was determined (except in September) by 
filtering water samples through Whatman GF/F glass fiber filters (mean diameter of 0.7 
}im) and weighting the filters before and after combustion to eliminate the organic matter. 
Particulate Organic Matter (POM) and the percent fraction of organic particles (%POM) 
were deduced from: 
POM = SPM - PIM (3.1) 
and 
POM 
°/oPOM = j ^ (3.2) 
Due to the difficulties associated with the measurement methods (Carder et al., 1989), 
CDOM concentration was not measured in situ. Instead, CDOM absorption coefficient 
Ag(A) was used as a proxy for CDOM concentration. The reader is referred to sections 3.3.1 
and 3.3.2 for more details about ag(\) measurements. At each station, vertical profiles of 
temperature, salinity and conductivity were recorded with a SeaBird CTD. Concentrations 
of nutrients, particulate organic nitrogen and particulate organic carbon were measured. 
Phytoplankton identification was done by microscopy. These measurements were not 
37 
presented in the current study. 
3.3 Inherent optical properties 
3.3.1 Absorption and scattering with the ac-9 
Instrument description 
In-situ vertical profiles of the total absorption and attenuation coefficients were performed 
with a WET Labs ac-9 in-situ spectrophotometer (Zaneveld et al., 1992). The ac-9 is made 
of two 25 cm-long flow tubes. A polychromatic light beam is generated at the entrance 
of each tube and the light beam intensity exiting the tube is measured with a detector. 
Nine filters mounted on a rotating wheel filter the light into 9 wavelength channels (412, 
440,488, 510, 532,555, 650, 676, 715 nm). The internal surface of one of the tubes is made 
of a material which reflects most of the scattered light back into the field of view of the 
sensor located at the end of the tube. The difference between the light intensity entering 
and leaving the tube is therefore due to absorption only. Absorption data must later be 
corrected for the residual light not reaching the detector due to scattering of the photons 
away from the field of view of the sensor. The second tube has absorbing inner walls so 
that out-scattered light does not enter the field of view of the detector. This measurement 
thus yields an estimation of the attenuation coefficient. The ac-9 takes continuous mea-
surements at 6 Hz and is able to resolve fine-scale vertical variability regardless of the 
ambient illumination conditions. The absorption measurements are performed relative 
to pure seawater i.e. after post-processing, the instrument provides anw(X) and cnw(X). 
Ignoring the small scattering contribution due to dissolved matter, vertical profiles of the 
particulate scattering coefficient bp(\) can be derived from these measurements using : 
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&P(A) = cnH,(A) - awa,(A) (3.3) 
The particle absorption coefficient ap(\) is computed from : 
flp(A) = aKH,(A) - flg(A) (3.4) 
cig is described in section 3.3.1. The total absorption coefficient was computed using : 
a(A) = anw{\) + aw{\) (3.5) 
where the subscript w stands for pure seawater. Bulk scattering and attenuation coef-
ficients were also determined in a similar way. The reader is referred to section 2.1 for 
more details about the absorption and scattering properties of pure seawater. The mass-
specific particulate scattering coefficient b* is in units of m2 .g_ 1 and can be computed via 
a normalization by SPM (Babin et ah, 2003a): 
m = ^ 0.6) 
In contrast with a^AP (equation 3.15), b* includes the optical characteristics of phytoplank-
ton particles (cells). 
Correction for the instrument drift with time 
The ac-9 is known to drift with time. In order to account for the drift, measurements 
with deionized water were performed each day of the cruise. This calibration water was 
instantly prepared onboard with a Barnstead NANOpure water purification unit. The water 
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calibration procedure followed is the one described in the WET Labs ac-9 data processing 
guide (Wetlabs, 2000). Drift correction mainly consists of subtracting deionized water 
readings from that day's ac-9 data. Results of the water calibration are given in Figure 3.4. 
The improvement can be characterized in terms of the mean and rms spread of the curves 
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Figure 3.4: The effects of the ac-9 drift correction on deionized water absorption spectra 
: (a) before the correction, (b) after the correction. Shown above are all individual ac-9 
measurements performed with deionized water (the April 2001 cruise). 
Temperature and salinity corrections 
The absorption coefficient of the water is known to linearly depend on the temperature 
in the near-infrared region (Pegau and Zaneveld, 1993). The drop in the absorption data 
at 715 nm that is observed in Figure 3.4 is predominantly due to the fact that the tem-
perature of the deionized water used in the calibration of the instrument in the field and 
the temperature of the water used in the calibration of the instrument in the factory were 
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different. The correction to be applied to the absorption data is made according to the 
following formula: 
anw = [anw]m ~ [ft * {t ~ tr) + Ys * (S - Sr)\ (3.7) 
where anw is the corrected absorption coefficient, [anw]m is the measured absorption co-
efficient, Yf and Ys are the slopes of seawater dependence of temperature and salinity 
respectively. The parameters t and S are the temperature and salinity of the water that is 
being sampled and they have to be measured during the calibration session. tr and Sr are 
the reference temperature and salinity at which Yf, Ys were determined. Yf, Ys, tr and Sr 
were given by the manufacturer. Similarly, the corrections for the c tube were computed 
using the following formula : 
Cnw = [Cnw]m ~ [Ys * (S - Sr)] (3.8) 
Figure 3.5 illustrates the effects of the ac-9 temperature and salinity corrections on drift-
corrected deionized water spectra. The magnitude of salinity correction is very small 
compared with temperature correction which is especially significant at 715 nm. One can 
note significant improvement for the wavelengths about 700 nm while the correction does 
little to reduce the dispersion at shorter wavelengths. 
Scattering correction 
The employed correction for residual scattering (due to those out-scattered photons which 
are not redirected into the detector field-of-view (FOV) by the reflecting walls) consists of 
subtracting a(715) from all wavelengths. This method is commonly used by the ocean 
















400 500 600 700 800 
Wavelength [nm] 
400 500 600 700 800 
Wavelength [nm] 
Figure 3.5: The effects of the ac-9 temperature correction on deionized water absorption 
spectra : (a) before the correction, (b) after the correction. Shown above are all individual 
ac-9 measurements performed with deionized water (the April 2001 cruise). 
CDOM can both be neglected at that wavelength and that the volume scattering coeffi-
cient (over the angles where out-scattering away from the detector FOV occurs) is inde-
pendent of wavelength (Wetlabs, 2000). The effects of the scattering correction on pure-
water measurements are illustrated in Figure 3.6. It is worth noting that after applying all 
the corrections, the precision of the instrument (as represented by the spread of the differ-
ent curves in Figure 3.6) reaches the manufacturer's specification that is q=0.005 m _ 1 . Since 
absorption by water is not included in the measurements and since we can safely assume 
that no particles can get through the filter (see next section), the scattering correction was 
not applied to ag measurements (Zaneveld et ah, 1992). 
Absorption by CDOM with the ac-9 
The ac-9 was also operated with a Gellman 0.2 \im Maxi Capsule filter attached into the 
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Figure 3.6: The effects of the ac-9 scattering correction on deionized water absorption 
spectra (already corrected for instrument's drift and temperature and salinity effects) : 
(a) before the correction, (b) after the correction. Shown above are all individual ac-9 
measurements performed with deionized water (the April 2001 cruise). 
dowski et ah (1999). When the filter was present, the water flowrate was significantly 
reduced (0.8 L/min) in contrast with the usual flowrate without filter (5L/min). Due to 
this very low flowrate, it was not possible to realize continuous profiles with the filter. 
Instead, the instrument was held at several intermittent depths near surface until all the 
water in the tubes was purged. The CDOM absorption data were corrected for instrument 
drift and salinity and temperature effects (see above). To empirically estimate the spectral 
slope coefficient Sg, resulting spectra were fitted to the equation : 
ag{\) = ag(\ref) e-%(A-V) (3.9) 
where \ref = 440 nm. It was the fitted ag spectra that was used in the computation of av in 
equation 3.4. Use of fitted data rather than actual measurements helped in reducing error, 
having a smooth CDOM spectra in the near-infrared channels; it reduced the noise that 
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is apparent at these wavelengths due to the low value of the absorption coefficient. The 
resulting value of ap(715) was always within the instrument's precision bounds around 
zero (-0.005 < ap(715) < O.OOSm^1). Note that ap(715) was subtracted from all channels 
as part of the flp(A) calculation in order to be coherent with the assumptions of the scat-
tering error correction employed in the previous section, otherwise one obtains negative 
flp values at 715 nm and sometimes, at 676 nm. 
3.3.2 Spectrophotometric CDOM absorption 
Spectrophotometer measurements of ag made onboard the research vessel were the only 
IOPs that were measured over the full 5 year period of our field campaigns. The instru-
ment used was a Lambda-6 spectrophotometer with a working precision of ±0.05 m _ 1 . 
Data collected with the spectrophotometer was noisy in the near-infrared channels due 
to the very low magnitude of the CDOM absorption coefficient in this spectral region. A 
baseline correction was applied to the data by subtracting the mean value of ag across the 
683-688 nm range from all wavelengths as described in Babin et ah (2003b). The resulting 
data were then fitted to the traditional spectral shape function given in equation 3.9. In-
stead of performing a first-order linear regression on log-transformed data, the Matlab im-
plementation of the Nelder-Mead non-linear minimization was used, giving more weight 
to low-wavelength measurements that have higher magnitudes (Stedmon and Markager, 
2001). It is known that Sg determined by spectrally fitting empirical data depends on the 
spectral range used in the fit (Carder et ah, 1989, Twardowski et ah, 2004). In our case, 
we only used data from the 350-500 nm range because the measurements at longer wave-
lengths had very low magnitudes that are close to the instrument sensitivity limit. 
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3.3.3 Absorption from the filter-pad technique 
Absorption by all particles a-p, by non-algal particles fljv/ip and by phytoplankton a^ were 
determined using the filter pad technique (Mitchell et ah, 2002). The absorption coeffi-
cient of the particles collected on Whatman GFF fiber-glass filters were measured using a 
Perkin Elmer Lambda 2 spectrophotometer. Absorption by non-algal particles a^Ap was 
then determined by repeating the same measurement after extracting the pigments with 
methanol (Kishino et ah, 1985). The reader is referred to Roy et ah (2003) for more details 
on the filter-pad method employed. Absorption by phytoplankton a^ was then deduced 
from: 
aphW = flp(A) - aNAP(\) (3.10) 
UNAP spectra can then be fitted to the following exponential function : 
aNAP(\) = aNAP(\ref) esNAP(A-Are/) ( 3 n ) 
This equation is very similar to the one in eq. 3.9 proposed for flg(A). Babin et ah (2003b) 
used the spectral region between 380-730 nm in the fit, excluding the 400-480 and 620-
710 nm regions to eliminate artifacts due to pigments that were not completely extracted. 
These artifacts are especially apparent at stations with high biomass (Figure 3.7). We took 
A=380 nm instead of 400 nm and extended the spectral region used in the fit to 350 nm. 
This approach resulted in considerably better fits in the ultra-violet and blue regions (not 
shown). 
The spectral dependence of the absorption coefficient by phytoplankton a^ with respect 
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Figure 3.7: Exponential fit into spectral ANAP data (station 85, April 2001). The thin line 
shows the raw data while the dotted line shows the fitted data using kref = 380 nm. 
Thicker parts of the raw data display the spectral region used in the fit (see text). 
aph(\) = A(A) ChlaBW (3.12) 
where A (A) and B(A) are constants of the spectral power formula (Bricaud et ah, 1995). 
The choice of the wavelength at which a^ is reported is usually based on the location of 
the Chla absorption maxima (at 440 or 676 nm). 
Specific absorption by phytoplankton a*h(\) 
The chlorophyll-specific absorption coefficient of phytoplankton is defined as the ratio of 
the absorption by phytoplankton per unit chlorophyll-a concentration (Morel and Bricaud, 
1981, Sathyendranath et ah, 1987): 
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* W = ^ P.13) 
yielding the absorption cross-section per unit mass of Chla. Substituting eq. 3.12 into eq. 
3.13 one gets the expression : 
a*vh{\) = A(A) Chla B(A)"1 (3.14) 
While the normalization by Chla that occurs in eq. 3.13 makes a*h an extensive (con-
centration independent) variable, a negative correlation is usually observed when plot-
ting a*h versus Chla. One explanation for this inverse correlation is in terms of the phe-
nomenon called the package effect, a well known optical feature of phytoplankton (Morel 
and Bricaud, 1981). The package effect happens because chlorophyll absorbs light less ef-
ficiently when unevenly distributed within a phytoplankton cell than it does in solution. 
There are other possible explanations of the variations observed in a*, as well. When 
phytoplankton changes its pigment composition due to its changing physiological state 
(Sathyendranath et al., 1987) or to adapt to varying ambient light intensities (Babin et ah, 
2003a), its chlorophyll-specific absorption coefficient is also modified. 
3.3.4 Specific absorption by non-algal particles a*^ApW 
There is no universal consensus on the exact representation of the absorption cross-sections 
of non-algal particles. While some authors use the cross-section of purely inorganic parti-
cles (ratio of absorption of combusted particles (apiM) to the PIM (Bowers and Mitchelson-
Jacob, 1996, Bowers and Binding, 2006), others assume a negligible contribution by phy-
toplankton to the total suspended particulate mass load and use the ratio of «WAP t° SPM 
(Babin et al, 2003b, Doxaran et al, 2006): 
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<WA) = | | ^ (3-15) 
Since apiM was not measured in our case, a^Ap will be used to describe the absorption 
efficiency by all organic and inorganic particles except phytoplankton. 
3.3.5 Backscattering measurements with ECO-VSF3 
The ECO-VSF3 instrument measures the volume scattering coefficient j3(0, A) at three an-
gles 6 relative to the incident beam direction . The instrument has two light sources that 
correspond to the two measurement channels in blue and green (450 and 530 nm). The 
three measurement angles are 100, 125 and 150°. The measurements are performed at 1 
Hz by emitting a light beam into the water medium through each of these 2 light sources. 
The three sensors which are located near each light source measure the light backscattered 
from the water at the three different angles. 
The source and detector are modulated at 60 Hz frequency to reject ambient sunlight 
(Mike Twardowski, personal communication). Moreover, the instrument sensors are equipped 
with interference filters that reject light from parts of spectrum other than that of the in-
strument's own light source. 
Pre-processing and calibration of ECO-VSF3 data 
During the first pre-processing step, the instrument dark current needs to be accounted 
for. The internal noise was characterized by measurements while the head of the sensors 
were covered with black tape. These measurements should be subtracted from any sub-
sequent measurements. Figure 3.8 shows the daily dark signal measurement records that 
were collected during a 19-day lab experiment. During the April 2001 cruise, dark current 
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measurements were not performed. We therefore had to rely on dark current coefficients 
provided by the manufacturer and assume that they are constant in time and with water 
temperature. Once the dark current signal subtracted, the calibration slope coefficients 
provided by the manufacturer were applied to obtain volume scattering coefficient units 
[m - 1 . s r - 1 ] . These coefficients were provided by the manufacturer. 
4 6 8 10 12 14 16 18 20 
Measurement day 
Figure 3.8: The dark signal of the ECO-VSF3 backscattering-meter that was recorded dur-
ing a 19-day lab experiment. Units of raw digital counts. 
Determination of fc^(A) from three VSF measurement points 
The backscattering coefficient b\,{\) is related to fi(6, A) via equation 2.6. Following the 
method proposed by Wetlabs (2006), for both spectral channels separately, we computed 
2n^(^),\) sin{6) for the three ECO-VSF angles as well as for an additional fourth point 
of (7t,0), (when 6 — n, the integral is equal to zero because sin(n) = 0). These four 
points were fitted to a second-order polynomial, allowing the estimation of the data at 1° 
intervals. The addition of the fourth point ensures a better polynomial fit. The fitted high-
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resolution curve was then numerically integrated from ^ to re, yielding the total backscat-
tering coefficient by(A). Once the backscattering coefficient is known, the backscattering 
probability 5&(A) = b^/b can computed. Particulate backscattering b^ was computed us-
ing equation 2.4. Backscattering from water molecules was computed by first computing 
beta at a 1° angle grid in the two ECO-VSF channels using equation 2.7. b^ was then 
evaluated by integrating /5(0, A) from jton (equation 2.6). 
3.4 Apparent optical properties with the SPMR 
3.4.1 Instrument description 
The SPMR is a free-falling in-water radiometric profiler (Satlantic Inc., 2000). The instru-
ment was specifically built to be used in the radiometric validation of the SeaWiFS satel-
lite data. Its missile-shape enables vertical profiles to be acquired far from the ship. This 
capability of acquiring data well removed from the ship reduces contaminations due to 
the ship's shadow. Radiometric measurements were performed at 13 spectral channels 
of 10 nm nominal spectral width (nominal central wavelengths of 405, 412, 434, 443, 490, 
510, 520, 532, 555, 590, 665, 683 and 700 nm). This configuration allows continuous ver-
tical profile measurements of in-water upwelling spectral radiance Lu(A,z) and down-
welling spectral irradiance E^(A,z). Downwelling spectral irradiance in air Es(A,z) was 
also recorded on deck with a separate Satlantic SMRS instrument. SMRS data was unfor-
tunately unavailable during the May 2000 cruise. 
3.4.2 Data pre-processing 
Near surface data with high tilt angle were manually eliminated with the help of a home-
made software that superimposed the instrument's tilt on the radiometric profile plotted 
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on log axis. Parts of the profile where the radiometric data becomes noisy or loses its 
linearity with respect to depth due to high tilt angle were first determined visually then 
eliminated (with a different maximum tilt threshold at each station, performed separately 
for Lu and £^). This operation allowed for the retention of more near-surface points in-
stead of automatically eliminating data with tilt angles above a constant threshold (the 
only possibility with the Prosoft software provided by Satlantic) and significantly helped 
in the extrapolation process (see below). Missing near-surface data were estimated by 
linearly extrapolating each profile (in the log domain) to the surface. The diffuse attenu-
ation profiles were computed with the traditional (Smith and Baker, 1986) method using 
the Matlab code provided by Satlantic. E^(A,z) was then modeled using the traditional 
diffuse attenuation approach (eq. 2.15). For all stations, it was visually verified that mod-
eled (regressed) irradiance was equal to its measured counterpart to confirm the validity 
of K and E(A, 0~) just computed. The same procedure was applied both for E^ and Lu, 
yielding lQ(A,z) and Kiu(\,z). Both of these K-profiles were very noisy near the surface 
due to high particle loads, bubbles and waves. To reduce artifacts due to this common 
problem, it has become a common practice in the scientific community to use the verti-
cally averaged attenuation coefficient instead of the noisy profiles (Lee et ah, 2005). From 
this point on, any representation of K^{X,z) in this text will refer to the values averaged 
over the upper layer (see section 3.5). Lw(\, 0° ,0 + ) was estimated from the measured 
LM(A,0°,0~) using the transmission procedure described in section 2.2.1. For the sake of 
simplicity, the effect of waves was omitted in this study. The remote-sensing reflectance 
Rrs was computed using equation 2.17. Following the recommendations of Mueller et al. 
(2003), £S(A,0+) was used in the denominator whenever possible. During the May 2000 
cruise ES(A, 0+) was not available so E^(A, 0 ) was used instead for that year's data. 
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3.5 Optical weighting of the measured parameters 
The signal measured by an optical remote sensor above the sea surface is influenced by 
an optically active upper layer of variable thickness. Within this layer, the depth 22 will 
certainly contribute less to the upwelled signal than depth Z\ if 22 > Z\ (Gordon and 
Clark, 1980). The authors modeled the depth-dependence in terms of a generic weighting 
function g(z, A) designed to approximately quantify the relative importance of a given 
depth to an upwelling optical measurement acquired above the surface (or a physical 
parameter retrieved from such a measurement): 
S ( z , A ) = e - 2 / o 9 0 ^ A ) d z
 ( 3 1 6 ) 
where Kj is the diffuse attenuation coefficient for E^(A, 2). The integral in the above equa-
tion is evaluated from 0 to Z90 (10% light depth). This simple model assumes that light 
incident on the sea surface is attenuated by a factor of 2 * K^dz on its round trip through 
a thin layer of thickness dz. If we consider the example of particulate inorganic matter 
concentration PIM, its remote sensing estimate PIM would be approximated by : 
Jo290 PIM(z)g(z)dz 
PIM = J»
 rZgo_, 7; (3-17) 
where 290 is the depth at which 90% of the incident light was attenuated. Clearly the de-
nominator represents a transmission weighted effective penetration depth and one can 
speak in terms of an average PIM extending across an effective homogeneous layer of 
depth equal to this effective penetration depth. This optical weighting algorithm was ap-
plied to all of the in-water constituents presented in this study. For each station, the cor-
responding SPMR-derived iQ data was used to compute the weighting function g(z, A). 
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Chapter 4 
Variability of the parameters of interest 
4.1 Introduction 
In this section, the magnitude and the spatial and temporal variability of the measured 
optically significant biogeochemical constituents and optical variables will be presented. 
We encountered a large variety of bio-optical signatures during our sampling campaigns. 
All the maps revealing the spatial distribution and all the graphs revealing the temporal 
variation of the variables were generated using vertically weighted profiles (see section 
3.5). Variables that were measured at a fine vertical resolution were interpolated to water 
sampling depths (see section 3.2). 
Figure 3.3 shows the location of all the stations that were visited during the 5 cruises that 
took place between 1997-2001. The locations of the stations were chosen to represent the 
known bio-oceanographic features of the ecosystem. Stations Olx belong to the upper 
estuary where riverine conditions prevail. Stations 02x are located off Tadoussac, in the 
up welling zone. Stations 04x are located on the North shore of the lower estuary, a region 
directly influenced by the Manicougan and Aux-Outardes rivers. Stations 03x and 05x are 
located on the South shore, on the Gaspe current while stations 06x represent the Anticosti 
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Gyre. Stations 07x are located on the North of Anticosti Island. Stations 08x and 09x are 
located off Newfoundland, in the region influenced by the Northwest Atlantic waters that 
penetrate from the Belle-Isle Straight. Stations 101-104 are located in the Magdalen Shallows 
while stations 106-109 are located off the Northern tip of Nova Scotia (Cape Breton), with 
station 109 extending into the Cabot Straight. 
Table 4.1 shows the overall statistics of optically significant in-water constituent concen-
trations. The cruises are presented in a seasonally sequential order to better illustrate the 
influence of seasonal changes (April 2001, May 2000, July 1999, September 1997, October 
1998). Since the aim of the current study is to describe the typical maritime conditions 
of the ecosystem, stations west of Tadoussac (with a greater terrestrial influence) were ex-
cluded from the descriptive statistical analysis presented below in order to avoid the local 
bias these stations might introduce. The data from these stations was nonetheless dis-
played in the graphical maps presented below in order to illustrate the range of variation 
encountered for a given parameter. 
4.2 Chlorophyll concentration 
Figure 4.1 shows the spatial distribution while Figure 4.2 shows, the seasonal variation of 
the fluorimetric chlorophyll concentration for all stations from all cruises. Chla statistics 
given in Table 4.1 are computed using all measurements acquired at discrete depths. In 
this dataset, the maximum Chla usually comes from a depth below surface. On the other 
hand, the equivalent vertically averaged (by optical weighting) dataset was used in the 
map shown in Figure 4.1. In the vertically averaged dataset, the maximum Chla measure-
ment is not completely resolved. It is therefore normal that the maximum values seen on 
the map is lower than the maximum value shown in Table 4.1. Size of the dots represent-
ing the measurements on all the maps presented in this study are displayed on a log scale 
unless stated otherwise in the corresponding figure caption. 
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Figure 4.1: Spatial distribution of vertically averaged fluorimetric Chla concentrations for 
April 2001, May 2000, June 1999, September 1997 and October 1998. Measurement values 
are displayed in units of mg.m~3. The area of the dots varies with the magnitude of the 
measurement on the same log scale for each year. 
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Table 4 .1 : Mean, (minimum, maximum) concentrations of in-water constituents. The coefficient of vari-
ation CV was shown as a percentage, n is the number of observations. Stations west of Tadoussac were 
excluded in this analysis (see section 4.1). 

































































































The weak phytoplankton concentrations observed in the upper Estuary (west of Tadous-
sac) is a known feature of these riverine waters, probably attributable to the lack of sun-
light due to the extremely high load of inorganic sediment and dissolved organic matter 
concentrations (Therriault et ah, 1990). The observed high sediment and CDOM load in 
this region supports this hypothesis (Figures 4.8 and 4.16). In other parts of the Estu-
ary, the phytoplankton abundance varied considerably with time, depending on whether 
there is a bloom or not. Relatively higher Chla concentrations were observed in July 1999 
(in the Estuary, extending into the Gaspe Current), in May 2000 (in the Estuary and Gaspe 
Current) and in April 2001 (in the Gulf, Anticosti Gyre and stations off the Magdalen Islands). 
Overall, our Chla measurements varied between 0.01-25 mg.m~3, within the ranges of the 
European coastal and clear water datasets of Babin et ah (2003b) which varied approxi-
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4.2: Temporal variability of optically weighted values of Chla concentration deter-
with the fluorimetric method. All stations, all 5 cruises. 
4.3 Suspended particulate matter 
Figures 4.3,4.4,4.5 and 4.6 show the spatial variability while Figures 4.7,4.8,4.9 and 4.10 
show the temporal variability of the vertically averaged SPM, PIM and POM concentra-
tions respectively. SPM varied within two orders of magnitude, between 0.06-6 mg.L~l 
while Babin et al. (2003b) observed a variation between 0.02-73 mg.L"1. When we include 
our riverine stations, we could observe SPM values as high as 18 mg.L~l. As expected, 
SPM, PIM and POM were more prevalent landward, progressively decreasing eastward 
for all sampled seasons. Unlike Chla, this spatial pattern varied relatively less from one 
year to the next. The reader is also referred to the discussion about the regions of the 
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St. Lawrence (section 7.2). Although one may quantify the spatial trends in measured 
parameters using spatial statistics, this is out of the scope of the current work. 
The lack of year-to-year variation mention in the previous paragraph also involves the 
April 2001 dataset which included the strong bloom in the Gulf might be suggestive of 
an increase in POM and a consequent increase in SPM. This indicates that the mass-
contribution of the big diatom cells of the Gulf to total SPM is relatively small. Unlike 
SPM, PIM and POM, %POM was highest in the Gulf in April 2001 and May 2000 and 
off Manicougan and Aux-Outardes rivers in July 1999. While no visually apparent spatial 
trend could be observed in 1998, the magnitude of %POM was, on average, slightly higher 
than in other years. 
Larouche and Boyer-Villemaire (2005) examined the vertical structure of the SPM dataset 
in detail. Their analysis indicates that in the Gulf, a permanent lack of stratification was 
observed in the vertical distribution of SPM and PIM (not shown). Their also report that 
in the Estuary, a very low vertical variation (in the range of 0.6 mg.L"1) was observed at 
the estuarine stations (11 through 45, including stations 52,53, 62 and 66). POM exhibited 
a homogeneous vertical distribution at all stations and all sampling years. 
4.4 Bulk and particulate absorption 
In this section, extensive (concentration dependent) absorption and intensive (concentra-
tion independent) parameters derived from the collected IOP dataset will be examined. 
Table 4.2 shows the descriptive statistics of absorption coefficients measured during the 
April 2001 and May 2000 cruises. Table 4.3 shows some of the intensive IOP parameters 
derived from the same IOP measurements. The spectral parameters presented in this sec-
tion were reported at the same wavelengths as in the literature (Babin et ah, 2003b). As 
was the case with the in-water constituent concentrations, the stations west of Tadoussac 
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Figure 4.3: Spatial distribution of vertically averaged SPM concentrations for April 2001, 
May 2000, June 1999, September 1997 and October 1998. Measurement values are dis-
played in units of mg.lr1. The area of the dots varies with the magnitude of the measure-
ment on the same log scale for each year. 59 
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Figure 4.4: Spatial distribution of vertically averaged PIM concentrations for April 2001, 
May 2000, June 1999 and October 1998. Measurement values are displayed in units of 
mg.L^1. The area of the dots varies with the magnitude of the measurement on the same 
log scale for each year. 
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Figure 4.5: Spatial distribution of vertically averaged Particulate Organic Matter POM 
concentrations for April 2001, May 2000, June 1999 and October 1998. Measurement val-
ues are displayed in units of mg.L^1. The area of the dots varies with the magnitude of 
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Figure 4.6: Spatial distribution of vertically averaged percent Particulate Organic Matter 
%POM for April 2001, May 2000, June 1999 and October 1998. Measurement values are 
displayed in percents. The area of the dots varies with the magnitude of the measurement 
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Figure 4.7: Temporal variability of vertically averaged values of Suspended Matter (SPM). 
All stations, all 5 cruises. 
were excluded from this statistical analysis (see section 4.1). Statistics of a^ which is the 
combined absorption by non-algal particles a^Ap and CDOM were also added in Table 
4.2. The subscript letters d and g refer to Detritus and Gelbstoff, the other commonly used 
names of aNAP and CDOM respectively. Due to difficulties in correctly distinguishing 
ag and aNAp using only above-water radiance measurements, many inverse IOP models 
were built to directly estimate adg instead Roesler el al. (1989), Maritorena et al. (2002), 
Carder et al (2003), IOCCG (2006). 
Excluding the riverine stations, in our dataset, the total absorption coefficient a (440) as 
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Figure 4.8: Temporal variability of vertically averaged values of Particulate Inorganic Mat-
ter (PIM). All stations, all 5 cruises. 
0.01-3 m"1 in the global SeaBASS dataset as used in an inverse modeling study (IOCCG, 
2006). Similarly, adg(440) varied within 0.06-1.17 m~l in our dataset as compared to the 
0.005-3 m _ 1 range in the SeaBASS dataset. The values of a(440) appear notably higher in 
May 2000 than in April 2001 while the associated coefficients of variation (CV) were only 
slightly higher. This can be explained by the fact that the only stations that were visited 
in May 2000 with the ac-9 were the estuarine stations where a massive bloom was present 
while the statistics for the April 2001 dataset include both the Gulf (moderate bloom) and 
the Estuary which, at that time had very low Chla concentrations. 
Figure 4.11 shows the spectra of the various absorption components measured with the 
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Figure 4.9: Temporal variability of vertically averaged values of the Particulate Organic 
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Figure 4.10: Temporal variability of vertically averaged values of the percent Particulate 
Organic Matter %POM. All stations, all 5 cruises. 
ac-9 in May 2000 and April 2001. The shapes of the anw spectra for both years were alike, 
with absorption features due to Chla at 670 nm and CDOM in the blue having an evi-
dent influence on the spectra. A comparison of the anw and cig curves indicates clearly 
that in-water absorption is not dominated by chlorophyll at most of the stations (see also 
Figure 6.5). Figure 4.11 suggests that the shape of some ap spectra resembles that of non-
algal particles, some resemble that of phytoplankton while the rest appears as a mixture 
of both. The first type of spectra has an exponentially-decreasing shape with increasing 
wavelength, visually very similar to the shape of ag spectra while in the second case, the 
influence of the spectral absorption signature of Chla is visible as peaks at 440 and 670 nm, 
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Table 4.2: Mean and (minimum-maximum) values of various absorption coefficients. Shown in percent is 
the coefficient of variation CV, n is the number of observations. In May 2000, the ac-9 data was available for 
the Estuary only. Stations west of Tadoussac were excluded in this analysis. 






















































































































a shape very much resembling that of aph (see below). 
As for the IOPs determined with the filter-pad method (ap/ a^AP and aph as per section 
3.3.3), all of the parameters that were determined with this technique exhibited a much 
higher variability (CV) in May 2000 than in April 2001 although the average values were 
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Table 4 .3: Mean, maximum and minimum values as well as the coefficients of variation of the extensive 
IOP parameters of interest, n is the number of observations, and the coefficient of variation CV was dis-
played in percents. In May 2000, co was available for the Estuary only. Stations west of Tadoussac were 
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Figure 4.11: Sample spectra of the vertically integrated absorption components measured 
with the ac-9 in April 2001 and May 2000. 
comparable. This was also reflected in the SPM statistics of Table 4.1. See sections 3.3.1 
and 3.3.3 for a description of both ways of estimating av using the ac-9 and filter-pad 
techniques respectively (comparisons of flp spectra are presented below). 
Table 4.3 shows the statistics of the specific absorption coefficients. The relative varia-
tion observed in the chlorophyll-specific absorption coefficient flpjj was considerably lower 
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than that of a^ at all wavelengths of Tables 4.2 and 4.3. On the overall, ^ ( 4 4 0 ) changed 
within the 0.002-0.54 m~x range in our dataset and between 0.005-0.45 m~x in the SeaBASS 
dataset and between 0.005-0.8 mrx in the European dataset of Babin et al. (2003b). The 
absolute variation of a*h was lower at 676 nm than at 440 nm, a result compatible with 
previous findings (Babin et al, 1993, 2003b, Bricaud et al., 1998). This observation might 
be explained by the fact that accessory pigments influence the a*h spectra in a much more 
pronounced fashion in the blue versus the red spectral region (Sathyendranath et al, 1987). 
Over the two sampling years, a*h varied about 138% at 440 nm and 83 % at 676 nm when 
normalized by Chla only. The average variabilities dropped to 53% and 37% respectively 
when the normalization was done with respect to Chla + Phaeo (Table 4.3). This illus-
trates the role of phaeopigments in the absorption efficiency. The difference between the 
two ways of computing a*h was much more pronounced in May 2000 than in April 2001, 
confirming the fact that Phaeopigments accounted for a bigger fraction of the absorption 
efficiency in May 2000. 
The mean value of a^AP w a s similar for both years although the variation was about 
33% higher in May 2000, a statistical observation which is again consistent with the SPM 
statistics. The coefficients of variation that were observed for U^AP for April 2001 and 
May 2000 (76% and 100%) were, comparable to those of PIM (52% and 84%). Figure 4.12 
shows the ap, a^, a*h, and aNAp spectra for April 2001 and May 2000. The ap spectra show 
similarities with the same parameter as measured by the ac-9 (Figure 4.11). The residual 
pigment absorption signature around 440 and 676 nm was visible in a^AP spectra and 
is due to the non-perfect extraction of pigments, a phenomenon also observed elsewhere 
(Babin et al, 2003b). Figures 4.13 and 4.14 show the spatial variation of ap (440), a ^ p (440), 
ap/j(400) and a*h(4A0) for April 2001 and May 2000 respectively. For both years, aNAP 
shows a spatial distribution pattern very similar to that of SPM and PIM (i.e. a decreasing 
trend from west to east) and a^, with that of Chla (Figure 4.1). a*h inversely correlated 
with Uph, confirming the predictions of the equation 3.14. 
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Table 4.3 provides the statistics of to (eq. 2.11), Sg (eq. 3.9), SNAp (eq. 3.11), a*h (eq. 3.13) 
and flJ^AP (eq. 3.15). Note that co contains the contribution by seawater as well. Sg was 
the parameter showing the least variation among all the parameters that were statistically 
analyzed in the whole dataset, with a coefficient of variation around 5% for both sampling 
years (see also Table 4.4). The variation observed in co, Sg, S^g and SNAP w a s considerably 
smaller than that of the absorption measurements they were derived from (see a, b, ag 
and UNAP m Table 4.2). For both sampling years, the average S^AP was smaller than the 
average Sg, the variability exhibited by the former being about 3 times higher than that of 
the latter over the two sampling seasons. 
The statistics of aNAp (see section 3.3.4) shown in Table 4.3 exhibit variations at least on 
the same order of magnitude as the variation observed with a*h and this, even at 440 
nm where the latter happens to have a substantially higher variability (see above). This 
phenomenon could be observed in April 2001 but not during the massive bloom of May 
2000. Figure 4.15 shows the spatial distribution of vertically integrated aNAp values at 440 
nm. Although there is no visually apparent general spatial trend, one observes for both 
years higher values at the mouth of the Saguenay Fjord (stations 02X). In May 2000, a sur-
prisingly high fine-scale spatial heterogeneity is observed in the Gulf, especially between 
the stations 103 and 104, 112 and 111 as well as stations 106 and 107, with magnitudes 
sometimes as high as 3 times that of the neighboring stations. 
4.5 Absorption by CDOM 
Table 4.4 shows the CDOM absorption coefficient statistics as measured with the spec-
trophotometer for the cruises conducted between 1998 and 2000. Excluding the extremely 
turbid riverine stations which are located west of Tadoussac, a^(440) exhibits a variability 
of a little less than two orders of magnitude for all sampled years (from ~ 0.02 to 1.0 m _ 1) , 
which is about the same range as the one reported by Babin et at (2003b) This parame-
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Figure 4.12: Components of absorption spectra ap, a^ a^AP and a*h as determined with 
the filter-pad method. April 2001 (left) and May 2000 (right). 
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Figure 4.13: Spatial distribution of the absorption components at 440 nm as determined by 
the filter-pad method. The April 2001 dataset. Measurement values are displayed in units 
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Figure 4.14: Spatial distribution of the absorption components at 440 nm as determined by 
the filter-pad method. The May 2000 dataset. Measurement values are displayed in units 
of m_1 for #p, fljvAP and <*ph (displayed on the same log scale) and in rrp-.mg^1 for a*h. 
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Figure 4.15: Spatial distribution of vertically integrated fl^AP(440). The April 2001 and 
May 2000 datasets. Measurement values are displayed in units of w^.g"1. The area of the 
dots are displayed on the same log scale for both cruises. 
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Table 4.4: Mean and (minimum-maximum) values of CDOM absorption. Shown in per-
cents is the coefficient of variation CV. n is the number of observations. ag and Sg are 






















































ter follows the same seasonal variability pattern as the other biogeochemical and optical 
variables described before, with the maximum values and the maximum relative variance 
usually occurring in May 2000, and the minimum values and variance, in October 1998. 
Sg, on the other hand, with a 10% overall variability, was much less variable than ag. While 
this was expected for an intensive variable such as Sg, the seasonal variation pattern was 
in opposition to that of ag, with the maximum variation occurring in October 1998 (15%) 
and the minimum variation in April 2001 and May 2000 (5%). 
Figure 4.16 shows the measured ag spectra displayed on a traditional log-linear scale. 
Figures 4.17 and 4.18 give the spatial distribution for a^(440) and Sg respectively. While ag 
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Figure 4.16: Spectrophotometric ag (CDOM) absorption spectra for 1998-2001. 
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Figure 4.17: Spatial distribution of vertically averaged flg(440). Measurement values are 
displayed in units of w_1 . The area of the dots are displayed on the same log scale for 
each year. 
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Figure 4.18: Spatial distribution of surface Sg. Measurement values are displayed in units 
of nra - 1 . The area of the dots are displayed on the same linear scale for each year. 
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4.6 Scattering and backscattering 
Scattering coefficient statistics are shown in Table 4.5. As with all the extensive parame-
ters, bp(555) was higher in May 2000 than in April 2001. 
j -1 , , 1 , , 1 —
 1 0 - b , , , , , , _ 
400 450 500 550 600 650 700 400 450 500 550 600 650 700 
Wavelength [ nm ] Wavelength [ nm ] 
(a) 2001 (b) 2000 
Figure 4.19: Spectra of vertically averaged particulate scattering coefficient bp(\) mea-
sured with the ac-9. 
The bp spectra of Figure 4.19 show a generally constant shape, linearly decreasing with in-
creasing wavelength when Chla was low. At stations where phytoplankton is abundant, 
troughs on the scattering spectra were visible at chlorophyll absorption wavelengths, a 
feature Babin et al. (2003a) also observed in their field measurements and confirmed with 
MIE simulations. The general spectral shape at these stations reveals a slightly decreas-
ing bp with increasing wavelength. At some stations, flat or increasing spectra were also 
observed. 
The total backscattering coefficient b\, varied by over a factor of about 80% at 450 nm 
and 129% at 530 nm) and was one of the most variable parameters in the entire dataset. 
Although the relative variation exhibited by the backscattering fraction b\,p was expectedly 
lower than that of b^, it was still as high as 35% and 89% at 450 and 530 nm respectively. 
At all times, data collected with the green sensor of the ECO-VSF exhibited a much higher 
variability than that of the blue sensor. 
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Table 4.5: Mean and (minimum,maximum) values of bp, b* b\„ b\,p and b^ from the ac-9 and the ECO-VSF 
as well as the coefficient of variation CV in percents. n is the number of observations. In May 2000, b\, was 
unavailable and bp was available for the Estuary only. Stations west of Tadoussac were excluded in this 












































































































































Figure 4.20 shows the spatial distribution of \)\, and hp. As an extensive parameter, by 
follows the same gradually decreasing pattern from west to east as does SPM, PIM and 
CDOM (see Figures 4.3,4.4 and 4.17). While there is no visually apparent spatial pattern 
exhibited by ^(450), fo&(530) revealed a west-to-east pattern similar to that of by. An 
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increasing 5^(530) with an increasing inorganic content of the particles are coherent with 
the observations of Tzortziou et al. (2006). It can be noted in Figure 4.20 that it is in the Gulf 
stations that are subject to strong blooms that bp(530) differs significantly from frp(450). 
We are still investigating the reason why the same pattern is not observed at 450 nm. 
4.6.1 The mass-specific particulate scattering coefficient b* 
The mass-specific particulate scattering coefficient fc*(550) was given in equation 3.6. The 
average value of b*(550) was equal to 0.5 m2.g~x for both cruises, with an overall rela-
tive variation of about 40%. Figure 4.21 shows the spatial distribution of b*{550). While 
there is no visually apparent spatial pattern, it can be noted that the highest values were 
observed near the freshwater inputs at the mouth of the Manicougan and Aux-Outardes 
rivers (stations 04X) and at the riverine station 014 in April 2001; at the mouth of the 
Saguenay Fjord in May 2000. 
4.7 Single-scattering albedo 
The spectra of the total single scattering albedo to shown in Figure 4.22 shows a char-
acteristic peak in the scattering contribution around 500-600 nm for both years and all 
stations. The decreasing trend of co towards the blue end of the spectrum is due to strong 
absorption by CDOM, and to a lesser extent Chla, with co decreasing to 0.53-0.70 and 
0.36-0.58 at 412 nm in April 2001 and May 2000 respectively (excluding the riverine sta-
tions). Scattering at extremely turbid riverine stations can compete with absorption by 
CDOM in the blue (0.75< a;(412) <0.83) and with absorption by seawater in the red 
(0.65< a;(715) <0.75). The lower values in the blue spectral region for the May 2000 data 
are primarily due to increased CDOM absorption (table 4.4 shows that the average ag val-
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Figure 4.20: Spatial distribution of vertically averaged by and by at 450 nm (top) and 530 
nm (bottom) for the April 2001 dataset. Measurement values are displayed in units of m~l 
for b\, while by is dimensionless. The area of the dots are displayed on a different log scale 
for both parameters. 83 
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Figure 4.21: Spatial distribution of the vertically averaged mass-specific scattering coeffi-
cient b*(550) for April 2001 and May 2000. Measurement values are displayed in units of 
m
2
.g~~l. The area of the dots are displayed on the same log scale for the two cruises. 
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in values as low as 0.20-0.55 in April 2001 and 0.25-0.65 in May 2000. The slightly larger 
average values in May 2000 could be attributed to the fact that the dataset was acquired at 
(highly scattering) estuarine stations only. The spatial variation observed for co for April 
2001 and May 2000 is shown in Figures [423] and |4.24] respectively. Excluding the river-
ine stations, the figures show a moderate west-to-east decreasing trend at all wavelengths 
throughout the entire ecosystem for both sampling years. 
400 450 500 550 600 650 700 
Wavelength [ nm ] 
(a) April 2001 
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(b) May 2000 
Figure 4.22: Spectra of optically weighted single scattering albedo co. In May 2000, the co 
data was available for the Estuary only. 
4.8 In-water radiometric spectra 
The remote sensing reflectance spectra that were computed from SPMR below-surface 
radiances and the above-surface downwelling irradiance are shown on the left hand side 
of Figure |425| while Kj spectra just below the surface can be seen on the right hand side. 
Details on the Rrs, Kj and the methodology for transforming to above-surface value is 
described in section[35} The many different shapes and amplitudes of reflectance spectra 
observed in this Figure indicate the extremely variable types of waters present during a 
given cruise. As a general rule, the shorter the wavelength of the maximum of the spectra, 
the bluer the water (the greater the tendency towards case I waters). 
The most common type of spectra has a reflectance maximum in the green spectral region 
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440 nm 
Figure 4.23: Spatial distribution of the vertically averaged single scattering albedo cv for 
the April 2001 dataset. The area of the dots are displayed on the same linear scale for all 
wavelengths in this figure and for those in Figure 4.24. 
(around 530-560 nm) while its shape is quasi-linear or slightly concave between the blue 
region (412 nm) and the maxima. These cases represent typical coastal water spectra dom-
inated by sediment backscattering in the green and strong CDOM and /o r chlorophyll 
absorption in the blue. The estuarine stations and the 05x and 06x stations nearly always 
exhibited such spectra, regardless of the presence or absence of phytoplankton. Another 
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440 nm 
Figure 4.24: Spatial distribution of the single scattering albedo oo for the May 2000 dataset. 
The area of the dots are displayed on the same linear scale for all wavelengths in this 
figure and for those in Figure 4.23. No measurement was performed in the Gulf during 
this cruise. 
commonly found spectra type has its maxima around 490-510 nm, with decreasing values 
towards the blue, the amplitude of the slope depending on the amount of CDOM present 
in the water. A third, but extremely rare type is the typical case-I spectra with a constantly 
decreasing reflectance from blue to red. The slope of such a spectra is usually variable be-
tween the 400-510 nm range. In general, flatter spectra should indicate higher chlorophyll 
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concentrations while spectra that increase more steeply towards the shorter wavelengths 
indicate bluer (low chlorophyll) waters. The simple band ratio algorithms (case I) should 
be able to successfully estimate the chlorophyll concentration at stations having this last 
type of spectra (O'Reilly et al., 1998b). It will be noted that some spectra show a small 
and sometimes rather extreme peak in the 412 nm channel. This is an artifact that mostly 
occurs at the most turbid (highly absorbing) stations. Due to very low levels of ambient 
sunlight in the surface layer, the extrapolation of Lu and E^ to the surface had to be per-
formed with an insufficient number of data points. See section 3.4 for more details on the 
employed extrapolation procedure. 
It is known that the fluorescence signal emitted at 683 nm can be detected by optical sen-
sors and can be distinguished as a small peak around the emission wavelength, at sta-
tions with sizable phytoplankton concentrations (Garver and Siegel, 1997). This feature 
was indeed visible in our Lu and consequently Rrs spectra. The Kj spectra is also signifi-
cantly variable from one station to another for a given cruise. The influence of absorption 
by CDOM in the blue is evident at estuarine stations with Kj values being significantly 
higher in the blue spectral region than the Kj value at 550 nm (where the minima are 
approximately located in most of the measurements). 
Regional variations in the shape of the shown reflectance spectra were, on the overall, 
coherent with those previously described in the literature (Roesler and Perry, 1995). The 
most turbid stations (Olx and 02x) always exhibited the largest Rrs(A.) signal, with their 
peak shifted toward longer wavelengths. The contrary was the case for the Gulf sta-
tions, with smaller magnitudes and maxima closer to the blue end of the spectrum. Sea-
sonal variations in the water type were also reflected in the measured spectra, with more 
oceanic (case I) spectra observed later in the season. There are many stations encountered 
in cruises that took place between April-July with high-magnitude spectra with a peak 
around 555 nm. These spectra reflect the typical biologically active, more turbid waters 
fed by the higher spring freshwater inputs and post-bloom biological activity. The cruises 
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that took place in September and October, on the other hand, showed very few spectra 
with a peak around 555 nm. The magnitudes were generally lower and the shape of the 
spectra exhibited less variability during a given cruise. These spectra reflect the typical 
autumn-winter conditions with less turbid, biologically less active waters that are verti-
cally more stable (not shown) and horizontally less heterogeneous. 
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Rrs(A) KM) 
Figure 4.25: Remote-sensing reflectance Rrs spectra transmitted through the air-water in-
terface (left) and Kd at surface for 2001, 2000,1999,1997 and 1998 (from top to bottom). 
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Chapter 5 
Optical coherence of the IOP dataset 
The three objectives of this chapter are : 
1. to use a simple correlation analysis to strengthen the validity of the relationships 
between the various measured variables. The presence of covariation between vari-
ables that are expected to be correlated should strengthen the validity of our dataset 
and provide further information about the optical characteristics of the water col-
umn as well as the optically significant constituents present in water at the time of 
data acquisition. 
2. to describe the optically significant biogeochemical variables as a function of IOPs, 
yielding the optical cross-sections; 
3. to compare the IOP model parameters (Sg, SNAP) and some IOP cross-sections ob-
tained in the previous step (al]AP, b*) with the similar results previously published 
in the literature. 
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5.1 Absorption by CDOM 
Figure [57lj shows the correlation between ag obtained from the spectrophotometer and 
some other measured biogeochemical variables. In order to maximize the number of data 
points, all the scatterplots shown in this chapter used the actual measurements acquired 
from discrete depths instead of the vertically averaged datasets that were used in the 
maps in the previous chapter. Also shown on the same graphs are the regression lines 
fitted to data. Note that salinity can be taken as a proxy variable for CDOM concentration, 
given the relatively high degree of correlation between the two variables. The relationship 
between the salinity and ag(4A0) was described with the following linear regression fit 
(Figure [51|: 
2 
ag(U0) = -0.0663 * SAL + 2.1811 rL = 0.84 (5.1) 
where SAL is salinity. This result is similar to previous findings in the St. Lawrence (Nieke 
et ah, 1997). The linear regression slope derived on a year to year basis revealed r2 values 
of 0.91, 0.93, 0.83 and 0.74 for April 2001, May 2000, July 1999 and October 1998 cruises 
respectively. The high negative relationship between ag(440) and salinity indicates that 
CDOM concentration is strongly associated with the presence of fresh water. The same 
rationale can be used to explain the strong correlation between ag and A/VAP- The data for 
stations 21, 22, 24 and 25 of the May 2000 cruise and stations 21 and 22 of the July 1999 
cruise are located above the regression line while the data for the same stations visited 
during April 2001 and Oct. 1998 were near the regression line. 
Table 5.1 compares our Sg statistics with those found by various researchers. In general, 
our results were in reasonable agreement with the other studies. Our overall average Sg 
value was about 25% larger than that reported by Nieke et al. (1997) for the St. Lawrence. 
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Figure 5.1: Scatterplots of aNAP(A40) and ag(440) with respect to Salinity, SPM and PIM. 
The straight line shows the power function y = ccx1. A linear function was used for 
Ag(440) vs. salinity. 
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Although these differences might be due to the choice of the fitting algorithm and/or 
wavelength range used to derive Sg (see section 3.3.2), neither the fitting algorithm nor the 
wavelength range used by Nieke et al. (1997) are known and we cannot, as a consequence, 
evaluate the disparity. The standard deviation of our dataset is similar to that published 
by Babin et al. (2003b). This is noteworthy given that our dataset involved measurements 
from only one distinct ecosystem in contrast to the Babin dataset which included 6 very 
different regions from European-Atlantic coastal sites. This result is coherent with the 
strong variability of the St. Lawrence discussed in section 3.1. 
The higher variability in the Oct. 1998 observations of Sg reported in section 4.5 was 
surprising since October 1998 was the sampling campaign with the smallest amount of 
particle loading (Tables 4.1 and 4.2) and CDOM concentrations (Table 4.4). Even if the 
relative variation of Sg in Oct. 1998 was not, in comparison with the other variables ex-
amined, always the smallest (take for example Chi a in Table 4.1), its absolute variation 
as depicted by the standard deviation was the smallest (Table 4.4). The regular seasonal 
pattern observed in other variables was strikingly reversed for Sg where the overall stan-
dard deviation in Oct. 1998 was more than 3 times that of 2001 and 2000. The magnitude 
of Sg, (presuming we apply a standardized procedure which eliminates the biases associ-
ated with the fitting procedure discussed in section 3.3.2) contains information about the 
chemical nature of CDOM (Carder et al, 1989) and whether it is of marine or terrestrial 
origin (Twardowski and Donaghay, 2001). In winter conditions (low ag), higher Sg values 
associated with marine CDOM were observed by Stedmon and Markager (2001). The au-
thors attributed the phenomenon to the aging of the CDOM pool that is no longer being 
replenished by an input of terrestrial CDOM in winter conditions. The reader is referred 
to Stedmon and Markager (2001) and to the references therein for more details about the 
aging of CDOM. 
The pre-winter conditions that prevailed during our October 1998 cruise (see above) were 
due to lower freshwater outflows from the Estuary. Since they bring to mind the winter 
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conditions described by Stedmon and Markager (2001), we thought it would be interest-
ing to test, with our dataset, the inverse relationship between Sg and cig(375) that was 
reported by the authors (Figure 5.2). In this figure, the same scatter cloud is shown twice; 
the data points are classified with respect to (a) sampling year and (b) sampling region. 
Overall, the 4-year dataset exhibits the inverse relationship attributed to the winter condi-
tions described by the authors. When we regress the inverse relationship that was initially 
proposed by the authors to our dataset, we obtain the solid line shown in figure 5.2 : 
Sg = 0.01665 + 0.000206/flg(375) (5.2) 
The coefficients reported by Stedmon and Markager (2001) for the Greenland sea (0.0074, 
0.0011) significantly overestimated Sg at lower ag when superimposed on our dataset (not 
shown due to the large difference in scales). While the distribution of our July 1999 dataset 
was rather dispersed (and degraded by 2 outliers), the October 1998 data, alone, exhibited 
the anticipated inverse relationship between Sg and ag(375). Sg was rather insensitive to 
the changes in flg(375) in April 2001 and May 2000, with the data points remaining on a 
horizontal line about Sg = 0.017nm~r for ag{375) > 0.1m -1 and rapidly increasing with 
ag(375) < 0.1m -1. The scatter of the points around this empirical flat line increased with 
decreasing Ug(375) values, resembling the distribution associated with terrestrial CDOM 
shown in Stedmon and Markager (2001) in their Figure 5. Looking at our Figure 5.2b, 
one notes that most of our riverine and estuarine measurements fall in this category. The 
similarity to the Stedmon and Markager results is plausible since we know that the river-
ine and estuarine regions are strongly influenced by terrestrial components (see chapter 
6). The stations from the Gaspe current and the Anticosti Gyre as well as some of the 
Gulf stations fall in the transition zone while for the rest of the Gulf, Sg values rapidly 
increase as flg(375) decreases with the latter parameter approaching magnitudes close to 
our instrument's precision limit. As it is difficult to accurately measure very low ag values 
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Figure 5.2: Scatterplot of Sg and a*(375). Data from the 2001, 2000, 1999 and 1998 
cruises. Results were classified (a) season-wise and (b) region-wise. The solid line 
Sg — 0.01665 + 0.000206/flg(375) shows the equation that was initially proposed by Sted-
mon and Markager (2001) and was adapted to our dataset. 
ior of the marine CDOM at very low Ug values. Our results are however coherent with the 
other studies and our current knowledge of the St. Lawrence. 
5.2 Absorption by non-algal particles 
Table 5.2 shows a comparison of our SNAP statistics with those published in the literature. 
Both the mean value of SNAP and its standard deviation were close to values found in 
the literature. This was found to be true not only for the St. Lawrence but also for other 
coastal sites around the world. 
The average value of SNAP, when compared with other studies, consistently varied around 
a nominal value of 0.011 nm~1, although the relative variability observed in SNAP w a s 
generally larger than that of Sg (Table 4.3). It was also interesting to note that the SNAP 
statistics changed very little from one study to the next despite the different methods em-
ployed to determine CINAP- Babin et at (1993), for example, used the model approach of 
Bricaud and Stramski (1990) to separate particulate absorption into its components while 
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Table 5.1: Comparison of the mean values of Sg and S^„ observed in the current study with some 
of the values previously published in the literature, std is the standard deviation. 





















































































Nieke et al. (1997), Table 2 
Roesler et al. (1989), Table 1 
references in Roesler et al. (1989) 
Twardowski et al. (2004), p. 78 
Twardowski et al. (2004), p. 78 
Twardowski et al. (2004), p . 78 
Twardowski et al. (2004), p. 78 
references in Twardowski et al. 
(2004), Table la 
Dowell et al. (1996) p. 405 
Dowell et al. (1996), p. 405 
Dowell et al. (1996), p. 2314 
Binding et al. (2003), p. 3796 
Babin et al. (2003b), Table 3 
Babin et al. (2003b)Table 3 
Babin et al. (2003b), Table 3 
Babin et al. (2003b), Table 3 
Babin et al. (2003b), Table 3 
Babin et al. (2003b), Table 3 
Babin et al. (2003b), Table 3 
Carder et al. (2003)6 
Carder et al. (2003)b 
Current study, Table 4.3 
Current study, Table 4.3 
0.0157 0.0030 114 Current study, Table 4.3 
St. Lawrence, April 2001 
St. Lawrence, May 2000 
St. Lawrence, July 1999 
St. Lawrence, October 1998 
St. Lawrence, overall 
St. Lawrence 
San Juan Islands 
East Sound, Gulf of Mexico, 
Narragansett Bay 
Monterey Bay 
Port Aransas Pass 















St. Lawrence, April 2001 
St. Lawrence, May 2000 
St. Lawrence, both years 
"Average values of every reference in Table 1 of Twardowski et al. (2004) that reported the stan-
dard deviation of Sg 
fcThe MODIS algorithm coefficient Sdg. The unpackaged dataset was acquired in tropical and 
sub-tropical waters while the fully packaged dataset was collected from high-latitude sites. 
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Table 5.2: SNAP statistics observed in the current study compared with some of the val-






































































The current study 
The current study 
The current study, Table 4.3 
Babin et al. (1993), p.158 
Babin et al. (1993), p.158 
Roesler et al. (1989),Table 1 
references in Roesler et al. (1989) 
Bricaud and Stramski (1990) 
Bricaud and Stramski (1990) 
Bowers et al (1996) 
Binding et al (2003)fl 
Bowers and Binding (2006) 
Arrigo et al (1998) 
Doxaran et al (2006) 
Doxaran et al. (2006) 
Dowell et al. (1996), p . 405 
Dowell et al (1996), p . 405 
Babin et al. (2003b), Table 4 
Babin et al (2003b), Table 4 
Babin et al. (2003b), Table 4 
Babin et al. (2003b), Table 4 
Babin et al. (2003b), Table 4 
Babin et al. (2003b), Table 4 
Babin et al. (2003b), Table 4 
Site 
St.Lawrence, April 2001 
St.Lawrence, May 2000 
St.Lawrence, both years 
St.Lawrence, 1989 
St.Lawrence, 1990 


















From Table 3 of Bowers and Binding (2006) 
we used the methanol extraction method (see section 3.3.3). Furthermore, SNAP seems to 
be much less sensitive to the wavelength range used in the fit and to the fitting algorithm 
(not shown) than is Sg (see section 3.3.2). This regional and temporal consistency in the 
spectral behavior of a^^p is encouraging in terms of spectral modeling efforts in remote 
sensing applications. 
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5.2.1 The non-algal particulate specific absorption a*NAP 
Figure 5.3 shows flN^p(440) and ap(440) plotted against SPM and PIM. aN^P(440) corre-
lates better with SPM and PIM than ap. The lower correlation of ap with particulate mass 
was expected and can be explained by i) the presence of phytoplankton in av measure-
ments that covaries neither with SPM nor with PIM; ii) the negligible mass contribution 
of phytoplankton the total particulate mass load, a phenomenon that could be inferred 
from the April 2001 graph of Figure 4.3, with SPM concentrations in Gulf stations being 
less than those of the estuarine stations despite the strong bloom in the Gulf (i.e. despite 
the opposite being true in terms of chlorophyll and thus phytoplankton concentration). 
That the absorption coefficient of chlorophyll can be comparatively large while the mass 
contribution is small is not surprising given that its specific absorption is of the order of 
1000 times that of non-algal particles (c.f. Table 4.3). It can also be seen that the regression 
lines published by Bowers et al. (1996) and Babin et al. (2003b) (shown as dashed lines in 
Figure 5.3a) fit our data quite well. 
The lack of correlation observed in the plot of the a^AP with respect to aph (Figure 5.4) 
was expected and indicates that the influence of phytoplankton in a^AF is negligible even 
though a^Ap was computed using SPM, a variable that includes phytoplankton. This 
confirms the assumption made in section 3.3.4, asserting at least for our dataset that a^AP 
is free from the influence of phytoplankton. It has already been argued that organic parti-
cles might exhibit a higher a^AP (Babin et al., 2003b, Doxaran et ah, 2006). The scatterplot 
of a^AP with respect to %POM, the percent organic fraction of SPM (Figure 5.4) reveals 
that no such conclusion can be drawn from our dataset. 
Table 5.3 compares our statistics on a^Ap with those published in the literature. While the 
mean a^AP obtained from the current study was within the range of mean values reported 
by the other researchers, about a 4-fold variation could be observed among the reported 
average values. Our mean values were comparable with those of the Menai Strait values 
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Figure 5.3: Scatterplots of «]VAP(440) and ap(440) versus PIM and SPM. The lines show 
previously reported regression fits which were forced through the origin : 
* the dash-dotted line : Bowers et al. (1996) as corrected by Babin et al. (2003b) 
(aNAP(443) = 0.0235 [SPM]); 
* the dashed line : Babin et al. (2003b) (aNAP(443) = 0.031 [SPM],r2 = 0.80,n = 328). 
reported by Bowers et al. (1996) and comparable to those of the Tamar Estuary reported by 
Doxaran et al. (2006) but were considerably lower than those of most of the other regions. 
5.3 Absorption by phytoplankton 
The phytoplankton absorption data from our April 2001 and May 2000 cruises were al-
ready analyzed more in depth (Roy et al, 2003). The authors quantified the packaging ef-
fect on the phytoplankton absorption with the method of Bricaud et al. (1995). Their micro-
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Figure 5.4: Scatterplots of ci^AF versus a^ and %POM 
Table 5.3: «^AP(440) statistics observed in the current study compared with values pre-
viously published in the literature. Units in m2.g~l, std is the standard deviation. 
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Current study, Table 4.3 
Current study, Table 4.3 
Current study, Table 4.3 
Doxaran et al. (2006), p.2314 
Doxaran et al. (2006), p.2314 
Bowers et al. (1996)fl 
Binding et al. (2003)c 
Bowers and Binding (2006), Table 3 
Babin et al. (2003b), Table 5 
Babin et al. (2003b), Table 5 
Babin et al. (2003b), Table 5 
Babin et al. (2003b), Table 5 
Babin et al. (2003b), Table 5 
Babin et al. (2003b), Table 5 
Babin et al. (2003b), Table 5 
St. Lawrence, April 2001 
St. Lawrence, May 2000 













"As corrected by Babin et al. (2003b) for pathlength amplification. 
bSee section 3.3.4 for a description of a*PIM 
cFrom Table 3 of Bowers and Binding (2006) 
in May 2000 (see Figure 4.1) were dominated by smaller phytoplankton cells (prymnesio-
phytes, cryptophytes and green algae). Their pigment analysis using an HPLC method 
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confirmed the presence of a large variety of photoprotective pigments and of Chlb and 
ChlC3 in these small cells. These cells were responsible for the higher 0*^(440) and what 
the authors termed the low package effect observed in this region in May 2000 as well as 
in Tadoussac and in the upper Estuary (west of Tadoussac) in April 2001. The massive 
May 2000 bloom that spanned the region located off Tadoussac (station 025), the lower 
Estuary (stations 03X, 04X), the Gaspe current (stations 05X) and the Anticosti Gyre (sta-
tions 06X) was composed of large, highly packaged diatom cells. The authors estimated 
that a*h(676) was reduced by half of its value in pure solution due to the packaging effect. 
They concluded that this reduction could be as high as 65% at 440 nm, while changes in the 
pigment composition could explain the rest of the variability observed at that wavelength. 
The April 2001 bloom that dominated the Gulf was also mainly composed of diatoms with 
similar characteristics. 
The scatterplots for the relationships between a^ and a*h at 440 and 676 nm with respect 
to Chla are shown in Figure 5.5. The variability of the Bricaud et al. (1995) dataset is 
shown with dashed lines. These statistics were derived from a dataset of 815 observations 
with more than half which had been been sampled in the St. Lawrence Gulf and Estuary 
(Babin et al., 1993). The power law coefficients that are part of the MODIS chlorophyll 
inversion model as well as the values published by Claustre et al. (2000) are superimposed 
on the 676 nm graph. The expected strong correlation between a^ and Chla as well as the 
expected inverse correlation between a*h and Chla were observed in our dataset over both 
years (see section 3.3.3). Our power law regression fit, and those of Bricaud et al. (1995) 
and Claustre et al. (2000) closely match. The MODIS unpackaged model results, although 
having a higher slope, stayed within the Bricaud et al. (1995) confidence limits for the 
676 nm case. The MODIS fully packaged model was outside the dashed Bricaud limits 
for Chla<0.7 mg.m"3. The variation in our data points was within the Bricaud limits at 
676 nm, except for the two measurements from station 104 in May 2000 and station 24 
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Figure 5.5: Scatterplots of aph and a*h versus Chla at 440 nm (left) and 676 nm (right). The 
thick black line shows the power-law regression fit to y = ocx7. The three dashed lines in 
red show the trends in the Bricaud et at (1995) dataset. For 676 nm, the MODIS algorithm 
coefficients were shown in green and the statistics of Claustre et al. (2000) in magenta. See 
text for details. 
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Although there is more pronounced scatter at lower Chla values for the 443 nm channel, 
the variation of a^ with respect to Chla was on the whole within the range described by 
Bricaud et al. (1995). The chlorophyll absorption coefficient aph (April 2001 and May 2000 
pooled together) was regressed against Chla using equation 3.12, yielding the regression 
constants (A,B) at 440 and 676 nm : 
aph(U0) = 0.0360 * Chla0-690 r2 = 0.86 (5.3) 
aph(676) = 0.0186 * Chla0815 r2 = 0.93 (5.4) 
while a*h is empirically linked to Chla with : 
fljft(440) = 0.0360 * Chla'0310 r2 = 0.56 (5.5) 
fl* (676) = 0.0186 * Chla'0185 r2 = 0.39 (5.6) 
as per eq. 3.14. Bricaud et al. (1995) observed {A, B) values of (0.0403,0.668) and (0.0200,0.841) 
for aph measured at 440 and 676 nm respectively. This compares well with our values 
(0.0360,0.690) and (0.0186,0.815). Bricaud et al. (1998) later updated these coefficients for 
440 nm to (0.0378,0.627) by adding new data from 3 different cruises conducted at the 
equatorial and sub-equatorial Pacific and in the Mediterranean Sea. 
Babin et al. (2003b) did the same analysis for European case II waters. Although the 
authors reported that the distribution of their a*h was within the bounds reported by 
Bricaud et al. (1995), they also observed large local differences. The authors attributed 
these differences to changes in pigment composition and phytoplankton cell size (pack-
aging effect) and concluded that the regression parameters (A,B) of coastal waters could 
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significantly differ for open ocean (case I) data. Our results tend towards a similar broad 
conclusion, with local (Global and Estuary) a*h values that differ from the global MODIS 
fully-packaged algorithm dataset at low Chla (not shown in Figure 5.5 but inferrable from 
the ciph versus Chla graph at 676 nm). 
5.4 Radiative transfer closure analysis 
To further test the coherence of our optical dataset, a series of radiative transfer simu-
lations were performed with the Hydrolight v4.2 radiative transfer code (Mobley, 1994). 
The software was run in ac-9 mode where the user can directly input vertical profiles of 
a(A,z), c(A,z), and fy,(A,z) in order to compute fy,p(A,z). The program then chooses a 
Fournier-Forand phase function (Fournier and Forand, 1994) associated with the £>z,p(A) 
just computed and uses this phase function for solving the RTE. When Ityp(A) changes 
more than 0.0005 (with new depths or channels), the software takes a new phase func-
tion accordingly (Mobley et ah, 2002). The reader is referred to Hydrolight users' manual 
for more details on the software code (Mobley and Sundman, 2003). Prior to the run, the 
spectral particulate backscattering coefficient b\,J\) was expressed by assuming that the 
spectral backscattering fraction obeys a power law : 
/ 4 4 0 \ K 
MA)= M44°) [-j-j (5-7) 
Combining equations 2.9 and 5.7, one can write : 
/ 4 4 0 \ ^ 
M A ) = M 4 4 0 ) ( x ) *fop(A) (5,8) 
where bp(A) was taken from the actual ac-9 measurements. The two remaining variables 
bfrp(440) and K were assumed to be free parameters. The spectral slope K was let to vary 
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from 0 to 2 with an interval of 0.2, resulting in 11 values. When K — 0, the spectra is 
perfectly flat. The particulate backscattering fraction 5^(440) was assumed to be con-
stant with depth and was given 11 values that span the usual range of natural variation 
in case II waters (Mobley, 1994): [5,10,16, 20, 25, 28, 30, 35, 40, 50, 60].*le~3. In this exer-
cise, along with the a(A,z) and c(A,z) profiles (ac-9 data), we provided the software with 
the synthetic fr^A) data that is a combination of ac-9 measurements and the numerical 
assumptions involving b\,v (equation 5.8). 
The boundary conditions were set by first estimating the solar zenith angle for each station 
using the Michalsky (1988) algorithm. Then, for a given sun-zenith angle, Hydrolight was 
let to use the RADTRAN sky model to compute the illumination conditions incident to the 
water surface. A clear sky, a windspeed of 0 m.s"1 and an infinitely deep sea bottom was 
assumed in all simulations. Since Chla fluorescence was also considered, measurements 
of a*h (A, z) and Chla (z) (estimated from measurements of vertical profiles of Chla fluores-
cence) were also input into the simulations. Fluorescence quantum efficiency was taken as 
its Hydrolight default value of 0.02. For all stations, actual measurements of a(A, z), c(A, z), 
b(\,z), a*h(\,z) and Chla{z) performed at that station were used. For all the RTE input 
parameters not mentioned here Hydrolight default values were used (Mobley and Sund-
man, 2003). For 25 stations of April 2001, and 19 stations of May 2000, the complete set of 
AOPs were computed for 28 channels spanning the 410-715 nm range (at approximately 
10 nm increments), resulting in 11*11*28*(25+19)=149072 simulations. This computation-
ally intensive task was achieved using the Mammouth-Serie, the super-computing facility 
located at the Universite de Sherbrooke, containing 846 Intel P4 32bits CPUs organised in 
serial mode (CCS, 2007). Computation of 28 channels took about 50 sec. The root mean 
square error (RMSE) between the simulated and measured Rrs(A) was computed for all 
overlapping channels. For each station, the cumulative RMSE (sum of all channels) was 
computed and sorted. The 10 spectra with the smallest RMSE were determined. The 
simulation with the smallest RMSE was considered to be the best choice. 
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Figure K& shows the scatterplot of simulated Rrs spectra against the measured spectra at 
four wavelengths as well as spectra of the mean relative error of estimation. The 412 nm 
simulations that belong to the May 2000 (estuary) and that are affected by the extrapola-
tion to the surface (see section|48) were flagged out of this analysis (see also Figure[5.8|be-
low). The largest scatter about the 1:1 line is seen at 683 nm after flagging out of the 412 nm 
data. The overestimation at 683 nm was more pronounced for smaller Rrs values. These 
are the high-Chla Gulf stations of the April 2001 cruise with relatively lower backscatter-
ing. On the overall, a nice general correlation is observed between the two datasets at all 
channels, with an overall r of 0.96. The mean relative error of estimation was below 6% 
for all the channels located between 434-660 nm and increased towards higher and lower 
ends of the visible spectrum. The average overestimation was 90% and 170% at 683 and 
700 nm respectively in April 2001 and below 50% in May 2000 (not shown). In the blue, 
we can argue that the observed differences may be due to i) uncertainties associated with 
the extrapolation of the measured Krs(A) to the surface, ii) CDOM fluorescence (Mobley, 
1994, Tzortziou et al., 2006) that was not accounted for in the RTE simulations (simulations 
with overestimations; see Figures 5.7 and|5.8[) and iii) the assumption of zero ap(715) in 
the scattering correction of the ac-9 (Chang et ah, 2003, Tzortziou et al., 2006, McKee et al, 
2003, Gallegos and Neale, 2001). The overestimation in the red was probably associated 
with the assumed Chla fluorescence efficiency (see also below), and to a smaller extent, 
the assumption of zero ap(715). 
Our results were comparable with the similar radiative transfer closure studies published 
before. Over the 434-660 nm range, the mean relative error obtained in the current study 
was lower than those reported by Chang et al. (2003) who used the same ac-9 scattering 
correction as ours but assumed a flat b^ spectra (from measurements). Again over the 
same spectral region, our results were comparable with those of Tzortziou et al. (2006) 
who incorporated in their simulation bb spectral information at three channels, variation 
of hi, with depth and performed an alternative ac-9 scattering correction procedure using 
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Figure 5.6: (a) Simulated versus measured Rrs values for four wavelengths, r2=0.93 (all 
data altogether). All valid data pairs from April 2001 and May 2000 were shown, (b) 
Spectra of the mean relative error between all the valid simulated and measured Rrs(\). 
The vertical lines show the standard deviation of the relative error. 
ap (715) based on their filter-pad measurements. Our method, although computationally 
inefficient, has the additional advantage of providing by and by spectra over the entire 
visible spectrum (see next section). In a similar study, Bulgarelli et ah (2003) considered 
the same ac-9 scattering correction as ours and used measured spectral by (at 6 channels 
between 442 and 676 nm) and reported a general average relative error of 50% for their 
resulting irradiance reflectance R(A). Bulgarelli et al. (2003) also performed a sensitiv-
ity analysis where they showed that the same error could be reduced below 10% at all 
channels only when a (A) and by(\) were varied at the same time. This result led them 
to conclude that all of these error sources affect the simulations at the same time. Com-
parison of our results with those of other researchers support the idea that this is most 
probably true in our case as well. Since our aim is to test the radiative transfer closure in 
first order, a more detailed error analysis is out of the scope of this work. The magnitude 
of our relative errors in the blue and in red were comparable with those reported by the 
same authors. 



















scribed above are shown in Figures 5.7 and 5.8 respectively. The resulting 111 Rrs(\), 
bj,(A) and fc&(A) spectra (surface values for the two latter) are plotted on top of the cor-
responding measurements. The spectra of fy,(A) and fo&(A) described as the best choice 
belong to the simulation for which RSME between the measured and simulated Rrs(A) 
was minimum. 
It can be noted that the best (lowest RMS error) simulated spectra reproduced the mag-
nitude and spectral shape of the Rrs (A) measurements fairly well. At some stations (for 
example, station 044 in April 2001 in the sample shown), the peak of the simulated spec-
tra was slightly shifted to longer wavelengths as compared with that of the measured 
spectra. This bias, as well as some other differences in the shapes of the spectra may be 
due to the fact that the diffuse component of the sky irradiance was not accounted for 
in the simulations. A detailed sensitivity analysis would be needed to conclude on these 
second-order differences. The modeled fluorescence peak (around 683 nm) overestimated 
the actual signal at some stations with high Chla content in the April 2000 data but not in 
May 2000 data. The observed overestimation is probably due to the fact that a constant 
fluorescence quantum yield value was used in the simulations. It has already been found 
that the quantum yield of Chla fluorescence could vary about 40% about its mean value 
for the Gulf and Estuary (Babin et ah, 1995) and similar results were also found elsewhere 
(Chang et ah, 2003). The reasons for the consistently better results observed in May 2000 
data need to be investigated further. 
A first-order agreement was observed between the absolute magnitude of the simulated 
and measured &&(A), strengthening the hypothesis of radiative closure. The spectral slope 
of fo&(A) was systematically larger for the measurements, with physically unrealistic spec-
tral slopes between 3-25 (log-log slopes of the total backscattering coefficient computed in 
the same fashion as the particulate log-log parameter Yp in equation 2.10) while the most 
frequently observed range of variation is known to be between 0-2 (Wang et ah, 2005, Aas 
et ah, 2005, Loisel et ah, 2006). This is most probably because of the (highly variable) inter-
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nal noise of the instrument that was not accounted for with sufficient accuracy (see sec-
tion 3.3.5). In most of the highly absorbing estuarine stations, b&(A) measurements were 
systematically underestimated. In highly attenuating waters, backscattering coefficient 
obtained from instruments like the ECO-VSF need to be corrected for underestimations 
due to attenuation of the emitted light on its path before being collected by the instrument 
sensors (Maffione and Dana, 1997, Boss et al, 2004). 
Simulated b\, is plotted against measured b\, in Figure 5.9. Results presented above as well 
as the observed strong correlation (r2=0.91) in Figure 5.9 lend confidence to the hypoth-
esis that the simulated b\, can be considered as a reliable representation of the volume 
backscattering coefficient for April 2001. 
It is known that the backscattering fraction £>b(A) is sensitive to the variations in particle 
size distribution and bulk refractive index of the water Ulloa et al. (1994), Twardowski 
et al. (2001), Boss et al. (2004). Particles with higher inorganic content have larger hi, as 
compared with waters that are mainly dominated by phytoplankton (Chami et al, 2005, 
Tzortziou et al, 2006). Mobley et al. (2002) reported lower bb values of 0.004-0.005 for 
higher (~7 mg.m~3) Chla concentrations and higher values (-0.015) for waters dominated 
by mineral particles originating from resuspended sediments. Another scattering param-
eter that is sensitive to the shape of the particle size distribution is the spectral slope of 
particulate backscattering Yp (Babin et al, 2003a). Yp is described in equation 2.9 of the 
current study. 
In order to strengthen our confidence in the backscattering spectral information obtained 
from the RTE simulations, a correlation analysis was performed between bfc(A) and Yp. 
Figure 5.10a shows the variation of the observed squared correlation coefficient r2 with 
respect to RTE simulation wavelengths. The maximum value of r2 (0.57) was observed 
around 530 nm. Scatterplot of fy,(530) with respect to Yp was shown in figure 5.10b. The 
magnitude of £>j,(A) estimated from our simulations varied between 0.005-0.07. This is co-
herent with the typical values (0.005-0.03) reported for natural waters by (Mobley et al, 
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Figure 5.7: Simulated and measured Rrs, bb and b^/b spectra for April 2001 stations 021, 
044, 061, 084 and 102 (from top to bottom). The thin black (crossed) line show the mea-
sured spectra, the gray lines in the background show all 121 simulations performed (see 
text), the dark gray lines show the 10 simulated spectra that are closest to the measured 
spectra and the thick red line shows the simulation that is the closest to the measured 
spectra. 
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Figure 5.8: Simulated and measured Rrs, b\, and b^/b spectra for May 2000 stations 022, 
044, 066, 033 and 051 (from top to bottom). The thin black (crossed) line show the mea-
sured spectra, the gray lines in the background show all 121 simulations performed (see 
text), the dark gray lines show the 10 simulated spectra that are closest to the measured 
spectra and the thick red line shows the simulation that is the closest to the measured 




Figure 5.9: Simulated versus measured surface b\, for the two measurement wavelengths, 
r2=0.91 (all data altogether). All valid data pairs from April 2001 are shown. 
2002), although our values at 530 nm exceeded their upper limit by 130%. Observed mag-
nitudes of &&(A) and Yp roughly increase towards inland waters that are controlled by 
inorganic particles while the smallest 5fr(A) and Yp values were observed at Gulf stations. 
This result is coherent with the previous studies described immediately above, hence pro-
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Figure 5.10: Results of the correlation analysis between the spectral backscattering fraction 
fob (A) and the spectral slope of the scattering coefficient Yp. Variation of r2 with respect 
to wavelength (a); scatterplot of &&(530) with respect to Yp(b). April 2001 and May 2000 
datasets pooled together. 
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Chapter 6 
Bio-optical regions of the St. Lawrence 
6.1 An overview of the general optical state of the St. Lawrence 
Figure[6T|shows the scatterplots between the three main optically significant components; 
the phytoplankton, CDOM and suspended matter (represented by Chla, ag and SPM re-
spectively). Shown in these graphs are all the individual measurements from discrete 
depths for all stations visited between 1998-2001. These graphs show that neither SPM 
(r = 0.52) nor CDOM (r = 0.36, for the total data ensembles) covary strongly with phy-
toplankton and thus that the Gulf waters may exhibit the fundamental requirement of 
independent constituent variation for case II waters. The slightly better correlation (r = 
0.74) observed between SPM and CDOM is consistent with the fact that both of the vari-
ables are mainly dominated by sources of terrestrial origin. 
6.2 Relative importance of the bio-geochemical components 
Figures|6.2||6.3jand|6.4|show the spatial distribution of the ratios ag(4A0) /Chla, SPM/Chla 
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Figure 6.1: Scatterplots of (from left to right) SPM vs. Chla, ag(440) vs.Chla and flg(440) 
vs. SPM, showing all individual measurements from samples retrieved at discrete depths. 
This figure includes all stations from the 2001, 2000,1999 and 1998 cruises. 
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imply a greater Chla influence (hence closer to case I waters). Although a smaller dot im-
plies a certain relative importance of Chla at that station, this does not imply that this is a 
case I station nor that the optical signal from Chla is sufficiently strong and that Chla will 
easily be resolved from the reflectance data despite the presence of other constituent(s). 
On the other hand, the ratio ag (440) /SPM gives an indication of the relative unnormal-
ized spatial variation of these two non-chlorophyllous components one with respect to 
the other. 
As the distribution of SPM and CDOM were relatively similar (uniformly decreasing to-
wards the Gulf) during all of the 5 cruises (Figures 4.3 and 4.17), it was the distribution of 
Chla (Figure 4.1), that mainly controlled the spatial pattern of the ratios flg(440) I Chla and 
SPM/Chla. In 2001, the riverine Stations 012,013 and the station 021 (located off Tadous-
sac) had a higher ag(440)/Chla and one observes a general decreasing pattern towards 
the Gulf (Figure 6.2). This result is coherent with the algal bloom conditions that were 
in the Gulf in April 2001 in addition to the usual pattern where one observes decreas-
ing CDOM and PIM towards the Gulf. In July 1999 and May 2000, Chla could compete 
with ag and SPM at the estuarine stations since the bloom occurred in the Estuary during 
these cruises. One could thus observe ag(440) /Chla and SPM/Chla that could get even 
smaller in the Estuary than in the Gulf. In October 1998, Chla varied relatively less than 
in other years, all three ratios decreased only moderately towards the Gulf. In April 2001 
as well as in October 1998, SPM had a more pronounced relative importance in the Gulf 
as compared with CDOM (Figure 6.4). 
Some Gulf stations in May 2000 exhibited low Chla and moderately low SPM. The wa-
ter at these stations was very clear while at the same time being dominated by CDOM. 
Stations 101 to 104 and 106 to 109 were dominated either by SPM or by CDOM or both 
and exhibited a patchiness that is unusually strong for the area. This fine-scale spatial 
heterogeneity was also observed in the spatial distribution of a^Ap (Figure 4.15). 
Cloud-free SeaWiFS images coinciding with our in-situ measurements were processed 
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Figure 6.2: Spatial distribution of the ratio ag(440) /Chla. The magnitude of the ratio is 
displayed in units of m^-.mg^1. The area of the dots varies with the magnitude of the 
measurement on the same log scale for each year. 
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Figure 6.3: Spatial distribution of the dimensionless ratio SPM/Chla. The area of the dots 
varies with the magnitude of the measurement on the same log scale for each year. 
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Figure 6.4: Spatial distribution of the ratio ag (440) /SPM. The magnitude of the ratio 
is displayed in units of np-.g"1. The area of the dots varies with the magnitude of the 
measurement on the same log scale for each year. 
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with SeaDAS v4.9 using the OC4v4 algorithm and the MR iteration atmospheric correc-
tion procedure to obtain satellite-based Chla (Yayla et ah, 2006). Among the 40 available 
SeaWiFS match-up pixels, the May 2000 stations 107,108 and 113 ranked within the top 5 
stations with the largest relative Chla over-estimations. The in-situ Chla at these stations 
was always less than 0.15 mg.m~3 and the relative estimation errors were 87%, 11% and 
7% respectively (Mehmet Yayla, personal communication). These findings confirm the 
difficulties associated with the remote sensing of this particular type of waters (low Chla, 
moderate CDOM). Similar results were also obtained by other investigators for the St. 
Lawrence Gulf and Northwest Atlantic with the default global SeaWiFS Chla algorithm 
(Fuentes-Yaco et al., 2005). 
6.3 Relative importance of absorption components 
In this section, the spectral and spatial variation of the relative contribution of the three 
main absorption components to the total non-water absorption, anw (eq. 2.2 ) will be an-
alyzed. Figure 6.5 shows for April 2001 and May 2000, spectra of the three absorption 
components fl«/j(A), flg(A) and flAf^p(A) normalized by the non-water absorption coeffi-
cient anw (in other words the sum of the three ratios at any wavelength is unity). Spectra 
shown in this Figure are individual measurements acquired at different depths. Figures 
6.6 and 6.7 show the spatial distribution of the same ratios that are vertically integrated 
(see section 3.5). 
The av\ilanw spectra is distinguished by its peak at 676 nm (the Chla absorption band). 
This ratio explains up to 95% of the total non-water absorption budget at 670 nm in both 
years. Absorption by phytoplankton was always less at the riverine stations (west of 
Tadoussac). In this region, a^l anw was always below 25% at 670 nm and below 4% at 
wavelengths smaller than 600 nm. The same ratio exceeded 50% only rarely in the 440 nm 
Chla absorption band for all the regions represented in Figure 6.5. In April 2001, the Gulf 
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stations that were dominated by a phytoplankton bloom could clearly be distinguished 
from the other regions with their higher a^l'anw ratio (see the vertically averaged maps of 
Figure 6.6). An exception to this pattern was station 043 (the measurement from the depth 
of maximum chlorophyll, 37 m) where a^l anw was about 5 times larger than the rest of 
the estuarine stations. Although this was visible in Figure 6.5 spectra as the single solid 
black spectrum standing out from the rest of the estuarine spectra, the map of vertically 
averaged a„h/anw did not reveal it. 
In April 2001, stations located in the Gaspe current and Anticosti Gyre exhibited interme-
diate values of a^l anw (Figure 6.5). Aside from this ratio being again the lowest for the 
riverine stations there was no clear trend from April 2001 that differentiated the a^l anw 
spectra in the rest of the regions. The May 2000 a^l'anw spectra also showed a clear phy-
toplankton dominance at 676 nm at all stations. Some of the Gulf stations associated with 
very low Chla concentration displayed larger a^l anw ratios than the estuarine stations 
where the May 2000 bloom occurred. These small ratio values are explained by the pres-
ence of CDOM in the Estuary (i.e. ag was significantly larger in the estuary in 2000 as per 
Figure 4.17). 
The cig/anw ratio generally decreased with increasing wavelength, with the 676 nm Chla 
absorption feature being present as a trough in the spectra. Estuarine and riverine stations 
are well distinguished from the Gulf stations by the greater influence of CDOM and the 
correspondingly higher values of ag/anw at shorter wavelengths. In 2001, it was again 
the spectrum of station 043 (at the chlorophyll maximum depth) that was different from 
the rest of the estuarine stations (the single solid black spectrum which is less than all 
the other estuarine spectra in Figure 6.5). In this case the large Chla absorption increased 
anw and forced the ratio to smaller values. Station 014 which was visited during the same 
April 2001 cruise was influenced by the largest SPM concentrations measured during the 
campaign, with the relative influence of CDOM being less than in other riverine stations 
(the isolated green spectrum in Figure 6.5). The two higher-valued Gulf spectra in the 
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same figure came from stations 084 and 085. This was rather surprising given that these 
two stations are the farthermost from the Estuary. In May 2000, the influence of CDOM 
seemed to be the most pronounced at stations 101 to 109, especially in the blue part of the 
spectrum (see also Figure 6.7). 
Again with reference to Figure 6.5, one can note that the relative influence of a NAP to the 
total non-water absorption budget was less than the other two components for both years. 
For the riverine and estuarine stations in 2001, the a^Ap/anw spectra linearly increased 
with increasing wavelength (outside the 676 nm Chla absorption region, with a spectral 
power slope between 1.7-2.0 for April 2001 and May 2000 altogether) while spectra of 
the two other regions remained relatively flatter. In May 2000, only the spectra of the 
riverine stations showed a similar linear wavelength dependency, although these spectra 
were somewhat flatter in an absolute sense when compared to the April 2001 spectra. 
Figures 6.6 and 6.7 show that in May 2000, the CDOM had the greatest influence on the 
absorption spectrum in all three shorter wavelength bands. It was particularly remarkable 
to see this, especially at the estuarine stations where the massive spring bloom was hap-
pening at the same time. At 676 nm in May 2000, phytoplankton absorption dominated 
the whole ecosystem except at the riverine stations which were controlled, in decreasing 
order of importance, by CDOM, a^AP a n d dph- The relative influence of a^^p gradually 
decreased towards the Gulf in both sampling years. The same was also true for ag in 2001, 
except at station 014 which was controlled by a^^p at all wavelengths (Figure 6.6). In May 
2000, however, the spatial distribution of ag/anw was rather locally patchy especially in 
the Gulf, a result coherent with the results inferred from Figures 6.2 and 6.3. 
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Figure 6.5: Spectra of the ratio of the absorption components to the total non-water ab-
sorption. Individual spectra were acquired at different depths. The April 2001 cruise data 











































































































































































































































































6.3.1 Ternary plots 
Ternary plots have been widely used by the optical oceanographers as a tool to help in 
water classification (IOCCG, 2000, Babin et ah, 2003b, IOCCG, 2006). Ternary plots allow 
a visual presentation of the relative importance of the three constituents that change the 
color of the water. Taking absorption components (a^, A^AP a n d a.% as a proxy for Chla, 
SPM and CDOM, respectively), offers the advantage of dealing with the same units. Prior 
to plotting, the data were normalized by anw as in the previous section so that the sum 
of the three components equals one. Figures 6.8 and 6.9 show the ternary plots of the 
normalized absorption components at different wavelengths for April 2001 and May 2000 
(not vertically averaged) . The closer a station is located to a given apex of the triangle 
for a given wavelength, the greater the optical influence of the constituent associated with 
that apex. 
In 2001, the riverine station 014 was dominated by SPM at all wavelengths. The other 
estuarine stations were mainly dominated by CDOM for wavelengths smaller than 676 
nm and by Chla (stations 03x and 04x) at 676 nm and by SPM at 715 nm. Most of the 
Gulf and Gyre stations that were affected by the 2001 bloom were primarily influenced by 
Chla at wavelengths greater than 440 nm. At 440 nm and below, CDOM starts to inter-
vene thus fewer stations are dominated by Chla only. At 676 nm, all the Gyre and Gaspe 
current stations as well as some of the estuarine stations (034, 035, 043 and 044) also fall 
in the same upper triangle associated with Chla. In May 2000, no single station seemed 
to be controlled by SPM at any wavelength and all of the riverine stations were dom-
inated by CDOM at all wavelengths. Surprisingly, there was no single station that was 
dominated by chlorophyll at the Chla absorption band of 440 nm. Some Gulf stations indi-
cated a greater influence due to Chla at wavelengths between 488-532 nm. A more careful 
examination of the data (not shown) revealed that nearly all of these points represented 
measurements acquired at the depth of maximum chlorophyll concentration, depths that 
would probably not be visible to a satellite sensor. At 676 nm, the vast majority of the 
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stations seemed to be dominated by Chla, with the exception of stations 021, 022, 024, 
107 and 102 that were more strongly influenced by CDOM. One can also note that for 
both years, the distribution of the stations in the triangle did not change much from one 
wavelength to another within the 488-532 nm range. 
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Figure 6.8: Ternary plots of the absorption budget for the 2001 cruise. The closer a point is 
to a given apex, the greater the influence of the associated constituent. See the next Figure 
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Figure 6.9: Ternary plots of the absorption budget for the May 2000 cruise. The closer a 
point is to a given apex, the greater the influence of the associated constituent. 
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Chapter 7 
Discussion and conclusion 
The main objective of our collaborative research project is the development of a satellite-
based chlorophyll algorithm for the St. Lawrence. In order to build an inverse model, one 
needs to acquire a comprehensive physical understanding of the radiative transfer chain 
between the fundamental IOPs and the phenomenological above-water and satellite ra-
diances. This information should allow a better understanding of the reflectance signal 
measured by the satellite and will provide the missing links in the inversion problem 
(estimation of constituent concentrations from satellite-based reflectances). The develop-
ment of such a model also relies on the successful regionalization of the spatial, seasonal 
and spectral behavior of the IOPs. This knowledge will prove to be critical during the 
subsequent inverse modeling efforts. 
In the current study, we first documented the local variability of the IOP dataset acquired 
in-situ. We then tried to demonstrate the coherence of the IOPs by studying their rela-
tionship with the measured biogeochemical variables and comparing them with values 
previously published in the literature. At that stage, we were able not only to demon-
strate the anticipated correlations between physically related parameters, but also gen-
erate the full spectral set of bulk and component IOP cross-sections. These include the 
component-specific absorption, scattering and backscattering coefficients of all optically 
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significant components (except CDOM) and their spectral behavior. We then argued that 
our bio-optical dataset was coherent with a first-order radiative transfer closure approach. 
7.1 The overall variability 
The descriptive statistics of parameters related with biogeochemical variables (Chla, SPM, 
PIM etc.) as well as those of bulk and component absorption (anw, ag, aph, U^AP) and 
scattering (bf,, b\,v, b^) coefficients were given in Tables 4.1,4.2,4.4 and 4.5 respectively. The 
measured IOPs correlated fairly well with the related biogeochemical parameters (Figures 
5.1,5.3 and 5.5). 
Intensive (concentration independent) IOPs are of primary importance as far as the radia-
tive transfer and reflectance modeling problems are concerned. The spatial and seasonal 
variations of numerous intensive IOPs were studied. The dimensionless IOP ratios like 
the single-scattering albedo a;(A) measurements or bj,(A) obtained from the RTE closure 
analysis, spectral shape parameters like Sg or SNAP, specific IOPs like a*h(A), b*(\) or 
aNApW a r e among the intensive IOPs considered. The spectral shape parameters de-
scribed above as well as the shape of the Rrs spectra are shown in Figures 4.11,4.12, 4.16, 
4.19, 4.22 and 4.25. The average values of the spectral regression parameters and their 
range of variation closely matched values previously reported in the literature by other 
researchers. Furthermore, the spectral signatures also changed in a way which was quali-
tatively consistent with the sampling season and sub-region (see the next two sections). 
The observed relative variability in the intensive variables described above were expect-
edly smaller than that of the extensive IOPs from which they were derived, with the 
overall coefficient of variation being below 15% for all intensive variables except a*h(\) 
which exhibited a considerably wider range of variation. This is a known feature of phy-
toplankton, an optical component that is composed of living organisms as opposed to the 
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other components that are composed of inanimate matter. It is widely known today that 
phytoplankton exhibits some significant variations in its intensive optical properties as 
a "function of species, age, physiology and sunlight exposure (Morel and Bricaud, 1981, 
Sathyendranath et ah, 1987, Babin et al., 2003b), sometimes responding to changes in the 
environmental conditions within hours. 
When comparing the overall variability observed in Sg and SNAP with those reported by 
Babin et al. (2003b), one can note that our dataset revealed a range of variation that was 
similar to their Sg results but our SNAP values were about 40% larger than theirs. While 
the authors derived their statistics from a set of measurements conducted in a variety of 
different coastal ecosystems such as the English Channel, the Adriatic, Baltic, Mediterranean 
and North Seas, our dataset consisted only of measurements from the St.Lawrence. The 
St.Lawrence ecosystem was already known to exhibit an extremely high variability in the 
distribution of its in-water constituents (Therriault et ah, 1990). The results of the current 
study confirm that the bio-optical parameters of the ecosystem exhibit an extremely high 
spatial and temporal variability as well, confirming the findings of some other studies 
(Babin et al., 1993, Fuentes-Yaco et al., 1997b, Nieke et ah, 1997, Cizmeli, 2000, Jacques, 
2002). 
7.2 The bio-optical regions of the St. Lawrence 
The general picture drawn from the spatial and temporal coverage of our experimental 
dataset indicates a spatial distribution pattern of terrestrial particle and terrestrial CDOM 
properties which are influenced by a well-known decreasing terrestrial influence towards 
the saline waters of the Gulf. Components of suspended particulate matter, on the whole, 
seemed to exhibit three distinct zones, each of which show a relatively lower internal 
spatial variation over all the sampled seasons (Figures 4.3,4.8 and 4.10). These regions are 
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1. the upper Estuary stations (Olx), with SPM and PIM greater than 4 and 2 mg.l 1 
respectively and with %POM below 25% on all sampling days; 
2. the maritime Estuary with stations 02x, 03x and 04x, with SPM and PIM mostly 
varying between 1-3 and 0.5-1.5 mg.l-1 respectively. %POM varied between 35-55% 
at these stations as well as at stations 05x and 06x. 
3. the Gulf, with SPM and PIM less than 1 and 0.5 mg.l~l respectively. For these vari-
ables, stations in the Anticosti Gyre and Gaspe current exhibit Gulf-like characteris-
tics most of the time. %POM usually varied within the 40-50% range during all years 
except at the Gulf stations in July 1999 where exceptionally low values occurred. 
Depending on the season and the freshwater flowrate into the ecosystem some exceptions 
to the general trends described above may occur. For example, in May 2000, the observed 
sediment loads are bigger in stations 05x and 06x than in stations upstream. Another ex-
ception was in September 1997 when the highest observed SPM occurred in the maritime 
Estuary, (right off the mouth of the Manicougan river) instead of stations 02x. The gener-
alizations given above should therefore be taken as a description of the general patterns 
only. 
As for the Chla, we demonstrated in section 6.3 that the moderate bloom conditions that 
are regularly observed in the St. Lawrence (values encountered in April 2001 and May 
2000) can indeed result in an actual dominance of a^over ag and AJVAP at 676 nm, even 
in the lower Estuary which nearly always exhibits case II characteristics. This result is 
encouraging when dealing with the problems involved with the inversion of Chla from 
space. Expressing the spatial distribution of phytoplankton abundance is much more 
complicated than that of the other in-water constituents. Phytoplankton blooms occur 
spontaneously in different regions of the ecosystem in different times of the year and are 
constantly being transported to adjacent regions following the dominant circulation pat-
terns. As discussed in section 1.1.1, the avh/anw ratio is crucial for a successful remotely 
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sensed retrieval of Chla and that assuming a constant a^/'anw ratio for the whole ecosys-
tem or different constant ratios for the different regions is not likely to solve the problem 
of separation of the Chla signal from the other constituents. This ratio as well as ag/anw 
should be directly estimated from radiance measurements. 
The general bio-optical characteristics of the main regions of the St. Lawrence are dis-
cussed in the next section. 
7.2.1 The upper Estuary 
The upper Estuary (stations west of Tadoussac) showed a dominance of SPM and CDOM 
over Chla at all sampling occasions. This was true even at 676 nm, the wavelength at 
which Chla showed the largest influence on the bulk absorption coefficient. In the blue 
wavelengths, ag dominated a^^p a t a ^ wavelengths while in the red, both ag and a^^p 
could dominate one another at different times. 
7.2.2 The lower Estuary 
Due to the constant input of terrestrial CDOM and sediments, the lower Estuary waters 
should always be considered as case II waters. In moderate phytoplankton bloom condi-
tions, the bulk absorption coefficient will be dominated by Chla at 676 nm. According to 
our measurements, this is the only wavelength at which Chla exhibits dominance over the 
other optically significant constituents. 
7.2.3 The Anticosti Gyre 
Very large spatial and temporal variability was observed at stations located in the Anti-
costi Gyre. While some of the stations that are located within this oceanographic feature 
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behaved like an estuarine station most of the time, the same stations could also behave 
like a Gulf station at other times. The Gyre waters are usually fed with turbid streams de-
tached from the Gaspe current so they should no longer be considered as case I as it used 
to be the case in the past. 
7.2.4 The Gulf 
The Gulf waters were previously thought to optically behave like case I waters (Babin 
et ah, 1993, Nieke et ah, 1997, Fuentes-Yaco et ah, 1997b). Although there is no doubt 
that Gulf waters are considerably clearer than the upstream waters nearly at all times, 
we found evidence in the current study that Gulf waters could occasionally be optically 
dominated by CDOM or SPM or by both. One example to this is the particular situation 
where there were very low phytoplankton during the post-bloom conditions in the Gulf 
in May 2000 which was still being fed with the usual terrestrial SPM and CDOM back-
ground (see Figures 6.2, 6.3 and 6.4). These particular conditions gave some Gulf stations 
case II characteristics even if a look at the spatial distributions of Chla, ag or SPM does not 
reveal it alone. The same phenomenon was also observed in section 6.3 with independent 
(optical) data. 
7.2.5 The Magdalen Shallows and the Southern Gulf waters 
The region located near Magdalen Shallows and the Southern Gulf, were long consid-
ered as case I waters due to the lower influence of the freshwaters originating from the St. 
Lawrence estuary. The waters in this region are more saline than most of the other stations 
and are relatively clearer (higher light transmittance). We were however able to demon-
strate at least one particular case where these stations could optically behave like case 
II waters at very low Chla concentrations, with an important local spatial heterogeneity 
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between neighboring stations. Since these observations are also coherent with the recent 
analysis of SeaWiFS images over the region (section 6.2), we conclude that this particular 
study area deserves to be studied in a more detailed fashion in the near future. 
7.3 Effects of the seasonal variations on bio-optical proper-
ties 
The observed temporal variation of the measured optically significant in-water constituents 
(see Table 4.1) revealed a seasonal cycle that was consistent with our expectations. The 
April 2001 cruise was associated with the early stages of a phytoplankton bloom in the 
Gulf while in the May 2000 cruise, the conditions were typical of a post-bloom situation 
in the Gulf, while the bloom was underway in the lower Estuary (Sebastien Maas, per-
sonal communication). The highest mean and maximum concentrations of SPM, Chla 
and CDOM peaked during the May 2000 cruise and gradually decreased in later seasons 
(from July 1999 to September 1997 and October 1998). The clearest waters were encoun-
tered during the October 1998 cruise, reminding one of typical autumn conditions driven 
by a lack of sunlight, decreased terrestrial inputs and depleted nutrients (Therriault and 
Levasseur, 1985). All these observations are consistent with the previously reported sea-
sonal cycle of the physical characteristics and the primary productivity of the St. Lawrence 
(Ingram and El-Sabh, 1990, Le Fouest et al., 2005,2006). 
As for the bio-optical variability through the seasons and years, most of our IOP dataset 
was acquired during two (two-weeks long) cruises that took place in May 2000 and April 
2001. These two missions made it possible to study a whole set of different bio-optical 
states where we could observe the dominance of each of the three constituents at varying 
levels. This temporal coverage is unfortunately not dense enough to allow a detailed anal-
ysis of the seasonal variations of the IOPs. The only optical variables that were sampled 
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on every cruise were ag(A) and Rrs(A). Seasonal variations in the magnitude of %(A) (Ta-
ble 4.4) were consistent with the mean annual cycle described in the previous paragraph. 
Although the spectral shape of ag(A) did not change much during spring-summer, in Oc-
tober 1998, it behaved more like winter spectra previously reported in the literature (see 
section 5 for more details). Seasonal variations in the shape of Rrs(\) were again coherent 
with our expectations, with more case I - like spectra being encountered late in the year. 
7.4 Remote sensing of the St. Lawrence waters 
We observed a consistently uniform spatial distribution and spectral shape of the single-
scattering albedo co throughout the whole ecosystem across both sampling years. The 
domination by absorption in the blue and red ends of the spectra and by scattering around 
the 500-600 nm range was consistent with theoretical studies (Babin et ah, 2003a). Given 
the important radiative transfer influence of the bulk to (see section 2.1), this finding ex-
plains why most of the currently existing inverse IOP models retrieve the two main bulk 
IOPs (a(A) and b\,{\)) more efficiently than they do the component IOPs (see section 1.1.1). 
The primary challenge in the inversion of component concentrations in coastal waters to-
day is encountered during the decomposition of the bulk IOP to obtain component IOPs 
as these waters can have variable optical spectra. We confirmed during the current study 
that this general problem of component variability is actually the case in the St. Lawrence 
where the relative contributions of the components to the bulk IOP are significantly vari-
able. 
Figures 6.6 and 6.7 as well as the ternary plots shown in Figures 6.8 and 6.8 indicate clearly 
that the non-water absorption is not dominated by chlorophyll at a great majority of the 
stations. Ironically, there was no single station in May 2000 that was dominated by chloro-
phyll at the Chla absorption band of 440 nm. This once again underscores the fundamental 
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difficulty in the remote sensing of the St. Lawrence with the blue-green band ratio algo-
rithms that are based on chlorophyll absorption at 440 nm. 
7.5 Conclusion and recommendations 
The backscattering coefficient and the backscattering ratio obtained from the radiative 
transfer closure analysis were coherent with the measurements at least in the first order. 
We can thus conclude that radiative transfer closure was achieved both for April 2001 and 
May 2000 simulations, validating our research hypothesis. The observed variations in the 
magnitude of the bio-optical measurements as well as changes in their spatial, temporal 
and spectral characteristics are coherent and describe the in-water constituents and the 
bio-optical state of the St.Lawrence ecosystem in a comprehensive fashion; at least within 
the range of variation reported for some other recent global optical datasets (see section 
7.1). We can thus conclude that the results of the current work can be used in the devel-
opment of a local coastal satellite inversion algorithm for the St. Lawrence. 
Results obtained from this study also allow us to draw several other conclusions. First 
of all, the generally strong linearity between the measured IOPs and measured in-water 
constituent concentrations suggests that our IOP dataset is a coherent representation of 
the optical characteristics of the stations. This means that the concentration-specific IOP 
values derived from these equations can safely be used in the inversion of the biogeo-
chemical parameter concentrations once the IOPs themselves are successfully retrieved 
from the remotely sensed signal. 
The current study demonstrated that the Gulf waters could exhibit a case II nature, espe-
cially at low Chla. This confirms the difficulties associated with the remote sensing of the 
Gulf waters, especially when taking into account the extremely patchy spatial distribution 
of the optical characteristics of this type of water. The use of inverse IOP models instead 
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of simple blue-to-green band ratios was recommended by IOCCG (2000). Our findings 
support this recommendation at least for such a highly variable coastal ecosystem as the 
St. Lawrence. The main difficulty with inverse IOP models appears during the deconvo-
lution of the bulk IOP spectra to their components. The commonly used approach to deal 
with the problem is to extensively document the spatial, temporal and spectral variations 
of the relative contributions of constituent IOPs as we did in the current study. Although 
we view this work as a valuable addition to the collective scientific knowledge, we are 
still far from having a true synoptic view of this huge and everly changing ecosystem. 
More cruises backed with continuous timeseries from an extensive optical buoy network 
are needed to complement our local bio-optical dataset. 
The real solution to the inverse problem probably lies in the estimation of the missing 
information (spectral IOP component ratios) from remotely sensed imagery on a pixel-
by-pixel basis. This can only be true if we eventually acquire a better understanding of 
the relationships between the remotely sensed radiance and the component ratios a^l'anw 
and cig/anw as well as the other intensive variables. 
Eventual satellite algorithms extracting SPM (or PIM) should be based on information 
coming from remotely sensed radiance channels located in the red or near-infrared part of 
the spectrum while CDOM algorithms should use channels in the blue (< 440 nm). As for 
the Chla algorithms, the 440 nm channel cannot be used alone as it is dominated by the 
other constituents most of the time. These algorithms should rather be based on the 676 
nm channel or a combination of both. Use of fluorescence signal at 685 nm with the new 
generation sensors like MERIS recently produced encouraging results in Canadian coastal 
waters (Gower and King, 2007) and should certainly be considered in the near future for 
the study of St. Lawrence. 
Exploitation of hyperspectral information on a regular basis should definitely be consid-
ered, especially with the advent of the new commercial sensors that are able to measure 
the in-water IOPs and radiances at hyperspectral resolutions. Possible uses of spectral 
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curvature analysis methods as well as complex reflectance ratios involving more (and un-
common) channels have to be investigated further. Currently available datasets of above-
water radiometry and airborne imagery also offer a great potential for better understand-
ing the advances needed in the optical remote sensing of coastal waters. The imagery 
from the currently orbiting MERIS and other upcoming sensors are among the possible 
research avenues as well. The next logical step to take after this work should be the adap-
tation of the current inverse IOP models to the St. Lawrence conditions. The findings 
obtained from the current study are fundamental to the fine-tuning and modification of 
the current models for the local characteristics of our ecosystem. 
7.6 Novel findings of the current study 
To our knowledge, the research performed in the current study is original in the following 
ways : 
• spectral scattering and backscattering coefficients as well as the spectral backscatter-
ing fraction of particles were reported for the St. Lawrence; 
• spectral optical cross-sections fl^^p(A) and b*(A) were reported for the St. Lawrence; 
• a spectral, spatial and temporal study of the relative importance of the absorption 
components to the bulk absorption av\ilanw, cig/anw, a ^ p / a ^ w e r e presented for 
the St. Lawrence; 
• spectral variations of in-water reflectance measurements of the St. Lawrence are 
being presented in detail; 
• it was found that the Gulf of St. Lawrence can sometimes behave like case II waters; 
• an optical closure and a radiative transfer closure study were performed for the St. 
Lawrence waters; 
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the whole spectra of the backscattering coefficient was considered in a radiative 
transfer closure analysis. 
141 
Bibliography 
Aas, E., Hokedal, J., and Sorensen, K. (2005). Spectral backscattering coefficient in coastal 
waters. International Journal of Remote Sensing, Vol. 26, No. 2, pp. 331-343. 
Arrigo, K., Robinson, D., Worthen, D., Schieber, B., and Lizotte, M. (1998). Bio-optical 
properties of the southwestern Ross Sea. Journal of Geophysical Research, Vol. 103, pp. 
21683-21696. 
Babin, M., Morel, A., Fournier-Sicre, V, Fell, R, and Stramski, D. (2003a). Light scattering 
properties of marine particles in coastal and open ocean waters as related to the particle 
mass concentration. Limnology and Oceanography, Vol. 48, No. 2, pp. 843-859. 
Babin, M., Stramski, D., Ferrari, G., Claustre, H., Bricaud, A., Obolensky, G., and 
Hoepffner, N. (2003b). Variations in the light absorption coefficients of phytoplank-
ton, nonalgal particles, and dissolved organic matter in coastal waters around Europe. 
Journal of Geographical Search, Vol. 108, No. C7, Page 3211. 
Babin, M., Therriault, J.-C., Legendre, L., and Condal, A. (1993). Variations in the specific 
absorption coefficient for natural phytoplankton assemblages: Impact on estimates of 
primary production. Limnology and Oceanography, Vol. 38, No. 1, pp. 154-177. 
Babin, M., Therriault, J.-C, Legendre, L., Nieke, B., Reuter, R., and Condal, A. (1995). Re-
lationship between the maximum quantum yield of carbon fixation and the minimum 
142 
quantum yield of chlorophyll a in vivo fluorescence in the Gulf of St. Lawrence. Limnol-
ogy and Oceanography, Vol. 40, No. 5, pp. 956-968. 
Barnard, A. H., Zaneveld, R. V., and Pegau, W. (1999). In situ determination of the re-
motely sensed reflectance and the absorption coefficient :closure and inversion. Applied 
Optics, Vol. 38, Page 24. 
Binding, C. E., Bowers, D. G., and Mitchelson-Jacob, E. G. (2003). An algorithm for the 
retrieval of suspended sediment concentrations in the Irish Sea from SeaWiFS ocean 
colour satellite imagery. International Journal of Remote Sensing, Vol. 24, No. 19, pp. 3791-
3806. 
Boss, E., Pegau, W. S., Lee, M., Twardowski, M., Shybanov, E., Korotaev, G., and 
Baratange, E (2004). Particulate bacscattering ratio at LEO 15 and its use to study 
particle composition and distribution. Journal of Geophysical Research, Vol. 109, C01014, 
doi:10.1029/2002JC001514. 
Bowers, D. and Binding, C. (2006). The optical properties of mineral suspended particles: 
A review and synthesis. Estuarine, Coastal and Shelf Science, Vol. 67, No. 1-2, pp. 219-230. 
Bowers, D., Harker, G., and Stephan, B. (1996). Absorption spectra of inorganic particles 
in the Irish sea and their relevance to remote sensing of chlorophyll. International Journal 
of Remote Sensing, Vol. 17, No. 12, pp. 2449-2460. 
Bowers, D. and Mitchelson-Jacob, E. (1996). Inherent Optical Properties of the Irish Sea 
Determined from Underwater Irradiance Measurements. Estuarine, Coastal and Shelf 
Science, Vol. 43, pp. 433-447. 
143 
Bricaud, A., Babin, M., Morel, A., and Claustre, H. (1995). Variability in the chlorophyll-
specific absorption coefficient of natural phytoplankton: analysis and parametrization. 
Journal of Geographical Research, Vol. 100, No. C7, pp. 13321-13332. 
Bricaud, A., Morel, A., Babin, M., Allali, K., and Claustre, H. (1998). Variations of light 
absorption by suspended particles with chlorophyll a concentration in oceanic (case 1) 
waters: Analysis and implications for bio-optical models. Journal of Geophysical Research, 
Vol. 103, pp. 31,033-31,044. 
Bricaud, A. and Stramski, D. (1990). Spectral absorption coefficients of living phytoplank-
ton and nonalgal biogenous matter: A comparison between the Peru upwelling area 
and the Sargasso Sea. Limnology and Oceanography, Vol. 35, No. 3, pp. 562-582. 
Bulgarelli, B., Zibordi, G., and Berthon, J.-F. (2003). Measured and modeled radiometric 
quantities in coastal waters : toward a closure. Applied Optics, Vol. 42, No. 27, pp. 5365-
5381. 
Carder, K., Chen, R, Lee, Z. Hawes, S., and Cannizzaro, J. (2003). MODIS Ocean Science 
Team, Algorithm Theoretical Basis Document, ATBD 19 - Case 2 Chlorophyll a. 
Carder, K., Steward, R., Harvey, G., and Ortner, P. (1989). Marine humic and fulvic acids: 
their effects on remote sensing of ocean chlorophyll. Limnology and Oceanography, Vol. 
34, No. 1, pp. 68-81. 
Carder, K. L., Chen, F. R., Lee, Z. P., Hawes, S. K., and Kamykowski, D. (1999). Semi-
analytic Moderate-Resolution Imaging Spectrometer algorithms for chlorophyll a and 
absorption with bio-optical domains based on nitrate-depletion temperatures. Journal 
of Geophysical Research - Part C - Oceans, Vol. 104, No. 3, pp. 5403-5423. 
144 
Cizmeli, S. A. (2000). Ocean color remote sensing investigations into the loss of spatial 
information as a function of pixel size : application to SeaWiFS. Master's thesis, Uni-
versity de Sherbrooke. 
CCS (2007). Mammouth-Serie, le super-ordinateur du Reseau Quebecois de Calcul de 
Haute Performance. Le Centre de Calcul Scientifique, Universite de Sherbrooke, 
http://ccs.usherbrooke.ca/?t[]=tt.347. 
Chami, M., Shybanov, E. B., Churilova, T. Y., Khomenko, G. A., Lee, M. E.-G., Martynov, 
O. V., Berseneva, G. A., and Korotaev, G. K. (2005). Optical properties of the particles in 
the Crimea coastal waters (Black Sea). Journal of Geophysical Research, Vol. 100, C11020, 
Page doi:10.1029/2005JC003008. 
Chang, G. C , Boss, E., Mobley, C , Dickey, T., and Pegau, W. (2003). Toward closure of 
upwelling radiance in coastal waters. Applied Optics, Vol. 42, pp. 1574-1582. 
Claustre, H., Fell, R, Oubelkheir, K., Prieur, L., Sciandra, A. G., and B. Babin, M. (2000). 
Continuous monitoring of surface optical properties across a geostrophic front: biogeo-
chemical inferences. Limnology and Oceanography, Vol. 45, pp. 309-321. 
Cox, C. and Munk, W. (1954). Measurement of the roughness of the sea surface from 
photographs of the sun's glitter. /. Opt. Soc. Am., Vol. 44, pp. 11838-11850. 
Dowell, M., Berthon, J.-E, Hoepffner, N., and Grossi, S. (1996). Absorption modelling in 
Case II waters: the need to distinguish coloured dissolved organic matter from non-
chlorophyllous particulates. Proc SPIE 2963 (Ocean Optics XIII). 
145 
Doxaran, D., Cherukuru, R., and Lavender, S. (2004). Surface reflection effects on up-
welling radiance field measurements in turbid waters. Journal of Optics A: Pure and 
Applied Optics, Vol. 6, pp. 1-8. 
Doxaran, D., Cherukuru, R., and Lavender, S. (2006). Inherent and apparent optical prop-
erties of turbid estuarine waters: measurements, modelling and application to remote 
sensing. Applied Optics, Vol. 45, pp. 2310-2324. 
Fournier, G. R. and Forand, J. L. (1994). Analytic phase function for ocean water. Proc SPIE 
2258 (Ocean Optics XII). 
Fuentes-Yaco, C , Devred, E., Sathyendranath, S., Piatt, T., Payzant, L., Caverhill, C , 
Porter, C , Maass, H., and White, J. (2005). Comparison of in situ and remotely-sensed 
(SeaWiFS) chlorophyll-a in the Northwest Atlantic. Indian Journal of Marine Sciences, Vol. 
34, No. 4, pp. 341-355. 
Fuentes-Yaco, C , Vezina, A. F., Larouche, P., Gratton, Y, and Gosselin, M. (1997a). Phy-
toplankton pigment in the Gulf of St. Lawrence, Canada, as determined by the Coastal 
Zone Color Scanner-Part II: multivariate analysis. Continental Shelf Research, Vol. 17, No. 
12, pp. 1441-1459. 
Fuentes-Yaco, C , Vezina, A. F., Larouche, P., Vigneau, C , Gosselin, M., and Levasseur, M. 
(1997b). Phytoplankton pigment in the Gulf of St. Lawrence, Canada, as determined 
by the Coastal Zone Color Scanner-Part I: spatio-temporal variability. Continental Shelf 
Research, Vol. 17, No. 12, pp. 1421-1439. 
Gallegos, C. L., Corell, D. L., and Pierce, J. W. (1990). Modeling spectral diffuse attenua-
tion, absorption, and scattering coefficients in a turbid estuary. Limnology and Oceanog-
raphy, Vol. 35, No. 7, pp. 1486-1502. 
146 
Gallegos, C. L. and Neale, P. J. (2001). Partitioning spectral absorption in case 2 waters: 
discrimination of dissolved and particulate components. Applied Optics, Vol. 41, No. 21, 
pp. 4220-4233. 
Garver, S. and Siegel, D. (1997). Inherent optical property inversion of ocean color spectra 
and its biogeochemical interpretation 1. Time series from the Sargasso Sea. Journal of 
Geophysical Research, Vol. 102, pp. 18607-18625. 
Gordon, H. and Clark, D. (1980). Remote sensing optical properties of a stratified ocean: 
an improved interpretation. Applied Optics, Vol. 19, No. 20, pp. 3428-3430. 
Gordon, H. and Morel, A. (1983). Remote assessment of ocean color for interpretation of satellite 
visible imagery. A review. Lecture Notes on Coastal and Estuarine Studies, Springer-
Verlag, New York. 
Gower, J. and King, S. (2007). Validation of chlorophyll fluorescence derived from MERIS 
on the west coast of Canada. International Journal of Remote Sensing, Vol. 28, No. 3, pp. 
625-635 DOI: 10.1080/01431160600821010. 
Hoge, F. and Lyon, P. (1996). Satellite retrieval of inherent optical properties by linear 
matrix inversion of oceanic radiance models: an analysis of model and radiance mea-
surement errors. Journal of Geophysical Research, Vol. 101, pp. 16631-16648. 
Ingram, R. and El-Sabh, M. (1990). Fronts and Mesoscale Features in the St. Lawrence 
Estuary, in Oceanography of a large-scale estuarine system : the St. Lawrence, M. El-Sabh & 
N. Silverberg (ed.), pp. 238-243. Springer-Verlag New York, Inc. 
147 
IOCCG (2000). Remote Sensing of Ocean Colour in Coastal, and Other Optically-Complex, 
Waters. S. Sathyendranath (ed.),. Reports of the international ocean-colour coordinating 
group, no.3, IOCCG. 
IOCCG (2006). Remote Sensing of Inherent Optical Properties: Fundamentals, Tests of 
Algorithms, and Applications. Lee, Z.-P. (ed.),. Reports of the international ocean-colour 
coordinating group, no.3, IOCCG. 
Jacques, A. (2002). La teledetection passive de la chlorophylle dans VEstuaire maritime du Saint-
Laurent : optimisation spectrale des algorithmes et application au SeaWiFs. These de doctorat, 
Universite de Sherbrooke,. 
Jacques, A., O'Neill, N. T., and Therriault, J.-C. (1998). Chlorophyll remote sensing po-
tential in pigment-poor moderately turbid case II waters: Lower St-Lawrence estuary. 
Canadian Journal of Remote Sensing, Vol. 24, No. 2, pp. 194-202. 
Jerome, J., Bukata, R., and Miller, J. (1996). Remote Sensing Reflectance and its Relation-
ship to Optical Properties of Natural Waters. International Journal of Remote Sensing, Vol. 
17, pp. 3135-3155. 
JGOFS (1991). JGOFS Core Measurements Protocols. Joint Global Ocean Flux Study. 
Kishino, M., Takahashi, M., Okami, N., and Ichimura, S. (1985). Estimation of the spectral 
absorption coefficients of phytoplankton in the sea. Bulletin of Marine Science, Vol. 37, 
pp. 634-642. 
Koutitonsky, V. and Bugden, G. (1991). The physical oceanography of the Gulf of St. 
Lawrence: a review with emphasis on the synoptic variability of the motion, in J.-C. 
148 
Therriault (ed.). The Gulf of St. Lawrence : small ocean or big estuary ?, Vol.113, pp. 57-90. 
Can. Spec, Publ. Fish. Aquat. Sci. 
Larouche, P. (1998). SeaWiFS validation program in the St. Lawrence estuary and gulf. pp. 
II349-II359, San Diego, CA. 5th International Conference on Remote Sensing for Marine 
and Coastal Environments. 
Larouche, P. (2000). Results from the 2nd St. Lawrence estuary and gulf SeaWiFS vali-
dation cruise, pp. 1351-1358, Charleston, SC. 6th International Conference on Remote 
Sensing for Marine and Coastal Environments. 
Larouche, P. and Boyer-Villemaire, U. (2005). A SeaWiFS Algorithm to Measure Low Con-
centrations of Suspended Matter in the St. Lawrence Estuary. Halifax, NS. 8th Interna-
tional Conference on Remote Sensing for Marine and Coastal Environments. 
Le Fouest, V., Zakardijan, B., Saucier, F. J., and Starr, M. (2005). Seasonal versus 
synoptic variability in planktonic production in a high-latitude marginal sea :The 
Gulf of St. Lawrence (Canada). Journal of Geophysical Research, Vol. 110, C09012, 
doi:10.1029/2004JC002423. 
Le Fouest, V, Zakardjian, B., Saucier, E, and Cizmeli, S. (2006). Application of 
SeaWiFS- and AVHRR-derived data for mesoscale and regional validation of a 3-D 
high-resolution physical-biological model of the Gulf of St. Lawrence (Canada). Journal 
of Marine Systems, Vol. 60, pp. 30-50. 
Lee, Z., Kendall Carder, K., and Arnone, R. (2002). Deriving inherent optical properties 
from water color: a multiband quasi-analytical algorithm for optically deep waters. 
Applied Optics, Vol. 41, pp. 5755-5772. 
149 
Lee, Z.-P, Darecki, M., Carder, K., Davis, C , Stramski, D., and Rhea, W. (2005). Diffuse at-
tenuation coefficient of downwelling irradiance: An evaluation of remote sensing meth-
" ods. Journal of Geophysical Research, Vol. 110, Page C02017. 
Loisel, H., Nicolas, J.-M., Sciandra, A., Stramski, D., and Poteau, A. (2006). Spec-
tral dependency of optical backscattering by marine particles from satellite remote 
sensing of the global ocean. Journal of Geophysical Research, Vol. I l l , pp. C09024, 
doi:10.1029/2005JC003367. 
Loisel, H. and Stramski, D. (2000). Estimation of the inherent optical properties of natural 
waters from the irradiance attenuation coefficient and reflectance in the presence of 
Raman scattering. Applied Optics, Vol. 39, pp. 3001-3011. 
Maffione, R. A. and Dana, D. R. (1997). Instruments and methods for measuring the 
backward-scattering coefficient of ocean waters. Appl. Opt, Vol. 36, pp. 6057-6067. 
Maritorena, S., Siegel, D., and Peterson, A. (2002). Optimization of a semianalytical ocean 
color model for global-scale applications. Applied Optics, Vol. 41, pp. 2705-2714. 
McKee, D. and Cunningham, A. (2005). Evidence for wavelength dependence of the scat-
tering phase function and its implication for modeling radiance transfer in shelf seas. 
Applied Optics, Vol. 44, No. 1, pp. 126-135. 
McKee, D., Cunningham, A., and Craig, S. (2003). Semi-empirical correction algorithm for 
AC-9 measurements in a coccolithophore bloom. Applied Optics, Vol. 42, pp. 4369^4374. 
Michalsky, J. (1988). The Astronomical Almanac's Algorithm for Approximate Solar Po-
sition (1950-2050). Solar Energy, Vol. 40, No. 3, pp. 227-235, and corrections in errata, 
1998:41(1):113. 
150 
Mitchell, B., Kahru, M., Wieland, J., and Stramska, M. (2002). Determination of spectral 
absorption coefficients of particles, dissolved material and phytoplankton for discrete water sam-
ples, pp. 231-257. 
Mobley, C. (1994). Light and Water: Radiative Transfer in Natural Waters. New York, Aca-
demic Press. 
Mobley, C, Gentili, B., Gordon, H., Jin, Z., Kattawar, G., and Morel, A. (1993). Comparison 
of numerical models for computing underwater light fields. Applied Optics, Vol. 32, pp. 
7484-7504. 
Mobley, C., Sundman, L., and Boss, E. (2002). Phase function effects on oceanic light fields. 
Applied Optics, Vol. 41, No. 6, pp. 1035-1050. 
Mobley, C. and Sundman, L. K. (2003). Hydrolight 4.2 Users' Guide. Sequoia Scientific, 2700 
Richards Road, Suite 107, Bellevu, WA 98005, USA, 3rd printing edition. 
Morel, A. (1974). Optical properties of pure water and pure seawater. In: Optical aspects of 
oceanography, Jerlov & E. Steeman Nielsen (Eds.), pp. 1-24. Academic, New York. 
Morel, A. and Bricaud, A. (1981). Theoretical results concerning light absorption in a 
discrete medium, and application to specific absorption of phytoplankton. Deep-Sea 
Reseach, Vol. 28A, pp. 1375-1393. 
Morel, A. and Prieur, L. (1977). Analysis of Variations in Ocean Color. Limnology and 
Oceanography, Vol. 22, No. 4, pp. 709-722. 
Mueller, J., Austin, R., Morel, A., Fargion, G., and McClain, C. (2003). Ocean Optics Pro-
tocols for Satellite Ocean Color Sensor Validation, Revision 4. Nasa tech. memo-2003-
21621. 
151 
Nieke, B., Reuter, R., Heuermann, R., Wang, H., Babin, M., and Therriault, J.-C. (1997). 
Light absorption and fluorescence properties of chromophoric dissolved organic matter 
(CDOM), in the St. Lawrence Estuary (Case 2 waters). Continental Shelf Research, Vol. 17, 
No. 3, pp. 235-252. 
O'Reilly, J., Maritorena, S., Mitchell, B., Siegel, D., Carder, K., Garver, S., Kahru, M., and 
Mcclain, C. (1998a). Ocean color chlorophyll algorithms for SeaWiFS. Journal of Geo-
physical Research, Vol. 103, pp. 24937-24953. 
O'Reilly, J., Maritorena, S., Mitchell, G., Siegel, D., Carder, K., Kahru, M., Garver, S., and 
McClain, C. (1998b). Ocean color algorithms for SeaWiFS. Journal of Geophysical Research, 
Vol. 103, pp. 24937-24953. 
Pegau, S. and Zaneveld, J. (1993). Temperature-dependent absorption of water in the red 
and near-infrared portions of the spectrum. Limnology and Oceanography, Vol. 38, No. 1, 
pp. 188-192. 
Pope, R. and Fry, E. (1997). Absorption spectrum (380-700 nm) of pure water, II. Integrating 
cavity measurements, Vol. 36, pp. 8710-8723. 2. 
Roesler, C, Perry, M., and Carder, K. (1989). Modeling in situ phytoplankton absorp-
tion from total absorption spectra in productive inland marine waters. Limnology and 
Oceanography, Vol. 34, pp. 1510-1523. 
Roesler, C. S. and Perry, M. J. (1995). In situ phytoplankton absorption, fluorescence emis-
sion and particulate bacscattering spectra determined from reflectance. Journal of Geo-
physical Research, Vol. 100, No. C7, pp. 13279-13294. 
152 
Roy, S., Blouin, E, Jacques, A., and Therriault, J.-C. (2003). Differences regionales dans 
les caracteristiques d'absorption particulaire et ses composantes detritiques et phyto-
planctoniques dans l'estuaire et le golfe du Saint-Laurent au printemps 2000 et 2001. 
25e Symp. Canadien de Teledetection. Montreal (QC, Canada). 
Sathyendranath, S., Lazzara, L., and Prieur, L. (1987). Variations in the spectral values of 
specific absorption of phytoplankton. Limnology and Oceanography, Vol. 32, pp. 403-415. 
Satlantic Inc. (2000). SeaWiFS Profiling Multichannel Radiometer User's Manual. 
Silio-Calzada, A. (2002). Estimations of Inherent Optical Properties of the St. Lawrence 
Estuary Using Airborne Hyperspectral Data. Master's thesis, York University. 
Smith, R. and Baker, K. (1986). Analysis of ocean optical data. pp. 95-107, Orlando, Fla. 
Proceedings of the SPIE 637, Ocean Optics VIII. 
Stedmon, C. A. and Markager, S. (2001). Notes - The optics of chromophoric dissolved 
organic matter (CDOM) in the Greenland Sea: An algorithm for differentiation between 
marine and terrestrially derived organic matter. Limnology and Oceanography, Vol. 46, 
No. 8, pp. 2087-2093. 
Stramska, M., Stramski, D., Mitchell, B. G., and Mobley, C. D. (2000). Estimation of the 
absorption and backscattering coefficients from in-water radiometeric measurements. 
Limnology and Oceanography, Vol. 45, No. 3, pp. 628-641. 
Strickland, J. and Parsons, T. (1972). A Practical Handbook of Sea Water Analysis. 
Sundby, B. and Bewers, J. (1991). Brief overview of the chemical oceanography of the Gulf 
of St. Lawrence, in J.-C. Therriault (ed.). The Gulf of St. Lawrence: small ocean or big estuary 
?, Vol.113, pp. 91-98. Can. Spec, Publ. Fish. Aquat. Sci. 
153 
Sydor, M., Arnone, R. A., Gould, R. W. Terrie, G. E., Ladner, S. D., and Wood, C. G. (1998). 
Remote-sensing technique for determination of the volume absorption coefficient of tur-
bid water. Applied Optics, Vol. 37, No. 21, pp. 4944^950. 
Therriault, J.-C, Legendre, L., and Demers, S. (1990). Oceanography and ecology of phy-
toplankton in the St. Lawrence Estuary, in M. El-Sabh & N. Silverberg (ed.). Oceanography 
of a large-scale estuarine system : the St. Lawrence, pp. 238-243. Springer-Verlag New York, 
Inc. 
Therriault, J.-C, Legendre, L., O'Neill, N., Condal, A., and Legendre, P. (1993). Teledetec-
tion active et passive :Un programme de recherche multidisciplinaire pour estimer la 
production primaire dans les eaux coheres et estuariennes du Saint-Laurent. 16e Symp. 
Canadien de Teledetection. Montreal (QC, Canada), 8e Congres de L'Association Quebecoise de 
Teledetection. 
Therriault, J.-C. and Levasseur, M. (1985). Control of phytoplankton production in the St. 
Lawrence Estuary:Light and freshwater runoff. Naturaliste Canadien, Vol. 112, pp. 77-96. 
Twardowski, M., Boss, E., Macdonald, J., Pegau, W., Barnard, A., and Zaneveld, J. (2001). 
A model for estimating bulk refractive index from the optical backscattering ratio and 
the implications for understanding particle composition in Case I and Case II waters. 
Journal of Geophysical Research, Vol. 106, No. C7, pp. 14129-14142. 
Twardowski, M., Sullivan, J., Donaghay, P., and Zaneveld, J. (1999). Microscale quantifi-
cation of the absorption by dissolved and particulate material in coastal waters with an 
ac-9. Journal of Atmospheric and Oceanic Technology, Vol. 16, No. 12, pp. 691-707. 
Twardowski, M. S., Boss, E., Sullivan, J. M., and Donaghay, P. L. (2004). Modeling the spec-
tral shape of absorption by chromophoric dissolved organic matter. Marine Chemistry, 
Vol. 89, No. 1-4, pp. 69-88. 
154 
Twardowski, M. S. and Donaghay, P. (2001). Separating in situ and terrigenous sources of 
absorption by dissolved materials in coastal waters. Journal of Geophysical Research, Vol. 
106, No. C2, pp. 2545-2560. 
Tzortziou, M., Herman, J. R., Gallegos, C. L., Neale, P. J., Subramaniam, A., and Hard-
ing Jr., W. Ahmad, Z. (2006). Bio-optics of the Chesapeake Bay from measurements and 
radiative transfer closure. Estuarine, Coastal and Shelf Science, Vol. 68, pp. 348-362. 
Ulloa, O., Sathyendranath, S., and Piatt, T. (1994). Effect of the particle-size distribution 
on the backscattering ratio in seawater. Applied Optics, Vol. 30, pp. 7070-7077. 
Vantrepotte, V, Brunet, C , Meriaux, X., Lecuyer, E., Vellucci, V, and Santer, R. (2007). Bio-
optical properties of coastal waters in the Eastern English Channel. Estuarine Coastal and 
Shelf Science, Vol. 72, pp. 201-212. 
Walker, R. (1994). Marine Light Field Statistics. John Wiley and Sons, Inc. 
Wang, P., Boss, E., and Roesler, C. (2005). Uncertainties of inherent optical properties 
obtained from semianalytical inversions of ocean color. Applied Optics, Vol. 44, No. 19, 
pp. 4074-4085. 
Wetlabs (2000). AC-9 Protocol Document. WET Labs Inc. 
Wetlabs (2006). ECO-VSF 3 Three-angle, Three-wavelength Volume Scattering Function Meter 
User's Guide (VSF3). WET Labs Inc. 
Yayla, M., O'Neill, N., Larouche, P., Cizmeli, S., and Zidane, S.-E. (2006). Local Chloro-
phyll Algorithm Development for the estuary and gulf of St-Lawrence: SPMR and Sea-
WiFS data versus in-situ chlorophyll. Montreal, Quebec, Canada. Ocean Optics Confer-
ence XVIII. 
155 
Zaneveld, J., Kitchen, J., Bricaud, A., and Moore, C. (1992). Analysis in in-situ spectral 
absorption meter data. pp. 187-200. SPIE 1750. 
Zaneveld, J., Twardowski, M., Barnard, A., and Lewis, M. (2005). Introduction to radiative 
transfer. In: Remote sensing of Coastal Aquatic Environments, Miller, R.L. and Del-Castillo, 
C.E. and McKee (Eds.), chapter Intoduction to radiative transfer, Page 347. B.A. Springer, 
Dordrecht. 
156 
