Introduction
Extremes values of climate parameters can have profound societal impacts, affecting human health, energy use, agriculture, water resources and ecosystems [24, 28, 38] . For example, in the case of temperature, heat waves are associated with increasing mortality rates in human populations [2] , the depletion of water resources [18, 14] , the reduction in vegetation growth [17, 44] and the increase in the number of forest fires [40] .
Climate change is expected to affect extreme weather events. For example, heat waves are expected to become longer, more intense and more frequent [3, 4, 30, 35] . It is well known that even a simple shift in the mean of a climate variable can have a considerable influence in the frequency of occurrence of events considered as extreme in light of the historical record [41] . Furthermore, the variability of extreme events in a warming world can differ from the variability in the mean, due to changes in the shape of the probability density function of a climate parameter [19] . The study of extreme values is therefore of particular relevance in a climate change context.
In this work, extreme value theory (hereafter EVT) is applied to the analysis of European daily temperature records. The analysis of extreme values implies focussing on the tails of the data distribution; therefore, it is preferable to characterize the tail of the distribution by means of EVT than to fit a distribution to the complete data [9] . However, comparatively few studies [26, 27] have focussed on the EVT analysis of daily temperatures. Most studies addressed instead the temporal evolution of universally accepted indices of temperature extremes either from historical observations [1, 16, 21, 29] or model data [8, 37] . These indices usually represent return periods of the order of some weeks, and therefore describe 'moderate'extremes, since trends on more extreme values would be computed from fewer data and therefore would be more difficult to detect [21] . The analysis of the temporal evolution of extreme temperatures indices showed significant trends over Europe, particularly in extreme warm events [21, 25, 39] .
The spatial distribution of extreme events is of both physical and practical interest, particularly in the case of regional studies. Characterization of spatial extremes has become an important topic of research in the last years [6, 10, 20] . A common feature of the previous works, however, is that all of them rely on a likelihood-based approach. Recently, Bayesian hierarchical models for spatial extremes have been proposed. For example, Cooley et al. [11] introduced a Bayesian hierarchical model in which locally the extreme rainfall is modeled by a one-dimensional EVT distribution and the parameters of this distribution follow some spatial dependence model. Extensions of this model have been recently proposed by Sang and Gelfand [33, 34] .
On the other hand, approaches for addressing spatial features of extreme temperatures often consider each time series individually, summarizing the information for the region of interest in terms of maps of individual features [7, 21] . An alternative approach is to consider cluster analysis for assessing the spatial distribution of temperature extremes [32] . In the present study, a Bayesian extreme value analysis is combined with a time series clustering procedure for describing regional extreme temperature variability over Europe.
The rest of the paper is organized as follows. Section 2 briefly introduces basic concepts related to EVT and Bayesian methodology for extreme value models. Furthermore, the time series clustering procedure is also described. In Section 3, an application of this approach for clustering time series of daily mean temperature obtained from the European Climate Assessment (hereafter ECA) data set based on long-term predictions of extreme values is presented. Finally, some concluding remarks are given in Section 4.
Methods

Extreme value approach
EVT provides a very flexible approach for estimating the probabilities of future extremal air temperatures given historical data. The celebrated Fisher-Tippett extreme value theorem states that if the distribution of partial maxima of an independent and identically distributed sequence of random variables with common (unknown) distribution F , say, M n := max(X 1 , . . . , X n ), properly normalized, converges to a non-degenerate limit distribution G, i.e.
for some constants a n > 0 and b n ∈ R, then F is in the domain of attraction of G, and G must be the generalized extreme value (GEV in short) distribution defined on {x : 1 + ξ(x − μ)/σ > 0} where −∞ < μ < ∞, σ > 0 and −∞ < ξ < ∞. It has three parameters, μ, σ and ξ , denoting location, scale and shape parameters, respectively. The shape parameter ξ , also called the tail index, determines the three extreme value types. Specifically, when ξ takes negative values, positives values or when ξ = 0, interpreted by taking the limit of Equation (2) as ξ → 0, the GEV distribution is the negative Weibull, the Fréchet or the Gumbel distribution, respectively. The Fréchet domain of attraction embraces heavy-tailed distributions with polynomially decaying tails. All d.f.'s belonging to the Weibull domain of attraction are light-tailed with finite right endpoint. The intermediate case ξ = 0 is of particular interest since this class includes distribution functions with very different tails, ranging from moderately heavy (such as the lognormal distribution) to light (such as the Normal distribution) having finite right endpoint or not.
A useful parameter of interest in many extreme value studies is the quantile x p for a specified exceedance probability p, defined as
where G(x p ) = 1 − p. Roughly speaking, x p is the return level that is associated with the return period 1/p for small p, in units of, say, years, if the GEV corresponds to the annual maximum. A typical application in EVT is the r-largest order statistic model which consists in fitting the GEV distribution to the r-largest observations within a block, for example, a year. Note that the case r = 1 correspond to the well-known annual maxima method. For the asymptotic arguments to hold, the number of order statistics, r, used in each year must be chosen carefully since small values of it will produce likelihood estimators with high variance, whereas large values of r are likely to violate the asymptotic support for the model, leading to bias. In practice, it is usual to select r as large as possible subject to adequate model diagnostics. The validity of the models was checked through the application of graphical methods, in particular, the probability plot, the quantile plot and the return level plot; for further details, see [31] and references therein.
An alternative approach when dealing with extreme values is to consider a Bayesian approach. Roughly speaking, Bayes' theorem converts a prior distribution, say π(θ), for a parameter vector θ := (θ 1 , . . . , θ p ), on the availability of historical data
, where L(x|θ) denotes the likelihood for the historical data. The prior expresses the degree of certainty concerning the situation before the data are taken. Hence, Bayes' theorem provides the means for updating our knowledge, expressed in terms of a probability density function, in light of some new information similarly expressed. It is important to stress the fact that the outcome of a Bayesian analysis is an entire distribution on θ, which represents a considerable advantage over classical methods; rather than just a point estimate, we obtain a complete probabilistic distribution on the parameter values. Point estimates can be easily obtained by taking the mean or the median of the posterior distribution.
Clustering time series
A time-series clustering procedure based on long-term predictions of extreme values of temperature records is applied in the present study to describe the regional temperature variability in Europe. We only outline here the essential of the method referring the reader to the work of Scotto et al. [36] and the references therein for a more detailed description.
Our starting point is a panel of T time series X := (X (1) , . . . , X (T ) ) observed for, say n 1 , . . . , n T , time units, respectively, that is, the method for clustering time series is carried out in three stages: first, the algorithm starts with the estimation of the posterior predictive distributions for each time series, for 25-, 50-, and 100-year return values by means of the approach described in Section 2.1. In order to accommodate features often exhibited by temperature records such as trends or seasonality, the location and scale parameters are allowed to vary in time (in this case, years). Specifically, the location and scale parameters associated with the ith time series are modeled as μ i (t) = β 0,i + β 1,i t. and σ i (t) = exp(γ 0,i + γ 1,i t), respectively, where the exponential function is used to ensure that the positivity of σ is maintained for all values of t. On the other hand, we took a near-flat normal multivariate distribution for θ i := (β 0,i , β 1,i , γ 0,i , γ 1,i , ξ i ) as a prior distribution which reflects the absence of external information. A Markov chain is generated (by means of the Metropolis-Hastings algorithm) of length N = 10,000, (θ
. . , N, including a burn-in period of 5000 observations with target distribution π(θ i |x) being the initial values the maximum log-likelihood estimates obtained from the distribution of the r-largest order statistic model. Furthermore, only every fifth iteration is stored in order to obtain an independent and identically distributed sample. From the Markov Chain sequence (θ (1) i , . . . , θ (n) i ), with n = 1000, a sample from the posterior predictive distribution of the return value x
p,n ) can be generated as follows: let G −1 (·|θ i ) be the inverse of the extreme value distribution in Equation (2) then x
where I (·) represents the indicator function. Next, we compute the dissimilarity matrix D := (D ij ), j, i = 1, . . . , T . To this extend, an adequate metric between univariate distribution functions is required. The choice of this metric should reflect the final goal of the clustering procedure in the sense that the distance captures the discrepancies between predictive distributions of return values. In this case, the weighted L 2 -Wasserstein distance between posterior predictive distributions is adopted. This means that the distance between two time series, say, X (i) and X (j ) is defined as
where 
where s := /(h + 1), i.e. (s 1 , s 2 , . . . , s h ) is a regular grid in the interval (0, 1). In the present analysis, we considered h = 99. Notice that the expression in Equation (5) is a weighted sum of the squared difference of the estimated percentiles of the returns for the ith series and j th series. 
Exploring the ECA data set
Time series of daily mean temperature were obtained from the ECA data set [22, 23] . Blended data were used in order to have records as complete as possible. Blending consists in infilling gaps with observations from nearby stations (provided that they are within 25 km distance and that height differences are less than 50 m). The data set is subject to quality control procedures, but inhomogeneities can remain (e.g. due to changes in observation practices) and can influence the analysis of extreme temperatures [42] .
Stations in western Europe with data from at least January 1901 to December 2007 were selected from the ECA blended data set (note that clustering based on long-term prediction requires time series data ending at the same time). Furthermore, only time series for which the % of missing values is smaller than 2% were considered in the study. Details are displayed in Figure 1 and Table 1 .
The method approach described in Section 2 is applied to obtain clusters of the air temperature observations on the basis of 25-, 50-and 100-year return values. Table 2 summarizes the results of the Bayesian analysis, including the r-largest order statistic and the estimates (i.e. mean of the marginal posterior distributions) of the location (μ), scale (σ ) and shape (ξ ) parameters of the GEV distribution, with the location and scale parameters assumed to evolve in time as μ(t) = β 0 + β 1 t and σ (t) = exp(γ 0 + γ 1 t), respectively.
A closer look at Table 2 reveals that only in Halle, Leipzig, Kyiv, Salzburg and Osijek (HAL, LEI, KYI, SAL and OSI), the assumption of no linear trend in the location parameter is tenable at any conventional level of significance. All stations except Stockholm (STO) and Bremen (BRE) show a positive slope (β 1 ), indicating an increasing trend in the location parameter. Furthermore, for St Petersburg, Hamburg, Bremen and Bologna (STP, HAM, BRE and BOL), the estimated values of γ 1 indicate non-constant variance. Moreover, note that for all locations the posterior mean for ξ (which plays a key role in determining the tail behavior of the data set underlying distribution) is negative, clearly indicating that a bounded upper tail distribution may be a reasonable choice to fit the data sets corresponding to these locations. A negative value for the shape parameter ξ was also found for daily maximum temperature by Nogaj et al. [26] and Parey [27] . At this point, it is important to remind that an immediate advantage of the Bayesian approach is the fact that the entire posterior density of the parameters is constructed, so that the degree of estimation Table 1 . uncertainty can be quantified. As an illustrative example, we display in Figure 2 the posterior density estimates of ξ in Bamberg (BAM). A common feature of the posterior distributions associated with the shape parameter, for all the 32 stations, is that the probability of non-negative values for ξ is negligible clearly indicating that a bounded upper tail distribution may be a reasonable choice to fit the data sets corresponding to these locations. A bounded upper tail distribution is not only reasonable from the statistical point of view but also from a physical perspective, in the sense that thermodynamic considerations lead to a upper limit to Earth's air temperature.
Some considerations of practical order are required at this point. In order to generate a sample (x Table 3 presents predictive return values estimates (i.e. mean of the predictive distributions) for 25-, 50-and 100-years, including posterior standard deviations. Return values can be interpreted as the daily mean temperature value that is expected to be exceeded on average once every return period, or with probability 1/(return period) in any given year.
For a spatial interpretation of the estimated return levels, time-series clustering is applied as described in Section 2. The results of the clustering procedure are illustrated by a tree diagram usually referred to as dendrogram, which represents the arrangement of the clusters produced by hierarchical agglomerative clustering. In Figures 3-5 , dendrograms based on average linkage obtained for 25-, 50-and 100-year horizons are displayed. The vertical axis represents the distance at which two clusters are joined.
As previously mentioned, the results obtained by the three clustering approaches are in general similar, particularly for the complete and average linkage methods of European stations, there is a further discrimination between roughly northern and southern stations, with a further distinction between the south-eastern stations and the more western (Paris, Bologna and Lisbon) locations.
Conclusions
In this work, a Bayesian extreme value analysis has been carried out for deriving the distributions of return period from long series of daily mean temperature over Europe. The extreme value analysis has been further combined with a time-series clustering procedure in order to obtain a description of the relationship between return values at different sites. One of the clear advantages of the approach applied in this work is that clustering is performed on the distribution of return values rather than on the return values themselves, enabling a more complete description of temperature extremes and corresponding uncertainties.
At most stations, the location parameter of the data distribution exhibits a statistically significant increasing (linear) trend. Trends in temperature extremes over Europe are thought to be associated with changes in large-scale circulation and corresponding weather patterns [12, 13, 43] and likely also to changes in snow cover extent over Europe [5] .
Clustering of the estimated distributions of return values yields clusters of stations reflecting spatial consistency over Europe at regional scales. The analysis identifies the highest altitude stations (Saentis and Sonnblick) as the most different from the remaining group of stations in terms of the distribution of return periods. A clear distinction is also found between the northernmost stations in Scandinavia, and the stations in central and southern Europe. This spatial structure of the return period distributions seems to be consistent with projected changes in the variability of temperature extremes over Europe pointing to a different behavior in central Europe than in northern Europe and the Mediterranean area, possibly related to the effect of soil moisture and land-atmosphere coupling [15] . Downloaded by [b-on: Biblioteca do conhecimento online UA] at 02: 40 21 October 2011 Statistical approaches dealing with the complete data distribution, such as the Bayesian extreme value analysis applied in the present study, are particularly appealing for the analysis of climate time series, considering the importance of changes in variability rather than in the mean, specially in the context of temperature extremes and climate change. Further extensions of the present work would include the analysis of data outputs from regional climate models using the the Bayesian methodology described in this study.
