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Abstract
This thesis is presented in two parts. In the first part, a fully nonlinear controller is
developed for controlling the position and attitude of the Crazyflie quadrotor. In order
to use this controller, a system identification is first performed in order to completely
model the dynamics of the Crazyflie quadrotor. A proof of convergence is also given
for this controller to show that the developed controller is globally exponentially
stable. The controller is then implemented on hardware and a quadrotor testbed
capable of flying 10-15 quadrotors simultaneously, is developed. In the second part
of the thesis, a Systems Engineering study for formation flying CubeSats has been
undertaken. Two different kinds of formation flying missions using 4-6 CubeSats
have been developed, one with an actively controlled formation and the other with
a passively controlled formation. Different controllers have been developed for these
missions and the current technological bottlenecks in realizing these missions have
been identified.
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1 Introduction
With the introduction of more and more miniature drones in the consumer market as
well as research environment, guidance (or motion planning) and control of multiple
agents is gaining significant importance. Since these swarms usually consist of small
agents, they are very cheap to manufacture. Because of the small size and cost of the
agents, they have limited actuation, communication, and computation capabilities,
which require the guidance and control algorithms of the swarm to be both fuel and
computationally efficient. However, swarms of agents flying in formation [1, 2] can
easily out-perform a single monolithic agent in fields such as synthetic aperture radar,
interferometry, distributed sensor networks etc. Formation flight is also very robust
to the loss of agents, because the loss of a small agent can be easily overcome, but if
the monolithic satellite/drone fails, that implies the end of the mission.
A quadrotor is a aerial vehicle that is lifted and propelled by four rotors. Quadro-
tors use two sets of identical fixed pitched propellers; two clockwise (CW) and two
counter-clockwise (CCW). The quadrotor uses the variation of RPM to control lift
and torque. Control of vehicle motion is achieved by altering the rotation rate of one
or more rotor discs, thereby changing its torque load and thrust/lift characteristics
[3]. Because of their decoupled dynamics (see Chap. 2) and the small form factors
that they are available in, quadrotors have become a preferred aerial platform for a lot
of researchers. Valenti et al. used three to four Draganflyer V-Ti-Pro quadrotors to
develop and test various health monitoring algorithms [4]. Welsby and Melhuish used
three autonomous motorized lighter-than-air vehicles to test flocking algorithms [5].
Bu¨rkel et al. developed a control strategy for the AR100-B quadrotor using onboard
cameras, which can be applied to outdoor swarms [6]. Stirling et al. demonstrated
coordinated flight of 3 quadrotors, indoors, by using Beacon Agents and Explorer
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Agents [7]. The beacon agents would attach themselves to the ferromagnetic ceiling
and provide reference data. The explorer agents move around using the reference data
from the beacon agents, thus creating a decentralized system. Nardi et al. investi-
gated the usage of biologically inspired rules of group behaviour, to enable a group of
UAVs to control its own motion [8]. The Stanford/Berkeley Testbed of Autonomous
Rotorcraft for Multi-Agent Control (STARMAC) is an outdoor testbed, consisting
of 6 autonomous quadrotors, which are used to test various multi-agent control al-
gorithms [9]. On the other hand, there are very few formation flying testbeds for
large number of agents. Kushleyev et al. have developed an indoor testbed capable
of deploying 20 micro quadrotors which demonstrate both formation flying, as well
as, highly agile maneuvers [10].
Similarly, smaller spacecraft components are also being made in order to facilitate
the miniaturization of satellites. Because of the small size of these satellites, it is
possible to launch multiple of them simultaneously and thus, the idea of multi-agent
spacecraft systems is also gaining a lot of traction. Researchers have recently proposed
an idea to fly hundreds to thousands of small femtosatellites (100 gram satellites)
simultaneously [11].
This thesis deals with both these topics. In the first part of the thesis (Chapters
2 – 4), we develop the formation flying testbed (FFT) at UIUC capable of flying
multiple quadrotors simultaneously. The key features of our FFT are:
• The FFT is capable of handling large swarms of agents (10 - 15).
• We use off-the-shelf Crazyflie quadrotors from Bitcraze, as our flying agents.
Not only are these agents significantly cheaper (approximately $150) than tra-
ditional experimental quadrotors (approximately $1000), but also they can be
easily replaced when they wear out or get damaged. Hence they are suitable
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for deployment in large numbers.
These two features significantly distinguish our testbed from all the other testbeds
which exist today. We develop our own nonlinear control algorithms for controlling
both the position and attitude of the quadrotors and show that the quadrotors can
track any given trajectory very well. The entire code necessary for the testbed backend
is also developed in-house.
In the second part of this thesis (Chapters 5 – 6), a Systems Engineering study
of formation flying (FF) CubeSats has been undertaken. A survey of existing or pro-
posed CubeSat FF missions concludes that there is a dearth of FF missions using four
or more CubeSats that require formation maintenance and reconfiguration maneu-
vers [12]. Hence, the aim of these chapters is to present a Systems Engineering based
design of formation flying technology demonstration missions using 4-6 CubeSats.
Two different FF technology demonstration ideas are presented in this thesis,
one with active formation maintenance and the other one with passive formation
maintenance. Fig. 1a shows the overview diagram for the first (active formation
maintenance) proposed mission. In this FF mission, four 3U sized CubeSats maintain
a tetrahedron geometry with a nominal inter-satellite distance of 50 m at an altitude
of 400 km. The missions objective is to autonomously reconfigure to the desired
geometry after launch and then maintain it while avoiding inter-satellite collisions.
The schematic diagram of the second FF (passive formation maintenance) mission is
shown in Fig. 1b. This mission begins with 6 CubeSats reconfiguring into J2 invariant
relative orbits [13]. It has been shown [13] that once a group of satellites enter a
J2 invariant relative orbit, they require very minimal amounts of fuel to maintain
that collision free orbit. In this mission, after periodic intervals, the CubeSats will
reconfigure into a different J2 invariant relative orbit and maintain that orbit and so
3
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Figure 1: The overview diagrams of the two proposed FF technology demonstration
missions.
on. However, once a group of CubeSats are in an J2 invariant relative orbit, they will
not hold constant relative positions, they will move such that they do not collide and
return to their positions periodically.
The aim behind the two missions depicted in Fig. 1a and Fig. 1b is very different.
The tetrahedron formation configuration can be used for missions which require the
CubeSats to hold the position constantly, like interferometry, synthetic aperture radar
etc. The amount of fuel consumed in this mission is very high because the CubeSats
are being forced to maintain non-Keplerian orbits and hence, the lifetime of the
mission tends to be short (shown in chapter 6). In the multiple reconfiguration mission
(Fig. 1b), the formation would look the same after constant time intervals. Hence,
it can be used for missions such sampling the ionosphere, in which images would
be taken after constants instants of time. Since no active formation maintenance is
required in this mission, i.e., the CubeSats do not have to be constantly firing their
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thrusters to maintain their position, the amount of fuel required for this mission is
pretty low and hence it can be used for typically longer missions (shown in chapter 6).
The thesis is organized as follows. The dynamic model of the Crazyflie quadrotor
is developed in chapter 2. Chapter 3 then describes the nonlinear controllers that
are used to control the quadrotor’s position and attitude, and also how these control
signals are mapped to the RPMs of the quadrotor’s propellers. The experimental
setup, i.e., information of the hardware used in testing the algorithms, as well as, the
results of these tests are described in chapter 4. The possible sensors and actuators for
CubeSats that are currently available in the market (and will be in the near future)
are described in chapter 5. This chapter also discusses in which areas, we feel, there
needs to be development. In chapter 6, the requirements for our CubeSat mission,
based on the current state-of-the-art, have been described. This chapter also develops
the control strategies for the proposed missions.
5
2 Crazyflie Dynamic Model
The dynamics of a quadrotor is an interesting problem. With six degrees of freedom
(three rotational and three translational) and only four independent control inputs
(four motor speeds), a quadrotor is an under-actuated system. Thus in order to
utilize the 6 degrees of freedom completely, the rotation and translation motion of the
quadrotor are coupled. Thus, the resulting dynamics are highly nonlinear, specially if
all the complicated aerodynamic effects are considered. However, since the quadrotor
we are dealing with is relatively small, many of the higher order nonlinearities can be
ignored, thus simplifying the model slightly. The Crazyflie quadrotor along with its
sensors and actuators is shown in Fig. 2.
170 mAh Li-Po battery
3-axis high-performance 
MEMs gyros with 3-axis 
accelerometer: 
Invensense MPU-6050
On-board low-energy radio@1mW 
based on the nRF24L01+ chip
Standard micro-USB 
connector for charging
6x15 mm DC 
coreless motor
Powerful 32 bit MCU: 
STM32F103CB @ 72 MHz
45 mm propeller
Figure 2: The Crazyflie quadrotor with its components labeled. The left image shows
the top side of the Crazyflie and the right image shows the bottom side.
2.1 Coordinate Frames
In order to define the dynamic model of the quadrotor completely, the coordinate
frames that will be used have to be defined. Using multiple coordinate frames is
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required for the following reasons [14]:
• It is easier to write Newton’s equations of motion in the coordinate frame at-
tached to the body. It is also easy to quantify the aerodynamic forces and
torques in the body frame.
• Most onboard sensors like accelerometers and gyroscopes measure information
in their own frame, and assuming that they are rigidly mounted on the quadro-
tor, their frame is equivalent to the body frame. On the contrary, position
sensors like GPS measure position in a global frame.
• Most system level requirements like holding position, following a trajectory etc.
are given in the global frame.
Hence, due to the reasons mentioned above, two frames are used to represent the
dynamics of the quadrotor, the inertial frame I and the body frame B. The inertial
coordinate system I is an earth-fixed coordinate system with an origin defined by
the user. The x-axis of the inertial frame points North, the y-axis points East and
the z-axis points towards the center of the earth, thus completing the right-handed
coordinate system. The origin of the body frame B is fixed at the center of mass of
the quadrotor. The x-axis of the body frame points to the front, the y-axis points to
the right and the z-axis points downwards. These two body frames overlayed on top
of the Crazyflie are shown in Fig. 3.
In Fig. 3, the two reference frames are aligned with each other. However, this
may not be the case as the two frames can move independently of each other. Hence,
we need to be able to transform from one frame to the other. This transformation
matrix is obtained using the well-known Euler angles φ, θ and ψ. The body frame is
obtained from the inertial frame using a 3-2-1 transformation, i.e., the inertial frame
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Figure 3: The inertial and body fixed frames on a quadrotor.
is first positively rotated about its z axis by the angle ψ, the resulting frame is then
positively rotated about its y axis by the angle θ and the resulting frame is then
positively rotated about its x axis by the angle φ to yield the body frame. Hence, the
transformation matrix (RBI ) to go from the inertial frame to the body frame is given
by,
RBI =

1 0 0
0 cosφ sinφ
0 − sinφ cosφ


cos θ 0 − sin θ
0 1 0
sin θ 0 cos θ


cosψ sinψ 0
− sinψ cosψ 0
0 0 1

=

cos θ cosψ cos θ sinψ − sin θ
sinφ sin θ cosψ − cosφ sinψ sinφ sin θ sinψ + cosφ cosψ sinφ cos θ
cosφ sin θ cosψ + sinφ sinψ cosφ sin θ sinψ − sinφ cosψ cosφ cos θ
 (1)
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Hence, given any position in the inertial frame {xI , yI , zI} , the position in the
body frame {xB, yB, zB} can be given as

xB
yB
zB
 = RBI

xI
yI
zI
 (2)
Let v1 and v2 denote the intermediate frames obtained by rotating the inertial
frame by angle ψ and the resulting frame by an angle θ. Hence, the transformation
matrix to go from angular body rates (p, q, r) to the rate of change of Euler angles
(φ˙, θ˙, ψ˙) can be given as,

p
q
r
 =

φ˙
0
0
+RBv2

0
θ˙
0
+RBv2Rv2v1

0
0
ψ˙

=

φ˙
0
0
+

1 0 0
0 cosφ sinφ
0 − sinφ cosφ


0
θ˙
0
+

1 0 0
0 cosφ sinφ
0 − sinφ cosφ


cos θ 0 − sin θ
0 1 0
sin θ 0 cos θ


0
0
ψ˙

=

1 0 − sin θ
0 cosφ sinφ cos θ
0 − sinφ cosφ cos θ


φ˙
θ˙
ψ˙
 (3)
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2.2 Rigid Body Dynamics
Let vB and vI be the velocities of the quadrotor in the body frame and the inertial
frame respectively. Hence, using Newton’s law and the Coriolis effect, we get
FB =
d
dt
{mvB} = m (v˙B + ω × vB) (4)
where F is the force on the quadrotor in the body frame, m is the mass of the quadrotor
and ω is the angular rate of the body frame with respect to the inertial frame. We
know that, vB = {u, v, w} and ω = {p, q, r}. Hence, simplifying Eq. (4), we get

u˙
v˙
w˙
 =

rv − qw
pw − ru
qu− pv
+ Fm (5)
Similarly, the moment equation is given by,
MB =
d
dt
{Iω} = Iω˙ + ω × (Iω) = u (6)
where I is the inertia matrix of the quadrotor and u = {uφ, uθ, uψ} is the control
torque in the body axis.
Hence, Eqs. (2), (3), (5) and (6) put together represent the complete 6 DOF rigid
body dynamic model of the quadrotor. These equations can also be represented in
the Euler-Lagrangian model format[15]. Let η = {φ, θ, ψ} represent the Euler
angles. Also, let s• and c• represent the sin and cos of the angle • respectively where
• ∈ {φ, θ, ψ}. Eq. (3) can then be inverted and re-written as,
η˙ = Z(η)ω (7)
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where Z(η) can be given as,
Z(η) =

1 sinφ tan θ cosφ tan θ
0 cosφ − sinφ
0 sinφ sec θ cosφ sec θ
 (8)
The attitude dynamics of the quadrotor in Euler-Lagrangian format can then be
represented as,
M(η)η¨ + C(η, η˙)η˙ = τη (9)
where M(η) and C(η) are the inertia matrix and damping matrix respectively and
are given by,
M(η) = Z−T IZ−1 (10)
C(η, η˙) = −Z−T IZ−1Z˙Z−1 −Z−TS(Iω)Z−1 (11)
where S is a skew-symmetric matrix function, which can be defined for an arbitrary
vector x ∈ R3 as,
S(x) =

0 −x3 x2
x3 0 −x1
−x2 x1 0
 (12)
One important thing to note here is that the τη stated in Eq. (9) is not the control
torque in the body frame. In order to convert it to the body frame, an additional
transformation is necessary. Let u = {uφ, uθ, uψ} be the torque in the body frame.
Then,
u = ZT (η)τη (13)
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Eqs. (10) and (11) can be expanded in terms of the inertias and the Euler angles and
are given as,
M(η) =

Ixx 0 −Ixxsθ
0 Iyyc
2
φ + Izzs
2
φ (Iyy − Izz)cφsφcθ
−Ixxsθ (Iyy − Izz)cφsφcθ Ixxs2θ + Iyys2φc2θ + Izzc2φc2θ
 (14)
C(η) =

c11 c12 c13
c21 c22 c23
c31 c32 c33
 (15)
where,
c11 = 0
c12 = (Iyy − Izz)(θ˙cφsφ + ψ˙s2φcθ) + (Izz − Iyy)ψ˙c2φcθ − Ixxψ˙cθ
c13 = (Izz − Iyy)ψ˙cφsφc2θ
c21 = −c12
c22 = (Izz − Iyy)θ˙cφsφ
c23 = −Ixxψ˙sθcθ + Iyyψ˙s2φcθsθ + Izzψ˙c2φsθcθ
c31 = (Iyy − Izz)ψ˙cφsφc2θ − Ixxθ˙cθ
c32 = (Izz − Iyy)(θ˙cφsφsθ + φ˙s2φcθ) + (Iyy − Izz)φ˙c2φcθ − c23
c33 = (Iyy − Izz)φ˙c2θcφsφ − Iyyθ˙s2φcθsθ − Izz θ˙c2φcθsθ + Ixxθ˙cθsθ
Even though the M and C matrices above are stated in terms of the Euler angles, it is
not necessary to use only this representation. The Euler angle representation suffers
from a major problem of singularity (see section 3.2). In order to avoid this problem,
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it is preferred to use quaternions to represent the angular orientation between two
coordinate frames as:
β0 = cos
θ
2
, β1 = e1 sin
θ
2
(16)
β2 = e2 sin
θ
2
, β3 = e3 sin
θ
2
(17)
where e = (e1, e2, e3)
T is the Euler axis of rotation expressed in the body frame and
θ is the angle of roation about e. The modified Rodrigues parameters (MRPs) can
be written as [15]:
q = (q1, q2, q3)
T = e tan
θ
4
(18)
Then, the Z matrix can be expressed in terms of the MRPs as,
Z(q) = 1
2
[
I
(
1− qT q
2
)
+ qqT + S(q)
]
(19)
For obtaining the Z matrix in terms of the quaternions, we use only the last three
elements of the quaternion, i.e., the vector part of the quaternion. Thus, if βv =
{β1, β2, β3} represents the vector part of the quaternion, then the Z matrix can be
expressed in terms of the quaternions as,
Z(βv) = 1
2
[
I
(
1− βTv βv
)
+ S(βv)
]
(20)
Thus, Eqs. (19) and (20) along with Eqs. (10) and (11) can be used to represent the
M and C matrices in terms of the MRPs and the quaternions respectively and thus
the attitude dynamics of the quadrotor can be expressed in whichever representation
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necessary. Also, if necessary, quaternions can be expressed in terms of MRPs as:
β0 =
1− qT q
1 + qT q
βi =
2qi
1 + qT q
, i = 1, 2, 3
(21)
while its inverse transformation can be given as:
qi =
βi
1 + β0
, i = 1, 2, 3 (22)
Until this point, the dynamics derived very completely generic and independent of the
actual vehicle being used (except for the symmetric inertia simplification). The terms
in the dynamic model which are dependent on the vehicle are the mass, inertia, force
and moment which represent its physical and aerodynamic model. The mass of the
quadrotor can be easily measured using a weighing scale. The procedure for obtaining
the remaining three parameters for the Crazyflie quadrotor have been described in
the following sections.
2.3 Moments of Inertia
For an initial estimate of the moments of inertia, it is possible to approximate the
quadrotor as a sphere in the center and four point masses at the end of the individual
arms. However, this is a very rough estimate and was not suitable for actual imple-
mentation. Thus, a model was made in Creo [16] to accurately capture the moments.
Since the Crazyflies are tested indoors with the assistance of a motion capture sys-
tem, infrared reflectors have to be mounted on the Crazyflie in order for the motion
capture system to recognize it. Since the Crazyflie themselves are really small, there
was no space to mount the markers. Hence, a protective gear was designed around the
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Crazyflie in order to mount the reflective markers. This gear also served the purpose
of protecting the quadrotor from damage, incase of any collisions. Three different
models of the protective gear were tried in order to determine the best one. The 3D
models of the quadrotor with and without the protective gear are shown in Fig. 4.
The mass and the obtained moments of inertia (about COG) for the two models are
also given in Table 1. As can be seen from Fig. 3, the quadrotor is a symmetric body
about all its axes. Therefore, all the cross moments of inertia can be assumed to be
0. Hence, the inertia matrix is given as,
I =

Ixx 0 0
0 Iyy 0
0 0 Izz
 (23)
where Ixx, Iyy and Izz are the moments of the quadrotor about its x, y and z axis
respectively.
Table 1: Mass and moments of inertia of Crazyflie with and without its protective gear.
Model
Mass
(grams)
Ixx
× 10−6
(kg-m2)
Iyy
× 10−6
(kg-m2)
Izz
× 10−6
(kg-m2)
Without gear 18.78 10.935 10.935 21.11
With straw gear 25.185 25.1943 25.4379 45.1407
With circular music wire gear 23.625 20.0615 23.8523 41.048
With square music wire gear 22.79 18.4423 18.1283 34.0821
We can clearly see from Table 1 that the mass and inertia of the protective gear in
the square music wire configuration is lesser than the other configurations. This helps
Crazyflie’s agility and also improves battery life as the the load on the motors are
lesser. Even though the inertia of model with the circular music wire gear is similar
compared to the square case, on account of reflectors being farther away from the
15
(4a) Crazyflie without protective gear
(4b) Crazyflie with straw protective
gear
(4c) Crazyflie with a circular music
wire protective gear
(4d) Crazyflie with a square music wire
protective gear
Figure 4: 3D models of Crazyflie with and without the protective gear. The four yellow
cylindrical rods shown in (b) are actually straws (hence the name). In (c) and (d), the
silver line is a standard 0.015” music wire (hence the name) which can be obtained
commercially-off-the-shelf. Both these are mounted on the small brackets which are
3D printed.
center increases the cross-moments of the quadrotor. Since we want to keep the cross-
moments as close to 0 as possible, this model was discarded. Hence, the square music
wire protective gear configuration was chosen as the model for the protective gear.
We can see that this configuration adds around 4 grams of mass to the Crazyflie.
However, since the Crazyflie is capable of carrying payloads around 5-10 grams in
mass, and the current application does not have any other payload, an increase in
mass of 4 grams is acceptable.
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2.4 Aerodynamic Force and Moments
The forces and moments generated by each propeller of a quadrotor are shown in Fig.
5.
m1
m2
m3
m4
F1
F2
F3
F4
τ1
τ2
τ3
τ4
Figure 5: The forces and moments generated by the propellers of a quadrotor.
Hence, the total force and the three moments of the quadrotor are given as,
F = F1 + F2 + F3 + F4 (24)
τφ = (F2 − F4)` (25)
τθ = (F1 − F3)` (26)
τφ = −τ1 + τ2 − τ3 + τ4 (27)
where ` is the moment arm of the propellers. We can very clearly see the simplicity
of the dynamics in Eqs. (24) – (27). If the quadrotor needs to roll, it needs to only
change the motor speeds of motors 2 and 4. Thus, it does not affect the motor speeds
of motors 1 and 3, decoupling the pitching motion from the rolling motion. Also, if
motor 2 and motor 4 increased their speed simultaneously, then the quadrotor will
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start to yaw. However, this will not induce either a pitching or a rolling moment,
thus also decoupling the yaw motion from the pitch and the roll motions. Hence
the quadrotor dynamics clearly decouples the roll, pitch and yaw motions from one
another which helps in simplifying the equations.
2.4.1 Motor characterization
The forces and moments of the propellers (F1−4, τ1−4) in Eqs. (24) – (27) still need to
be obtained as a function of the control input. In case of Crazyflies, the control input
is the voltage which is applied to the motors, which in turn is controlled using a pulse
width modulated (PWM) signal. The maximum and minimum voltage generated by
the battery onboard the Crazyflie is 4.2 V and 3.2 V respectively. Also, the input
PWM signal varies from 10000-60000, i.e., the voltage that is applied to the motors
is given as,
V =
(
PWM − 10000
65535− 10000
)
× 4.2 (28)
The PWM input is only allowed to go till 60000 (rather than 65535) as a safety
precaution. If the input voltage falls below 3.2 volts, then the power to the motors is
cut-off and the propellers stop rotating.
In most DC brushless motors, the rotational speed of the shaft of the motor generally
varies linearly with the input voltage and, hence, with the input PWM. In order to
calculate the variation of RPM (rotations/minute) of the propeller as a function of
the input voltage, a non-contact tachometer was used. Various readings were taken
at a given input RPM and the average value was recorded. The variation of the RPM
of the propeller with respect to the input PWM is shown in Fig. 6.
We can clearly see from Fig. 6 that the RPM, as expected, varies linearly with respect
to the input PWM. Hence, the equation for the RPM with respect to the PWM can
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y = 0.2685x + 4070.3
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Figure 6: Variation of propeller RPM and battery input PWM.
be given as (best fit line):
RPM =

0 if V < 3.2
0.2685 ∗ PWM + 4070.3 if 3.2 ≤ V ≤ 4.2
2.4.2 Propeller characterization
Given the RPM of each propeller, the aerodynamic thrust (T) and torque (Q) that
it generates is given by [17]:
T = CT (n)ρn
2D4 (29)
P = Cp(n)ρn
3D5 (30)
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Q =
P
2pin
(31)
where, n is the rotations per second, D is the diameter of the propeller, ρ is the
density of air, P is the power that it generates and CT (n) and CP (n) depict that the
thrust and power coefficients are themselves functions of the rotational speed of the
propeller.
The thrust and power coefficients were obtained by experimental simulations run in
the aerodynamics test facility at UIUC [17]. The setup is shown in Fig. 7. The
propeller was mounted such that the downwash is away from the load cell so that
it does not affect the readings. The test was conducted 4 times (2 times with the
counter-clockwise propeller and 2 times with the clockwise propeller, i.e., propellers
mounted on motors m1 and m2 in Fig. 5 respectively) to avoid measurement errors and
to average out any uncertainties with the measurement. The CT (thrust coefficient)
and CP (power coefficient) obtained from the 4 tests are shown in Fig. 8 and Fig. 9
respectively.
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Figure 7: Propeller testing setup.
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0.1
0.15
0.2
motor RPM
C T
Thrust coefficient
 
 
Counter−clockwise propeller 1
Counter−clockwise propeller 2
Clockwise propeller 1
Clockwise propeller 2
Average CT
Figure 8: Thrust coefficient of the 4 propellers with varying RPM.
This propeller displays similar qualities as most propellers, i.e., its efficiency increases
with RPM [17]. Hence we can see that the CT curve increases with RPM. At low
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motor RPM
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Counter−clockwise propeller 1
Counter−clockwise propeller 2
Clockwise propeller 1
Clockwise propeller 2
Average CP
Figure 9: Power coefficient of the 4 propellers with varying RPM.
RPMs, the aerodynamics of the propeller are not very well understood, hence, the
initial spike in the CP values cannot be explained. However, in most operating ranges
of the RPM, the values are pretty stable and can be trusted with a high confidence.
Thus, since we know the relation between battery PWM and motor RPM and the
relation between motor RPM and the force and torque that the propeller generates,
we can find the relation between the battery PWM and the force and torque of
the propeller without having to go through the propeller RPM, because this cannot
be measured during flight. The plots showing this relation are shown in Fig. 10
and Fig. 11 respectively. The two horizontal lines shown in Fig. 10 indicate PWM
required for hover, i.e., thrust = weight. Thus, we can see that, at approximately half
the PWM (i.e., half the motor speed at full battery), we will be able to hover. This is
very close to what is observed in experiments as well. This increases the confidence
in the model that has been obtained.
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Figure 10: Variation of propeller thrust with PWM.
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Figure 11: Variation of propeller torque with PWM.
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3 Control Model
The motivation behind identifying the dynamic model of the Crazyflie (Section 2)
was to be able to make the Crazyflie follow any given input trajectory. Since the
translational and rotational motion of a quadrotor are coupled, in order to control
the position of a quadrotor, its attitude need to be controlled. Hence, the control
law is broken down into two parts, namely, the feedback attitude control loop (inner
loop) and the feedback position control loop (outer loop) as shown in Fig. 12.
Trajectory 
Generator
Dynamic 
Model
Attitude 
Controller
Position 
Controller
Positions
Attitudes (onboard [gyroscope + accelerometer] fusion)
Motor
Voltages
Desired 
Attitudes 
Desired
Positions
Angular rates (onboard gyroscope)
Desired Force
Mapping to 
Motor RPM
Figure 12: The control algorithm used for controlling the Crazyflie. The position
controller takes the current position and desired positions to generate the attitude
commands which is tracked by a feedback attitude control. The attitude controller in
turn generates the motor voltages that would be applied on the 4 quadrotor motors.
While there has been a lot of controllers designed for quadrotors, many of them tend
to linearize the dynamic model about hover or some other point and try to apply
a controller on the linearized model. Even though this might be good for slow and
gradual movements, it is not ideal for highly aggressive maneuvers. Also, for most
of these controllers, it is not possible to show any kind of guaranteed convergence
results like exponential stability or even asymptotic stability. Keeping these factors
in mind, the control law given in this section utilizes the full dynamic model of the
Crazyflie while being able to guarantee global exponential stability.
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3.1 Attitude Controller
From Eqs. (9) – (15), the attitude model can be written as,
M(η)η¨ + C(η, η˙)η˙ = τη
where τη is the control effort.
Let ηr and s be composite variables defined as [15]
η˙r = η˙d + Λ(ηd − η) (32)
s = η˙ − η˙r (33)
where ηd is the desired attitude and Λ is some positive diagonal matrix.
The control law is then given by [15]
τη = M(η)η¨r + C(η, η˙)η˙r −Ks (34)
where K is a positive-definite matrix representing the feedback gains.
Proposition: Using the control law given by Eq. (34), the attitude η globally expo-
nentially converges to the desired attitude ηd.
Proof [15]: Substituting the control law given by Eq. (34) back into Eq. (9), we get,
M(η)η¨ + C(η, η˙)η˙ = M(η)η¨r + C(η, η˙)η˙r −Ks
∴ M(η)(η¨ − η¨r) + C(η, η˙)(η˙ − η˙r) +Ks = 0
∴ M(η)s˙+ C(η, η˙)s+Ks = 0
∴ M(η)s˙+ (C(η, η˙) +K)s = 0 (35)
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Let y1 and y2 be two virtual variables, where y1 is defined by replacing s with y1 in
Eq. (35) and y2 is obtained from the definition of the composite variable defined in
Eq. (33). Then the system of equations of y1 and y2 can be written as,
M 0
0 I

y˙1
y˙2
+
C +K 0
−I Λ

y1
y2
 =
0
0
 (36)
We will prove the exponential convergence using Lyapunov’s theorem. Let a positive-
definite Lyapunov function V be defined as,
V =
y1
y2

T M 0
0 I

y1
y2
 (37)
∴ V˙ =
y1
y2

T M˙ 0
0 0

y1
y2
+ 2
y1
y2

T M 0
0 I

y˙1
y˙2

=
y1
y2

T M˙ 0
0 0

y1
y2
+ 2
y1
y2

T −C −K 0
I −Λ

y1
y2
 [From Eq. 36]
=
y1
y2

T M˙ − 2C − 2K 0
2I −2Λ

y1
y2

From Eqs. (14) – (15), it can be verified that the matrix M˙ − 2C is skew symmetric.
Hence, the above equation will simplify as,
V˙ =
y1
y2

T −2K 0
2I −2Λ

y1
y2

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=y1
y2

T
A
y1
y2

The matrix A is a lower triangular matrix. Hence, its eigenvalues are the same as that
of the matrices K and Λ (the signs will be flipped). Since K and Λ are positive-definite
matrices, all their eigenvalues are positive and hence, all the eigenvalues of matrix
A are negative. Therefore, V˙ is a uniformly negative-definite matrix. Hence, using
Lyapunov’s second theorem for stability, all the solutions of Eq. (36) will globally
exponentially converge to 0, i.e., η will globally exponentially converge to ηd.
It can be seen from the derivation given above that there are no assumptions made on
the structure of the model other than the fact that the dynamics of the quadrotor can
be written in Euler-Lagrangian format. Also, no sort of linearization technique has
been employed, thus, proving the exponential convergence of the controller on the full
dynamic model. This ensures that the speed of convergence to the desired trajectory
is relatively fast and that the controller can perform agile maneuvers starting from
any initial condition.
In the control law defined in Eq. (34), the inertia matrix M is dependent on the state
vector η. Thus, any inaccuracies in the measurement of the state will also have an
effect on this inertia matrix which in turn will have an effect on the controller. Also,
the control effort τη derived in Eq. (34) cannot directly be applied to the quadrotor.
It requires an additional transformation to go into the body frame. In order to
circumvent the above two problems, a slightly modified attitude controller can be
used which will have the same advantages as the current controller while removing
the above disadvantages.
The following robust nonlinear tracking control law for the attitude dynamics system
guarantees global exponential stability in the absence of disturbance. This in turn
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implies superior robustness with respect to bounded disturbance in the sense of finite-
gain Lp stability, thereby allowing us to tightly bound and control the size of the
trajectory error for collision-free motion planning.
u = Iω˙r − (Iω)× ωr −K(ω˙ − ω˙r)
ωr = Z−1(η)η˙d(t) + Z−1(η)Λ(ηd(t)− η)
(38)
where Z(η) is from the attitude kinematics (Eq. (7)), the positive-definite matrix
K ∈ R3×3 is the feedback gain, Λ ∈ R3×3 is a positive-definite matrix and ηd(t) is
the time-varying desired (reference) trajectory. Note that (Iω) × ω in the attitude
dynamics is not cancelled exactly in order to reduce the effect of (∆Iω)× ω with an
error from an estimated inertia matrix, ∆I.
The stability proof of Eq. (38), obtained by following the standard setup used in the
previous attitude controller, indicates that all system trajectories converge exponen-
tially fast to a single trajectory regardless of initial conditions with a rate given by
λconv,robust =
λmin(K)
λmax(I)
, where λmin(·) and λmax(·) are the smallest and the largest eigen-
values respectively. Then the smallest path integral R(t) =
∫ η
ηd
‖δy‖2 exponentially
converges to the following error ball [18]:
lim
t→∞
R(t) ≤ sup
t
λmax(I)‖d(t)ext‖2
λmin(Λ)λmin(K)λmin(I)
. (39)
This ensures that the speed of convergence to any desired time-varying trajectory ηd(t)
is exponentially fast and that the controller can perform agile maneuvers starting from
any initial condition with a predicted uncertainty bound. Note that the system with
bounded disturbance τ ext is also input-to-state stable (ISS) and finite-gain Lp stable
because of the global exponential stability of the unperturbed system. If the constant
bias term in d(t)ext is larger than the time-varying term, the advantage of Eq. (38)
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is its straightforward extension to an integral control law: u = Iω˙r − (Iω) × ωr −
K(ω˙ − ω˙r) −
∫ t
0
KI(ω − ωr)dt. Since the error d(t)ext is constant, d˙(t)ext is equal to
0. Thus, substituting the control law back into the closed loop dynamics, we see that
the constant bias term d(t)ext does not appear in the equation and hence this control
law removes any error due to the constant disturbance term. The stability proof of
the integral control law is further detailed in Ref. [19].
Now that the attitude of the quadrotor can be controlled, the inner loop of Fig. 12
is complete. The next step of the controller design is to develop the outer loop of the
control law in Fig. 12, i.e., the position controller.
3.2 Position Controller
The linear accelerations of the body along the three axes can be given as,
x¨ =
F
m
(cosψ cosφ sin θ + sinψ sinφ) (40)
y¨ =
F
m
(sinψ cosφ sin θ − cosψ sinφ) (41)
z¨ = −g + F
m
cosφ cos θ (42)
where {φ, θ, ψ} are the Euler angles of the quadrotor, g is the acceleration due to
gravity, m is the mass of the quadrotor and F is the total force generated by the
quadrotor as given in Eq. (24).
In order to control the position of the quadrotor, a PID controller was applied to the
linear accelerations of the quadrotors along each of the three axes. Along with the
PID control terms, the desired acceleration of the quadrotor was also added along
each axis to better track the desired trajectory. Hence, the position controller can be
given as,
F
m
(cosψ cosφ sin θ + sinψ sinφ) = x¨d +KDx(x˙d − x˙) +KPx(xd − x) +KIx
∫
(xd − x)dt (43)
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Fm
(sinψ cosφ sin θ − cosψ sinφ) = y¨d +KDy (y˙d − y˙) +KPy (yd − y) +KIy
∫
(yd − y)dt (44)
−g + F
m
cosφ cos θ = z¨d +KDz (z˙d − z˙) +KPz (zd − z) +KIz
∫
(zd − z)dt (45)
whereKP , KD andKI represent the proportional, differential and integral gains along
the three axes respectively. Since the yaw angle (ψ) can be decoupled from the linear
motion of the quadrotor, i.e., the quadrotor can yaw while holding its position, the
quadrotor can be commanded to hold any desired yaw angle (ψd). A PID controller
can be applied on the yaw rate of the quadrotor to control it to the desired yaw
angle. Hence, given the desired trajectory, the current position, yaw angle and the
PID gains, Eqs. (43) – (45) reduce to a set of 3 equations in 3 variables, namely F ,
φ and θ.
Let,
X = m
(
x¨d +KDx(x˙d − x˙) +KPx(xd − x) +KIx
∫
(xd − x)dt
)
Y = m
(
y¨d +KDy(y˙d − y˙) +KPy(yd − y) +KIy
∫
(yd − y)dt
)
Z = m
(
g + z¨d +KDz(z˙d − z˙) +KPz(zd − z) +KIz
∫
(zd − z)dt
) (46)
Then, the solution to Eqs. (43) – (45) is given as,
Fd =
√
X
2
+ Y
2
+ Z
2
(47)
φd = sin
−1
(
X sinψd − Y cosψd
Fd
)
(48)
θd = tan
−1
(
X cosψd + Y sinψd
Z
)
(49)
Since X, Y and Z are known given the desired trajectory and the gains, Eq. (47)
can be used to solve for the total force that needs to be generated. The roll and pitch
values can then be obtained using Eqs. (48) and (49) respectively. These values are
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then tracked by the onboard attitude controller thus completing the loop.
Let dext be a constant external disturbance acting on the body. From Eqs. (43) –
(45), the closed loop dynamics along each axis of the quadrotor can be given as,
x¨ = x¨d +KDx(x˙d − x˙) +KPx(xd − x) +KIx
∫
(xd − x)dt+ dext
m
∴ ...x = ...x d +KDx(x¨d − x¨) +KPx(x˙d − x˙) +KIx(xd − x)
∴ 0 =
...
x˜ +KDx ¨˜x+KPx ˙˜x+KIxx˜
with x˜ = x− xd. Since the error dext is constant, d˙ext is equal to 0 and hence drops
out of the equation. Thus, we can see that, even in the presence of a constant external
disturbance, the closed-loop dynamics of each axis forms a simple differential equa-
tion, thereby yielding an exact method of computing the gains by placing the poles at
the required locations. Also, even though its a third order differential equation, since
it is linear, the stability obtained is the global exponential convergence of x→ xd.
Even though this solution works in practice, one of the most well known problems
with using Euler angles is that of the ‘Gimbal Lock’, i.e., there is a loss of one degree
of freedom at certain values of the Euler angles, which result in a singularity in the
solution. For example, if the quadrotor pitches to an angle of 90◦, then from Eq. (8),
the Z(η) matrix becomes undefined (as tan 90◦ = ∞). Quaternions are often used in
such situations as they do not suffer from this singularity problem. The dynamics of
the quadrotor can very easily be expressed in the form of quaternions instead of Euler
angles. Thus, the matrix Z can also be expressed in quaternions and everything that
has been derived for the attitude control law (section 3.1) will still hold. The only
expression that needs to be derived, for completing controlling the quadrotor in terms
of quaternions, is the conversion of the desired position commands to the quaternion
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attitude commands (equivalent of Eqs. (47) – (49) for quaternions).
Let the orientation of the quadrotor be specified using the quaternion β = [β0 β1 β2 β3].
The rotation matrix in terms of quaternions angles is given as [20],
R(β) =

β20 + β
2
1 − β22 − β23 2(β1β2 − β0β3) 2(β0β2 + β1β3)
2(β1β2 + β0β3) β
2
0 − β21 + β22 − β23 2(β2β3 − β0β1)
2(β1β3 − β0β2) 2(β0β1 + β2β3) β20 − β21 − β22 + β23
 (50)
Similar to the Euler angles case, the linear accelerations of the body along the inertial
axes can then be specified as,

x¨
y¨
z¨
 =

β20 + β
2
1 − β22 − β23 2(β1β2 − β0β3) 2(β0β2 + β1β3)
2(β1β2 + β0β3) β
2
0 − β21 + β22 − β23 2(β2β3 − β0β1)
2(β1β3 − β0β2) 2(β0β1 + β2β3) β20 − β21 − β22 + β23


0
0
F
m
+

0
0
−g

(51)
where F is the total force generated by all the propellers, m is the mass of the
quadrotor and g is the acceleration due to gravity. Let the definitions of X, Y and Z
be the same as defined in Eq. (46) and let the subscript d indicate the desired value.
Then, the control law defined in Eqs. (43) – (45) (modified to quaternions) along
with Eq. (51) can be stated as,
2Fd(β0dβ2d + β1dβ3d) = X (52)
2Fd(β2dβ3d − β0dβ1d) = Y (53)
Fd(β
2
0d
− β21d − β22d + β23d) = Z (54)
Also, since this is a unit quaternion,
|βd| = β20d + β21d + β22d + β23d = 1 (55)
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Eqs. (52)–(55), put together are 4 equations involving 5 unknowns. Thus we have
1 degree of freedom to set any variable to a convenient value. Let β3 = 0. This is
similar to the Euler angles case where we set the yaw angle to a given value. Please
note that setting β3 equal to 0 does not set the yaw angle to 0. Thus, substituting in
the above equations, we get
2Fdβ0dβ2d = X (56)
−2Fdβ0dβ1d = Y (57)
Fd(β
2
0d
− β21d − β22d) = Z (58)
β20d + β
2
1d
+ β22d = 1 (59)
We see from Eq. (47) that the desired force Fd does not depend on the attitude
representation and only depends on the values of X, Y and Z. Thus, it will satisfy
the above equations as well. Hence,
Fd =
√
X
2
+ Y
2
+ Z
2
(60)
These equations ((56) – (59)) can then be solved in order to obtain the desired
quaternion vector (βvd = [β1d β2d β3d ]) from the position command, which can be
sent to the inner attitude control loop (as ηd in Eqs. (34) or (38)) to track. The
disadvantage, however, in using this method is that Eqs. (56) – (59) do not have a
single solution. Thus, some amount of additional information will have to be put in,
in order to determine which of the solutions to use. This would be very case specific
and the roots of the solution will depend on the values of X, Y and Z. Also, if the
attitude dynamics is expressed in the form of MRPs, then the desired quaternion
vector obtained above can be converted to the desired MRP vector using Eq. (22).
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3.3 Mapping Forces and Moments to Motor Speeds:
The quadrotor will have to vary the RPM of each of its propellers in order to generate
the the desired forces and moments. As is given in Eqs. (29) – (31), the thrust(CT )
and the power coefficients (CP ) vary with the RPM of the motor. Let ` be the moment
arm of each propeller and D be the diameter of the propeller. Thus, if F is the desired
force (from Eq. (47)) and the vector u ={uφ, uθ, uψ} is the control torque in the
body axis, and the 4 motor RPMs are given as n1, n2, n3, n4 then,
F = ρD4(CT (n1)n
2
1 + CT (n2)n
2
2 + CT (n3)n
2
3 + CT (n4)n
2
4) (61)
uφ = ρD
4`(CT (n2)n
2
2 − CT (n4)n24) (62)
uθ = ρD
4`(CT (n1)n
2
1 − CT (n3)n23) (63)
uψ =
ρD5
2pi
(−CP (n1)n21 + CP (n2)n22 − CP (n3)n23 + CP (n4)n24) (64)
In order to solve the above equations for determining the four motor RPMs, one would
have to use the Levenberg–Marquardt algorithm. This is generally computationally
expensive and since this algorithm runs on-board the quadrotor which does not have
very high computing power, it might be hard to use this solution. In most cases, the
operating range of the Crazyflie quadrotor usually lies around 13000–20000 RPM. It
can be seen from Figs. 8 and 9 that in these regimes, the variation of CT and CP
is pretty less (approximately 5%). Hence, for the sake of this mapping, the CT and
CP values are taken to be constant at their respectively mean values in the operating
range.
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Let B be defined as:
B =

CT CT CT CT
0 CT ` 0 −CT `
CT ` 0 −CT ` 0
−CP
2pi
D CP
2pi
D −CP
2pi
D CP
2pi
D

(65)
Then, Eqs. (61) – (64) can be written as,

F
uφ
uθ
uψ

= ρD4B

n21
n22
n23
n24

(66)
Inverting (66) gives us:

n21
n22
n23
n24

=
B−1
ρD4

F
uφ
uθ
uψ

(67)
which can be solved for any given forces and moments in order to obtain the RPM of
the motors.
35
4 Experimental Setup and Validation
In order to test the control algorithms developed in the previous sections, a testbed
capable of flying multiple quadrotors simultaneously was developed at UIUC. This
experimental setup can be broken down into components which are interwoven with
one another. These components have been listed below.
1. VICON motion capture system [21]
2. HiveMind: The GUI used for sending user inputs
3. Path planner/guidance algorithm
4. Position controller
5. Crazyradio: USB dongle to communicate to Crazyflies
The input-output relationship between the components has been shown in Fig. 13.
All these components are run on a standard computer which was obtained off-the-
shelf. The computer uses a 3.4 GHz Intel Core i7 chip with 12 GB of DDR3 RAM
and runs on Windows 8.
4.1 VICON motion capture system
The positions of all the agents are obtained using 12 VICON T-series T20S cameras
mounted around the testbed. Three additional cameras can be mounted on stands,
which are movable, to obtain a larger field of coverage (if required). The testbed
environment with the 12 wall-mounted cameras has been shown in Fig. 14. These
cameras have been mounted such that the visible volume is maximized.
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Figure 13: The input-output relations between the various testbed components.
VICON uses infrared cameras which detect the agents by using the infrared reflectors
on them. Each agent has 3 reflectors on it, forming a triangle, which is recognized by
VICON. Each agent is given a unique identity by mounting the reflectors at different
locations on the agent such that the triangle formed in each case is different. The
triangles also have to be asymmetrical (with respect to rotation) so that the agent
attitude can be measured uniquely by VICON.
Each of these cameras has a resolution of 1600 x 1280 pixels and a field of view of 48◦
x 39◦ (H◦ x V◦). Hence the farthest camera, which is approximately 10 m away from
the center of the test section, can detect the 3 markers on each agent distinctly if
each of them are mounted more than 5 mm apart. Since our chosen reflector radius is
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Figure 14: Image depicting the layout of the testbed environment. The colored dots on
the vertical walls represent the cameras, the blue rectangle on the floor represents the
observable region using these cameras and the shaded rectangle on the floor represents
the region which can be covered using the 3 mobile cameras. The grey and black shaded
sections represent obstructions which cannot be moved. All dimensions are in meters.
itself 7 mm, this condition is always satisfied. Thus, the position data from VICON,
which is available at 690 fps, is sent to the computer and is processed by running an
in-house code, HiveMind.
4.2 HiveMind
HiveMind in an multi-threaded code which was developed in-house and written in
Python which performs 3 basic tasks.
• Take position data from VICON and pass it to the path planner and controller.
• Provide an GUI interface which can be used to give various inputs to the path
planner/controller.
• Take the signals generated by the controller code and send it to the USB dongles
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to communicate to the Crazyflies.
All these tasks are executed at a frequency of 60 Hz. Thus the probability of losing
control over an agent due to lag is very low. An image of the graphical user interface of
HiveMind is shown in Fig. 15. The text boxes seen in the center are the values of the
PID control gains for thrust, yaw, pitch and roll respectively. We can choose which
code to run using a drop-down menu. We can also record the data of all agents for
the entire experiment and can analyse the results using post-processing techniques.
The quadrotors can also be flown in open loop, by directly commanding the thrust,
roll, pitch and yaw using the sliders on the bottom panel.
Figure 15: The graphical user interface of HiveMind.
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4.3 Path planner and Controller
The code has been written such that any code, which takes in the current positions
of the quadrotors as input and outputs the positions of the quadrotors for the next
time step, can be used as the path planner. Similarly, any code which is able to
generate the attitude commands necessary for the quadrotors to follow the desired
trajectory can be used as the controller. These two modules can just be plugged into
the HiveMind GUI and they will start working as required.
4.4 Crazyradio USB Dongles
The communication dongle used is a Crayradio 2.4GHz radio USB dongle which con-
nects to the computer via a USB hub. The Crazyflie API along with the Crazyradio
dongle offers 125 different channels of communication, i.e., 125 different frequencies
(varying from 2.4GHz to 2.525GHz) for communicating with the quadrotors. In flight
tests, one dongle is used per quadrotor and thus, each quadrotor communicates to its
dongle at a slightly different frequency which removes any interference issues. How-
ever, in practice, there is some amount of signal leak between adjacent channels and
thus some gap has to be left in the communication channels of two or more quadrotors
flying simultaneously.
4.5 Experimental Validation of nonlinear controller
The Crazyflies are shipped with an onboard PID controller. In order to use as a
baseline, a simple linear PID position controller was also developed and the gains were
tuned so that the Crazyflie would follow a given input trajectory. This controller was
used along with the onboard PID controller. The nonlinear controllers (both attitude
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and position) that were developed in the previous section were then implemented
on the hardware using the framework that was described above. The two results
were then compared to identify whether the nonlinear controller offers significant
advantages. In both cases, the same quadrotor was used to remove differences which
would arise due to using different quadrotors like sensor bias, inertial disturbances
etc.
Four different test cases have been shown in the results below. In the first case, the
Crazyflie is just told to take-off and hover at its position at a given height. In this
test, the quadrotor would just be fighting external disturbances caused to due small
wind gusts, sensor noise etc. In the second case, a desired trajectory was specified
in the x-direction. This trajectory was made to be sufficiently challenging, keeping
in mind the maximum thrust capacity of the quadrotor. Similarly, in the third test,
a desired trajectory was specified in the y-direction. In the last test, a combined
trajectory was given in both x and y direction to test how well the controller can
track simultaneous inputs. In all these cases, the yaw angle was just commanded to
stay at whatever yaw angle the quadrotor took off at. The results of the nonlinear
controller and the PID controller for the corresponding test cases are given below.
For motion in the x-y plane, the trajectory generator that was used was a simple
exponential trajectory with the following profile.
xd(t) = x0 + (xf − x0) t− t0
tf − t0 e
(
1− t−t0
tf−t0
)
x˙d(t) = − xf − x0
(tf − t0)2
(
e
(
1− t−t0
tf−t0
))
(tf − t)
x¨d(t) = − xf − x0
(tf − t0)3
(
e
(
1− t−t0
tf−t0
))
(2tf − t− t0)
(68)
where t0 is the initial time, tf is the final time, x0 is the initial position and xf is the
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final position. xd can be replaced with yd whenever necessary. The trajectory is well
defined at all times (there is no singularity). Also, the rate (x˙d) at t = t0 is not too
high, thus not giving the controller a very big jump at the first time step. This can
also generate a sufficiently demanding trajectory by setting tf and xf appropriately.
4.5.1 Hover
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Figure 16: Tracking in the x-direction of nonlinear controller vs PID controller
We can very clearly see that the nonlinear controller performs better than the PID
controller in each case. In the x direction, the nonlinear controller keeps the error
less than 50 mm, while the PID controller has huge errors going upto 800 mm. Also,
right when it takes off, we see a small deviation in the y direction. This is because
the quadrotor has not been correctly trimmed and immediately during take-off, there
are some ground effects which play a role. This deviation, in the case of the nonlinear
controller is around 200 mm, while in the PID, it is around 500 mm. Also, after
the initial deviation, the y error comes down very quickly in the nonlinear case,
whereas it keeps oscillating in the PID case. The nonlinear controller tracks the
input z trajectory very closely, while the PID controller lags behind a bit and is slow
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Figure 17: Tracking in the y-direction of nonlinear controller vs PID controller
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Figure 18: Tracking in the z-direction of nonlinear controller vs PID controller
to respond. We can also see that the nonlinear controller maintains the altitude to
within 10 mm of the desired (in steady state), which is really accurate, whereas the
PID controller oscillates a bit. We can also see that yaw control is improved in the
nonlinear control.
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(19a) Nonlinear controller
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Figure 19: Tracking of the yaw angle of nonlinear controller vs PID controller
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(20a) Nonlinear controller
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(20b) PID controller
Figure 20: Tracking in the x-direction of nonlinear controller vs PID controller
4.5.2 Desired trajectory in x-direction
The controllers are given a desired trajectory to move in the x direction by a 1000
mm in 1 second, while maintaining the y, z and yaw angle. The nonlinear controller
achieves this trajectory within 1.5 seconds and the 0.5 second delay is almost constant
throughout the trajectory, i.e., the controller has matched the desired speed. This
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(21b) PID controller
Figure 21: Tracking in the y-direction of nonlinear controller vs PID controller
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(22a) Nonlinear controller
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Figure 22: Tracking in the z-direction of nonlinear controller vs PID controller
0.5 second delay can be attributed to transport lag between the computer (which is
commanding the trajectory) and the attitude controller (which is running onboard the
quadrotor). However, in case of the PID controller, we can see that the time difference
between the actual trajectory and the desired trajectory keeps on increasing, i.e., the
controller has not been able to match the desired input speed. This proves that the
PID controller is quite slow as compared to the nonlinear controller (as expected). We
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(23a) Nonlinear controller
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Figure 23: Tracking of the yaw angle of nonlinear controller vs PID controller
can also notice a slight increase in the altitude of the quadrotor just as the quadrotor
moves in the x-direction. This is because, as the quadrotor pitches to move in the x-
direction, its overall thrust in the z direction reduces. Hence, the controller increases
the RPM of the propellers in order to compensate for this loss of thrust in the z
direction, which makes it slightly overshoot (approximately 50 mm). It, of course,
immediately settles down to the desired altitude of 1000 mm. The variation in the y
direction and yaw angle is minimal (as expected).
4.5.3 Desired trajectory in y-direction
In this case, the observations are very similar to the previous case. The nonlinear
controller tracks the input command in the y-direction (1000 mm in 1 second), with
the same accuracy like it had tracked the x-direction command. The x, z and yaw
angles are held very nicely with the error in x being less than 100 mm, in z being
less than 15 mm and the yaw error being less than a degree. The PID controller still
oscillates quite a bit and is slow in responding to the given input.
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Figure 24: Tracking in the x-direction of nonlinear controller vs PID controller
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(25a) Nonlinear controller
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(25b) PID controller
Figure 25: Tracking in the y-direction of nonlinear controller vs PID controller
4.5.4 Desired trajectory in xy-direction
In this case, the desired trajectory was given such that the quadrotor had to move
1000 mm in both x and y directions simultaneously. Due to the increased distance
that was needed to be covered, a time of 3 seconds was given to the reach the target.
We can, again, clearly see that the nonlinear controller outperforms the PID controller
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(26a) Nonlinear controller
0 5 10 15 20 25 30 35
−200
0
200
400
600
800
1000
1200
Time (seconds)
z
 (m
m
)
Variation of Z axis displacement with time.
(dashed line indicates reference trajectory)
 
 
Crazyflie1
(26b) PID controller
Figure 26: Tracking in the z-direction of nonlinear controller vs PID controller
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(27a) Nonlinear controller
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Figure 27: Tracking of the yaw angle of nonlinear controller vs PID controller
in the same way as the previous cases. The tracking in both x and y are almost a
superposition to the two decoupled previous cases, which is what one would expect.
However, we can see that there is a bigger jump in the z direction when the command
is issued. This happens as the quadrotor is simultaneously pitching and rolling, its
thrust in the z direction further decreases and hence the controller tries to compensate
even more. However, it immediately settles down within a few seconds. The PID
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(28a) Nonlinear controller
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(28b) PID controller
Figure 28: Tracking in the x-direction of nonlinear controller vs PID controller
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(29a) Nonlinear controller
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Figure 29: Tracking in the y-direction of nonlinear controller vs PID controller
controller, however, struggles to even reach the altitude required and is always under
the required altitude and is not able to correct it, which again demonstrates its slow
response and lack of understanding of the system dynamics.
Thus, the nonlinear controller performs pretty well and keeps the errors within check.
It also easily outperforms a linear PID controller in setpoint tracking as well as distur-
bance rejection. The main reason why the nonlinear controller performs better than
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(30a) Nonlinear controller
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(30b) PID controller
Figure 30: Tracking in the z-direction of nonlinear controller vs PID controller
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(31a) Nonlinear controller
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Figure 31: Tracking of the yaw angle of nonlinear controller vs PID controller
the PID controller is because it uses the knowledge of the system dynamics which is
obtained by performing a system identification. Since the PID controller does not
have any information about the dynamics of the system, it responds in a generic way
and is hence, outperformed by the nonlinear controller.
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5 Possible Sensors and Actuators
From this chapter onwards, we will look at the second part of the thesis, i.e., the
Systems Engineering study of CubeSat formation flying. After a thorough review
of current and near-ready technologies applicable to the studied subsystems, vari-
ous key technologies that could satisfy our requirements are identified and separated
into two categories: technologies that can be immediately implemented and technolo-
gies that can be implemented in approximately two years. Emphasis is placed on
commercial-off-the-shelf (COTS) products that could be easily obtained and imple-
mented. Overall the total mass, size, and power of the components are major concerns
as well as the subsystem-specific performance criteria. Since a plethora of more than
adequate options exist to meet on-board computing and power needs, options for
these subsystems will not be discussed in detail.
5.1 On-Board Computing
This subsystem error checks the components, sends, stores, and receives data, and
performs the on-board computations. The requirements for this subsystem will largely
be driven by the computational demands of the control algorithm, which is also
dependent on the mission parameters. The data storage required is also dependent
on the communications system. For example, a satellite with a low communication
frequency will need more data storage because of the lag between downlinks. The
available options, listed in Table 2, are very similar. All of the presented options have
a TRL of ≥8.
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Table 2: OBC options.
Name RAM
Clock
Speed
Size
(mm)
Power Voltage Mass
NanoMind
A712D [22]
2MB Static
8 - 40
MHz
96 ×
90 ×
10
- 3.3 V 50 - 55 g
Cube
Computer[23]
256kb
EEPROM
4 - 48
MHz
96 ×
90 ×
10
< 200 mW 3.3 V 50 - 70 g
Q6[24]
2*128 MB
LPDDR
-
78 ×
38 ×
19
1 W
(typical)
3.3 V to
5.5 V
23 g
Andrews 150[25] 512kb SD
150
MHz
15 ×
97 ×
90
< 1 W
(nominal),
3 W
(maximum)
6.5 V,
12 V,
28 V
70 g
Andrews 160[26] 64 MB SD
400
or
100
MHz
15 ×
97 ×
90
< 5 W
(nominal),
9 W
(maximum)
6.5 V,
12 V,
28 V
70 g
5.2 Position and Attitude Determination and Control
This subsystem determines the satellite’s relative state and uses that information
along with the desired state to control the position and attitude. It is emphasized
that relative position control takes precedence over individual satellite orbit control
in FF. The controls requirements are derived from the inter-satellite position and
attitude accuracy required by the mission.
5.2.1 Attitude Determination
Attitude is important in formation flying missions because many CubeSat science mis-
sions require maintained pointing, especially imaging-based missions. Also, CubeSat
thrusters are not gimballed, so accurate attitude control is needed to ensure the proper
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thrust vector. Attitude determination must be even more precise as actuators can
usually only control to about ten times the knowledge accuracy. Several different
attitude sensors are presented in Table 3 and Fig. 32. The most accurate are the
star trackers, which compare the observed star field to a known map of the stars to
determine attitude and can reach a precision as low as 7-24 arcseconds. However,
as the figure shows, the TRL for CubeSat star trackers is about six or seven, which
is below that of other technologies. Several of the other options operate using the
same principle, like sun sensors and nadir sensors, which determine attitude based
off of the location of the sun and Earth nadir respectively. These are around two
orders of magnitude less accurate because the star trackers compare multiple points
across the entire field of view where sun and nadir sensors have a relatively small
target, but they have been proven in space and have options at a TRL of 9 [27]. The
final option is magnetometers, which compare magnetic field measurements to what
is known about the Earth’s magnetic field. These usually only resolve one or two
axes of the attitude and can only achieve accuracies of around 5◦, so they are not
generally suitable for missions with stringent attitude constraints.
5.2.2 Attitude Control
The most widely available attitude control method for CubeSats is miniaturized re-
action wheels. Reaction wheels can achieve up to two mNm of torque with a small
form factor[40]. A few missions have also used aerodynamic wings, where the sides of
the satellite open up to control the area that the atmospheric drag is acting upon[41].
This is not suitable for all missions though, because it uses atmospheric drag so the
attitude control maneuvers happen relatively slowly. The most interesting develop-
ment in the field comes in the integrated packages. These packages typically contain
reaction wheels, gyros, and some type of attitude sensor. The data from the sensor
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ACCURACY
Type of Sensor
Sun Sensors
Star Trackers
Integrated Packages
Earth Nadir sensors
TRL
> 5o 5o - 1o 1o – 0.1o 0.1o – 0.01o < 0.01o
9
8
7
6
Size of Sensor
≥ 1U
0.5U ≤ Size < 1U
< 0.5 U
25 6
789
Magnetic Sensors
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5
10
11 12 1
Figure 32: Comparison of applicable attitude sensors. Numbering of the bubbles is as
defined in Table 3.
and the gyros are processed internally, which reduces the load on the on-board com-
puter and ensures the attitude control code is reliable. With these benefits in mind,
the best option of those presented in Table 4 is the Blue Canyon Technologies XACT
Integrated Control Package for CubeSats. It claims to achieve pointing control of
0.003 to 0.007 degrees, which is an order of magnitude better than the other options.
TORQUE (mNm)
TYPE OF ACTUATOR
Integrated Packages
Reaction Wheels
TRL
< 0.1 0.1 – 0.5 0.5 – 1 1 – 1.5 1.5 - 2
9
8
7
6 SIZE OF ACTUATOR
5 – 10 cm
1 – 5 cm
< 1 cm
NA 2
4 5
6
9
7
8
9
10 11
NA
3
1 Extendable Wings
Figure 33: Comparison of applicable attitude actuators. Numbering of the bubbles is
as defined in Table 4.
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Table 3: Attitude sensor options.
No. Name Accuracy Type TRL
1
Blue Canyon Tech.
Nano Star Tracker[28]
7-24 arcsec Star Tracker ≥ 6
2
Melexis
MLX90615[29]
0.5 deg Earth Nadir Sensor 9
3
Honeywell
HM C6042[30]
0.15 mG
2-Axis
Magnetometer
9
4
Honeywell
HM C1041Z[31]
0.15 mG
1-Axis
Magnetometer
9
5
Space Micro
Coarse Sun Sensor[32]
5 deg (1 axis) Sun Sensor 9
6
Space Micro
Medium Sun Sensor[33]
1 deg (2 axis) Sun Sensor 9
7
Berlin Space
Technologies ST-200[34]
30-200 arcsec Star Tracker 7
8
Digital Fine
Sun Sensor CubeSat Shop[35]
0.1 deg Sun Sensor 7
9
CubeSat
Sun Sensor[36]
< 0.5 deg Sun Sensor 7
10
MAI-100/200
Series[37]
< 1 deg Integrated Package ≥ 7
11
MAI-400
Series [38]
< 1 deg Integrated Package 6
12
Blue Canyon
Tech. XACT[39]
< 0.003 deg Integrated Package > 6
5.2.3 Position Determination
In a FF CubeSat mission, effective relative position determination and control is
essential to mission success. The science application determines the size of the for-
mation, shape of the formation, as well as the accuracy of the control required.
The literature review of the formation flying CubeSat missions concludes a relative
determination on the centimeter scale is required. Additionally, the distance between
the agents is assumed to be at least 30 meters. The technologies that are initially
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Table 4: Attitude Actuators and Integrated Packages.
No. Name Size Type Torque TRL
1
Aerocube 4
Retractable Wings[41]
2 wings,
each 9x10 cm
Deployable
Wings
N/A 7
2
BCT Micro
Reaction Wheel[42]
43 × 43 ×
18 mm
Reaction
Wheel
0.6 mNm N/A
3
BCT Integrated
Attitude Control
for CubeSats
(XACT)[39]
0.5 U
Integrated
Package
N/A 6
4
Sinclair Interplanetary
RW - 0.007-4[43]
50 × 40 ×
27 mm
Reaction
Wheel
1 mNm 7
5
Sinclair Interplanetary
RW - 0.01-4[44]
50 × 50 ×
30 mm
Reaction
Wheel
1 mNm 7
6
Sinclair Interplanetary
RW - 0.03-4[40]
50 × 50 ×
40 mm
Reaction
Wheel
2 mNm 9
7
Berlin Space Tech.
iACDS-100[45]
95 × 90 ×
32 mm
Integrated
Package
0.087 mNm 6
8 MAI-400 ADACS[38] 0.5 U
Integrated
Package
0.625 mNm 7
9
MAI-300 Single Axis
Reaction Wheel[46]
68.5 × 68.5 ×
33 mm
Reaction
Wheel
0.6 mNm 7
10
MAI-201
Miniature 3-Axis
Reaction Wheel[47]
76.2 × 76.2 ×
70 mm
Reaction
Wheel
0.6 mNm 7
11 MAI-200 ADACS [48] 0.788 U
Integrated
Package
0.6 mNm 7
considered for relative sensing include: microwave ranging, GPS, camera imaging,
laser diode ranging, computer vision, infrared, and RF ranging[49]. Based on specifi-
cations provided by manufacturers of these technologies, Fig. 34 shows the maximum
range and sensing accuracy for each method[49]. The ideal range is the top left region
in Fig. 34. However, it is clear that GPS, Laser Diode Ranging, and RF Ranging
are the only methods that meet the requirements of centimeter-level sensing accuracy
and can operate at an inter-satellite distance of at least 30 m. It is important to note
that the figure is only representative of a survey of products, and is not exhaustive.
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16Figure 34: Comparison of relative position determination technologies.
Relative position measurements provided by laser methods are promising, however
maximum range and accuracy both scale with power input and overall size. Because
of the CubeSat power and volume constraints, laser ranging is not considered feasible
for implementation in the near future. The remaining GPS and RF ranging options
are further analyzed as potential candidates as the sensing method for a formation
flying mission.
As shown in Fig. 34, COTS GPS receivers typically have accuracies of between 1 m
to greater than 100 m[49]. This range is dependent on the geometry of the satellites
in view and other environmental disturbances. Centimeter level accuracies can be
achieved using Differential GPS (DGPS). GPS receivers are available from a wide
range of vendors and have relatively small form factors, which makes them attractive
for a formation flying CubeSat mission. In order for GPS to be used on a formation
flying mission, there must also be an inter-satellite communication system to share
the ranging data. Additionally, a single GPS receiver on board the satellite can be
used for both absolute and relative position determination. The receivers considered
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Table 5: GPS options.
Name Manufacturer Frequency
Volume
(mm)
Power
(W)
Weight
(g)
OEM615[50] NovAtel
Dual
(L1,L2)
71 ×
46 ×
11
1 24
SGR-05U[51]
Surrey Satellite
Technology
L1
70 ×
45 ×
10
0.8
(@ 5V)
40
GPS-12-V1[52] SpaceQuest L1
100 ×
70 ×
25
1 < 200
DFRSD GPS[53]
Austin Satellite
Design
Dual
(L1,L2)
83 ×
96 ×
38
4.7 350
SSBV GPS[54]
SSBV Aerospace +
Tech Group
L1
50 ×
20 ×
5
< 1 < 30
for the trade study are shown below. Many COTS receivers are not space-rated, or
tested for space applications, so the TRL was determined to be at least 6.
In addition to post processing GPS data for relative position determination in a
formation flying mission, RF ranging is also considered [55]. The maturity of this
technology is not as high as that of GPS methods (approximately TRL 4-5), but can
be implemented in 2 years. For this method, the satellite sends out RF signals to a
target satellite. Based on the delay in the signal arrival, an inter-satellite distance can
be determined[49]. Since this method emits RF signals, the inter-satellite communi-
cation and relative position determination subsystems potentially can be combined
to save power and space. Moreover, hardware has been specifically designed for for-
mation flying missions by Swift Technologies to complete the task of inter-satellite
communications and relative position determination. The maximum range is depen-
dent on the power input and unit size. The accuracy and hardware is promising, but
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it is not yet widely available and thus only considered for future implementation[55].
Based upon the requirements set for the mission, trade studies conclude that COTS
hardware could not provide the required accuracy. For immediate implementation,
DGPS is selected as it is readily available, and its accuracy can potentially be im-
proved to centimeter level. For future implementation, RF ranging is selected for its
small form factor and high accuracy.
5.2.4 Position Control
The ability to accurately control the position is the culmination of the efforts of all
other subsystems. Without an adequate position control system, precise formation
control is not possible. Unfortunately, the miniaturization of propulsion technologies
has not progressed quite as quickly as other fields. Currently, most CubeSat thrusters
use cold gas or hypergolic propellants, but CubeSat-sized electric propulsion thrusters
are beginning to become available. The specific impulse (Isp) of a thruster is propor-
tional to the exit velocity of the flow and is useful to compare the propellant efficiency
of the engines. A higher Isp engine burns propellant slowly, but typically has a lower
thrust. Another useful quantity in propulsion system comparison is the amount of
velocity change it can impart over the mission, or the ∆V. The higher the ∆V of the
system, the longer overall mission will last. Figure 35 shows that very few thrusters
are available at high TRLs, and of the ones that are available, the ∆V achievable is
not very high. There are some very promising options coming up in the next couple
years, like the IL-FEEP thruster by Alta Space, which is stated to achieve 500 m/s
with reasonable power and size and a very high Isp. The list of thrusters is given in
Table 6.
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ΔV (m/s)
TRL
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7
6
5
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> 1U
3
1
2
3
4
5
6 7
8
9
NA 10
1112 13
Figure 35: Comparison of applicable thrusters. Numbering of the bubbles is as defined
in Table 6.
5.3 Power
The power subsystem must be able to generate, store, and distribute power to the
components that need it. The amount of power required at different phases of the
mission is difficult to determine without first selecting the components. In particular,
the thrusters vary drastically (by type) in how much power they require, and so the
thruster selection is an important driving factor in the power system design. The
main options available for CubeSat power systems are solar arrays and batteries.
CubeSat-sized solar arrays are limited in the amount of power available at a time,
while batteries alone limit the overall mission duration. Representative solar array
options are shown in Table 7.
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Table 6: Thruster options
No. Name
Thrust
(mN)
Vol-
ume
(U)
∆V
(m/s)
Power
(W)
Isp
(s)
Prope-
llant
TRL
1
Micro-PPT
(Busek)[56]
0.5 <0.5 63 2 800 Teflon >5
2
MiPS
(Vacco)[57]
40 0.25 34 <10 50
Iso-
butane
7
3
Nanosatellite
Micropropulsion
System (ISIS)[58]
0.1-10 1 100 2
50-
100
Cold
Gas
>5
4
CHAMPS
MPS-142
(Aerojet)[59]
150 1 100 1 266
Hydra-
zine
6
5
IL-FEEP
(Alta-Space)[60]
1 1 500 3-8 2000
Ionic
Cesium
4
6
Pressure-fed
Electrospray
Thruster
(Busek)[61]
0.7 0.56 151 <9 800
Ionic
Liquid
5
7
RF Ion
BRFIT-1 cm
(Busek)[62]
0.67 1.25 244 10 1800 Xenon 5
8
MCD Propulsion
Unit for
CubeSats
(Vacco)[63]
5.4 1 167 15 70 EP-13 >3
9
HYDROS
(Tethers
Unlimited)[64]
800
0.5
or
1
300 0.5-10 300 Water >4
10
CHIPS (for 1U)
(Vacco)[65]
50 1.5 >100 -
50-
400
EP-76 -
11
Green
Monoprop
(Busek)[66]
500 0.5 >90 15 230
AF-
M315E
5
12
RF Ion
BRFIT-3cm
(Busek)[67]
2 1.25 4000 90 2500 Xenon 5
13
Micro Resistojet
(Busek)[68]
2-10
(0.5
ACS)
1
60
(6
ACS)
3-15 150
Amm-
onia
5
61
Table 7: Power options
Name
Height
(mm)
Mass
(g)
Power
(W)
Voltages
(V)
Regulated
current (A)
Operating
Tempe-
rature (oC)
3U CubeSat
EPS
(Clyde Space)[69]
15.3 83
1
to
50
3.3/5/
12/
Custom
4 -40 to 85
NanoPower
P31u
(GOMspace)[70]
6.2
to
6.8
90
1
to
30
3.3
(Bus 1)/
5
(Bus 2)
6
(Charge)/
12
(Discharge)
-40 to 85
5.4 Communications
Inter-satellite communication is vital to FF missions to relay goals and decisions,
verify gathered inter-satellite position and attitude data, and detect failures. Nearly
all formation flying missions require some level of inter-satellite communication. The
ideal communication subsystem would support inter-satellite communication with
minimal lag using minimal power. Because of the size restrictions on the CubeSat,
there is usually not enough space for a separate ground link antenna so the inter-
satellite communications system must also be able to communicate with the ground,
as well as between satellites. If the mission is designed to collect and downlink large
amounts of data, the antenna and the frequency chosen will need to accommodate.
Preliminary antenna selection can be made based off of previous CubeSat missions
because the difference in cost, power, and size is not appreciable compared to the
whole. Because of the size restriction, most CubeSat missions use UHF and S-band
antennas because they are commercially available and can be contained within a
CubeSat. Some research is being conducted on deployable antennas, so it is possible
that more options will become available in the next two years. Of the options pre-
sented in Table 8, the XBee antenna has the highest transmitted power, no pointing
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requirements, a small size, and a high sensitivity.
Table 8: Inter-satellite communication options
Name
Manuf-
acturer
Freq-
uency
Size
(mm)
Transmit
Power
Sensi-
tivity
(dBm)
Antenna
XBee
802.15.40[71]
Digi
Intern-
ational
2.4
GHz
24.38 ×
32.94 ×
3
20 dBm -106
Integrated
Whip
Chip
ZigBit
2.4 GHz
Module[72]
Atmel
2.4
GHz
24 ×
13.5 ×
2
-17 to
3 dBm
-101
Balanced
Dual Chip
Antenna
EMB-
Z2530PA[73]
Embit
2.4
GHz
29 ×
22 ×
3
20 dBm -100
PCB
Antenna
deRFmega256-
23M12[74]
Dresden
Elektronik
2.4
GHz
31.5 ×
13.2 ×
3
3 dBm -100
RF
pads
ZMN-
2430HP-R[75]
RF
Monolithics
2.4
GHz
30.48 ×
25 ×
3
17 dBm -95
RFIO
pads
SWIFT -
RelNav[55]
Tethers
Unlimited
S
Band
100 ×
100 ×
25
40 - -
5.5 Structures and Thermal
The structure of the satellites must support all of the components and minimize vibra-
tion during launch and thruster firing for the duration of the mission with minimum
structural mass. The thermal subsystem monitors the temperatures of the various
components and return to the acceptable range if it deviates. Depending on the se-
lected orbit, an active heating/cooling system may be necessary. These subsystems
are not crucial to this GNC-focused design and are left to future work.
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6 CubeSat Control System Design
From the above chapter, we see that the controls subsystem is the major bottleneck for
the required mission and hence we performed a detailed control system design. How-
ever, before designing the control strategies, we would need to define the mission-level
requirements for the UIUC-JPL FF CubeSats Mission Concept. These requirements
are generated by surpassing the capabilities of current state-of-the-art FF missions.
We then disintegrate these mission-level requirements into subsystem-level require-
ments and identify those subsystems that need further development.
6.1 Requirements Analysis
6.1.1 Capabilities of the State-of-the-Art FF Missions
The main goal of our technology demonstration mission is to surpass the capabilities
of current state-of-the-art FF missions [12]. The position and attitude determination
and control capabilities of current state-of-the-art FF missions is given in Table 9.
The communications and on-board computing requirements are chosen to support
the position and attitude control needs. The state-of-the-art is mostly defined by the
Canadian Advanced Nanospace eXperiment-4&5 (CanX-4&5)[76] and Cubesat Prox-
imity Operations Demonstration (CPOD)[77] missions. The two CanX-4&5 satellites
maintain a strict inter-satellite distance while the two CPOD CubeSats will attempt
to dock in space. Although the Can-X satellites are larger than the standard 3U Cube-
Sat size, their main innovation is in the differential GPS (DGPS) algorithm on-board,
which allows the mission to achieve such remarkable relative position determination.
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Table 9: State of the art for position and attitude sensors and actuators. The
∆V required is calculated in Section 6
Metric Proposed Missions
Achievable
Today
Achievable
2-years
Position Absolute 2-5 m Can-X [76]
1.2 m
(RMS)
1.2 m (RMS)
Determination Relative
2.5 cm
(RMS)
Can-X [76] < 2.4 m 0.1 m
Position Absolute - - - -
Control Relative 1 m Can-X [76]
5 m
(∆V/orbit -
0.93 m/s)
0.2 m
(∆V/orbit -
0.52 m/s)
Attitude Absolute 0.007 deg CPOD [77] <0.007 deg <0.007 deg
Determination Relative 0.5 deg Can-X [76] <0.014 deg <0.014 deg
Attitude Absolute <0.15 deg CPOD [77]
0.021 deg
(3σ)
0.021 deg
(3σ)
Control Relative 1 deg Can-X [76]
0.042 deg
(3σ)
0.042 deg
(3σ)
6.1.2 Requirements from CubeSat standard
The proposed UIUC-JPL FF CubeSats Mission uses 3U CubeSats, which give rise
to certain design limitations to fit within the CubeSat standard. A 1U CubeSat is
10 × 10 × 10 cm with a mass of 1.33 kg. A 3U CubeSat must be a 10 × 10 × 34
cm rectangular box with a maximum mass of 4 kg. An optional 36 mm additional
space can be added to accommodate more propulsion options. The batteries may
not store more than 100 Watt-hours of power and the RF output cannot exceed
1.5 W. There are many more requirements, but they pertain more to the actual
operation and software design of the satellites and are not necessary for the purpose
of this discussion. A more thorough description can be found in the CubeSat Design
Specification[78].
The requirements are mainly defined by the mission itself. Keeping four satellites in
a tight formation for at least 100 orbits sets the required ∆V , but this is dependent
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on the formation size, altitude of the orbit, formation shape, and other characteristics
that will be discussed later in this chapter. The mission is also intended to be the
state-of-the-art technology demonstration mission and uses the best possible sensors
and actuators that satisfy the mission requirements. This drives the requirements in
every other aspect of the mission.
6.1.3 Functional Dependencies of Subsystems
For the purpose of this Systems Engineering design, the following subsystems are
considered: on-board computing, controls, power, communications, structures and
thermals. When considering the requirements of these subsystems, it is crucial to
consider how the subsystems interrelate. These dependencies are illustrated in the
Fig. 36.
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On-Board Computer
Power & Batteries
Structures Comms
Controls
Thermal
Need from subsystem → Subsystem that meets the need
Figure 36: Functional dependencies of the subsystems. The arrows go from the sub-
system which requires the data to the subsystem which provides that data and arrows
of the same color belong to the same subsystem.
On-board computing (OBC) needs temperature data to monitor the health of the
components, ground station commands from communications, power to run its com-
ponents, and state data to perform computations for the controls subsystem. Controls
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subsystem needs state data from the other satellites through communications, data
processed by the OBC, and power to run its components. Power subsystem needs
to know what components should be running from the OBC, and needs the controls
subsystem to maintain a desired orientation which allows solar arrays to function
(if they are the power generation type selected). Communications subsystem needs
to send and receive state data between the controls subsystem and other satellites,
commands from the OBC, and power for its components. Thermals subsystem needs
temperature data from all subsystems with active electronics. A point to note is that
the structures subsystem is assumed static, unchanged after launch so it does not
take any data other than thermal.
6.2 Control Strategies
Now that the requirements have been identified, we can look at the different forma-
tions and the control strategies that we can use for them. To define all the variables
and the formations that we looked at, two coordinate frames have to be defined (see
Fig. 37). The Earth-centered inertial (ECI) frame is used to describe the location
of the chief CubeSat on some reference orbit, called the chief orbit. The origin of
the coordinate system is fixed at the center of mass of the Earth. The Xˆ axis is
aligned with the vernal equinox, the Zˆ axis is aligned towards the Earth’s spin axis
or the north pole and the Yˆ is perpendicular to the other two according to the right
handed coordinate system. It is important to note that there need not be an actual
CubeSat on the chief orbit, there can be a virtual leader, i.e., all other CubeSats will
be distributed about that chief orbit but there will be no CubeSat on the chief orbit.
The local-vertical/local-horizontal frame (LVLH) is centered on the chief CubeSat.
Its xˆ or radial axis is aligned with the position vector pointing outwards from the
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center of the earth, the zˆ or cross-track axis is aligned with the angular momentum
vector and the yˆ or along-track axis completes the coordinate system according to
the right-hand convention. The LVLH frame is rotating with a rotating rate of ωz
about the cross-track axis and ωx about the radial axis.
Figure 37: ECI (Xˆ, Yˆ , Zˆ) and LVLH (xˆ, yˆ, zˆ) frames [13]
The simulations and results associated with the two different FF technology demon-
stration missions (as described in Fig. 1a and Fig. 1b) are given in the following
sections. Since the aim of our mission is a technology demonstration, some of the
numbers chosen might not be perfectly applicable to any particular scientific mission.
The aim of the simulations is to develop an overall intuition for the kind of numbers
we obtain for such a mission and hence more emphasis has been placed on the general
trends that the outputs show and range of their values, rather than any particular
value.
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6.2.1 Tetrahedron Formation Hold
The CubeSats initially launched from the Poly-PicoSatellite Orbital Deployer (P-
POD)[79], are assumed to be in a string-of-pearls formation with an inter-satellite
separation of 1 km. The formation is then reconfigured to a regular tetrahedron of
size 50 meters in the LVLH frame as shown in Fig. 38 and then maintained in that
formation. This formation was chosen as it is a very representative formation, i.e.,
there is one agent along each axis of the LVLH frame. Hence, the performance of any
agent, whose position is a linear combination of these known agent positions, can be
approximated.
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Figure 38: Reconfiguration from string-of-pearls formation to tetrahedron geometry in
the LVLH frame (not drawn to scale)
Two main control architectures were designed for this particular mission. In the first
controller, the dynamics of the CubeSat are assumed to be linear (in the LVLH frame)
as the distance between the agents is relatively small. Various sensitivity analyses are
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carried out using this model as it helps us develop a good intuition for the system.
Once a good understanding of the system is achieved, a nonlinear dynamic model[13]
is considered including J2 effects. It is shown in the following sections that the results
obtained from the two models are pretty close and a lot of the data obtained from
the linear dynamics can be directly used.
6.2.1.1 Two-burn Controller with Linear Model
Since the distances between the CubeSats are relatively small, a linear model was
chosen to describe the motion of the CubeSats. Hence, given the initial position and
velocity of any agent, its position and velocity at time t can be given by the solution
of the HCW equations [80] as given below.

x(t)
y(t)
z(t)
x˙(t)
y˙(t)
z˙(t)

=

4− 3 cosωzt 0 0 sinωzt/ωz 2(1− cosωzt)/ωz 0
6 sinωzt− 6ωzt 1 0 2(−1 + cosωzt)/ωz 4 sinωzt/ωz − 3t 0
0 0 cosωzt 0 0 sinωzt/ωz
3ωz sinωzt 0 0 cosωzt 2 sinωzt 0
6ωz(−1 + cosωzt) 0 0 −2 sinωzt −3 + 4 cosωzt 0
0 0 −ωz sinωzt 0 0 cosωzt


x0
y0
z0
x˙0
y˙0
z˙0

(69)
Both the initial reconfiguration from the string-of-pearls to the tetrahedron formation
as well as holding the formation in the tetrahedron shape is performed using a two-
burn algorithm, where the first thrust correction is applied to exit the current orbit
and the second thrust correction is applied to enter the target or desired orbit. The
reconfiguration time required to go from one orbit to another is a design variable.
For the first burn, the initial and final positions of the agents are known, i.e., x0, y0,
z0, x(t), y(t) and z(t) are known. Since the reconfiguration time is also known, the
set of equations given by Eq. (69) reduces to a set of 6 equations with 6 unknown
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velocities and hence can be solved for a unique solution.
Let x˙0−, y˙0− and z˙0− denote the velocity of the agent just before the thrust correction
is applied and x˙0+, y˙0+ and z˙0+ denote the velocity of the agent just after the thrust
correction is applied. Also, let x˙(t), y˙(t), z˙(t) denote the velocity of the agent when it
reaches its desired orbit. Then the velocity change required (∆V ) for the two burns
is specified by Eqs. (70)–(72). Equation (71) results from the fact that the entire
velocity needs to be removed in the LVLH frame for the agent to align itself with the
target orbit.
∆V1 =
√
(x˙0+ − x˙0−)2 + (y˙0+ − y˙0−)2 + (z˙0+ − z˙0−)2 (70)
∆V2 =
√
x˙(t)2 + y˙(t)2 + z˙(t)2 (71)
∆V = ∆V1 + ∆V2 (72)
Since the reconfiguration from a string-of-pearls configuration to a tetrahedron is only
done once, Eqs. (70)–(72) can be directly applied with the initial and final positions
specified. However, for the maintaining the formation as a tetrahedron, the thrusters
have to be fired continuously as the agents have to be maintained in non-Keplerian
orbits. The following control strategies were used to perform formation maintenance.
• Formation hold without threshold: Let the agent drift in any direction within
an error ball, which is defined as a sphere with the vertex of the tetrahedron as
its center. As soon as the agent drifts outside the sphere, apply the two-burn
correction to bring it back to the center of the sphere with the first burn and
enforce zero velocity at the center with the second burn. Let it drift again
and keep correcting for the specified amount of time. This control strategy will
imply less frequent burns (as compared to formation hold with threshold), but
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Table 10: Input parameters for a point design control analysis using a two-burn con-
troller on a linear model.
Formation
size
Formation
altitude
Maintenance
time
Error ball
radius
Reconfiguration
time
50 m 400 km 100 orbits 5 m 1 minute
each burn will require more ∆V.
• Formation hold with threshold: Let the agent drift in any direction within an
error ball, which is defined as a sphere with the vertex of the tetrahedron as
its center. As soon as the agent drifts outside the sphere, apply the two-burn
correction to bring it back to a distance from the center of the sphere (defined
by the threshold) with the first burn and do not enforce zero velocity at that
point with the second burn. Let it drift again and keep correcting for the
specified amount of time. This control strategy will imply more frequent burns
(as compared to formation hold without threshold), but each burn will require
less ∆V .
The values of the parameters used and the results obtained for a particular point
design have been listed in Table 10 and Table 11 respectively. Since we do not
have finalized requirements at this point, we decided to use some typical values for
the mission parameters. The best position sensor currently available in the market
(NovAtel GPS) gives a position error of approximately 1.2 meters per CubeSat. In
the worst case scenario, the relative position error between CubeSats would be when
both the individual errors are maximum, 2.4 meters. With a safety factor of 2, the
radius of the error ball is 5 meters. A sensitivity analysis is presented varying the
threshold value and it shows that the minimum fuel is consumed when the threshold
value is 0, i.e., the agent is kept at the edge of the error ball.
Thus, the controller with threshold outperformed the controller without the threshold
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Table 11: ∆V values for a point design using a two-burn controller on a linear model.
CubeSat numbering is defined in Fig. 38.
∆V (m/s) CubeSat 1 CubeSat 2 CubeSat 3 CubeSat 4
Formation hold
without threshold
107.48 374.05 107.48 166.63
Formation hold
with threshold
6.96 96.78 6.96 17.06
by a big margin. CubeSats 1 and 3 have identical values because they are symmetric
according to the linear analysis . Also, we can see that using the current thruster
technology (see Table. 6) it is not possible to achieve the ∆V required to hold the
formation for 100 orbits. To understand the feasibility of various design points and
also to understand the underlying trends, sensitivity analyses were carried out over
the various parameter with the remaining parameters held at the above values.
Since CubeSat 2 in Fig. 38 is out of the plane of the base of the tetrahedron, the
time period of its orbit will not match the time period of the other agents. This will
result in a higher fuel consumption (as seen in Table 11) to maintain it at the given
position because the agent will go outside its defined error ball faster than the others.
To understand the variation of the fuel consumed or the ∆V required to hold CubeSat
2 in position, a sensitivity analysis is presented varying the height of CubeSat 2 for
various formation sizes. The result of this analysis can be seen in Fig. 39.
It is clear from Fig 39 that the ∆V value increases as we increase the formation size.
It can also be seen that the ∆V increases as the height of the CubeSat increases. Both
these behaviours are expected because the orbits of the CubeSats are becoming more
and more distinct and hence it would require larger amounts of fuel to keep them in
place. We can see that the fuel required grows at a very high rate as the sizes increases.
Since the plot shown gives the ∆V per orbit, the mission lifetime would be decided
based on the chosen orbit parameters. For a typical lifetime of 100 orbits, the region
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Figure 39: Variation of ∆V per orbit for CubeSat 2 with formation size and its height.
Formation size refers to the side of the regular tetrahedron. The height ratio refers to
the ratio of the current height of the CubeSat to the height of a regular tetrahedron of
the given formation size. Negative height ratio implies that the CubeSat is below the
plane of the base.
of feasibility is restricted to height ratios smaller than 0.5 and formation sizes smaller
than 200 meters given the current thruster technology. A possible way to improve the
lifetime of the mission would be to periodically exchange CubeSat positions so that
the fuel is consumed evenly amongst all CubeSats. However, since these may not be
allowable for some mission types, such details have not been considered at this point
in the design study.
Another parameter of interest is the altitude of the formation in LEO which would
vary depending on the mission requirements. Figure 40 shows the variation of ∆V ,
with the size of the formation and the altitude of the formation, required to hold the
formation in place for each of the CubeSats. CubeSat 3 has not been shown because
it is identical to CubeSat 1.
It can be seen from Fig. 40 that, as expected, the ∆V required for CubeSat 2 is
the highest. Another interesting fact to note is that even though the ∆V increases
with formation size the variation with altitude up to 1000 km is minimal because
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Figure 40: Variation of ∆V per orbit for all the CubeSats with formation size and
altitude of formation. Formation size refers to the side of the regular tetrahedron.
Altitude refers to height of the formation above the surface of earth.
atmospheric drag has not been incorporated into this model. This factor can almost
be neglected from the point of view of controller design. We prefer not to go above
1000 km altitude because not only the launch costs will increase but also the effects
of solar radiation will become more noticeable and the CubeSat will start becoming
more expensive if all the components need to have radiation shielding on them.
The accuracy with which an agent can hold its position is also an important factor.
Scientific missions like synthetic aperture radar or radio interferomtry require high
level of precision when it comes to position hold. On the other hand, applications like
sampling the ionosphere can withstand a little more error without causing any signif-
icant effects on the measurements, so the size of the allowed error ball in proportion
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to the size of the formation is an important factor to be considered. This variation is
shown in Fig. 41. The behavior seen in Fig. 41 is slightly counter-intuitive because
it appears that decreasing the size of the error ball results in a decrease in the the
amount of ∆V required, so it is less fuel consuming to hold a tighter formation in
place. The reason for this behavior is that if we wait till the CubeSat goes farther
away before applying the correction, the magnitude of the correction is higher. Even
though the frequency of correction would be lower, the magnitude of each correction
is higher and because the magnitude changes faster than the frequency, the overall
∆V goes up.
Since bringing it back to the center of the error ball is the main reason why the
∆V value is so high, a natural next step is to allow the satellite to return to some point
between the edge of the sphere and the center. A sensitivity analysis is presented,
varying the threshold and the reconfiguration time. The results of this sensitivity
analysis are shown in Fig. 42. It is clear from the plot that the ∆V increases as
the threshold shrinks. It can also be seen that the ∆V goes up as we decrease the
reconfiguration time, which is the expected behavior. One important thing to note
is that if we are keeping it closer to the edge of the error ball, the significance of
the reconfiguration time starts to drop off, because it is going closer and closer to a
continuous controller. Hence, for the linear dynamics, the optimal control strategy to
reduce the ∆V is to use a near-continuous controller to keep the CubeSat at the edge
of the error ball.
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Figure 41: Variation of ∆V per orbit for all the CubeSats with formation size and size
of error ball. Formation size refers to the side of the regular tetrahedron. Error ball
refers to the distance the CubeSat is allowed to drift from its target location before
the thrust correction is applied.
6.2.1.2 Controller with Nonlinear Model with J2 effects
From the previous section, it is clear that the better control strategy to use would
be a continuous controller. However, the previous section used a linear model for the
dynamics. There are many nonlinear factors which affect the dynamics of the CubeSat
such as atmospheric drag, J2 drift, solar radiation pressure etc. These factors can
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Figure 42: Variation of ∆V per orbit for all the CubeSats with threshold distance and
reconfiguration time. Threshold distance refers to the distance that the CubeSat is
forced to come back to after the correction is applied. Threshold distance of 0 would
imply that the CubeSat is left on the edge of the error ball while a threshold distance
of 5 implies that it is bought back to the center. Reconfiguration time refers to the
time it is given to get back to that position.
sometimes be non-trivial and might actually add a lot more constraints to the design.
However, among all such nonlinearities, the one which causes the most deviation from
linear dynamics is the J2 drift term. For the rest of this analysis, only the J2 drift
terms are considered and other effects such as drag, solar radiation pressure etc. are
ignored. The equations of motion for the jth CubeSat in the LVLH frame considering
J2 perturbations are given below [13, 81]:
x¨j = 2y˙jωz − xj(η2j − ω2z) + yjαz − zjωxωz − (ζj − ζ) sin i sin θ − r(η2j − η2)
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y¨j = −2x˙jωz + 2z˙jωx − xjαz − yj(η2j − ω2z − ω2x) + zjαx − (ζj − ζ) sin i cos θ (73)
z¨j = −2y˙jωx − xjωxωz − yjαx − zj(η2j − ω2x)− (ζj − ζ) cos i
where ωx, ωy, ωz are the rotation rates of the LVLH frame about the x, y and z axis
respectively, αz is the orbital acceleration about the z axis, i.e., ω˙z, J2 is the second
harmonic coefficient of Earth, µ is the gravitational constant and Re is radius of the
earth and the terms η, ηj, ζ, ζj, rj, and rjZ have been introduced in order to simplify
the potential energy terms as shown below [81]:
kJ2 =
3
2
J2µR
2
e, ζ =
2kJ2 sin i sin θ
r4
ζj =
2kJ2rjZ
r5
η2 =
µ
r3
+
kJ2
r5
− 5kJ2 sin
2 i sin2 θ
r5
(74)
η2j =
µ
r3j
+
kJ2
r5j
− 5kJ2r
2
jZ
r5j
rj =
√
(r + xj)2 + y2j + z
2
j
rjZ = (r + xj) sin i sin θ + yj sin i cos θ + zj cos i
and the chief orbital motion of the chief spacecraft (or the virtual chief orbit) is
derived by Gauss’s variational equations [13] as given below:
œ˙ = f(œ) (75)
where the orbital element vector œ could use a hybrid representation such as
œ = (r, vx, h, Ω, i, θ) where r, vx, h, θ, i, and Ω denote the geocentric distance,
the radial velocity, the angular momentum magnitude, the argument of latitude, the
inclination, and the longitude of the ascending node respectively.
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Table 12: ∆V values for a point design using a two-burn controller on a linear model.
CubeSats have the same numbering as defined in Fig 38.
∆V (m/s) CubeSat 1 CubeSat 2 CubeSat 3 CubeSat 4
Orbit Inclination (i) 0o 45o 0o 45o 0o 45o 0o 45o
Continuous controller 42.47 23.35 177.96 93.15 43.19 23.33 80.39 43.70
Given these dynamic equations, a PID controller is implemented, which holds the
formation about a desired point. Since the inclination of the orbit will also make a
difference in the results, we considered the two extreme cases for it, i.e, 0o inclination
and 45o inclination. The gains are tuned such that the maximum error in the position
is always less than 5 meters, which is the same as that of the two-burn controller.
The results are summarized in the Table 12.
Comparing the values given in Table 12 to the values given in Table 11, we can see
that the continuous controller always does better than the two-burn controller with no
threshold. However, the two-burn controller with threshold does seem to do better
than the continuous controller. This difference can be attributed to the nonlinear
effects of J2 perturbations, as these will cause the controller to burn more fuel.
To compare the results of the continuous controller with the two-burn controller, we
also conducted similar trade studies that we performed with the two-burn method
on the continuous controller. Fig 43 shows the sensitivity analysis of the size of the
formation against its altitude using the continuous controller. We can see that the
trends seen is the same as the two-burn controller (Fig. 40).
6.2.1.3 Initial time difference between launches
In the previous two subsections, we assumed that the CubeSats are initially at a
distance of 1 km away from each other. However, in reality, multiple 3U CubeSats
cannot fit inside the same PPOD, there would be a time difference between the
80
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Figure 43: Variation of ∆V per orbit for all the CubeSats with formation size and
altitude of formation using continuous controller. Formation size refers to the side of
the regular tetrahedron. Altitude refers to height of the formation above the surface
of earth.
launches of two CubeSats. The CubeSats would be separated by a distance greater
than 1 km and therefore, some amount of fuel would need to be burnt in order to
bring them closer to each other.
Without lose of generality, let us consider the case of two CubeSats launched from
the same launch vehicle (i.e. same point in space) with some time difference between
their launches. Since the actual time difference between multiple launches is highly
mission specific and no data is available on the same, an initial angular separation of
pi/10 radians is assumed between the two CubeSats. Let us also assume that the two
CubeSats are initialized on circular orbits with zero inclination at an altitude of 400
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km. After 1 orbit (can be done instantly as well), the leading CubeSat is given a tan-
gential ∆V of 10 m/s in order to slightly alter its orbit and make it elliptical. The two
CubeSat orbits are then propagated in time. The results of this simulation are shown
in Fig. 44. We can clearly see that the CubeSats are within close proximity of each
other within 12 orbits (approximately 1 day). Thus, even if they are far away from
each other at the time of launch, the CubeSats can be brought closer together without
using too much fuel. The fuel used can further be decreased if the longer reconfigu-
ration periods are tolerable. This ∆V can also be shared between the two CubeSats
if both of them apply their thrusters in opposite directions. Similar calculations can
also be performed for multiple CubeSats in different initial configurations.
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Figure 44: Initial reconfiguration of two CubeSats to correct time difference between
their launches. The two CubeSats are represented by the red and black circles and
their orbits are represented by the same color.
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6.2.2 Reconfiguring among multiple J2 invariant relative orbits
The discussion the previous section dealt with holding the CubeSats in a constant
formation. However, it was seen that the fuel required for such a mission is very
high, with the current thrusters only mission lives of the order on one month can be
achieved. If we want to extend the mission life, this kind of active formation control
is not feasible. On the other hand, if we have the CubeSats which are in some form of
relative orbits such that after certain time intervals, they seem to appear in the same
formation, then the amount of fuel required to keep them in that passive formation
is very low. J2 invariant orbits have been shown to provide collision free motion for
swarms of satellites in low Earth orbits [13]. We can also periodically switch between
multiple such J2 invariant orbits from time to time and then maintain that orbit if
a different passive formation is desired. However, while reconfiguring among such
orbits, one needs to ensure that there are no collisions among the CubeSats and
also that the reconfigurations are done in an optimal fashion in order to reduce fuel
consumption. Model predictive control using sequential convex programming (MPC-
SCP)[82] was used as a tool for the reconfigurations as it guarantees fuel optimal
trajectories while ensuring collision avoidance.
In this simulation, 6 agents reconfigure between randomly selected initial positions
with a spread of 500 meters as shown in Fig. 45. The chosen orbit was a 400 km
circular orbit with an inclination of 45o.
In order to validate the MATLAB simulations that were carried out in Ref. [82],
the results were compared using a commercially available software package named
System Tool Kit (STK)[83] from Analytical Graphics Inc. Both the dynamics were
propagated for 500 orbits using the initial J2-invariance condition[82] and the drift in
the x, y and z values of the agent from its original trajectory (in the LVLH frame)
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Figure 45: Reconfiguration of 6 CubeSats among different J2 invariant orbits using
model predictive control (not drawn to scale).
were compared.
The simulation input parameters are:
Semi-major
axis
Eccentricity Inclination
Longitude of the
ascending node
Argument of
periapsis
6878 km 0.001 45o 0o 0o
The mean drift along the x-axis of the LVLH is 0, which is consistent because the
CubeSat cannot gain energy and hence cannot change its altitude. Fig. 46 shows
the difference in the drifts, in the y and z axis, between the MATLAB and the STK
simulations. The time axis extends till 500 orbits. It can be seen that the difference
in the errors is very small and in the order of millimeters even after 500 orbits.
Even these minute differences between the STK and the MATLAB results can be
attributed to errors such as numerical integration errors, precision of the physical
parameter values etc. The total absolute drift after 500 orbits along the z-axis was
around 73 mm (0.146 mm/orbit), and along the y axis was around 2.8 meters (5.6
mm/orbit) . These errors are very small and can be easily corrected at a very low
fuel cost.
Since sequential convex programming can also simulate sensor and actuator errors,
84
(46a) Error in drift along y axis (46b) Error in drift along z axis
Figure 46: Difference in the drifts, in the y and z axis of the LVLH frame, between the
MATLAB and STK simulations.
actual error quotes taken from hardware were integrated into the algorithm. The
thruster chosen was the Nanosatellite Micropropulsion System (ISIS)[58] which has a
maximum ∆V of 100 m/s. The position and velocity were obtained using the NovAtel
GPS[50]. Also, since model predictive control is completely decentralized[82], each
agent only needs to communicate with its neighbors during the reconfiguration. Thus
for communication purposes, the Xbee Pro RF[71] communication chip was chosen.
Fig. 47 shows the ∆V consumed as a function of the number of reconfigurations for
each of the 6 CubeSats.
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Figure 47: Variation of the ∆V consumed as a function of the number of reconfigurations
for 6 agents.
Hence, we can reconfigure upto 20 times using the current thruster technology. It
should be noted that this does not restrict the mission life as the CubeSats can stay
in any J2 invariant orbit for a long time while burning minimal amounts of fuel. This
will only restrict the number of distinct passive formations that can be achieved.
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7 Conclusions
In the first part of this thesis, we developed a full six degree-of-freedom dynamic
model of the Crazyflie quadrotor and incorporated the thrust and torque model of
its propellers. Then, we designed a fully nonlinear controller for controlling both the
position and the attitude of the quadrotor. The key advantages of the controller are:
1) we can give an explicit analytic convergence proof for the controller and show that
it converges globally exponentially fast to the desired input and 2) since there is no
linearization involved, it is applicable in all states of flight. The formation flying
testbed was then developed in order to support multiple Crazyflies flying simultane-
ously and the controller developed was experimentally validated. We showed that the
controller behaved really well, with the position tracking error being less than 20 mm
in most cases. Different swarm algorithms developed at the Aerospace Robotics and
Controls Group at UIUC were then tested and validated on the testbed to show the
effectiveness of the controller and the testbed as a whole (these results are not shown
in this thesis, but are in the cited papers).
In the second half of this thesis, we presented a detailed design of the UIUC-JPL FF
CubeSats mission concept which requires precise formation maintenance and recon-
figuration of four to six CubeSats. Formation flying using multiple small satellites is
more robust than a single monolithic satellite and also has many important scientific
applications. However, the technologies in some fields are still a little premature and
need some development before we can actually launch precise formations of small
satellites with scientific payloads. This thesis provided the general areas in which re-
search and development is needed with respect to CubeSat technologies. In particular,
thrusters (or position actuators) and relative position sensors are the major techno-
logical bottlenecks preventing active formation control for missions lasting longer than
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a month. We characterized the performance of current thrusters using detailed simu-
lations over a wide range of mission design parameters and multiple control strategies
for a representative 3D formation. We show that the thruster must be capable of
a ∆V of at least 100 m/s for the formation to maintain a 5 meter position accuracy
for 100 orbits at an altitude of 400 km. We also show that upto 20 reconfigurations
can be performed between multiple J2 invariant relative orbits. On the basis of our
simulations, the best (current) actuators and sensors for the UIUC-JPL FF CubeSats
mission concept are: Nanosatellite Micropropulsion System from ISIS [58], NovAtel
OEM615 GPS [50], XACT from Blue Canyon Tech [39], and XBee Pro[71].
88
8 References
[1] Hadaegh, F. Y., Acikmese, B., Bayard, D. S., Singh, G., Mandic, M., Chung,
S.-J., and Morgan, D., “Guidance and Control of Formation Flying Spacecraft:
From Two to Thousands,” Adventures on the Interface of Mechanics and Con-
trol , edited by K. Alfriend, M. Akella, J. E. Hurtado, J. Juang, and J. D. Turner,
Tech Science Press, 2012, pp. 327–371.
[2] Hadaegh, F. Y., Singh, G., Ac¸ikmes¸e, B., Scharf, D. P., and Mandic´, M., The
Path to Autonomous Robots , chap. Guidance and Control of Formation Flying
Spacecraft, Springer, New York, NY, 2009, pp. 25–43.
[3] “Quadcopters - Wikipedia article,” https://en.wikipedia.org/wiki/
Quadcopter [retrived on July 17, 2015].
[4] Valenti, M., Bethke, B., Fiore, G., How, J. P., and Feron, E., “Indoor Multi-
Vehicle Flight Testbed for Fault Detection, Isolation, and Recovery,” AIAA
Guidance, Navigation, and Control Conference and Exhibit , 2006.
[5] Welsby, J. and Melhuish, C., “Autonomous Minimalist Following In Three Di-
mensions: A Study with Small-Scale Dirigibles,” Tech. rep., Department of Com-
puter Science, Manchester University, 2001.
[6] Bu¨rkle, A., Segor, F., and Kollmann, M., “Towards Autonomous Micro UAV
Swarms,” Journal of intelligent and robotic systems , Vol. 61, No. 1-4, 2011,
pp. 339–353.
[7] Stirling, T., Roberts, J., Zufferey, J.-C., and Floreano, D., “Indoor Navigation
with a Swarm of Flying Robots,” Robotics and Automation (ICRA), 2012.
89
[8] Nardi, R. D., Holland, O., Woods, J., and Clark, A., “SwarMAV: A Swarm of
Miniature Aerial Vehicles,” 21st Bristol UAV Systems Conference, 2006.
[9] Hoffmann, G., Rajnarayan, D. G., Waslander, S. L., Dostal, D., Jang, J. S., and
Tomlin, C. J., “The Stanford Testbed of Autonomous Rotorcraft for Multi Agent
Control (STARMAC),” Digital Avionics Systems Conference, 2004.
[10] Kushleyev, A., Mellinger, D., Powers, C., and Kumar, V., “Towards a swarm
of agile micro quadrotors,” Autonomous Robots , Vol. 35, No. 4, November 2013,
pp. 287–300.
[11] Hadaegh, F. Y., Chung, S.-J., and Manohara, H. M., “On development of 100-
gram-class spacecraft for swarm application,” IEEE Systems Journal , 2014, in
press.
[12] Bandyopadhyay, S., Subramanian, G. P., Morgan, D., Foust, R., Chung, S.-J.,
and Hadaegh, F. Y., “A Review of Impending Small Satellite Formation Flying
Missions,” AIAA Small Satellites Conference, Florida, US, 2015, to appear.
[13] Morgan, D., Chung, S.-J., Blackmore, L., Acikmese, B., Bayard, D., and
Hadaegh, F. Y., “Swarm-Keeping Strategies for Spacecraft under J2 and At-
mospheric Drag Perturbations,” AIAA J. Guidance, Control, and Dynamics ,
Vol. 35, No. 5, 2012, pp. 1492 – 1506.
[14] Beard, R., “Quadrotor Dynamics and Control Rev 0.1,” All Faculty Publications ,
, No. 1325, 2008, http://scholarsarchive.byu.edu/facpub/1325 [retrived on
July 17, 2015].
90
[15] Chung, S.-J., Ahsun, U., and Slotine, J.-J. E., “Application of Synchronization
to Formation Flying Spacecraft: Lagrangian Approach,” Journal of Guidaince,
Control, and Dynamics , Vol. 32, No. 2, Mar.-Apr. 2009, pp. 512–526.
[16] “PTC R© Creo,” http://www.ptc.com/product/creo [retrived on July 17, 2015].
[17] Deters, R. W., Ananda, G. K., and Selig, M. S., “Reynolds Number Effects on
the Performance of Small-Scale Propellers,” AIAA Aviation, 32nd AIAA Applied
Aerodynamics Conference, Atlanta, GA, June 2014, pp. 2014–2151.
[18] Chung, S.-J., Bandyopadhyay, S., Chang, I., and Hadaegh, F. Y., “Phase syn-
chronization control of complex networks of Lagrangian systems on adaptive
digraphs,” Automatica, Vol. 49, No. 5, May 2013, pp. 1148–1161.
[19] Bandyopadhyay, S., Chung, S.-J., and Hadaegh, F. Y., “Nonlinear attitude con-
trol of spacecraft with a captured asteroid,” Journal of Guidance, Control, and
Dynamics , April 2015, to be submitted.
[20] “Quaternions and spatial rotation: Wikipedia article,” https://en.wikipedia.
org/wiki/Quaternions_and_spatial_rotation[retrived on July 17, 2015].
[21] “VICON Motion Capture Systems,” http://www.vicon.com [retrived on July
17, 2015].
[22] “NanoMind A712D,” http://gomspace.com/index.php?p=products-a712c
[retrieved on July 17, 2015].
[23] “Cube Computer,” http://www.cubesatshop.com/index.php?page=shop.
product_details&flypage=flypage.tpl&product_id=106 [retrieved on July
17, 2015].
91
[24] “Q6 Processor Board,” http://www.cubesatshop.com/index.php?page=shop.
product_details&product_id=111 [retrieved on July 17, 2015].
[25] “Andrews Model 150 Flight Computer,” http://www.cubesatshop.com/
index.php?page=shop.product_details&category_id=8&flypage=flypage.
tpl&product_id=95 [retrieved on July 17, 2015].
[26] “Andrews Model 160 High Performance Flight Computer,” http:
//www.cubesatshop.com/index.php?page=shop.product_details&flypage=
flypage.tpl&product_id=94 [retrieved on July 17, 2015].
[27] Staff, M. D. D., “Small Spacecraft technology State of the Art,” Tech. rep.,
NASA Ames Research Center, July 2014.
[28] “Blue Canyon Technologies Nano Star Tracker Datasheet,”
http://bluecanyontech.com/wp-content/uploads/2013/06/
BCT-Nano-Star-Tracker-datasheet-1.1.pdf [retrieved on July 17, 2015].
[29] “Melexis MLX90615 Datasheet,” http://www.melexis.com/
Infrared-Thermometer-Sensors/Infrared-Thermometer-Sensors/
MLX90615-685.aspx [retrieved on July 17, 2015].
[30] “Honeywell 2-Axis Magnetic Sensor Circuit HMC6042,” http://media.
digikey.com/pdf/Data%20Sheets/Honeywell%20PDFs/HMC6042.pdf [retrieved
on July 17, 2015].
[31] “Honeywell 1-Axis Magnetic Sensor HMC1041Z,” http://www51.
honeywell.com/aero/common/documents/myaerospacecatalog-documents/
Missiles-Munitions/HMC1041Z.pdf [retrieved on July 17, 2015].
92
[32] “SpaceMicro CSS-01,02 Coarse Sun Sensors,” http://www.spacemicro.com/
assets/datasheets/guidance-and-navigation/CSS.pdf [retrieved on July
17, 2015].
[33] “SpaceMicro MSS-01,02 Medium Sun Sensors,” http://www.spacemicro.com/
assets/datasheets/guidance-and-navigation/MSS.pdf [retrieved on July
17, 2015].
[34] “Berlin Space Technologies ST-200 Miniaturised Autonomous Star Tracker,”
http://www.berlin-space-tech.com/fileadmin/media/BST_ST-200_Flyer.
pdf [retrieved on July 17, 2015].
[35] “CubeSat Shop Digital Fine Sun Sensor,” http://www.cubesatshop.com/
index.php?page=shop.product_details&flypage=flypage.tpl&product_
id=89 [retrieved on July 17, 2015].
[36] “CubeSat Shop CubeSat Sun Sensor,” http://www.cubesatshop.com/index.
php?page=shop.product_details&product_id=104& [retrieved on July 17,
2015].
[37] “Maryland Aerospace Inc. MAI-100 Minature 3-Axis ADACS,” http://
www.miniadacs.com/linked/2012-04-27%20mai-100%20specification.pdf
[retrieved on July 17, 2015].
[38] “Maryland Aerospace Inc. The 1/2U MAI-400 A La Carte,” http:
//www.miniadacs.com/linked/2012-04-27%20mai-400%20a%20la%20carte%
20specification.pdf [retrieved on July 17, 2015].
[39] “Blue Canyon Technologies XACT,” http://bluecanyontech.com/product/
xact/) [retrieved on July 17, 2015].
93
[40] “Sinclair Interplanetary Nanosatellite Reaction Wheels (RW-0.03-
4),” https://78462f86-a-744dbb28-s-sites.googlegroups.com/a/
sinclairinterplanetary.com/www/reactionwheels/30%20mNm-sec%
20wheel%202014c.pdf [retrieved on July 17, 2015].
[41] “Operations, Orbit Determination, and Formation Control of the AeroCube-
4 CubeSats,” http://digitalcommons.usu.edu/cgi/viewcontent.cgi?
article=2981&context=smallsat [retrieved on July 17, 2015].
[42] “Blue Canyon Technologies Micro Reaction Wheel,” http://bluecanyontech.
com/product/micro-reaction-wheel/ [retrieved on July 17, 2015].
[43] “Sinclair Interplanetary Picosatellite Reaction Wheels (RW-0.007-
4),” https://78462f86-a-744dbb28-s-sites.googlegroups.com/a/
sinclairinterplanetary.com/www/reactionwheels/7%20mNm-sec%20wheel%
202013a.pdf [retrieved on July 17, 2015].
[44] “Sinclair Interplanetary Picosatellite Reaction Wheels (RW-0.01-
4),” https://78462f86-a-744dbb28-s-sites.googlegroups.com/a/
sinclairinterplanetary.com/www/reactionwheels/10%20mNm-sec%
20wheel%202014b.pdf [retrieved on July 17, 2015].
[45] “Berlin Space Technologies iACDS-100,” http://www.berlin-space-tech.
com/index.php_id=43.html [retrieved on July 17, 2015].
[46] “Maryland Aerospace Inc. MAI-300 Reaction Wheel,” http://www.miniadacs.
com/miniadacs_011.htm [retrieved on July 17, 2015].
94
[47] “Maryland Aerospace Inc. MAI-201 Minature 3-Axis Reaction Wheel,” http:
//maiaero.com/wp-content/uploads/2014/04/MAI201_Specifications.pdf
[retrieved on July 17, 2015].
[48] “Maryland Aerospace Inc. MAI-200 Minature 3-Axis ADACS,” http:
//maiaero.com/wp-content/uploads/2014/06/MAI200_Brochure.pdf [re-
trieved on July 17, 2015].
[49] Marszalek, M., Kurz, O., Drentschew, M., Schmidt, M., and Schilling, K.,
“Intersatellite Links and Relative Navigation: Pre-conditions for Formation
Flights with Pico- and Nanosatellites,” 18th IFAC World Congress Milano
(Italy), 2011, http://www.nt.ntnu.no/users/skoge/prost/proceedings/
ifac11-proceedings/data/html/papers/2369.pdf [retrieved on July 17,
2015].
[50] “NovAtel OEM615 Dual-Frequency GNSS Receiver,” http://www.novatel.
com/products/gnss-receivers/oem-receiver-boards/oem6-receivers/
oem615/) [retrieved on July 17, 2015].
[51] “Surrey Satellite Technology SGR-05U - Space GPS Re-
ceiver,” http://www.sst-us.com/shop/satellite-subsystems/gps/
sgr-05u-space-gps-receiver [retrieved on July 17, 2015].
[52] “SpaceSpace GPS12-V1GPS Receiver,” http://spacequest.com/products/
GPS-12-V1.pdf [retrieved on July 17, 2015].
[53] “Austin Satellite Design Dual Frequency Reprogrammable Software-
Defined GPS Receiver for CubeSats,” http://austinsat.net/
dual-frequency-reprogrammable-software-defined-gps-receiver-for-cubesats/
[retrieved on July 17, 2015].
95
[54] “SSBV Aerospace and Technology Group Space-based GPS Receiver (Prelim),”
http://www.ssbv.com/ProductDatasheets/page39/page26/index.html [re-
trieved on July 17, 2015].
[55] “Tethers Unlimited SWIFT REL NAV Radio,” http://www.tethers.com/
SpecSheets/Brochure_SWIFT-RelNav.pdf) [retrieved on July 17, 2015].
[56] “Busek Pulsed Plasma Thrusters,” http://www.busek.com/technologies_
_ppt.htm [retrieved on July 17, 2015].
[57] “ChEMS Micro-Propulsion System for CubeSats,” http://mstl.atl.calpoly.
edu/~bklofas/Presentations/DevelopersWorkshop2006/cdw3_vacco.pdf
[retrieved on July 17, 2015].
[58] “Nanosatellite Micropropulsion System by Innovative Solutions in Space
(ISIS),” http://www.cubesatshop.com/index.php?page=shop.product_
details&flypage=flypage.tpl&product_id=74 [retrieved on July 17, 2015].
[59] “MPS-120 CubeSat High-Impulse Adaptable Modular Propulsion System
(CHAMPS),” http://www.rocket.com/cubesat/mps-120 [retrieved on July 17,
2015].
[60] S. Marcuccio, P. Pergola, N. G., “ILFEEP: A SIMPLIFIED, LOW
COST ELECTRIC THRUSTER FOR MICRO AND NANOSATEL-
LITES,” https://www.alta-space.com/uploads/file/publications/
feep/Marcuccio-4S-2012-IL%E2%80%93FEEP.pdf [retrieved on July 17, 2015].
[61] “Busek Electrospray Thrusters,” http://www.busek.com/index_htm_files/
70008500F.pdf [retrieved on July 17, 2015].
96
[62] “Busek 1cm RF Ion Thruster BIT-1,” http://www.busek.com/index_
htm_files/70011950%20Rev-%20Data%20Sheet%20for%20BIT-1%20Ion%
20Thruster.pdf [retrieved on July 17, 2015].
[63] “Vacco Propulsion Unit for CubeSats,” http://www.vacco.com/images/
uploads/pdfs/PropulsionUnit-CubeSats_0414.pdf [retrieved on July 17,
2015].
[64] “Tether Unlimited HYDROS Water Electrolysis Thruster,” http://www.
tethers.com/HYDROS.html) [retrieved on July 17, 2015].
[65] Carroll, D., “NASA SBIR/STTR Technologies CubeSat High Impulse Propul-
sion System (CHIPS),” https://ehb8.gsfc.nasa.gov/sbir/docs/public/
recent_selections/SBIR_12_P1/SBIR_12_P1_124191/briefchart.pdf [re-
trieved on July 17, 2015].
[66] “Busek Green Monoprop Thrusters,” http://www.busek.com/technologies_
_greenmonoprop.htm [retrieved on July 17, 2015].
[67] “Busek 3cm RF Ion Thruster BIT-3,” http://www.busek.com/index_
htm_files/70010819%20RevA%20Data%20Sheet%20for%20BIT-3%20Ion%
20Thruster.pdf [retrieved on July 17, 2015].
[68] “Busek Micro Resistojet,” http://www.busek.com/index_htm_files/
70008518B.pdf [retrieved on July 17, 2015].
[69] “3U CubeSat EPS,” http://www.clyde-space.com/cubesat_shop/eps/337_
3u-cubesat-eps [retrieved on July 17, 2015].
[70] “NanoPower P31u,” http://gomspace.com/index.php?p=products-p31u [re-
trieved on July 17, 2015].
97
[71] “Digi, XBee-Pro 802.15.4,” http://www.digi.com/products/
wireless-wired-embedded-solutions/zigbee-rf-modules/
point-multipoint-rfmodules/xbee-series1-module [retrieved on July
17, 2015].
[72] “Atmel ZigBit 2.4 GHz Module with Dual Chip Antenna,” http://www.atmel.
com/tools/ZIGBIT2_4GHZMODULEWITHDUALCHIPANTENNA.aspx?tab=overview
[retrieved on July 17, 2015].
[73] “Embit EMB-Z2530PA,” http://www.embit.eu/products/
wireless-modules/emb-z2530pa/ [retrieved on July 17, 2015].
[74] “2.4 GHz AVR — deRFmega256-23M12,” https://shop.
dresden-elektronik.de/minimodul-23m12.html?___store=english&__
_from_store=deutsch [retrieved on July 17, 2015].
[75] “RFM ZMN2430HP High Power ZigBee Module,” http://www.rfm.com/
products/data/zmn2430hp-r.pdf [retrieved on July 17, 2015].
[76] Bonin, G., Roth, N., Armitage, S., Risi, B., and Zee, R., “The CanX-4&5 Forma-
tion Flying Mission: A Technology Pathfinder for Nanosatellite Constellations,”
AIAA/USU Conference on Small Satellites , Logan, UT, Aug. 2013.
[77] “CPOD A, B (PONSFD A, B),” Gunter’s Space Page, http://space.
skyrocket.de/doc_sdat/cpod.htm [retrieved on July 17, 2015].
[78] “CubeSat Design Specification,” California Polytechnic State University, http:
//cubesat.net/images/developers/cds_rev13_final.pdf [retrieved on July
17, 2015].
98
[79] California Polytechnic State University, San Luis Obispo, CA 93407, Poly
Picosatellite Orbital Deployer , MK. III Rev. E ed., http://wwsw.cubesat.
org/images/LaunchProviders/p-pod_mkiiireve_userguide_cp-ppodug-1.
0-1_rev1.pdf.
[80] Clohessy, W. H. and Wiltshire, R. S., “Terminal guidance system for satellite
rendezvous,” Journal of the Aerospace Sciences , Vol. 27, No. 9, 1960, pp. 653–
658.
[81] Xu, G. and Wang, D., “Nonlinear Dynamic Equations of Satellite Relative Mo-
tion Around an Oblate Earth,” Journal of Guidance, Control, and Dynamics ,
Vol. 31, No. 5, 2008, pp. 1521–1524.
[82] Morgan, D., Chung, S.-J., and Hadaegh, F. Y., “Model Predictive Control of
Swarms of Spacecraft Using Sequential Convex Programming,” AIAA J. Guid-
ance, Control, and Dynamics , 2014, to appear.
[83] “Systems Tool Kit (STK), Analytical GraGraph Inc.” http://www.agi.com/
products/stk/ [retrieved on July 17, 2015].
99
