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64
The knowledge discovery, prediction, and forecasting capabilities offered by mathematical models are 65 making these tools central to the effective design and management of long-term parasite control and 66 elimination programs [1] [2] [3] [4] [5] [6] . Growing collaborative efforts between modelers and policy makers through 
73
However, there is also increasing recognition that parasite transmission models are useful for 74 management only if they can represent locality-specific infection dynamics adequately and are able to 75 generate reliable predictions of applied interventions in a particular setting [9] [10] [11] [12] . This requirement 76 implies that these models should accurately reflect the key biological and ecological processes 77 underpinning local parasite transmission through the reliable specification of initial conditions, 78 parameterizations, and the functional forms describing specific transmission processes whose 79 uncertainties are well-defined [13] [14] [15] . A growing theme is also how best to discover or infer these input 80 and latent variables from external observations so that information contained within data can be 81 reliably captured for mathematically reconstructing local transmission dynamics [13, [16] [17] [18] . This 82 requirement suggests that improving model predictive performance will ultimately depend on the 83 development and application of computational discovery systems that can construct suitable models 84 from process information contained in empirical data [19] .
85
Data-assimilation methods aim to improve model specification and performance by explicitly 86 combining them with data such that models are suitably learned from empirical observations [13, 15, 17] .
87
Such statistical techniques are widely used in ecological modeling to constrain parameters and state 88 variables to match reality as closely as possible before simulating out-of-sample conditions [13, 17] . 89 Indeed, in our previous work we have demonstrated the value of data-assimilation for improving 90 knowledge of and for predicting the transmission and elimination dynamics of the vector-borne 91 macroparasitic disease under study here, viz. lymphatic filariasis (LF), a highly debilitating disease which 92 is targeted for global elimination by the World Health Organization (WHO) [9, 10, 20, 21] . This work has 93 demonstrated how, in addition to improving model accuracy, data-assimilation can also significantly 94 decrease the uncertainty associated with model predictions, highlighting a clear benefit of using these 95 approaches for policy applications that require both accuracy and precision [13, 16, 18, 22] .
96
A significant challenge in the ability to generate locally relevant predictions for LF (and indeed all 97 NTDs), however, is that sparse, incomplete, and missing data are a common feature of the data available 98 for the identification of reliable locality-specific models. A major concern is uncertainty pertaining to 99 initial conditions because model predictability, even in the case of deterministic systems, are highly 100 sensitive to the values of the inputs describing the endemic disease state [14, 23] . Previous LF modeling 101 studies, for example, suggest that transmission thresholds, timelines to achieve elimination, and the 102 likelihood of infection reemergence all vary significantly according to the undisturbed pre-control 103 prevalence and mosquito biting rate [9] [10] [11] 20, 24, 25] . Knowledge of baseline conditions is also essential 104 for predicting trajectories of infection prevalence under pressure from interventions for assessing 105 whether programs are progressing as expected [4, 5] . These considerations imply that modeling 106 exercises that do not adequately account for observed baseline conditions could have very limited 107 forecast horizons risking the making of misguided predictions that undermine their utility for policy. Fig 1) . Then, using the fitted models, we reconstructed new information on the pre-control in Tables 4 and 5 in S1 Supporting Information.
239
Initializing the model in the absence of baseline data 240 First, uniform prior distributions were defined for each of the model parameters ( 
360
We also compared the predictions coming from the models fit using the new computational 361 approach in the absence of baseline to those coming from models fit directly to baseline data. This was 362 done using the data from the five sites that had pre-control infection data available. Entropy calculations 363 indicate that information is lost by fitting the model without baseline data (Table 2) . However, the 364 model fits to baseline data (Fig 2 in S1 Supporting Information) are visually similar to the hindcasted 365 baseline estimates (Fig 2) . The breakpoint distributions are also similar between the two fitting 366 procedures (Fig 3 in S1 Supporting Information) and Kruskal-Wallis tests indicate that there is not always 367 a statistically significant difference in breakpoint distributions ( Table 7 in S1 Supporting Information).
368
Similarly, the median predicted timelines to reach 1% mf do not differ, although the ranges do in some 369 cases ( Hindcasting baseline conditions in sites without pre-control data 384 With the confirmation that the hindcasting procedure can reliably estimate baseline conditions, we 385 calibrated the model to the three sites where no baseline data was available (Seri, Gbuwhen, and 386 Maiganga). The model fits to the 2003 mid-MDA age profile data are given Fig 3 and demonstrate that 387 the model was able to accurately capture the infection profiles after many years of treatment had 388 already occurred (Fig 1, calibration step 3) . The selected parameter vectors from this fitting procedure 389 were used to reconstruct the baseline mf and CFA age prevalence patterns ( Site-specific breakpoints calculations 406 We calculated LF mf breakpoints at both the ABR and the model-estimated TBR given that the value at 407 TBR in sites where VC was used is required when modelling timelines to elimination in these settings 408
[10]. The mf breakpoint representing a 95% elimination probability was calculated using an empirical 409 inverse cumulative density function, and the site-specific values are given in prevalence with the corresponding 95% confidence intervals.
431
Elimination and recrudescence probabilities 432
The probabilities of elimination and recrudescence are important metrics for evaluating the success of 433 an elimination program. We calculated these values for each site given two scenarios: 1) MDA is stopped 434 once interventions have reduced the mf prevalence below the WHO 1% mf threshold, and 2) MDA is 435 stopped once interventions have reduced the mf prevalence below the model-estimated site-specific mf 436 breakpoint. In both cases, the use of bednets is assumed to continue beyond the MDA program in those 437 sites where bednets were already present (i.e. all sites except Giza).
438
The results are given in 
480
These results indicate that it will be beneficial for modellers to consider the construction and use of 481 similar knowledge discovery platforms that will take advantage of both the information about a setting's 482 particularities contained within partially available data and prior information about the transmission 483 dynamics of a particular disease to specify appropriate models for making the predictions needed to 484 guide policy making [5] . This work has also provided additional insights regarding the value of data for refining parasite 510 transmission models [13, [16] [17] [18] 22] . We found that there was a loss of information (as measured by the 511 Shannon information index) when we calibrated the model to mid-MDA data and hindcasted the initial 512 conditions as opposed to fitting the model directly to baseline data. The relative loss of information 513 ranged from 2-43% (Table 2 ), but the model-predicted transmission breakpoints and the median 514 expected timelines to achieve elimination were not notably different between the two calibration 515 approaches (Fig 3 in S1 Supporting Information and addressing this concern about prediction bias is the fact that the identified models are able to make 535 forecasts consistent with longitudinal monitoring data, which further increases confidence in model 536 performance [55] (Fig 4) . These findings indicate that the prediction bias of the LF models discovered 537 here using only partially observed monitoring data is likely to be low; indeed, overall, coupled with the 538 data generative ability of these models, the present results support the proposal by Dzeroski et al.
539
(2007) for computational science to strive to make the most of the observations available rather than 540 wait for ideal datasets that may never come [19] . This outcome should also serve as encouragement for 541 programs to continue collecting data even if reports are incomplete as meaningful insights using models 542 can still be made from the data that is available.
543
The intervention simulations carried out for each of the investigated study sites demonstrate 544 how the site-specific models discovered from incomplete monitoring data using our computational 545 approach are able to reliably estimate the baseline force of infection in order to simulate the impact of 546 the MDA programs conducted in each study site. For all the present study sites, model forecasts of the 547 interventions carried out in each site not only matched temporal infection observations (Fig 4) , but also 548 provided information regarding when transmission interruption is likely to have occurred with high 549 probability. This can be seen most strongly from the results pertaining to the three Nigerian SVs that do 550 not have baseline data available (Seri, Gbuwhen, and Maiganga); our analysis indicates that there is a 551 high probability (>95%) that the long-term MDA programs conducted in each of these SVs did indeed 552 lead to elimination with a low risk of infection recrudescence after stopping MDA (≤ 5%) ( Table 5 ). These predicted timelines of transmission interruption 557 are in agreement with the survey data from these sites that indicate that the mf prevalence was 558 reduced to 0% by the end of the LF program in 2012, i.e. during the years following model-predicted 559 transmission interruption (Table 1 , Table 5 , Fig 4) . These results also indicate that more rounds of 560 interventions were carried out than needed to achieve parasite elimination in these sites (at least 7-9 561 extra MDAs) ( Table 5 ). In all three sites, 2-5 monitoring surveys had detected 0% mf prevalence before 562 the IVM+ALB MDA for LF was stopped ( Table 1) , further supporting this conclusion.
563
Our assessment of elimination and recrudescence probabilities also suggested a protective 564 effect of VC against the reemergence of transmission after stopping MDA. In seven of the eight study 565 sites (all but Giza), bednets were included in the control efforts and were assumed to continue after the 566 MDA programs have ended. In these seven sites, high probabilities of elimination (> 90%) (and, 567 consequently, low probabilities of recrudescence) were predicted even after stopping MDA at 1% mf 568 prevalence, which is notable because this threshold was previously found in modeling and field studies 569 to be too high to guarantee elimination if all interventions are stopped (Table 5) 
581
We note that further refinement of our CFA model is necessary given that the model 582 underestimated the prevalence of antigenaemia at baseline in Usino Bundi and during interventions in 583 Maiganga (Fig 2, Fig 4, Table 3 ). In our current model, the sensitivity and specificity of the diagnostic 584 tests are not considered and the apparent prevalence is assumed to represent the true infection rates 585 [28] . Including diagnostic uncertainty for ICT is an important next step for estimating the true prevalence 586 of CFA which may better guide the parameter choices describing the dynamics of antigen production in 587 response to worms. It would also be beneficial to more fully investigate the functional relationship 588 between worm and antigen dynamics, as we currently use a simple production-decay function to 589 describe this process [9] . Datasets containing baseline and monitoring survey data for both mf and CFA 590 indicators concurrently are sparse, which points to a need for increased data sharing opportunities 591 through partnerships between modelers and program managers if models are to provide useful 592 predictions. Another future direction for this work is to incorporate mosquito infection data into our 593 modeling study. Nigeria 
