Particle swarm optimization (PSO) 
Introduction
Swarm intelligence (SI) algorithms have become more and more attractive in recent years as the optimization technologies [1] . So far as long, swarm intelligence algorithms like ant colony optimization [2] and particle swarm optimization (PSO) [3] have fast developed and have been successfully applied into a lot of real-world applications [4] - [7] .
PSO was first introduced by Kennedy and Eberhart in 1995 [3] . The algorithm is designed for global optimization by emulating the behaviors of bird flocking and fish schooling. PSO is a population-based, generation iterative algorithm like genetic algorithm (GA). However, it is novel and simple that each particle in PSO uses only two examples, called personal best position and global best position, to update its velocity and position generation by generation. One disadvantage of PSO is that it is easy to be trapped into local optima. This weakness is mainly due to the strong "point-attraction" phenomenon in PSO [4] . Conventional PSO is the global PSO (GPSO) that uses only the information from the global best position and their historical best position to adjust their flying velocity and position. However, this is not efficient enough while solving complex multimodal functions. The cooperation is not sufficient because all the particles are influenced by the same global best particle. The swarm is fast converging to the current best point because the historical best positions of each particle are trending to be similar which are surrounding around the global best position. However, if the globally best particle is in a local optimum, and in the most cases, this is true because not all the dimensions are good for the globally best particle even though it is with the best fitness, then the algorithm will be trapped by this local optimum and is difficult to jump out. Eberhart and Kennedy [3] introduced a local version PSO (LPSO) to conquer the "point-attraction" drawback. Particle in LPSO is influenced by its historical best position and the local neighbor's best position. Hence, LPSO is less prone to becoming trapped in local optima, but usually has slow convergence and somehow is still not efficient enough in solving complex multimodal functions.
In order to improve the performance of PSO on complex global optimization problems, this paper introduces a crossover operator to PSO. The proposed algorithm uses the mechanism that all the particles can exchange best information with each other to help converge to the global optimum. The PSO using a crossover operator is expected to maintain the diversity of the population to enhance the search ability in order to get better results while solving complex problems.
The rest of the paper will be organized as follows. In Section 2, conventional PSO and some other PSO variants are reviewed. Then, in Section 3, a novel PSO hybrid with a crossover operator is developed and the implementation of crossover PSO (CPSO) is discussed. The paper will carry out the experiments based on numerical benchmarks functions in Section 4. At last, in Section 5, conclusions are summarized.
Particle Swarm Optimization
GPSO explores the search space through emulating the swarm behaviors. A particle i in GPSO represents a solution 1 2 [ , , ]
and is associated with a velocity vector 1 2 [ , , , ]
, where D means that the solution is in D-dimension space. Moreover, each particle keeps a vector called pBest to store the best position that has been found so far. The global best pBest is regarded as gBest. The velocity and position of each particle are updated by the influence of its own pBest and the global gBest generation by generation. The pBest of each particle can be replaced by its current search position if necessary (the fitness of current position is better than pBest) and the gBest is also be replaced if another globally best position better than the old one has been found. The general description of the GPSO algorithm is given as follows.
Step 1: Initialization: A population of particles (e.g., population size is 20 [8] ), are initiated with random positions and velocities. The position and velocity vectors of each particle are with the same dimension as the problem dimension and within the velocity limitation and search space respectively. The pBest of each particle is set as the initial position.
Step 2: For each particle i, calculate the fitness with current position, and replace the pBest i if the current fitness is better than pBest i . Moreover, the globally best gBest will be also replaced by pBest i if pBest i is better than gBest.
Step 3: For each particle i in the swarm, update its velocity and position by the two equations showed as (1) and (2) . And the maximal velocity should be checked.
(1), the parameter ω is the inertia weight which is used to balance the global/local search abilities and is linearly decreasing as shown in (3) as proposed by Shi and Eberhart [9] ω=ω max -(ω max -ω min )(gen/GENERATION)
and the c 1 and c 2 are acceleration coefficients. They are traditionally set as the fixed values 2.0. Some researchers, like Zhan et al. [8] , also advised to use the search information to adaptively control these two parameters and gained very encourage results.
Step 4: Repeat step 2)-3) until termination criterion is satisfied. For example the maximal iteration comes or the error threshold is met.
LPSO [3] is another popular PSO variant and is widely used by researchers because it often yields better solution to complex problem than GPSO does. LPSO uses a local neighborhood to influence the flying behaviors of particles rather than the whole swarm. However, the LPSO with a neighborhood size set to the population size is equivalent to a GPSO.
Also, many researches focus on the combination of other evolutionary computation techniques with original PSO to improve the performance. This has made up many different versions of PSO algorithms and these hybrid versions of PSO algorithms have been proofed to be efficient to enhance the search ability of PSO. Angeline [10] first used the selection operation like GA in PSO. Lovbjerg et al. [11] introduced the breeding and subpopulations ideas into PSO while Andrews [12] and Zhang and Chen [13] used mutation operators in PSOs. Recently, Zhan et al. [14] proposed to use the orthogonal experimental design into PSO to design a more efficient learning strategy to enhance the algorithm performance, Zhang and Wu [15] combined the tabu search with PSO, and Li et al. [16] used parallel multiple populations to enhance the PSO performance.
PSO Using Crossover Operator

Disadvantages of Traditional PSO
In traditional PSO, each particle stores its historical best position as pBest and the best one among all the pBest is regarded as the gBset. Each particle adjusts its velocity and position by the influence of pBest together with gBest. This evolutionary mechanism can bring in a much faster convergence speed once the optimal position has been found because it regards the global best particle as the optimal particle and all the other particles learn from it. Hence the algorithm shows great advantage while optimizing unimodal functions. However, if the problems are complex, for example the multimodal functions with many local optima, the traditional algorithm is easy to be trapped into local minima and is difficult to escape.
The poor performance of GPSO is mainly due to the limited information what only comes from gBest and the corresponding pBest. We can imagine that in a problem whose fitness is decided by all the dimensions, the most probability is that the global best particle isn't with the best condition in all of the dimensions although the combination of the entire dimensions makes it best. In most of the time, the pBest of other particles can also have some dimensions better than gBest, but in the traditional PSO, the information of this optimal dimension can't be broadcasted among the whole swarm and the advantage of this corresponding dimension would be lost after some generations because the poor condition of the other dimensions make the particle not the global best one. Moreover, the most continually encountered situation is that some particle has found the global optimum in one dimension and another particle has found the global optimum in another dimension, if there is no information exchanging between these two particles, they are most probable trapped because of the premature of the corresponding poor dimensions. This advantage also exists in LPSO although LPSO uses local neighbors as the learning examples. However, the information is still limited from the corresponding personal best position and neighbor's best position but not the whole swarm.
In order to avoid the situations described as above, this paper proposes a crossover operator in PSO, which can exchange the best information among all the particles. This operator is expected to spread abroad the good information of each particle to keep the algorithm diversity. The proposed CPSO algorithm is expected to prevent trapping into local optima.
Crossover Operator
In order to obey the crossover concept and at the same time make the operator easy for implementation, a vector called cBest (crossover best) is introduced into each particle in CPSO. The vector cBest is used to store the information of each dimension that crossed from all the pBest of the whole swarm.
By using the additional vector cBest, the crossover operator is illustrated in Fig. 1 while the CPSO performs as follows. In the start, cBest i is set as pBest i for the i th particle. During the running, CPSO evaluates each particle's present fitness and update pBest and gBest if necessary just like the conventional PSO. However, before the velocity and position being updated with equations (1) and (2), the crossover operation is performed in CPSO. The crossover process is as follows. For the i th particle, each dimension of its cBest i should be crossed by the corresponding dimension of all the particles. That is to say, for the d th (d is between 1 and D) dimension of cBest i , a random number k ranges in [1, SIZE] is generated (SIZE is the population size), and the d th dimension in pBest k is used to replaced the d th dimension of cBest i (an alternative method is point to the particle k). All the particles perform the same process and the cBest of each particle can be updated by using all the information of the whole swarm's pBest in such a crossover method. After the crossover operation, each particle updates its velocity and position. However, instead of using equation (1) to update the velocity, a modified equation as ( ) In fact, cBest is crossed by all the particles including itself and the globally best, so the information of cBest is richer and somehow has the characteristics of pBest and gBest. Hence, it is more probably to prevent the local optima and to guide the particle to the global optimum. After the velocity and position update operation, iteration goes on until the stop criterion is met.
However, we needn't perform the crossover operation very generation in order to let the particle have opportunity to converge steadily. We made an investigation on the impact of frequency for performing the crossover operation and have a conclusion that the crossover operation carried out every 7 generations yields the better performance for most of the test functions. The details are not presented here for the space limited while the value of 7 is directly used in this paper. The pseudocode of crossover PSO is given as Fig. 2 . 
Experiments and Comparisons
Mathematical Functions and PSOs Settings
Eight 30 dimensional (D=30) functions are taken for test and they are listed as Table 1 . These test functions are widely used to test the evolutionary algorithms [17] . The f 1 has an evident global minimal and is easy for optimizing. However, f 2 , the Rosenbrock's function is much too hard to find the global optimum because it has a narrow valley from the local optima to the global optimization. Functions f 3 to f 8 are all multimodal functions that are complex.
In order to demonstrate the advantage of CPSO proposed in this paper, PSOs of global version and local version are used here for comparison. They are denoted as GPSO (Global PSO) and LPSO (Local PSO) here. Particle in GPSO uses the global best particle to guide the swarm while particle in LPSO uses the left and right particles as its neighbors. PSO uses a crossover operator as proposed in this paper is referred to as CPSO (Crossover PSO). As the commonly parameters settings, GPSO, LPSO and CPSO start with a ω max =0.9 and end with a ω min =0.4, and ω obeys the Eq. (3) during the running time. Acceleration coefficients c 1 and c 2 are both 2.0. The parameter v d max is set to 20% of the search range of the d th dimension. Another notice is that although CPSO brings in a crossover operation before the update operation, nevertheless, the computation efforts of this operation is much lighter when compared with the fitness evaluation of the problem. Moreover, we only perform the crossover operation every 7 generations. For the fair test of all the three PSOs, they share the same population size of 30 and 10000 generations for each function. Moreover, each function is simulated for 100 trials and the mean results are calculated and recorded. Table 2 lists the solutions gained by each PSOs for different test functions. The boldface is used in the table to indicate the best results among the three methods. Moreover, in order to illustrate the performance of these algorithms, Fig. 3 The comparison results show that while solving unimodal functions, the three methods can perform well on the simple function f 1 . However, GPSO and CPSO yield a much better solution than LPSO. But for the complex function f 2 , LPSO performs best of all while CPSO yields a better result than GPSO. However, the most advantages of CPSO is that it can avoid premature of being trapped in the local optima by exchanging all the information of the swarm through the crossover operation, hence CPSO can yield much better performance while optimizing the multimodal functions. The figures about the multimodal functions illustrate that CPSO can improve the solution steadily for a long time whilst other algorithms are stagnated in the local minima. The proposed CPSO can find the global optimum while solving f 4 , f 5 , f 6 , f 7 , f 8 whilst GPSO can only find the global optimum on f 4 , and LPSO successes to find the global optimum on functions f 4 , f 5 and f 6 . Function f 3 is a little strange that all the three methods fail to obtain the global optimum. This may be due to that f 3 is a much difficult function for optimizing when the dimension increases. Nevertheless, CPSO has performed best in solving this complex problem. 
Solution Accuracy Comparison
Convergence Speed Comparison
By comparing the results of GPSO, LPSO, and CPSO, we can see that the proposed CPSO in this paper outperforms the other algorithms in most of the test functions. The evolutionary curves show that CPSO always has a faster convergence speed than GPSO and LPSO, and it can avoid the local optima and result in a much better solution than GPSO and LPSO do. In order to compare the convergence speed of these three methods in details, Table 3 presents the average generation for each method to obtain the Error accuracy while solving each function (The Error accuracy of each test function is given in Table 1 ). The generation showed in Table 3 is the average generation within the trials that can obtain the Error accuracy, and the trails which can't obtain the Error accuracy are not taken into account. It can be seen from Table 3 that CPSO has the fastest convergence speed on functions f 2 , f 4 , f 5 , f 6 , and f 7 . GPSO has a general faster convergence speed than LPSO, especially on the unimodal functions. However, LPSO has higher successful ratio than GPSO on most of the functions, especially the multimodal functions. Most importantly, CPSO can get the acceptable solutions for all the problems with the successful ratio of 100%. The last row in Table 3 presents the mean successful ratio for all the 8 functions. The results indicate that CPSO is much more reliable while compared with GPSO and LPSO.
Take f 5 in Table 3 for instance, CPSO uses average 5375 generations to obtain the solution with Error accuracy whilst GPSO and LPSO have to use 5608 and 8991 generations respectively. Moreover, only 47% of the trails can reach the demanded accuracy in GPSO. LPSO is better than GPSO on this function but is still not efficient enough and results in 82% successful ratio. On the contrast, CPSO has the highest successful ratio with 100%.
Discussions
The good performance of CPSO is mainly due to the whole information share mechanisms which can maintain the diversity to avoid the swarm being trapped into local optima. Multimodal functions are difficult for solving because the global optimum is always surrounded by a considerable amount of local optima. Hence, any algorithm that wants to find the global optimum has to have the ability of avoiding being trapped into local optima by using all the information of the population to maintain the diversity. Traditional PSO has a "point-attraction" characteristic and the velocity gets slower and slower as the evolutionary process goes on. Therefore, it is difficult to jump out if the "attracted point" is a local optimum. Such disadvantage is more evident in GPSO. Although LPSO can weaken the premature in a certain degree, it is still insufficient for complex multimodal function. CPSO lets the particle exchange information with any other particle on different dimension which can weaken the "pointattraction" phenomenon because cBest in CPSO is the crossover results of the whole swarm but not one particle only (for example, the global best particle, or the local best particle). Such a mechanism can avoid local optima for that the whole information in the swarm is used, hence the search range in CPSO is larger and the diversity of the population can be maintained. CPSO should have significantly better performance on multimodal functions, and the experimental results support this description.
Conclusion
Particle Swarm Optimization Using Crossover Operator Jian Zhang A crossover operator has been introduced into PSO to form CPSO in this paper. This hybrid algorithm crosses the historical best solutions of all the particles, and each particle can update its velocity and position by using all the information of the swarm. Experiments based on mathematic functions have been conducted and the results demonstrate that it is more efficient for CPSO to avoid being trapped into local optima to find the higher quality solutions when compared with the traditional methods. The advantages of CPSO are much more evident in optimizing multimodal functions. Therefore, CPSO is promising to be used in a larger scope of practical applications. Moreover, our future work will focus on designing an adaptive strategy for executing the crossover operator but not just used the fixed number of 7 generations.
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