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The question of the number of thermodynamic states present in the low-temperature phase of the three-
dimensional Edwards-Anderson Ising spin glass is addressed by studying spin and link overlap distributions
using population annealing Monte Carlo simulations. We consider overlaps between systems with the same
boundary condition—which are the usual quantities measured—and also overlaps between systems with differ-
ent boundary conditions, both for the full systems and also within a smaller window within the system. Our
results appear to be fully compatible with a single pair of pure states such as in the droplet/scaling picture.
However, our results for whether or not domain walls induced by changing boundary conditions are space fill-
ing or not are also compatible with scenarios having many thermodynamic states, such as the chaotic pairs
picture and the replica symmetry breaking picture. The differing results for spin overlaps in same and different
boundary conditions suggest that finite-size effects are very large for the system sizes currently accessible in
low-temperature simulations.
PACS numbers: 75.50.Lk, 75.40.Mg, 05.50.+q, 64.60.-i
I. INTRODUCTION
The nature of the low-temperature phase of Ising spin
glasses is a long-standing mystery and the subject of consid-
erable controversy [1–21]. A central question is whether the
low-temperature phase is comprised of a single pair of pure
thermodynamic states, or whether the situation is more com-
plicated and involves an infinite number of pure states [22].
For many years, efforts to characterize the low-temperature
phase were hampered by confusion over the concept of the
thermodynamic limit for systems—such as spin glasses—that
may display chaotic size dependence. Chaotic size depen-
dence means that different thermodynamic states may appear
in an observation volume in different system sizes or with dif-
ferent boundary conditions. If chaotic size dependence oc-
curs, the usual thermodynamic limit is not meaningful and
must be replaced by the so-called metastate [23–25], which
is a probability distribution over thermodynamic states that
may be observed in the observation volumes as the system size
changes. Newman and Stein showed that the properties of the
metastate are severely constrained for finite-dimensional spin
glasses. The metastate may either be trivial and contain a sin-
gle thermodynamic state consisting of a pair of pure states re-
lated by a global spin flip or the metastate may have support on
a uncountable infinity of thermodynamic states. The droplet
picture, developed by McMillan [26], Bray and Moore [27],
as well as Fisher and Huse [28–30], is an example of the sim-
ple scenario where the metastate consists of a single pair of
pure states and the thermodynamic limit may be defined in
the usual way. There are two plausible ways that a metastate
with support on a continuum of thermodynamic states could
occur: Either the chaotic pairs [25, 31] scenario where in ev-
ery finite volume only a single pair of pure states is manifest,
or the nonstandard replica symmetry breaking (RSB) scenario
∗Electronic address: machta@physics.umass.edu
[25, 32], where in every volume a countably infinite num-
ber of thermodynamic pure states are manifest. The nonstan-
dard RSB scenario is the finite-dimensional analog of Parisi’s
replica symmetry breaking solution [22, 33, 34] of the mean-
field Sherrington-Kirkpatrick model [35], i.e., the Ising spin
glass on the complete graph. The idea that behavior similar
to Parisi’s RSB solution of the Sherrington-Kirkpatrick model
also applies to the three-dimensional Ising spin glass has a
long history [22, 33, 34, 36–39]; the nonstandard RSB sce-
nario being the only mathematically well-defined realization
of the mean-field RSB theory in finite dimensions.
One of the key differences between scenarios with many
thermodynamic states and a single pair of pure states is
whether domain walls induced by changing boundary condi-
tions are space filling. If there is a single thermodynamic state
composed of a pair of pure states related by a global spin flip,
then the relative domain wall induced by changing from peri-
odic to anti-periodic boundary conditions in a single direction
is not space filling. Given an observation window within a
much larger system, this domain wall deflects out of the obser-
vation window and a single pure state will be seen in the ob-
servation volume as the larger volume is taken to infinity. On
the other hand, if there is chaotic size dependence and many
thermodynamic states, then a change in boundary conditions
is likely to induce a completely different thermodynamic state
and the relative domain wall will be space filling.
Many numerical studies have attempted to discern which
theoretical picture correctly describes short-range systems
(see, for example, Refs. [1–21]) resulting in often contradic-
tory conclusions. Most notably, studies of the average dis-
tribution of the spin overlap—the order parameter for spin
glasses—find a finite weight near zero overlap [5, 6, 9, 12],
suggesting a large multiplicity of pure states. However, be-
cause finite-size corrections are expected to be severe for
currently-available system sizes in simulations, new methods
that go beyond simple disorder averaging have been devel-
oped to distinguish the different competing pictures [18, 21,
40–42]. These analyses, in contrast, suggest a thermodynamic
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2limit with only a single pair of pure states.
To further investigate this problem, in this work we set
out to determine whether relative domain walls induced by
changing boundary conditions (i.e., overlaps between config-
urations with different boundary conditions) are space filling
and, if not, we measure their fractal dimension directly. To
this end, we carry out large-scale Monte Carlo simulations
to study the spin and link overlap distributions [9] and mea-
sure these overlaps both in a single boundary condition and
between spin configurations chosen from different boundary
conditions. These measurements are made for both the full
volume of the studied system, as well as for an observation
window smaller than the full volume. Similar ideas have also
been employed in previous work. For example, spin over-
lap distributions in a small window with the same boundary
condition were known to be similar to those in the full sys-
tem, which has been taken as a support of RSB in Ref. [43].
But when spin overlap functions in a small window between
different boundary conditions are studied, this is no longer
clear. The spin overlap and link overlap functions between
different boundary conditions at zero temperature have also
been used in determining whether domain walls are space fill-
ing in Refs. [6, 44], however these two studies reach opposite
conclusions. Here we revisit this problem systematically at
nonzero temperatures. Our results for the spin overlap from
differing boundary conditions point toward scenarios having a
single thermodynamic state consisting of a pair of pure states
(as is the case for the droplet/scaling picture). However, our
results for the domain wall induced by changing boundary
conditions are also compatible with many pairs of pure states
as is the case for the RSB and chaotic pairs picture. We there-
fore conclude that either accessible system sizes in simula-
tions are still too small despite novel analysis techniques or
the nature of the spin-glass state is more complex than ex-
pected.
The paper is organized as follows. We first discuss the
model, observables and simulation methods in Sec. II, fol-
lowed by numerical results in Sec. III. Concluding remarks
are stated in Sec. IV.
II. MODEL, OBSERVABLES AND METHODS
We study the three-dimensional Edwards-Anderson (EA)
Ising spin-glass model [45] defined by the Hamiltonian
H = −
∑
〈ij〉
JijSiSj , (1)
where Si = ±1 are Ising spins and the sum is over nearest
neighbors on a cubic lattice of linear size L. The random cou-
plings Jij are chosen from a Gaussian distribution with mean
0 and variance 1. A set of couplings J = {Jij} defines a
disorder realization.
We study two primary observables, the spin overlap q and
the link overlap q` defined, respectively, as
q =
1
λ3
∑
i
S
(1)
i S
(2)
i , (2)
and
q` =
1
dL3
∑
〈ij〉
S
(1)
i S
(1)
j S
(2)
i S
(2)
j , (3)
where spin configurations “(1)” and “(2)” are chosen indepen-
dently from the Boltzmann distribution. The sum in Eq. (2) is
either over the full lattice with L × L × L sites, or a smaller
observation window of size W ×W ×W with W < L, and,
for these two cases, λ = L and λ = W , respectively. The
link overlap is measured only for the full lattice and the sum
in Eq. (3) is over nearest neighbors. d = 3 is the space di-
mension. Two boundary conditions are studied: (i) periodic
boundary conditions, referred to as pi, and (ii) periodic bound-
ary conditions in the y and z directions with anti-periodic
boundary conditions in the x direction, referred to as pi. The
two boundary conditions differ in whether S~r+xˆL = ±S~r with
the + sign for pi and the− sign for pi. Averages over the Gibbs
distribution are indicated with angular brackets and the bound-
ary condition for the two copies required in the definition of
an overlap are specified by subscripts. For example, 〈q`〉pi,pi is
the link overlap between configurations (1) and (2) in bound-
ary conditions pi and pi, respectively. We refer to overlaps
between the same boundary condition, either (pi, pi) or (pi, pi),
as diagonal overlaps and overlaps between different boundary
conditions, (pi, pi) or (pi, pi), as off-diagonal overlaps.
We use population annealing Monte Carlo (PAMC) [46–49]
to carry out the simulations. In PAMC, a large population of
R0 replicas of the system, each with the same disorder real-
ization, are annealed in parallel from infinite temperature to a
low target temperature, T0 = 1/β0. The annealing schedule
consists of a sequence of NT temperatures equally spaced in
inverse temperature β. In a temperature step from β to β′ the
population is resampled; some members of the population are
eliminated and some are reproduced. The mean number of
copies of replica i is proportional to the re-weighting factor,
exp[−(β′ − β)Ei]. The constant of proportionality is cho-
sen so that the population size remains close to R0. Follow-
ing each resampling step, the population at β′ is acted on by
NS = 10 lattice sweeps of the Metropolis algorithm. We
simulate Nsa disorder realizations and measure overlaps at
T = T0 = 0.2 and T = 0.42. Both of these temperatures
are deep in the low-temperature spin-glass phase and should
therefore not be affected by critical fluctuations. Overlaps are
then measured by pairing independent replicas in the popula-
tion. The simulation parameters are listed in Table I. A small
number of disorder realizations that were not equilibrated us-
ing population size listed in Table I were re-run with larger
populations until equilibration was achieved.
III. RESULTS
We discuss the spin overlap in Sec. III A and the link over-
lap in Sec. III B. When possible, we carry out fits of the data
assuming either space filling and non-space filling domain
walls and compare the quality of the fits.
3TABLE I: Parameters of the simulations for linear system sizes L
and for both periodic (pi) and anti-periodic (pi) boundary conditions.
R0 is the population size, T0 = 1/β0 is the lowest temperature simu-
lated,NT the number of temperatures used in the annealing schedule,
and Nsa the number of disorder realizations.
L R0 1/β0 NT M
4 5 104 0.200 101 4891
6 2 105 0.200 101 5000
8 5 105 0.200 201 4844
10 106 0.200 301 4600
12 106 0.333 301 4137
A. Spin overlap
The spin overlap distributions PJ (q) for three typical dis-
order realizations for the full system (L = 8 and T = 0.42)
are shown in each of the three panels of Fig. 1. In each panel,
the three curves represent the three boundary condition pairs
(pi, pi), (pi, pi), and (pi, pi). Observe that the two diagonal spin
overlaps, (pi, pi) and (pi, pi), each have peak(s) near the finite-
size values of the Edwards-Anderson order parameter, ±qEA.
On the other hand, the off-diagonal overlap distributions have
peaks that are shifted closer to the origin (i.e., |q| < qEA) be-
cause the domain wall induced by changing boundary condi-
tions reduces the probability of a large value of the spin over-
lap.
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FIG. 1: Spin overlap distributions PJ (q) for three typical disorder
realizations for L = 8 at T = 0.42. Each panel represents a differ-
ent disorder realization and, within each panel, the overlap is shown
for the boundary condition pairs (pi, pi) (red, dashed), (pi, pi) (blue,
dotted) and (pi, pi) (black, solid). The peaks in PJ (q) for the off-
diagonal pair are shifted away from qEA due to the relative domain
wall between the periodic and anti-periodic boundary conditions.
Figure 2 shows P (q), the disorder averaged spin overlap
distribution for sizes L = 4, 6, 8, 10, and 12 at T = 0.42
for the full lattice. The diagonal overlap distribution displays
peaks at finite-size values of ±qEA with qEA decreasing with
L while for small q the distribution is nearly independent of
L, consistent with past studies [5, 9, 12, 18]. The off-diagonal
overlap distribution, however, has no peaks close to ±qEA.
Instead, the curves are nearly independent of L near q = 0
and seem to approach a relatively flat distribution bounded by
±qEA. It is instructive to compare this with the ferromagnetic
Ising model where the domain wall dimension is d − 1. Be-
cause a domain-wall can be inserted anywhere in the system,
P (q) would have a flat distribution between for |q| ≤ qEA.
If a single thermodynamic state picture such as droplet scal-
ing is correct for the EA model, the domain wall is expected
to be fractal and the off-diagonal P (q) has a broad maximum
at q = 0 with P (q) decreasing toward ±qEA just as is seen
in Fig. 2. On the other hand, for many state scenarios such
as RSB, changing boundary conditions almost always results
in a completely different thermodynamic state so that the off-
diagonal overlap distribution displays a δ-function at the ori-
gin in the infinite-volume limit [50]. We see no evidence of a
δ-function at q = 0, and the behavior of the off-diagonal spin
overlap therefore suggests a single pair of pure states.
To probe the behavior of the off-diagonal spin overlap dis-
tribution more quantitatively, we also analyze four statistics of
P (q):
• P (0), the value of P (q) at q = 0.
• 〈q2〉, the second moment of P (q).
• I(0.2) = ∫|q|≤0.2 P (q)dq.
• fq , the fraction of disorder realizations having a peak in
the overlap distribution centered at q = 0.
If the relative domain wall is space filling, we expect that in
the thermodynamic limit
P (0) → ∞,
〈q2〉 → 0,
I(0.2) → 1,
fq → 1. (4)
However, if the relative domain wall is a fractal
P (0) < ∞,
〈q2〉 > 0,
I(0.2) < 1,
fq < 1. (5)
Note that disorder averages are implied in the previous equa-
tions. The four statistics are shown in Fig. 3. One can see
that indeed our data for the off-diagonal overlap distributions
are compatible with a fractal relative domain wall and a single
pair of pure states, but are not compatible with multiple pure
states and space filling domain walls. The fact that the off-
diagonal spin overlap suggests a single thermodynamic state
4scenario while the diagonal spin overlap suggests a thermody-
namic scenario with multiple states implies very large finite-
size corrections. This means that the average spin overlap can-
not be used in currently accessible simulation system sizes to
distinguish between these fundamentally different scenarios.
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FIG. 2: Disorder-averaged spin overlap distributions P (q) for the
full lattice for sizes L = 4, 6, 8, 10, and 12 at T = 0.42. The set
of curves with peaks at the finite-size value of ±qEA and bimodal
features correspond to the diagonal overlap distributions while the
set of curves with broad maxima at the center correspond to the off-
diagonal overlap distributions.
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FIG. 3: Four statistics of the off-diagonal overlap distribution: P (0),
〈q2〉, I(0.2), and fq (see text for details) vs inverse system size 1/L.
The expected thermodynamic behavior, i.e., 1/L → 0 is described
in Eqs. (4) and (5).
We next turn to the behavior of the spin overlap in an ob-
servation window of size W within a system of size L ≥ W .
Figure 4 shows spin overlap distributions measured in a win-
dow of size W = 4 within a system of size L with L = 4, 6,
8, 10, and 12 at T = 0.42. The curves with peaks at±qEA are
the diagonal overlaps. These curves are only slightly depen-
dent on the size of the full system as first noted in Ref. [43].
On the other hand, the off-diagonal spin overlaps do evolve
significantly with the size of the full system. It is notable that
as L increases, peaks emerge at the finite-size value of the
Edwards-Anderson order parameter. This phenomenon was
observed qualitatively for ground states in three dimensions
in Ref. [44] and suggests that the domain wall induced by
switching boundary conditions might not be space filling and
appears to deflect out of the window. If, as L becomes large,
the off-diagonal and diagonal spin overlap become equal, it
would be strong evidence in favor of the droplet/scaling pic-
ture. However, much larger system sizes would be needed to
see such behavior.
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FIG. 4: Disorder-averaged spin overlap distributions P (q) in a
W = 4 observation window within a system of size L = 4, 6,
8, 10, and 12 at T = 0.42. The sets of curves that display large
peaks near ±qEA, are the diagonal overlaps. The off-diagonal over-
lap curves have much smaller weight near ±qEA, but that weight
increases slowly with the system size L.
To examine the behavior of the window overlap more
quantitatively, we compare integrals of the diagonal and off-
diagonal spin overlap peaks in the region near ±qEA. We de-
fine Γs as the difference of the disorder averaged diagonal and
off-diagonal overlap distributions measured in the observation
window and integrated over a set A
Γs =
1
2
∫
A
dq [P (q)pi,pi+P (q)pi,pi−P (q)pi,pi−P (q)pi,pi]. (6)
We set A = [−1,−q0) ∪ (−q0, 1], where q0 is chosen to in-
clude the ±qEA peaks. A similar quantity was studied for
ground states in Ref. [44]. If there is indeed a single thermo-
dynamic state and the domain wall deflects out of the window,
then Γs should approach zero as L→∞. Furthermore, if the
domain wall is a fractal with fractal dimension ds, then we
expect from box counting that
Γs ∼ (L/W )ds−d → 0 for L→∞, (7)
5where W is the window size, ds the fractal dimension of the
domain wall, and d = 3 the spatial dimension. A natural cut-
off for measuring Γs is to set q0 = qc, where qc is the crossing
point of the off-diagonal spin overlap seen in Fig. 4. For the
W = 4 window, qc ≈ 0.67 for T = 0.42 and qc ≈ 0.69 for
T = 0.2. Note, however, that our results are insensitive to the
choice of q0.
The scaling of Γs as a function of L is shown in Fig. 5.
A fit of the form Γs = a(L/W )ds−d yields ds = 2.44(3)
and a = 0.350(6) for T = 0.42 and ds = 2.54(3) and
a = 0.378(6) for T = 0.2, with quality of fit [51] Q = 0.74
and 0.80, respectively. Estimates of ds are in reasonable
agreement with previous results (e.g., Ref. [9]) before extrap-
olating the aforementioned values to zero temperature. This
suggest that the relative domain wall might be deflecting out
of the observation window as L becomes much larger than
W . If the trend continues, this would suggest a fractal domain
wall and a single pair of pure states. However, a fit with the
assumption of space filling domain walls, i.e., ds = d, of the
form
Γs = a+ b/(L/W )→ a for L→∞ (8)
with a = 0.103(3) and b = 0.265(5) is of similar quality
with Q = 0.95. The results of both fits at T = 0.42 are
shown in Fig. 6. Therefore, the finite-size scaling of Γs is not
able to distinguish between space-filling and non-space-filling
domain walls at these length scales.
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FIG. 5: Scaling of Γs (within a window) and Γ` (defined below, for
the full systems) as a function of system size L for T = 0.20 and
T = 0.42 together with power law fits (straight lines).
B. Link overlap
The average link overlap for diagonal and off-diagonal pairs
of boundary conditions for the full system are shown in Fig. 7.
In agreement with many previous studies, e.g., Ref. [9], the
average diagonal link overlap is nearly independent of system
size. On the other hand, the average off-diagonal link overlap
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FIG. 6: Comparison of the fits of Γs assuming droplet/scaling (red
curved line, power law) or a RSB (blue straight line, constant and
finite-size correction) at T = 0.42. Both functional forms fit the
data comparably well, i.e., Γs does not distinguish the two pictures
at these length scales. See text for details of fits.
is an increasing function of system size. If there is a single
thermodynamic state and the relative domain wall induced by
the change of boundary conditions is not space filling, then
the diagonal and off-diagonal link overlap distribution should
become identical in the large volume limit. To test this hy-
pothesis, we consider the difference between diagonal and off-
diagonal link overlaps,
Γ` = J〈q`〉pi,pi + 〈q`〉pi,pi − 〈q`〉pi,pi − 〈q`〉pi,piK/2, (9)
where the double brackets indicates a disorder average. The
difference between the diagonal and off-diagonal link over-
laps is the average volume occupied by the relative domain
wall induced by changing boundary conditions. Thus, if this
domain wall has fractal dimension ds and we compute Γ` in a
system of size L, we again expect by box counting
Γ` ∼ Lds−d. (10)
Figure 5 shows a log-log plot of Γ` as a function of L and,
from a power law fit, we estimate ds = 2.43(1) at T = 0.42
and ds = 2.57(2) at T = 0.2 with quality of fit of Q = 0.098
and 0.017, respectively. These values (including the tem-
perature dependence) are in agreement with the results of
Ref. [52]. Furthermore, the results at the lower temperature
are in reasonable agreement with the zero-temperature esti-
mates of Refs. [5] and [9].
However, fits with Γ` → a > 0, implying space filling
domain walls (i.e., ds = d) and multiple thermodynamic states
are similarly satisfactory. For T = 0.2, a fit of the form Γ` =
a+b/L+c/L2 yields a = 0.15(2), b = 1.2(3) and c = 1.0(7)
with Q = 0.03. The uncertainty in c is very large because of
the shape of the error ellipse of the three-parameter fit, but it
should be noted that a two-parameter fit with c set to zero is of
much lower quality although it has a similar value of a. This
RSB fit is shown in Fig. 8 along with the two-parameter power
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FIG. 7: Average of the link overlap 〈q`〉 as a function of system
size L for the three pairs of boundary conditions and temperatures
T = 0.42 (left panel) and T = 0.2 (right panel). Note that as L
increases the off-diagonal link overlap increases toward the diagonal
link overlap.
law fit Γ` = aL(ds−3) with a = 0.7(2) and ds = 2.57(2)
with Q = 0.017. Neither fit is high quality and Γ` cannot
distinguish the two scenarios at these length scales.
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FIG. 8: Comparison of the fits of Γ` assuming droplet/scaling (red
curve, power law) or a RSB (blue darker curve, constant and finite-
size corrections) at T = 0.2. Both functional forms fit the data com-
parably well, i.e., Γ` does not distinguish the two pictures at these
length scales. See text for details of fits.
IV. SUMMARY AND FUTURE CHALLENGES
We have investigated the spin and link overlaps between
the same and different boundary conditions for the full sys-
tem as well as in a smaller observation window in the three-
dimensional Edwards-Anderson Ising spin glass. We find that
the off-diagonal spin overlap function for the full system is
relatively flat and nearly independent of system size, in agree-
ment with a single thermodynamic state consisting of a pair
of pure states. This metric not used to date represents another
way to differentiate different theoretical scenarios.
On the other hand, as has been noted in previous studies,
the diagonal spin overlap function is nonzero and nearly in-
dependent of systems size near q = 0, which supports sce-
narios with many thermodynamic states. The two sets of re-
sults together imply that for system sizes currently accessi-
ble to low-temperature simulations, the average spin overlap
is incapable of distinguishing the two scenarios for the three-
dimensional Edwards-Anderson model. A detailed analysis of
the link overlap and the spin overlap in a window is consistent
with fractal domain walls that have a fractal dimension near
ds ≈ 2.5. However, we cannot rule out space filling domain
walls.
While the use of 1/L finite-size corrections is reasonable
for the studied system sizes and hence we cannot rule out
space-filling domain walls, we believe it is an important future
challenge to find a theoretical basis for the used scaling form.
In contrast, the ground-state energy per spin e has corrections
that scale as e = a+b/Lx, where x = d−θ ≈ 2.76 in three di-
mensions [53]. This exponent is much larger, and using such a
large exponent, the space-filling fits for our data are no longer
satisfactory. While it is possible that different quantities may
show different finite-size corrections at the zero-temperature
fixed point, it is still important to find a theoretical basis to ex-
plain why the 1/L corrections are needed when studying the
scaling of the link overlap, yet not for the ground-state energy
per spin.
Substantially larger system sizes would be required to
clearly determine whether domain walls induced by chang-
ing boundary conditions are space filling or not using aver-
age spin overlaps in windows or link overlaps. Since the first
large-scale simulations in 2001 approximately 15 years have
passed. Betting on Moore’s Law [54] we expected to be able
to revisit this problem and bring more clarity into the different
theoretical descriptions of the spin-glass state. However, our
results clearly show that more effort needs to be put into the
development of better algorithms, as well as new statistics to
tackle these problems.
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