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ESCAPE RATES FOR THE FAREY MAP WITH APPROXIMATED HOLES
C. BONANNO AND I. CHOUARI
Abstract. We study the escape rate for the Farey map, an infinite measure preserving system, with a hole
including the indifferent fixed point. Due to the ergodic properties of the map, the standard theoretical
approaches to this problem cannot be applied. To overcome this difficulties we propose here to consider
approximations of the hole by means of real analytic functions. We introduce a particular family of approx-
imations and study numerically the behavior of the escape rate for “shrinking” approximated holes. The
results suggest that the scaling of the escape rate depends on the chosen approximation, but “converges” to
the behavior found for piecewise linear approximations of the map in [10].
1. Introduction
In recent years there has been a quick growth of the number of papers dealing with statistical properties
of dynamical systems with holes. The origin of these studies can be found in the paper [1], where it was
posed the question about the statistical properties of the motion of a particle inside a billiard table with
a small hole. For example, if pn is the probability that a trajectory remains on the table until time n,
what is the decay rate of pn? In general, they asked whether an initial distribution would converge, under
suitable renormalization, to some limit distribution, a conditionally invariant measure. Much attention to
these problems has been paid also by the physics community, see e.g. [2] and references therein.
In a general dynamical system, the first question posed in [1] has become the following: let X be the
phase space of a dynamical system with m a distribution of initial conditions; let H be a hole in the space
X; let pn := m(Sn), where Sn is the set of surviving points up to time n; study the decay rate
γ := lim
n→∞ −
log(pn)
n
,
which is called the escape rate. The existence of the limit and its dependence on the initial distribution m
has been studied in [3], where it is shown that in the ideal case it is possible to compute the escape rate by
using the transfer operator associated to the system.
Let X = [0, 1] and F : X → X be a smooth map with a finite number of pre-images for each x ∈ X, then
the transfer operator associated to F is defined as
(Pf)(x) :=
∑
y∈F−1(x)
f(y)
|F ′(y)| .
The operator P has spectral radius less or equal than 1, and if there exists a function g such that Pg = g,
then dµ(x) = g(x)dx is an F -invariant measure. We refer to [4] for more properties of the transfer operators.
When there is a hole H in X, one can consider the transfer operator for the open system
Popf := P((1− χH) f) ,
where χH is the indicatrix function of the set H. Namely the transfer operator for the open system considers
only pre-images of a point x ∈ X which are not in the hole H. Then the escape rate is obtained by
(1.1) γ = − log(λH)
where λH is the largest eigenvalue of Pop.
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The escape rate has been largely studied mainly for hyperbolic systems and piecewise expanding maps of
the interval. We refer to [3] for references. In this paper we are interested in studying the behavior of the
escape rate as the hole shrinks. Rigorous results on this asymptotic behavior are given in [5] for piecewise
expanding maps of the interval, for which it is found that if |H| =  then γ ∼ const.×  as → 0+. Higher
order corrections can be found in [6, 7].
However, it is well known that statistical properties of dynamical systems dramatically change passing
from uniformly hyperbolic systems to intermittent ones, that is systems which have an indifferent fixed
point. And in particular when the intermittent system preserves only one absolutely continuous invariant
measure which is infinite. Intermittent systems have been introduced in the mathematical physics literature
in [8] as a simple model of the phenomenon of intermittency, that is the alternation of a turbulent and a
laminar phase in a fluid. As dynamical systems on the unit interval [0, 1], they may be represented by the
family of maps F (x) = x + xα (mod 1), with α > 1, which have a fixed point at x = 0 with F ′(0) = 1 and
F ′(x)− 1 ≈ xα−1 as x→ 0+. For α ∈ (1, 2) the system has a finite absolutely continuous invariant measure.
For this case, the escape rate has been recently studied in [9], where it is shown that the probability pn
may decrease polynomially, so in the definition of γ one should divide by log(n). However the results in [9]
consider the case of a hole H which is generated by the Markov partition of the map, and such that the
indifferent fixed point is outside H. Hence the polynomial escape rate is a consequence of the typical slower
decay of correlations found for intermittent systems.
In this paper we are interested in the case of an intermittent dynamical system with infinite absolutely
continuous invariant measure. This corresponds to values α ≥ 2 in the example F (x) = x+xα (mod 1). This
case has been recently studied by G. Knight and S. Munday in [10]. They study the asymptotic behavior
of the escape rate for vanishing hole and prove that different behaviors are possible. Their methods are
analytical and use the definition of the dynamical zeta function associated to a system, and in particular the
relations with the transfer operator. However, to apply these methods they have to consider piecewise linear
maps and holes which are generated by the partition associated to the map. To give a flavor of their results,
we consider a typical example of intermittent dynamical system on the interval [0, 1] with infinite measure,
the Farey map. The Farey map is defined by
(1.2) F (x) =
{ x
1−x , if 0 ≤ x ≤ 12
1−x
x , if
1
2 ≤ x ≤ 1
and is studied in particular for its relations with the continued fractions expansion of real numbers (see e.g.
[11]). Its graph is shown in Figure 1. In [10], the authors consider a piecewise version of F , which is obtained
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Figure 1. The Farey map.
by considering the partition A = {( 1n+1 , 1n )} and defining
Fp(x) =
 2− 2x , if
1
2 ≤ x ≤ 1
n+1
n−1 x− 1n(n−1) , if 1n+1 ≤ x ≤ 1n
2
Then for holes Hn = [0,
1
n ), they show that
(1.3) γ ≈ 1
n log n
=
|Hn|
− log |Hn| as n→∞ ,
which is a slightly faster decay than those proved for expanding maps in [5]. More general behavior are
found in [10] by varying the partition A = {(an+1, an)} with an → 0+, but always choosing a hole of the
form [0, an).
The aim of this paper is to study the escape rate for the Farey map (1.2) with hole H = [0, ), and its
asymptotic behavior as |H| = ε→ 0+. To our knowledge this is the first case where this problem is studied
in such a generality for an infinite measure preserving dynamical system. We use (1.1) to compute the escape
rate through the transfer operator Pop associated to F with a hole H. The main problem is that due to
the presence of the indifferent fixed point, the transfer operator of the Farey map doesn’t have the so-called
spectral gap, that is a gap between the maximal eigenvalue and the essential spectrum, independently of the
smoothness of functions on which the operator is applied (see [12]). The spectral gap is found for example
in the study of the transfer operator of expanding maps, when restricted to the space of bounded variation
functions, and is fundamental to obtain exponential decay of correlations for the map and is used also in [5]
to study the asymptotic behavior of the escape rate.
A good space of functions H on which to study the spectral properties of the transfer operator of the Farey
map has been introduced in [13, 14]. It consists of holomorphic functions on the disc {|z− 12 | < 12} obtained
as integral transform of functions on the positive real axis (see (2.2) below). So we should consider the action
of Pop on H. Unfortunately, since the indicatrix function χH is not real analytic, we have to introduce an
approximation of χH . Hence we study the escape rate for the Farey map (1.2) with approximated holes
which contain the indifferent fixed point, and are general in the sense that we don’t require any relation
between the length of the hole and the map.
In Section 2 we introduce the operator Pop and its approximation P˜op, obtained by approximating the
function χH with a real analytic function. In Section 3 we introduce the approach we use to study the
spectral properties of P˜op, and show our results. The conclusions of our study are exposed in the final
section.
2. Transfer operators
2.1. The Farey map. The transfer operator P associated to the map F acts on functions f : [0, 1]→ C as
(Pf)(x) :=
∑
y :F (y)=x
f(y)
|F ′(y)|
which using (1.2) becomes
(Pf)(x) = (P0f + P1f)(x)
with
(2.1) (P0f)(x) = 1
(1 + x)2
f
( x
1 + x
)
and (P1f)(x) = 1
(1 + x)2
f
( 1
1 + x
)
.
The operator P has been studied in [14, 15] on the invariant Hilbert space H defined as
(2.2) H := {f : [0, 1]→ C : f = B[ϕ] for some ϕ ∈ L2(m)}
where B[·] denotes the generalized Borel transform
(2.3) (B[ϕ])(x) := 1
x2
∫ ∞
0
e−
t
x et ϕ(t) dm(t) ,
and L2(m) := L2(R+,m) where m is the measure on R+
dm(t) = te−tdt.
The space H is endowed with the inner product inherited by the inner product on L2(m) through the
B-transform, that is
(f1, f2)H :=
∫ ∞
0
ϕ1(t)ϕ2(t) dm(t) if fi = B[ϕi] .
3
It is immediate to show that functions in H can be continued to holomorphic functions on the disc {|z− 12 | <
1
2}, and moreover eigenfunctions of P in H can be continued to holomorphic function on the half-plane{<(z) > 0}. From the computational point of view, it is more convenient to use the B-transform to read the
action of P on L2(m). Indeed
(2.4) P B[ϕ] = B[(M +N)ϕ]
for all ϕ ∈ L2(m), where M,N : L2(m)→ L2(m) are self-adjoint bounded linear operators defined by
(2.5) (Mϕ)(t) = e−t ϕ(t) and (Nϕ)(t) =
∫ ∞
0
J1
(
2
√
st
) √ 1
st
ϕ(s) dm(s)
where Jq denotes the Bessel function of order q.
The spectrum of the operator P is the unit interval [0, 1], and it is continuous spectrum without eigenvalues
on H. This phenomenon is due to the presence of the indifferent fixed point at the origin. In particular 1 is
not an eigenvalue, and indeed the Farey map has an infinite absolutely continuous invariant measure with
density 1x , which does not belong to H.
2.2. The Farey map with a hole. The transfer operator Pop for the map F with a hole in H = [0, ) is
obtained by P simply subtracting the contribution from the hole, that is
Popf := P((1− χH)f) = Pf − P(χHf) ,
where χH(x) is the indicator function of the set H. First of all we notice that for  <
1
2 it holds
P(χHf) = P0(χHf) ,
since 11+x ≥ 12 for all x ∈ [0, 1], hence by (2.1)
(P(χHf))(x) = 1
(1 + x)2
χH
( x
1 + x
)
f
( x
1 + x
)
=
1
(1 + x)2
χH˜(x) f
( x
1 + x
)
= χH˜(x) (P0f)(x)
where H˜ = [0, 1− ). Hence
(2.6) Popf = Pf − χH˜ P0f .
However, to study the spectral properties of the operator Pop on H, we need an approximation of the
indicator function since we are dealing with real analytic functions. We consider the family of approximations
{ξµ(x, a)}µ∈R for the indicator function of an interval [0, a) given by
(2.7) ξµ(x, a) :=
1
2
− 1
2
Erf (µ (x− a)) ,
where Erf is the “error function”
(2.8) Erf(x) :=
2√
pi
∫ x
0
e−t
2
dt =
2√
pi
∞∑
n=0
(−1)n x2n+1
n! (2n+ 1)
.
In Figure 2 we have plotted the function ξµ(x, a) for a = 0.4 and µ = 1, 3 and 10, against χ[0,a)(x). The
functions ξµ(x, a) converge to χ[0,a)(x) as µ→∞ for all x 6= a, but clearly not uniformly.
Hence we define a family of approximated transfer operators for the Farey map with hole [0, ) by using
ξµ in (2.6), and let
(2.9) (P˜opµ f)(x) := (Pf)(x)− ξµ
(
x,

1− 
)
(P0f)(x) .
Moreover, to study the action of P˜opµ on H as for the action of P, we need the equivalent of equation (2.4)
for P˜opµ . To this aim, we first recall that by definition (2.3)
B[ϕ(t)](x) = 1
x2
L[t ϕ(t)]
(
1
x
)
4
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Figure 2. The graph of the function ξµ(x, a) for a = 0.4 and µ = 1, 3, 10, and of the
characteristic function of [0, a].
where L[·] denotes the standard Laplace transform, then for all ψ,ϕ ∈ L2(m) we can write
(2.10)
B[ψ](x) = ξµ(x, a)B[ϕ](x) ⇔ L[t ψ(t)]
(
1
x
)
= ξµ(x, a)L[t ϕ(t)]
(
1
x
)
⇔
⇔ L[t ψ(t)](x) = ξµ
(
1
x
, a
)
L[t ϕ(t)](x) ⇔ t ψ(t) =
∫ t
0
sϕ(s)L−1
[
ξµ
(
1
x
, a
)]
(t− s) ds
where in the last equivalence we have used the standard properties for the Laplace transform of convolution
of functions. Using (2.4) and (2.10) in (2.9), we obtain
(2.11)
(P˜opµ B[ϕ])(x) = B[(M +N)ϕ](x)− ξµ
(
x,

1− 
)
B[Mϕ](x) =
= B[(M +N)ϕ](x)− B
[
1
t
∫ t
0
s (Mϕ)(s)L−1
[
ξµ
(
1
x
,

1− 
)]
(t− s) ds
]
(x) =
= B[(M˜µ +N)ϕ](x)
with M,N as in (2.5), and
(2.12) (M˜µϕ)(t) := (Mϕ)(t)− 1
t
∫ t
0
s (Mϕ)(s)L−1
[
ξµ
(
1
x
,

1− 
)]
(t− s) ds .
Theorem 2.1. For ξµ(x, a) as in (2.7), the operator M˜µ is given by
(2.13)
(M˜µϕ)(t) =
1
2
(
1− Erf
( µ 
1− 
))
(Mϕ)(t)+
+
1√
pi
∞∑
n=0
2n+1∑
k=1
(
2n+ 1
k
)
(−1)n+k−1 µ2n+1
n! (k − 1)! (2n+ 1)
(

1− 
)2n+1−k
1
t
∫ t
0
s(Mϕ)(s) (t− s)k−1 ds
and it is a bounded operator M˜µ : L
2(m)→ L2(m).
3. The matrix approach and the numerical results
As shown in [14], the Hilbert space L2(m) admits a complete orthogonal system {eν}ν≥0 given by the
Laguerre polynomials defined as
(3.1) eν(t) :=
ν∑
m=0
(
ν + 1
ν −m
)
(−t)m
m!
which satisfy
(eν , eν) =
Γ(ν + 2)
ν!
= ν + 1
5
for all ν ≥ 0. Hence, using (2.11), we can study the action of P˜opµ on H by the action on L2(m) of an infinite
matrix representing the operators P˜ opµ := M˜µ +N , defined in (2.5) and (2.13), for the basis {eν}ν≥0. That
is for any φ ∈ L2(m), we can write
φ(t) =
∞∑
ν=0
φνeν(t) with φν =
1
ν + 1
(φ, eν)
hence φ is an eigenfunction of P˜ opµ with eigenvalue λ if and only if
(P˜ opµ φ, ej) = λ (φ, ej) = λ (j + 1)φj ∀ j ≥ 0
Using the notation cµjν := (P˜
op
µ eν , ej) we obtain that
(3.2) P˜ opµ φ = λφ ⇔ Cµφ = λDφ ⇔ Aµφ = λφ
where Cµ and D are given by
Cr = (c
µ
jν)j,ν≥0 and D = diag(j + 1)j≥0
and Aµ is the infinite matrix
(3.3) Aµ = (a
µ
jν)j,ν≥0 with a
µ
jν =
cµjν
j + 1
.
We have then to compute the terms cµjν := (P˜
op
r eν , ej). From [16, Prop. 3.1] we have
1
j + 1
(Meν , ej) =
(
ν + j + 1
ν
)
1
2ν+j+2
1
j + 1
(Neν , ej) =
ν∑
`=0
(−1)`
(
ν + 1
ν − `
) (
`+ j + 1
l
)
1
2`+j+2
.
Hence
(3.4)
aµjν =
(
1− Erf
( µ 
1− 
)) ( ν + j + 1
ν
)
1
2ν+j+3
+
ν∑
`=0
(−1)`
(
ν + 1
ν − `
) (
`+ j + 1
l
)
1
2`+j+2
+
+
1
(j + 1)
√
pi
∞∑
n=0
2n+1∑
k=1
(
2n+ 1
k
)
(−1)n+k−1 µ2n+1
n! (k − 1)! (2n+ 1)
(

1− 
)2n+1−k (1
t
∫ t
0
s(Meν)(s) (t− s)k−1 ds , ej
)
where in the last summation we have used the L2 convergence of the series. Concerning the last terms we
use [17, eq. 7.415 p. 810] to write
1
t
∫ t
0
s(Meν)(s) (t− s)k−1 ds = tk
∫ 1
0
s (1− s)k−1 e−st eν(st)ds = ν + 1
k(k + 1)
tk 1F1(ν + 2, k + 2,−t)
where 1F1 is the standard confluent hypergeometric function. Moreover, by (3.1) and [17, eq. 7.621(4) p.
822](
tk
1
F
1
(ν + 2, k + 2,−t) , ej(t)
)
=
j∑
m=0
(
j + 1
j −m
)
(−1)m
m!
∫ ∞
0
tk+m+1 e−t
1
F
1
(ν + 2, k + 2,−t) dt =
=
j∑
m=0
(
j + 1
j −m
)
(−1)m (k +m+ 1)!
m! 2
F1(ν + 2, k +m+ 2; k + 2;−1)
where 2F1 is the hypergeometric function. Using the previous equations in (3.4), we get the following explicit
expression for the general term aµjν of the matrix Aµ defined in (3.2) and (3.3), which represents the transfer
6
operator P˜opµ on L2(m)
(3.5)
aµjν =
(
1− Erf
( µ 
1− 
)) (
ν + j + 1
ν
)
1
2ν+j+3
+
ν∑
`=0
(−1)`
(
ν + 1
ν − `
) (
`+ j + 1
l
)
1
2`+j+2
+
+
ν + 1
(j + 1)
√
pi
∞∑
n=0
2n+1∑
k=1
j∑
m=0
(
2n+ 1
k
)(
j + 1
j −m
)(
k +m+ 1
m
)
(−1)n+k+m−1 µ2n+1
n! (2n+ 1)
(

1− 
)2n+1−k
·
·
2
F
1
(ν + 2, k +m+ 2; k + 2;−1)
We recall that the parameter µ determines the level of approximation of the real hole H˜ = [0, 1− ) used in
(2.9). We need to comment on this approximation in order to compare our numerical results with results by
previous papers, and in particular those in [10].
To estimate the scaling of the escape rate γ defined in (1.1), as the hole H = [0, ), and hence the
hole H˜ = [0, 1− ), shrinks to the empty set, we compute the principal eigenvalue of north-west corner
approximations of the matrix Aµ as  decreases to 0. We remark that as  → 0+, our approximated hole,
that is the function ξµ(x,

1− ), converges to the function
ξµ(x, 0) =
1
2
− 1
2
Erf(µx) ,
which, as µ → +∞, converges to zero for all x > 0. However, if we observe that the appropriate quantity
with which the escape rate should be compared is the measure of the hole, we have to look at the integral
of ξµ(x, 0) on [0, 1], and more precisely on R+ since our approximated holes have effect on the whole real
positive axis. Unfortunately the integral shows slow convergence to 0 as µ diverges. For µ = 7, the integral
is of order 10−2, which implies a significant perturbation on the transfer operator. Moreover, a value of µ
greater than 4 in (3.5) implies that, to have good numerical results, one should consider too many terms in
the series on n.
For this reason, we have changed our point of view, keeping in mind that what is important is to have a
sequence of approximated holes with vanishing measure on the real positive axis. This can be obtained for
small values of µ, by letting  diverge to −∞ in ξµ(x, 1− ). In Figure 3 we show the behavior of ξµ(x, 1− ) on
[0, 1] for  = 0.1, 0,−1,−5,−20 for µ = 1 on the left, and for µ = 2 on the right. We notice that the functions
decrease on the positive real axis more rapidly for bigger µ, only the first three cases are non-negligible for
µ = 2, and if we measure their integral on R+ we have that
lim
→−∞
∫ +∞
0
ξµ
(
x,

1− 
)
dx ≈

0.025 for µ = 1
2× 10−4 for µ = 2
10−5 for µ = 2.5
5× 10−7 for µ = 3
10−8 for µ = 3.5
and the integral is already ≈ 10−6 for µ = 3 and  = −20, and ≈ 10−7 for µ = 3.5 and  = −10.
Hence we have computed the principal eigenvalue λµ() of north-west corner approximations of the matrix
Aµ as  decreases to−∞, and the principal eigenvalue λ∞ of the same approximations of the matrix associated
to the transfer operator of the Farey map without hole. To find the scaling of the escape rate, we have plotted
γµ() := − log(λµ()/λ∞) against Mµ() :=
∫ +∞
0
ξµ
(
x, 1−
)
dx. The results are shown in Figure 4. The
solid lines are the identity and the function f(t) = t− log t . The dotted lines are the plots of the points
(Mµ(), γµ()) for µ = 1, 2, 2.5, 3 and 3.5 from the biggest to the lowest. Notice that for µ = 1 the dots stop
far from the origin because M1(−∞) ≈ 0.025.
Figure 4 shows that the scaling of the escape rate for the Farey map with shrinking approximated holes is
dependent on the shape and the goodness of the approximation. However, as the approximation gets better,
that is for µ big in our case, we find a scaling
γµ() ≈ Mµ()− logMµ() as Mµ()→ 0
+ ,
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Figure 3. (a) The functions ξµ(x,

1− ) for µ = 1 and  = 0.1, 0,−1,−5,−20. (b) The same
as (a) for µ = 2.
which is consistent with (1.3), the theoretical result for the Markov approximation of the Farey map studied
in [10] with holes generated by the Markov partition.
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Figure 4. The solid lines are the identity and the function f(t) = t− log t . The dotted lines
are the points (Mµ(), γµ()) for µ = 1, 2, 2.5, 3 and 3.5 from the biggest to the lowest.
4. Conclusions
In this paper we have studied the escape rate for the Farey map, an infinite measure preserving system,
with a hole including the indifferent fixed point. To our knowledge this is the first time this problem is
studied for general holes, since previous results only considered piecewise linear approximations of the map
with holes generated by the associated partition.
The problem we consider poses theoretical difficulties in the application of the standard methods for the
study of the escape rate, in particular the transfer operator approach, due to the properties of the transfer
operator of the Farey map. For this reason, we propose to modify the standard approach to open systems
by considering approximations of the hole, by means of a family of functions converging to the indicatrix
function of the hole. We believe that this is the main contribution of this paper. Here we have used the
family (2.7), and proved in Theorem 2.1 that the associated transfer operator has the functional analytic
properties necessary to pursue the approach already used in [14, 15, 16] to study the spectral properties of
the transfer operator of the Farey map.
Our numerical results suggest that the behavior of the escape rate is indeed dependent on the chosen
approximation of the hole, but for functions close to the indicatrix function, we find the same behavior
proved in [10] for the piecewise linear approximation of the map.
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Appendix A. Proof of Theorem 2.1
From (2.12), we have to compute the inverse Laplace transform of the function ξ. For this we use the
series expansion in (2.8) and write
L−1
[
ξµ
(
1
x
, a
)]
(t) = L−1
[
1
2
− 1
2
Erf
(
µ
(
1
x
− a
))]
=
=
1
2
δ0(t)− 1
2
L−1
[
2√
pi
∞∑
n=0
(−1)n µ2n+1
n! (2n+ 1)
(
1
x
− a
)2n+1]
(t) =
=
1
2
δ0(t)− 1√
pi
∞∑
n=0
(−1)n µ2n+1
n! (2n+ 1)
L−1
[
2n+1∑
k=0
(
2n+ 1
k
)
1
xk
(−a)2n+1−k
]
(t) =
=
1
2
δ0(t)− 1√
pi
∞∑
n=0
(−1)n−1 (µa)2n+1
n! (2n+ 1)
δ0(t)+
− 1√
pi
∞∑
n=0
2n+1∑
k=1
(
2n+ 1
k
)
(−1)n+k−1 µ2n+1 a2n+1−k
n! (2n+ 1)
tk−1
(k − 1)! =
=
1
2
(
1 + Erf(µa)
)
δ0(t)− 1√
pi
∞∑
n=0
2n+1∑
k=1
(
2n+ 1
k
)
(−1)n+k−1 µ2n+1 a2n+1−k
n! (2n+ 1)
tk−1
(k − 1)! ,
where δ0 denotes the Dirac delta at the origin, and we have used the standard results
L−1[x−k](t) = t
k−1
(k − 1)! for t ∈ R
+ , k > 0 , L−1[1](t) = δ0(t) .
Moreover, from the second to the third line, we have used that∫ ∞
0
e−xt
[ ∞∑
n=0
(−1)n µ2n+1
n! (2n+ 1)
(
δ0(t) +
2n+1∑
k=1
(
2n+ 1
k
)
(−a)2n+1−k
(k − 1)! t
k−1
)]
dt =
=
∞∑
n=0
(−1)n µ2n+1
n! (2n+ 1)
∫ ∞
0
e−xt
(
δ0(t) +
2n+1∑
k=1
(
2n+ 1
k
)
(−a)2n+1−k
(k − 1)! t
k−1
)
dt
for x big enough. Hence, by the analytical continuation of the Laplace transform, the equality is verified
for all x > 0. It follows that the passage of the L−1 operator inside the summation, from the second to the
third line, is justified.
Since ∫ t
0
s(Mϕ)(s)δ0(t− s) ds = t(Mϕ)(t)
from (2.12) we obtain the first term on the right hand side of (2.13). To finish we need to show that
(A.1)
1
t
∫ t
0
s (Mϕ)(s)
∞∑
n=0
2n+1∑
k=1
(
2n+ 1
k
)
(−1)n+k−1 µ2n+1 a2n+1−k
n! (2n+ 1)
(t− s)k−1
(k − 1)! ds =
=
∞∑
n=0
2n+1∑
k=1
(
2n+ 1
k
)
(−1)n+k−1 µ2n+1 a2n+1−k
n! (2n+ 1)
1
t
∫ t
0
s (Mϕ)(s)
(t− s)k−1
(k − 1)! ds
First of all we recall from [18, eq. 13.2.2 p. 322 and eq. 13.6.19 p. 328] that for any ϕ ∈ L2(m) we have
2n∑
s=0
(−2n)s
(2)s s!
( t
a
)s
=
1
F
1
(
− 2n, 2; t
a
)
=
1
2n+ 1
e2n
( t
a
)
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where (k)s = k(k+1) . . . (k+s−1) is the Pochhammer symbol, 1F1 is the standard confluent hypergeometric
function, and eν is the Laguerre polynomial defined in (3.1). Hence
∞∑
n=0
2n+1∑
k=1
(
2n+ 1
k
)
(−1)n+k−1 µ2n+1 a2n+1−k
n! (2n+ 1)
(t− s)k−1
(k − 1)! =
∞∑
n=0
(−1)n µ2n+1 a2n
n! (2n+ 1)
e2n
( t− s
a
)
We are then reduced to study the increase of the terms∥∥∥1
t
∫ t
0
s (Mϕ)(s) e2n
( t− s
a
)
ds
∥∥∥2
L2(m)
=
∫ ∞
0
1
t
e−t
(∫ t
0
s e−s ϕ(s) e2n
( t− s
a
)
ds
)2
dt
Standard manipulations show that∥∥∥1
t
∫ t
0
s (Mϕ)(s) e2n
( t− s
a
)
ds
∥∥∥2
L2(m)
≤ ‖ϕ‖2L2(m)
∫ ∞
0
1
t
e−t
∫ t
0
s e−s e22n
( t− s
a
)
ds dt =
= ‖ϕ‖2L2(m)
∫ ∞
0
e−u
∫ u
0
(u− v
u+ v
)
e22n
(v
a
)
dv du ≤ a ‖ϕ‖2L2(m)
∫ ∞
0
e−u
∫ u/a
0
e22n(v) dv du .
By (3.1), we have
e22n(v) =
2n∑
i,j=0
(
2n+ 1
2n− i
)(
2n+ 1
2n− j
)
(−1)i+j
i! j!
vi+j
hence∫ ∞
0
e−u
∫ u/a
0
e22n(v) dv du =
2n∑
i,j=0
(
2n+ 1
2n− i
)(
2n+ 1
2n− j
)
(−1)i+j
i! j!
∫ ∞
0
e−u
∫ u/a
0
vi+j dv du =
=
2n∑
i,j=0
(
2n+ 1
2n− i
)(
2n+ 1
2n− j
)
(−1)i+j
ai+j+1
1
i! j! (i+ j + 1)
∫ ∞
0
e−u ui+j+1 du =
=
2n∑
i,j=0
(
2n+ 1
2n− i
)(
2n+ 1
2n− j
)
(−1)i+j
ai+j+1
(
i+ j
i
)
Using the very crude estimate
(
k
h
)
≤ 2k for all h = 0, . . . , k, and i+ j ≤ 4n, we obtain
∫ ∞
0
e−u
∫ u/a
0
e22n(v) dv du ≤ (2n+ 1)2 24(2n+1) max{a−s : s = 1, . . . , 4n+ 1} .
Hence
∞∑
n=0
(−1)n µ2n+1 a2n
n! (2n+ 1)
∥∥∥1
t
∫ t
0
s (Mϕ)(s) e2n
( t− s
a
)
ds
∥∥∥
L2(m)
≤ ‖ϕ‖L2(m)
∞∑
n=0
(2n+ 1) c2n+1
n!
where
c =
{
16 µa , if |a| ≤ 1
16µa , if |a| > 1
In any case we obtain total convergence in L2(m) for the right hand side of (A.1), hence (A.1) holds in the
L2-sense.
This proves (2.13) and, together with the boundedness of M on L2(m), shows that M˜ is a bounded
operator. This finishes the proof of Theorem 2.1.
10
References
[1] G. Pianigiani, J. Yorke, Expanding maps on sets which are almost invariant: decay and chaos, Trans. Amer. Math. Soc.
252 (1979), 351–366
[2] E.G. Altmann, J.S.E. Portela, T. Te´l, Leaking chaotic systems, Rev. Modern Phys. 85 (2013), 869–918
[3] M. Demers, L.-S. Young, Escape rates and conditionally invariant measures, Nonlinearity 19 (2006), 377–397
[4] V. Baladi, “Positive Transfer Operators and Decay of correlations”, World Scientific, 2000
[5] G. Keller, C. Liverani, Rare events, escape rates and quasistationarity: some exact formulae, J. Stat. Phys. 135 (2009),
519–534
[6] G. Cristadoro, G. Knight, M. Degli Esposti, Follow the fugitive: an application of the method of images to open systems,
J. Phys. A: Math. Theor. 46 (2013), 272001
[7] C.P. Dettmann, Open circle maps: small hole asymptotics, Nonlinearity 26 (2013), 307–317
[8] Y. Pomeau, P. Manneville, Intermittency transition to turbulence in dissipative dynamical systems, Commun. Math.
Phys. 74 (1980), 189–197
[9] M.F. Demers, B. Fernandez, Escape rates and singular limiting distributions for intermittent maps with holes, Trans.
Amer. Math. Soc., to appear. DOI: http://dx.doi.org/10.1090/tran/6481#sthash.IsG2evTo.dpuf
[10] G. Knight, S. Munday, Escape rate scaling in infinite measure preserving systems, arXiv:1411.3515 [nlin.CD]
[11] C. Bonanno, S. Isola, Orderings of rationals and dynamical systems, Colloq. Math. 116 (2009), 165–189
[12] P. Collet, S. Isola, On the essential spectrum of the transfer operator for expanding Markov maps, Comm. Math. Phys.
139 (1991), 551–557
[13] S. Isola, On the spectrum of Farey and Gauss maps, Nonlinearity 15 (2002), 1521–1539
[14] C. Bonanno, S. Graffi, S. Isola, Spectral analysis of transfer operators associated to Farey fractions, Atti Accad. Naz.
Lincei Cl. Sci. Fis. Mat. Natur. Rend. Lincei (9) Mat. Appl. 19 (2008), 1–23
[15] S. Ben Ammou, C. Bonanno, I. Chouari, S. Isola, On the leading eigenvalue of transfer operators of the Farey map with
real temperature, Chaos Solitons Fractals 71 (2015), 60–65
[16] S. Ben Ammou, C. Bonanno, I. Chouari, S. Isola, On the spectrum of the transfer operators of a one-parameter family
with intermittency transition, Far East J. Dyn. Syst., 27 (2015), 13–25
[17] I. Gradshteyn, I. Ryzhik, “Table of integrals, series and products”, Academic Press, 1965.
[18] F.W.J. Olver, et al., “NIST handbook of mathematical functions”, Cambridge University Press, 2010
Dipartimento di Matematica, Universita` di Pisa, Largo Bruno Pontecorvo 5, 56127 Pisa, Italy
E-mail address: claudio.bonanno@unipi.it
Faculty of Science, Computational Mathematics Laboratory, University of Monastir, Monastir 5000, Tunisia
11
