We present a fast and accurate method to select an optimal set of parameters in semi-analytic models of galaxy formation (SAMs). Our approach compares the results of a model against a set of observables applying a stochastic technique called Particle Swarm Optimization (PSO), a selflearning algorithm for localizing maxima in multidimensional spaces that outperforms traditional sampling methods in terms of computational cost. We apply the PSO technique to the SAG semianalytic model combined with merger trees extracted from a standard ΛCDM N-body simulation. We test the ability of the PSO algorithm to find the best set of parameters considering two different modelings for the material expelled from the galactic disc by supernova (SNe) explosions. For each model variant, characterized by a number of free parameters, we identify a subset of critical parameters for tuning, keeping the rest fixed. The calibrations are performed using a combination of observed galaxy properties as constraints, including local and high redshift luminosity functions, the black hole to bulge mass relation and the evolution of SNe rates with redshift. For the best parameter set found in each case, we present the model predictions for the K-and B-band luminosity functions at several redshifts, the evolution of the cosmic star formation rate, the galaxy-galaxy correlation function, and the distribution of morphological fractions as a function of stellar mass. This new approach allows a fast estimation of the best-fitting parameter set in multidimensional spaces, providing a practical tool to test the consequences of including new astrophysical processes in SAMs.
INTRODUCTION
The combination of numerical methods and computational resources provides one of the best tools to study the origin and evolution of structures in the Universe. The Lambda Cold Dark Matter (ΛCDM) scenario for the growth of dark matter (DM) structures has been extensively studied using numerical N-body simulations, which follow the evolution of such structures from shortly after decoupling to the present-day over a large dynamical range Boylan-Kolchin et al. 2009; Klypin et al. 2011; Angulo et al. 2012) .
Studying the evolution of baryonic matter is more complex due to the highly non-linear effects of gas, making it impossible (with the current state-of-the-art) to perform a fully self-consistent numerical simulation that resolves all the scales relevant to the physics of galaxy formation in a large volume. In addition, physical processes in the sub-grid scale, such as the star-formation process and different feedback mechanisms are still poorly understood due to their intrinsic complexity. This is why semi-analytic models of galaxy formation (SAMs) play a fundamental role, since they can produce large samples of galaxies at a low computational cost which can be used to study properties such as star formation, luminosity, colors and chemical evolution by following the evolution of baryons in a simplified way (Baugh 2006; Benson 2010; Silk & Mamon 2012; .
A downside of using SAMs is that they use a large number of free parameters which are included in the implementations of the different physical processes modeled; these parameters are usually calibrated by choosing a set of observables that the simulated galaxies are expected to reproduce. Kampakoglou et al. (2008) and Henriques et al. (2009) introduced the Monte Carlo Markov Chains (MCMC) technique to carry out a statistical exploration of the multidimensional parameter space of a SAM. Since this technique is well known, MCMC quickly became a popular tool for calibrating the free parameters of SAMs, using as observational constraints not only z = 0 data (Henriques et al. 2009; Henriques & Thomas 2010; Lu et al. 2011 Lu et al. , 2012 but also observed properties at higher redshifts (Mutch et al. 2013; Henriques et al. 2013 ).
More refined Bayesian techniques for determining the value of the free parameters in SAMs were introduced by Bower et al. (2010) with the model emulator technique (ME) (see e.g. Kennedy & O'Hagan 2001) , an approach based in building a statistical predictor for the results from a given model based on a limited set of model runs. The ME technique was also implemented by Gómez et al. (2012) to study the impact of formation histories on the final satellite population of Milky Way-sized galaxies.
The increasing complexity of SAMs motivate the search for computationally more effective and fast methods to perform calibrations. In this work we apply for the first time another artificial intelligence-inspired sampling method, called Particle Swarm Optimization (PSO, Kennedy & Eberhart 1995) to select the optimal set of parameters for a SAM. In high-dimensional spaces, such as the SAM parameter space analysed here, the PSO technique can outperform the traditional methods in terms of computational cost in the search for an adequate solution. Such increased search performance was reported by Prasad & Souradeep (2012) who applied this technique for cosmological parameter estimations using the WMAP7 cosmic background data. The aim of this paper is to introduce the PSO technique as a fast calibrator of SAMs. A detailed comparison of the performance between PSO and other techniques such as MCMC is studied in Prasad & Souradeep (2012) , and thus we do not explore this further here.
The plan of this paper is as follows. In Sec. 2, we introduce the details of the semi-analytic model used, SAG (acronym for Semi-Analytic Galaxies, Cora 2006; Lagos et al. 2008; Tecce et al. 2010) , specifying the relevant free parameters to be explored. We also present the DM N-body simulation used to construct the merger trees which are fed into SAG to construct the galaxy population. In Sec. 3, we describe the PSO implementation used to find the best set of SAG parameters and the methodology used to estimate the corresponding errors. The observational constraints and likelihood function used to perform the calibration are described in Sec. 4. In Sec. 5 we present and discuss the results of the different calibrations and the suitability of the PSO approach for SAM parameter estimations. In Sec. 6 we show the predictions of the calibrated model for several observational data at different redshifts. Finally, in Sec. 7 we summarise the main results of this work.
THE SIMULATED GALAXY POPULATION
The galaxy populations used in this work were generated using a semi-analytic model of galaxy formation that computes the evolution of the baryonic component taking as input DM halo merger trees extracted from a numerical N-body simulation. In this section we describe this procedure.
N-body simulation
We use a DM-only N-body simulation in the standard ΛCDM scenario, run with GADGET2 (Springel 2005) using 640 3 particles in a cubic box of comoving sidelength L = 150h −1 Mpc. For the cosmological parameters we adopt the values Ω m = 0.28, Ω b = 0.046, Ω Λ = 0.72, h = 0.7, n = 0.96, σ 8 = 0.82, corresponding to the WMAP7 cosmology (Jarosik et al. 2011) . The mass of a dark matter particle is m dm = 1×10 9 h −1 M ⊙ . The initial conditions were generated using GRAFIC2 (Bertschinger 2001) . The simulation was evolved from z = 61.2 to the present epoch, storing 100 outputs equally spaced in log 10 (a) between z = 20 and z = 0 (Benson et al. 2012) .
DM halos were identified in the simulation outputs using a friends-of-friends (FoF) algorithm, and then self-bound substructures (subhalos) are extracted using SUBFIND (Springel et al. 2001) . We considered only (sub)halos with at least 10 particles. The position and velocity of the most-bound particle in each subhalo is stored, as these are used by the SAM to trace the positions and velocities of galaxies within FoF halos, assuming that galaxies trace the DM distribution.
2.2. Semi-analytic model of galaxy formation SAG We use the semi-analytic model SAG based on the Munich semi-analytic model described by Springel et al. (2001) and further modified and developed by Cora (2006) , Lagos et al. (2008) and Tecce et al. (2010) .
Subhalo merger trees are used as inputs for SAG; galaxies are assumed to form in the centre of DM subhalos. A fraction of the hot gas in the halo loses energy via radiative cooling and settles in the centre, forming a gaseous disc with an exponential density profile. Star formation begins when the density of this cold gas disc becomes high enough. The most massive subhalo within a FoF halo hosts the central galaxy, which we call a type 0 galaxy. Cold gas in galaxies of this class can be replenished by infall of cooling gas from the intergalactic medium.
Galaxies in smaller subhalos of the same FoF halo are considered as satellites and labeled as type 1. These satellite subhalos lose mass by the action of tidal forces; if due to this the number of bound particles drops below 10, then it is no longer identified by SUBFIND. However, the galaxy contained within is not assumed to be destroyed, and eventually merges with the central galaxy of its host subhalo after a dynamical friction time-scale. These galaxies are labeled as type 2 satellites.
When a galaxy becomes a satellite of either type, all of its hot gas halo is removed and transferred to the hot gas component of the corresponding type 0 galaxy; consequently, gas cooling is suppressed in all satellites. Only galaxies of type 0 and 1 can continue accreting stars and gas from merging satellites. Mergers and disc instabilities trigger starbursts which contribute to the formation of a bulge component. Star formation is regulated by energetic feedback from supernova (SNe) explosions and active galactic nuclei (AGN). The former induces transfer of gas and metals from the cold to the hot gas phase, while the latter, which are a consequence of the growth of supermassive black holes in galaxy centers, suppress gas cooling in central galaxies. The recycling process as a result of stellar mass loss and SNe explosions contribute to the chemical enrichment of the different baryonic components.
Previous versions of SAG consider the 'retention' scheme for the fate of the mass of cold gas reheated by SNe, that is, the reheated gas is simply transferred to the hot gaseous halo, being available for further gas cooling. In this work, we also consider an alternative treatment of the material expelled from the galactic disc, allowing it to be ejected to an external reservoir and reincorporated later to the hot gas phase; this is known as 'ejection' model.
Some other aspects of SAG have been modified with respect to previous versions of the model. On one hand, we consider the total radiated power per chemical element given by Foster et al. (2012) to estimate the metal-dependent cooling function. On the other, we use the population synthesis models of Bruzual & Charlot (2003) and Bruzual (2007) 9 to determine the photometric properties of galaxies. All magnitudes and colors include the effects of dust extinction following the implementation by De Lucia et al. (2004) .
In the following, we will name the model SAG as SAG Ret when the retention scheme is used, and as SAG Ejec when the ejection model is considered. As any other SAM, these versions of the model have several free parameters that have to be tuned to reproduce observational data both at low and high redshift. These two versions of SAG allow to test the ability of the PSO algorithm presented here to find the best set of parameters when the modellization of a physical process is modified.
2.3. Free parameters of SAG We choose to explore the behaviour of the SAG model when we tune the values of a limited number of free parameters, keeping the rest fixed at a given value. We describe here the rol played by all these free parameters.
The parameters selected for tuning with the calibration method PSO are six for SAG Ret and seven for SAG Ejec, since another parameter is needed to describe the reincorporation of the ejected material. They are (i) α -star formation efficiency. This parameter is involved in the star formation process, which is implemented following Croton et al. (2006) . A galaxy forms stars only when its cold gas exceeds a critical mass
with
where t dyn = V vir /3R disc is the dynamical time of the galaxy, V vir is the circular velocity at the virial radius and R disc the disc scale length calculated as described in Tecce et al. (2010) .
(ii) ǫ -SNe feedback efficiency. This controls the amount of cold gas reheated by the energy generated by SNe. The reheated mass produced by a star forming event which generates a stellar mass ∆M ⋆ is assumed to be
where η = 6.3 × 10 −3 and E = 10 51 erg s −1 are the number of SNe per each solar mass of stars formed, and the energy generated by each supernova, respectively. The value of η is computed assuming a Salpeter initial mass function (IMF) normalised between 0.1 and 100
(iii) f BH -fraction of cold gas accreted onto the central supermassive black hole (SMBH). A SMBH grows via gas flows to the galactic core triggered by the perturbations to the gaseous disc which result from galaxy mergers or disc instabilities. When a merger occurs, central SMBHs are assumed to merge instantaneously. The mass of cold gas accreted by the resulting SMBH is given by
where M cen and M sat are the masses of the merging central and satellite galaxies, and M cold,cen and M cold,sat are their corresponding cold gas masses. In the case of disc instabilities, only the host galaxy is involved.
(iv) κ AGN -efficiency of cold gas accretion onto the SMBH during gas cooling. The cold gas accretion during gas cooling occurs once a static hot gas halo has formed around the central galaxy, and is assumed to be continuous. It is given by
where f hot = M hot /M vir , being M hot and M vir the hot gas and virial masses, respectively 10 .
(v) D pert -factor involved in the distance scale of perturbation to trigger disc instability. A galactic disc that becomes unstable and is also perturbed by a neighbouring galaxy will undergo a starburst. We assume a galaxy to suffer the effects of the interaction when the mean distance between galaxies sharing the same dark matter halo is smaller than D pert times the disc scale length of the unstable galaxy.
(vi) f bin -fraction of binaries originating Type Ia SNe. This sets the fraction of binary systems whose components have masses between 0.8 and 8M ⊙ which are progenitors of Type Ia SNe (SNe Ia), according to the single degenerate model adopted by Greggio & Renzini (1983) to estimate the SNe Ia rate. This type of SNe contributes to the metal enrichment of the cold gas from which different generations of stars form, together with core-collapse SNe (SNe CC) and stellar winds from low and intermediate mass stars. The chemical contamination of the hot gas through SNe feedback also affects the metal-dependent gas cooling rate.
(vii) f reinc -fraction of ejected reheated cold gas that is reincorporated into the hot halo gas. When the ejection scheme is considered, the cold gas reheated by SNe explosions is expelled from the galactic disc and stored in an external reservoir. This material that leaves the halo is reincorporated into the hot halo gas on a 10 We now consider the mass accretion rate to depend on the square of the virial velocity, instead of on the cube of the velocity as in Lagos et al. (2008) . The old prescription caused the SMBHs at the centre of cluster-dominant galaxies to grow unrealistically large, at the expense of the intracluster medium. With this change, the accretion is consistent with a Bondi-type accretion (Bondi 1952 ).
timescale which depends on the virial velocity of the host halo. It is given by
where M ejec is the mass of the reheated cold gas that is ejected, and t dyn,h = R vir /V vir is the dynamical time of the halo. We introduce the factor that involves the virial velocity following Guo et al. (2011) , thus taking into account the fact that the mass ejected by lower mass systems is likely more difficult to be reaccreted since the wind velocities are higher relative to the escape velocity.
Apart from the free parameters just described, there are other potential free parameters of SAG that have been kept fixed. Three of them are related to the mergers of galaxies and the triggering of starbursts. They are f merger -mass ratio that defines a major or minor merger. A merger is a major merger if the two colliding galaxies are characterised by a mass ratio larger than f merger . In this case, the cold gas of the remnant galaxy is consumed in a starburst contributing to the bulge formation. The stars in the discs of the merging galaxies are also rearranged into the bulge.
f disc -fraction of gas in the larger of the galaxies involved in a minor merger that allows a starburst. If the gas mass fraction of the disc of the central galaxy is larger than f disc , there will be a burst of SF that will transform all the available cold gas into stars that are added to the bulge of the remnant galaxy; in a minor merger, only stars in the disc of the satellite are transferred to the bulge.
f burst -minimum mass ratio for the burst in a minor merger to take place. If the mass ratio of the merging galaxies is smaller than this threshold value, then there will not be a starburst.
These free parameters have values motivated by hydrodynamical simulations. We do not find significant differences in the quality of SAG predictions when these parameters are allowed to vary, so we have chosen accepted values in the literature and kept them fixed in f merger = 0.3, f disc = 0.6 and f burst = 0.05 (see, for instance, Lagos et al. 2009 ).
The last potential free parameter is ǫ thresh -disc instability criterion. This parameter determines if the stability to bar formation is lost. This occurs when
where M disc is the mass of the disc (cold gas plus stars), and V disc is the circular velocity of the disc, for which we use the velocity where the rotation curve flattens (velocity calculated at ∼ 3 R disc , Tecce et al. 2010) . The theoretical motivation behind Eq. (7) supports a value close to unity for this free parameter. In our model, we adopt ǫ thresh = 1. If we allowed this parameter to vary, then it would be highly degenerate with the free parameter D pert , which defines the distance to a perturbing galaxy that triggers a starburst for an unstable disc. Thus, the effects of disc instability in the calibration process is regulated by D pert .
THE PARTICLE SWARM OPTIMIZATION METHOD
3.1. The algorithm PSO is a computational technique originally introduced by Kennedy & Eberhart (1995) to optimise multidimensional parameter explorations. If X = {x 1 , x 2 , ..., x D } is a point in R D and F (X) is a fitness (or optimization) function which is a measure of the 'quality' of point X, the PSO algorithm computes F (X) simultaneously at different points in the multidimensional space using a set of 'particles' which share information, thus determining new exploratory positions from both their individual and collective knowledge. This process can be visualised as a swarm of particles exploring iteratively the multidimensional space, exchanging information as they do so. In the following, we introduce some definitions in order to describe the PSO implementation used in this work.
Particles: the 'computational agents' which explore the multidimensional space.
Each particle has an identification number i = 1, ..., N p , where N p is a free parameter of the PSO algorithm. At every step t the particles have a 'position' X i (t) and a 'velocity' V i (t) in the multidimensional space.
Fitness function F (X): a function which evaluates the 'quality' of a point X, that is, the likelihood of the model reproducing a particular constraint using that set of values as input. In this work we simply use a χ 2 statistic (described in more detail in Sec. 4).
Best individual value: if F max i
(t) is the best value of F (X) found by the i-th particle at step t, we label as B i (t) the position (X) of that point in the multidimensional parameter space, so that
Best global value: if we define F max (t) = max{F
..,Np as the best value of F (X) found for all the particles at step t, the position of that point is labelled as G(t) and satisfies
3.1.1. Dynamics
In a new time step, particle positions are updated following
and the velocity is computed according to
(11) The coefficient w is the so-called inertial weight, c 1 and c 2 are the acceleration constants which determine the contribution to the velocity due to individual and collective learning, respectively, and ξ 1 and ξ 2 are random numbers drawn from a uniform distribution between 0 and 1.
The first term on the right hand side of Eq. (11) moves the particle along a straight line, whereas the second and third terms accelerate it toward positions B i (t) and G(t). There are several different implementations of the PSO algorithm for astrophysical problems with different choices for the parameters w, c 1 and c 2 , or even with extra parameters (Skokos et al. 2005; Wang & Mohanty 2010; Rogers & Fiege 2011) . For this work, we choose the set of parameters used by Prasad & Souradeep (2012) , which are the values suggested in the PSO Standard 2006 11 , that is
Adopting different values for these parameters do not change or improve the results of the explorations, as was also noted by Prasad & Souradeep (2012) ; these parameters have impact mainly on convergence times. The standard values adopted allow us to obtain fast and accurate results.
Maximum velocity
In order to avoid particles from reaching arbitrarily high velocities, it is convenient to limit the maximum velocity they can acquire. This is done by keeping their maximum velocity proportional to the search space,
where V max = 0.5(X max − X min ) and [X min , X max ] are the limits of the search space. With this restriction, the maximum 'jump' that a particle can make is equal to half the search space in each dimension.
Initial conditions
Usually the initial positions and velocities of the particles are asigned randomly, according to
where ξ is a uniform random number between 0 and 1. However, in this work we generate the initial positions of the particles using a Maximin Latin Hypercube (MLH) (Stein 1987) . The MLH is an extension of the traditional Latin Hypercube (LH) (McKay et al. 1979 ), a technique that samples a multidimensional space more efficiently than a random distribution. To construct a LH of N p points, the search range of each parameter must be divided into N p equal parts; the points are then randomly selected so that two points do not occupy the same interval for each of the parameters. A MLH run consists in generating thousands of LHs and selecting the one with the greatest distance between any two points. An example for a 2-dimensional parameter space is shown in Fig. 1 . For velocities, we adopt a random distribution as given by Eq. 16. -Examples of a Latin Hypercube (LH) (left) and a Maximin Latin Hypercube (MLH) (right) for a 2D space. The range of each parameter has been divided into Np = 10 equally spaced intervals, and each point has been located so that any column or row does not contain more than one point. Both designs satisfy the LH condition, but the MLH design generates a better, less clustered sampling of the space.
Boundary conditions
We assume reflecting boundary conditions, where the particle reverses the component of its velocity which is perpendicular to the boundary when it tries to cross it, i.e.
and
where x k,i (t), v k,i (t) and x k,max,min are the k-th component of the position, velocity and boundary vectors, respectively, for the i-th particle at timestep t.
Convergence criterion
In all stochastic methods used to explore multidimensional spaces, the convergence to the global maximum is guaranteed only in the asymptotic limit. For that reason, any practical implementation of a stochastic method must include a convergence criterion in order to stop the exploration.
PSO particles explore the multidimensional space by finding different values of G(t) as the number of time steps increases. After a certain number of steps, the value of G(t) becomes stationary and the particles cannot find a best global value that is significantly different to the current one. One can take advantage of this and stop the exploration when the following criterion is satisfied:
where x k,i (t) is the k-th component of the i-th particle at step t, and g k (t) is the k-th component of G(t) at step t.
Estimating errors and degeneracies
The PSO technique is very efficient to find global maxima, but it does not provide a detailed description of the neighbourhood of the best global value which is needed in order to compute errors and degeneracies. For this reason, to estimate errors we follow the approach presented by Prasad & Souradeep (2012) . The procedure involves taking the subset j = 1, ..., M of sampled points around the final best global position which satisfy
where t f is the final step. In this neighbourhood of the best-fitting point, the fitness function can be approximated by
where R is the D×D curvature matrix. The inverse of this matrix is the covariance matrix C, which can be used to estimate the error and degeneracies of the parameters around the best global value (Jungman et al. 1996) . Taking
a D-dimensional paraboloid can be fitted to the ∆ 2 j j=1,...,M
subset to obtain the D(D+1)/2 independent coefficients of the matrix R. The covariance matrix is then computed taking the inverse of the curvature matrix, i.e. C = R −1 . The error σ k of the k-th parameter is computed using the diagonal elements of C,
and the off-diagonal elements are used to approximate the possible degeneracies between parameters.
CONSTRAINTS FOR THE CALIBRATIONS
4.1. Observational data To calibrate SAG using the PSO method, we compare the properties of the simulated galaxies with four observationally-determined statistics. To constrain the model, we focus on the stellar mass content, the star formation rate (SFR), and central SMBH masses of galaxies. For the stellar mass content, we use a z = 0 red band luminosity function (LF). For the SFR, we use star formation histories as traced by SNe rates and UV LFs at different redshifts. For the SMBH masses, we consider the BH mass to bulge mass relation at z = 0. We now describe the data used:
(1) The r-band luminosity function (rLF). We use the data presented by Blanton et al. (2005) from SDSS.
(2) The BH mass to bulge mass relation (BHB). We combine the datasets from Häring & Rix (2004) and Sani et al. (2011) . The data points used are the average of the BH mass computed over several bulge mass bins, with errors estimated as the dispersion around that average. (4) The UV luminosity functions (UVLF). We select the z = 0.5 and z = 1 UV-band luminosity functions by Cucciati et al. (2012) from the VIMOS-VLT Deep Survey (VVDS), and the z = 2 and z = 3 UV LFs by Reddy & Steidel (2009) from the Lyman Break Galaxy Survey. As with the SNe rates, these four luminosity functions are considered as one single constraint.
The use of LFs to constrain parameters of SAMs is standard practice, as they are among the most precise and direct statistics that can be obtained from the galaxy population. Due to the rather small dispersion over almost the entire range of luminosities they cover, and the consistency between different estimations for different bands, LFs are ideal constraints to evaluate the impact of the physical processes included in galaxy formation models. In particular, the faint end of any LF reflects the effect of SNe feedback, whereas their break and bright end are directly associated with the impact of AGN feedback (e.g. Benson et al. 2003; Bower et al. 2006; Lagos et al. 2008) . Additionally, if a prescription for AGN feedback is implemented (as is the case in SAG), the BHB relationship is a necessary constraint that must also be satisfied.
We consider the SNR data to constrain the star formation histories of model galaxies. The evolution with redshift of SNe CC rates in the model is directly related to the star formation rate of galaxies, which results mainly from the interplay between the star formation efficiency and the parameters which regulate SNe and AGN feedback. The values of these parameters are constrained both by the LFs and by the BHB relation. SNe Ia rates are derived from the SNe CC rates via the fraction of binary stars which are the progenitors of SNe Ia, f bin , as mentioned in Sec. 2.2; hence, SNIa rates data can also put constraints on this parameter.
The UV LFs at different redshifts are considered in order to provide a complement to the SN rates as a way to trace the star formation history in the Universe. Both the LFs and the SN rates are subject to the extinction problem: in dusty galaxies at high redshifts, the UV flux and the number of SNe can be underestimated by complete obscuration. To compensate for the missing SNe, a de-biasing factor must be calculated (Kartaltepe et al. 2012) . Although UV light is also affected by dust extinction (Calzetti et al. 2000; Driver et al. 2008) , the uncertainties involved in the measurements of UV luminosities of galaxies at high redshift are smaller.
We do not directly consider the evolution of the star formation rate density (SFRD) as a constraint, mainly for two reasons. First, most observational estimations of the SFRD consist of fitting a Schechter function to an observed UV or Hα LF at high redshift, in order to integrate the total luminosity and then convert this quantity to a SFRD. Here we are directly constraining the UV LFs at various redshifts, which is better than considering an integrated quantity. Secondly, the conversion of the results of the integrated UV (Hα) LFs to SFRDs are strongly dependent on the assumed stellar IMF, since the light in this bandwidths is dominated by the emission of massive stars, whose relative number depends on the stellar IMF, the single stellar population model, the star forma-tion history and dust extintion. Therefore, the derived values for the SFRD include several assumptions which do not allow a clear constraint to our model. However, we present the redshift evolution of the SFRD generated by model galaxies as a prediction of SAG (see Section 6).
Likelihood function
As mentioned in Sec. 3, for a given position X (i.e., a particular parameter set) and a given observational property, the likelihood of the model is computed according to
where N bin is the number of data bins and y sag,i and y obs,i are the i-th values of a given constraint for the SAG model and observations, respectively. The values of σ sag,i and σ obs,i are the errors for the i-th bin for SAG and the observations, where σ sag,i is computed as a Poisson error. The final likelihood assigned to a position X is given by the product of the likelihoods of all N c constraints used in a particular calibration,
It is important to note that when we take the direct sum of the χ 2 for the different constraints to compute the final likelihood, for the sake of simplicity we are not taking into account the correlation between bins and observables, which may be non-negligible.
RESULTS

Properties used as constraints
In order to test the ability of the PSO algorithm to calibrate SAG, we calibrate two different versions of the model, SAG Ret and SAG Ejec, which differ in the recipie for modeling the fate of the reheated cold gas that is expelled from galactic discs as a result of SNe explosions (Section 2.2). This is done using the observational constraints described in Sec. 4.
We use N p = 25 particles to search for the best fit according to the observational constraints in the chosen six-dimensional (for SAG Ret) or seven-dimensional (for SAG Ejec) parameter space. As mentioned in Sec. 3, the number of particles N p is a free parameter of the PSO algorithm and there is no particular criterion to choose a value. In PSO Standar 2006, the suggestion for the number of particles of the swarm is given by N p = 10 + 2 √ D, where D is the dimension of the space. According to this, we obtain N p ∼ 15 for our study. We choose to increase the value to 25 to have a better sampling of the parameter space and ensure that similar results -in terms of the best-fitting value-are obtained when identical calibrations are performed. Fig. 2 shows an example of the evolution of the best global value G(t) (solid lines) of the six free parameters of the model SAG Ret, and the corresponding average value X i (t) i=1,Np (dashed lines) of all PSO particles as 
and Dpert (panel F). The y-axis corresponds to the range explored using the PSO. Panel G shows the relative difference between the average particle parameters and the best global value, which is used as convergence criterion. a function of the step t. A small difference between the global and the average values indicates convergence to the best set of parameters. We define the accuracy of convergence for each parameter in terms of the relative difference between the average parameter of all the particles and the final best-fitting global value G(t). The relative difference among all parameters (black line in panel G of Fig. 2 ) was used as the convergence criterion; the PSO exploration stops when this difference is smaller than 10 −3 percent. Panel G of Fig. 2 shows that the parameters converge in a few hundred steps.
The global best-fitting values found for the two calibrations done, one for each model (SAG Ret and SAG Ejec), are listed in Table 1 together with the search ranges [X min , X max ] and the error estimates obtained according to the method described in Sec. 3.2. The major differences between these two sets are found for the free parameters that regulate the feedback processes, that is, ǫ for SNe feedback, and f BH and κ AGN , for AGN feedback, thus compensating the differences in the modeling of the fate of the reheated cold gas between the two rates as a function of redshift (bottom-left) and the UV LFs at z = 0.5, 1, 2 and 3 (bottom-right). For the BHB relation, the inner and outer contours represent the 0.5 and 0.01 of the normalised density of the total population of galaxies that contain a black hole. calibrated models. The delayed reincorporation to the hot gas phase of the ejected reheated cold gas in model SAG Ejec, regulated by f reinc , modifies the amount of gas that cools through radiative processes and, consequently, changes the availability of cold gas for further star formation as galaxies evolve. Hence, this ejection scheme gives raise to a reduction of ǫ by a factor of 2, and of f BH and κ AGN by factors of the order of ≈ 3 and 6, respectively. The variation of the values of the best-fitting parameters in accordance with the modeling of the particular aspect analysed here supports the good performance of the PSO method applied for the calibration process. Fig. 3 Fig. 4.-2D projections of the multidimensional Gaussian fit described in Sec. 3.2 for the two calibrations performed (red and green contours for models SAG Ret and SAG Ejec, respectively). The concentric contours correspond to the 0.01 and 0.5 levels of the normalised Gaussian. These projections allow us to infer the degeneracies present between different free parameters.
shows the results given by the calibrated models SAG Ret and SAG Ejec for the statistics involved in the calibration process compared with the corresponding observational data. As expected, all these observational constraints (rLF, BHB relation, redshift evolution of SNe rates and UV LFs at several redshifts) are well reproduced by both calibrated models. The action of the ejection scheme in SAG Ejec is complemented by the the reduction of ǫ, f BH and κ AGN in such a way that mild changes are appreciated in all statistics shown, being the BHB relation the one that is more affected. However, taking into consideration the high amount of scatter present in the observational data, both calibrations can be said to reproduce satisfactorily the observed BHB relation. As can be seen in Table 1 , the two parameters which regulate BH growth, f BH and κ AGN , present not only significant changes in their values for the two different calibrations but also evidence that these changes are correlated (see Fig. 4 ), revealing a coupling between these two parameters. This is due both to the AGN modeling adopted in SAG and to the lack of more accurate observational data.
Regarding the r-band LF (top-left panel of Fig. 3 ), model SAG Ejec shows a slightly smaller number of galaxies in the faint end, and presents a larger excess in the most luminous range (M r < −22) than model SAG Ret. This latter behaviour is consistent with the differences between the BHB relations obtained from these calibrated models (top-right panel of Fig. 3) , where the masses of the BH for a given bulge mass in model SAG Ejec are smaller than in model SAG Ret, giving a general trend in much better agreement with the observed one. In any case, it seems that AGN feedback is not enough to reproduce this feature of the LF. A suppression of starbursts in bright galaxy mergers could help to improve this aspect, as suggested by Croton et al. (2006) . This effect could be naturally achieved if we consider that starbursts occur only when the remnant galaxy left after a merger suffers a disc instability, as proposed by Padilla et al. (2013) .
The galaxy excess in the bright end of r-band LFs that emerges from the model is also present in the UV LFs at high redshifts (bottom righ panel of Fig. 3) , with model SAG Ejec giving a higher number of galaxies than SAG Ret, although the differences are much smaller than at z = 0. In general, UV LFs from both SAG Ret and SAG Ejec show a very good agreement with observational data for all redshifts considered. To compute the UVLF for galaxies in SAG model we use the flux at 1500Å. We also use the 2500Å fluxes to estimate the UV LFs from the model, without finding any significant differences with the previous choice of wavelength.
The changes in the evolution of SFR in model SAG Ejec are also evident in the evolution of SNe CC rates, where a larger number of SNe CC are obtained at all redshifts (bottom left panel of Fig. 3) . The lower value of f bin obtained for this model gives an evolution of the SNe Ia rate quite similar to that obtained from model SAG Ret, with a slightly increasing trend with respect to the latter for z > 1, reflecting the change in the slope of the evolutionary trend of SNe CC. The smaller errors of observationally-derived SNe rates at z ≤ 0.3 for both types of SNe have a strong effect in restricting the value of f bin , thus setting the evolutionary trend of SNe Ia rates in the model at higher redshifts. Both SNe Ia an CC rates at z > 0.5 are systematically lower than observed ones but still in agreement with them, when one takes into account the high dispersion in the data. As in the case of the BHB, the large scatter present in the observational data implies that even when systematic shifts are present, different calibrations can provide good agreement with the existing data.
The comparison of the effects of the retention model with other ejection schemes were already discussed by De Lucia et al. (2004) . Their results show that most observations at z = 0 do not strongly distinguish between different schemes used for the treatment of the reheated cold gas by SNe explosions, as can be also appreciated here from the r-band LF and BHB relation. However, they demonstrate that the observed dependence of the baryon fraction on halo virial mass constitutes a good constraint to the fate of reheated cold gas, supporting an ejection scheme in which galaxies eject material as long as they reside in halos with virial velocity below some critical threshold, and is reincorporated in a timescale comparable to the age of the Universe. The mass reincorporated in the ejection scheme of our model SAG Ejec includes a dependence on the virial velocity as in Guo et al. (2011) (see eq. 6). A recent work of Henriques et al. (2013) has found that observational constraints at both z = 0 and high redshift can be simultaneously reproduced if reincorporation timescales vary inversely with halo mass, producing a significant improvement in many aspects with respect to results of the previous modelling by Guo et al. (2011) . Thus, the model presented by Henriques et al. (2013) generates a population of present-day dwarf galaxies that are younger, bluer and more strongly star-forming than before, also being weakly clustered on small scales. This is a consequence of the reduction of the SFR at early times in low mass halos as a result of the modification introduced in the reincorporation timescale. This timescale is further modified in the SAM used by Mitchell et al. (2014) where an additional ad hoc redshift dependence is implemented in order to lengthen the reincorporation timescale, thus favouring a peak of activity at intermediate times. This shift in the galaxy SFR allows to obtain a shape of the stellar mass assembly history and an evolution in the average specific star formation rates of star forming galaxies with 9.5 < log 10 (M ⋆ /M ⊙ ) < 10.0 in better consistency with the currently available data.
Clearly, the works by Henriques et al. (2013) and Mitchell et al. (2014) indicate that the action of ejectionreincorporation should have a dependency with halo virial mass and time that is not taken into account in our model SAG Ejec. However, we do not explore here the impact on galaxy properties of different modelings of the fate of reheated gas by SNe feedback, but rather evaluate the capability of the PSO techique to find a set of best-fitting parameters when some aspect of a SAM is changed. Thus, for the purpose of this work, we keep the recipe proposed by Guo et al. (2011) for modelling the amount of reheated gas that is reincorporated after ejection.
The parameter space
As mentioned in Sec. 3.2, the PSO algorithm is extremely efficient at finding the global maximum of a multidimensional space, but at the expense of not providing a detailed description of the neighbourhood of this global maximum. However, the fitting procedure presented in Sec. 3.2 allows us to obtain an estimation of the parameter degeneracies.
In Fig. 4 we show the 2D projections of the multidimensional Gaussian fit applied in the neighbourhood of the best-fitting parameters found for each calibration. The two concentric contours represent the 0.01 and 0.5 levels of the normalised Gaussian (see Eq. 23). Of free parameters explored in this work (six por SAG Ret and seven for SAG jec), α, ǫ and D pert present a well constrained behaviour in both models, showing no correlations between them. As has been already noted from the analysis of the values of the best-fitting parameters presented in Table 1 , ǫ, f BH and κ AGN are smaller for calibrated model SAG Ejec. The parameter associated with the disc instability, D pert , is larger in model SAG Ejec, with similar dispersions in both models. On the other hand, the restriction to the value of f bin depends on the modeling adopted for the fate of reheated cold gas, being better constrained in model SAG Ret. As was also mentioned earlier, the parameters related to the BH growth, f BH and κ AGN , evidence some degeneracy between them and a higher dispersion in the values found for both calibrations. Each of these parameters are also degenerate with respect to D pert ; when the latter increases allows for a larger number of disc instability events that trigger starbursts and contribute to the BH growth, so that the parameters that regulate the efficiency of this process are reduced accordingly. The constraints BHB and SNR are those with the largest observational dispersions, and therefore the parameters which are directly related to them are those which turn out to be less restricted and more degenerate. Finally, the value of f reinc , involved in the ejection scheme of model SAG Ejec, presents large dispersions but does not show degeneracies with other parameters, except with f bin .
It seems important to emphasise that the errors and degeneracies presented here must be interpreted just as an indication of the true ones. If an exhaustive exploration of the parameter space is needed, the PSO method must be used only to locate the region of the global maximum, and the complementary exploration should be done using other additional exploration tools, such as a localised MCMC, for instance.
PREDICTIONS FOR GALAXY PROPERTIES
In the previous section we have analysed the ability of the model to reproduce a given set of galaxy properties used as constraints to the calibrations performed. We now consider the predictions of these calibrations for a set of observations at different redshifts that have not been used to restrict the parameter space of the model.
In Fig. 5 we show the predictions of the model for the K-band (left) and B-band (right) LFs for 0 ≤ z ≤ 3, as indicated on each panel. For the K-band we compare the model with the data of of Cole et al. (2001) from 2dFGRS, Kochanek et al. (2001) We find a generally good agreement of the model with the data at all redshifts, with the main discrepancy being the excess of galaxies in the faint end. At z = 0, the faint end of the K-band LFs (M K − 5 log 10 h > −21) has a steep slope which is consistent with the trend seen in the data from Kochanek et al. (2001) ; however, when compared with other observational data, there seems to be an excess of model galaxies in this magnitude range. At higher redshifts, this excess is observed for galaxies with M K > −25. This shows that the overestimation of the K-band LF at z = 0 is a consequence of a possible shortcoming in the model, mainly related to the star formation and SNe feedback formulation. However, models with different treatment of the fate of reheated cold gas lead to very similar results. This may also be pointing to the fact that this version of SAG produces an excess of low-mass red galaxies, a common problem in those SAMs which consider instantaneous stripping of the hot gas halos of satellites (Kimm et al. 2009 ). It is important to note that this problem can not be solved by only tunning the free parameters of the model; ram pressure and tidal stripping are relevant processes that have to be taken into account to solve this discrepancy (Tecce et al. 2014, in preparation) . The predicted B-band LFs show a better behaviour for both SAG Ret and SAG Ejec, with a very good agreement for z = 0, 1 and 2, and a lack of galaxies with M B < −21 for z = 3, consistent with the results of Henriques et al. (2013) , even when they consider the high redshift K-and B-band LFs as constraints in their calibrations done by using MCMC. The z = 0 Kband and B-band LFs for both models present the same behaviour in their bright ends as r-band LFs (see top left panel of Fig. 3) .
In Fig. 6 , we present the predictions of the model for the evolution of the SFRD obtained from the two calibrations. This predictions are compared to the data compiled by Hopkins & Beacom (2006) (asterisks) and Behroozi et al. (2013) (squares) . The model star formation rate densities are divided by 1.515 to convert them to the Chabrier IMF adopted in the observational works. As for other galaxy properties, the free parameters obtained from the two different calibrations make very similar model SFRs. Model SAG Ejec gives higher values of SFR at all redshifts, as was already inferred from the behaviour of the evolution of the SNe CC (bottom left panel of Fig. 3 ), which is a consequence of the SFRD evolution. The general behaviour of the evolution of the SFRD obtained from both calibrated models is characterised by a good agreement with observational data both at low (z < 0.5) and high (z > 3) redshifts, being in marginal accordance with values in the intermediate redshift range. This translates into a weaker evolution at lower redshifts than suggested by observed data. Although the AGN feedback contributes to improve this evolutionary trend , it is clear that modifications in the modelling of several physical processes are needed. The change in the modellization of the circulation among different baryonic components of the cold gas reheated by SNe feedback, as given by the ejection scheme of SAG Ejec only introduces a shift in the dependence of the SFRD with redshift to higher values without affecting the shape of this evolutionary trend. Further modifications should be introduced in the reincorporation timescale to achieve such a change of shape (Henriques et al. 2013; Mitchell et al. 2014 ). Higher SF activity may take place when gaseous disc accrete material with missaligned angular momenta, becoming denser and satisfying more easily the condition for quiescent SF (see eq. 2), as demostrated by Padilla et al. (2013) . Although this mechanism helps to increase the SFR, it does not improve the slope of the decrement of the SFRD at low redshift. This feature is not only inherent to our modelling, since such a trend has also been obtained from self-consistent cosmological hydrodynamical simulations (Puchwein & Springel 2013) .
We also analyse the autocorrelation function of SAG Ret and SAG Ejec galaxies, since these correlations can be useful to link the spatial distribution of objects of different luminosity thresholds. We consider simulated galaxies brighter than M r < −18.5 in our analysis to minimise resolution effects which result in incompleteness in the faint end of the LF. In Fig. 7 we show the resulting autocorrelation function for the two calibrated models, compared with the observational results from SDSS obtained by Zehavi et al. (2011) . The figure shows that the correlation functions of SAG Ret and SAG Ejec galaxies are essentially indistinguishable, and in comfortable agreement with observational data. Despite the fact that type 2 galaxy orbits in our SAM model are not followed in detail, the statistics of their spatial distribution does resemble that of observed galaxies of a similar luminosity threshold; only in the inner regions of the 1-halo term, r < 1 h −1 Mpc, the model correlation function drops below the observational estimate due to these galaxies.
As discussed previously, four of the free parameters of the calibrated model SAG Ejec present significant differences with respect to those corresponding to model SAG Ret. Two of them, f BH and κ AGN , are related with the BH growth, and a third one, D pert , is involved in the condition that triggers disc instabilities and affects both the galactic bulge and BH formation. The effects of the variation of these parameters are appreciated in the BHB relation obtained for the two calibrated models (top right panel of Fig. 3 ). Since this relation is used as a constraint of the calibration process, we find that both models reproduce the observational trend despite the differences between their respective BHB relations. A prediction of the model also related with the bulge and BH formation are the distributions of the fractions of different morphological types with stellar mass. The morphological classification of galaxies generated by the model is based on the ratio between bulge and total r-band luminosity, B/T. Elliptical galaxies are those characterized by a ratio B/T > 0.8. The formation of elliptical galaxies is directly connected with bulge formation, which in SAG takes place through starbursts triggered not only by global disk instabilities but also by minor and major galactic mergers. Bulgeless galaxies are classified as irregulars. Fig. 8 shows the predictions of both SAG Ret and SAG Ejec for the fractions of different morphological types as a function of stellar mass, compared with the observational data from Conselice (2006) . The distribution of irregular galaxies is not significantly affected by the change in the modeling of the fate of reheated cold gas. On the contrary, the ejection scheme allows to achieve a better agreement with the observed fractions of elliptical and spiral galaxies, once the best-fitting parameters are found for model SAG Ejec. This is consistent with the better agreement with the observed BHB relation provided by this model.
CONCLUSIONS
Semi-analytic models of galaxy formation are characterised by a set of free parameters that regulate the effect of the physical processes involved in shaping the properties of the galaxy population. We have shown that the PSO technique can be successfully employed to find the best-fitting set of parameters for a SAM. This method converges in a few hundred steps, 1 or 2 orders of magnitude faster than using the traditional MCMC methods (Prasad & Souradeep 2012) . In this work, we apply the PSO technique to the SAG galaxy formation model (Cora 2006; Lagos et al. 2008; Tecce et al. 2010) , but this method could be applied to any other SAM.
We test the PSO algorithm on SAG by performing two calibrations using different versions of the model and the same set of observational constraints to restrict the values of the free parameters. These constraints include datasets at z = 0 (r-band LF, the BHB relation) and also galaxy properties in the redshift range 0 ≤ z ≤ 3 (redshift evolution of SNe rates and UV LFs). The two versions of the model considered, SAG Ret and SAG Ejec, present differences in the treatment of the fate of reheated cold gas by SNe feedback; the retention scheme is used for the former, and an ejection scheme is adopted for the latter which calls for the inclusion of an additional free parameter.
The main result that emerges from the application of this calibration method is that several free parameters change between the two calibrations performed according to the different treatment of a given physical process, giving strong support to the PSO method applied. Galaxy properties that have been used as constraints for a given calibration are very similar in both models. This is also the case for other properties which are predictions of the model, not involved in the calibration process, such as the K-band LFs and B-band LFs at different redshifts, and the the auto-correlation function.
The values of the parameters combine in such a way that model results are generally in good agreement with observations, especially when one takes into account the large uncertainties in some observational datasets. The differences found between the results of the two calibrated models for the BHB relation (used as constraint), the SFR and the morphological fractions, and the fact that SAG Ejec gives better agreement with the corresponding observed data give confidence that the results found from the calibrations depend on the physical processes included in the model, and are reliable enough to highlight which of the them may be inadequately modelled, guiding us in the improvement of the implementation of different physical aspects. Despite the presumed large number of free parameters in SAMs, here we show that it is not possible to arbitrarily vary them to accommodate the model to reproduce any set of observations. Additional physical ingredients are thus the only effective path to improve the agreement with observational constraints. An optimal calibration scheme like the one presented here can thus discriminate between new physical ingredients that simply modify the best parameter values and those that effectively introduce a new behavior in the model in an unequivocally fashion.
We notice that the excess of low-luminosity galaxies seen in the model K-band LF, both at z = 0 and at high redshifts, cannot be solved simply by adjusting the chosen parameter set. This indicates that the modelling of SNe feedback or dust extinction are likely oversimplified, or that additional physical processes affecting such galaxies are missing. In a similar fashion, we stress the low values of the model correlation function (at z = 0) and star formation rate at high redshift compared to the observations. These facts and the agreement in the content of galaxy morphologies, can guide future works into better and more detailed physical prescriptions needed to improve the predictions of the model (Padilla et al. 2013; Gargiulo et al. 2014; Tecce et al. 2014, in preparation) .
It should be noted that in this work we have only explored parameters related to the baryonic physics, assuming a fixed cosmological background. However, this SAM calibration will very likely change if the cosmological parameters (i.e. Ω m , Ω b , σ 8 , etc.) are modified. Recently, useful techniques to scale the cosmology of (sub)halo catalogues extracted from N-body simulations were introduced, such as Angulo & White (2010) , Ruiz et al. (2011) and Mead & Peacock (2013) . Using these techniques, the parameter space of SAMs can be further extended in order to include both baryonic and cosmological parameters. As the parameter space of galaxy formation models grows, it becomes even more complicated to calibrate such models by hand; therefore, calibration methods such as the one introduced in this paper become a necessity. In further works we will explore such extended parameter spaces with the new capabilities provided by the efficient PSO method.
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