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Abstract 
A growing body of research is beginning to explore the information-seeking behavior of Web 
users. The vast majority of these studies have concentrated on the area of textual 
information retrieval (IR). Little research has examined how people search for non-textual 
information on the Internet, and few large-scale studies has investigated visual information-
seeking behavior with general-purpose Web search engines. This study examined visual 
information needs as expressed in users’ Web image queries. The data set examined 
consisted of 1,025,908 sequential queries from 211,058 users of Excite, a major Internet 
search service. Twenty-eight terms were used to identify queries for both still and moving 
images, resulting in a subset of 33,149 image queries by 9855 users. We provide data on: 
(1) image queries – the number of queries and the number of search terms per user, (2) 
image search sessions – the number of queries per user, modifications made to subsequent 
queries in a session, and (3) image terms – their rank/frequency distribution and the most 
highly used search terms. On average, there were 3.36 image queries per user containing an 
average of 3.74 terms per query. Image queries contained a large number of unique terms. 
The most frequently occurring image related terms appeared less than 10% of the time, with 
most terms occurring only once. We contrast this to earlier work by P.G.B. Enser, Journal of 
Documentation 51 (2) (1995) 126–170, who examined written queries for pictorial information 
in a non-digital environment. Implications for the development of models for visual 
information retrieval, and for the design of Web search engines are discussed.  
 
1. Introduction 
The Web is a complex and unique source of multimedia information. Digitized text, audio, 
images and video link to each other on the Web of information bearing objects. In this paper, 
we focus on users' searching for images. It is estimated that there are 180 million images on 
the publicly indexable Web and a total amount of image data of about 3 Tb (Lawrence & 
Giles, 1999). Over one million digital images are being added to the Web every day (Jain, 
1993). The need to find an image from within a specific digital collection on the Web is 
important to many user groups, including journalists, engineers, historians, designers, 
teachers, artists, and advertising agencies. Image needs and uses across these groups of 
users may vary considerably however. Users may need access to images based on such 
primitive features such as color, texture or shape, or access to images based on abstract 
concepts and symbolic imagery (Fidel, 1997). The technology to access images is also 
changing rapidly and currently surpasses our understanding of how users interact with visual 
information.  
As more and more people and organizations load images onto the Web, the searching and 
retrieval of images has become a major challenge for researchers and users alike. How 
users search for multimedia, and specifically image content materials on the Web, and the 
design of more effective Web image retrieval systems, is a growing area of research. Few 
previous studies of information seeking on the Web have specifically examined textual 
queries by users seeking image information.  
 
2. Related research 
2.1. The current state of text-based image retrieval 
Most existing information retrieval (IR) systems are text-based, but the problem remains that 
images frequently have little or no accompanying textual information. Historically, the solution 
has been to develop text-based ontologies and classification schemes for image description. 
Text-based indexing has much strength, including the ability to represent both specific and 
general instantiations of an object at varying levels of complexity. Textual metadata can 
provide information not available from the image, e.g., names of people shown in the picture, 
or geographical location of the shot. Text-based image retrieval literature is reviewed by 
Rasmussen; Lancaster, 1998; Lunin and Cawkell, 1993.  
Long before images could be digitized, access to image collections was provided by 
librarians, curators, and archivists via text descriptors or classification codes. These indexing 
schemes were often developed in-house and reflect the unique characteristics of a particular 
collection or clientele. This is still common practice. Recent advances include research by 
Zheng (1999), and Goodrum and Martin (1999), who reported the hybridization of multiple 
schemes for classifying collections of historic costume collections. Hourihane (1989) and 
Jorgensen (1995) also review a number of unique systems for image classification. However, 
little research has examined the relative effectiveness of these various approaches to image 
indexing in electronic environments.  
Attempts to provide general systems for image indexing include Getty's art and architecture 
thesaurus (http://shiva.pub.getty.edu/aat_browser/) that consists of over 120,000 terms for 
the description of art, art history, architecture, and other cultural objects, and the library of 
congress thesaurus of graphic materials (http://lcweb.loc.gov/rr/print/tgm1/). The art and 
architecture thesaurus provides access to 33 hierarchical categories of image description 
using seven broad facets (associated concepts, physical attributes, styles and periods, 
agents, activities, materials, and objects). The approach in many collections, particularly 
general library environments, has been to apply an existing classification system like the 
Dewey decimal classification system to image description using the library of congress 
thesaurus of graphic materials.  
However, assignment of terms to describe images is not solved entirely by the use of 
controlled vocabularies or classification schemes. The textual representation of images is 
problematic because images convey information relating to what is actually depicted in the 
image as well as what the image is about. Shatford (1986) discusses this issue within a 
framework based on Panofsky’s (1967) approach to analyzing levels of meaning in images. 
For example, an image may be of a cathedral, but be about the power of the church. 
Shatford-Layne (1994) extended this discussion by proposing a theoretical model for 
analyzing the subject of an image and suggests that it may be necessary to determine which 
attributes will result in useful groupings of images and which attributes should be left to the 
user to identify. Turner and Turner also conducted research determining the subject content 
of both still and moving images within this framework with the aim of discovering appropriate 
ways to index moving images.  
 
2.2. Metadata 
An area of image retrieval research for which very little has been published is retrieval by 
associated metadata. Metadata includes attributes such as image creator, image format, 
date of creation, and simple object descriptions taken from titles or captions. The Dublin core 
metadata set, has been adopted for the description of Web documents. Similarly, the World 
Wide Web Consortium (W3C) is developing a resource description framework (RDF) to 
provide a shell for expressing a very large number of metadata types such as textual 
descriptions of the resource and color histogram or other numeric representations of image 
content. However, a recent study by Lawrence and Giles (1999) shows that the use of Web 
metadata tags is still not widespread.  
Unfortunately, human assignment of textual attributes is both time-consuming and costly. 
Human indexing also suffers from low term agreement across indexers (Markey, 1984), and 
between indexers and user queries (Enser and McGregor, 1993 and Seloff). Automatic 
assignment of textual attributes has been conducted using captions from still images, 
transcripts, closed captioning, and verbal description for the blind accompanying videos 
(Turner, 1999). While these approaches greatly reduce the labor involved in manual 
assignment of keywords, many images are without accompanying text. Furthermore, users' 
image needs may occur at a primitive level that taps directly into the visual attributes of an 
image. These attributes may best be represented by image exemplars and retrieved by 
systems performing pattern matches based on color, texture, shape, and other visual 
features.  
 
2.3. Content-based image retrieval 
Problems with text-based access to images have prompted increasing interest in the 
development of image-based solutions. This is most often referred to as content-based 
image retrieval (CBIR). CBIR relies on the characterization of primitive features such as 
color, shape, and texture that are automatically extracted from the images themselves. 
Commercial CBIR systems in use include IBM’s query by image content (QBIC) described 
first by Flickner et al. (1995), Virage's VIR image engine ( Bach et al., 1996), and Excalibur's 
image retrieval ware. On the Web, CBIR image retrieval systems include WebSEEK (Smith & 
Chang, 1997), Informedia, and Photobook among others. The search services Altavista and 
Yahoo! also provide image search using CBIR.  
Queries to CBIR systems are most often expressed as visual exemplars of the type of image 
or image attribute being sought. For example, users may submit a sketch, click on a texture 
palette, or select a shape. The system then identifies those stored images with a high degree 
of similarity to the requested feature. Idris and Panchanathan (1997) discuss in detail the 
various technologies for image indexing and retrieval based on shape, color, texture, and 
spatial location. They also examine issues related to the retrieval of moving images, 
including shot detection and video segmentation. Aigrain, Zhang and Petkovic (1996) provide 
an overview of approaches to image similarity matching for database retrieval and discuss 
the difficulty of expressing high-level image needs to low-level image features.  
 
2.3.1. Color 
Retrieving images based on color similarity is achieved by computing a color histogram for 
each image that identifies the proportion of pixels within an image holding specific values 
(that humans express as colors). Current research is attempting to segment color proportion 
by region and by spatial relationship among several color regions (Stricker and Orengo, 1995 
and Carson et al., 1997).  
 
2.3.2. Texture 
Texture is a difficult concept to represent. The identification of specific textures in an image is 
achieved primarily by modeling texture as a two-dimensional gray level variation. The relative 
brightness of pairs of pixels is computed such that degree of contrast, regularity, coarseness 
and directionality may be estimated (Tamura, Mori & Yamawaki, 1978). However, the 
problem is in identifying patterns of co-pixel variation and associating them with particular 
classes of textures such as “silky”, or “rough”. Ma and Manjanath (1998) extended work in 
this area through the development of a texture thesaurus that matches texture regions in 
images to words representing texture attributes.  
 
2.3.3. Shape 
Queries for shapes are generally achieved by selecting an example image provided by the 
system or by having the user sketch a shape. The primary mechanisms used for shape 
retrieval include identification of features such as lines, boundaries, aspect ratio, and 
circularity, and by identifying areas of change or stability via region growing and edge 
detection. Of particular concern is the problem of dealing with images having overlapping or 
touching shapes.  
 
2.4. User interaction with images 
Users seeking images come from variety of domains, including law enforcement, journalism, 
education, entertainment, medicine, architecture, engineering, publishing, advertising, and 
art. Most of the published research in this area focuses on specific collections, or specific 
groups of users. For example, Goodrum (1998) explored users’ perceptions of surrogates for 
environmental videos, Ornager (1997) examined the use of newspaper image archives, 
Keister (1994) analyzed queries submitted to the image archive at the national library of 
medicine, and Markey (1988) and Hastings (1995) explored the use of images by art 
historians.  
Much of the research in visual information seeking behavior and use has been conducted in 
non-digitized collections with written or verbal queries. The seminal work by Enser (1995) 
analyzed nearly 3000 written requests from 1000 request forms at the Hulton Deutsch 
archive. Queries for visual materials exhibited a greater level of specificity than requests for 
textual materials, and the majority of requests were for specific instances of a generic 
category (“London Bridge” rather than the generic “Bridges”). Armitage and Enser (1997) 
extended this research by categorizing requests across seven picture archives that resulted 
in a framework for queries with four main categories (who, what, when, where) and three 
levels of abstraction (specific, generic, abstract). Similarly, Keister’s (1994) analysis of query 
logs at the National library of medicine showed that most queries were structured using both 
abstract concepts as well as concrete image elements. She concluded that the aesthetic and 
emotional needs of the user are highly subjective and do not lend themselves to indexing. In 
contrast, Jorgensen's (1999) research has focused on how to provide access to the emotive 
content of images.  
However, research examining users’ interactions with electronic image retrieval systems is 
still quite sparse. Most of the research has examined written queries for pictorial information 
in a non-digital environment. We now turn our attention to the Web image retrieval research 
that forms the focus of the remainder of this paper.  
2.5. Web image retrieval 
Most of the major search sites have some provision for searching for images. For example, 
at the time of writing this paper, Altavista (www.altavista.com) lets users preface a query with 
the image operator image: and Hotbot (www.hotbot.com) provides check boxes to limit a 
search to certain media types. In general, search engines that provide image search tools 
find images by searching for image file extensions and matching the image's file name to 
terms in the query. Some search engines may also retrieve web pages containing an image 
file name not matching the query terms, but containing query terms in the title, the URL, or 
elsewhere in the page. These pages will generally be ranked lower in the retrieval list.  
The disadvantage of this approach is that it places more of the contextual knowledge burden 
on the searchers, who may not be familiar with image formats and file extensions. Further, 
cognitive processing is required on the part of users to translate the visual need into a textual 
query. This creates what some authors refer to as a lack of representational congruity 
(Goodrum, in review), or as a semantic gap (Gudivada & Raghavan, 1995). This problem is 
exacerbated by the presentation of retrieved items as text-only lists rather than as thumbnail 
images, or video key frames.  
 
2.5.1. Web image search services and directories 
There are also specialized image search engines and image directories within some of the 
major search services. Of these, one is worth special note. Webseek allows users to search 
by term or select from general categories of images (both still and moving). Unlike standard 
text-based search engines, Webseek returns thumbnail images for users to view. The 
system also provides tools for content-based searching for images and videos using color 
histograms generated from the visual scenes.  
When the data for this project was collected, Excite did not provide an explicit mechanism for 
locating images. Users looking for images specified this by creating their own image request 
terms to the query. For example, a user searching for images of bears might input “bear gifs”, 
or “photos of bears”. Image request terms are words that may indicate image files or content. 
For example, the file extensions: .jpg, .tif, .avi or the terms: images, photographs, clips, or 
pics. This approach is problematic for users not familiar with image file extensions. It can 
also be troublesome for users who do not know if their image query terms are used 
anywhere in the documents they hope to find.  
2.5.2. Web image queries 
Textual terms are the basic building blocks of IR queries. Queries are the primary means by 
which users’ information needs are expressed to an IR system. Terms and queries are 
important variables in the exploration of information-seeking behavior in electronic 
environments. Query analysis has also formed the basis for the examination of VIR. Most 
studies of this nature focus on image seeking and use in indexed image collections (Enser; 
Goodrum and Kim, 1998; Hastings, 1995; Turner and OConnor). These studies indicate that 
the number of terms by a single user searching for an image may be low, but the pool of 
terms employed across all users searching for images is quite large.  
This contrasts to the mean number of terms used to find textual documents in structured 
databases (Spink & Saracevic, 1997.) These textual studies identified a mean of 7–15 terms 
per query. Jansen, Spink and Saracevic (Jansen et al., 1998; Jansen et al., 1999 and 
Jansen) found that IR queries on the Web averaged only 2.35 search terms. As discussed in 
this paper, this closely approximates the mean number of search terms employed by users 
searching for images on the Web. Limited studies have examined users’ behavior when 
seeking images from the Web. This is an important area of research for the development of 
models of image information seeking and more effective Web-based image retrieval tools.  
This paper reports selected results from a major and ongoing study of searching behavior by 
Excite users (Jansen et al., 1998; Jansen et al., 1999 and Jansen). We examined a subset of 
transaction logs of searches conducted by users on Excite, a major Web search service. The 
objectives of the study include the analysis of (1) image queries, (2) image search sessions, 
and (3) image terms and term distribution.  
 
3. Research design 
3.1. Background on Excite data 
Founded in 1994, Excite is a major Internet media public company that offers free Web 
searching and a variety of other services. The company and its services are described in 
more detail at its Web site (http://www.excite.com). Excite searches are based on the exact 
terms that a user enters in the query, however, capitalization is disregarded, with the 
exception of logical commands AND, OR, and AND NOT with no stemming. An online 
thesaurus and concept linking method called intelligent concept extraction (ICE) is used to 
find related terms in addition to terms entered. Search results are ranked by relevance.  
3.2. Data collection 
The data set consisted of 1,025,908 user queries. Each transaction record contained three 
fields that allowed us to recreate the chronological series of actions during each user 
session:  
• Time of day: measured in hours, minutes, and seconds from midnight of 9 March 1997. 
• User identification: an anonymous user code assigned by the Excite server. 
• Query terms: exactly as entered by the given user. 
We define sessions, queries, and terms in the following way:  
• Session: the entire series of queries by a user over a number of minutes or hours. A 
session could be as short as one query or contain many queries. 
• Query: one or more search terms, and possibly including logical operators and modifiers. 
• Term: any unbroken string of characters (i.e., a series of characters containing no spaces). 
The characters in terms include letters, numbers, and symbols. Terms can be words, 
abbreviations, numbers, symbols, URLs, or any combination thereof. We counted logical 
operators in capitals as terms. However, in a separate analysis we isolated them as 
commands, not terms. 
In large part, the data was taken as is, i.e., we did not ‘clean’ the data in any way – these 
queries represent real searches by real users. The only normalization we undertook in one of 
the counts (unique terms – not case sensitive) was to disregard capitalization, because 
Excite disregards it as well (i.e., TOPIC, topic and Topic retrieve the same answers). Excite 
does not offer automatic stemming, thus topic and topics count as two unique terms, and ‘?’ 
or ‘*’ as stemming commands at the end of terms are not recognized by Excite and are 
counted as separate terms.  
 
3.3. Image query parsing 
Parsing the original 1,025,908 query data set for 28 terms, identified image queries. These 
terms represent a combination of common image file extensions and ordinary image terms. 
The selected terms included both singular and plural forms, as Excite does not automatically 
truncate. No claim is made, however, that these terms comprise a comprehensive set of all 
possible image terms used. These terms are presented in alphabetical order in Table 1.  
 
 
 
 
 
 
 
 
Table 1. Image request terms 
Analysis of queries, sessions, and terms was conducted on the subset of queries containing 
at least one of these terms. Section 4 of the paper discusses the results of this analysis.  
 
4. Results 
Some general statistics about the data corpus are presented in Table 2.  
Table 2. Number of queries, users and terms for the original and image data corpus  
 
Although image queries constitute a relatively small percentage of queries overall, it must be 
noted that nearly 10,000 users with over 33,000 requests for image information represents a 
considerable volume of activity. It should also be noted that the lack of explicit mechanisms 
for image searching by Excite at the time of the study might account for a lower percentage 
of image queries compared to other search engines.  
4.1. Image terms 
All queries had to contain at least one image request term in order to be included in this 
study. Some users, however, input more than one image request term. Table 3 shows the 
number of image terms used and their frequency in the data set.  
Table 3. Image request terms and their frequency 
 
There was 35,558 occurrences of image terms in the data. The most frequently occurring 
image term appears in less than 10% of all queries. Common terms for images such as 
pictures and movies, occur with greater frequency than file extensions.  
 
4.2. Types of queries 
Image filenames are often ambiguous and it can be difficult to represent image content 
semantically for a heterogeneous user population. Little is known about image query 
modification and iterative query behavior. We therefore examined sequential queries to learn 
if users modified their terms after an initial query. In Table 4 unique queries represent the 
first-image query made by a user in a search. Modified queries are the subsequent queries 
by the same user that were modified by the addition and/or subtraction of terms.  
 
Table 4. Types of image queries  
Since this data set was parsed out of the larger data set by the appearance of image request 
terms, subsequent queries by the same user not containing image terms do not appear. In 
contrast to the Web searching studies by Jansen et al., 1998; Jansen et al., 1999 and 
Jansen, modification of image queries is high. Since we do not have users’ relevance data, 
we cannot tell if query modification is a form of query reformulation, or reflects separate 
image information needs expressed sequentially by the same user. The high degree of query 
modification may represent a lack of retrieval precision for image queries, but it is impossible 
to do this without feedback from users.  
 
4.3. Image sessions 
Without access to users or their relevance judgments it was also difficult to determine if 
multiple interactions represented unsuccessful searches (Table 5).  
 
 
 
Table 5. Mean statistics for image sessions  
As can be seen in Table 5, users input an average of approximately three queries during an 
image searching session. This is a slightly greater number of interactions on average than 
was identified in previous studies by Jansen et al. Multiple search interactions have been 
well documented in text searching, but have not been documented extensively in image 
search behavior. Although users conducted multiple interactions with Excite, we do not know 
if each interaction was related to the same image information need or represented new 
topics for the same user. More importantly, it is not possible to know with certainty whether 
serial queries from the same machine represented queries made by a single person.  
 
4.4. Terms per query 
Terms per query were 3.74 (Table 6). When compared to queries for textual information from 
structured databases such as Dialog, image queries on the Web display very few terms. This 
appears to be a fairly strong trend in Web searching behavior overall and not a reflection of 
the visual nature of the information need. Research conducted by Jansen et al., 1998 and 
Jansen identified a mean of two terms per query. Although this is lower than the 3.74 found 
in this study, we must consider that at least one term in each query was used as an image 
request term and that some queries contained more than one of these terms.  
 
 
Table 6. Statistics on terms per queries  
There were 124,058 terms that occurred in the image query data set. This count does not 
distinguish between upper and lower case characters, or terms used as Boolean operators. 
Over half of the terms were used only once, and the most frequently occurring term is used 
less than 10% of the time. If we subtract the image request terms pictures and pics, the top 
term occurs less than five percent of the time. This corresponds somewhat to earlier image 
retrieval research that demonstrated that users lack a level of term agreement in describing 
images (Turner; Goodrum and Kim, 1998 and OConnor). Although the variety and number of 
terms used to describe images in these studies is often quite high, the top terms in these 
experiments tend to display a high level of agreement, sometimes as much as 100%. Such 
was not the case in this study, but it must be noted that we are examining terms used in a 
large-scale retrieval environment.  
 
4.5. Term frequency 
From the complete rank-frequency table, the most frequently occurring 100 terms have been 
culled and are presented in Table 7. Asterisks appear where expletives have been deleted.  
 
 
 
 
 
Table 7. Term frequency  
 
These 100 terms have a combined frequency of 71,209 appearances as search terms in the 
set of image queries, and account for 57% of image query terms. Of these 100 terms, nine 
may be eliminated as not carrying content directly (and, AND, of, the, in, for, on, to, or, and 
a). The image request terms that appear in this list may also be eliminated, leaving us with 
71 content bearing terms. It is somewhat amusing to note that the term occurring with the 
greatest frequency after these removals is the term: Free. In an attempt to understand what 
images people are looking for on the Web, we sought a rough categorization of the top 100 
terms.  
Although 25 of these terms are clearly dealing with sexual content, many of the terms are 
ambiguous when separated from the context of their queries. For example, what is being 
sought with the terms women, men, or teens? It cannot be assumed that the images sought 
are necessarily sexually explicit. Nor can one make gross assumptions concerning how 
images will be used based on queries alone. The remaining terms ranged from the innocent 
cards to the possibly less virtuous term hot. The classification of these terms into broad 
subject categories is necessarily arbitrary, but a rough picture of the largest categories of 
image searching emerged (Table 8).  
Table 8. Classes of frequently occurring terms 
 
 
Words used to define the query as an image information need is the most frequently 
occurring class of terms. Modifiers, qualifiers, or terms representing specific attributes such 
as age, time, location, action, or color may represent what Enser (1995) calls “refiners”. 
Terms such as young, fat, blonde, and beautiful may serve to refine a general term such as 
girl, into a more specific visual request. Research examining image queries (Turner; 
Hastings, 1995; Goodrum and Kim, 1998 and OConnor) have consistently demonstrated the 
occurrence of such terms in image queries and image descriptions in non-web based image 
systems.  
While it is not feasible to list all unique terms used, Fig. 1 presents a summary of the 
distribution of these terms in a log rank-frequency graph.  
 
Fig. 1. Frequency distribution of log of all terms in queries.  
The x-axis indicates the rank of terms and the y-axis indicates the logarithm (base 10) of the 
frequency of their occurrence. As can be seen, the distribution of highly occurring terms falls 
off swiftly with a long tail representing a large number of terms having a frequency of one.  
 
5. Discussion 
Our study findings reveal many interesting insights into image searching by Web users. First, 
the number of people using Excite to search for images is a clear indication that provisions 
for image searching need to be made by Web search services. Hotbot and Altavista already 
provide explicit mechanisms for image searching. It should be noted that in the short time 
since this project began, Excite has changed its service to provide tools for still and moving 
image searches as well.  
Users input relatively few terms to specify their image information needs on the Web. 
Whether this is due to lack of experience, time constraints, or an inability to translate image 
information needs into textual queries is a topic for further study. Users are interacting 
iteratively during the course of a single session, but input relatively few queries overall. 
Whether this is due to a lack of support for query reformulation or is a result of low precision 
in image retrieval is as yet unknown. Most terms are used infrequently, with the top term 
occurring in less than 9% of queries. There was a high degree of variability across terms, 
with over half of the terms used only once. Terms indicating sexual content materials appear 
frequently. They represented a quarter of the 100 most frequently occurring terms, but were 
a small percentage of the total number of terms overall.  
If we assume that modified queries represent query reformulation, then what can we make of 
the large number of modifications made by users? Is this indicative of some level of 
mismatch between a query language that is essentially textual and an information need that 
is essentially visual? Would the provision of thumbnail images as part of the retrieved set list 
make browsing easier and lessen query modification? Without data on user satisfaction or 
relevance judgments, it is difficult to tell.  
Our analysis of image queries on Excite suggests that image searching on the web is 
somewhat different from textual information seeking behavior on the web. Although some 
patterns of visual information seeking behavior in structured databases are also found in 
image seeking behavior on the web, further research is needed to model visual information 
seeking behavior in electronic environments.  
General search engines cannot distinguish between an image of a flower and an image of a 
truck. They must rely on surrounding text and file names for the retrieval of non-textual 
information-bearing objects. The use of textual systems for the retrieval of images results in 
an increase in the contextual load placed on the user, as is evidenced by the number of 
terms and the number of queries needed to retrieve multimedia objects on the Web. 
Although it may not be possible at this time to provide users with non-textual mechanisms for 
querying a search service's database, it is not difficult to provide tools to assist users in 
specifying an image information need and retrieving information with media file extensions. 
What is more challenging is the provision of image surrogates in the retrieved item list. 
Appropriate provision of extracted thumbnails and video key frames to support relevance 
judgments and query reformulation is an area of urgently needed future research. While 
search engines such as Excite are accepted tools for textual IR, it is reasonable to assume 
that specialized mechanisms for image searching will become accepted as well (Smeulders 
and Jain, 1997).  
 
6. Conclusion and further research 
A number of important but unresolved issues continue to hamper progress in image retrieval. 
Among them are fundamental questions surrounding how users represent non-textual 
information needs, how they search for images, and how they interact with search engines to 
obtain non-textual materials. If we are to succeed in delivering maximum benefit from image 
retrieval efforts, we must combine theoretical and practical expertise across the broader 
information systems and collection management communities.  
Although primitives such as shape, color, and texture are undoubtedly important features for 
image representation, there is little understanding of how best to implement these attributes 
for actual image retrieval. The focus to date has been primarily on the use of features that 
can be computationally acquired, but more research must be done to identify the visual 
attributes needed by users for various tasks and collections. Problems arise when either 
documents or information needs cannot be expressed in a manner that will provide 
congruence between the representation and its referent. In the case of multimedia searching, 
there are problems in representing image information needs with textual queries, and with 
representing retrieved images as short textual abstracts. Conversely, there exists a 
considerable gap between the primitive image features such as color, texture, lines, edges, 
and angles, and the higher-level cognition necessary to equate these features with terms that 
occur to human beings in the course of a search.  
Our analysis of these Web image queries indicates that users engaged in image searching 
may be challenged by this lack of representational congruity. Our findings also highlight 
several key aspects of image searching on the Web. First, the number of users searching for 
images suggest a need to provide Web mechanisms to facilitate this searching and possibly 
for viewing results. Second, image IR sessions and queries are still short compared to 
traditional IR system searching, but longer relative to general Web sessions and queries. 
This may suggest either a problem with the Web IR system or that the precision of the Web 
IR system has satisfied the searcher’s information need. Third, there appear to be a small 
number of image terms that occur frequently and a large number of terms that occur very 
infrequently. Web IR systems should capitalize on the frequently occurring terms and offer 
thesaurus-type assistance for infrequently occurring query terms.  
This paper has provided results from a large study of image searching by Excite users. Our 
data analysis will continue and further results will be reported in the future. We are currently 
analyzing a data set of 1.7 million queries from excite users, focusing on image query 
sessions. This data will be compared with the results reported in this paper.  
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