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ANALISIS SENTIMEN MASYARAKAT TERHADAP E-COMMERCE 
PADA MEDIA SOSIAL MENGGUNAKAN MULTILAYER 




Perkembangan e-commerce di Indonesia merupakan salah satu yang terbesar di 
dunia. Banyak perusahaan e-commerce yang bermunculan sehingga penilaian, 
komentar atau opini masyarakat terhadap suatu nama e-commerce dapat dijadikan 
analisa terhadap pasar online. Tren saat ini adalah mencari opini dan sentimen 
dalam ulasan produk di media sosial seperti Twitter. Penentuan polaritas positif 
atau negatifnya suatu opini dapat dilakukan secara manual, tetapi seiring 
bertambahnya sumber opini menjadi semakin banyak waktu dan usaha yang 
dibutuhkan. Untuk mengatasi masalah tersebut, sistem analisis sentimen 
menggunakan Multilayer Perceptron (MLP Classifier) yang menggunakan word 
embedding sebagai feature extraction dibuat untuk membantu menentukan apakah 
suatu opini memiliki sentimen positif atau negatif. MLP Classifier dipilih karena 
merupakan bagian dari Artificial Neural Network (ANN) dan performanya lebih 
baik dibandingkan classifier lain. Dengan penggunaan FastText sebagai word 
embedding yang lebih modern, mampu mendeteksi kata di luar vocabulary serta 
tidak diperlukan lagi stemming dan stopwords removal agar tidak mengubah arti 
sesungguhnya dari input. Penelitian ini bertujuan untuk mengimplementasikan 
MLP Classifier dengan word embedding untuk klasifikasi sentimen pada e-
commerce. Hasil implementasi yang memiliki performa terbaik adalah model 
dengan jumlah dataset yang seimbang dengan pembagian train dan test set 80:20 
dan hyperparameter tuning menggunakan GridSearchCV dengan 5 stratified cross 
validation yang memperoleh hasil akurasi sebesar 89.24% dan macro-average 
precison, recall dan F1 score sebesar 89%. 
 
Kata Kunci: Analisis Sentimen, E-commerce, FastText, MLP Classifier, Model, 
Toko Online, Tweet, Word Embedding.
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PUBLIC SENTIMENT ANALYSIS OF E-COMMERCE IN 
SOCIAL MEDIA USING MULTILAYER PERCEPTRON 
WITH WORD EMBEDDING 
ABSTRACT 
 
The development of e-commerce in Indonesia is one of the biggest in the world. 
Many e-commerce companies have sprung up so that people's ratings, comments or 
opinions on an e-commerce name can be made an analysis of the online market. 
The current trend is to find opinions and sentiments in product reviews on social 
media such as Twitter. Determining the positive or negative polarity of an opinion 
can be done manually, but as the source of opinion increases, more time and effort 
is needed. To overcome this problem, the sentiment analysis system uses Multilayer 
Perceptron (MLP Classifier) which uses word embedding as a feature extraction 
created to help determine whether an opinion has positive or negative sentiment. 
MLP Classifier was chosen because it is part of the Artificial Neural Network 
(ANN) and its performance is better than other classifiers. With the use of FastText 
as a more modern word embedding it is able to detect words outside of vocabulary 
and no more stemming and stopwords removal is needed so that they do not change 
the true meaning of the input. This study aims to implement MLP Classifier with 
word embedding to classify sentiments in e-commerce. Implementation results that 
the best performance are models with a balanced number of datasets with 80:20 
train and test set division and hyperparameter tuning using GridSearchCV with 5 
stratified cross validation which obtain 89.24% accuracy results and macro-average 
precison, recall and F1 scores of 89%. 
 
Keywords: E-commerce, FastText, MLP Classifier, Model, Online Shop, 
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