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Abstract. We review some of the most recent approaches to colorize
gray-scale images using deep learning methods. Inspired by these, we
propose a model which combines a deep Convolutional Neural Network
trained from scratch with high-level features extracted from the Inception-
ResNet-v2 pre-trained model. Thanks to its fully convolutional archi-
tecture, our encoder-decoder model can process images of any size and
aspect ratio. Other than presenting the training results, we assess the
“public acceptance” of the generated images by means of a user study.
Finally, we present a carousel of applications on different types of images,
such as historical photographs.
Keywords: Deep Learning, Colorization, CNN, Inception-ResNet-v2,
Transfer Learning, Keras, TensorFlow
1 Introduction
Coloring gray-scale images can have a big impact in a wide variety of domains, for
instance, re-master of historical images and improvement of surveillance feeds.
The information content of a gray-scale image is rather limited, thus adding the
color components can provide more insights about its semantics. In the context
of deep learning, models such as Inception [1], ResNet [2] or VGG [3] are usually
trained using colored image datasets. When applying these networks on gray-
scale images, a prior colorization step can help improve the results. However,
designing and implementing an effective and reliable system that automates this
process still remains nowadays as a challenging task. The difficulty increases
even more if we aim at fooling the human eye.
In this regard, we propose a model that is able to colorize images to a certain
extent, combining a deep Convolutional Neural Network architecture and the
latest released Inception model to this date, namely Inception-ResNet-v2 [4],
which is based on Inception v3 [1] and Microsoft’s ResNet [2,5]. While the deep
CNN is trained from scratch, Inception-ResNet-v2 is used as a high-level feature
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extractor which provides information about the image contents that can help
their colorization.
Due to time constraints, the size of the training dataset is considerably small,
which leads to our model being restricted to a limited variety of images. Never-
theless, our results investigate some approaches carried out by other researchers
and validates the possibility to automate the colorization process.
1.1 Contribution
In brief, our contribution in this report can be summarized as follows.
– High-level feature extraction using a pre-trained model (Inception-ResNet-
v2) to enhance the coloring process.
– Analysis and intuition behind a colorization architecture based on CNNs.
– Public acceptance evaluation by means of a user study.
– Test of the model with historical pictures.
1.2 Organization
Section 2 briefly dives into the origins of image coloring techniques. Section
3 aims at presenting our approach and detailing its main components. Next,
Section 4 presents our results, illustrating some colored images, and validates
their “public acceptance” through a user study. Finally, Section 5 concludes the
report with some notes on future work.
2 Background
In 2002, Welsh et. al. [6] presented a novel approach which was able to colorize an
input image by transferring the color from a related reference image. Subsequent
improvements of this method were proposed, exploiting low-level features [7] and
introducing multi-modality on the pixel color values [8]. In parallel, another re-
search line was initiated in 2004 by Levin et. al., who proposed a scribble based
method [9] which required the user to specify the colors of few image regions.
This colorization methodology woke the interest of animators and cartoon-aimed
techniques were proposed [10,11]. The results from these approaches were cer-
tainly impressive at that time, however, the results were highly dependent on
the artistic skills of the user. More recently, automatized approaches have been
proposed. For instance, in [12] Desphande et al. conceived the coloring problem
as a linear system problem.
In the last years, CNNs have been proven experimentally to almost halve the
error rate for object recognition [13], which has led to a massive shift towards
deep learning of the computer vision community. In this regard, Cheng Z. et
al. [14] proposed a deep neural network using image descriptors (luminance,
DAISY features [15] and semantic features) as inputs. In 2016, Iizuka, Serra et.
al. [16] proposed a method based on using global-level and mid-level features to
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encode the images and colorize them. Our model draws its architecture on their
approach and also serves as a validation. However, we introduce a pre-trained
model into the equation. It is worth saying that similar approaches have been
presented lately as well. For instance, Zhang et. al. [17] proposed a multi-modal
scheme, where each pixel was given a probability value for each possible color.
Another interesting approach was developed by Larsson et al. [18], in which a
fully convolutional version of VGG-16 [19] with the classification layer discarded
was used to build a color probability distribution for each pixel. Recently, Zhang
et al. [20] presented an end-to-end CNN approach incorporating user “hints” in
the spirit of scribble based methods, providing a color recommender system to
help novice users and claiming to have enabled real-time use of their colorization
system. This recent research proves that this is an ongoing research line.
3 Approach
We consider images of size H ×W in the CIE L*a*b* color space. [21]. Starting
from the luminance component XL ∈ RH×W×1, the purpose of our model is
to estimate the remaining components to generate a fully colored version X˜ ∈
RH×W×3. In short, we assume that there is a mapping F such that
F : XL → (X˜a, X˜b), (1)
where X˜a, X˜b are the a*, b* components of the reconstructed image, which
combined with the input give the estimated colored image X˜ = (XL, X˜a, X˜b).
In order to be independent of the input size, our architecture is fully based on
CNNs, a model that has been extensively studied and employed in the literature
[22]. In brief, a convolutional layer is a set of small learnable filters that fit
specific local patterns in the input image. Layers close to the input look for
simple patterns such as contours, while the ones closer to the output extract
more complex features [23].
As already pointed out, we choose the CIE L*a*b* color space to represent
the input images, since it separates the color characteristics from the luminance
that contains the main image features [24][25]. Combining the luminance with
the predicted color components ensures a high level of detail on the final recon-
structed image.
3.1 Architecture
Our model owes its architecture to [16]: given the luminance component of an
image, the model estimates its a*b* components and combines them with the
input to obtain the final estimate of the colored image. Instead of training a
feature extraction branch from scratch, we make use of an Inception-ResNet-
v2 network (referred to as Inception hereafter) and retrieve an embedding of
the gray-scale image from its last layer. The network architecture we propose is
illustrated in Fig. 1.
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Fig. 1: An overview of the model architecture.
The network is logically divided into four main components. The encoding
and the feature extraction components obtain mid and high-level features, re-
spectively, which are then merged in the fusion layer. Finally, the decoder uses
these features to estimate the output. Table 1 further details the network layers.
Table 1: Left: encoder network, mid: fusion network, right: decoder network. Each
convolutional layer uses a ReLu activation function, except for the last one that employs
a hyperbolic tangent function. The feature extraction branch has the same architecture
of Inception-Resnet-v2, excluding the last softmax layer.
Layer Kernels Stride
conv 64× (3× 3) 2× 2
conv 128× (3× 3) 1× 1
conv 128× (3× 3) 2× 2
conv 256× (3× 3) 1× 1
conv 256× (3× 3) 2× 2
conv 512× (3× 3) 1× 1
conv 512× (3× 3) 1× 1
conv 256× (3× 3) 1× 1
Layer Kernels Stride
fusion - -
conv 256× (1× 1) 1× 1
Layer Kernels Stride
conv 128× (3× 3) 1× 1
upsamp - -
conv 64× (3× 3) 1× 1
conv 64× (3× 3) 1× 1
upsamp - -
conv 32× (3× 3) 1× 1
conv 2× (3× 3) 1× 1
upsamp - -
Preprocessing To ensure correct learning, the pixel values of all three image
components are centered and scaled (according to their respective ranges [26])
in order to obtain values within the interval of [−1, 1].
Encoder The Encoder processes H × W gray-scale images and outputs a
H/8 × W/8 × 512 feature representation. To this end, it uses 8 convolutional
layers with 3 × 3 kernels. Padding is used to preserve the layer’s input size.
Furthermore, the first, third and fifth layers apply a stride of 2, consequentially
halving the dimension of their output and hence reducing the number of com-
putations required [27].
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Feature Extractor High-level features, e.g. “underwater” or “indoor scene”,
convey image information that can be used in the colorization process. To extract
an image embedding we used a pre-trained Inception model. First, we scale the
input image to 299×299. Next, we stack the image with itself to obtain a three-
channel image (as shown in Fig. 2) in order to satisfy Inception’s dimension
requirements. Next, we feed the resulting image to the network and extract the
output of the last layer before the softmax function. This results in a 1001×1×1
embedding.
Fig. 2: Stacking the luminance compo-
nent three times
Fig. 3: Fusing the Inception embedding
with the output of the convolutional lay-
ers of the encoder
Fusion The fusion layer takes the feature vector from Inception, replicates it
HW/82 times and attaches it to the feature volume outputted by the encoder
along the depth axis. This method was introduced by [16] and is illustrated in
Fig. 3. This approach obtains a single volume with the encoded image and the
mid-level features of shape H/8×H/8×1257. By mirroring the feature vector and
concatenating it several times we ensure that the semantic information conveyed
by the feature vector is uniformly distributed among all spatial regions of the
image. Moreover, this solution is also robust to arbitrary input image sizes,
increasing the model flexibility. Finally, we apply 256 convolutional kernels of
size 1×1, ultimately generating a feature volume of dimension H/8×W/8×256.
Decoder Finally, the decoder takes this H/8×W/8×256 volume and applies a
series of convolutional and up-sampling layers in order to obtain a final layer with
dimension H ×W × 2. Up-sampling is performed using basic nearest neighbor
approach so that the output’s height and width are twice the input’s.
3.2 Objective Function and Training
The optimal model parameters are found by minimizing an objective function
defined over the estimated output and the target output. In order to quantify
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the model loss, we employ the Mean Square Error between the estimated pixel
colors in a*b* space and their real value. For a picture X, the MSE is given by
(2),
C(X,θ) =
1
2HW
∑
k∈{a,b}
H∑
i=1
W∑
j=1
(Xki,j − X˜ki,j )2, (2)
where θ represents all model parameters, Xki,j and X˜ki,j denote the ij:th
pixel value of the k:th component of the target and reconstructed image, respec-
tively. This can easily be extended to a batch B by averaging the cost among all
images in the batch, i.e. 1/|B|∑X∈B C(X,θ).
While training, this loss is back propagated to update the model parameters
θ using Adam Optimizer [28] with an initial learning rate η = 0.001. During
training, we impose a fixed input image size to allow for batch processing.
4 Experiments and Discussion
As important as the network’s architecture itself is the choice of the dataset. In
the majority of the approaches to automatic image recoloring so far, ImageNet
has been extensively used [17][18]. Besides, ImageNet’s impressive size (more
than 14,000,000 images), extensive documentation and free access makes it ap-
pealing for our purpose. The dataset is composed of millions of pictures within
a wide variety of sets. In particular, it is based on the name nodes contained
in the word dataset WordNet. In order to simplify training and reduce running
times, only a small subset of approximately 60,000 images is used.
ImageNet pictures are heterogeneous in shape, therefore all images in the
training set are rescaled to 224 × 224 for the encoding branch input and to
299× 299 for Inception. Each image gets stretched or shrunk as needed, but its
aspect ratio is preserved by adding a white padding if needed.
4.1 Training
Of the approx 60,000 original images, we held out the 10% to be used as valida-
tion data during training. The results presented in this report are drawn from
this validation set and therefore the network never had the chance to see those
images during training Adam optimizer was used during approximately 23 hours
of training.
Complete details about the architecture, the image processing pipeline and
our implementation in Keras [29] and TensorFlow [30] can be found in the project
webpage1.
The network was trained and tested using the Tegner nodes of The PDC
Center for High-Performance Computing at the KTH Royal Institute of Tech-
nology, leveraging the NVIDIA CUDA Toolkit [31] and the NVIDIA Tesla K80
1 https://github.com/baldassarreFe/deep-koalarization/
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Accelerator GPU to speed up the computations. A batch size of 100 ruled out
the risk of overflowing the GPU memory.
4.2 Results
Once trained, we fed our network with some images. The results turned out to
be quite good for some of the images, generating near-photorealistic pictures.
However, due to the small size of our training set our network performs bet-
ter when certain image features appear. For instance, natural elements such as
the sea or vegetation seem to be well recognized. However, specific objects are
not always well colored. Fig. 4 illustrates results for some examples where our
network produces alternative colored estimates.
Fig. 4: In the first row, our approach is capable of recognizing the green vegetation.
However, the butterfly was not colored. Furthermore, in the example in the second
row, we observe that the network changes the color of the rowers’ clothes from green-
yellow to red-blue. The last row shows a landscape example where our model provided
a photo-realistic image.
Fig. 5 exposes generated color images using our method along with other
state-of-the-art approaches. Larsson et al., Zhang et al. and we used ImageNet
training set. Iizuka et al., instead, used Places training dataset. Furthermore,
we use the same objective function as Iizuka et al. (MSE loss). On the contrary,
Larsson et al. and Zhang et al. use an un-rebalanced and rebalanced classifica-
tion loss, respectively. From the results, we observed that although some results
were quite good, some generated pictures tend to be low saturated, with the net-
work producing a grayish color where the original would be brighter (e.g. with
images of fruit, flowers or clothes). Our interpretation is that the network, in
its attempt to minimize the loss between images where e.g. flowers are red and
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others where flowers are blue, ends up doing very doing conservative predictions,
namely assigning a neutral gray color.
Fig. 5: Comparison of the results obtained from our colorization network with other
approaches. The first column shows the gray-scale input image. Columns 2-4 show
the results of the automatic colorization models from Iizuka et al., Larsson et al. and
Zhang et al. (2016), respectively. Column 5 shows our results and, finally, the last
column provides the corresponding ground truth images. In the presented examples,
in rows 5 and 7 our method outperforms the other methods, generating more photo-
realistic images. In the remaining images, some regions of the generated images by our
method lack of saturation. Images are from the ImageNet dataset (Russakovsky et al.
2015).
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4.3 User Study
Although we can empirically obtain a measure of the performance of our model
by using (2), we are also interested in how compelling the colors look to a human
observer, which can be difficult to assess using solely mathematical tools. Thus,
we decided to evaluate the appearance of some artificially recolored images by
means of a user study2. To this end, we chose twelve images, nine of which were
recolored and are shown in Fig. 6, and asked, for each of them, the question
“‘Fake or real?”. We picked results that we believed could “fool” the human eye,
discarding all the images that were poorly recolored. The poll was taken by 41
different users.
Fig. 6: For each recolored image we give the percentage of users that answered “real” to
the question Fake or real? The images are sorted according to their “fooling capacity”.
These results totally overcame our expectations. In particular, we can observe
that in some cases the real-perception achieved almost 80.0 %. However, this
results also indicate that credibility of the image strongly depends on what the
image is portraying. We believe that incrementing the size and variability of the
training set could partially mitigate this. Overall, we computed that 45.87% of
the users miss-classified recolored images as originals. However, we have to bear
in mind that the recolored images for the user study were carefully selected from
our best results.
2 https://goo.gl/forms/nxPJUXhmZkeLYmsQ2
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4.4 Historical Photographs
We tested our model on historical pictures. The results are shown in Fig. 7. Since
no ground truth exists, the results are only interpretable by means of personal
judgment.
Fig. 7: Example of recolored historical images, from left to right: Titanic, before the ice-
berg(1912),The 1927 Solvay Conference in Brussels(1927), Hindenburg disaster (1937),
The Great Dictator (Chaplin, 1940), Queen Elizabeth(1969)
5 Conclusions and Future Work
This project validates that an end-to-end deep learning architecture could be
suitable for some image colorization tasks. In particular, our approach is able to
successfully color high-level image components such as the sky, the sea or forests.
Nevertheless, the performance in coloring small details is still to be improved. As
we only used a reduced subset of ImageNet, only a small portion of the spectrum
of possible subjects is represented, therefore, the performance on unseen images
highly depends on their specific contents. To overcome this issue, our network
should be trained over a larger training dataset.
In this regard, a probabilistic approach in the spirit of [17] seems more ad-
equate. We believe that a better mapping between luminance and a*b* com-
ponents could be achieved by an approach similar to variational autoencoders,
which could also allow for image generation by sampling from a probability dis-
tribution.
Finally, it could be interesting to apply colorization techniques to video se-
quences, which could potentially re-master old documentaries. This, of course,
would require adapting the network architecture to accommodate temporal co-
herence between subsequent frames.
Overall, we believe that while image colorization might require some degree of
human intervention it still has a huge potential in the future and could eventually
reduce hours of supervised work.
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