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Abstract: We study Regularized Empirical Risk Minimizers (RERM) and
minmax Median-Of-Means (MOM) estimators where the regularization func-
tion φ(·) is an even convex function. We obtain bounds on the L2-estimation
error and the excess risk that depend on φ(f∗), where f∗ is the minimizer
of the risk over a class F . The estimators are based on loss functions that
are both Lipschitz and convex. Results for the RERM are derived under
weak assumptions on the outputs and a sub-Gaussian assumption on the
class {(f − f∗)(X), f ∈ F}. Similar results are shown for minmax MOM
estimators in a close setting where outliers may corrupt the dataset and
where the class {(f − f∗)(X), f ∈ F} is only supposed to satisfy weak mo-
ment assumptions, relaxing the sub-Gaussian and the i.i.d hypothesis nec-
essary for RERM. The analysis of RERM and minmax MOM estimators
with Lipschitz and convex loss funtions is based on a weak local Bernstein
Assumption. We obtain two “meta theorems” that we use to study linear
estimators regularized by the Elastic Net. We also examine Support Vector
Machines (SVM), where no sub-Gaussian assumption is required and when
the target Y can be heavy-tailed, improving the existing literature.
Keywords and phrases: Regularized learning, sharp oracle inequality,
Kernel Method, Robustness, Median-of-means, elastic-net.
1. Introduction
On one hand, real world data analysis problems require nonlinear methods to
model complex dependencies between random variables. On the other hand,
linear models are well-understood and easy to implement, even in high dimen-
sion [8]. Over the last two decades, learning with positive definite kernels have
become very popular in machine learning [42, 39, 44]. This popularity can be ex-
plained because kernel methods combine these advantages. Kernels can be used
to model non linear dependencies, mapping them to a (usually high-dimensional)
feature space. In this space, the estimation is linear. In this sense, kernel methods
extend well-understood, linear statistical learning technics to real-world, com-
plicated, structured, high-dimensional data based on a rigorous mathematical
framework leading to practical modelling tools and algorithms. They have been
used in many different fields such as finance [12], biology [40, 5, 38], econometry
[28], computer vision [48].
Let (X,Y ) be a random variable with distribution P and HK a Reproducible
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Kernel Hilbert Space (RKHS) associated to a positive definite kernel K. Kernel
methods consist in computing f∗ inHK such that the risk R(f) := E(X,Y )∼P [ℓ(f(X), Y )]
is minimized in f∗, where ℓ(f(X), Y ) measures the error of predicting f(X)
while the true answer is Y . However, the distribution P is unknown and the
minimization of the risk, necessary to compute f∗, is impossible in practice. To
proceed, one is given a dataset D = (Xi, Yi)Ni=1 of random variables. Using the
dataset D, kernel methods compute fˆλN in HK such that
fˆλN ∈ argmin
f∈HK
1
N
N∑
i=1
ℓ(f(Xi), Yi) + λ‖f‖2HK , (1)
where ‖f‖HK is the norm of f in HK and λ ≥ 0 is an hyperparameter to be
tuned. The regularization term λ‖f‖2HK controls the smoothness of fˆλN through
the value of λ. This regularization term is introduced to avoid “overfitting”
since kernels provide enough flexibility to fit training data exaclty. The value
of λ balance the bias and the variance of fˆλN . Theoritical properties of kernel
methods have been widely studied [42, 39, 44]. Non-asymptotic bounds on the
L2(µ)-error rate ‖f∗−fˆλN‖L2(µ), where µ denotes the marginal distribution ofX ,
have been obtained for the quadratic loss function in [36, 43, 47]. These bounds
depend on the decay of eigenvalues of the kernel (at the population level) and are
obtained for bounded continuous kernels but under the restrictive assumption
that the random variable Y ∈ [−M,M ] almost surely. In [10], also for the
quadratic loss function, the authors do not assume that |Y | is bounded but
that Y − f∗(X) admits a Laplace transform. In this paper, we recover the same
error rates as [36, 10] when the loss function ℓ is simultaneously Lipschitz and
convex. We do not assume that Y is bounded or Y − f∗(X) is light-tailed. Our
analysis uses a new localization technique developed in [14] taking advantage
of the convexity of the loss function ℓ. Theorem 1 presents an informal result
when ℓ is the absolute loss function.
Theorem 1 (Informal). Let K be a bounded kernel. Assume that Y = f∗(X)+
W with W a Cauchy random variable and f∗ ∈ HK , the RKHS associated
with K. With probability larger than 1− exp (−C1Np/(p+1)), for a well chosen
value of λ the estimator fˆ associated to the absolute loss function defined in (1)
satisifies:
‖fˆλN − f∗‖2L2(µ) ≤
C2
N1/(1+p)
,
where C1 and C2 are functions of the kernel and ‖f∗‖HK . The value of p ∈ (0, 1)
represents how fast the eigenvalues of the Kernel matrix decrease (see Section 4.2
for more precise arguments).
Theorem 1 deals with a Cauchy noise but many different distributions can
be handled with our analysis (see Theorem 10). We obtain the same bounds
as [36, 10]. This is a first important contribution of this work. Fast rates for
Kernel methods are derived even when the noise is heavy-tailed. Note also that
nothing is assumed on the design X .
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Kernel methods belong to the more general class of regularized methods,
widespread in statistics and machine learning. These procedures date back to
Tikhonov [17], and have been widely used in non-parametric statistics [32, 18]
to smooth estimators. For example, the regularization φ(f) =
∫
(f ′′)2 for spline
estimators promotes smoothness by imposing regularity on the estimate. In ker-
nel methods, the norm of a function in the RKHS controls how fast the function
varies with respect to the geometry defined by the kernel. Consequently, the
norm of regularization ‖ · ‖HK is related with its degree of smoothness w.r.t.
the metric defined by the kernel. Following the approach of [14], we present an
analysis for RERM with loss functions that are simultaneously Lipchitz and
convex. The penalization function is not assumed to be a norm. It is simply
required to be an even convex function. We derive bounds on the L2-error and
the excess loss for these general procedures. As far as we know, the only article
considering a generic analysis of the RERM (with the quadratic loss) with a
convex penalization is [23]. However, their analysis does not hold for the square
of a norm (see Assumption 5.1), which is a classical regularization methods in
RKHS, see for instance [44]. By contrast, the new analysis presented in this
paper covers many well-known methods such as kernel methods regularized by
the square of a norm or the elastic net procedure [50]. The restriction here is
that the loss function must be Lipschitz and convex. Both regression and clas-
sification problems can be addressed with our analysis.
Let X ,Y be two measurable spaces such that Y ⊂ R and (X,Y ) ∈ X ×Y be
random variables with joint distribution P . Let µ be the marginal distribution
of X . For E a linear subset of L2(X), let F ⊂ E be a class of measurable
functions f : X 7→ Y¯ where Y¯ ⊂ R is convex (we do not have necessarily Y = Y¯
for classification problems). In the standard learning framework, one would like
to identify the best approximation to Y using functions f in the class F . To do
so, let ℓ be a loss function, ℓ : F ×X × Y 7→ R, (f, x, y) 7→ ℓf(x, y) = ℓ¯(f(x), y)
measuring the error made when predicting y by f(x), for ℓ¯ : Y¯ × Y 7→ R.
Let f∗ ∈ argminf∈F R(f) where R(f) := Pℓf := EP [ℓf(X,Y )]. The oracle f∗
provides the prediction of Y with minimal risk among functions in F . Obviously,
the distribution P is unknown and minimizing the risk R(f) over f in F is
impossible in practice. Instead, one is given a dataset D = (Xi, Yi)Ni=1 of random
variables taking values in X × Y. Using D, the objective is to construct an
estimator fˆN such that the L2(µ)-error rate
‖fˆN − f∗‖2L2(µ) = E
[(
fˆN (X)− f∗(X)
)2|D]
and the excess risk
PLfˆN := (PℓfˆN − Pℓf∗)|D = EP
[
ℓ¯(fˆN (X), Y )− ℓ¯(f∗(X), Y )|D
]
are small. While PLfˆN specifies the quality of prediction of the estimator fˆN ,
‖fˆN − f∗‖L2(µ) quantifies the L2(µ) approximation of the oracle f∗ by the
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estimator fˆN . These two quantities being random, the results are derived with
exponentially large probability. All along the paper, the following geometric
Assumption is also granted.
Assumption 1. The class F is convex.
Assumption 1 imposes a geometric structure on the class F . This assumption
is essential to use our “projection trick” and derive our main results. For example
Assumption 1 holds when F is a Hilbert space or the set of linear functionals
in Rp, F = {〈t, ·〉 : t ∈ Rp}. As in [14], we consider Lipschitz and convex loss
functions.
Assumption 2. There exists L > 0 such that, for any y ∈ Y, ℓ¯(·, y) is L-
Lipschitz (see (2)) and convex i.e for all α ∈ [0, 1], (x, y) ∈ X×Y and f, g ∈ F ,
ℓ¯(αf(x) + (1− α)g(x), y) ≤ αℓ¯(f(x), y) + (1 − α)ℓ¯(g(x), y)
Assumption 2 is satisfied in several examples, let us provide a short list of
some of them.
• The logistic loss defined, for any u ∈ Y¯ = R and y ∈ Y = {−1, 1}, by
ℓ(u, y) = log(1 + exp(−yu)) satisfies Assumption 2 with L = 1.
• The hinge loss defined, for any u ∈ Y¯ = R and y ∈ Y = {−1, 1}, by
ℓ(u, y) = max(1− uy, 0) satisfies Assumption 2 with L = 1.
In those examples, the sets Y and Y¯ are different. The fact that every function
f in F maps to the convex set Y¯ is crucial for the computation of the estimator
fˆN in practice [49, 2]
• The Huber loss defined, for any δ > 0, u, y ∈ Y = Y¯ = R, by
ℓ(u, y) =
{
1
2 (y − u)2 if |u− y| ≤ δ
δ|y − u| − δ22 if |u− y| > δ
,
satisfies Assumption 2 with L = δ.
• The quantile loss is defined, for any τ ∈ (0, 1), u, y ∈ Y = Y¯ = R, by
ℓ(u, y) = ρτ (u − y) where, for any z ∈ R, ρτ (z) = z(τ − I{z ≤ 0}). It
satisfies Assumption 2 with L = 1. For τ = 1/2, the quantile loss is the
L1 loss.
• The Hinge loss for regression is defined for any u, y ∈ Y = Y¯ = R, by
ℓ(u, y) = max(y − u, 0). It satisfies Assumption 2 with L = 1. Note that
the Hinge loss function is modified for regression problems.
Classical results on the RERM in learning theory consider the quadratic loss
function [41, 23, 24]. In this case ℓ¯(u, v) = (u − v)2/2 for any (u, v) ∈ Y¯ ×
Y. The starting point of their analysis is the following mutliplier/quadratic
decomposition
Lf (X,Y ) = (f(X)−Y )2−(f∗(X)−Y )2 = (f(X)−f∗(X))2+2(f∗(X)−Y )(f(X)−f∗(X))
for any f in F . While the quadratic process f 7→ (f(X)− f∗(X))2 does not de-
pend on the target Y , the multiplier process f 7→ (f∗(X)− Y )(f(X)− f∗(X))
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depends on the “noise” Y −f∗(X). It can only be controlled under some restric-
tion on this “noise”. For example, when Y = g(X) +W , where g : X 7→ R is a
function in F and W is a random variable independent to X , we have g = f∗
and thus Y − f∗(X) = W . In this problem, bounding the multiplier process
requires strong moment assumptions on the noise W (see Theorem 1.2 in [35]).
If we replace the quadratic loss function by the absolute loss and if the noise is
symmetric and independent to X we also have f∗ = g. In this case, from the
Lipschitz property,
∀(x, y) ∈ X×Y and f, g ∈ F, |ℓ¯(f(x), y)−ℓ¯(g(x), y)| ≤ L|f(x)−g(x)| for L > 0 ,
(2)
the multiplier process disappears. It becomes possible to handle heavy-tailed
symmetric noise W . From (2), note also that the random variable Y does not
need to be integrable. For instance, W can be a Cauchy distribution.
To get fast rates of convergence, our analysis is based on the following local
Bernstein condition
∀f ∈ F : ‖f − f∗‖L2(µ) = r and φ(f − f∗) ≤ ρ, APLf ≥ ‖f − f∗‖2L2(µ)
where r, ρ > 0. In the sequel, we have respectively r and ρ of the order of the
error rate and φ(f∗), where we recall that φ(·) is the regularization function
and f∗ the oracle. This condition states that the excess risk f 7→ PLf is 1/A-
strongly convex in a neighborhood of the oracle f∗. This new local Bernstein
condition introduced in [14] is the cornerstone to obtain fast rates of convergence
for settings where the noise may be heavy-tailed. Contrary to the analysis for the
quadratic loss function, no Small Ball assumption is required [41, 23]. In addition
to handle heavy-tailed noise, the use of Lipschitz function significantly simplifies
the proof since only one process has to be considered. The main argument of the
proof is a new “projection trick” (see the sketch of proof in Section 2) making
the proof simpler. For example, no peeling technic is required. To summarize,
the contributions of our new analysis for the RERM are the following
• We consider very general convex regularization functions φ(·).
• For Lipschitz and convex loss function, heavy-tailed noise can be handled.
• Our proof relies on a convex argument simple to understand.
The RERM are robust with repsect to the noise of the problem as long as the loss
function is Lipschitz. However a single outlier in the Xi may make the RERM
really bad. In addition, the RERM performs well only when the empirical ex-
cess of risk f 7→ PNLf uniformly concentrates around its expectation f 7→ PLf .
To do so, it is necessary to impose a strong concentration assumption on the
class {Lf (X,Y ), f ∈ F}. From Assumption 2 it is implied by a concentration
assumption on the class {(f − f∗)(X), f ∈ F}. Consequently, sub-Gaussian or
boundedness assumptions are necessary on the class {(f − f∗)(X), f ∈ F} to
obtain an exponentially large confidence for RERM.
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RERM serves as benchmark for more advanced estimators. In a second time,
we study regularized minmax MOM-estimators introduced in [20] for least-
squares regression as an alternative to other MOM-based procedures [29, 30,
31, 21]. In the case of convex and Lipschitz loss functions, these estimators
satisfy the following properties 1) as the RERM, they are efficient under weak
assumptions on the noise 2) they achieve optimal rates of convergence under
weak stochastic assumptions on the class {Lf (X,Y ), f ∈ F} and 3) the rates
are not downgraded by the presence of some outliers in the dataset. These re-
sults are not surprising since it has already been observed in [20, 14]. Although
attractive, mimmax MOM-estimators present some drawbacks. Their construc-
tion depends on the confidence level (through K). Under stronger moment as-
sumptions, [37] proposed a construction of MOM-based estimators independent
to the confidence level. The implementation of MOM-based estimators is still
an open question even if good empirical results have been obtained in [20, 22, 14].
The main theorems (for the RERM and the minimax MOM estimators) are
general and can be applied for different applications. In particular, we study 1)
the Elastic net regularization for linear estimators in Rp and 2) kernel methods
in RKHS associated to a bounded kernel. In particular, we extend the results
from [36, 43, 47, 10] for heavy-tailed noise.
To summarize, the contributions of this paper are the following:
• We obtain an analysis for the RERM for general convex regularization
functions under weak assumptions on the noise. This analysis is based
on a local Bernstein assumption and holds under a strong concentration
assumption on the class {(f − f∗)(X), f ∈ F}.
• Under the same local Bernstein assumption, we study minimax MOM
estimators and show that 1) as the RERM, they are efficient under weak
assumptions on the noise 2) they achieve optimal rates of convergence
under weak stochastic assumptions on the class {(f − f∗)(X), f ∈ F} and
3) the rates are not downgraded by the presence of some outliers in the
dataset
• We apply this analysis to linear estimators regularized with elasitc net.
• Under the same local Bernstein assumption, with a slighlty different con-
centration argument, we study regularized learning problems in RKHS.
The noise can be heavy-tailed and no sub-Gaussian on {(f − f∗)(X), f ∈
F} is required to get fast rates of convrgence.
The paper is organized as follow. In Section 2 and 3 we respectively present
general results for RERM and minmax MOM estimators. Section 4 is devoted
to the application of our main theorems for the problems of linear estimators
regularized with elastic net and Support vector machines. Section A- D gather
the proofs of the main theorems.
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Notations: In the remaining of the paper, the following notations will be used
repeatedly. We will write L2 instead of L2(µ), let r > 0,
rBL2 = {f ∈ F : ‖f(X)‖L2(µ) 6 r}, rSL2 = {f ∈ F : ‖f(X)‖L2(µ) = r} .
For any set H for which it makes sense, let H + f∗ = {h + f∗ s.t h ∈ H},
H − f∗ = {h − f∗ s.t h ∈ H}. The notations a ∨ b and a ∧ b, will denote
respectively max(a, b) and min(a, b).
2. Regularized Empirical Risk Minimization (RERM)
All along this section, data (Xi, Yi)
N
i=1 are independent and identically dis-
tributed with common distribution P . The unknown risks are estimated by
their empirical counterparts, and the oracle is estimated by the empirical risk
minimizer (ERM) (see [46]), defined by
fˆERM = argmin
f∈F
PN ℓf :=
1
N
N∑
i=1
ℓ¯(f(Xi), Yi) .
Clearly, if the class F is too small, there is no hope that f∗(X) is close to Y .
One has to consider large classes leading to large error rates. To bypass the fact
that F may be very large, we can use the classical approach of regularization
where the penalization function emphasizes the belief we may have on the oracle
f∗. It leads to the Regularized Empirical Risk Minimizer (RERM) defined as
fˆRERMλ = argmin
f∈F
PN ℓf + λ‖f‖ , (3)
where ‖ · ‖ : E 7→ R+ is a norm. However, the estimators fˆRERMλ defined in (3)
are rather restrictive since it does not cover penalizations which are not a norm
such as ‖f‖2HK (i.e the square of the norm in a reproducible Kernel Hilbert
space) or the Elastic net procedure (see [50]). To bypass this limitation, the
estimator defined in Equation (3) will be replaced by
fˆφλ = argmin
f∈F
PN ℓf + λφ(f) := argmin
f∈F
PNLλf (4)
where φ : E 7→ R+ is a function satisfying the following Assumption.
Assumption 3. Let φ : E 7→ R+ be a real function such that
• φ is even, convex and φ(0) = 0
• There exists a constant η > 0 such that for all f, g ∈ F
φ(f + g) ≤ η(φ(f) + φ(g)) (5)
Assumption 3 holds for any norm but also for the square of a norm (with
η = 2), the elasitc net penalization (with η = 2) defined for any t in Rp as
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φ(t) = (1−α)‖t‖1+α‖t‖22, where α ∈ [0, 1], ‖t‖1 =
∑p
i=1 |ti| and ‖t‖22 =
∑p
i=1 t
2
i .
To control the L2-error rates for the RERM, it is necessary to impose a con-
centration assumption on the class {Lf (X,Y ), f ∈ F}. From Assumption 2
it is implied by a concentration assumption on the class {(f − f∗)(X), f ∈ F}
(this assumption will be relaxed using MOM-type estimators in Section 3).
Definition 1. A class F is called B sub-Gaussian (with respect to X) for some
constant B ≥ 0 when for all f in F and for all λ > 1
E exp(λ|f(X)|/‖f‖L2) ≤ exp(λ2B2/2) .
Assumption 4. The class F − f∗ is B sub-Gaussian.
For example, when F is the class of linear functionals in Rp, F = {〈·, t〉, t ∈
T } for T ⊂ Rp, F − f∗ is 1 sub-Gaussian if X ∼ N (0,Σ) or if X = (xj)pj=1 has
independent coordinates that are 1 sub-Gaussian. In the sub-Gaussian frame-
work, a natural way to measure the statistical complexity of the function class
F is via the Gaussian mean-width that we introduce now.
Definition 2. Let H ⊂ L2 and (Gh)h∈H be the canonical centered Gaussian
process indexed by H, with covariance structure
∀h1, h2 ∈ H,
(
E(Gh1 −Gh2)2
)1/2
=
(
E(h1(X)− h2(X))2
)1/2
.
The Gaussian mean-width of H is w(H) = E suph∈H Gh.
For example, when F = {〈·, t〉, t ∈ Rp}, and X ∼ N (0,Σ), w(T ) =
E supt∈T
〈
G, t
〉
, where T is a subset of Rp and G ∼ N (0,Σ). The Gaussian mean-
width is closely related with metric complexities such as the entropy through
the Sudakov’s inequality, see Chapter 1 in [11] for precise inequalities.
Following ideas developed in [21, 23, 24, 41], the complexity parameter driving
the statistical behavior of the estimator fˆφλ is defined as a fixed point depending
on the Gaussian mean-width:
Definition 3. The complexity is measured via a non-decreasing function r(·)
such that for every A > 0,
r(A) = inf
{
r > 0 : 32LBw
(
F∩Bφη(4+2A−1)φ(f∗)(f∗)∩(f∗+rBL2)
) ≤ (2A)−1√Nr2}
where Bφδ (g) = {f ∈ F : φ(f − g) ≤ δ} , L is the Lipschitz constant of
Assumption 2, B is the sub-Gaussian constant defined in Assumption 4 and η
is defined in Assumption 3.
Note that when φ is a norm, Bφδ (g) simply corresponds to the ball of reg-
ularization centered in g with radius δ. We are now in position to introduce
the local Bernstein condition allowing to derive fast rates of convergence for
heavy-tailed problem.
Assumption 5. There exists a constant A∗ > 0 such that for all f ∈ F if
‖f − f∗‖L2 = r(A∗) and φ(f − f∗) ≤ η(4 + 2(A∗)−1)φ(f∗) then ‖f − f∗‖2L2 6
A∗PLf .
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In the sequel of this section we will write r∗ instead of r(A∗). Condition 5
states that f 7→ PLf is 1/A∗-strongly convex in a subset of the L2-sphere
centered in f∗ with radius r∗. As explained in [14], this local Bernstein condition
holds in examples where F is not bounded in L2-norm, and therefore, where the
global Bernstein condition of [1]( ‖f − f∗‖2L2 6 A∗PLf for all f ∈ F ) does not
hold. Assumption 5 replaces the small-ball Assumption (see [41] for instance)
for learning problems with Lipschitz and convex loss functions. In [14], the
authors consider non-regularized problems where the local Bernstein condition
is required over the whole L2-sphere of radius r
∗. For regularized-procedure, this
condition is required only for functions f in this L2-sphere of radius r
∗ such that
φ(f − f∗) ≤ η(4+ 2(A∗)−1)φ(f∗). For instance, in the case of RKHS associated
to a bounded kernel K, the condition φ(f − f∗) ≤ ρ, for ρ > 0 implies that the
function f − f∗ are bounded by √ρ‖K‖∞ (see Section 4.2). This localization
with respect to the regularization norm is essential to verify the local Bernstein
Assumption in practice and obtain fast rates of convergence (see Section 4.2).
We are now in position to present the main theorems of this section.
Theorem 2. Grant Assumptions 2, 1, 3, 4 and 5. With probability larger than
1− 2 exp
(
− N(r
∗)2
4(32A∗LB)2
)
(6)
for all regularization parameters λ ≥ λ0 = (r∗)2/φ(f∗) the estimator fˆφλ defined
in Equation (4) satisfies
‖fˆφλ − f∗‖L2 ≤ (4 + 6A∗)λ
φ(f∗)
r∗
and φ(fˆφλ − f∗) ≤ (4 + 2/A∗)ηφ(f∗).
Remark 1. Theorem 2 holds for an exponentially large probability (6) simulta-
neously for all λ ≥ λ0. As a consequence it can be used with a random choice of
regularization parameter λˆ as long as {λˆ ≥ λ0} hold with large probability. For
example, we could use a cross validation scheme to generate λˆ.
Note that for λ = λ0, we obtain ‖fˆφλ − f∗‖L2 ≤ (4 + 6A∗)r∗, which is the
minimax rate into the class {f ∈ F : φ(f) ≤ φ(f∗)} (see [23]). Since we do
not have access to φ(f∗), taking λ0 is impossible. To bypass this issue we use a
Lepski’s adaptation method (see [26, 27, 7]). To do so, the following assumption
is required.
Assumption 6. There exists M > 0 such that φ(f∗) ≤M .
Assumption 6 is natural since regularization procedures are used when one
believes that φ(f∗) is small. Since Theorem 2 holds with the same probability
for all λ ≥ λ0, one can choose M very large in the Lepski’s method without
deteriorating the probability of the event.
For j = 1, · · · , J = M + ⌈log2(M)⌉, let us define φj = 2j/2M , φ0 = 0 and
λj = r
2
j /φj where
rj = inf
{
r > 0 : 32LBw
(
F∩Bφη(4+2(A∗)−1)φj (f∗)∩(f∗+rBL2)
) ≤ (2A∗)−1√Nr2}
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Moreover for all λ > 0 let us define
Tλ(f) = PN (ℓf − ℓfˆφ
λ
) + λ
(
φ(f)− φ(fˆφλ )
)
, Rˆj = {f ∈ F : Tλj (f) ≤
(
(A∗)−1 + 2
)
λjφj}
k∗ = inf{k ∈ {1, · · · , J} : ∩Jj≥kRˆj 6= ∅} and set f˜ ∈ ∩Jj≥k∗ Rˆj .
Using the Lepski’s method we are in position to state to following theorem.
Theorem 3. Assumptions 2, 1, 3, 4, 5 and 6, with probability larger than
1− 2 exp (− N(r∗)2
4(64A∗LB(8 + 12A∗))2
)
‖f˜ − f∗‖L2 ≤ (8 + 12A∗)r∗, φ(f˜ − f∗) ≤ (4 + 2/A∗)ηφ(f∗)
and PLf˜ ≤ (4 + 3/A∗)(r∗)2 .
Note that such a procedure required the knowledge of A∗ and M . Complete
proofs of Theorem 3 and Theorem 2 are presentend in Section A in the Ap-
pendix. Here we present a simple sketch of the proof of Theorem 2. Our proof
relies on a homogeneity argument allowing to study the empirical excess risk
only in neighborhood around the oracle f∗.
Sketch of the proof : The main arguments are presented up to some con-
stants depending on A∗, L and η. The proof is splitted into two parts. First, we
identify a random event onto which the statistical behavior of fˆφλ can be stud-
ied using deterministic arguments. Next, we prove that this event holds with
large probability. Here we will only focus on the deterministic argument (see
Section A for the stochastic control).
Let Bλ = {f ∈ F : ‖f − f∗‖L2 ≤ λφ(f∗)/r∗ and φ(f − f∗) ≤ φ(f∗)} and the
stochastic event is defined as
Ω :=
{
for all f ∈ F ∩ (f∗ + r∗BL2) ∩Bφφ(f∗)(f∗),
∣∣(P − PN )Lf ∣∣ ≤ (r∗)2}
By definition, the estimator fˆφλ satisfies PNLλfˆφ
λ
≤ 0. Therefore, to prove The-
orem 2 it is sufficient to show that on Ω, PNLλf > 0 for all functions f in
F\Bλ. The proof follows from an homogeneity argument saying that for all
functions f ∈ F\Bλ, there exist f0 in the frontier of Bλ and α ≥ 1 such that
PNLλf ≥ αPNLλf0 . On the frontier of Bλ, either we have 1) φ(f0 − f∗) = φ(f∗)
and ‖f0 − f∗‖L2 ≤ λφ(f∗)/r∗ or 2) ‖f0 − f∗‖L2 = λφ(f∗)/r∗ and φ(f0 − f∗) ≤
φ(f∗).
The homogeneity argument linking the empirical excess risk of f to the one of
f0 is the following. For all i ∈ {1, · · · , N}, let ψi : R → R be defined for all
u ∈ R by
ψi(u) = ℓ¯(u + f
∗(Xi), Yi)− ℓ¯(f∗(Xi), Yi). (7)
The functions ψi are such that ψi(0) = 0, they are convex because ℓ¯ is, in
particular αψi(u) ≤ ψi(αu) for all u ∈ R and α ≥ 1 and ψi(f(Xi)− f∗(Xi)) =
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ℓ¯(f(Xi), Yi)− ℓ¯(f∗(Xi), Yi) so that the following holds:
PNLf = 1
N
N∑
i=1
ψi
(
f(Xi)− f∗(Xi)
)
=
1
N
N∑
i=1
ψi(α(f0(Xi)− f∗(Xi)))
≥ α
N
N∑
i=1
ψi((f0(Xi)− f∗(Xi))) = αPNLf0 . (8)
For the regularization part, since α ≥ 1, the same homogeneity arguments holds.
φ(f)− φ(f∗) = φ(f∗ + α(f0 − f∗))− φ(f∗) ≥ α(φ(f0)− φ(f∗))
It remains to control PNLλf0 in the two cases 1) and 2). Up to technicalities,
in case 1), we use Assumption 3 to showing that φ(f0)− φ(f∗) ≥ φ(f∗) (up to
constants). Using the event Ω, we show that PNLf0 ≥ −θλφ(f∗) for θ > 0 small
enough. In case 2), we use that φ(f0)−φ(f∗) ≥ −φ(f∗) and the local Bernstein
Assumption 5 to prove that PNLf0 ≥ γλφ(f∗) for γ > 0 large enough which
concludes the deterministic argument. 
3. Robustness to outliers and heavy-tailed data via Minmax MOM
estimators
In Section 2, we assumed that the class {(f − f∗)(X), f ∈ F}. is sub-Gaussian
and that the data (Xi, Yi)
N
i=1 are i.i.d with the same distribution P . In this
section, we relax these assumptions using minmax-MOM type estimators.
For any i ∈ {1, · · · , N}, let Pi be the distribution of (Xi, Yi). Let I ∪ O denote
an unknown partition of {1, · · ·N}. The cardinality of O is denoted |O|. Data
(Xi, Yi)i∈O are considered as outliers. No assumption on the distribution Pi
for i ∈ O is made and can be dependent or even adversarial. The informative
random variables (Xi, Yi)i∈I satisfy:
Assumption 7. The data (Xi, Yi)i∈I are independent and for all i ∈ I : Pi(f−
f∗)2(Xi) = P (f − f∗)2(X) and PiLf = PLf where we recall that P is the
distribution of (X,Y ) .
Assumption 7 holds in the i.i.d framework but it covers other situations where
informative data (Xi, Yi)i∈I may not have the same distribution. It is only re-
quired to induce the same L2-structure on the class F and the same excess risk.
Let (Bs)s=1,...,S denote a partition of {1, . . . , N} into blocks Bs of equal size
N/S (if N is not a multiple of S, just remove some data). Following [20] the
minmax MOM-estimators are defined as
fˆλS = argmin
f∈F
sup
g∈F
MOMS(ℓf − ℓg) + λ
(
φ(f)− φ(g)), (9)
where MOMS(ℓf − ℓg) = Med
(
PB1(ℓf − ℓg), · · · , PBS (ℓf − ℓg)
)
with PBs(ℓf −
ℓg) = (1/|Bs|)
∑
i∈Bs ℓf (Xi, Yi)− ℓg(Xi, Yi).
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Since we no longer consider the sub-Gaussian framework, we have to adapt
the complexity parameter to this new setup. The complexity is measured via a
function r˜(·) defined as
r˜(A) = inf
{
r > 0 : ∀J ⊂ I : |J | > N/2,
E sup
f∈F∩(f∗+rBL2)∩Bφη(4+2A−1)φ(f∗)(f∗)
∣∣∣∣∑
i∈J
σi(f − f∗)(Xi)
∣∣∣∣ ≤ (384AL)−1r2|J |
}
(10)
where (σi)
N
i=1 are i.i.d Rademacher random variables independent from (Xi, Yi)i∈I .
This complexity function is very close to the one in the sub-Gaussian case from
Section 2 expect that the Rademacher-complexity replaces the Gaussian mean-
width. When the class F − f∗ is B-sub-Gaussian, a standard chaining argu-
ment [45] shows that r˜(·) and r(·) are equivalent. However, when only Lp con-
ditions are granted on the class F − f∗, r˜(·) may be larger than r(·), see [14],
for instance. It is also necessary to adapt the local Bernstein condition from
Assumption 5 to the MOM-framework
Assumption 8. There exists a constant A˜ > 0 such that, for all f in F
satisfying ‖f − f∗‖L2 =
√
CS,r(A˜) and φ(f − f∗) ≤ η(4 + 2/A˜)φ(f∗), then
‖f − f∗‖2L2 6 A˜PLf where
CS,r(A) = max
(
r˜2(A), 368A2L2
S
N
)
. (11)
As Assumption 5, Assumption 8 is only granted on a subset of the L2-sphere
centered in the oracle f∗ where the radius is proportional to the rate of conver-
gence of the estimators. We are now in position to state our main results for the
minmax MOM estimators.
Theorem 4. Grant Assumptions 2, 1, 3, 7 and 8. Let S ≥ 7|O|/3, Then,
with probability larger than 1− 2 exp(−S/504), for any regularization parameter
λ > CS,r(A˜)/φ(f
∗), the estimator fˆλS defined in Equation (9) satisfies
φ(fˆλS − f∗) ≤ η(4 + 2/A˜)φ(f∗), ‖fˆλS − f∗‖L2 ≤ (4 + 6A˜)λ
φ(f∗)√
CS,r(A˜)
It is also possible to use the Lepski’s method to get an adaptive estimator as
the one in Theorem 3. For the sake of brevity, we do not present this result here.
There is a tradeoff between confidence and accuracy and an optimal choice of
S would be S ≍ r˜(A˜)N . In that case, CS,r(A˜) ≍ r˜(A˜). For this value of S, the
optimal λ is r˜2(A˜)/φ(f∗) and we would obtain ‖fˆλS − f∗‖2L2 . C(A˜)r˜(A˜). With
S ≍ r˜(A˜)N and λ =≍ r˜2(A˜)/φ(f∗), we recover the same result as the one in
the sub-Gaussian setting as long as Rademacher complexity and Gaussian-mean
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width are equivalent. We will see in Section 4.2 that it is the case for the precise
example of RKHS associated to bounded kernel. Moreover, by construction, the
estimator fˆλS is robust to 3S/7 outliers in the dataset.
Therefore, using minmax-MOM estimators, we have relaxed two strong Assump-
tions 1) the i.i.d setting and 2) the sub-Gaussian Assumption on the class F−f∗.
Properly calibrated minmax-MOM estimators are not affected if the number of
outliers is less than number of observations × square of the optimal rate in the
i.i.d setup (when S ≍ r˜(A˜)N and r(A) ≍ r˜(A)).
4. Applications
Our results are very general and may be applied to various examples. To do so,
it is necessary to:
• Verify Assumptions 2, 1 and 3.
• If the RERM is studied, check Assumption 4 and compute the Gaussian-
mean-width w
(
F ∩ Bφη(4+2(A∗)−1)φj (f∗) ∩ (f∗rBL2)
)
to deduce r(A) for
every A > 0.
• If the minmax MOM-estimators is considerer, compute the Rademacher
complexity to deduce r˜(A) for every A > 0.
• Find A satisfying the local Bersntein condition (the L2-radius depends on
the estimator we consider).
As an illustration, we study in the sequel RERM and minmax MOM-estimators
for linear estimators in Rp regularized by the elastic net and for regularized
kernel methods. It turns out that the sub-Gaussian assumption over the class
F − f∗ is not required by using the reproducing property of RKHS. Instead
we develop another general analysis to study RERM in RKHS associated with
bounded kernel (see Section 4.2.1).
4.1. Application to Elastic net with Huber loss function
In [50], the authors noticed that the performance of the LASSO is not as good
as the one of Rigde regression when the variables are highly correlated. The-
oretically, it is now known that the covariance matrix of the design X must
satisfy the Restricted Eigenvalue condition to obtain fast rates of convergence
for the LASSO [4, 6]. To bypass this limitation, the authors introduced in [50]
the Elastic net regularization.
Regularized Empirical Risk Minimizers Let F be the class of linear func-
tionals in Rp, F = {〈·, t〉, t ∈ Rp} which satisfies Assumption 1. Let (Xi, Yi)Ni=1
be random variables valued in Rp × Y. As the oracle is denoted f∗, we intro-
duce t∗ such that f∗(·) = 〈t∗, ·〉. Let α ∈ [0, 1], for any t in Rp, the elastic net
penalization is defined as
φ(t) = (1− α)‖t‖1 + α‖t‖22 , (12)
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where ‖t‖1 =
∑p
i=1 |ti| and ‖t‖22 =
∑p
i=1 t
2
i . For α = 1 and α = 0 we recover
respectively the ridge and the Lasso penalizations (these cases will not be studied
in the sequel). Clearly φ defined in Equation (12) satisfies Assumption 3 with
η = 2. Let ℓ¯δ be the huber loss function with parameter δ > 0 (which is δ-
Lipschiz), the estimator RERM is defined as
tˆδ,αλ ∈ argmin
t∈Rp
1
N
N∑
i=1
ℓ¯δ
(〈
Xi, t
〉
, Yi
)
+ λ
(
(1− α)‖t‖1 + α‖t‖22
)
. (13)
Theorems 2 and 3 require the computation of the Gaussian mean-width w
(
F∩
Bφρ (t
∗) ∩ (f∗ + rBL2)
)
for r, ρ > 0. To do so, let us assume that the design X
is isotropic i.e for all t ∈ Rp, E〈X, t〉2
Rp
= ‖t‖22. It means that the L2(µ) norm
coincides with the natural Euclidean structure on the space ℓp2. Thus, for all
ρ, r > 0, under the isotropic assumption, we have
w
(
F∩Bφρ (t∗)∩(f∗+rBL2)
)
= w(Bφρ (0)∩rBp2 ) = E sup
t∈R: (1−α)‖t‖1+α‖t‖22≤ρ, ‖t‖2≤r
〈
G, t
〉
Rp
,
(14)
where G is a standard Gaussian random vector in Rp and Bpl denotes the unit
ball in (Rp, ‖ · ‖l), for l ≥ 0. Let α ∈ (0, 1). We have,
w(Bφρ (0) ∩ rBL2) ≤ min
(
w
( ρ
1− αB
p
1 ∩ rBp2
)
, w
(
min(r,
√
ρ
α
)Bp2
))
. (15)
Let us introduce
r∗1 = inf
{
r > 0 : 64δBA∗w
(
(8 + 4/A∗)φ(f∗)
1− α B
p
1 ∩ rBp2
)
≤
√
Nr2
}
.
r∗2 = inf
{
r > 0 : 64δBA∗w
(
min
(
r,
√
(8 + 4/A∗)φ(f∗)
α
)Bp2
)) ≤ √Nr2} .
From Equation (15) and the definition of r∗ it is clear that r∗ ≤ min(r∗1 , r∗2).
Using the computations of w
(
ρBp1 ∩ rBp2
)
for all r, ρ > 0 presented in [23], it
follows that
(r∗1)
2 =


(8+4/A∗)φ(f∗)
1−α
√
64δBA∗
N log
(
ep(1−α)√
N (8+4/A∗)φ(f∗)
)
if (8+4/A
∗)2φ2(f∗)N
(1−α)264δBA∗ ≤ p2
64δBA∗p
N if
(8+4/A∗)2φ2(f∗)N
(1−α)264δBA∗ ≥ p2
(r∗2)
2 =


64δBA∗p
N if N ≥ 64δBA
∗αp
(8+4/A∗)φ(f∗)√
64δB(8+4/A∗)φ(f∗)p
αN if N ≤ 64δBA
∗αp
(8+4/A∗)φ(f∗)
For the sake of presentation, the dependence with respect to the dimension and
the sample size is presented in bold. Since r∗ ≤ min(r∗1 , r∗2), it is clear that r∗
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captures the best situation between the LASSO (complexity parameter r∗1) and
the Ridge regression (complexity parameter r∗2).
To apply Theorems 2 and 3, it remains to verify the local Bernstein condition.
Results on the local Bernstein Assumption (see Assumptions 5 and 8) can be
found in [14] for the quantile and Huber losses for regression problems and for
the logistic and the Hinge loss for classification. For the sake of brevity, we only
present the results for the Huber loss function with parameter δ > 0 (absolute
loss function will be studied in Section 4.2). Note that δ must be of the order
of a constant. Let us introduce the following assumption.
Assumption 9. Let r, ρ, ε > 0.
• a) There exists C′ > 0 such that, for all f ∈ F such that ‖f − f∗‖L2 = r
and φ(f − f∗) ≤ ρ, ‖f − f∗‖L2+ε ≤ C′‖f − f∗‖L2 .
• b) Let C′ be the constant defined above. There exists γ > 0 such that, for
all x ∈ X and for all z in R such that |z − f∗(x)| ≤ (√2C′)(2+ε)/εr, we
have FY |X=x(z+ δ)−FY |X=x(z− δ) ≥ γ, where FY |X=x is the conditional
cumulative function of Y given X = x.
When the class F − f∗ is 1-sub-Gaussian, it is clear that the point a) of
Assumption 9 holds with an absolute constant C′ for ε = 2 (see theorem 1.1.5
in [11]). For the point b), if Y =
〈
t,X
〉
+W , where W is a symmetric random
variable independent from X and t ∈ Rp, we have t∗ = t. In this case, the point
b) holds if FW (δ − 2(C′)2r)− FW (2(C′)2r − δ) ≥ γ, where FW denotes the cdf
of W . It simply means that the noise puts enough mass around 0. In particular,
point b) holds when W is Cauchy. In this case, Y is not integrable and yet we
are able to verify the Bernstein condition and derive fast rates of convergence.
Theorem 5 ([14]). Grant Assumptions 9 (with parameter r, ρ and γ). Then, for
all f ∈ F satisfying ‖f−f∗‖L2 = r and φ(f −f∗) ≤ ρ, ‖f−f∗‖2L2 6 (4/γ)PLf .
Note that in [14], the proof holds for any f in F such that ‖f−f∗‖L2 = r. The
proof of Theorem 5 is exaclty the same as the one in [14] with simple modifica-
tions taking into account the new localization with respect to the regularization.
We are now in position to state the main theorem for the elastic net procedure.
Theorem 6. Let r∗ = min(r∗1 , r
∗
2). Let (Xi, Yi)
N
i=1 be i.i.d random variables
distributed as (X,Y ) where Y =
〈
X, t∗
〉
+W , where t∗ ∈ Rp, X = (x1, · · · , xp)
is a sub-Gaussian random vector. Let us assume that the noiseW is a symmetric
random variable independent from X such that there exists γ > 0 for which
FW (δ−2(C′)2r∗)−FW (2(C′)2r∗−δ) ≥ γ . Let λ = (r∗)2/φ(f∗). With probability
larger than 1− 2 exp (− γ24(128)2δ2N(r∗)2), the estimator tˆδ,αλ associated with the
Huber loss function defined in Equation (13) satisfies
‖tˆδ,αλ − t∗‖2 ≤ (4 + 24/γ)r∗ φ(tˆδ,αλ − f∗) ≤ (8 + γ)φ(t∗) and PLtˆδ,αλ ≤ (4 + 3γ/4)(r
∗)2 .
In Theorem 6 we set λ = (r∗)2/φ(f∗) which is evidently unknown. However
it is possible to use Theorem 3
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achieving the same rates. When 1−α is close to 1 that is when the penalization
ℓ1 is dominant we have r
∗ = r∗1 and we recover the result for the Lasso (see [23]).
When α is close to 1 the elastic net is almost equivalent to ridge regression and
r∗ = r∗2 . We recover the results for the ridge regression.
In Theorem 6 it is not clear if there exists γ such that FW (δ − 2(C′)2r∗) −
FW (2(C
′)2r∗ − δ) ≥ γ. It turns out that this condition is very weak. It simply
means that the noise W puts enough mass around 0. For instance let W be a
standard Cauchy distribution. The condition FW (δ−2(C′)2r∗)−FW (2(C′)2r∗−
δ) ≥ γ can be rewritten as δ − 2(C′)2r∗ ≥ tan(γπ/2). If r∗ ≤ 1 we can take
γ = 1 and δ = 4(C′)2 + 1. The condition r∗ ≤ 1 means that enough data
are given to the statistican which corresponds to interesting learning problems.
Consequently, even for non-integrable noise such as a Cauchy distribution we
are able to derive fast rates of convergence.
Minmax MOM-estimators Now, let us turn to the robust minmax MOM-
estimator associated with the Huber loss function for the elastic net procedure
defined as
tˆδ,αλ,S ∈ argmin
t∈Rp
sup
t˜∈Rp
MOMS
(
ℓδt−ℓδt˜
)
+λ
(
(1−α)(‖t‖1−‖t˜‖1)+α(‖t‖22−‖t˜‖22)
)
(16)
where ℓδ denotes the Huber loss function with parameter δ. To study these
estimators, is necessary to compute the rademacher complexity given in the
definition of r˜(·). From Theorem 1.6 in [35], it is possible to link Rademacher
complexity and Gaussian mean-width for the Elastic-net regularization as long
as X is isotropic (i.e for all t in Rp, E
〈
X, t
〉2
= ‖t‖22 ) and satisfies
∀1 ≤ q ≤ c1 log(p), 1 ≤ i ≤ p, ‖
〈
X, ei
〉‖Lq ≤ c1√q , (17)
for c1, c2 > 0 two absolute constants and where (ei)
p
i=1 denotes the canonical
basis of Rp. Since any a real valued random variable Z is L0-sub-Gaussian if
and only if for all q ≥ 1, ‖Z‖Lq ≤ c3L0√q, for c3 > 0 an absolute constant,
the condition (17) imposes “c1 log(p) sub-Gaussian moments“ on the design X .
From Theorem 1.6 in [35], if condition (17) holds, we get r˜(A˜) ≤ c4r(A˜) for
c4 > 0 an aboslute constant and the following theorem holds:
Theorem 7. Let r˜ = c4min(r
∗
1 , r
∗
2). Let (X,Y ) be a random variable such
that Y =
〈
X, t∗
〉
+ W , where t∗ ∈ Rp and W a symmetric random variable
independent from X such that there exists γ > 0 with FW (δ − 2(C′)2r˜) −
FW (2(C
′)2r˜ − δ) ≥ γ. X is assumed to be an isotropic random vector satis-
fying condition (17). Assume that (Xi, Yi)i∈I are independent and distributed
as (X,Y ). Let S ≥ 7|O|/3. With probability larger than 1 − exp(−S/504), the
estimators tˆδ,αλ,S defined in (16) with
λ =
max
(
(r˜)2, 5588δ
2
γ2
S
N
)
φ(t∗)
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satisfies
‖tˆδ,αλ,S − f∗‖22 ≤ (8 + γ)2max
(
(r˜)2,
5588δ2
γ2
S
N
)
φ(tˆδ,αλ,S − f∗) ≤ (4 + 3γ/4)φ(t∗) .
When S . N(r˜)2, Theorem 7 improves Theorem 6 by relaxing the sub-
Gaussian Assumption. Moreover, for S ≍ N(r˜)2 up to 3N(r˜)2/7 outliers can
be present in the dataset without affecting the error rate. Note also that it is
possible to adapt the estimator in a data-driven way to the best S and λ by
using a Lepski’s adaptation as we have done in Theorem 3.
Remark 2. In Theorems 6 and 7, we assumed that the design X is isotropic.
This assumption is only used for the computation of the Gaussian mean-with of
the intersection of the ℓ1 ball with the ℓ2 ball. Using the recent work from [3] it
is possible to extend the result for more general covariance matrices.
4.2. Application to RKHS
In this section, we consider regularization methods in some general Reproducing
Kernel Hilbert Space (RKHS) (cf. [44] for a specific analysis on RKHS). The
regularization function φ(·) is defined as φ(·) = ‖ · ‖2HK where ‖ · ‖HK is the
norm in the space HK associated to a kernel K. This section is inspired from
the work in [1]. The authors established convergence rates when φ(·) = ‖ · ‖Hk
and F = RBHK , for R > 0, for classification problems under a much stronger
global Margin assumption. We improve their work in many aspects 1) heavy-
tailed noise can be handled, 2) the margin assumption is replaced by the weaker
local Bernstein condition, 3) we can analyse the regularization φ(·) = ‖ · ‖2HK
and 4) there is no restriction on the class F = HK , we do not restrict F to be
a regularization ball in HK .
Using Theorems 4 we derive explicit bounds on the error rates depending on
‖f∗‖HK for the minimax-MOM estimators. For the RERM, we could use The-
orem 2. However, it turns out that the sub-Gaussian Assumption 4 on the class
F −f∗ is complicated to verify for RKHS and the application of Theorem 2 may
be tricky. Instead, we derive another analysis where no sub-Gaussian assumption
is required. In the precise example of RKHS, our homogeneity argument implies
that we can restrict ourselves to a bounded class of functions. As a consequence,
we can use concentration tools such as Talagrand’s inequality instead of results
from the sub-Gaussian theory. Nothing has to be assumed on the design X .
We are givenN pairs (Xi, Yi)
N
i=1 of random variables where theXi’s take their
values in some measurable space X and Yi ∈ Y where Y = {−1, 1} for binary
classification problems and Y = R for regression problems. We introduce a kernel
K : X × X 7→ R measuring a similarity between elements of X i.e K(x1, x2)
is small if x1, x2 ∈ X are “similar”. The main idea of kernel methods is to
transport the design data Xi’s from the set X to a certain Hilbert space via the
application x 7→ K(x, ·) := Kx(·) and construct a statistical procedure in this
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”transported” and structured space. The kernelK is used to generate an Hilbert
space known as Reproducing Kernel Hilbert Space (RKHS). Recall that if K is
a positive definite function i.e for all n ∈ N∗, x1, · · · , xn ∈ X and c1, · · · , cn ∈
R,
∑n
i=1
∑n
j=1 cicjK(xi, xj) ≥ 0, then by Mercer’s theorem there exists an
orthonormal basis (φi)
∞
i=1 of L2(µ) such that µ × µ almost surely, K(x, y) =∑∞
i=1 λiφi(x)φi(y), where (λ)
∞
i=1 is the sequence of eigenvalues (arranged in a
non-increasing order) of TK and φi is the eigenvector corresponding to λi where
TK : L2(µ)→ L2(µ)
(TKf)(x) =
∫
K(x, y)f(y)dµ(y) . (18)
The Reproducing Kernel Hilbert Space HK is the set of all functions of the form∑∞
i=1 aiK(xi, ·) where xi ∈ X and ai ∈ R converging in L2(µ) endowed with
the inner product
〈 ∞∑
i=1
aiK(xi, ·),
∞∑
i=1
biK(yi, ·)
〉
=
∞∑
i,j=1
aibjK(xi, yi) .
An alternative way to define a RKHS is via the feature map Φ : X 7→ ℓ2 such
that Φ(x) =
(√
λiφi(x)
)∞
i=1
. Since (Φk)
∞
k=1 is an orthogonal basis of HK , it is
easy to see that the unit ball of HK can be expressed as
BHK = {fβ(·) =
〈
β,Φ(·)〉
ℓ2
, ‖β‖2 ≤ 1} , (19)
where
〈·, ·〉
ℓ2
is the standard inner product in the Hilbert space ℓ2. In other
words, the feature map Φ can the used to define an isometry between the two
Hilbert spaces HK and ℓ2.
The RKHS HK is therefore a convex class of functions from X to R that can
be used as a learning class F . Let the oracle f∗ be defined as
f∗ ∈ argmin
f∈HK
E[ℓ¯(f(X), Y )] .
Let f be in HK , by the reproducing property and Cauchy-Schwarz we have for
all x, y in X
|f(x)− f(y)| = 〈f,Kx −Ky〉 ≤ ‖f‖HK‖Kx −Ky‖HK . (20)
From Equation (20), it is clear that the norm of a function in the RKHS controls
how fast the function varies over X with respect to the geometry defined by
the kernel (Lipschitz with constant ‖f‖HK ). As a consequence the norm of
regularization ‖ · ‖HK is related with its degree of smoothness w.r.t. the metric
defined by the kernel on X . Let ℓ¯ be any loss function satisfying Assumption 2,
the estimators fˆφλ and fˆ
φ
λ,S defined respectively in Equation (4) and (9) are given
by
fˆφλ = argmin
f∈HK
1
N
N∑
i=1
ℓ¯(f(Xi), Yi) + λ‖f‖2HK (21)
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and
fˆφλ,S = argmin
f∈HK
sup
g∈HK
MOMS(ℓf − ℓg) + λ
(‖f‖2HK − ‖g‖2HK). (22)
It is clear that φ(·) = ‖ · ‖2HK verifies Assumption 3 with η = 2 We establish
oracle inequalities for fˆφλ and fˆ
φ
λ,S respectively defined in Equation (21) and (22)
when the loss satisfies Assumption 2. In [36, 33, 47, 43] for the quadratic loss
function and [15, 16] for the pinball loss (which is Lipschitz), the authors es-
tablish error bounds for when the target Y is assumed to satisfy Y ∈ [−M,M ]
almost surely which is a really strong Assumption. Our analysis applies when
the target Y is unbounded and may even be heavy-tailed which is, as far as
we know, a new result. In [10] the authors do not assume that the target Y is
bounded. However, their analysis requires to control the Laplace transform of
the noise Y − f∗(X) (see Assumption 2 in [10]). As a consequence they cannot
consider heavy-tailed noise. In [15, 16] the authors are also interested in the
approximation error of kernel methods and compare ourselves with their results
is a complicated task. We obtain the same error rate as [36, 10] when the eigen-
values of the integral operator TK satisfies λn ≤ βn−1/p for some 0 < p < 1 and
β > 0 an absolute constant when Y may be unbounded and heavy-tailed.
The value of p is related with the smoothness of the space HK . Different kinds
of spectrum could be analysis. It would only change the computation of the
complexity fixed-points. For the sake of simplicity we only focuse on this exam-
ple as it has been studied in [10, 36] for instance.
4.2.1. New general analysis for the RERM
Since every RKHS are convex, Assumption 1 holds. Therefore, when the loss
function satisfies Assumption 2, to use Theorem 2 it is necessary to verify As-
sumptions 4 and 5. However, it turns out that the sub-Gaussian Assumption on
the class F−f∗ cannot be verfied in practice except for very precise Kernels. Our
analysis (see Section A) requires the sub-Gaussian Assumption to show that with
an exponentially large probability for all f in F such that ‖f − f∗‖L2 ≤ r(A∗)
and φ(f − f∗) ≤ η(2 + 2/A∗)φ(f∗):
∣∣(P − PN )Lf ∣∣ ≤ r2(A∗)
2A∗
, (23)
where A∗ satisfies Assumption 5 and r(·) is the complexity parameter defined
in Definition 3. However, when F = HK we have {f ∈ F : φ(f − f∗) ≤ η(2 +
2/A∗)φ(f∗)} = {f ∈ HK : ‖f − f∗‖HK ≤ 2
√
1 + 1/A∗‖f∗‖HK}. Morever, from
the reproducible property, for all x ∈ X and all f inHK such that ‖f−f∗‖HK ≤
2
√
1 + 1/A∗‖f∗‖HK we have
|f(x)− f∗(x)| = 〈f − f∗,Kx〉HK ≤ ‖f − f∗‖HK‖Kx‖HK
= ‖f − f∗‖HK
√
K(x, x) ≤ 2
√
(1 + 1/A∗)‖K‖∞‖f∗‖HK
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Therefore, when F = HK , for K a bounded Kernel, the control of (23) is over
a bounded class of functions. As a consequence, the sub-Gaussian Assumption
is no longer necessary. Instead we develop another analysis based of the Bous-
quet’s version of Talagrand’s inquality [9]. Since no sub-Gaussian assumption is
required we use another complexity parameter where the Rademacher complex-
ity replaces the Gaussian mean-width.
r¯(A) = inf
{
r > 0, E sup
f∈F :‖f−f∗‖L2≤r,
‖f−f∗‖HK≤2
√
2+1/A‖f∗‖HK
N∑
i=1
σi(f−f∗)(Xi) ≤ Nr
2
64AL
}
(24)
We also adapt the local Bernstein assumption to the Definition (24).
Assumption 10. There exists a constant A¯ ≥ 1 such that for all f ∈ HK if
‖f − f∗‖L2 = 2L
√
(2 + 1/A¯)‖K‖∞‖f∗‖HK r¯(A¯) and ‖f−f∗‖HK ≤ 2
√
2 + 1/A¯‖f∗‖HK
then ‖f − f∗‖2L2 6 A¯PLf .
Theorem 8. Let (Xi, Yi)
N
i=1 be i.i.d random variables with commom distribution
P . Let ℓ be a loss function satisfying Assumption 2 with L ≥ 1. Let HK be a
RKHS associated to a bounded Kernel K. Grant Assumption 10 such that A¯ ≥ 1.
Let U = 2L
√
(2 + 1/A¯)‖K‖∞. With probability larger than
1− 2 exp
(
− Nr¯
2(A¯)
64(LA¯)2
)
for all regularization parameters λ ≥ λ0 = max(1, U‖f∗‖HK )r¯2(A¯)/‖f∗‖2HK the
estimators fˆφλ defined in Equation (21) satisfies
‖fˆφλ − f∗‖L2 ≤ (4 + 6A¯)λ
‖f∗‖2HK
max(1,
√
U‖f∗‖HK )r¯(A¯)
and ‖fˆφλ − f∗‖HK ≤ (8 + 4/A¯)‖f∗‖HK .
The proof can be find in Section C. Theorem 8 is similar to Theorem 2 for
RKHS when the sub-Gaussian assumption is relaxed. By taking λ = λ0 we get
‖fˆφλ − f∗‖L2 ≤ (4 + 6A¯)max(1,
√
U‖f∗‖HK )r¯(A¯) .
When ‖f∗‖HK ≤ M , we obtain the same bounds as the one in Theorem 2
(up to a constant depending on A¯ and ‖K‖∞) and a Lespki’s procedure as
in Theorem 3 yields to an adaptive estimator. Note that the assumption that
‖K‖∞ < ∞ is really weak since any continuous kernel on a compact space is
bounded. Moreover many results in RKHS are derived for the Gaussian Kernel
with is bounded by 1, [16, 44].
4.2.2. Explicit bounds for the ERM and the minmax MOM estimators
To obtain explicit bounds in Theorems 4 and 8 it is necessary to calculate
the complexity parameters r¯(A¯) and r˜(A˜). To do so, we have to compute the
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Rademacher complexity of the set {f ∈ HK : ‖f−f∗‖2HK ≤ ρ, ‖f−f∗‖L2 ≤ r}
for any ρ, r > 0. From Theorem 2.1 in [34], if K is a bounded kernel, then for
all ρ, r > 0
E sup
f∈HK∩(f∗+rBL2∩ρBHK )
1√
N
∣∣∣∣
N∑
i=1
σi(f − f∗)(Xi)
∣∣∣∣ ≤ √2‖K‖∞
( ∞∑
k=1
(
ρ2λk∧r2
))1/2
Remark 3. Since the feature map Φ defines an isometry between HK and ℓ2, the
computation of the Gaussian mean-width of the set {f ∈ HK : ‖f − f∗‖2HK ≤
ρ, ‖f − f∗‖L2 ≤ r} is equivalent to the computation of the Gaussian mean-
width of an ellipsoid in ℓ2. Consequently, it is easy to show that Rademacher
complexity and Gaussian mean-width (and thus r¯(A) and r(A) ) are equivalent.
In the case where the eigenvalues λk ≤ βk−1/p for all k ∈ N∗ and 0 < p < 1,
where β > 0 is an absolute constant and ρ/r ≥ 1, straightforward computations
give ( ∞∑
k=1
(
ρ2λk ∧ r2
))1/2 ≤ β ρp
rp−1
It follows that for any bounded kernel K such that the eigenvalues assoicated
to TK satisfy λk ≤ βk−1/p for all k ∈ N∗ and 0 < p < 1 and A > 0
r˜2(A) = C(A, β, L, p)
‖f∗‖(2p)/(p+1)HK
N1/(p+1)
= 6r¯2(A)
where C(A, β, L, p) =
(
384AβL
)2/(p+1)(
4(2 + 1/A)
)2p/(p+1)
Now, let us turn to Bernstein condition. We use the results from [14] where
the local Bernstein condition has been extensively studied for many convex
and Lipschitz loss functions. In Section 4.1 we studied the Huber loss function.
Here, we consider the absolute loss (which is the quantile loss for τ = 1/2). Let
us present the Assumptions required to study the Bernstein condition for the
quantile loss function.
Assumption 11. Let r, ρ, ε > 0.
• a) There exists C′ > 0 such that for all f ∈ F such that ‖f − f∗‖L2 = r
and ‖f − f∗‖HK ≤ ρ, ‖f − f∗‖L2+ε ≤ C′‖f − f∗‖L2
• b) Let C′ be the constant defined above. There exists α > 0 such that, for
all x ∈ X and for all z in R such that |z − f∗(x)| ≤ (√2C′)(2+ε)/εr, we
have fY |X=x(z) ≥ γ, where fY |X=x is the conditional density function of
Y given X = x.
Assumption 11 and 9 are very similar. When Y = f∗(X) +W , for f∗ in HK
and W is a symmetric noise, condition b) simply means that the noise W puts
enough mass around 0.
Theorem 9 ([14]). Grant Assumptions 11 (with parameter r, ρ and γ). Then,
for all f ∈ F satisfying ‖f − f∗‖L2 = r and ‖f − f∗‖HK ≤ ρ, ‖f − f∗‖2L2 6
(4/γ)PLf .
CHINOT Geoffrey/Robust learning and complexity dependent bounds for regularized problems22
For kernel methods, the point a) of Assumption 11 is a L2+ε/L2-norm equiv-
alence which is only required in the ball defined by the norm in the RKHS. Let
f in F such that ‖f − f∗‖HK ≤ ρ and ‖f − f∗‖L2 = r, we have
‖f − f∗‖2+εL2+ε =
∫
(f(x)− f∗(x))2+εdPX(x) ≤ (ρ‖K‖∞)ε‖f − f∗‖2L2
Since ‖f − f∗‖L2 = r, it follows that
‖f − f∗‖L2+ε ≤
(
ρ‖K‖∞
r
)ε/(2+ε)
‖f − f∗‖L2 .
Therefore, the point a) holds with C′ = (ρ‖K‖∞/r)ε/(2+ε). Let us turn to the
point b). From the fact that C′ = (ρ‖K‖∞/r)ε/(2+ε), we have
√
2C′
(2+ε)/ε
r =
2(2+ε)/2ερ‖K‖∞. For example, when Y = g(X) +W , where g ∈ HK : X 7→ R
andW is symetric and independent from X , it is easy to see that f∗ = g. In this
case the second point of Assumption 11 can be rewritten as fW (z) ≥ γ for all
z ∈ R such that |z| ≤ 2(2+ε)/2ερ‖K‖∞, where fW denotes the density function
of W . It simply means that the noise puts enough mass around 0.
We are now in position to state our main Theorems in a RKHS associated
with a bounded kernel when the absolute loss function is considered for the
RERM and the minmax MOM estimators.
Theorem 10. Let X be some measurable space and K : X×X 7→ R be a positive
definite bounded kernel where HK denote its associated RKHS. Let (λk)∞k=1 be
the sequence of eigenvalues associated to TK in L2(µ) such that λk ≤ βk−1/p
for all k ∈ N∗ and 0 < p < 1, where β > 0 is an absolute constant. For any
x ∈ X , let fY |X=x denote the conditional density function of Y given X = x.
Let us assume that there exists γ > 0 such that, for all x ∈ X and for all z in
R such that |z − f∗(x)| ≤ 2√8 + γ‖f∗‖HK‖K‖∞, we have fY |X=x(z) ≥ γ. Let
(Xi, Yi)
N
i=1 be i.i.d random variables distributed as (X,Y ). Then with probability
larger than
1− exp
(
− γC(4/γ, β, 1, p)
256
Np/(p+1)‖f∗‖2p/(p+1)HK
)
,
when
λ = C(4/γ, β, 1, p)max(1, (8 + γ)‖K‖∞‖f∗‖HK )
‖f∗‖2/(p+1)HK
N1/(1+p)
,
the estimator fˆφλ associated to the absolute loss function defined in Equation
(21) satisfies
‖fˆφλ − f∗‖2L2 ≤ (4 + 3/(2γ))C(4/γ, β, 1, p)max(1, (8 + γ)‖K‖∞‖f∗‖HK )
‖f∗‖2/(p+1)HK
N1/(1+p)
and ‖fˆφλ − f∗‖HK ≤ (8 + γ)‖f∗‖HK
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The error rate in Theorem 10 is the same as in [36]. However our analysis do
not require that the target Y is bounded. It can even be heavy-tailed.
Note also that nothing is assumed on the design X .
Remark 4. When Y = f∗(X) + W , where W is a standard Cauchy dis-
tribution, the condition fY |X=x(z) ≥ γ for z in R such that |z − f∗(x)| ≤
2
√
8 + γ‖f∗‖HK‖K‖∞ is satisfied as long as there exists γ ∈ (0, 1] such that
1
π
(
1 + 4(8 + γ)‖f∗‖2HK‖K‖2∞
) ≥ γ
which holds for γ = min(1, 1/(π(1+36‖f∗‖2‖K‖2∞))). Consequenlty the analysis
holds for heavy-tailed distribution.
Let us turn to the MOM-estimators.
Theorem 11. Let X be some measurable space and K : X×X 7→ R be a positive
definite bounded kernel where HK denote its associated RKHS. Let (λk)∞k=1 be
the sequence of eigenvalues associated to TK in L2(µ) such that λk ≤ βk−1/p
for all k ∈ N∗ and 0 < p < 1, where β > 0 is an absolute constant. For any
x ∈ X , let fY |X=x denote the conditional density function of Y given X = x.
Let us assume that there exist γ > 0 such that, for all x ∈ X and for all z
in R such that |z − f∗(x)| ≤ 2√8 + γ‖f∗‖HK‖K‖∞, we have fY |X=x(z) ≥ γ.
Let us assume that (Xi, Yi)i∈I are independent and distributed as (X,Y ). Let
S ≥ 7|O|/3. Let:
CS,N = max
(
6C(4/γ, β, 1, p)
‖f∗‖(2p)/(p+1)HK
N1/(p+1)
,
13888
γ
S
N
)
Then with probability larger than 1− exp(−S/504) when
λ =
CS,N
‖f∗‖H2
K
,
the estimator fˆφλ,S associated to the absolute loss function defined in Equation
(22) satisfies
‖fˆφλ,S − f∗‖2L2 ≤ (4 + 3/(2γ))CS,N and ‖fˆφλ,S − f∗‖HK ≤ (8 + γ)‖f∗‖HK
When S . Np/(p+1)‖f∗‖(2p)/(p+1)HK we recover the bounds from Theorem 10.
However for the minmax MOM-estimators, up to 3S/7 outliers can contaminate
the dataset without deteriorated the error rate.
5. Conclusion
We have presented two general results for the RERM and minmax-MOM es-
timators describing the statistical properties of regularization in learning the-
ory. For those two estimators we do not assume that the regularization is a
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norm which is, as far as we know a new general result for Lipschitz and con-
vex loss functions. Under the local Bernstein Assumption, we can obtain rates
of convergence depending on φ(f∗). Results for the RERM have been derived
under the i.i.d and the sub-Gaussian Assumptions on the class F − f∗ while no
concentration Assumption is required for minmax MOM-estimators. For MOM-
estimators, a number of outliers smaller than square of the rate of convergence
in a non-contaminated setting × number of observations does not deteriorate
the learning procedure. We studied the particular example of SVM where no
sub-Gaussian assumption on the class F is required and when the target Y may
be heavy-tailed, widely improving the existing results in the literature.
There are a number of interesting directions in which this work can be extended.
One relevant and closely related problem is to obtain sparsity bounds, i.e bounds
depending on an underlying structure of the oracle f∗ such as the sparsity or the
rank of the oracle f∗. It has been partially done (under a really strong Assump-
tion) in [1, 13] when the regularization function if a norm. However without this
Assumption, the proofs no longer hold and a new analysis has to be developed.
Appendix A: Proof of Theorems 2, 3 RERM
In the remaining of the proof we shall use repeatedly the following notations
A = A∗, θ =
1
2A
, δ =
2
A
+ 3 γ =
2
A
+ 2 .
A.1. Proof Theorem 2
Proof of Theorem 2 is split into two parts. First, we identify an event onto which
the statistical behavior of the regularized estimator fˆλ := fˆ
φ
λ can be controled
using only deterministic arguments. Then, we prove that this event holds with a
probability at least as large as the one in (6). Let us define ρ∗ = (2 + γ)ηφ(f∗).
We first introduce this event:
Ω :=
{
for all f ∈ F ∩ (f∗ + r∗BL2) ∩Bφρ∗(f∗),
∣∣(P − PN )Lf ∣∣ ≤ θ(r∗)2}
where we recall that r∗ = r(A∗) and Bφρ∗(f
∗) = {f ∈ F : φ(f − f∗) ≤ ρ∗}.
Lemma 1. Let λ ≥ (r∗)2/φ(f∗), on the event Ω we have
• For all f ∈ F\Bλ, PNLλf > 2(θ + 1)λφ(f∗)
• For all f ∈ F ∩ Bλ, PNLλf ≥ −2(θ + 1)λφ(f∗)
Proposition 1. Let λ ≥ λ0 := (r∗)2/φ(f∗), on the event Ω, one has
φ(fˆλ − f∗) ≤ ρ∗, ‖fˆλ − f∗‖L2 ≤ λ
δφ(f∗)
(A−1 − θ)r∗
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Proof. Let λ ≥ λ0, we denote Bλ =
(
f∗ +
(
λδφ(f∗)/((A−1 − θ)r∗))BL2
)
∩
Bφρ∗(f
∗). We want to prove that fˆλ ∈ Bλ.We recall that the regularized empirical
excess loss function is defined for all f ∈ F by
PNLλf = PNLf + λ
(
φ(f)− φ(f∗)).
Since fˆλ is such that PNLλfˆλ ≤ 0, it is enough to prove that PNL
λ
f > 0 for all
f ∈ F\Bλ to get that fˆλ ∈ Bλ. In fact, for the adaptive procedure it will be
necessary to use the results from Lemma 1 which is equivalent (up to the choice
of the constants) to show than PNLλf > 0 for all f ∈ F\Bλ. From Lemma 1 it
follows immediately that φ(fˆλ − f∗) ≤ ρ∗ and ‖fˆλ − f∗‖L2 ≤ λ δφ(f
∗)
(A−1−θ)r∗
Proof. Lemma 1
The proof follows from an homogeneity argument saying that if PNLλf0 >
2(θ + 1)λφ(f∗) on the border of Bλ then we also have PNLλf > 2(θ + 1)λφ(f∗)
for all f ∈ F outside Bλ. Inside Bλ the arguments are similar.
Let f in F be outside of Bλ. By convexity of F , there exists f0 ∈ F and α > 1
such that f −f∗ = α(f0−f∗) and f0 ∈ ∂Bλ where we denote by ∂Bλ the border
of Bλ. By definition, we either have: 1) φ(f0 − f∗) = ρ∗ and ‖f0 − f∗‖L2 ≤
(λδφ(f∗))/((A−1 − θ)r∗) in that case, α is such that 1 ≤ α ≤ φ(f − f∗)/ρ∗
(see Lemma 5 in Section D) or 2) ‖f0 − f∗‖L2 = (λδφ(f∗))/((A−1 − θ)r∗) and
φ(f0 − f∗) ≤ ρ∗ and, in that case, α = ‖f − f∗‖L2 /
(
(λδφ(f∗))/((A−1 − θ)r∗)).
We will treat the two cases independently.
Let us first explain the role of the convexity of the loss function by writing
down an homogeneity argument linking the empirical excess risk of f to the one
of f0. For all i ∈ {1, · · · , N}, let ψi : R→ R be defined for all u ∈ R by
ψi(u) = ℓ¯(u + f
∗(Xi), Yi)− ℓ¯(f∗(Xi), Yi). (25)
The functions ψi are such that ψi(0) = 0, they are convex because ℓ¯ is, in
particular αψi(u) ≤ ψi(αu) for all u ∈ R and α ≥ 1 and ψi(f(Xi)− f∗(Xi)) =
ℓ¯(f(Xi), Yi)− ℓ¯(f∗(Xi), Yi) so that the following holds:
PNLf = 1
N
N∑
i=1
ψi
(
f(Xi)− f∗(Xi)
)
=
1
N
N∑
i=1
ψi(α(f0(Xi)− f∗(Xi)))
≥ α
N
N∑
i=1
ψi((f0(Xi)− f∗(Xi))) = αPNLf0 . (26)
For the regularization part the same homogeneity arguments holds.
φ(f)− φ(f∗) = φ(f∗ + α(f0 − f∗))− φ(f∗) ≥ α(φ(f0)− φ(f∗))
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where we used Lemma 6 (see Section D). Therefore
PNLλf ≥ αPNLλf0
Let us now place ourselves on the event Ω up to the end of the proof and let
f0 ∈ F ∩ ∂Bλ. We explore two cases depending on the localization of f0 on the
border of Bλ: 1) φ(f0 − f∗) = ρ∗ and ‖f0 − f∗‖L2 ≤ (λδφ(f∗))/((A−1 − θ)r∗)
which is the case where the regularization part helps to show that PNLλf0 >
2(θ+1)λφ(f∗) or 2) ‖f0 − f∗‖L2 = (λδφ(f∗))/((A−1−θ)r∗) and φ(f0−f∗) ≤ ρ∗
which is where the Bernstein’s condition helps. We consider the first case which
f∗ Bφ
ρ∗
(f∗)
r∗BL2
(
(λδφ(f∗))/((A−1 − θ)r∗)
)
BL2
B
φ
ρ∗(f
∗) ∩ (f∗ + (λδφ(f∗)/((A−1 − θ)r∗)BL2 )
f
f0
Fig 1. An homogeneity argument for Lipshitz loss functions: PNL
λ
f
> 0 when PNL
λ
f0
> 0.
is when φ(f0 − f∗) = ρ∗ and ‖f0 − f∗‖L2 ≤ (λδφ(f∗))/((A−1 − θ)r∗). There
are two cases, either ‖f0 − f∗‖L2 ≤ r∗ or ‖f0 − f∗‖L2 ≥ r∗. In both cases, from
the fact that φ(f0 − f∗) ≤ η
(
φ(f0) + φ(f
∗)
)
we have φ(f0)− φ(f∗) ≥ γφ(f∗). If
‖f0 − f∗‖L2 ≤ r∗, on Ω we have |(P − PN )Lf0 | ≤ θ(r∗)2 and we get
PNLλf = PNLf + λ (φ(f)− φ(f∗)) ≥ α
(
PNLf0 + λγφ(f∗)
) ≥ α(− θ(r∗)2 + γλφ(f∗) )
≥ (−θ + γ)λφ(f∗) > 2(θ + 1)λφ(f∗)
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where we used the facts that λ ≥ (r∗)2/φ(f∗) and PLf0 ≥ 0 . If r∗ ≤ ‖f0 − f∗‖L2 ≤
λδφ(f∗)/((A−1−θ)r∗) we use the same projection trick. Let α1 = ‖f0−f∗‖L2/r∗
and set f1 in F be such that f0 − f∗ = α1(f1 − f∗). We have ‖f1 − f∗‖L2 = r∗
and φ(f1 − f∗) ≤ ρ∗. Therefore on Ω we have
PNLλf ≥ α
(
PNLf0+γλφ(f∗)
) ≥ α(α1PNLf1+γλφ(f∗) ) ≥ γλφ(f∗) > 2(θ+1)λφ(f∗)
Since, on Ω, PNLf1 ≥ PLf1 − θ(r∗)2 ≥ A−1‖f1 − f∗‖L2 − θ(r∗)2 = (A−1 −
θ)(r∗)2 > 0 where we used Assumption 5.
We now turn to the second case where ‖f0 − f∗‖L2 = λδφ(f∗)/((A−1− θ)r∗)
and φ(f0−f∗) ≤ ρ∗. Remember that in this case α = ‖f − f∗‖L2 /
(
(λδφ(f∗))/((A−1−
θ)r∗)
)
. The regularization part no longer helps. However, by the Bernstein As-
sumption 5 and using the same projection trick we get
PNLf ≥ ‖f − f
∗‖L2
(λδφ(f∗))/((A−1 − θ)r∗)PNLf0 ≥
‖f − f∗‖L2
(λδφ(f∗))/((A−1 − θ)r∗)
‖f0 − f∗‖L2
r∗
PNLf1
≥ ‖f − f
∗‖L2
r∗
(A−1 − θ)(r∗)2
where f1 is such that f0 − f∗ =
(‖f0 − f∗‖L2/(r∗))(f1 − f∗). We have ‖f1 −
f∗‖L2 = r∗ and φ(f1 − f∗) ≤ ρ∗. Since ‖f − f∗‖L2 ≥ λδφ(f∗)/((A−1 − θ)r∗),
we finally get
PNLλf ≥
‖f − f∗‖L2
r∗
(A−1 − θ)(r∗)2 − λφ(f∗) ≥ (δ − 1)λφ(f∗) > 2(θ + 1)λφ(f∗)
We conclude the proof by studying PNLλf for f ∈ F ∩Bλ. One more time there
are two cases, either ‖f − f∗‖L2 ≤ r∗ or ‖f − f∗‖L2 ≥ r∗. In the first case, since
PLf0 , on Ω we get that
PNLλf ≥ −θ(r∗)2 − λφ(f∗) ≥ −(θ + 1)λφ(f∗)
For ‖f − f∗‖L2 ≥ r∗ using the projection trick, there exists α ≥ 1 such that
PNLf ≥ αPNLf0 where f0 satisfies ‖f0−f∗‖L2 = r∗ and φ(f0−f∗) ≤ ρ∗. There-
fore on Ω, using Assumption 5, we get PNLf ≥ α(A−1 − θ)(r∗)2 ≥ −θλφ(f∗).
Finally in that case
PNLλf ≥ −(θ + 1)λφ(f∗)
Next, we prove that Ω holds with large probability. To that end, we use the
results from [1].
Lemma 2. [1] Assume that Assumption 2 and Assumption 4 hold. Let F ′ ⊂ F
then for every u > 0, with probability at least 1− 2 exp(−u2)
sup
f,g∈F ′
|(P − PN )(Lf − Lg)| ≤ 16LB√
N
(w(F ′) + udL2(F
′))
where dL2 is the L2 metric, dL2(F
′) is the L2 diameter of F ′.
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It follows from Lemma 2 that for any u > 0, with probability larger that
1− 2 exp(−u2),
sup
f∈F∩(f∗+r∗BL2)∩Bφρ∗ (f∗)
∣∣(P − PN )Lf ∣∣ ≤ sup
f,g∈F∩(f∗+r∗BL2)∩Bφρ∗ (f∗)
∣∣(P − PN )(Lf − Lg)∣∣
≤ 16LB√
N
(
w
(
F ∩ (f∗ + r∗BL2) ∩Bφρ∗(f∗)
)
+ udL2
(
F ∩ (f∗ + r∗BL2) ∩Bφρ∗(f∗)
))
.
We have dL2
(
F ∩ (f∗ + r∗BL2) ∩ Bφρ∗(f∗)
) ≤ r∗ and w(F ∩ (f∗ + r∗BL2) ∩
Bφρ∗(f
∗)
)
= w
(
F ∩ r∗BL2 ∩Bφρ∗(0)
)
, By definition of the complexity parameter
(see Equation (3)), for u = θ
√
Nr∗/(32LB), with probability at least
1− 2 exp (− θ2N(r∗)2/(322L2B2)) (27)
for every f in F ∩ (f∗ + r∗BL2) ∩Bφρ∗(f∗),∣∣(P − PN )Lf ∣∣ ≤ θ(r∗)2 (28)
A.2. Proof Theorem 3
In this section we work on the event
Ω˜ :=
{
for all f ∈ F ∩
(
f∗ +
2δ
A−1 − θ r
∗BL2
)
∩Bφρ∗(f∗),
∣∣(P − PN )Lf ∣∣ ≤ θ(r∗)2
}
Using the same proof as the one for Ω, it easy to show that Ω˜ holds with
probability larger than
1− 2 exp
(
−
(
θ(A−1 − θ))2N(r∗)2
(64LBδ)2
)
Note that Ω ⊂ Ω˜ and then Lemma 1 still holds.
Let us assume that (λj)
J
j=0 = (r
2
j /φj)
J
j=0 is non increasing. From the choice
of (φj)
J
j=0, there exists k˜ such that φk˜ ≤ φ(f∗) ≤ 2φk˜. Note that if (λj)Jj=0 is
non decreasing, it is enough to use the same proof with k˜ such that (1/2)φk˜ ≤
φ(f∗) ≤ φk˜.
Moreover, from Lemma 1, for all λ ≥ λ0, Tλ(f∗) = −PNLλfˆλ ≤ (θ+1)λφ(f
∗) ≤
2(θ + 1)λφk˜. Since φk˜ ≤ φ(f∗) it follows that λk˜ ≥ λ0. And finally
PNLλfˆλ ≤ 2(θ + 1)φk˜λk˜ ≤ 2(θ + 1)φkλk for all k ≥ k˜ (29)
From the definition of k∗ and Equation (29) it follows that k∗ ≤ k˜ and thus,
f˜ ∈ Rˆk˜. As a consequence, PNL
λk˜
f˜
≤ Tλk˜(f˜) and we get
PNLλk˜f˜ ≤ 2(θ + 1)λk˜φk˜ ≤ 2(θ + 1)λk˜φ(f
∗)
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From Lemma 1 it follows that f˜ satisfies ‖f˜−f∗‖L2 ≤ λk˜δφ(f∗)/((A−1−θ)r∗) ≤
2λk˜δφk˜/((A
−1 − θ)r∗) ≤ (2δ/(A−1 − θ))r∗ and φ(f˜ − f∗) ≤ η(2 + γ)φ(f∗).
We finish this section by showing a oracle inequality for f˜ . From the fact that
‖f˜ − f∗‖L2 ≤
(
2δ/(A−1− θ))r∗ and φ(f˜ − f∗) ≤ η(2 + γ)φ(f∗), it follows, on Ω˜
that (P − PN )Lf˜ ≤ θ(r∗)2. For all λ > 0
PLf˜ = PNLf˜ + (P − PN )Lf˜ ≤ PNLλf˜ + λ
(
φ(f∗)− φ(f˜))+ θ(r∗)2 ≤ PNLλf˜ + λφ(f∗) + θ(r∗)2 .
In particular for λ = λk˜ one has PNL
λk˜
f˜
≤ 2(θ + 2)φk˜λk˜ ≤ 2(θ + 1)(r∗)2 and
λk˜φ(f
∗) ≤ 2(r∗)2. Finally
PLf˜ ≤ (4 + 3θ)(r∗)2
Appendix B: Proof Theorem 4 minmax MOM estimators
Let r˜ and CS,r design respectively r˜(A˜) and Cs,r(A˜). Moreover, all along the
proof, the following notations will be used repeatedly.
A = A˜, θ =
1
2A
, δ =
2
A
+ 3 γ =
2
A
+ 2, µ =
θ
192L
.
The proof is divided into two parts. First, we identify an event where the minmax
MOM estimators fˆλS := fˆS is controlled. Then, we prove that this event holds
with large probability. Let S > 7|O|/3, and
Cs,r = max
(
96L2S
θ2N
, r˜2
)
and ρ∗ = η(2 + γ)φ(f∗)
Let Bλ,S = {f ∈ E : ‖f − f∗‖L2 ≤ δA−1−θ λφ(f
∗)√
Cs,r
and φ(f∗ − f∗) ≤ ρ∗}.
Consider the following event
ΩS =
{
∀f ∈ F∩√CS,rBL2∩Bφρ∗(f∗), S∑
s=1
I
(∣∣∣∣(PBs−P )(ℓf−ℓf∗)
∣∣∣∣ ≤ θCs,r
)
>
S
2
}
.
(30)
B.1. Deterministic argument
Lemma 3. fˆS ∈ Bλ,S if the following inequalities holds
sup
f∈F\Bλ,s
MOMS(ℓf∗ − ℓf ) + λ
(
φ(f∗)− φ(f)) ≤ −2(θ + 1)λφ(f∗) , (31)
sup
f∈F∩Bλ,S
MOMS(ℓf∗ − ℓf ) + λ
(
φ(f∗)− φ(f)) ≤ (θ + 1)λφ(f∗) . (32)
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Proof. For any f ∈ F , denote by S(f) = supg∈F MOMS(ℓf − ℓg) + λ
(
φ(f) −
φ(g)
)
. If (31) holds, by homogeneity of MOMS , any f ∈ F\Bλ,S satisfies
S(f) >MOMS(ℓf − ℓf∗) + λ
(
φ(f)− φ(f∗)) > 2(θ + 1)λφ(f∗) .
On the other hand, if (32) and (31) hold,
S(f∗) = sup
f∈F
MOMS(ℓf∗ − ℓf ) + λ
(
φ(f∗)− φ(f)) 6 (θ + 1)λφ(f∗) .
Thus, by definition of fˆS and (32),
S(fˆS) 6 S(f
∗) 6 (θ + 1)λφ(f∗) .
Therefore, if (31) and (32) hold, fˆs ∈ Bλ,S .
Lemma 4. For all S ≥ 7|O|/3 and λ ≥ CS,r/φ(f∗), inequalities (31) and (32)
holds on ΩS.
Proof. The arguments are exaclty the same as the one in the proof of Lemma 1.
For all functions f ∈ F\Bλ,S and for each block Bs there exist α ≥ 1 and f0 ∈ F
in the border of Bλ,S such that PBsLf ≥ αPBsLf0 . We present here only one case
(the others are trivial applications of the arguments in the proof of Lemma 1). In
the case where φ(f0−f∗) = ρ∗ and
√
CS,r ≤ ‖f0 − f∗‖L2 ≤ (λδφ(f∗))/((A−1−
θ)
√
CS,r). We still have λ
(
φ(f0) − φ((f∗)
) ≥ λγφ(f∗). Using the projection
trick, there exists α1 > 1 such that on each block Bs, PBsLf0 ≥ α1PBsLf1 for
f1 such that ‖f1 − f∗‖L2 =
√
CS,r and φ(f1 − f∗) ≤ ρ∗ and then, on the event
ΩS , one more than S/2 blocks Bs
PBsLλf ≥ α
(
PBsLf0+γλφ(f∗)
) ≥ α(α1PBsLf1+γλφ(f∗) ) ≥ γλφ(f∗) > 2(θ+1)λφ(f∗)
(33)
where we used the fact that on ΩS , there are at least S/2 blocks Bs such that,
PBsLf1 ≥ PLf1 − θCS,r ≥ A−1‖f1 − f∗‖2L2 − θCS,r = (A−1 − θ)CS,r > 0 and
Assumption 8.
As Equation (33) holds on more than S/2 blocks we get that
MOMS(ℓf − ℓf∗) + λ
(
φ(f)− φ(f∗)) ≥ 2(θ + 1)λφ(f∗)
From the same arguments as the one in the proof of Lemma 1 we finally obtain
sup
f∈F\Bλ,S
MOMS(ℓf∗ − ℓf) + λ
(
φ(f∗)− φ(f)) < −2(θ + 1)λφ(f∗) ,
sup
f∈F∩Bλ,S
MOMS(ℓf∗ − ℓf ) + λ
(
φ(f∗)− φ(f)) ≤ (θ + 1)λφ(f∗)
which concludes to proof.
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B.2. Control of the stochastic event
Contrary to the deterministic argument, the control of the stochastic event is
very different from the one for the RERM.
Proposition 2. Grant Assumptions 2, 1, 3, 7 and 8. Let S ≥ 7|O|/3. Then
ΩS holds with probability larger than 1− 2 exp(−S/504).
Proof. Let F = {f ∈ F : ‖f − f∗‖L2 ≤
√
CS,r, φ(f − f∗) ≤ ρ∗} and let
h(t) = I{t ≥ 2} + (t − 1)I{1 ≤ t ≤ 2}. This function satisfies ∀t ∈ R+, I{t ≥
2} ≤ h(t) ≤ I{t ≥ 1}. LetWs = ((Xi, Yi))i∈Bs and, for any f ∈ F , let Gf (Ws) =
(PBs − P )(ℓf − ℓf∗). Let also CS,r = max
(
96L2S/(θ2N), r˜2
)
. For any f ∈ F ,
let
z(f) =
S∑
s=1
I{|Gf (Ws)| ≤ θCS,r} .
Proposition 2 will be proved if P
(
z(f) ≥ S/2) > 1 − e−S/504. Let S denote the
set of indices of blocks which have not been corrupted by outliers, S = {s ∈
{1, · · · , S} : Bs ⊂ I}. Basic algebraic manipulations show that
z(f) > |S| − sup
f∈F
∑
s∈S
(
h
(
2(θCS,r)
−1|Gf (Ws)|
)− Eh(2(θCS,r)−1|Gf (Ws)|)
)
−
∑
s∈S
Eh
(
2(θCS,r)
−1|Gf (Ws)|
)
. (34)
The last term in (34) can be bounded from below since for all f ∈ F and s ∈ S,
Eh
(
2(θCS,r)
−1|Gf (Ws)|
)
6 P
(
|Gf (Ws)| ≥ θCS,r
2
)
6
4EGf (Ws)
2
(θCS,r)2
6
4S2
θ2C2S,rN
2
∑
i∈Bs
E[(ℓf − ℓf∗)2(Xi, Yi)] ≤ 4L
2S
θ2C2S,rN
‖f − f∗‖2L2 .
The last inequality follows from Assumption 7. Since ‖f − f∗‖L2 ≤
√
CS,r,
Eh
(
2(θCS,r)
−1|Gf (Ws)|
)
6
4L2S
θ2CS,rN
.
As CS,r > 96L
2S/(θ2N),
Eh
(
2(θCS,r)
−1|Gf (Ws)|
) ≤ 1
24
.
Plugging this inequality in (34) yields
z(f) ≥ |S|(1 − 1
24
)− sup
f∈F
∑
s∈S
(
h
(
2(θCS,r)
−1|Gf (Ws)|
)− Eh(2(θCS,r)−1|Gf (Ws)|)
)
.
(35)
CHINOT Geoffrey/Robust learning and complexity dependent bounds for regularized problems32
Using the Mc Diarmid’s inequality, with probability larger than 1−exp(−|S|/288)
we get
sup
f∈F
∑
s∈S
(
h
(
2(θCS,r)
−1|Gf (Ws)|
)− Eh(2(θCS,r)−1|Gf (Ws)|)
)
≤ |S|
24
+ E sup
f∈F
∑
s∈S
(
h
(
2(θCS,r)
−1|Gf (Ws)|
)− Eh(2(θCS,r)−1|Gf (Ws)|)
)
.
By the symmetrization lemma, it follows that
sup
f∈F
∑
s∈S
(
h
(
2(θCS,r)
−1|Gf (Ws)|
)− Eh(2(θCS,r)−1|Gf (Ws)|)
)
6
|S|
24
+ 2E sup
f∈F
∑
s∈S
σkh
(
2(θCS,r)
−1|Gf (Ws)|
)
.
As φ is 1-Lipschitz with φ(0) = 0, the contraction Lemma from [25] and yields
sup
f∈F
∑
s∈S
(
h
(
2(θCS,r)
−1|Gf (Ws)|
)−Eh(2(θCS,r)−1|Gf (Ws)|)
)
6
|S|
24
+
4
θ
E sup
f∈F
∑
s∈S
σs
Gf (Ws)
CS,r
=
|S|
24
+
4
θ
E sup
f∈F
∑
s∈S
σs
(PBs − P )(ℓf − ℓf∗)
CS,r
For any s ∈ S, let (σi)i∈Bs independent from (σs)s∈S , (Xi)i∈I and (Yi)i∈I .
The vectors (σiσs(ℓf − ℓf∗)(Xi, Yi))i,f and (σi(ℓf − ℓf∗)(Xi, Yi))i,f have the
same distribution. Thus, by the symmetrization and contraction lemmas, with
probability larger than 1− exp(−|S|/288),
sup
f∈F
∑
s∈S
(
h
(
2C−1S,r|Gf (Wk)|
)− Eh(2C−1S,r|Gf (Ws)|)
)
≤ |S|
24
+
8
θ
E sup
f∈F
∑
s∈S
1
|Bs|
∑
i∈Bs
σi
(ℓf − ℓf∗)(Xi, Yi)
CS,r
=
|S|
24
+
8S
θN
E sup
f∈F
∑
i∈∪s∈SBs
σi
(ℓf − ℓf∗)(Xi, Yi)
CS,r
≤ |S|
24
+
8LS
θN
E sup
f∈F
∣∣∣∣ ∑
i∈∪s∈SBs
σi
(f − f∗)(Xi)
CS,r
∣∣∣∣ .
(36)
Now either 1) S ≤ θ2r˜2N/(96L2) or 2) S > θ2r˜2N/(96L2). Assume first that
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S ≤ θ2r˜2N/(96L2), so CS,r = r˜2 and by definition of the complexity parameter
E sup
f∈F
∣∣∣∣ ∑
i∈∪s∈SBs
σi
(f − f∗)(Xi)
CS,r
∣∣∣∣ = E sup
f∈F
1
r˜2
∣∣∣∣ ∑
i∈∪s∈SBs
σi(f − f∗)(Xi)
∣∣∣∣ ≤ µ|S|NS .
If S > θ2r˜2N/(96L2), CS,r = 96L
2S/(θ2N). Then,
E sup
f∈F
∣∣∣∣ ∑
i∈∪k∈SBs
σi
(f − f∗)(Xi)
CS,r
∣∣∣∣
≤ E
[
1
r˜2
sup
f∈F∩Bφ
ρ∗
(f∗)∩
(
f∗+r˜BL2
)
∣∣∣∣ ∑
i∈∪s∈SBs
σi(f − f∗)(Xi)
∣∣∣∣
∨ sup
f∈F∩Bφ
ρ∗
(f∗): r˜≤‖f−f∗‖L2≤
√
96L2S/(θ2N)
∣∣∣∣ ∑
i∈∪s∈SBs
σi
(f − f∗)(Xi)
96L2S/(θ2N)
∣∣∣∣
]
By an homogeneity argument we obtain
sup
f∈F∩Bφ
ρ∗
(f∗): r˜≤‖f−f∗‖L2≤
√
96L2S/(θ2N)
∣∣∣∣ ∑
i∈∪s∈SBs
σi
(f − f∗)(Xi)
96L2S/(θ2N)
∣∣∣∣
]
≤ 1
r˜
sup
f∈F∩Bφ
ρ∗
(f∗): r˜≤‖f−f∗‖L2≤
√
96L2S/(θ2N)
∣∣∣∣ ∑
i∈∪s∈SBs
σi
(f − f∗)(Xi)
‖f − f∗‖
∣∣∣∣
≤ 1
r˜2
sup
f∈F∩Bφ
ρ∗
(f∗): ‖f−f∗‖L2=r˜
∣∣∣∣ ∑
i∈∪s∈SBs
σi(f − f∗)(Xi)
∣∣∣∣
Finally, in the second case 2) we also have
E sup
f∈F
∣∣∣∣ ∑
i∈∪s∈SBs
σi
(f − f∗)(Xi)
max( 4L
2S
αθ2N , r˜
2)
∣∣∣∣ ≤ µ|S|NS
Plugging this bound in (36) yields, with probability larger than 1− e−|S|/288
sup
f∈F
∑
s∈S
(
h
(
2C−1S,r|Gf (Ws)|
)−Eh(2C−1S,r|Gf (Ws)|)
)
6 |S|
(
1
24
+
8Lµ
θ
)
=
|S|
12
.
Plugging this inequality into (35) shows that, with probability at least 1 −
e−|S|/288,
z(f) >
7|S|
8
.
As S > 7|O|/3, |S| > S− |O| > 4S/7, hence, z(f) > S/2 holds with probability
at least 1− e−S/504.
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Appendix C: Proof Theorem 8
As for the proof of Theorem 2 presented in Section A the proof is splitted into
two parts. While we develop antoher stochastic argument the deterministic part
from Proposition 1 is exaclty the same.
In the example of RKHS, the sub-Gaussian Assumption is not necessary. Instead
the tools from bounded class of function such as the Bousquet’s inequality that
we recall here can be used.
Theorem 12 (Theorem 2.6, [19]). Let F be a class of functions bounded by M .
For all t > 0, with probability larger than 1− exp(−t)
sup
f∈F
|(PN−P )f | ≤ E sup
f∈F
|(PN−P )f |+
√
2
t
N
(
sup
f∈F
Pf2 + 2ME sup
f∈F
|(PN − P )f |
)
+
tM
3N
(37)
Let us define
Ω :=
{
∀f ∈ F : ‖f − f∗‖L2 ≤ max(1,
√
U‖f∗‖HK )r¯(A¯), ‖f − f∗‖2HK ≤ 4(2 + 1/A¯)‖f∗‖2HK ,
∣∣(P − PN )Lf ∣∣ ≤ max(1, U‖f∗‖HK )r¯2(A¯)
2A¯
}
where we recall that U = 2L
√
(2 + 1/A¯)‖K‖∞. By taking r∗ = max(1,
√
U‖f∗‖HK )r¯(A¯)
in the proof of Proposition 1 it is clear that the deterministic argument is exa-
clty the same.
Let us show that Ω holds with probability larger than 1−exp (−(Nr¯2(A¯))/(64(A¯L)2)).
Let F = {f ∈ HK , ‖f−f∗‖L2 ≤ max(1,
√
U‖f∗‖HK )r¯(A¯), ‖f−f∗‖2HK ≤ ρ∗}.
From Assumption 2 for all x, y ∈ X × Y and f ∈ F
|(ℓf − ℓf∗)(x, y)| ≤ L|f(x)− f∗(x)| ≤ max(1, U‖f∗‖HK )
We can Therefore use Theorem 12 with M = max(1, U‖f∗‖HK ). From the
definition of F it follows that supf∈F P (ℓf−ℓf∗)2 ≤ L2max(1, U‖f∗‖HK )r¯2(A¯).
Let (σi)
N
i=1 be i.i.d Rademacher random variables independent from (Xi, Yi)i=1,
from the symmetrization and contraction Lemmas [25] we get
E sup
f∈F
|(PN − P )Lf | ≤ 4LE sup
f∈F
1
N
N∑
i=1
σi(f − f∗)(Xi) ≤ max(1, U‖f∗‖HK )
r¯2(A¯)
16A¯
where we used the Definition 24 of r(·). For any t > 0, it follows from Theorem 12
that for any function f in F
|(PN − P )Lf | ≤max(1, U‖f∗‖HK )
r¯2(A¯)
16A¯
+
max(1, U‖f∗‖HK )t
3N
+
√
2t
N
max(1, U2‖f∗‖2HK )r¯2(A¯)(L2 +
1
8A¯
) .
Take t = Nr¯2(A¯)/(64(LA¯)2) and use the fact that A¯, L ≥ 1 conclude the proof.
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Appendix D: Supplementary lemmas
Lemma 5. Let γ > 0 and f in F such that φ(f − f∗) ≥ γ. Then, there exist f0
in F and 1 ≤ α ≤ φ(f −f∗)/γ such that f = f∗+α(f0−f∗) and φ(f0−f∗) = γ
Proof. Let α0 = sup{α > 0, φ
(
α(f − f∗)) ≤ γ}. For α = γ/φ(f − f∗) ≤ 1 we
have φ
(
α(f − f∗)) ≤ αφ(f − f∗) = γ so that α0 ≥ γ/φ(f − f∗). By convexity
of F , f0 := f
∗ + α0(f − f∗) ∈ F and α0 ≤ 1 otherwise, by convexity of φ we
would have α0φ(f − f∗) ≤ φ
(
α0(f − f∗)
) ≤ γ. Moreover, by maximality of α0,
f0 is such that φ
(
α(f − f∗)) = φ(f0− f∗) = γ. The result follows for α = α−10
Lemma 6. Let f : R 7→ R be a convex function. Then for all λ ≥ 1 and x, y in
R:
f(λx+ (1 − λ)y) ≥ λf(x) + (1− λ)f(y) (38)
Proof. Let λ ≥ 1, by convexity of f , for all x, y in R:
f
(
1
λ
x+ (1− 1
λ
)y
)
≤ 1
λ
f(x) + (1 − 1
λ
)f(y)
It suffice to take x = λx+ (1− λ)y to get the result.
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