In this paper, we face the challenges of unsupervised domain adaptation and propose a novel threein-one framework where three tasks -domain adaptation, disentangled representation, and style transfer are considered simultaneously. Firstly, the learned features are disentangled into common parts and specific parts. The common parts represent the transferrable features, which are suitable for domain adaptation with less negative transfer. Conversely, the specific parts characterize the unique style of each individual domain. Based on this, the new concept of feature exchange across domains, which can not only enhance the transferability of common features but also be useful for image style transfer, is introduced. These designs allow us to introduce five types of training objectives to realize the three challenging tasks at the same time. The experimental results show that our architecture can be adaptive well to full transfer learning and partial transfer learning upon a well-learned disentangled representation. Besides, the trained network also demonstrates high potential to generate style-transferred images.
I. INTRODUCTION
To decrease the demand on relabeling extra training data when applying the trained network in a new domain, some transfer learning methods for domain adaptation have been proposed in the past decade. Most of the methods aim at reducing the domain shift or minimizing the difference among domain feature distributions. The key idea is to learn deep feature transformations to map inputs from different domains into a common feature space so that the extracted features are both domain-invariant and class-discriminative. Some metrics of domain shift have been used in these methods such as maximum mean discrepancy (MMD) [9] , [31] , multi kernel variant of MMD [16] , and correlation distances [27] , [20] . Recently, along with the success and understanding of the Generative Adversarial Network (GAN) [7] for many generative tasks, researchers have turned to borrow the idea of adversarial learning to perform domain adaptation. Based on adversarial learning, domain adaptation problem is modeled as a minimax game between a domain discriminator and a feature extractor. The feature extractor is trained to extract features which can not only minimize the classification loss but also fool the domain discriminator. Most aforementioned methods focus on learning the common feature representation to bridge and transfer learnable knowledge from a source domain to a target domain [3] , [5] , [23] , [30] , [4] . To simplify the problem, some methods may implicitly fund on the assumption that all information from a source domain is fully transferable. However, some domainspecific features are only suitable to characterize the domain properties. Negative effects may happen and degrade domain adaptation if the domain-specific features are transferred. Moreover, partial transfer learning [2] is another new concern where the target label space is only a subset of the source label space. The information from the extra source classes, which are treated as outliers, should not be transferred. In these cases, it is preferred to disentangle the learned representation into the transferable and non-transferable features for domain adaptation. However, until now, the integration of disentangled representation and domain adaptation is still an open and challenging issue. Hence, one focus of this work is to discuss the way to utilize disentangled representation to help domain adaptation.
Besides, we also attempt to use style transfer to synthesize target images with their labels transferred from the source domain to help domain adaptation. It is intuitive to train a network by using synthesized data so that the labelling effort can be reduced. Learning-based applications have attained success by using the synthesized training data. Most of them are related to supervised learning and re-inforcement learning. However, few methods tried to connect data synthesis and domain adaptation in order to transfer the label and knowledge across domains. Therefore, to find another way to enhance domain adaptation, we proposed exchanging the disentangled features across domains and realize style transfer for sample generation with labels.
Precisely, we propose leveraging disentangled representation and style transfer to improve domain adaptation. A unified framework is then designed to complete the three tasks simultaneously in order to realize the idea. In this proposed framework, three key features are worth being introduced which are summarized as follows:
1) Disentangled Representation Learning for Domain Adaptation: Firstly, to relieve the negative transfer problem, the designed deep framework divides the representation into two parts: common and specific parts. The common features show the shared class contents between two related domains. Thus, the domain feature distributions of the common parts are expected to be matched after domain adaption. The domain-specific features mainly reveal the domain properties such as the domain style and appearance. By transferring messages through the common parts rather than the specific parts, we could achieve better transfer learning with less negative propagation. 2) Style Transfer for Domain Adaptation: Instead of directly ignoring the specific features, we integrate style transfer into our domain adaptation framework. Here, a new concept of feature/style exchange across domains is proposed. In our framework, the specific part of one domain can be combined with the common part of another one to form a new feature representation that later on can be used to generate a style-transferred image through a GAN-based strategy. For instance, a target-style image with its label inherited from the original source image can be synthesized by combining the target-specific features and the exchanged common features from the source image. The synthesized images are then utilized to improve domain adaptation. Besides, the ability to generate style-transferred images allows us introducing a feedback objective loss and a semantic consistency loss to enhance the transferability of the learned common parts and preserve the semantic information during the feature exchange process. 3) Three-in-one framework: We may find the success of alleviating negative transfer and the attainment of style transfer for sample generation is mainly dependent on the quality of disentangled representation. Oppositely, better disentangled representation can be achieved only if domain adaptation and style transfer perform well. However, how to utilize the mutual interrelation among the three tasks is still unclear. These observations finally inspire us to propose a unified learning framework, as shown in Fig. 1 , that considers the three tasks -domain adaptation, disentangled representation, and style transfer simultaneously. By well utilizing the inter-relation among the three tasks, five types of training objectives have been introduced to train the unified three-in-one network. To evaluate the proposed idea, we train our framework to complete the unsupervised domain adaptation tasks including handwritten digit classification and traffic sign recognition. Comparing the performance with other methods in the same task, our experimental results show better classification accuracy after domain adaptation. In addition, our framework is adaptive well to full transfer learning and partial transfer learning. In terms of disentangled representation and style transfer, the results also prove our method can separate the common and specific features well and can synthesize vivid samples. To explain more details, the paper organization is as follows: Section II summarizes the related works. Section III presents the proposed method. Section IV presents the datasets and the experimental results. Finally, we conclude this work in Section V.
II. RELATED WORKS
Domain Discrepancy Minimization for Domain Adaptation: In this approach, researchers focus on minimizing the distance between two domains in feature space by using first order statistic [9] , [31] , or higher order statistic [16] , [27] , [20] . More recently, domain shift between two domains could be further reduced by applying adversarial learning [4] , [30] , [3] . The main concept is to find the shared latent space so that a strong domain classifier could not distinguish source and target features.
Domain Transfer for Adaptation: There are two directions for domain transfer: (1) Learning the mapping from source domain to target domain so that the labeled information can be transferred to target and target classifier can be then learned. (2) Learning the inverse mapping from target to source and then the source classifier can be used directly on the mapped data. Most of previous works focus on the source-to-target mapping [28] , [25] because labeled source data ensures the higher transferability than the unlabeled target data. However, the authors in [23] have recently pointed out that these both directions should be complementary, but not be alternative. By combining both mapping directions in a unified architecture, the more robust and general adaptation system can be obtained.
Disentangled Representation Learning for Domain Adaptaion: Recently, the research group in [12] argued that most of the conventional domain adaptation methods learn the common representations of source and target domains without considering the negative influence from the domain specific characteristics. If the network transfers the negative effects, we may not be able to learn a well generalized common feature representation. Therefore, the authors proposed a two-stage neural network learning algorithm to learn a multi-part hidden layer where individual parts can be disentangled or combined for different tasks in different domains. Also aiming at answering the fundamental question "what to transfer", Domain Separation Network [1] proposed to integrate a private network to learn the private subspace for each domain. At the same time, a shared network is learned to extract the shared representation subspace across domains. After domain separation, the standard adversarial loss and classification loss can be applied only in the shared subspace. 
III. THE PROPOSED DOMAIN ADAPTATION NETWORK
In this paper, we firstly focus on the problem of unsupervised domain adaptation. Particularly, we aim to train a classifier F cls that can correctly predict the label for the target data X T by leveraging the source data X S and source labels Y S . Our framework is illustrated in Fig. 2 . Unlike the conventional setting of domain adaptation, we argue that disentangled representation learning is necessary to decompose the common and specific parts of domains; and the domain adaptation should only be applied on the common parts. We also proposed to exchange the disentangled parts across domains and synthesize style-transferred images to transfer labels and knowledge across domains. These styletransferred images are further used to improve disentangled representation learning by our feed-back design. Two key function modules in our feature extraction and generation framework are summarized as follows:
• Disentangled Representation Learning: The feature extraction networks, F S and F T in Fig. 2 , have the ability to disentangle the feature maps into different semantic parts including the common parts (Com S and Com T ) and specific parts (Spec S and Spec T ). As an instance, in our digit classification experiments, the common parts imply the semantic features of "digits"; the specific parts mainly reveal the domain style such as the writing style and appearance. • Feature exchange across domains: We combine the specific part of one domain with the common part of the other one to synthesize a new feature representation. Next, based on a learnable GAN-based network, our system can generate a style-transferred image given a synthesized feature representation. The style-transferred image, keeping the original image content but different image style, would play important roles to bridge domains. This process also enables our system to transfer the labels from source to target.
Besides the standard classifier (F cls ), feature extractors (F S and F T ) and generators (G S and G T ), our framework also consists of three discriminators as illustrated in Figure 2 . Two adversarial discriminators D S and D T are introduced for representation adaptation in the image level. D S aims to distinguish between real source images X S and style-transferred target images, which is denoted asX T →S = G S (Spec S , Com T ). In the similar way, D T aims to discriminate between X T andX S→T . Moreover, we also apply adversarial learning in the feature level by D F , which is designed to distinguish between the common parts Com S and Com T of source and target domains respectively. To train our domain adaptation network, we designed and minimized the following objective loss:
where α 1 , α 2 , α 3 , α 4 , α 5 are weights that monitor the collaboration of the loss terms. The setting of these hyperparameters can be found in our website [29] . All of these loss terms are described in the following subsections.
A. Adversarial Losses (L adv )
Our domain adaptation framework works like the conditional GANs [19] in which the conditional variables are common and specific parts. For domain adaptation, we apply adversarial losses [10] and design three adversarial discriminators (D S , D T , D F ) to jointly match the distributions of two domains in both the image and feature levels. Similar to the design in [24] , our adversarial discriminators are (N C + 1)way classifiers with N C binary nodes to indicate N C content classes and an extra class for type discrimination. For D S and D T , the extra class represents a real (1) or synthesized (0) image; For D F , it indicates the source (1) or target (0) domain. With this design, the discriminators could be more powerful and help our system to match the cluster-based distribution between domains instead of matching the whole domain distribution as the traditional discriminator [7] . Note that, by leveraging image style transfer, we are also able to train D T even though we do not have supervised labels in the target domain. In detail, the target label information is inherited from the annotation in the source domain after style transfer. Accordingly, we have defined L adv and each term as follows:
1) Feature Level Loss (L adv f ea ): Since our discriminator plays two roles at the same time, a type classifier and a content classifier, L adv f ea is composed of a type loss L type D F and a classification loss L cls D F as defined in Eq. 3.
In Eq. 3, the type loss L type D F is optimized by Eq. 4.
(.), the (N C + 1) th output of discriminator D F , works as a domain classifier and predicts the domain label (1 for source and 0 for target) for each input sample. F Com S (X S ) and F Com T (X T ) are the common feature parts of a source sample X S and a target sample X T . E X S and E X T are the expectation operators; practically, we draw samples from data distributions P X S and P X T . Similar notations are also used in the other cost functions. On the other hand, the classification loss L cls D F is defined as a standard softmax cross-entropy function. That is,
where D i F (.), the i th output of discriminator D F , works as a content classifier and predicts the probability of the i th class. Y i S is the supervised label for the input sample X S . In Eq. 5, σ(.) denotes the softmax function.
2) Source Domain Image-level Loss (L S adv img ): Like L adv f ea , L S adv img is also composed of a type loss L type D S and a classification loss L cls D S . That is
The type loss L type D S related to discriminator D S is also defined by the traditional adversarial loss function. That is
S (X T →S )). (7) In Eq. 7, D (N C +1) S (.) is a type classifier used to discriminate a real or synthesized image. Similar to (5) , L cls D S , is defined as in Eq. 8.
3) Target Domain Image-level Loss (L T adv img ): Target adversarial loss L T adv img shares the same design concept as L S adv img . It is defined as
where the type loss L type D T is analogous to Eq. 7 and image content classification loss L cls D T is
). (10) Here, the supervised class label Y i S for training the target discriminator D T is borrowed from the source domain. In Eq. 10, we generate many target-style images with source labelsX S→T so that D T could be trained.
B. Feedback Losses (L f eedback ) and Reconstruction Losses (L recon )
DenoteX S andX T as the reconstruction of X S and X T , whereX S = G S (F S (X S )) andX T = G T (F T (X T )), the reconstruction loss for both domains is given in Eq. 11.
Inspired by the cycle-consistency loss [33] , we proposed feedback losses to enforce the learning of feature extractors and image generators. In detail, we input a combined feature map (Spec S , Com T ) into a generator G S to generate a source-style imageX T →S . Ideally, if we input the synthesized imageX T →S into feature extractor F S and get its feature map Spec S , Com T , the two feature maps (Spec S , Com T ) and (Spec S , Com T ) are expected to be consistent. The similar concept could also be applied to the target domain. These feedback constraints could be integrated in our learning step by imposing an L2 penalty term according to the feedback error as in Eq. 12.
C. Semantic consistency loss (L Sem )
Our framework allows the generated target images to inherit the source labels and enables the transfer of sample labels. Furthermore, based on the supervised label transfer, the discriminators D S and D T could be trained. By leveraging D S and D T , a semantic consistency loss is used to improve domain adaptation. If the whole network is well trained, we expect the classification result D S (X T →S ) of the generated style-transferred image should be consistent with D T (X T ). Upon the idea, the semantic consistency loss is given as follows:
It is worthwhile to note that Semantic consistency loss plays the important role to connect both domains. To reduce the semantic consistency loss, our feature extraction networks F are forced to well disentangle the Common and Specific feature components. Meanwhile, the generators G are forced to perform style transfer well.
D. Entropy minimization losses (L Entropy )
The classification ability of the discriminators D S , D T and D F is critical in our network. However, we only base on the source sample annotation for training. The preliminary result is acceptable for D S and D F but might not be perfect for D T due to the lack of true target labels. Thus, to enhance the classification ability, we look for the help from unsupervised learning [18] and integrate the concept of entropy minimization [8] into our network training.
If we treat the output vector of
as a probability distribution, its entropy can be measured by
where N C is the class number and σ(.) denotes the softmax function. For an input sample x i * , if the corresponding entropy is small, it implicitly means the sample is well classified from an unsupervised viewpoint. Thus, we might enhance the classification ability by minimizing the summarization of the entropies of many samples. To utilize this property, we define three entropy loss terms corresponding to the discriminators D S , D T , and D F as follows:
By minimizing the entropy penalty in (15), our system has two achievements: (1) We can train the three discriminators, the classification part, by unlabeled target samples. (2) The feature extractors are trained to form a well-clustered feature distribution over many classes. These properties improve domain adaptation especially in the partial transfer case. To understand the importance of entropy minimization, we visualize the learned features when training with and without L Entropy in Fig. 6b and Fig. 6c . We may find the margins among the clusters are clear and well separated when L Entropy is used in the training process.
E. Classification loss (L cls )
The last loss we apply in our learning is the standard classification loss. It uses the labeled source samples to train the classifier F cls in the common feature domain and predict the final output label for a given testing sample. For the N C -way classification, the multiple-class classification loss are defined as:
IV. EXPERIMENTS AND DISCUSSIONS

A. Setup
In order to evaluate the effectiveness of our framework, we validate it by performing domain adaptation on three standard digit datasets: MNIST [14] , USPS [11] , and SVHN [21] which contain 10 classes of digits; and two traffic sign datasets: Syn-Signs [4] and GTSRB [26] which contain 43 classes of traffic signs. The details of these datasets are described in our website [29] .
With these datasets, we take into account the following unsupervised transfer scenarios. (1) MNIST → USPS: we follow the training protocol created in [17] , randomly sampling 1800 images in USPS and 2000 images in MNIST. To reduce the high variance effect in performance caused by random sampling, we run each experiment five times and report the average performance. (2) SVHN → MNIST: we use the full training sets. All images are rescaled into 32x32 and pixels are normalized to [0, 1] values. Note that only the labels from source are available during training.
(3) Syn-Signs → GTSRB: we also use the full training sets. The region of interest around the sign is extracted and rescaled into 40x40 from each image in GTSRB to match those images in Syn-Signs.
Two transfer learning problems focused in our experiments are full transfer learning and partial transfer learning. For the case of partial transfer learning, we evaluate our network by considering the MNIST → USPS scenario. Here, we randomly select 5 classes from USPS to form the target domain data.
Architecture. For all of these experiments, we simply modify LeNet architecture [13] as our extractors F S and F T , and use the same structure as DCGAN [22] for the generators G S and G T . To train the network, we follow the training protocol in [1] where a small amount of labeled training examples from target domain are used for hyperparameter tuning. For the details of the network structure and training procedure, you may refer to the website [29] .
B. Full transfer learning
The results of our experiment are provided in Table I , we observe that our method performs well in all scenarios. It's worthwhile to note the network structure we used now for feature extraction, image generation and discrimination is relatively simple. More complicated architectures can also be integrated in our framework without loss of generality.
Besides the comparison with the previous methods, we also compare to 5 different settings of the proposed method, where, B is the baseline method containing the three losses: L adv , L recon and L cls ; FB, SE and EN represent for adding the extra loss L f eedback , L sem and L entropy respectively. The results, shown in Table I , point out that these losses have different influences in different scenarios. For the simple scenario (MNIST to USPS), the feedback design helps to greatly improve the system, while the other losses such as L sem and L entropy have minor effects. For the challenging scenarios such as SVHN to MNIST and Syn-Signs to GTSRB, the main role is swapped; L sem and L entropy are now more effective. In our opinion, this phenomenon may be because the common parts can be found easily in the simple scenario; thus, we can exchange features across domains safely and the L f eedback is enough to boost the performance. For the challenging scenarios, it's more difficult to extract the common parts; thus, more constraints are needed to connect the source and target domains. As shown in Table I , when we add the extra auxiliary loss, L sem or L entropy , into the B+FB model, the performance is significantly improved. Feature visualization. To demonstrate the distributions of our learned features, we use t-SNE [32] projection. As shown in Fig. 3 , the common features from the target and source domains are matched together and grouped into 10 main clusters clearly, especially for the case MNIST → USPS. This means that our framework not only can learn the common features which cannot be distinguished between domains but also have ability to match the cluster-based distributions of two domains. On the contrary, the specific features from the target and source domains are separated well and far away from the common features. It means that our framework can learn the domain specific characteristics well; these characteristics are different from the common features even though we did not apply any extra constraint such as the orthogonality constraint on these features.
With and without L Sem . In Fig. 4 , we show the comparison of the style-transferred images produced by the genera- Fig. 3 . Feature visualization tors G S and G T with and without semantic consistency loss (L Sem ). Without L Sem , the style-transferred images ( Fig. 4c  and 4d ) seem to have the expected style like the real ones, but they fail at preserving the semantic information. They might deliver ambiguous information to the classifier and discriminators. As shown in Fig. 4e and 4f , with L Sem , the style-transferred images successfully both preserve the semantic information and depict the style information.
Visualizing the common and specific parts in image domain. In Fig. 5 we show some examples for Syn-Signs → GTSRB case. We also try to visualize the common and specific parts in the image domain by inhibiting the remaining part before inputting to the Generators. For example, if we want to visualize the common parts, we will set all the specific parts equal to zero then input the inhibited feature into the corresponding Generator. As shown in Fig. 5e and 5f, the common parts of each domain store the information of "traffic signs". Meanwhile, the specific parts encode the style information such as the background, shape, ... as shown clearly in Fig. 5g and 5h . This experiment partly demonstrates our framework has the abilities to learn the disentangled representations and transfer the style across domains. The visualizing results for SVHN → MNIST are given in our website [29] .
C. Partial Transfer Learning
In order to test whether our framework is capable of solving the partial transfer learning problem, we use the digit datasets and randomly select 5 classes to form the target domain data (from USPS). Next, we test our framework under 3 different settings: (1) without the feedback and entropy minimization losses, (2) without the entropy minimization loss and (3) the proposed method. Based on the results in Table II and the t-SNE visualization in Fig. 6 , we can understand the importance of L f eedback and L Entropy in our framework especially for the partial transfer learning case.
As we mentioned earlier, by enhancing the harmony and the stability of the extractors and generators, L f eedback improves the performance significantly by 14.28%. Without L f eedback , the outlier source clusters would make the transferring process unstable and less accurate. As shown in Fig. 6a , the corresponding common clusters between source and target are not aligned well and some clusters are mismatched. With L f eedback , as shown in Fig. 6b , the corresponding classes between the source and target are well matched. However the ambiguous areas still exist between classes. In Fig. 6c , we can recognize that L Entropy solves this problem and boosts the performance (5.28%) by grouping same classes together and increasing the distance between different clusters. Comparing the performance and the feature distribution for the two transferring tasks (full transferring and partial transferring), we can partly assert that our network can solve the partial transferring problem efficiently.
V. CONCLUSIONS
In this paper, we proposed a unified three-in-one framework that considers the three tasks: disentangled representation learning, domain adaptation and style transfer simultaneously and discussed their inter-relations. Our framework can disentangle the feature domain into two main parts: the common features, and the specific features. The common features are used to embed the content information that are useful for classification across domains, and the specific features are used to encode the domain specific characteristics. To enhance the transferability of the common features, we proposed to exchange features across domains. This idea also allows us to embed the style transfer function into our framework that later on is used to transfer labels and knowledge across domains for domain adaptation. Furthermore, we also introduced the feedback design and the semantic consistency loss to improve the harmony and the stability of the learning framework. Last but not least, the entropy minimization losses were applied as a refining method to encourage the self-clustering ability in the target domain and thereby make the transfer process easier. The experiments confirm the improvement of our network in solving both of the full transfer and partial transfer problems. The results also show the potential of our network in image style transfer. 
