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Einstein’s space is no closer to reality than Van Gogh’s sky. The
glory of science is not in a truth more absolute than the truth of
Bach or Tolstoy, but in the act of creation itself. The scientist’s
discoveries impose his own order on chaos, as the composer or
painter imposes his; an order that always refers to limited aspects
of reality, and is based on the observer’s frame of reference, which
differs from period to period as Rembrandt’s nude differs from a
nude by Manet.
Arthur Koestler, The Act of Creation [76]
If I have seen further it is by standing on ye Shoulders of Giants.
Sir Isaac Newton, letter to Robert Hooke
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Abstract
The design of real-time systems is an activity that involves meticulous planning and
management of multiple resources. These resources need to function predictably
and in concert with one another to ensure that tasks executing on the system will
meet stringent timing requirements and provide the desired performance to the
application.
Architecting a real-time system is an offline process but the architect needs to
consider all the task characteristics and requirements before synthesizing a system.
This activity can be aided by design techniques that explore a huge system space
and identify suitable designs. Resources need to be allocated with considerations to
the functional and non-functional aspects (timing) of the system and the cost of the
design. Online resource management of a real-time system requires fast reaction
to changing workload and efficient tests for schedulability, even when there are
several constraints to deal with. Both online and offline activities are concerned
with performance or utility optimization.
Optimization is performed within a parameter space; the space is defined by
the capabilities of the resource and the ability of the system to meet timing require-
ments. From this viewpoint, many real-time systems make use of utilization bounds
to define a feasibility region. The traditional bounds have been conservative and are
such that as long as the task set does not exceed the utilization bound, all jobs will
meet their deadlines. Alternatively, if a set of tasks violates the utilization bound,
jobs may miss their deadlines.
We observe that while traditional utilization bounds exist for many systems
and scheduling algorithms, they are hard to derive for complex systems and they
are often more conservative than they need to be. We make use, instead, of phase
transitions in resource management and scheduling problems to derive a slightly
v
different utilization-based test that is almost surely correct. By this, we mean that
resource allocation may be infeasible even if the task set satisfies the utilization
test but the probability of doing so is very small. Similarly, if a task set exceeds the
utilization threshold suggested, it almost certainly does not have a feasible resource
allocation.
We make connections with random graph theory and statistical physics in our
work and show specific instances where we can solve problems that were hitherto
hard to solve or improve the results for some well-studied problems. The specific
instances that we study are: phased-array radar dwell scheduling, multiprocessor
scheduling and multidimensional resource management. We believe that exploit-
ing phase transitions is a simple and sufficient design approach for most real-time
systems.
In the resource management problem for radar systems, we have also devel-
oped a new algorithm for finite horizon scheduling that is of great use in dynamic
environments and is efficient despite the many constraints imposed on the sched-
uler by the requirements of the radar system.
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Chapter 1
Introduction
A beginning is the time for taking the most delicate care
that the balances are correct.
Frank Herbert, The Dune Chronicles
This work is primarily concerned with resource management for real-time sys-
tems. Real-time systems differ from most computing systems because of the timeli-
ness properties that they need to satisfy. Tasks in a real-time system are associated
with explicit timing constraints which need to be met for correct behavior. Time
becomes an important non-functional element in real-time systems because correct-
ness of the system depends, not only on the correct functional execution of tasks
but, on the timely completion of tasks.
As a simple example, a multimedia system for presenting video and audio. A
multimedia stream consists of many individual frames. The content of individual
video frames depends on the resolution of the video and the number of colors used;
audio frame content depends on on the sample size and type (mono or stereo).
Each frame needs to be played out at regular intervals to provide a pleasurable user
experience. Playout jitters result in a less-than-desirable experience.
Real-time system users perceive a certain level of satisfaction depending on
different system parameters. In the case of a multimedia system, some of the fac-
tors affecting the user-perceived quality of service are the video and audio frame
rates, video resolution, color and audio sampling precision. These factors can be
called quality parameters. Each system parameter places a certain resource demand
on the system. Higher data rates place an increased burden on the communication
subsystem; higher resolutions increase not only the communication bandwidth re-
quired, but also the processing times. The QoS typically increases with increases in
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the quality parameters.
Resource management involves allocating resources to the multiple activities
performed by a real-time system with the objective of achieving optimal or near-
optimal quality of service. Since resources are finite, trade-offs are made among
the many operations that need to be carried out. A dominating concern is the
need to guarantee that the different activities can meet their timing requirements.
In a multimedia system, for instance, one might settle for lower resolutions when
bandwidth is scarce but regular frame refreshes are still required.
Another example of a real-time system, one that we will discuss in greater
detail later, is a radar system. In the simplest setting, a radar system needs to track
many objects (typically in the range of 50-200 aircrafts). Each tracked object needs
to be monitored periodically else its position and velocity estimates will be signif-
icantly incorrect. The problem is one of determining when to track which object.
The tracking error is the measure that needs to be reduced, and frequently revisit-
ing the same object will lead to better estimates of its trajectory. The constraint is,
quite intuitively, the antenna, which cannot track all objects at the best possible fre-
quency. All objects are not equally critical, therefore the performance of the radar
system can be tuned by selecting the tracking frequencies and reducing a weighted
error function. While optimization, in itself, may not be straight-forward, a ques-
tion that needs to be answered is, ”Under what conditions may a set of tracking
tasks be considered schedulable?” Obtaining answers to this question – in several
different contexts – is the central goal of this work.
1.1 A Brief History of Real-Time
The earliest real-time systems were resource-limited uniprocessor computer sys-
tems performing control tasks. Execution rates were low, memory was limited and
communication bandwidth was scarce. In such systems, maximizing system uti-
lization was of primary importance. The resource constraints forced scheduling
decisions to be made as efficiently as possible – spending several processor cycles
to make a select a task was unacceptable. These limitations motivated the use of
cyclic executives, which provide a fixed sequence in which tasks should be sched-
uled. Controllers for different tasks were pre-designed and they required periodic
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activation and completion before known deadlines.
With the rapid proliferation and growth of embedded computing systems,
cyclic executive scheduling became inflexible; new tasks could not be added eas-
ily and dynamic adaptation was impossible. This observation fueled the study of
simple fixed (or static) priority scheduling algorithms where each instance of a task
was assigned the same priority and scheduling was as simple as allocating resources
to the task with the highest priority.
The main challenge was to determine if a set of periodic tasks, given the peri-
ods of the tasks, the computational requirements and deadlines for instances of each
task, were schedulable on a uniprocessor using simple priority assignment rules.
The most significant work on real-time uniprocessor scheduling was presented by
Liu and Layland in a seminal paper [88] in 1973. For a set of independent, pre-
emptible periodic tasks, with the deadline of each instance of a task at the release
time of the next instance of the same task, Liu and Layland proved that the rate
monotonic (RM) priority assignment, where each task is assigned a priority directly
proportional to its rate, is the optimal static priority assignment. Optimality meant
that any task set that was schedulable using any other static priority assignment
was schedulable using the rate monotonic priority assignment. They also proved
a sufficient condition for schedulability: a set of tasks {τi, i = 1, . . . , n} where task
τi has period pi and computation time ci is schedulable using the rate monotonic
priority assignment if
n
∑
i=1
ci
pi
≤ n(2 1n − 1). (1.1)
For dynamic priority scheduling, the earliest deadline first prioritization is known
to be the optimal scheduling policy and the condition
n
∑
i=1
ci
pi
≤ 1 (1.2)
is the necessary and sufficient condition for schedulability. The summation of ci/pi
is known as the system utilization.
Rate monotonic priority assignment became a popular choice in real-time sys-
tems because of its ease of implementation. Dynamic priority assignments, with
earliest deadline first (EDF) scheduling being the most popular member of this
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class of policies, required extra computation and were unattractive to system de-
signers. This was despite the higher utilization that could be achieved using EDF
when compared to RM scheduling (compare (1.1) and (1.2)).
Since the work of Liu and Layland, there has been a great interest in im-
proving the techniques for verifying schedulability of a task set under more general
settings and with tighter utilization bounds. A survey of the main results in real-
time scheduling theory has been presented in an article by Sha et al. [120]. Most
real-time scheduling problems can be reduced to bin packing and are therefore NP-
hard – hence the research community has concentrated its efforts on developing
algorithms that are efficient and yield “good” schedules.
The focus on static priority scheduling led to extensive research on improv-
ing the utilization bounds for rate-monotonic scheduling. For the Liu and Lay-
land model, Bini et al. [20] developed the hyperbolic bound, the tightest utilization
bound for rate-monotonic scheduling to-date. Their schedulability test requires
n
∏
i=1
(1+
ci
pi
) ≤ 2. (1.3)
The existence of utilization bounds provides a means for performance opti-
mization because a utilization bound defines a convex schedulability region. For
control systems, Seto, Lehoczky and Sha [119] have presented a technique for task
period selection to reduce the performance loss index. The PLI is a measure of the
global utility of the system – which depends on the task periods – and the utilization
bound is a constraint for the optimization problem.
The Liu and Layland model has been considered inadequate because it does
not treat tasks with deadlines that are not equal to the release time of the next
instance, i.e., deadlines that are equal to the task period. For tasks with arbitrary
deadlines, Lehoczky, Sha and Ding [84] and Audsley et al. [11] advanced the idea
of time-demand analysis to determine the worst-case response time of a task. If,
for every task in the system, the worst-case response time is less than its deadline,
the task set is schedulable. Exact time-demand analysis is fast simulation to obtain
the worst-case response time of a task. Approximation algorithms have also been
developed to analyze the schedulability of real-time systems. An example is the
work by Fisher and Baruah [48] on a polynomial-time approximation scheme for
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analyzing the feasibility of static-priority systems with arbitrary relative deadlines.
Significant efforts have been devoted to other task models that generalize Liu
and Layland’s model of real-time tasks. Task interaction via shared resources ad-
vanced the state of the art. Schedulability analysis needed to account for mutual
exclusion that was enforced on access to shared resources; several protocols and
analysis techniques were developed [121] for this purpose. Scheduling aperiodic
tasks is another aspect of real-time systems that has received great attention. At-
tempts have been made [85, 83, 112, 113, 35], within the context of static priority
scheduling, to minimize the response time of aperiodic tasks while guaranteeing
that periodic tasks would meet all their deadlines. Lastly, we note that most of
work has assumed a set of preemptive tasks. In the context of non-preemptive real-
time tasks, Jeffay et al. [69] derived schedulability criteria and proved that EDF is
the optimal scheduling algorithm.
Advances in computer manufacturing over the last two decades have made
it possible to implement more complex schedulers with lower overheads. Dynamic
priority scheduling (especially EDF) has seen renewed vigor and several results have
been obtained for scheduling with interacting tasks and aperiodic task scheduling.
The interested reader is referred to the text by Liu [89] for an overview of results
in both static and dynamic priority scheduling. Lehoczky has taken EDF scheduling
further ahead with Real-Time Queueing Theory [81] which allows designers to pre-
dict the deadline miss percentage when tasks are scheduled using EDF but execution
times are not deterministic but stochastic with a known distribution. RTQT targets
soft real-time systems which can tolerate a small fraction of missed deadlines.
Distributed real-time systems, with tasks executing on different processing
elements and exchanging information over a communication medium, have been
deployed for over 15 years in a variety of applications including automotive con-
trol and avionics. This area raises more questions because of the increase in the
dimensionality of the scheduling problem. Tasks in a distributed system need to go
through multiple stages of processing and complete within an end-to-end deadline.
Some of the problems related to distributed real-time systems are task allocation,
deadline distribution and analysis of end-to-end response times [89]. RTQT has
been applied to distributed systems as well, mainly in the case of multistage acyclic
networks [82, 133].
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Another problem that is related to the scalability of real-time systems is multi-
processor real-time scheduling. With the availability of chip multiprocessors and
similar tightly coupled architectures, there is enormous potential to exploit the
greater computational power. Determining if a given set of tasks can be scheduled
in a fashion that ensures that all tasks can meet their deadlines on a multiprocessor
is an active field of research. There are two branches of multiprocessor schedul-
ing: Partitioned scheduling implies that each task is mapped to a specific processor
and all instances of that task execute on the same processor, and global scheduling
refers to the situation when a job may be preempted on a processor and resume
execution on a different processor. Similar to the uniprocessor situation, effort has
been devoted to determining utilization bounds for multiprocessor scheduling. A
key result in this context was obtained by Andersson and Jonsson. They showed
that the utilization bound of partitioned static-priority systems was 50 percent [9].
1.2 Challenges for Real-Time Resource Management
We would like to distinguish between scheduling and resource management, even
though they are closely related. Scheduling is the aspect of resource management
concerned with ensuring that a set of tasks meets its timing requirements. Resource
management, in totality, is concerned with higher-level decisions that determine
which resources a task should have access to, and to what extent, with the intention
of improving a system’s utility or the QoS it provides.
Real-time scheduling today is at a stage when simple utilization tests and re-
sponse time analysis alone are no longer sufficient for developing and deploying
systems. Many tasks have complex execution requirements that are hard to char-
acterize with existing techniques, but some analytical techniques are required to
ensure that such tasks can also be scheduled with guarantees on their temporal be-
havior. It is true to say that real-time systems are not about predictable scheduling
alone but about resource management techniques that ensure predictability.
With the increasing complexity and scale of real-time systems, the current
generation of schedulability analysis tools is inadequate for supporting resource
management activities online or offline.
Resource management for radar systems is a problem that throws up several
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knotty issues. This problem involves online optimization in the presence of non-
preemptive tasks, energy constraints and dwell packing to improve the utilization
of radar antennas. Resource allocation for radar tasks requires some measure of
schedulability but this measure is hard to determine by traditional techniques. Not
only do tasks have to be allotted the antenna, but they need access to computing
resources. A resource manager cannot allocate resources without knowing if the
allocation is schedulable, and a sufficient condition is hard to determine or very
pessimistic. In chapters 2 and 3, we present solutions for radar scheduling – we
tackle both dwell scheduling and task scheduling on a resource pipeline. The diffi-
culty of the radar dwell scheduling problem forces us to examine new strategies for
this problem.
More interesting problems arise when tasks need to be allocated space and
time. Such problems arise in advanced multi-function radio frequency systems (the
next generation of radar systems), reconfigurable computing units based on field
programmable gate arrays and, in general, any system with resources that are mul-
tidimensional. By multidimensional resource, we mean any resource that is com-
posed of multiple components and a task needs a portion of one or more of these
components to execute. For a phased-array radar, the antenna dimensions are time
and energy. On an FPGA, a task requires a certain area of the silicon chip and the
chip becomes a multidimensional resource of a certain length and breadth. We do
not describe an AMRFS in detail yet, but similarly, a task in an AMRFS requires a
portion of the antenna to transmit and receive electromagnetic signals. While a lot
of effort has been expended on real-time scheduling with time constraints alone, no
significant results have been obtained for the scheduling problems just mentioned.
Scheduling tasks on multidimensional resources does not appear likely to be
solved by priority-based schemes. Real-time scheduling, we expect, will have to
take a more holistic approach to resource utilization. We therefore will focus on the
issues involved with such scheduling algorithms. Scheduling algorithms are, gen-
erally, independent of the resource management framework. From the early days
of real-time systems research, priority-based schemes were known but what was
not known were the techniques to capture their behavior without performing a full
simulation. RM scheduling can be grasped and implemented trivially. The existence
and derivation of a utilization bound for RM scheduling, however, was non-trivial.
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Once utilization bounds were identified, resource management decisions could be
made within the region of schedulability. This understanding motivates this disser-
tation. We would like to know if the addition of constraints and the use of complex
scheduling techniques can still yield schedulability criteria.
1.3 Scope of Dissertation
The problem of primary concern is the determination of schedulability regions for a
large class of real-time systems. The difference between the approach articulated in
this dissertation and prior work is the focus on approximate schedulability regions.
We call bounds such as the Liu and Layland bound absolute bounds because all
task sets that satisfy the schedulability condition are guaranteed to be schedulable.
By approximate bounds, we mean that a set of tasks that satisfies the schedulability
criterion is almost surely schedulable. The distinction between our notion of approx-
imate schedulability and a probabilistic notion of schedulability (as in the case of
RTQT) has to do with the nature of the task sets. A probabilistic view of a real-time
system assumes stochastic timing parameters and uses the distribution of execution
times and deadlines to provide statistics like expected fraction of missed deadlines.
The view we take is that the tasks can be described with some deterministic para-
meters, but given the hardness of scheduling and, in some cases, the hardness of
testing schedulability, we would like to devise a test that is correct almost surely. A
test is correct if a task set that satisfies the test is schedulable.
Our work is rooted in the identification of phase transition phenomena [73,
108] in constraint satisfaction problems. A problem exhibits phase transition if in-
stances of the problem, which can be classified using some metric as “easy”, almost
surely satisfy the required constraints and “hard” instances almost surely do not sat-
isfy the constraints. 3SAT is well-known instance of a constraint satisfaction problem
that exhibits phase transition. An instance of 3SAT presents a boolean formula in
conjunctive normal form with each clause having three literals, and asks if there
is an assignment of truth values to the literals that would make the formula true.
3SAT is an NP-complete problem [106] that has received a lot of attention because
of the applications of satisfiability in VLSI circuit design and many other domains.
An NP-complete problem is considered intractable – solvable in theory, but hard or
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impossible to solve in practice – because efficient algorithms do not exist to solve
all instances of the problem. Empirical results for 3SAT, however, indicate that not
all instances of the problem are equally hard. If the hardness of an instance of 3SAT
is defined by the ratio between the number of constraints and the number of vari-
ables, experiments reveal that 3SAT undergoes a phase transition as the hardness is
increased [102, 73].
Phase transitions have been observed in many other NP-hard (or NP-complete)
problems including the Traveling Salesman Problem [54], and Integer Partition-
ing [25]. The ubiquity of phase transitions indicates that even when absolute
bounds are hard to find, phase transition boundaries can be used to approximate
schedulability regions for real-time scheduling problems.
We also draw attention to the observation made by Lehoczky et al. [84] re-
garding the rate monotonic scheduling algorithm: “For uniformly distributed tasks,
a breakdown utilization of 88% is a reasonable characterization of the breakdown
utilization level.” What this statement implies is that, when task sets are drawn
uniformly from the space of all possible task sets, almost all task sets that have a uti-
lization of less than 0.88 are schedulable using the rate monotonic algorithm. While
the limiting utilization from the Liu and Layland bound is 0.69, there are many task
sets that are schedulable but do not satisfy the Liu and Layland bound; a utilization
of 0.88 is akin to a phase transition boundary for rate monotonic scheduling. Our
intention is to investigate this behavior in situations other than RM scheduling.
In this dissertation, we theoretically and empirically determine the existence
of phase transitions in multiple problems – the radar dwell scheduling problem,
scheduling with multidimensional resources, and multiprocessor real-time schedul-
ing – and suggest how to use these transitions for performance optimization. We
draw connections with theoretical results to prove the existence of phase transitions
in most resource management problems. A characteristic of phase transitions that
is attractive for real-time resource management is the variation of execution time
in solving these management problems. The “easy” problems are typically solvable
quickly and the “hard” problems take several time steps [73, 108, 54]. By restricting
attention to easy problems, solutions can be found efficiently; yet, operating close
to the phase transition boundary can result in high quality solutions. One need
not solve the most difficult instance of a problem to make good resource allocation
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decisions.
We develop the thesis that phase transitions can be found in many real-
time scheduling problems and that the phase transition boundaries character-
ize schedulable and unschedulable regions of the task set space. Phase transi-
tions can be identified by varying utilization levels and the transitions provide
an adequate mechanism for performance optimization and even remove some
of the pessimism associated with absolute utilization bounds.
In the specific setting of phased-array radar dwell scheduling, we also de-
velop a scheduling approach that produces schedules that adhere to the various
constraints (dwell packing, energy constraints). We utilize a finite horizon sched-
uler that is capable of better performance, when compared to an infinite horizon1
scheduler, under conditions when workload may change rapidly. Rapidly varying
workload is rather common for radar systems and this informs our decision to uti-
lize a finite lookahead.
1.4 Dissertation Outline
Chapter 2 In this chapter, we introduce the dwell scheduling problem in phased-
array radars and discuss all the constraints on dwell scheduling and propose
an algorithm for scheduling dwells over a finite horizon. The choices we make
are justified by extensive experiments.
Chapter 3 With this chapter, we begin our exploration of the core thesis that phase
transition phenomena can be utilized effectively and efficiently for perfor-
mance optimization. We empirically demonstrate the existence of a phase
transition in the dwell scheduling problem and utilize this fact to guide QoS
optimization using Q-RAM. We introduce a general resource management
framework that will be of use whenever phase transition boundaries are used
as schedulability criteria.
Chapter 4 To provide the reader with a general discussion of phase transitions and
their study, we survey some of the important results concerning such phenom-
1We say infinite horizon but when tasks are periodic we really mean the length of the horizon is
the hyperperiod – the least common multiple of all task periods – of the task set.
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ena. We discuss phase transitions in physics, random graphs, percolation in
lattices, and constraint satisfaction problems and outline the theory that can
be applied for real-time system engineering.
Chapter 5 Using ideas from percolation theory, we obtain a central result that
states that most scheduling policies have sharp utilization thresholds. The
main theorem explains why the radar dwell scheduling problem exhibits phase
transition behavior.
Chapter 6 The usage of multiprocessors for real-time tasks has gained great mo-
mentum with dropping microprocessor costs and the variety of emerging em-
bedded system applications. We mention the main results for multiprocessor
scheduling, note their inadequacies and then suggest that phase transition
behavior might provide greater insight and with less work. To this end, we
establish that partitioned multiprocessor scheduling has a coarse transition
using a combinatorial argument. We then apply some results on threshold
behavior in random graphs to prove that the transition is indeed sharp. Ex-
perimental results are used to locate the threshold. These results can be used
to simplify design processes or perform task admission control.
Chapter 7 Multidimensional packing problems occur need to be solved in many
real-time systems. We provide three example problems that require the so-
lutions of multidimensional packing problems, and what is more relevant is
that they need simple feasibility tests (for the existence of a packing) to en-
able performance optimization. In line with the thesis that phase transitions
are common to many resource management problems, we provide theoreti-
cal arguments to establish that these packing problems do exhibit threshold
behavior. We back up our theoretical insight with empirical evidence.
Chapter 8 In the last chapter, we highlight the key features of our work and set up
an agenda for further research.
In any first version of work of this length and detail, minor errors and inaccu-
racies are often unavoidable. The approach to real-time resource management that
we present in this dissertation lacks a complete language but we hope the level of
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detail in the arguments presents the reader with the flavor and the essentials of this
exciting new direction of research.
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Chapter 2
Phased-Array Radar Scheduling
I have a new philosophy. I’m only going to dread one
day at a time.
Charlie Brown, in “Peanuts” by Charles M. Schulz
2.1 Overview
Multi-function phased array radar systems search and track targets in a specified
surveillance region. In order to maintain tracks, the system must revisit the tar-
gets within some time frame. This timing constraint ensures that the radar will
illuminate the targets with high probability. On the other hand, the tracks must be
scheduled in a manner that does not violate the energy constraint, i.e., the schedule
must not lead to overheating of the radar’s components.
A (radar) track task is an end-to-end task [19, 128] made up of three sub-
tasks: a control command subtask, a dwell subtask, and a signal processing sub-
task [124, 14]. At the start of a track task, the control command subtask generates
the commands for sending and receiving the electromagnetic waves. Based on the
generated commands, the dwell subtask sends electromagnetic waves (EMWs) at
scheduled instants in time and receives the echoes (reflected EMWs) during an ex-
pected receive interval.1 The received signals are passed to the signal processing
subtask that estimates the location of the tracked target. The location estimate is
used by the control command subtask to decide the next set of dwell commands
and in this fashion the execution sequence of the three subtasks repeats. The track
1The start time for the receive interval depends on the estimated distance between the radar and
the target being tracked. The duration of the interval depends on the duration of the transmission.
The duration of the receive interval can be adjusted to improve the accuracy of target tracking.
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task stops when there is no further need to monitor the target.
Dwell execution is usually the performance bottleneck in a radar system be-
cause of the tight constraints (temporal and physical constraints) within which
the dwells need to be scheduled. On the other hand, the performance of the sig-
nal processing algorithms and control planning can be improved by adding more
processors at the back-end. The enormous cost of a radar antenna makes it pro-
hibitive to add extra array elements and hence it is vital that the dwell scheduler
maximizes antenna utilization. For this reason, the work presented in this paper
focuses on radar antenna scheduling. We introduce novel scheduling techniques
and improve radar performance compared with prior work [124, 123, 122] while
substantially reducing the scheduling overhead.
Possible Target Location
Dwell Coverage
Error Too High
Velocity Uncertainty
Error Acceptable
Target Trajectory
nth dwell (n+1)th dwell
a b
Last Illumination Time
Processing
d Timec
Illumination Window
Temporal Distance Constraint Missing Target with High Probability
Window
Figure 2.1: Temporal Distance Constraint
When scheduling dwells, the system must maintain a minimal and maximal
temporal distance between any two consecutive dwells of a track task. This require-
ment can easily be understood by means of an illustration (Figure 2.1). The figure
shows the trajectory of a tracked target, and the time line is used to indicate time in-
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stants at which dwells (for this target) start or finish. Assume that dwell n completes
at time a. The processing window (a, b] is the time interval during which the signal
and control command subtasks execute. Only when the control command subtask
completes does the system know the antenna command for dwell (n + 1). Dwell
(n+ 1), therefore, cannot be scheduled in interval (a, b].2 The difference b− a is
theminimal temporal distance between the dwells. In the figure, the coverage of the
waves and target location estimates are shown as the shaded and dashed circles,
respectively. The uncertainty in target velocity increases with time; consequently,
the error in the estimate of the target location also increases. If dwell (n + 1) is
completed within time interval (b, d], the target can be found and the error in the
estimated location is acceptable. However, if dwell (n+ 1) is sent after time d, the
beam may miss the target with high probability. The difference d− a is called the
maximal temporal distance between dwell n and dwell (n+ 1) and interval (b, d] is
the illumination window of dwell (n+ 1).
Traditionally, the system either disregards the actual timing constraints (e.g.,
the best effort scheduling algorithms [14]) or uses the most stringent values to
ensure safety (e.g., using the half length of the maximal temporal distance as the
period of periodic tasks.) If dwells of a track task are not executed inside the appro-
priate time intervals then the result is unpredictable timing behavior and/or poor
resource utilization (Figure 2.1). In addition, the “estimated” execution time of
dwell (n + 1) must be known before the control command subtask starts. With-
out this knowledge, the control command subtask cannot generate the appropriate
control commands. In traditional dynamic real-time scheduling algorithms (such
as the EDF algorithm), it is hard to predict the time instant at which a job will
be scheduled before the job is released. In a radar system, this would require the
control command subtask to make conservative estimates of a target’s location and
the error in the location estimate would be high. Such a requirement necessitates
knowing the schedule, not just the schedulability.
Our work is related to research on temporal distance constraints (e.g., [62,
66, 63, 39]). In prior work, consecutive jobs of the same task need not have a
minimum separation. Moreover, the nature of radar dwells (with non-preemptible
2Notice that this is equivalent to a deadline decomposition for back-end processing and dwell
execution within the end-to-end radar task.
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send and receive phases) poses significant challenges to the schedulability analy-
sis; these issues are not addressed by other research on scheduling with temporal
distance constraints. Kuo et al. [78] have proposed a reservation-based approach
for real-time dwell scheduling. This approach allows the system to guarantee the
performance requirement when the schedulability condition holds. On the other
hand, Kuo et al. assume that the sampling periods of tasks are known and do not
consider the energy constraint or the potential improvement in antenna utilization
through nesting and interleaving of dwells.
A7A1 A2 A3 A4 A5 A6
Figure 2.2: Template-based Schedule
Radar dwells are unlike jobs in traditional real-time systems because they have
three phases – send, round-trip delay, and receive. Dwells are non-preemptible
during the send and receive phases. Treating a dwell, in its entirety, as a non-
preemptible job leads to poor resource utilization because it is possible to schedule
other dwells during the round-trip delay phase of a dwell. Shih et al. [124] intro-
duced the idea of template-based scheduling. A template is a fixed-length partial
schedule, constructed by interleaving or nesting multiple dwells under the energy
constraints. The overall schedule is a sequence of templates (Figure 2.2). Tem-
plates contain more than one radar dwell. It is also evident (comparing A1 and A6
in Figure 2.2) that nesting and interleaving can improve antenna utilization.
While earlier work on template-based dwell scheduling [124, 123, 122] has
addressed many of the issues in radar scheduling, they have some limitations.
Firstly, the radar tasks with temporal distance constraints are conservatively mod-
eled as tasks with harmonic periods [124], resulting in significant under-utilization
of resource. Further, the templates are constructed offline, assuming a small set
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of parameter combinations and a predetermined task set called the performance re-
quirement [124, 123, 122]. However, in a more general setting, where a resource
manager dynamically assigns parameters to tasks online depending on target dy-
namics, it is not practical to construct all possible templates offline. Finally, the
schedule is constructed for the hyperperiod3 of the task set on the basis of the per-
manent task model which assumes that each task will be present in the system for-
ever. In reality, the life time of a radar task is governed by the duration for which the
related target is in the surveillance space, and the time between mode changes (a
target might transition from high-precision to low-precision or vice versa, and such
adaptations will alter the task parameters). To accommodate for the dynamics, re-
source allocations made using the permanent task model are overly conservative,
thus making it an inappropriate model in a radar system.
In this paper, we make three main contributions to overcome the above draw-
backs. First, we identify, offline, feasible intervals for dwells. The key idea behind
feasible intervals is that as long as successive jobs of the same task are scheduled to
start within their respective feasible intervals, irrespective of the exact start times,
they are guaranteed to satisfy the temporal distance constraints. Feasible intervals
are computed for each job based on the temporal distance constraints. Second,
we propose online template construction, i.e., online dwell packing, to support both
adaptive adjustment of the schedule and highly dynamic workloads. This way, our
dwell scheduler can work with resource managers like Q-RAM [64, 55] that make
fine-grained and dynamic adjustments to task parameters. Finally, we utilize the
machinery we have developed and propose aggressive task admission using finite
horizon scheduling. When the task set and associated parameters are subject to
frequent change, scheduling for a hyperperiod is meaningless because the sched-
ule might be invalidated long before the end of the hyperperiod. Finite horizon
scheduling can reduce the pessimism of the permanent task model while guaran-
teeing timing and energy constraints for the horizon specified by the radar operator
or resource manager. To streamline the design of a finite horizon scheduler, we in-
troduce the idea of modular schedule update which provides a framework for simple
and flexible scheduling.
The following section describes the task model and defines the terms used
3The hyperperiod is the least common multiple of all task periods in a system.
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here. The section also states the problem of scheduling radar dwells. Section 3
presents the feasible interval concept and the associated period and deadline as-
signment algorithm. Section 4 details the online dwell packing technique. Sec-
tion 5 describes finite horizon scheduling, and Section 6 presents an evaluation of
our approach. In Section 2.7, we discuss some of the related work in greater detail.
Section 8 summarizes the paper.
2.2 Formal Model and Problem Statement
Formal Model A dwell pattern, called a dwell for short and denoted by W, speci-
fies the requirements for the transmission and reception (of electromagnetic waves)
for a dwell task. A dwell is characterized by its execution time and power function.
The execution of a dwell consists of three sequential phases: sending, round-trip
delay, and receiving phase. We denote the time taken for each of these phases by
eT(W), eRT(W) and eR(W) respectively. Dwells should not be preempted during
the send and receive phases; such preemptions are equivalent to dwell failures.
The radar system could be idle or execute other dwells during the round-trip delay
phase of one dwell. The execution time of a dwellW, denoted by e(W), is equal to
eT(W) + eRT(W) + eR(W). The amount of power consumed by a dwell is described
by a time function. A power function P(W, t) of dwell W for 0 ≤ t ≤ e(W) repre-
sents the power consumed by the dwell during the course of its execution.4 A dwell
W is therefore characterized by the pair (e(W), P(W, t)).
Thus far, and in our subsequent discussion, we use the terms task and job
as they are commonly used in real-time systems literature [88, 62, 127]. A job is
a radar dwell and is an instance of a (dwell) task. A task is a sequence of jobs
that carry out a particular function and have identical or similar characteristics and
timing requirements. In a radar system, a task might track a target or search for
targets. Tasks are denoted by T1, T2, etc. The j-th instance of task Ti is referred to
as job Ji,j. Unless stated otherwise, by task and job we mean a dwell subtask and a
job of a dwell subtask, respectively.
Each task, Ti, is associated with a dwell Wi. The timing parameters of a task
4As can be expected, during the round-trip delay phase, a dwell consumes no power and the
values of the power function are zero.
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Ti are its release time, execution time, minimal temporal distance and maximal
temporal distance. The release time of task Ti, denoted by ri, is the instant of time
at which the task becomes known to the system. The execution time, denoted by
ei = e(Wi), is the time required to send and receive the waves.
Definition 2.1 (Illumination time). The illumination time of a job Ji,j is denoted by
ti,j and is the instant of time at which the radar system starts sending the radar beams
for the job.
The minimal temporal distance and maximal temporal distance of task Ti, de-
noted by δi,min and δi,max, are the lower and upper bounds for the temporal distance
between its jobs.
Definition 2.2 (Minimum temporal distance constraint). If ti,j is the illumination
time of dwell job Ji,j and ti,j+1 is the illumination time of dwell job Ji,j+1 then we
must have δi,min ≥ ti,j+1− ti,j, ∀i, j ≥ 0, where δi,min is the minimum temporal distance
between two successive dwell jobs of the same task.
Definition 2.3 (Maximum temporal distance constraint). If ti,j is the illumination
time of dwell job Ji,j and ti,j+1 is the illumination time of dwell job Ji,j+1 then we must
have δi,max ≤ ti,j+1 − ti,j, ∀i, j ≥ 0, where δi,max is the maximum temporal distance
between two successive dwell jobs of the same task.
An obvious requirement is that the minimum temporal distance be greater
than the execution length of the dwell (δi,min ≥ ei) and that the maximum temporal
distance is greater than the minimum temporal distance (δi,min ≥ δi,max).
The illumination window of job Ji,j is a time interval which starts δi,min units of
time after the illumination time of its preceding job Ji,j−1 and whose length is the
difference δi,max − δi,min. For the first job of a task, its illumination window starts
δi,min units of time after the release time of the task.
Energy Constraint The energy level of the radar system needs to remain below
an energy threshold, ETH. The constant transmission and reception of beams leads
to an increase in the temperature of the different electronic components on the
antenna [74]. The temperature needs to be kept within tolerable bounds else the
radar equipment will breakdown. The thermal energy level of a radar system can
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be modeled by an exponential decay function with a look-back interval (time con-
stant) τ [14, 109]. If P(t) is the thermal power generated by a radar system at
time instant t, the energy level of the system at some time instant t∗, t∗ ≥ 0 is
E(t∗) =
∫ t∗
0 P(t)e
t−t∗
τ dt. The energy constraint can be expressed as E(t) ≤ ETH, ∀t.
The energy constraint has become an important consideration for modern radars
because of the shrinking footprints of antennas; smaller surface areas have de-
creased the heat dissipation rate and antenna elements are prone to failure because
of over-heating.
Timing Constraint The timing constraint of a dwell job is defined as follows.
Definition 2.4 (In-Time Completion of Dwell Jobs). A dwell job executes to com-
pletion if there is no interruption during its sending and receiving phases. A dwell
job completes in time if and only if its illumination time lies within its illumination
window.
The non-preemptibility of a dwell job ensures that it is sufficient for a job to
start on time if it has to complete on time. A dwell task completes in time if all
its jobs complete in time. The following definition states the timing constraint of a
dwell task.
Definition 2.5 (In-Time Completion of Dwell Tasks). A dwell task completes in time
if and only if all of its dwell jobs complete in time.
Problem Statement The dwell scheduling problem is that of determining a sched-
ule in which all dwell tasks in the system meet their timing constraints without vio-
lating the energy constraint. A radar system always performs search tasks to locate
targets that enter the surveillance space. When new targets are detected, track tasks
may be generated (depending on the threat level posed by the targets) to monitor
the targets closely.
We are interested in determining if a new task can be accommodated in the
antenna schedule. If a new task can be admitted, the schedule is suitably updated.
When a new task cannot be added, we assume that the scheduler provides feedback
to a resource/QoS manager, which can then determine new parameters for tasks to
ensure that all tasks are scheduled, or select tasks that can be dropped.
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The real-time dwell scheduling problem can be stated as follows: at any time
instant t when a new task T enters the system, given the current schedule S, the
energy threshold ETH over a look-back period τ, can T be added to the schedule
without violating the energy constraint or the timing constraints of tasks previously
admitted? If yes, generate the new schedule S′.
2.3 Feasible Intervals and Period Synthesis
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Illumination time of the (n+1)−th job
Time2a+ba+b 2a+2b0
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Figure 3: Illumination Windows
time in interval [a,a + b), it is sufficient to consider two cases: job n + 1 starts at time a, and job n + 1
starts at time a + b. This is because the length of the illumination window, which in the example is b,
is a constant. When job (n+1) starts to execute at time a, the illumination window of job (n+2) is the
interval [2a,2a+b), shown on the second time line (Figure 3). When job (n+1) starts at time a+b, the
illumination window of job (n + 2) is the interval [2a + b,2a + 2b), shown on the third time line in the
figure. The feasible interval of job n + 2 must be the intersection of all possible illumination windows
(if it is to be known offline). Unfortunately, there is no overlap between the two illumination windows
in our example. In other words, if job (n+1) is allowed to start at any time in its illumination window
[a,a+b), the length of the feasible interval of job (n+2) is zero.
3.1 Period and Deadline Synthesis
Themotivation for the period synthesis phase is to limit the scheduling intervals within which jobs may
execute so that jobs can be scheduled anywhere within their restricted interval (without knowledge
about earlier and future dwells) and still meet their temporal distance constraints.
Again, job n starts at time 0 and the minimal and maximal temporal distance are a and a + b,
respectively. Hence, the illumination window of job (n+1) is [a,a+b).
Rather than allowing job (n+1) to start at any time in its illumination window, the Period Synthesis
Algorithm limits job (n + 1) job to the interval [a,a + b2 ), shown as the cross-hatched box on the first
time line (Figure 4). Because interval [a,a + b2 ) completely overlaps with the illumination window of
job (n + 1), the interval can be set as the feasible interval for job (n + 1). When job (n + 1) starts at
time a, the illumination window of job (n + 2) is [2a,2a + b); when job (n + 1) starts at time a + b2 , the
illumination window of job (n+2) is [2a+ 12 b,2a+
3
2 b). As shown on the second time line (Figure 4), the
two illumination windows overlap at interval [2a+ 12 b,2a+b), which can be set as the feasible interval
of job (n + 2). The figure also shows that the distance of any two time instants in these two feasible
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Figure 2.3: Illumination Windows
Our approach involves identifying feasible intervals for each job. A job meets
its timi g constraint if it is scheduled to start within its feasible interval. Det r-
mi ing the feasible i terval offline, howeve , is not trivial. The difficulty can be
understood by example (Figure 2.3).
Suppose the n-th dwell job starts at time 0 and the minimal and maximal
temporal distance are a and a + b, respectively. The illumination window of job
(n + 1) is the interval [a, a + b) and can be set as its feasible interval, shown as
the cross-hatched box in the first time line (Figure 2.3). However, computing the
feasible interval of job (n+ 2) is not trivial. Although job (n+ 1) can be scheduled
at any time in interval [a, a + b), it is sufficient to consider two cases: job n + 1
starts at time a, and job n+ 1 starts at time a+ b. This is because the length of the
illumination window, hich in the example is b, is a constant. When job (n + 1)
starts to execute at time a, the illu ination window of j b (n + 2) is the interval
[2a, 2a+ b), shown on the second time line (Figure 2.3). When job (n+ 1) starts
at time a + b, the illumination window of job (n + 2) is the interval [2a + b, 2a +
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2b), shown on the third time line in the figure. The feasible interval of job n + 2
must be the intersection of all possible illumination windows (if it is to be known
offline). Unfortunately, there is no overlap between the two illumination windows
in our example. In other words, if job (n+ 1) is allowed to start at any time in its
illumination window [a, a+ b), the length of the feasible interval of job (n+ 2) is
zero.
Period and Deadline Synthesis The motivation for the period synthesis phase is
to limit the scheduling intervals within which jobs may execute so that jobs can
be scheduled anywhere within their restricted interval (without knowledge about
earlier and future dwells) and still meet their temporal distance constraints.
Again, job n starts at time 0 and the minimal and maximal temporal distance
are a and a + b, respectively. Hence, the illumination window of job (n + 1) is
[a, a+ b).
Figure 2.4: Synthetic Periods
Rather than allowing job (n+ 1) to start at any time in its illumination win-
dow, the Period Synthesis Algorithm limits job (n+ 1) job to the interval [a, a+ b2),
shown as the cross-hatched box on the first time line (Figure 2.4). Because inter-
val [a, a+ b2) completely overlaps with the illumination window of job (n+ 1), the
interval can be set as the feasible interval for job (n+ 1). When job (n+ 1) starts
at time a, the illumination window of job (n+ 2) is [2a, 2a+ b); when job (n+ 1)
starts at time a+ b2 , the illumination window of job (n+ 2) is [2a+
1
2b, 2a+
3
2b). As
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shown on the second time line (Figure 2.4), the two illumination windows overlap
at interval [2a+ 12b, 2a+ b), which can be set as the feasible interval of job (n+ 2).
The figure also shows that the distance of any two time instants in these two feasible
intervals are bounded by a and a+ b. Hence, when job (n+ 1) and job (n+ 2) start
to execute at any time within their corresponding feasible intervals, the temporal
distance is bounded by a and a+ b. Similarly, the feasible interval of job (n+ 3) is
the interval [3a+ b, 3a+ 32b), shown on the third time line (Figure 2.4). The feasi-
ble intervals have constant length b2 and repeat every a+
b
2 units of time, which is
called the synthetic period of the task. Hence, the task can be modeled as a periodic
task whose jobs are released with period a+ b2 and relative deadline
b
2 . We can now
now define a feasible interval formally.
Definition 2.6 (Feasible intervals for radar dwells). If successive dwell jobs Ji,j,
Ji,j+1, Ji,j+2 of task Ti are assigned time intervals [tj, t′j), [tj+1, t′j+1), [tj+2, t′j+2) re-
spectively, the interval [tj+1, t′j+1) is a feasible interval for Ji,j+1 if and only Ji,j+1 will
meet its temporal distance constraints when it is scheduled to start within its assigned
interval, irrespective of the exact starting time, provided the other jobs also start within
their assigned intervals.
Algorithm 1: PERIOD AND DEADLINE SYNTHESIS
Input task Ti = 〈Wi, δi,min, δi,max〉.
Output synthetic period Ti, relative deadline Di.
1. Set Di ← δi,max−δi,min2 .
2. Set Ti ← δi,max+δi,min2 .
3. Return Di and Ti.
We now state a theorem on the optimality of the synthetic period Ti, and
relative deadline Di computed by the Period and Deadline Synthesis Algorithm (Al-
gorithm 1). By optimal, we mean that a periodic interval of length Di and period Ti
is the largest constant-length periodic interval that can be assigned to each job.
Theorem 2.1. Given a dwell task Ti = 〈Wi, δi,min, δi,max〉, Di = δi,max−δi,min2 is the
length (relative deadline) of the maximal length periodic interval and Ti =
δi,max+δi,min
2
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is the period of the maximal length periodic interval for the task.
Proof. To determine a constant period, Ti, and a relative deadline, Di, we consider
the following simple requirements.
1. The illumination time of a dwell job, Ji,j, can be anywhere in the interval
[t, t+ Di) where t is the start of a new period for the dwell task. The illumi-
nation time of the subsequent dwell job can be anywhere within the interval
[t + Ti, t + Ti + Di) because of the periodicity that we would like to main-
tain. To satisfy the maximum temporal distance constraint, we must have
δi,max ≥ Ti + Di. This is the limiting case when a dwell has its illumination
time at the start of its period and the succeeding dwell has its illumination at
its deadline.
2. Similarly, to satisfy the minimum temporal distance constraint, the following
condition must hold: δi,min ≤ Ti − Di.
The largest feasible periodic interval is realized when both the conditions indicated
are, in fact, satisfied as equalities. Combining solving the simultaneous linear equa-
tions, we obtain
Ti =
δi,max + δi,min
2
& Di =
δi,max − δi,min
2
.
2.4 Online Dwell Packing
A template is the basic scheduling unit in our discussion on dwell scheduling.
Within each template, multiple dwells may be packed, in other words, nested or
interleaved, so that the actual time that the antenna spends idling is reduced.
Definition 2.7 (Template). A template is a fixed-length partial schedule consisting
of one or more dwells. Within a template, dwells maybe nested or interleaved. Tem-
plates are non-preemptible, and once a template starts execution, it will continue till
completion.
When the scheduler packs dwells in a template, it needs to ensure that one
dwell does not interfere with the completion of another dwell. Also, the scheduler
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should ensure that the energy threshold is not exceeded by over-aggressive packing
of dwells. The algorithms presented in this section will be used as subroutines when
we compute the overall finite-horizon schedule in Section 5.
The problem of producing the best (in terms of the number of dwells) se-
quence of dwells to execute over a finite time is reducible to the bin packing prob-
lem, and is NP-hard [53]. In related work [124, 123, 122], this problem was ad-
dressed by constructing a library of templates, offline, using a branch-and-bound
algorithm. In all earlier work, the scheduler, given the set of tasks to execute,
would build a schedule by selecting a suitable sequence of templates from the li-
brary. The limitation of such an approach is the need to know before-hand all
possible dwell types (characterized by the power function and the send, wait and
receive times); without this information a template library cannot be constructed.
In practice, however, the parameters of a dwell can be assigned in a manner that
maximizes the system utility [64]. When dwells are synthesized dynamically, it is
not possible to build a suitable library of templates.
In our work, we use a heuristic and formulate an online algorithm for packing
dwells. Before describing the algorithm, we introduce the idea of cool-down time
for a radar dwell. The cool-down time for dwell W, C(W), is the duration that the
antenna must idle before it can send out the beam for dwell W. The purpose of
cool-down time is to allow the radar system to idle sufficiently so that executing
W will not violate the energy constraint. It is intuitive that the maximum idling
time will be required when the radar system has reached the energy threshold ETH
just before dwell W needs to be executed. The exponential function approximates
rather closely the energy consumption of a radar [14, 124]. Using this function,
the energy generated by dwell W is
∫ e(W)
0 P(W, t)e
t−e(W)
τ dt. We can then derive the
tolerable system energy level at the start of the dwellW as
E(W) = min
{
ETHe
x
τ −
∫ x
0
P(W, t)e
t
τ dt | 0 ≤ x ≤ e(W)
}
. (2.1)
E(W) is the maximum system energy level such that W can execute without cross-
ing the threshold ETH. Now, if E is the system energy level at time t, we would like
to ensure that the system energy level is not greater than E(W) at time t+ C(W),
i.e., we allow the system to cool down sufficiently before starting dwell W. With
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this understanding, we can easily compute C(W) as
C(W) = max
{⌈
−τ ln E(W)
E
⌉
, 0
}
, (2.2)
where E is the system energy level at the instant when dwell W starts execution.
(For derivations of (2.1) and (2.2), see the appendix.)
We present two algorithms, TEMPLATEPACK (Algorithm 2) and TEMPLATEIN-
SERT (Algorithm 3), which are similar to each other but have slightly different se-
mantics. TEMPLATEPACK takes a set of dwells and an energy level E, and packs as
many dwells as possible within the template. The energy level E is the expected
system energy level when the created template will start executing. The algorithm
considers the energy constraint and tries to nest and interleave dwells to avoid un-
necessary idling. However, the algorithm might not be able to schedule all dwells
within one template. In our algorithm, and for the rest of this work, we will use
the symbol L to represent the length of a template. TEMPLATEINSERT attempts to
insert dwell W ′ into a (possibly non-empty) template, A. We note that the inputs
for the two template algorithms are identical to the inputs required even with of-
fline template construction [124]. The fundamental difference is that in prior work
the dwell packing was not done online but a library lookup was used to retrieve the
appropriate template.
It is easy to see that the dwell packing algorithm is a variation of the largest-
item-first packing policy. The inclusion of some idle time before each dwell prevents
energy constraint violations. The choice of the largest-item-first policy is motivated
by the fact that larger dwells are harder to insert at a later stage in the algorithm.
Furthermore, larger round trip times are often associated with dwells that have
greater transmission times – mainly because greater transmission power and dura-
tion are required to track targets that are far away. By inserting the larger jobs first,
we have a better chance of nesting (or interleaving) smaller jobs. A subtle question
that might arise is: why is there no check to ensure that the receive phase of a
dwell does not violate the energy constraint when another dwell is nested within or
interleaved with it? The reason for this is that echo reception has almost no impact
on the system energy level. The energy increase while receiving reflected waves is
close to zero [74, 64] and (empirically) always less than ETH(1− e− 1τ ). This small
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Algorithm 2: TEMPLATEPACK
Input set S of dwells, initial energy level E.
Output template A′, the set of scheduled dwells S′.
1. Sort S in a non-increasing order of dwell lengths.
2. Initialize S′ ← ∅ and p← 0. p indicates the next position in template A′ where a
new dwell can potentially be started.
3. Select the largest dwellW from S that has not been considered yet; set
p′ ← p+ C(W). (C(W) depends on E.)
4. If p′ + e(W) ≥ L, dwellW cannot be scheduled in this template; go to step 3.
5. IfW cannot start at position p′ because of collisions with other previously scheduled
dwells, keep incrementing p′ by 1 untilW can be inserted or p′ ≥ L. If at any point
in these iterations, p′ + e(W) ≥ L,W cannot be scheduled; go to step 3 and select a
new dwell.
6. IfW was successfully inserted:
(a) Set p′ as the start time ofW.
(b) Set E← Ee− (p
′−p+eT (W))
τ +
∫ eT(W)
t=0 P(W, t)e
t−eT (W)
τ dt.
(c) Set p← p′ + eT(W) and S′ ← S′ + {W}.
7. Repeat steps 3 through 6 until all dwells have been examined or p ≥ L.
8. Return the set S′ and template A′.
energy increase is sufficient to guarantee that ETH will not be exceeded irrespective
of the energy level before the receive phase (as long as it is ≤ ETH).
TEMPLATEPACK is bound to terminate when we have exhausted all possible
locations for dwell insertion. Since the number of locations is a constant (the length
of a template), this routine has a time complexity of Θ(1). Since TEMPLATEINSERT
is a variation of TEMPLATEPACK, it has similar time complexity.
2.5 Finite Horizon Dwell Scheduling
The centerpiece of our work is finite horizon scheduling. For the remainder of this
work, we will consider schedules that span a finite horizon, H. In our approach,
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Algorithm 3: TEMPLATEINSERT
Input template A, dwellW ′, initial energy level E.
Output TRUE or FALSE depending on whetherW ′ was inserted or not.
1. Let S be the set of dwells already present in template A.
2. Set S← S+ {W ′}.
3. Call TEMPLATEPACK with S and E.
4. If S′, the set of scheduled dwells returned by TEMPLATEPACK, is not the same as S,
return FALSE, else set A← A′, where A′ is the template returned by TEMPLATEPACK
and return TRUE.
jobs are assigned to templates that lie completely within the respective feasible
intervals. If a job cannot be scheduled within its feasible interval, we consider it
to have missed its deadline. A task is admitted if it can be scheduled without a
deadline miss over the finite horizon. A task T admitted at time t is guaranteed
not to miss a deadline until time t+ H. T may miss a deadline after t+ H but the
scheduler should be able to generate a warning sufficiently ahead of the deadline
miss. For this reason, H is chosen to be at least as long as the response time of a
radar operator to an imminent deadline miss.
The finite horizon is broken up into a sequence of n templates. When the
system is initialized, the n templates are A0 through An−1. When template A0 starts
execution, template An is constructed using dwells which have feasible intervals
that overlap with An but have not been scheduled yet; while A0 is executing, the
templates A1, . . . , An form the horizon. Template Ak spans the time interval [k ×
L, (k+ 1)× L).
There are two aspects to finite horizon scheduling: admission control and
schedule increment. We will now discuss both these aspects in detail.
Admission Control Let us assume that a new task T arrives at the admission
controller at time t. We admit T if it can meet all its deadlines in the finite horizon
that starts at k × L and ends at (k + n) × L, where k is the smallest integer such
that t < k× L. To meet the temporal distance constraints, we first synthesize the
period s and relative deadline D for task T. We now treat T as a periodic task with
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Figure 2.5: Admission Control
release time k× L. Since Ak−1 will be executing when T arrives at the admission
controller, the first job of task T can be inserted, at the earliest, in template Ak.
Admission control is carried out by actually building the schedule for the length of
the finite horizon and ensuring that no job of T misses its deadline over the time
frame of length H. For each dwell jobW of T, the scheduling algorithm sequentially
processes each template that is completely within the feasible interval of dwell W
(using the TEMPLATEINSERT procedure) until it finds a template in whichW can be
inserted without having to remove any other dwell or creating an energy constraint
violation. If all dwells that have deadlines inside the horizon can be scheduled, task
T is accepted; else it is rejected. Dwells that have feasible intervals that cross the
horizon boundary may or may not have been scheduled. If such dwells have not
been scheduled, then they will be considered during the schedule update phase.
As an example (Figure 2.5) consider a task T with parameters δmin = 100ms,
δmax = 400ms. The length of template, L, is 50ms and the finite horizon window
is 850ms or 17 templates. We schedule T as a periodic task with synthetic period
250ms and relative deadline 150ms. From the illustration, we conclude that we can
admit task T because all jobs which have deadlines within the finite horizon can
be scheduled. The fourth job has a feasible interval that extends beyond the finite
horizon; we may not have been able to schedule the job 4 in the first two templates
that are within the horizon and inside the feasible interval, but we do not reject
the task because we might be able to schedule the job in the next template, when
it enters the horizon, i.e., on completion of the template currently being executed.
Even if we are unable to schedule the job at a later time, the scheduler can generate
a warning 850ms in advance of the deadline miss and a higher-level entity can
modify the workload appropriately.
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Figure 2.6: Schedule Increment
Schedule Increment Our scheduling approach involves building schedules for the
duration of the finite horizon. When a template starts executing, the horizon moves
by one template and the scheduler looks ahead and starts scheduling dwells in the
new template. Our admission control example can be extended (Figure 2.6). When
the template that began execution at time t completes, the template slated for time
t+ L starts executing. The finite horizon window slides to the next template, which
will initially be empty. In the figure, we highlight the fact that job 4 of task T is
scheduled in this template. In fact, jobs belonging to other tasks might have been
allocated to the same template if they were waiting to be scheduled.
When we slide the finite horizon window, the main question to be answered
is: how do we determine the dwells that need to be scheduled in the new template
(which is at the edge of the horizon)? For each task that has been admitted and is
still present in the system, we determine if the new template, Anew, is within the
feasible interval of a job that is yet to be scheduled. We order all the waiting jobs
based on EDF priorities. We first select all the jobs that have deadlines such that
Anew is the last full template that can be used to schedule them5 and pack them
into the template using the TEMPLATEPACK routine. If one or more jobs cannot be
scheduled, we raise a warning. Then, if there is still some space in the template6,
5By EDF, these will be the jobs with the highest priority. We include jobs that have deadlines at
the end of Anew or have deadlines that expire in the middle of the next template.
6This is possible even if we raised a warning because we might not have been able to schedule a
long job but a short job might be schedulable.
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we follow EDF priority and attempt to insert (using the TEMPLATEINSERT routine)
other jobs, with later deadlines, until there is no space in the template.
Implementing a Finite Horizon Scheduler A scheduler with a finite horizon of
n templates can be implemented using a queue of n elements: each element in the
queue is a data structure representing one template. Whenever one template com-
pletes and the next template is removed from the queue, a template corresponding
to the end of the horizon is computed and added to the queue.
Updating the schedule when a template completes requires knowledge of the
dwells that are eligible for scheduling. This information can be obtained by main-
taining, for each task, the release time of the next unscheduled dwell. Combin-
ing this information with other task characteristics (synthetic period and relative
deadline), it is easy to determine if the feasible interval of an unscheduled dwell
intersects with the new template that needs to be created.
To avoid exceeding the energy threshold, it is necessary to annotate the sched-
ule with energy levels. However, when exact energy levels are used, the scheduling
complexity increases. Whenever some dwellW is inserted in template Ai, we need
to verify that the energy constraint will not be violated by any of the future tem-
plates.7 We solve this problem by assuming that the energy level at the start of
each template is ETH. This assumption, which might appear pessimistic, is in fact
reasonable because the system energy level rises to ETH after a sufficient number
of dwells have been executed and tends to remain at that level, especially if a re-
source manager assigns parameters that maximize the utility (thereby consuming
more resources whenever possible). Therefore, when computing cool-down times
(according to Equation 2.2), we set E ← ETH. By doing so we ensure that each
template is safe to execute even when the system energy level has reached ETH just
before the template starts; the dwell packing algorithms guarantee that the energy
level will not exceed ETH during a template’s execution.
7Such tests are required because the energy level which was used when creating the succeeding
templates might be significantly different from the energy level that will now propagate along the
schedule. This variation might cause an energy violation. It is, of course, true that there will be no
violation in template Ai because the subroutines for creating templates and inserting dwells take
the energy level into account.
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Modular Schedule Update An change to a schedule is modular if it occurs only in
particular portions of the schedule and can be made without affecting other portions
or causing constraint violations. Our scheduling mechanism possesses this property.
When new tasks are admitted, the schedule changes only within the templates in
which new jobs are inserted. The use of templates provides the modular update
property because a dwell is assigned only to a template that lies completely within
its feasible interval. As a result, irrespective of the exact start time of the dwell
within the template, it will always satisfy its temporal distance constraints. Further,
since a job is inserted into a template only if it will not cause the energy level to
exceed ETH, and since job insertions assume that the energy level at the start of
a template is ETH, job insertions are guaranteed to be safe in terms of the energy
constraint. The modular schedule update property is attractive because it reduces
the complexity in implementing the scheduler.
Lastly, we remark that the combination of modular updates and feasible inter-
vals creates parallelism in the scheduler, especially when tasks need to be admitted
or rejected. Suppose a task T has m jobs with deadlines within the finite horizon.
These m jobs can be scheduled in parallel because they will have different feasible
intervals; they could be scheduled anywhere within the feasible intervals and meet
timing constraints, and the modular update property ensures that each of the m
scheduling decisions can be made independently.
2.6 Performance Evaluation
The performance of our scheduling mechanism was evaluated through extensive
simulations using the Omnet++ simulator [129]. We were interested in the behav-
ior of the online template generation algorithm as well as the impact of the finite
horizon guarantee. The parameters for radar dwells were chosen based on the pa-
rameters described by Kuo et al. [78] and similar to the parameters used in prior
work [124, 123, 122].
Through our experiments, we also evaluated the impact of dwell nesting and
interleaving (by varying template lengths), the effect of varying the finite horizon
and the impact of the energy constraint.
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Tasks Importance Execution time (ms)
Average power
(Cmin,Cmax)(ms)consumption (kW)
High Priority Search 1 (1, 4, 1) (5, 0, 0.1) (600,930)
Confirmation Task 2 (1, 4, 1) (4, 0, 0.1) (560,800)
High-Precision Track 3 (0.5, 1, 0.5) (4, 0, 0.1) (60,280)
Precision Track 4 (1, 2, 1) (4, 0, 0.1) (250,600)
Normal Track 5 (1, 2, 1) (3, 0, 0.1) (850,1190)
Low-Priority Search 6 (0.5, 1, 0.5) (3, 0, 0.1) (850,1700)
Table 2.1: Dwell Task Parameters
2.6.1 Experiment Setup
Although the online template generation algorithm can handle all possible dwells,
for the purpose of comparison we restricted the dwell types to those employed
in past work. The workload parameters are listed in Table 1. The three element
tuples for execution time and power consumption denote the time and average
power consumption for the sending, round-trip delay and receiving phases of a
dwell task. The pair (Cmin,Cmax) denotes the minimal and maximum temporal
distance between the dwells of a task.
Search tasks were always present in the system. Each search task could po-
tentially generate one confirmation task with probability 0.05. On completion of a
confirmation task, track tasks were generated based on a uniform distribution for
the results of the confirmation task. A confirmation task could generate a track task
with probability pt, varied from 0.1 to 0.8. The track task could be a high-precision
track with probability phpt, a precision track with probability ppt, or a normal track
with probability pnt, such that phpt + ppt + pnt = 1. In our simulations, we set
phpt = ppt = pnt. At peak load, with these parameters, about 100 new tasks arrive
each minute.
The energy threshold was 250J with an energy look-back period of 200ms. We
simulated the radar system for a duration of 720s and the results are averaged over
12 simulation runs. Our simulations were run on a single Pentium 4 2GHz processor
with 512 MB memory.
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2.6.2 Performance Metrics
We use three metrics to measure the performance of our algorithms: mean utiliza-
tion, mean rejection rate, and mean (admission control/scheduling) overhead.
Definition 2.8 (Mean utilization, U). The mean utilization is the fraction of time the
antenna is either sending or receiving electromagnetic beams.
U =
Time antenna is in use
Total time
.
The utilization acts an indicator of whether the scheduler is making effective
use of the antenna.
Definition 2.9 (Rejection rate, RR). The rejection rate refers to the fraction of tasks
that miss deadlines when compared to the total number of tasks encountered during
the evaluation period (simulation run). This fraction includes tasks that were initially
admitted but were later found to be unschedulable and tasks that were rejected during
the admission control phase.
RR =
Number of tasks that are rejected or miss a deadline
Total number of tasks
.
The rejection rate reflects the ability of the scheduler to satisfy timing require-
ments. We generate workloads that typically drive the system into overload and
non-zero rejection rates cannot be achieved in most scenarios. A lower rejection
rate usually leads to higher utilization and reflects better schedulability.
Definition 2.10 (Scheduling overhead, SO). The scheduling overhead is the time
spent in adding a task to the schedule or rejecting a task. This overhead includes the
initial computation of synthetic period and relative deadline.
SO =
Total time consumed by the scheduler for admission control or schedule update
Total number of tasks
.
In the case of finite horizon scheduling, because the schedule needs to be
incremented after each template completes, we account for this extra scheduling
time and amortize this cost over the total number of tasks. The overhead is a
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measure of the scheduling efficiency; to accommodate rapid changes to the task
set, scheduling overhead should be low.
2.6.3 Impact of Template Size, or Does Dwell Packing Matter?
The first experiment that we describe involved scheduling radar dwells over a finite
horizon using three different template lengths. The results (Figure 2.7) indicate
that template size plays a role in determining the schedulability of the system; this
contribution is hard to determine analytically but empirical evidence can guide us
in the choice of an appropriate template length.
Utilization and Template Size
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Figure 2.7: Impact of Template Size on Utilization
The template size determines the extent to which dwells can be nested or
interleaved (recall the association with bin packing). By reducing the template size,
we limit the packing. For the smallest template size (10ms), the scheduler is often
unable to schedule multiple dwells in a template and the antenna utilization is poor
(less than 40%). Large template sizes are not good either, and there are two reasons
for this. First, we are using an approximation algorithm for dwell packing and slot
wastage due to packing increases with template size; this leads to wasted antenna
capacity. Second, templates are non-preemptible and once a template is scheduled,
new dwells cannot be inserted. When templates are bigger, new tasks need to wait
longer for admission and if a template is not well utilized, performance suffers.
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Moderate template sizes are attractive because they strike a balance between the
extent of packing with non-preemption.
Template size is also influenced by the type of dwell patterns that need to
be scheduled. If all tasks are associated with the same dwell pattern, template
sizes can be determined accurately because the optimal interleaving can be trivially
computed. If the task distribution is known a priori, the template size can be chosen
after considering a subset of interleavings and nestings that have a high likelihood
of occurrence. It is the difficulty of obtaining, before-hand, the task distribution that
limits sophisticated offline analysis. Obtaining precise dwell pattern distribution is
harder when a resource manager assigns task parameters to improve the quality of
surveillance.
2.6.4 Comparisons with Offline Dwell Packing
To test our online packing heuristic, we replaced the template library in the earlier
model [122] with the new online technique and assessed the performance.
There was no significant difference in the performance of feasible interval
scheduling whether dwells are packed online or not. These results (Figure 2.8),
which show that there is no significant change in utilization and that the overhead
does not increase by more than 30µs, confirm our belief that it is possible to pack
dwells efficiently online. For these experiments, we used a fixed template length of
40ms. The task rejection rates were consistent with the observed utilizations.
2.6.5 Evaluation of Finite Horizon Scheduling
To evaluate the performance of finite horizon scheduling, we used a horizon of
15s and a template length of 40ms. The duration for which a task remained in
the system was drawn from an exponential distribution with mean 30s. Note that
the hyperperiod of the chosen task set (based on the synthetic periods) is 30.6s.
We compared the performance with the feasible interval scheduling approach that
generates schedules for a hyperperiod, i.e., provides permanent guarantees [122].
In these experiments, we were interested only in the improvement that the finite-
horizon scheduling provides, therefore we used online dwell packing in both sched-
ulers.
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Figure 2.8: Performance of Online Template Generation
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Due to our online dwell packing scheme, our current approach is not limited
by a pre-determined performance requirement set, which is a set of tasks that the
system must be guaranteed of handling. Just for the purpose of comparison, we
used a performance requirement set of 45 high priority search tasks, 10 confirma-
tion tasks, 10 high-precision tracks, 10 precision tracks, 5 normal tracks and 20
low-priority search tasks.
In our evaluation of finite horizon scheduling, we observed a gain in antenna
utilization (Figure 2.9(a)) when finite horizon scheduling is used. This gain is a re-
sult of myopic scheduling which does not consider long-term interference between
tasks; in schedules that span a hyperperiod, a task may be rejected because it col-
lides with another task near the end of the hyperperiod. In reality, one of the tasks
may disappear before the conflict occurs and the rejection becomes unnecessary.
Finite horizon scheduling benefits by not looking too far into the future. The in-
creased utilization observed in the experiments aligns with the fact that finite hori-
zon scheduling admits more tasks (Figure 2.9(c)). It is important to bear in mind
that even small improvements in antenna utilization are significant. With the in-
creased utilization that finite horizon scheduling provides, we are able to schedule
more than 80 extra tasks at high load when compared with permanent guarantee
scheduling. Note that the simulated system may not be able to achieve 100% uti-
lization. This is because the system has to adhere to the energy threshold, which
may limit the maximal utilization of the antenna. For the task set that we chose,
50% utilization is very close to the capacity of the radar system (see Section 2.6.6
for more details). It is difficult to analytically account for the impact of nesting and
interleaving of dwells in combination with the energy constraint; lacking an analyt-
ical characterization of dwell packing, we are unable to determine the utilization
limit accurately.
The overhead of finite horizon scheduling is substantially lower than perma-
nent guarantee scheduling (Figure 2.9(b)). Since the finite horizon is shorter than
the hyperperiod, schedule construction takes lesser time. In our experimental task
set, the finite horizon and the hyperperiod differ by a factor of 2. In more arbitrary
scenarios, this difference may be greater and building a schedule for a hyperperiod
might impose an intolerable overhead. As a remark, we add that this scheduling
overhead can be reduced by using more processors in parallel.
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Figure 2.9: Performance of Finite Horizon Scheduling
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2.6.6 Impact of the Energy Constraint
The energy constraint in a radar system results in reduced antenna utilization. This
reduction is unavoidable because the radar needs to cool between dwells. To un-
derstand the impact of the energy constraint, we conducted two sets of experiments
(Figure 2.10). Each set of experiments consisted of 12 simulation runs. The work-
load generation model was the same as described earlier.
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Figure 2.10: Effect of Time and Energy Constraints
• The first set of experiments was focused on determining the utilization achieved
by our scheme in the absence of the energy constraint. For these experiments,
the template size was set to 40ms and the finite horizon was 15s. These exper-
iments, which we call time bound because the timing constraints alone affect
the antenna utilization, indicate that the energy constraint is the limiting fac-
tor. In the absence of the energy constraint, nearly 95% antenna utilization
can be achieved.
• The second set of experiments, the energy bound experiments, were per-
formed to evaluate the impact of the energy constraint. For this set of ex-
periments, we retained the energy threshold of 250J, but we eliminated the
receive phase of a dwell so that the results are not affected by the shortcom-
ings of the dwell packing algorithm. Each dwell thus constituted a cool-down
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time and a transmission time. We did not use finite horizon scheduling, but
simply scheduled dwells on a non-preemptive earliest deadline first basis. No
deadline guarantees were provided; the objective was to simply determine
the maximum utilization that could be achieved. We chose EDF because of
its optimality when scheduling non-preemptive sporadic tasks [69]. In fact,
any non-idling policy would have ensured that the antenna was maximally
utilized. These experiments revealed that the antenna utilization saturated at
about 55%: the antenna was transmitting beams for 55% of the time when
operating under the energy constraint alone.
The bottleneck for dwell scheduling is the energy constraint which limits the
antenna usage, even under ideal circumstances – no interleaving, no distance con-
straints – to about 55%.
In the light of these experiments, antenna utilization of 50% in the presence
of time and energy constraints is a satisfactory performance level. Transforming
tasks with distance constraints to periodic tasks with relative deadlines less than
the periods leads to an efficient scheduling mechanism.
It is true that feasible intervals are a simple mechanism for spacing job release
times and deadlines. Constraint programming [65, 13] can also be employed to
ensure that tasks will meet their timing requirements, but propagating constraints
along the schedule requires more computation and it restricts the ability to insert
dwells into their feasible intervals in parallel. While constraint propagation may
result in better system performance, our empirical results suggest that further uti-
lization gains may be marginal at best.
2.6.7 Choosing the Finite Horizon
An important issue that needs to be answered with regard to finite horizon schedul-
ing is the choice of the finite horizon. Currently, there is no analytical technique
for determining the optimal finite horizon. We ran experiments with four different
choices for the finite horizon: 9s, 15s, 21s and 27s (see Figure 2.11). The mean task
lifetime is 30s.
Extremely short-sighted policies (example: finite horizon of 9s) perform poorly
because they admit tasks as soon as there is some capacity but without considera-
41
Rejection rate variation
Mean task lifetime: 30s
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8
Probability of track confirmation
R
ej
ec
tio
n 
ra
te
9s horizon
15s horizon
21s horizon
27s horizon
Figure 2.11: Finite Horizons and Rejection Rates
tion of what might happen when the horizon expires. These policies are comparable
to best-effort policies. They cannot give sufficient guarantees and tasks that were
admitted once need to be rejected later resulting in high rejection rates. Long hori-
zons (comparable to the hyperperiod) are also bad choices because they tend to be
extremely conservative in dynamic environments. Based on our experiments, finite
horizons of length 15s and 21s give the best performance. Of these, a horizon of
15s becomes the natural choice because it imposes a smaller scheduling overhead.
2.6.8 Finite Horizons and Mean Task Lifetimes
In the previous set of experiments, we considered four different horizons while
keeping the mean task lifetime fixed. To understand the relationship between the
length of the horizon and the task lifetime, we experimented with mean lifetimes
of 15s and 45s.
When the mean task lifetime is 15s (Figure 2.12(a)), we find that a finite
horizon of 10s or 15s performs best. With 15s being the mean lifetime, it is intuitive
that a horizon that is equal to the lifetime will perform well. But a horizon of
length 10s performs equally well and would be a better choice because of the lower
overhead. A horizon of 5s is short-sighted and results in more task rejections. A
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Figure 2.12: Impact of Task Lifetimes
similar trend is observed when the horizon is set to 20s. The conservativeness of
the 20s horizon results in performance that is comparable to, and even marginally
better than, a performance using 5s horizon.
With a mean task lifetime of 45s (Figure 2.12(b)), a horizon of 30s performs
best. 45s is greater than the hyperperiod (30.6s) and scheduling is now reduced
to hyperperiod scheduling. Any smaller horizon leads to a higher task rejections –
many tasks are admitted initially but need to be rejected later because of scheduling
conflicts.
From our experiments (Figures 2.11 and 2.12), we draw two inferences:
1. The rejection rate increases with an increase in mean task lifetime. When
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targets need to be tracked for longer, the number of new targets that can be
supported reduces leading to higher rejection rates.
2. The optimal horizon increases with mean task lifetime. However, for good
performance (lower rejection rates), the horizon need not equal the expected
lifetime. Horizons that are smaller than the expected lifetime perform equally
well.
Good choices for the horizon can be obtained from experiments and these
choices result in good performance. We conjecture that the horizon should cover
the lifetime of a sufficient number of tasks but not necessarily all the tasks. In our
experiments, the best horizon appears close to the median task lifetime.
Determining the optimal horizon analytically is challenging because task life-
time is not the only factor affecting the choice. The periodicity of the tasks also
plays an important role. When task frequencies are high (periods are low), even a
small horizon can capture the demand of the existing taskset and new tasks can be
rejected. When the frequency is low, only a few instances of a task may be sched-
uled within the horizon leading to aggressive task admission, which in turn leads to
increased task rejections at a later time. Aggressive task admission is detrimental
because multiple tasks may be evicted from the schedule (after the horizon in which
a task was accepted expires) by admitting even one extra task, especially if the task
has a small period and requires many slots in the schedule.
A scheme that tunes that length of the horizon online on the basis of the ob-
served task lifetime and the rejection rates will yield the best performance. A trade-
off needs to be made between the horizon length and the schedule construction
time. When workload is moderate, long schedules can be constructed quickly and
a lengthier horizon can be considered. As scheduling time increases, the horizon
can be reduced. Another approach would be to use different horizons for different
tasks; tasks perceived as more critical may be scheduled over a long horizon and
other tasks may be scheduled over a shorter horizon.
2.6.9 Pessimism in Cool-Down Times
During the template packing algorithm, we assume that the energy level at the
beginning of the template is ETH and this might lead to cool-down times that are
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Figure 2.13: Energy Trace over a Simulation Run
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longer than absolutely required. In general, the energy level may not be ETH but
keeping track of the exact energy level to calculate cool-down times requires a
highly complex scheduler.
If dwell packing depends on the exact energy level, any change to a template
requires a propagation of energy levels to all subsequent templates which, in turn,
may change all subsequent templates. Yet, there is some pessimism in isolating
templates by assuming that the energy level is ETH before scheduling each template.
To understand the effect of this assumption we captured a trace of the energy levels
over a simulation run (Figure 2.13) with medium workload (probability of track
confirmation = 0.6).
The trace, captured from a simulation of 80s of radar operation, shows that
the energy level approaches the threshold of ETH = 250J very early in the simula-
tion run and remains high throughout the run. This observation justifies assuming
the energy level is always ETH. There is a short duration for which the energy level
is significantly lower than the threshold (Figure 2.13(a)) and that is the only op-
erating region when a scheme that uses the current energy level might offer some
benefit. But given the short duration for which the radar system functions at an en-
ergy level much less than ETH, the overwhelming complexity of using the current
energy level at all times negates the potential benefit.
Looking at the energy snapshot of a smaller interval when the energy level is
close to ETH (Figure 2.13(b)) we see that the energy level fluctuates between 245J
and 250J. This observation confirms our intuition about approximating the energy
level with ETH. The performance loss due to this approximation is insignificant.
Other traces (not included in this article) exhibited the same characteristics.
2.7 Related Work
Dong [38, 39] developed a class of template-based scheduling algorithms for tasks
with minimum rate guarantees and temporal distance constraints. Though there is
no explicit guarantee for maintaining a minimum temporal distance in this body of
work, guaranteeing a minimum rate is likely create a minimum temporal distance
between instances of the same task. This effect has not been studied. There are
also significant differences between the model used by Dong and the radar model.
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In Dong’s work, a template is a cyclic executive that is repeatedly scheduled. In
our work, a template is only a part of a schedule. Additionally, Dong focuses on
message scheduling in real-time systems and is not concerned with task models
that are similar to radar dwells, i.e., with send/wait/receive phases and with energy
constraints.
Shih et al. [124, 123, 122, 57] introduced the notion of template-based schedul-
ing for radar dwells. This body of work developed techniques for constructing
templates (a partial schedule obtained by nesting and interleaving dwells) using a
branch and bound technique; this was an offline mechanism that resulted in a tem-
plate library. At run-time, when a set of dwells needed to be combined, a library
lookup was used to obtain a suitable template (if any). The major difficulty with
this approach was the need to know all possible dwell types. This would limit a
resource manager from choosing dwell parameters for tasks to minimize system er-
ror. Even when dwell types are known, the library would need exponential storage
to retain all possible templates. The use of templates, however, simplified dwell
packing and verification of the energy constraint.
Prior to Shih et al., Kuo et al. [78] had proposed a rate-based approach for
scheduling radar dwells while offering a minimum performance guarantee. Their
work balanced the semantic importance of a task and its scheduling priority via
resource reservations. They did not consider other factors that affect radar dwell
scheduling: energy constraint and dwell packing.
Work done by Ghosh et al. using Q-RAM [55] and by Lee et al. using schedula-
bility envelopes [79] relate to resource management for radars and will be discussed
in greater detail in the following chapter.
No prior work has dealt with the notion of a finite scheduling horizon, which,
as we have seen, results in improved performance when traffic conditions change
rapidly.
2.8 Conclusion
In this chapter, we presented a scheduling algorithm for phased-array radar dwells.
This problem is made difficult because of the energy constraint and the dwell
packing requirement. The scheduling algorithm presented in this chapter operates
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within these constraints and has an efficient implementation. Further, by focusing
on a finite horizon, our algorithm is can react better to dynamic workload changes.
We use extensive simulations to evaluate our scheduling methodology and
identify the parameters that affect the performance of the radar system. The key
performance indicators are the antenna utilization, the deadline miss ratio and the
scheduling overhead. These indicators, however, are not ideal indicators of system
performance at high workloads. Utility is a better measure of system behavior. In
the next chapter, we identify the challenges of utility optimization for this problem
and propose the use of phase transitions for resource management. With the next
chapter, we begin our exploration of phase transition behavior – the central aspect
of our thesis – and its applications to real-time resource management.
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Chapter 3
Resource Management for
Phased-Array Radars
In the field of observation, chance favors only the pre-
pared mind.
Louis Pasteur
In applications such as radar search and track, the overall tracking error is a
measure of the quality of service that is relevant to the user. Resource management
decisions should be made to minimize the aggregate tracking error when multiple
targets need to be monitored. In the previous chapter (Chapter 2), we saw an
algorithm for deriving a schedule for radar dwells. In this chapter, we will discuss
how dwell parameters can be chosen to reduce tracking error while staying within
the space of schedulable task sets.
3.1 Model for Resource Management
Tasks in a radar system use the antenna for transmitting and receiving electromag-
netic beams. These tasks also use backend processors for signal processing, filtering
and position estimation. Each task has a set of parameters (dwell time, energy level,
filtering routine) that can be changed to adjust tracking quality.
Using the same terminology as Hansen et al. [64] in their work on resource
management for highly configurable tasks:
• Each task parameter corresponds to an operational dimension. For a radar
task, settings along each dimension affect the QoS associated with the task.
For task τi, an operational dimension is denoted Vij and V i = Vi1 × · · · ×ViNV
is the operational space, where NV is the number of operational dimensions.
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• Resources in the system may be associated with multiple dimensions in a re-
source space. Different resources may correspond to different dimensions and
some resources may span multiple dimensions. The antenna and the process-
ing backend are distinct resources in a radar system. The antenna may be seen
as spanning two dimensions: time and energy, and the computational backend
might be the third resource dimension. Each resource dimension is denoted
Si, and the resource space is S = S1 × · · · × SNS , where NS is the number of
resource dimensions. Each dimension of the resource, typically, is a subset of
all non-negative real numbers. This fact can be expressed as Si ⊆ [0, smaxj ] and
smaxj , 0 ≤ smaxj ≤ ∞, indicates the capacity of resource dimension Sj.
• The quality of service provided by a particular allocation of resources to task τi
can be represented by the task utility function, qi, defined over the operational
space, V i, that maps to the space of real numbers, R. Symbolically, qi : V i →
R. The task utility function maps points in the operational space to a real
valued utility measure. In the radar dwell scheduling problem, the task utility
function is the tracking error.
• vij is the parameter setting along dimension V
i
j . A setpoint, wi, for task τi is a
collection {vi1, . . . , viNV}. If the operational dimensions are discrete, each task
has a finite, but possibly large, number of setpoints.
• Each task setpoint corresponds to some resource requirement. This require-
ment may be obtained from a resource demand function which is denoted hi
for task τi. hi defines the map hi : V → S .
• The combined system utility or quality can be defined by a joint utility function
denoted q⊕. If si is a setpoint for task τi and the number of tasks is N, the joint
utility can be obtained from the function q⊕(w1, . . . ,wN). In some situations,
the joint utility might be a combination of per-task utility: q⊕(w1, . . . ,wN) =
q1(w1) ⊕ · · · ⊕ qN(wN), where the operator ⊕ indicates some technique for
combining utilities and is context-dependent. In a radar system, the joint
quality maybe a weighted sum of tracking errors.
• The combined resource consumption can be defined by a joint resource de-
mand function denoted h⊕. It is similar to the joint utility function but it
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provides a measure of the joint utilization of resources along each resource
dimension. In the simplest setting, joint resource demand is a simple sum of
resource demands along each dimension. We use the shorthand notation h⊕j
to refer to the resource demand along resource dimension Sj.
The resource allocation problem is the problem of determining setpoints to
maximize or, in some cases, minimize, joint utility/quality subject to resource ca-
pacity constraints and some other system requirements. An example of an extra
requirement is schedulability. However, utilization bounds allow us to transform
the schedulability requirement into resource capacity constraints. Formally, we can
express the problem as:
maximize q⊕(w1, . . . ,wN)
subject to h⊕j (w1, . . . ,wN) ≤ smaxj ∀j
wi ∈ V i ∀i
An elementary example would be uniprocessor real-time scheduling with wi =
{ei, Ti} as the tuple of execution time and period of task τi. The utility maximiza-
tion is subject to ∑Ni=1 ei/Ti ≤ u∗ where u∗ is the utilization bound related to the
scheduling algorithm. In this example, h⊕(w1, . . . ,wN) = ∑Ni=1 ei/Ti. There is only
one constraint because the only resource is a processor with time as the only di-
mension of concern.
3.2 Q-RAM: An Overview
The optimal resource allocation problem, presented in the previous section (Sec-
tion 3.1), is NP-Hard [110] and the Q-RAM algorithm [110, 111] can find a near-
optimal solution with time-complexity O(NL logNL) where N is the number of
tasks and L is the number of setpoints per task.
Online optimization over a large, discrete number of setpoints requires ap-
proximation to reduce the search space. The QoS-based Resource Allocation Model
(Q-RAM) [110, 111] employs fast heuristics to prune the number of setpoints to
consider and identify the setpoint the maximizes the system utility. Q-RAM has
been enhanced to deal with problems which involve a large number of setpoints
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through an additional pre-processing step for approximating the convex majorant
in the space of compound resource – which represents the total resource demand
of a task – versus utility. Setpoints that do not lie on the convex majorant need not
be considered because they lead to no utility increase with an increase in resource
allocation [64].
Compound Resource
U
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y
setpoints
Figure 3.1: Example of a Convex Majorant
The basic steps employed by Q-RAM [110, 111] are:
1. For each setpoint of each task, compute the resource consumption and utility
values.
2. Compute the convex majorant of the setpoints in the resource versus utility
space and eliminate all setpoints not on the convex majorant.
3. Each task is initialized to the lowest utility setpoint.
4. Choose the task with the highest marginal utility between its current setpoint
and the next point on its convex majorant and make that the new current
point for that task. The marginal utility is the increase in utility over the
increase in resource consumption.
5. Repeat the previous step until all resources have been allocated.
The basic Q-RAM allocation works well when operational dimensions are
monotonic (an increase in resource does not lead to a decrease in utility). How-
ever, even with monotone dimensions, when the number of dimensions and the
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number of settings per dimension are high, the basic algorithm is infeasible for on-
line application. Further approximations that speed up Q-RAM operation without
significant loss in optimality have been developed by Hansen et al. [64] and they
applied it to a particular phased-array radar dwell scheduling algorithm [55].
Before discussing resource management specifically in the radar dwell schedul-
ing situation, it is useful to understand how error is estimated in radar tracking
(Section 3.3). Following the section on error estimation, we will resume our dis-
cussion on resource allocation (Section 3.4).
3.3 Error Estimation
The tracking error for task τi, ei, can be treated as a function dependent on the
environmental parameters1 (target distance di, target velocity vi, target acceleration
ai and target noise ηi) and the operational dimension (temporal distance Ti, number
of pulses ni during the transmit time Ci, pulse width w, the dwell transmit power
Pi, and the tracking filter algorithm).
Ghosh et al. [55] formulated a general expression of tracking error, ei, as
follows:
ei =
K1σd + K2(σvTi + K3aiT2i )
di − dˆ
(3.1)
σd =
c
2Bw
√
Pi(Ci/KC)/(2Ti)
ηi
(3.2)
σv =
λ
2(Ci/KC)
√
Pi(Ci/KC)/(2Ti)
ηi
(3.3)
Bw =
M
w
(3.4)
dˆ = viTi +
1
2
aiT2i (3.5)
The notations used in the above expressions are explained in Table 3.1.
Since tracking error is a function of several operational parameters (which
1Environmental parameters are influenced by factors outside the control of the system, but these
factors affect the system behavior.
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σd standard deviation in distance measurement
σv standard deviation is velocity measurement
λ wavelength of the radar signal
Bw bandwidth of the radar signal
M bandwidth amplification factor due to modulation
dˆ expected displacement of the target in time Ti
K1 position tracking constant
K2 period tracking constant
K3 acceleration tracking constant
KC transmission time tracking constant
Table 3.1: Notation used in Error Estimate Expressions
can be chosen for each task), the resource manager needs to assign parameters to
tasks from a discrete set (Table 3.2) with the goal of minimizing error and ensuring
schedulability. The constants K1,K2,K3 and KC are related to the choice of the
filtering algorithm (Table 3.3).
Tasks
Number of Period Dwell Power Dwell Time
beams (ms) (KW) (ms)
High-Priority Search [15, 60] 800 5.0 0.5
Low-Priority Search [10,30] 1600 3.0 0.25
Tracking 1 [100,1600] [0.01, 16.0] [0.02,50]
Table 3.2: Parameter Set for Radar Tasks
Filter K1 K2 K3 KC
Kalman 0.60 0.4 1000.0 [1,16]
Least-Squares 0.60 0.4 30.71 [1,16]
αβγ 0.80 0.2 0.0 [1,16]
Table 3.3: Filter Constants
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3.4 Integration of Template-Based Scheduling and
Q-RAM
3.4.1 Challenges
The resource management model (Section 3.1) assumes that the resource require-
ments can be obtained given the setpoint for every task. The joint resource re-
quirement function, h⊕, was assumed to exist and be efficiently computable. In the
radar dwell scheduling problem, and especially with template-based scheduling,
computing the demand for the antenna is not trivial: the time demand of multiple
dwells depends on the manner in which they are interleaved or nested. Moreover,
no utilization bound exists for the template-based scheduling algorithm and dwell
packing complicates the derivation of a schedulability threshold. The two reasons –
difficulties in estimating time demand and in obtaining a utilization bound – hinder
performance optimization.
The energy constraint can be translated to an additional timing requirement.
The source for the difficulties, therefore, is the dwell packing. If dwell packing did
not yield better antenna utilization, one could avoid compacting dwells and treat
the total resource demand as a simple sum of the demands of the tasks. It would
also be possible to apply utilization bounds derived for RM or EDF scheduling.
Yet, experiments have confirmed that dwell packing does improve antenna usage
(Section 2.6.3).
In their work on integrated resource management and scheduling for radar
dwells, Ghosh et al. [55] use response time analysis to verify if a set of tasks is
schedulable. For the purposes of scheduling, they grouped tasks by period for the
purpose of nesting and interleaving and used a rate monotonic scheduler. The ex-
act schedulability test is performed post-optimization. Their Q-RAM schedulability
constraint is a bound based on the current antenna utilization (inclusive of cool-
down time). When a task set is unschedulable, the utilization bound is lowered and
Q-RAM invoked once more; if a task set is schedulable, they attempt to increase the
bound.
The approach of Ghosh et al. is intuitive but leaves some questions unan-
swered. Is there a criticality associated with the antenna utilization? Does histori-
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cal success at a particular utilization level necessarily indicate future schedulability?
When will the reduction of the utilization level lead to a schedulable solution?
One other reason for seeking answers to some of these questions is to im-
prove on the scheduling algorithm employed by Ghosh et al. Ghosh et al. only
group tasks with the same period, but allowing all possible groupings will enhance
schedulability.
3.4.2 Observations
We address the questions posed by the work of Ghosh et al. [55] through a sequence
of observations.
Absolute utilization bound By translating the energy constraint into a timing
requirement, the dimensionality of the problem is reduced, and a utilization bound
can be an effective constraint for optimization. It is possible to obtain a simple lower
bound on the achievable utilization. Dwells can be scheduled rate monotonically
when the utilization is bounded using Liu and Layland’s condition [88]. Since the
temporal constraints (task periods) are selected from a finite set of choices, the
utilization bound can be enhanced, i.e., made tighter [80]. This bound does not
account for dwell packing, but it is a sufficient lower bound. We denote this bound
by U∗.
Phase transition To investigate the criticality of antenna utilization, 25000 dif-
ferent task sets were generated, with varying effective utilization levels, and tested
for schedulability using the template-based scheduler. The effective utilization level
was estimated using the sum of the cool-down, send and receive durations. The
rationale for not including the waiting time is twofold: one, the waiting time can
be reclaimed by dwell packing, and two, if it is not reclaimed by dwell packing, the
waiting time of a dwell reduces the cool-down time required by a subsequent dwell.
Radar dwell scheduling exhibits a phase transition as the effective utilization is
increased (Figure 3.2). For values of effective utilization below an empirical lower
bound, Ul, all task sets are schedulable. For effective utilizations above an upper
bound Uh, almost all task sets are unschedulable. In the region [Ul,Uh], task sets
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Figure 3.2: Phase Transition in Radar Dwell Scheduling
may be schedulable but schedules are hard to compute. Phase transitions have been
observed in several combinatorial search problems [102, 118, 73, 108], and it does
not come as a complete surprise to observe this phenomenon in dwell scheduling.
What is of interest is the ability to use this phenomenon to guide resource allocation
decisions.
The sharpness of the phase transition helps us answer the question that there
is a critical utilization level for dwell scheduling; almost all task sets below this level
are schedulable and almost all task sets exceeding this level are not schedulable.
The sharpness result also justifies the notion that a history of successful schedules
at a particular utilization level implies, almost certainly, future schedulability.
Absolute thresholds and approximate bounds The question that remains to be
answered is “What if a set of tasks are not schedulable at a utilization level?” There
are no guarantees that a task set will be schedulable if the utilization is less than
Ul. It is for this reason that we employ an absolute lower bound, U∗, on the basis
of rate monotonic scheduling. When the utilization level is reduced to U∗ a rate
57
monotonic grouping and scheduling approach (as described earlier) is guaranteed
to result in a schedulable task set. This answers the final question pertaining to
working with a threshold set on the basis of the phase transition.
In fact, even without prior knowledge of the transition threshold, a simple
online learning scheme can converge to the threshold. The knowledge that phase
transition exists is more important than the exact phase transition boundary. All
that is left to be done is to describe an integrated solution that employs Q-RAM and
template-based scheduling.
3.4.3 Framework for Resource Management
Feedback on 
schedulability
Template-based Scheduling
Workload change
Update schedule
Phase Transition Bounds Radar SystemOptimizer
Approximately
schedulable task set
Figure 3.3: Resource Management Framework
Framework description The integrated resource management framework (Fig-
ure 3.3) utilizes a feedback loop because the phase transition boundary provides
only approximate information. A task set that cannot be scheduled will undergo
parameter adjustment following feedback from the template-based scheduler. The
utilization bound is lowered when a task set is found to be unschedulable. If a task
set is schedulable, attempts are made to improve the utility by testing schedulability
with a higher utilization.
The following algorithm (Algorithm 4) is used for adjusting the utilization
bound:
Evaluation We compared the performance of the integrated scheduling frame-
work with the scheduling methodology adopted by Ghosh et al. [55]. In their
approach, We found that combining Q-RAM with finite horizon scheduling yields
higher utility (Figure 3.4).
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Algorithm 4: Determining the Utilization Bound for a Radar Resource
Set Q-RAM radar resource bound to Ul;
Allocate resources using the set bound;
if Task set is schedulable then
Set Umin ← Ul and Umax ← Uh;
Use binary search to find a utilization bound for which the task set is
schedulable;
else
Set Umin ← U∗ and Umax ← Uh;
Use binary search to find a utilization bound for which the task set is
schedulable;
3.5 Related Work
Apart from the work by Ghosh et al. [55], work by Lee et al. [79] on obtaining a
schedulability envelope for dwell scheduling addresses the same problem. Lee et
al. exhaustively test all possible task configurations and use regression to obtain a
closed-form expression for the schedulability envelope. In their work, they assume
that radar tasks fall into certain well-defined categories and they exhaust all task
sets by varying the number of tasks falling into a category. When tasks have many
operational dimensions and many settings along each dimension, the number of
categories grows rapidly and an exhaustive analysis, even if performed offline, can
be computationally infeasible. Dutertre [40] has used the idea of phase transitions
to obtain utilization bounds for the dynamic scan scheduling problem. The scan
scheduling problem has less constraints than the radar dwell scheduling problem.
Moreover, we add to understanding of scheduling problems by providing proofs for
the existence of sharp thresholds (Chapter 5).
3.6 Conclusion
Dwell scheduling for phased array radars exhibits a sharp phase transition as the
workload of the task set is increased. This transition occurs despite dwell packing
considerations and an energy constraint. The occurrence of such a transition en-
ables us to perform system optimization that would be computationally infeasible
in real time without this approach. This approach results in improved system-wide
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QoS when compared with an approach that does not pack dwells as efficiently as
possible just to keep the schedulability simple.
An optimization framework that adjusts the utilization threshold when an un-
schedulable task set instance is detected is used for this problem but it is a generic
framework and can be applied to any problem that utilizes the simple, but not al-
ways correct, prediction that the phase transition provides.
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Chapter 4
On Phase Transitions
Out of intense complexities intense simplicities emerge.
Winston Churchill
The study of phase transitions in combinatorial optimization problems began
with the work of Erdo¨s and Re´nyi on random graphs [42, 43]. A random graph
is a graph with a fixed set of vertices and edges between two given nodes occurs
with some probability, p. Erdo¨s and Re´nyi showed that as the parameter controlling
the edge probability varies, the random graph system experiences a swift qualita-
tive change. This transition is similar to observations in the physical world. Akin
to water freezing abruptly as its temperature drops below zero, the random graph
changes rapidly from having many small components to a graph with a giant com-
ponent that contains a constant proportion of vertices.
Since the work of Erdo¨s and Re´nyi, the study of threshold phenomena has
attracted attention from computer scientists and statistical physicists. Kalai and
Safra [70] discuss Condorcet’s Jury Theorem [17] as an illuminating example of
phase transition behavior. During an election between two candidates, Alice and
Bob, the winner is determined by a simple majority. If every voter votes for Alice
with probability p > 1/2 and for Bob with probability 1− p and all votes are inde-
pendent of other votes then, as the number of voters tends to infinity, the probability
of Alice being elected approaches 1. The probability of Alice winning the election is
a monotone function of p, and when the number of voters is large, Alice’s odds of
winning change rapidly from being nearly 0 when p < 1/2 to being almost certain
when p > 1/2. Condorcet’s Jury Theorem is a simple fallout of the weak law of
large numbers. The central limit theorem suggests that the phase transition region
is of length proportional to 1/
√
n. Not all phase transition behavior, however, is as
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easy to explain.
In this chapter, we discuss many problems that exhibit phase transition and
review techniques that have been used to understand phase transitions and obtain
phase transition thresholds. The purpose is to introduce the reader to the important
results about phase transitions and to establish a base for proving results that are
directly relevant to real-time resource management. In fact, the main property of
interest is the existence of sharp thresholds for phase transition. Sharp thresholds
provide very effective boundary conditions for optimization because they suggest
that beyond the threshold, in the space of all possible problems, very few problems
exhibit the required property.
Phase transitions are not unique to random graphs and physics. A major dis-
covery in the 1990s was that in typical instances of constraint satisfaction problems,
phase transitions are associated with varying problem hardness [52, 102, 73]. In
the following subsection (Section 4.1), we elaborate on the observations of thresh-
old behavior in many problems at the heart of computer science.
4.1 Constraint Satisfaction
Determining if a set of constraints can be satisfied simultaneously is a question
of fundamental scientific interest. The constraints usually involve many variables,
with each variable assuming values from a small domain – the most popular domain
of interest is the Boolean set {0, 1} – and the variables being bound together by the
constraints to allow or forbid certain joint configurations.
An elementary description of a constraint satisfaction problem is the k-Satisfiability
problem: there are n Boolean variables x1, . . . , xn and each constraint, or k-clause,
forbids exactly one out of 2k possible values for some k(2 < k ≤ n) variables. As
an illustration, consider the 4-clause x1 ∨ x2 ∨ x3 ∨ x4. This 4-clause does not allow
(x1, x2, x3, x4) = (0, 0, 1, 1). The question of interest for the k-Satisfiability, or k-SAT,
problem is whether there exists some assignment of values to the variables such that
all the constraints imposed by an instance of k-SAT are satisfied. This problem is at
the heart of computing. Cook [32] showed that many problems are computation-
ally equivalent to k-SAT. Therefore, obtaining efficient solutions to k-SAT implies the
existence of efficient schemes for solving many other problems, including schedul-
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ing problems. It is obvious that k-SAT can be solved by examining each of the 2n
possible assignments of values to the n Boolean variables but such a scheme is in-
tractable as the size of n increases. It is now assumed that no algorithm can solve
all instances of k-SAT efficiently (i.e., not use an exponential number of possible
assignments). This is connected to the conjecture about computational complexity
that P 6= NP [106].
Some new insight into the behavior of constraint satisfaction problems was
obtained by Fu and Anderson [52]. They noted that, in random instances of satisfi-
ability problems, as constraint density – the ratio between the number of constraints
and the number of variables – increases, the probability of being able to satisfy all
constraints drops sharply from nearly 1 to nearly 0. This behavior was confirmed
and further studied by other researchers [29, 102, 73].
A connection between the work on CSPs and statistical physics was estab-
lished because mathematically similar counting and optimization problems are cen-
tral to both fields of study. Techniques from statistical physics provide heuristics
to establish the existence of phase transition and to obtain the location – the crit-
ical constraint density – of the threshold for k-SAT problems. Me´zard, Parisi and
Zecchina predicted, using a statistical physics approach, that for k = 3, 4, 5, the
critical ratios between the number of constraints and the number of variables are
4.267, 9.931 and 21.117 respectively [101]. Achlioptas, Naor and Peres took a more
rigorous mathematical approach and located the k-SAT threshold in the interval
(2k ln 2− k, 2k ln 2) [4]. The predictions by Me´zard, Parisi and Zecchina are consis-
tent with these intervals.
The discovery of phase transition in CSPs prompted the empirical study of
other related problems. Some popular combinatorial optimization problems that
are known to exhibit threshold behavior are the Traveling Salesman Problem [54]
and Number Partitioning [100]. There is still enormous interest in locating the
phase transition region for these (TSP and Partitioning) and other problems [25, 23,
24]. Because some of the ideas for obtaining the phase transition region stem from
statistical physics, the next subsection (Section 4.2) outlines, briefly, the physicist’s
approach.
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4.2 Phase Transitions and Physics
In physics, a phase transition is defined as the transformation of a thermodynamic
system from one phase to another. The distinguishing characteristic of a phase
transition is an abrupt change in the physical properties of the system, notably
the heat capacity1, with a slight change in some thermodynamic variable, typically
temperature.
Some examples of phase transition are:
• The transitions between solid, liquid and gaseous phases (such as evaporation,
boiling, freezing, melting and sublimation).
• The transition between ferromagnetic and paramagnetic phases of magnetic
materials at the Curie point.
• The emergence of superconductivity in some metals when their temperature
is made to drop below a critical temperature.
• DNA denaturation transition when temperature is increased or ionic condi-
tions are modified causing a breakup of bonds. The DNA strands, carrying A,
T, G and C bases, separate so the double helix structure is lost and the DNA is
denatured [117].
Generally, phase transitions occur when the free energy2 is non-analytic for
some choice of thermodynamic variables. The non-analyticity is usually the result
of interactions between a large number of particles, and does not occur in systems
that are too small. Each phase is characterized by a different microscopic organi-
zation along with the emergence of a macroscopic property. Central to this phase
differentiation is the existence of an order parameter – often the expectation of a
microscopic quantity or property – which helps discriminate between phases. Tem-
perature is an order parameter in many natural phase transitions.
Statistical physics aims at predicting the macroscopic behavior of a system
using knowledge of the microscopic interactions. A key idea has been describe a
1The heat capacity is a measure of the ability of a body to store heat.
2In thermodynamics, the free energy is the amount of work that can be extracted from a system.
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large system in a probabilistic manner to deduce macroscopic phenomena as emer-
gent properties. The application of this idea was initiated by Boltzmann and other
researchers using ergodicity and thermal equilibrium [115, 67, 95].
The essential concept related to the combinatorial applications of statistical
physics is the configuration C of a system. C is the specification of the N particle
positions {−→rj } and the probability that configuration C is realized is denoted p(C).
The probability depends on the temperature T and can be computed to be
p(C) =
1
Z
e(−
1
T E(C)). (4.1)
In the preceding equation (4.1), E is the energy and is a real-valued function
over the set of configurations. The partition function Z ensures the correct normal-
ization of the probability distribution p.
Z =∑
C
e(−
1
T E(C)). (4.2)
There are two extreme conditions for p(C):
• T = ∞: p(C) is independent of C. All configurations are equally likely (a fully
disordered phase corresponding to a gaseous state or a paramagnetic state).
• T = 0: p(C) is concentrated at the minimum – the ground state – of the
energy function E. The ground state is a configuration in which all particles
are at stable positions and all forces vanish (a perfectly ordered state).
Varying temperatures produce intermediate conditions. It is at some interme-
diate temperature that phase transitions can be observed in some systems. Martin,
Monasson and Zecchina [98] provide many illustrations to understand the behavior
of physical systems with varying temperature.
Martin, Monasson and Zecchina [98] also highlighted the relationship be-
tween statistical mechanics and combinatorics through the partition function, Z.
The average energy of a system can be computed directly as
< E >T=∑
C
p(C)E(C), (4.3)
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or from Z through the relation
< E >T= − ddβ lnZ (4.4)
that can be obtained from the explicit formula for the partition function (4.2) and
where β = 1/T. From (4.4), higher moments of the energy can be obtained, such
as
< E2 >T − < E >2T=
d2
dβ2
lnZ. (4.5)
These relations suggest that Z is similar to a generating function in combinatorics [132].
In particular, Z may act like the generating function for the energy of the system. If
the expression for Z (4.2) is rewritten as
Z = ∑
C
e−βE(C)
= ∑
E
N(E)e−βE,
where N(E) is the number of configurations C with energy equal to E(C). If we
set x = e−β, Z(x) is the generating function of the coefficients N(E) as is typical in
combinatorics.
Different combinatorial problems can be mapped onto appropriate physical
models such as the Ising model or the Potts model [107, 71]. On the basis of the
model, expressions can be obtained for the partition function and the free energy;
these can then be used to obtain the ground state and conditions for phase tran-
sition. It is not always easy to analyze the models directly and some heuristics
are used. Some heuristic methods that have been used successfully are the replica
method [104] and the cavity method [101]. It is beyond the scope of this disserta-
tion to detail these techniques, but the article by Martin et al. [98] is an excellent
starting point.
The theoretical physicists’ approach to phase transitions is not as much from
the perspective of theorem proving but more from a desire to understand natural
processes by obtaining exact and approximate results based on suitable hypotheses.
The hypotheses are validated, a posteriori, with experiments. While rigorous math-
ematical statements are not made, techniques from statistical physics can be used
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to make insightful qualitative statements about system behavior.
Rigorous mathematical proofs can be obtained in the case of random graphs –
the very structures with which Erdo¨s and Re´nyi obtained their breakthroughs [42]
– and the following section (Section 4.3) summarizes some of the important results
obtained on random graphs. These results will be required for results that have a
direct bearing on real-time scheduling.
4.3 Random Graphs
The study of random graphs has led to some deep results about the properties of
random structures. Erdo¨s and Re´nyi’s original result is worth recollecting at this
juncture to understand the nature of theorems and proofs concerning phase tran-
sitions. A random graph G(n, p) is a graph with n vertices and p is the probability
that an edge exists between any given pair of vertices.
Theorem 4.1 (Connectivity in random graphs [42, 43]). For a random graph G(n, p),
p = log n/n is a threshold for connectivity. If C is the connectivity property, let
p = log n/n+ c/n then
Pr[G(n, p) ∈ C]→

e−e−c if |c| = O(1)
0 if |c| → −∞
1 if |c| → +∞
Proof. Define a k-component in G(n, p) as a maximally connected component with
k vertices. Let Ck denote the number of k-components.
Notice that G ∈ C ⇐⇒ Ck = 0, ∀k ∈ [1, n/2].
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Now, we have
Pr[
n/2
∑
k=1
Ck ≥ 1] ≤ E[
n/2
∑
k=1
Ck]
=
n/2
∑
k=1
E[Ck]
≤
(
n
k
)
(1− p)(n−k)kkk−2pk−1
= n
n/2
∑
k=1
(O(log n)ekp−np)k.
Using p = (log n+ c)/n, we obtain
Pr[
n/2
∑
k=1
Ck ≥ 1] ≤ n
n/2
∑
k=1
(O(1) log n(nec)k/n−1)k
= n
(
s1 + s22 +
n/2
∑
k=3
sk
)k
where s1 =
log n
(nec)1−1/n , s2 =
log n
(nec)1−2/n and sk ≤
log n√
2n
.
It is now trivial to obtain the required results.
Erdo¨s and Re´nyi also showed that p = log n/n is a sharp threshold for the
random graph having minimum vertex degree k [43]. Later, Komlo´s and Sze-
mere´di [77] showed that the same sharp threshold holds for the existence of a
Hamiltonian cycle. Similarly, many graph properties were shown to exhibit a sharp
phase transition. Friedgut provided some remarkable understanding of threshold
behavior by giving necessary and sufficient conditions for the existence of sharp
thresholds in certain random structures, especially random graphs [51, 49, 50].
Friedgut’s results provide an excellent foundation for reasoning about many prob-
lems of interest and we will survey these results for the rest of this section.
The general setting [50] for studying the thresholds of various properties of a
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random structure is a set V = {0, 1}N with a product measure µ(p, ·). For x ∈ V,
µ(p, x) := p∑ xi(1− p)N−∑ xi .
Naturally, for W ⊆ V, µ(p,W) = ∑x∈W µ(p, x). The set V is considered to be the
family of of subsets of [N] := {1, . . . ,N}. Under this assumption, µ(p, x) is the
probability of choosing the set corresponding to x when a random subset of [N] is
constructed by selecting each element independently with probability p.
Definition 4.1 (Monotone property). W ⊆ V is said to be monotone if and only if
∀x ∈W, y ∈ V : (∀i, yi ≥ xi) =⇒ y ∈W.
We consider W to be the family of subsets of [N] such that if
A ∈W, A ⊂ B =⇒ B ∈W.
A monotone property of subsets of [N] is identified with the corresponding
family of subsets satisfying that property.
The random graph G(n, p) can be treated as belonging to the space {0, 1}N
where N = (n2) with the measure µ(p, ·). The set of all connected graphs is a
monotone family. In the general setting, if W is monotone, then µ(p,W) is a
monotone increasing function of p.
Definition 4.2 (Threshold function). p∗ = p∗(N) is said to be a threshold function
for WN if for p = p(N)
lim
N→∞
µ(p,WN) =
{
0 if p p∗,
1 if p p∗. (4.6)
Note that f  g means f/g→ 0.
A threshold is said to be sharp if there exists a function p∗ = p∗(n) such that
for every e > 0 and every p = p(n)
lim
N→∞
µ(p,WN) =
{
0 if p > (1+ e)p∗,
1 if p < (1− e)p∗. (4.7)
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A threshold that is not sharp is a coarse threshold.
An important result due to Friedgut and Kalai [51] was that monotone proper-
ties of graphs that are invariant under automorphisms have a sharp phase transition
and the length of the transition interval is O(1/ log n) (n being the number of ver-
tices).
Theorem 4.2 (Every monotone graph property has a sharp threshold. Friedgut and
Kalai [51]). For every symmetric monotone W, if µ(p,W) > e then µ(q,W) > 1− e
for q = p+ c1 log (1/2e)/ log n and c1 is an absolute constant.
A more general theorem (not specific to graphs) was obtained by Bolloba´s
and Thomason that states that every monotone set property has a threshold func-
tion [21]. This basically says that every monotone property has, at least, a coarse
threshold. Friedgut [49, 50] then proved what can roughly be stated as: “All
monotone graph properties with a coarse threshold can be approximated by a local
property.” A “local” property is a property that is satisfied by the random graph
containing a certain graph, or one of a given list of graphs. This result can be used
to prove that a particular property has a sharp threshold by contradiction: one can
assume a coarse threshold and rule out the possibility of a “local” explanation to
obtain the contradiction. The precise statement of the theorem follows.
Theorem 4.3 (Friedgut [49]). There exists a function K(C, e) such that the following
holds. LetA be a monotone symmetric family of graphs and assume that p· dµ(p,A)dp ≤ C
for some constant O < C. Then for every e > 0 there exists a finite list of graphs
G1,G2, . . . ,Gm all of which have no more than K(e,C) edges, such that if B is the
family of graphs having one of these graphs as a subgraph, then µ(p,A∆B) ≤ e.
Friedgut’s theorem (Theorem 4.3) makes use of the attribute of graph prop-
erties that they are symmetric under vertex permutations. Bourgain [49] gave a
more general theorem that deals with nonsymmetric settings as well, which we do
not elaborate upon. Both theorems are, implicitly, applicable to hypergraphs as
well [49].
Another useful theorem proved by Friedgut suggests that any property with
a coarse threshold is correlated to distributions involving a random graph and a
random copy of a smaller graph.
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Theorem 4.4 (Friedgut [49]). There exist functions K(e, α) and τ(e, α) such that the
following holds. Let A be a graph property with a coarse threshold, specifically let
e > 0, α > 0 and p = p(n) be such that
α < Pr[G(n, (1− e)p) ∈ A] < Pr[G(n, p) ∈ A] < 1− 2α.
Then there exists a graph M with no more than K(e, α) vertices such that 1− α <
Pr[(G(n, p) ∪ M∗) ∈ A]. Further, M is a “reasonable” graph: Pr[M ⊆ G(n, p)] >
τ(e, α).
In the previous theorem, M is a fixed graph with the “magical” property [50]
of being able to boost the probability that property A appears. For a graph M with
a fixed (and small) number of vertices, G ∪M∗ is used to represent the union of G
with a copy of the graph M pasted onto vertices of G chosen at random.
Using the above theorems, Friedgut deduced a theorem – the “working math-
ematician’s theorem” – that is easy to apply.
Theorem 4.5 (Working mathematician’s theorem [50]). Let A be a graph property
with a coarse threshold. Then there exist p = p(n), τ > 0, a fixed graph M with
Pr[M ⊆ G(n, p)] > τ, α > 0 with
α < Pr[G(n, p) ∈ A] < 1− 3α,
and a constant e such that for every graph property G such that G(n, p) ∈ G holds
a.a.s. there exists an infinite series of ns, and for each n a graph G ∈ G on n vertices
such that the following holds.
Pr[(G ∪M∗) ∈ A] > 1− α, (4.8)
Pr[(G ∪ G(n, ep)) ∈ A] < 1− 2α, (4.9)
where the random graph G(n, ep) is taken on the same vertex set as G. In other
words, adding a random copy of M boosts the probability of A more than adding
ep(n2) random edges.
The working mathematician’s theorem can be used to prove the existence of
sharp thresholds by means of contradiction. One would start by assuming that the
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property of interest has only a coarse threshold and then condition (4.8) would
hold. One can then proceed to contradict (4.9) and establish that the threshold is
indeed sharp. This procedure will become clear once we examine the multiproces-
sor scheduling problem and show its relation to random graphs.
We have, in this section, discussed some theorems that will help in establishing
the sharpness of a threshold. We have not elaborated on the connection between
graph properties and the problems of interest. We proceed to do so in the later
chapters.
4.4 Percolation in Lattices
A more orderly graph structure that are also useful in our analysis of resource allo-
cation problems is the lattice. Specifically, we will be interested in the lattice graph
over Zn. Here Z is the standard set of all integers and the lattice graph of interest
is, essentially, an n-dimensional grid. In this graph, each a ∈ Zn is a vertex of a
graph and an edge exists between nodes that are separated by a Manhattan dis-
tance of 1 unit. In the random version of this lattice graph, each edge may exist
with probability p. Any two points a ∈ Zn and b ∈ Zn can be denoted by the vec-
tors < a1, . . . , an > and < b1, . . . , bn > respectively. We will denote the Manhattan
distance between a and b as
M(a, b) :=
n
∑
i=1
(bi − ai).
Broadbent and Hammersley [27] pioneered the work concerning such graphs
when they showed that, for the two dimensional grid, there is a critical probability
pc such that for p > pc the grid almost surely has an infinitely large component.
In their work, they were interested in answering questions such as “At what pore
density, for a porous rock, does it become possible for a fluid to flow through the
rock?”. The appearance of an infinite component in a random grid is called perco-
lation (Figure 4.1).
The existence of a critical probability shows that lattice percolation is another
property with a sharp threshold (exhibits phase transition). The process of adding
random edges is called bond percolation. Another model for studying lattices is the
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Figure 4.1: Percolation in the Two-dimensional Grid
site percolation model and vertices (sites) may be present with probability p.
Percolation is well-studied because of its wide applicability (disordered electri-
cal networks, ferromagnetism, epidemics and forest fires, wireless ad-hoc networks)
and poses many interesting problems and conjectures. It is beyond the scope of this
dissertation to provide a more detailed survey of results in percolation theory. The
interested reader can refer to the texts by Grimmett [60] and Meester and Roy [99]
for more information. We will introduce the relevant background material when
needed by the problems of interest to this thesis.
4.5 Conclusions
In this chapter, we provided a brief introduction to the theory of phase transitions
and examined the connections between physics, constraint satisfaction and random
graphs. The description of techniques and important results, we expect, will equip
the reader to gain insight into such problem and understand the nuances that will
be relevant in the next two chapters.
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Chapter 5
Sharp Thresholds for Scheduling
Policies
In this chapter, we will provide some intuition behind why the problem of schedul-
ing recurring tasks – as seen in the radar dwell scheduling application (Chapter 3)
– has a sharp threshold. The simplest formulation of this problem, which is in fact
what we roughly want to solve for radar dwell scheduling, is as follows: Given n
tasks Γ = {τ1, . . . , τn} each with execution time ci and a temporal distance con-
straint Di, is there a schedule such that recurring instances of these tasks can be
scheduled non-preemptively and with the maximum distance between two instance
of task τi not exceeding Di? Notice that we are asking about the existence of a so-
lution for a given scheduling problem. A scheduling policy that can find a solution
whenever a feasible solution exists is an optimal scheduling policy. We will see later
in this chapter that we can accommodate sub-optimal scheduling policies as well.
5.1 Coarse Thresholds
To look at the problem from a slightly different perspective, let us understand the
state of the system after any time instant t. For simplicity, we will assume, without
loss of generality, that time is discretized. After time instant t, the state of the system
can be captured by the wait time of each of the n tasks. The wait time is the time
elapsed since an instance of the task was executed. Let Wt represent the state of
the system andWt(i) is the wait time of task i at time t.
If τ(t) is the task that was executed at time instant t, thenWt(τ(t)) = 0.When
we consider non-preemptive scheduling, we also have the following relation:
Wt+ci(j) = Wt(j) + ci, ∀j 6= i
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and τi is the task that began execution at the time instant following t. The schedu-
lability requirement is
Wt(i) ≤ Di, ∀i.
When each possible state of the system is represented by a node (vertex),
we obtain a scheduling graph where each edge is directed and represents the task
scheduled. For each edge, the source node is the system state before the task as-
sociated with the edge is scheduled and the sink node is the state after the task is
executed.
Tasks
Execution Temporal
Time Distance Constraint
T1 2 4
T2 1 5
T3 1 6
Table 5.1: Task Set to Illustrate the Scheduling Graph
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0,0,0 0,2,2
T1
1,0,1
T2
1,1,0
T3
1,0,3
T2
2,1,0
T3
0,2,5
T1
0,3,2 T1
T2
T1
Figure 5.1: Example Scheduling Graph
We can restrict our attention to st es th t satisfy the schedulability criterion
and, when execution times and frequencies are known, it is easy to note that there
can only be a finite number of such states. Let us denote this state space by S . We
are, however, interested in a schedule that ensures that all instances adhere to the
temporal distance constraints, therefore the actual schedule is an infinite sequence
of states. The only possible way to obtain an infinite sequence is if S contains a
directed cycle. It is thus easy to see that a schedule exists for the given task set if
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and only if S contains a cycle. Table 5.1 provides an example task set and Figure 5.1
illustrates a portion of the scheduling graph for this task set.
We can also obtain the following theorem:
Theorem 5.1 (Monotonicity in scheduling recurrent tasks). Schedulability of recur-
rent tasks is a monotone graph property.
Proof. We noted earlier that for the existence of a schedule, the state space S must
contain a cycle. The addition of edges to a graph does not destroy a cycle and
therefore schedulability is a monotone property.
By this theorem (Theorem 5.1), we have the next corollary that follows as a
result of Bolloba´s and Thomason’s result [21] that every monotone set property has
a (coarse) threshold.
Corollary 5.1. Schedulability of recurrent tasks has a coarse threshold.
Before we proceed any further, we draw attention to the difference between
a random graph and the scheduling graph. In a random graph, an undirected edge
can exist between any two vertices. In a scheduling graph, edges are directed and
edges can exist only between feasible neighboring states. While this distinction does
make it hard to locate the threshold, it does not limit us from making qualitative
arguments to support the existence of a sharp threshold.
Utilization and edge probability In our definition of the scheduling graph, there
is no inclusion of the task set utilization but it is straightforward to convince our-
selves that the existence of edges is related to the task set utilization. When the uti-
lization is 0, i.e., there are no timing constraints, we have a complete and strongly
connected graph. As utilization increases, transitions between some states violates
schedulability and the corresponding edges get deleted. Alternatively, notice that
reducing the execution time of a task or increasing the temporal distance for a task
adds edges to the graph, and these actions lead to reduced utilization levels. The
precise nature of the relationship between edge probability and utilization has been
hard to obtain.
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5.2 Sharp Thresholds for Schedulability
Having shown that schedulability is a monotone graph property, we may be in-
clined to applying Friedgut and Kalai’s theorem [51] or one of the other theorems
discussed in Section 4.3. The difficulty, however, is that a scheduling graph is not a
general random graph. Edges in this graph can exist only between specific vertices.
On the other hand, this does not deter us from applying other models to understand
the phase transition behavior.
We draw attention to the fact that a scheduling graph is actually a lattice in n
dimensions (where n is the number of tasks) on Zn. Each node a ∈ Zn is a vector of
the form < a1, a2, . . . , an > where each ai indicates that ai instances of task τi have
been executed in a non-preemptable setting. Each edge transition represents one
time step, and at each time step a decision is made about the task to be scheduled.
A given scheduling policy determines the task to execute at each time step; policies
may be dependent on state or independent of the system state. To be precise, we
should consider the edges in this lattice to be oriented (directed).
Here we can generalize further to include preemptable scheduling. The main
distinction between preemptable and non-preemptable scheduling is the time in-
stant when scheduling decisions are made. For non-preemptable scheduling, deci-
sions are made when a job is completed; for preemptable scheduling, a decision can
be made at each time unit. An implicit condition for all our analysis is the discrete
nature of time. Each time unit can be made as small as possible but we assume that
scheduling occurs at discrete points and not along a continuum. This reflects the
true nature of all computing systems today and is not restrictive assumption.
A useful observation is the fact that in the case of non-preemptable scheduling,
arriving at node a ∈ Zn indicates that the time elapsed is
t =
n
∑
i=1
aici,
whereas in the preemptable case
t =
n
∑
i=1
ai.
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To analyze the typical case behavior of a scheduling policy, we will make use
of a theorem due to Cox and Durrett regarding oriented percolation in high dimen-
sions [33]. Cox and Durrett showed that as the dimensionality of an oriented lattice
increases, the critical probability for percolation in the lattice approaches 1n .
Theorem 5.2 (Cox and Durrett [33]). For percolation in the oriented lattice on Zn,
the critical edge probability pc(n) is such that as n→ ∞,
1
n
+
1
2n3
+ o(
1
n3
) ≤ pc(n) ≤ 1n +
1
n3
+O(
1
n4
).
As we deduced earlier, a scheduling graph is nothing but an oriented version
of the lattice on Zn. For a given set of tasks to be schedulable, the path traced by
the scheduling policy over the lattice must extend to infinity. In other words, the
scheduling policy must never reach a state where it is unable to find an edge to
use. For a strictly periodic task set, it is clear that it is sufficient to examine the
behavior of a scheduling policy up to the hyperperiod of the given task set. The
model of a lattice in high dimensions, however, allows us to reason about aperiodic
task arrivals as well.
For a given set of tasks, we can construct an appropriate lattice (by deleting
edges to states that result in a deadline miss) and percolation on this modified
lattice ensures schedulability. We will establish that, for any chosen scheduling
policy, there is a sharp utilization threshold for schedulability. To do so, we need
to consider the behavior of a scheduling policy over all possible task sets. For a
given scheduling policy, ζ, we can construct a lattice, Ln,U, that represents the
superposition of the behavior of the policy over all possible task sets that attain
a utilization of U with at most n tasks. In Ln,U, the probability of edge a → b, (a ∈
Zn, b ∈ Zn,M(a, b) = 1 (where M(a, b) is the Manhattan distance between a and
b), denoted pab, is the ratio between the number of task sets that were scheduled
successfully using this edge and the total number of task sets that need to make
use of this edge. This probability can be clarified as follows. Let k1 be the number
of task sets attaining utilization U that use edge a → b and are schedulable, and
let k2 be the number of task sets that are not schedulable and scheduling policy ζ
reached node a and failed (missed a deadline) because edge a → b was absent.
Then pab :=
k1
k1+k2
. This conceptualization will allow us to prove the key theorem of
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this chapter.
The theorem is extremely general. We will deal with recurring task sets
Γ = {τi} where each task τi may or may not be periodic. The most expressive repre-
sentation of a task is by a sequence of instances (jobs) τi,j, j = 1, 2, . . . ; each instance
is characterized by a release time ri,j, a relative deadline Di,j, and an execution time
of ei,j. The constraints on the release times are ri,1 ≥ 0 and ri,j ≥ ri,j−1 + Di,j−1.
This representation encompasses the standard periodic task model and the aperi-
odic task model presented by Abdelzaher, Sharma and Lu [3, 2]. We will define
the “synthetic utilization” [3, 2] of a job to be u′i,j := ei,j/Di,j. For a given set of
tasks, the instantaneous synthetic utilization at time instant t is the sum of the syn-
thetic utilizations of all jobs that have been released at or before time instant t but
have not finished execution. We will use U to denote the maximum instantaneous
utilization for all t ≥ 0. These definitions preserve the meaning of utilization seen
earlier for the Liu and Layland model of real-time tasks.
Theorem 5.3 (Sharp thresholds for work-conserving scheduling policies). In the
space of all possible task sets, any work-conserving scheduling policy ζ has a sharp uti-
lization threshold U∗. A task set with utilization U < U∗ is almost surely schedulable
and a task set with utilization U > U∗ is almost surely not schedulable.
Proof. To prove the theorem, we will need to show the following for the lattice Ln,U
described earlier:
1. For all possible U, every valid edge in Ln,U occurs with positive probability
irrespective of the scheduling policy ζ.
2. Decreasing the utilization of a task set increases pab for any valid edge a→ b.
To establish the first requirement, it is sufficient to demonstrate that there
exists at least one task set that uses edge a → b for a given utilization level. This is
trivial to establish for aperiodic task sets hence we will focus on periodic task sets.
For an edge a → b, in the vector element form, b must be such that bj = aj + 1
for some j ∈ [1, n] and bk = ak, ∀k, k 6= j. Consider the task set that has τj with
execution time aj and period ∑ni=1 ai. For k 6= j, let τk have execution time ak and
period ≥ ∑ni=1 ai + 1. It is now clear that τj will be scheduled at time instant ∑ni=1 ai
thereby using edge a→ b irrespective of the scheduling policy.
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For the second requirement, we use the observation that an edge a → b has
a low probability of occurrence if many task sets reach the state represented by the
source node of the edge and a transition to the target node results in a deadline
miss. The deadline miss can be corrected by extending the deadlines of the tasks
that would have missed their deadlines had the edge a→ b been taken. Depending
on the policy ζ this may or may not affect pab but it does imply that a decrease
in utilization corresponds to an increase in the probability of some edge. In the
extreme scenario when U → 0, deadlines tend to ∞ or execution times tend to
0. In this scenario, every edge will occur with probability close to 1, ensuring
percolation.
Using the above two results, we can deduce that for policy ζ there is some
critical utilization U∗ such that the probability of every edge > 1n . For large n, we
can apply Cox and Durrett’s theorem (Theorem 5.2) to infer that Ln,U for U < U∗
almost surely has an infinte connected component. Ln,U represents the average
case behavior of the scheduling policy ζ and, therefore, ζ has a sharp utilization
threshold.
This result appears remarkable because it makes no assumptions about the
scheduling policy. Preemption and non-preemption may be made aspects of a
scheduling policy rather than the tasks themselves and this transformation can be
used to infer that both classes of polilcies have sharp thresholds. This explains why
the radar dwell scheduling problem undergoes phase transition. While the proof
makes few assumptions about the scheduling policy, it is existence proof and does
not reveal much about the location of the threshold. The threshold varies depend-
ing on the policy and we still need to resort to empiricism to identify the threshold.
The evaluations conducted by Liu and Abdelzaher [90] reveal the thresholds
for several common scheduling policies. In their experiments, they varied the work-
load for different policies and found that the scheduled utilization was equal to the
applied load up to a knee-point after which utilization saturated even when more
load was added. The knee-point is the critical utilization threshold for the policies
they investigated (deadline monotonic, shortest job first).
It may strike the reader that there are situations when decreasing the utiliza-
tion of a task set leads to unschedulable instances. This is the case of scheduling
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anomalies, for instance as described by Andersson and Jonsson for multiprocessor
scheduling [7, 8]. Schedulable anomalies occur when a schedulable task set be-
comes unschedulable because of a change in parameters. Our discussion concerns
unschedulable cases that are made schedulable by reducing the utilization and this
situation does not contradict or conflict with the anomalies.
5.3 Conclusions
In this chapter we concentrated on establishing the general result that work-conserving
scheduling policies have a sharp utilization threshold. We used results in percola-
tion theory to aid our analysis. The ideas presented in this chapter explain the phase
transition behavior seen in radar dwell scheduling (Chapter 3).
The asymptotic results from percolation theory suggest that as the number of
tasks to be scheduled approaches ∞, the utilization threshold nears 1. It would be
interesting to obtain an estimate of the threshold without resorting to experiments.
Further work with lattice models may provide some fruitful results in this direction.
Another direction to follow may be the relationship between graph homomorphisms
and phase transitions. Brightwell and Winkler [26] have determined certain con-
ditions for phase transitions when an undirected, and possibly infinite but locally
finite, graph G is a homomorphism of an undirected finite graph H. A recurring
schedule is an infinite but locally finite graph and a feasible schedule should be a
homomorphism of S . It may well be of interest to examine the work of Brightwell
and Winkler with the extra requirement of directed edges.
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Chapter 6
Scheduling Real-Time Tasks on
Multiprocessors
There are three principle means of acquiring knowl-
edge...observation from nature, reflection and experi-
mentation. Observation collects facts; Reflection com-
bines them; Experimentation verifies the result of that
combination.
Denis Diderot
6.1 Overview
Many real-time systems employ multiprocessing platforms. Single-chip architec-
tures offer a modest number of computational units, and systems such as radar
signal processing systems utilize dozens of processors.
The preemptable scheduling of uniprocessor systems has been studied in great
detail, including resource sharing and preemption overheads. On the other hand,
results concerning multiprocessor scheduling are only emerging.
The research on multiprocessor scheduling has also involved the Liu and Lay-
land real-time task model [88]. With more than one processor, more choices are
available. The primary choice is between scheduling jobs of the same task on one
processor or allowing jobs to migrate from processor to processor. The first option
is known as the partitioned scheduling model and the second option is the global
scheduling model.
Partitioned scheduling has received greater attention, when compared to global
scheduling, for reasons more than reuse of analyses. The reasons are:
• The partitioned scheduling model only requires a mapping of tasks to proces-
sors. Once the map is established, results for uniprocessor scheduling can be
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employed to analyze schedulability.
• Scheduling overheads are lower for partitioned scheduling. In the case of
global scheduling, every time a new job arrives or is preempted, a new proces-
sor needs to be found for it.
• In the specific case of static priority global scheduling, jobs may miss deadlines
even when utilizations are arbitrarily low (Dhall’s effect [36, 37]).
For these reasons, we will concentrate on partitioned scheduling in this ar-
ticle, and more specifically on dynamic priority scheduling on multiprocessors be-
cause of the optimality of EDF for the uniprocessor case. It is trivial to realize that
with m processors and no restrictions on individual task utilizations, the worst-case
utilization bound for partitioned scheduling is m+12 . Our contribution shows that
partitioned scheduling exhibits threshold behavior and the utilization threshold is
significantly better than the worst-case utilization bound of 50%.
It is noteworthy, however, that with the advent of on-chip multiprocessing,
there is an expectation that preemption overheads for global scheduling will be
small enough to be neglected. Moreover, dynamic priority scheduling (using EDF)
is optimal for uniprocessor systems and performs better on multiprocessors with
global scheduling than with partitioned scheduling. In fact, better performance
with global scheduling is not surprising because it is a well-known result in queue-
ing theory that global queue scheduling produces better mean response times than
per-processor queues [75]. The factors mentioned so far have led to new results
regarding global scheduling. Our results in this chapter indicate the partitioned
scheduling performs better than expected; this contributes indirectly to the work
on global scheduling for the reason that partitioned scheduling is a special instance
of global scheduling.
To provide a complete picture, a summary of the prior results on multiproces-
sor scheduling, for both the global and partitioned models, is in order. Not all the
tests discussed in the following subsection provide utilization bounds.
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6.2 Related Results
6.2.1 Partitioned Scheduling
Static priorities For static priority scheduling, Oh and Baker used Liu and Lay-
land’s utilization bound test for uniprocessors to show that any system of indepen-
dent periodic tasks with total utilization U < m(
√
2− 1) can be scheduled on m
processors using the first-fit decreasing assignment of tasks to processors and the
rate monotonic priority assignment. Additionally, they established that for m ≥ 2,
there is a task set with U = (m+ 1)/(1+ 21/(m+1)) that cannot be scheduled on m
processors using rate monotonic priorities and any partitioning scheme.
The results due to Oh and Baker were improved by Lopez, Diaz and Gar-
cia [91] who proved that any system of periodic tasks with individual utilizations
less than umax and total utilization U < (mβLLB + 1)/(21/(βLLB+1) − 1), βLLB =
b1/ lg (umax + 1)c can be scheduled on m processors using the FFD heuristic as-
signment of tasks to processors. They also showed that their result is tight and
made the claim that the tightness extends to all other partitioning schemes.
Dynamic priorities When dynamic priorities are allowed, Lopez et al. [92] ob-
tained a tight utilization bound [9] of (mβEDF + 1)/(βEDF + 1) where βEDF =
b1/umaxc and umax is the maximum individual task utilization.
6.2.2 Global Scheduling
Static priorities With global scheduling and static priorities, Andersson, Baruah
and Jonsson showed that any system of independent periodic tasks with a maxi-
mum per-task utilization of m/(3m − 2) can be scheduled using the RM priority
assignment on m processors if the total utilization of the task set was no more than
m2/(3m− 1) [6].
Looking beyond utilization bounds, Baker developed a feasibility test for schedul-
ing periodic (or sporadic) tasks with static priorities and arbitrary deadlines on m
processors [12]. For a set of n (n > m) tasks {τi}, γ := mini{m(1 − cimin di,Ti })
where ci is the computation time of task τi and di is its relative deadline and Ti its
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period. By Baker’s test, the set of tasks is schedulable if
i−1
∑
k=1
βi(k) ≤ γ
with βi(k) obtained from the following table where λ =
m−γ
m−1 :
Case βi(k)
λ ≥ ck/Tk ckTk (1+
Tk−ck
di
)
λ < ck/Tk ck/Tk(1+
Tk−ck
di
) + dkdi (ck/Tk − λ)
Dynamic priorities For global scheduling using EDF, Goossens, Funk and Baruah [56]
obtained a tight utilization bound of m(1− umax) + umax where umax is as defined
earlier.
Baker developed a feasibility test for dynamic priority scheduling similar to
the feasibility test for global scheduling with static priorities [12]. A set of n tasks
is schedulable, using Baker’s test, if for each task τi there exists a positive γ ≤
m(1− ci/min{di, Ti}) + ci/min{di, Ti} such that
n
∑
k=1
βi(k) ≤ γ
with βi(k) defined in the following table with λ = (m− γ)/(m− 1):
ck/Tk ≤ λ ck/Tk > λ
dk ≤ Tk ckTk (1+
Tk−dk
di
) ckTk (1+
Tk
dk
)− λ dkdi
dk > Tk
ck
Tk
ck
Tk
(1+ Tkdi )
Baker’s test misses many schedulable task sets. Bertogna, Cirinei and Lipari
proposed an improved schedulability test for EDF on multiprocessors [18]. The
test due to Bertogna et al. offers better coverage than Baker’s test but there is still
a large gap between the number of task sets that are actually schedulable and the
number of task sets that pass the different feasibility tests.
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6.3 Sharp Thresholds for Partitioned Scheduling
We translate the multiprocessor scheduling problem as a problem on a hypergraph
G with vertex set V. An edge in a hypergraph spans more than two vertices. The
vertex set V = {v1, . . . , vn} represents the set of tasks. An edge exists between
j ≥ 2 vertices if and only if the j tasks tasks can be mapped to the same processor,
i.e., edge (v1, . . . , vj) exists iff ∑
j
i=1 ui ≤ 1 where ui is the utilization of task i.
Theorem 6.1. A task set has a feasible partitioning if and only if the hypergraph G
has a matching with at most m edges.
Proof. An edge exists in the hypergraph G if and only if the corresponding tasks
can be assigned to the same processor. When the tasks have to be assigned to at
most m processors, an m-edge matching must exist. By construction, if G has an
m-edge matching, the tasks can be scheduled on m processors, and if the task set is
schedulable a matching must exist in G.
To prove the sharpness of the phase transition in multiprocessor scheduling,
we will employ the results due to Friedgut [49]. Friedgut’s theorems can be em-
ployed when the number of edges in a random (hyper)graph are controlled by any
parameter. In fact, the probability that an edge exists between k vertices depends
on the utilization of the task set. This is evident from the following lemma.
Lemma 6.1. The expected number of edges in a hypergraph representing the multi-
processor scheduling problem for a fixed number of tasks increases when the utilization
of the task set decreases.
Proof. Let the utilizations of individual tasks be drawn from the uniform distribu-
tion over the discrete set {δ, 2δ, . . . , Sδ} where δ = 1S for some integer S > 0. As
S → ∞, the utilizations of individual tasks approach being drawn from the contin-
uous uniform distribution over (0, 1].
A k-edge exists in the hypergraph G with each task representing a vertex if
and only if the sum of the utilizations of the k tasks is less than or equal to 1.
Let the utilization of the entire task set, of n tasks, be less than or equal to U
(in the quantized sense, i.e., a multiple of δ). Let Am,V denote the property that a
set of m tasks has utilization less than or equal to V. Similarly, let #(Am,V) denote
the number of ways for this property to emerge.
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Using generating functions [132], we know that #(Am,V) is the sum of the first
V + 1 coefficients in the expansion of (1+ x+ x2 + · · ·+ xS)m. If S is large, which
it is, we can approximate this summation with the sum of the first S+ 1 coefficients
in the expansion of 1/(1− x)k.
Now, the coefficient of xl in the expansion of 1/(1 − x)m is 1/l! times the
coefficient of xl in the expansion of d
l
dxl (1 + x + x
2 + . . . ). This is simply (m+ll ).
From this, using standard identities, we obtain,
#(Am,V) =
V
∑
l=0
(
m+ l
l
)
=
(
m+V + 1
m+ 1
)
+ 1. (6.1)
The probability, pk, that a particular k-edge exists when the total utilization is
less than or equal to U is
pk =
#(Ak,S)
#(An,U)− #(An,S) . (6.2)
In the expression for pk (6.2), for fixed n and k, #(An,S) and #(Ak,S) are
constants. Combining with (6.1), it is then easy to see that pk decreases as U
increases.
Decreasing the utilization leads to an increase in the probability of edges in
the random hypergraph for the multiprocessor scheduling problem. A δ decrease in
total utilization creates an ek increase in k-edge probability.
Theorem 6.2 (Sharp threshold for partitioned multiprocessor scheduling). Parti-
tioned scheduling of real-time tasks on a multiprocessor system has a sharp threshold
governed by the utilization of task set to be executed.
Proof. Two properties concerning matchings are obvious. One, matching is not a
“local” property because all vertices are involved. Two, matching is a monotone
property because additional edges cannot destroy a matching.
Consider a random hypergraph G on n vertices that represents the multi-
processor scheduling problem. The hypergraph for the multiprocessor scheduling
problem is not a uniform hypergraph. Adding an edge ek = (v1, . . . , vk) of degree
k implies the inclusion of all edges of degree 2 ≤ k′ < k with vertex set e′k ⊂ ek.
This does not cause us any difficulty because the number of edges in the random
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hypergraph is governed by the overall utilization (Lemma 6.1).
We are looking for a matching with at most m edges. It is easy to see that at
a given utilization level U, the probability of a k-edge existing is pk. For simplicity,
we can treat single vertices as edges with only one vertex; such edges exist with
probability 1. As n → ∞, the expected number of edges in the random hypergraph
is
#(e) :=
n
∑
k=1
pk
(
n
k
)
→ ∞.
Therefore, a.a.s. a matching, determined by at most m edges, is present.
To prove sharpness of the threshold, let us assume that the threshold is coarse.
We can then suppose that there exists a graph M as postulated in Theorem 4.5.
Let A be the property that the random hypergraph has a matching with at most
m edges. Now, M can induce a matching with at most m edges in G only if it
contains as a subhypergraph a matching M′. There are only a finite number of such
subhypergraphs. We should also have, by Theorem 4.5, the following:
Pr[(G ∪M∗) ∈ A] > β
for some β > 0. But we are looking for a matching with at most m edges and there-
fore M′ need not contain any more than m edges and we have the suggestion that
adding a random subset of at most m disjoint edges induces the desired matching
with non-zero probability. Since ∑nk=1 ekpk(
n
k) → ∞, a small change in utilization
can introduce a sufficient number of edges to induce a matching with m edges al-
most surely, contradicting condition (4.9) of Theorem 4.5. Therefore, matching
with m edges has a sharp threshold. As a consequence, there is a sharp utilization
threshold for partitioned multiprocessor scheduling.
The exact threshold for the existence of a (perfect) matching in a random k-
uniform hypergraph for any k ≥ 3 is still an open problem. To identify the utilization
threshold, we resort to experimental evaluations.
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6.4 Experimental Results
To obtain the phase transition region for partitioned multiprocessor scheduling, we
generate many test instances, with varying utilizations, of the problem and measure
the fraction of instances that can be scheduled.
We map tasks to processors using the first-fit decreasing heuristic. The tasks
are sorted in non-increasing order and the processors are assumed to be indexed.
Starting with the largest task, each task is allocated the processor of smallest index
that the task can fit into.
The allocation problem is NP-hard because it is related to the bin packing
problem. The bin packing problem is to determine the minimum number of unit-
size bins required to pack objects of size in (0, 1]. The FFD scheme is known to use
no more than 119 + 4 bins [30]. The task partitioning operation is very similar to the
bin packing problem because the question of interest is whether a set of given tasks
can fit onto m processors.
For different discrete task set utilization levels and varying number of tasks.
For each point in the graph, 20000 task sets were generated. The tasks were allo-
cated to processors using the FFD heuristic. For each utilization level, the number
of task sets that could successfully be mapped onto different numbers of processors
was noted. We started with a utilization level of m+12 because all task sets with a
lower utilization level can be scheduled on m processors.
Based on the experiments (Figures 6.1 and 6.2), we conclude that phase tran-
sitions occur at much higher utilizations than the worst-case utilization level. The
sharpness of the threshold also increases, as expected, with an increasing number
of processors. The experiments provide evidence that a relaxed utilization bound
based on the phase transition location can provide a more effective schedulability
test for multiprocessors. Of course, since this is a test that can lead to false positives
and false negatives (as opposed to the strict utilization bound that has false nega-
tives alone), an extra step is needed to verify that a task set that satisfies the test is
indeed schedulable. This extra test can be performed with time complexity that is
linear in the number of tasks.
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Figure 6.1: Phase Transition in Partitioned Scheduling: I
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Figure 6.2: Phase Transition in Partitioned Scheduling: II
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How large is infinity? A relevant query regarding the application of threshold
results concerns the size of the problem. Sharp thresholds are observed as the prob-
lem size approaches infinity. For practical situations, it is necessary to understand
“how large is large?” In the case of multiprocessor scheduling, we performed sev-
eral experiments by varying the number of tasks. Our experiments indicate that for
m processors, threshold behavior can be observed with as little as m+ 1 tasks. As
the number of tasks is increased, the phase transition becomes dramatically abrupt.
In fact, 2m+ 1 or more tasks were enough to observe a very swift transition. We
hence infer that a load of two tasks per processor on average is sufficiently large.
In an age when processors run much more than two tasks, this scaling is neither
extreme nor uncommon.
Implications of results We can make two claims on the basis of the experimental
results. One is that partitioned scheduling performs much better than expected and
very high utilizations can be achieved on multiprocessor platforms with this simple
approach. Secondly, these results provide a baseline for global scheduling and we
may expect, on average, near 100% utilizations with global scheduling.
6.5 Relation to Bin Packing Problems
The partitioned scheduling of real-time tasks upon a multiprocessor platform us-
ing EDF is closely related to the bin packing problem. The variety of applications
that involve solving some form of the bin packing problem has motivated many re-
searchers to study this problem in great detail. Coffman, Garey and Johnson have
surveyed some of the significant results concerning this problem is their survey [30].
Broadly, bin packing algorithms may be classified as online and offline algorithms.
Offline algorithms take a given set of items and place them in bins. Online algo-
rithms allocate items to bins in the order that they arrive; once an item has been
placed in a bin, its location is not changed. The objective in both cases is to reduce
the number of bins needed.
In this discussion, we are interested in offline algorithms only. The act of par-
titioning tasks among the processors is an offline activity in most real-time systems
and we focus on this case. More specifically, rather than focus on worst-case bounds,
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we would like to know what the average-case bounds are because the worst-case
never seems to occur in many applications.
To determine the average-case behavior, researchers assumed that items were
drawn from some known distribution and computed two metrics for comparison:
performance ratio and waste. The performance ratio and waste are defined as
follows: RA(Ln) := A(Ln)/OPT(Ln) and WA(Ln) := A(LN)− s(Ln) where Ln is
the list of n items to be packed, A is the packing algorithm, A(Ln) is the number of
bins needed to pack the list Ln = {X1,X2, . . . ,Xn} using algorithm A, OPT is the
optimal packing algorithm and s(Ln) is the sum of the item sizes.
These metrics were used to compare algorithms like first fit, best fit, next fit
and random fit for different distributions. The distributions that received the great-
est attention were distributions over the continuous interval [0, 1] and distributions
over the discrete interval [1/k, 2/k, . . . , j/k] for j ≤ k. Rhee [116], for instance,
characterized the class of distributions over the interval [0, 1] which have the prop-
erty that limn→∞ Qn/n = E(X1) (in other words the expected occupancy level of
the bins converges to 1) almost surely.1
A variant of the bin packing problem, the dual bin packing problem, has been
investigated but this problem has two flavors, both of which are not identical to
the multiprocessor scheduling problem. One flavor of the dual bin packing problem
takes as input a fixed number of unit-size bins and a list of items, Ln, and seeks a
packing that fits as many of the n items as possible [31]. The second flavor has as
input a fixed number of unit requirement bins but looks for a packing that maximizes
the number of bins with quenched requirement [10]. Bruno and Downey [28] and
Csirik et al. [34] examined the probabilistic behavior of dual bin packing algorithms
obtaining, among other results, asymptotic results for the largest number of bins
that can be covered by n items.
There has been work on multiprocessor scheduling with non-recurring paral-
lel jobs, the objective being to minimize the makespan (contents of the maximally
used bin). The real-time multiprocessor scheduling problem has a solution if the
minimum makespan problem returns with a solution of 1 or less for the makespan.
1Such work builds on results for subadditive processes. For any series such that
Qn+m(X1, . . . ,Xn, . . . ,Xn+m) ≤ Qn(X1, . . . ,Xn) +Qm(Xn+1, . . . ,Xn+m)
it is well-known [72] that there exists some constant c such that limn→∞ Qn/n = c almost surely.
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The multiprocessor scheduling problem to minimize makespan was discussed by
Graham [58, 59] and many researchers have developed algorithms for this prob-
lem [87].
None of these results, however, are completely related to the multiproces-
sor real-time scheduling problem. The reason for the discrepancy between past
research on bin packing and multiprocessor scheduling is the difference in require-
ments. Stochastic bin packing research has dealt with algorithms for placing items
in bins and even with lower bounds on the number of bins needed but not on the
alternate problem of fixed number of bins and bounds on the sum of items that can
be packed into the bins.
6.6 Conclusions
We studied the multiprocessor scheduling problem and proved, using an appropri-
ate hypergraph matching, that this problem has a sharp threshold when the task
set utilization is increased. It is still difficult to obtain the threshold utilization
analytically and we experimentally determine the location of the phase transition
region for this problem. The width of the transition region decreases as the number
of processors is increased. More importantly, we note that the transition thresh-
olds are much higher than tight schedulability bounds obtained earlier. The phase
transition approach reduces the gap between existing multiprocessor schedulabil-
ity tests and the actual schedulable region. Additionally, though we have focused
on partitioned scheduling, the promising results indicate the we may be able to do
better with global scheduling as well.
We note that variants of this problem, which, in spirit, is the bin packing
problem, have been studied but they have not been approached with the intent of
obtaining feasibility conditions, or, more precisely, approximate feasibility condi-
tions.
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Chapter 7
Multidimensional Resource
Allocation
Education is not a matter of packing articles in a trunk.
John Ruskin
Many emerging computing and sensing platforms provide extremely sophisti-
cated and fine granularity resource sharing. These platforms are reconfigurable and
resource allocations may be changed at run-time to enhance the quality of service or
to handle greater workloads. Again, as in earlier chapters, a question of fundamen-
tal interest is: “When are a set of tasks schedulable on reconfigurable devices and
platforms with multidimensional resources?” We provide some answers for such a
class of problems, exemplified by some applications that we will now discuss.
7.1 Multidimensional Resource Allocation Problems
7.1.1 FPGAs
Field programmable gate arrays have become a popular technological base for glu-
ing logic components and peripherals together dynamically. As FPGAs scale in terms
of gate density, it has become feasible to implement a complete micro-controller
system with a CPU, a limited amount of program and data memory, and periph-
eral interconnections on a single FPGA. Such platforms are called systems-on-chip
(SOCs) or reconfigurable systems-on-chip (RSOCs). RSOCs are particularly use-
ful for implementing real-time systems because custom hardware peripherals can
improve response times.
Many executable binaries can be translated to a logic circuit on an FPGA.
Multiple tasks can be configured separately and executed simultaneously on a single
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chip provided the required area is available on the chip. A hardware encoding of
a task requires some floorspace on a chip and this requirement, expressed by the
length and breadth of the circuit, is the area needed by the task. The hardware
representation of a task is called a module and the module placement problem can
be solved by two-dimensional (rectangle) bin packing algorithms. The traditional
rectangle bin packing problem is simply a higher-dimensional extension of the bin
packing problem: given a set of rectangles of a certain length, L ∈ (0, 1], and
width,W ∈ (0, 1], how many rectangles of dimensions 1× 1 are needed to pack all
the smaller rectangles? For the module placement problem, there is, typically, one
FPGA and the problem of interest is: can a set of modules (rectangles) be placed
on the FPGA? The two questions are similar and the solution for one can be used to
obtain a solution for the other.
Figure 7.1: Example of rectangle packing
As motivation for our work, consider the following situation: given a set
of tasks, each of which can operate in different QoS configurations on an FPGA,
what set of configurations for the task set maximizes overall quality/utility? As we
saw in the case of the radar dwell scheduling problem (for phased-array radars),
this optimization problem requires knowledge of whether a particular set of hard-
ware tasks (rectangles) can simultaneously be placed on a reconfigurable chip (or
set of chips). There has been work on two-dimensional (and multi-dimensional)
packing [131, 97, 96, 105], but no prior work addresses this question in a sim-
ple manner. Approaches to module allocation for FPGAs have been discussed by
other researchers [44, 130, 15]. There are many abstract models for FPGA module
allocation, the two-dimensional area model is one (of several) that has received
attention.
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7.1.2 Advanced Multifunction RF Systems
The advanced multifunction RF system [68], the latest in radar systems, utilizes
broadband RF apertures that are capable of simultaneously performing a large num-
ber of radar, electronic warfare and communication activities using low signature
apertures.
The AMRFS uses separate transmit and receive apertures, thus solving prob-
lems of overlap between transmit and receive times in single aperture radars.
(a) Tx array (b) Rx array
Figure 7.2: AMRFS Transmit and Receive Arrays
The high-level specification (Figure 7.2) of the AMRFS concept provides for a
transmit array composed of subarrays that can be dynamically allocated to differ-
ent tasks. Each subarray can perform its task independently; as an example (Figure
7.2(a)) they may transmit different search and track beams. The receive array – in
its entirety or with its subarrays – is capable of receiving multiple signals simulta-
neously.
Again, similar to the FPGA module placement problem, we need to solve a
rectangle packing problem to decide on the mapping AMRFS tasks to the subarrays.
The QoS per task depends on the size of the allocated subarray, and this property
wraps the placement problem into an optimization problem.
7.1.3 Grid Scheduling
Another example of multidimensional resource demands can be seen in the Grid
computing paradigm. This paradigm and the associated technology, which have
their roots in scientific computing, are becoming a platform for large-scale resource
sharing and coordination. The Grid approach is to provide individual users with
access to enormous computation and storage clusters. The traditional application
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areas for these clusters have been, among others, high-energy physics, molecular
dynamics, theoretical biophysics and massive simulations for weather prediction.
In a Grid environment, users submit requests to a resource manager or broker
that assigns resources and schedules tasks to meet user and application require-
ments.
User User User UserUser User
External scheduler External scheduler
Local scheduler Data manager
StorageCompute nodes
LS DM
StorageCN
LS DM
StorageCN
Figure 7.3: The GRID Architecture
The Grid scheduling model (Figure 7.3) we consider was introduced by Ran-
ganthan and Foster [114]. Each user may submit a request for task execution. An
external scheduler determines a specific site (cluster) where the task may be exe-
cuted. A local scheduler is responsible for sequencing tasks at a particular site. Each
task may have specific resource requirements: number of processing nodes, mem-
ory, network bandwidth (for data transfer) and duration of execution. If we suppose
that a local scheduler receives a request to schedule a set of tasks Γ = {τ1, . . . , τn},
each task requiring mi processors and processing time ci, and the set of tasks having
a deadline D, the local scheduler needs to decide which processors to allocate to
the tasks and when such that all tasks complete before D time units. If we view
the processors at a site along the length of a rectangle and the width as the dead-
line D, the local scheduler needs to solve a rectangle packing problem to determine
the sequence of task execution.1 With additional resource requirements (storage,
bandwidth, power), the sequencing problem becomes a multidimensional bin pack-
ing problem.
1We assume that a task is allocated contiguous processors. This is commonly done because
adjacent compute nodes have low latency communication.
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7.2 Preliminary Discussion
We have just seen that many applications require solutions to multidimensional
packing problems. Multidimensional packing problems, however, are much harder
than the one-dimensional packing problem.
In the standard bin packing problem, to determine if an item can be added to
a bin, we need only know the sum of the item sizes for the items already in that
bin. In higher dimensions, this information is not sufficient. We need to know the
relative positions of the items in high-dimensional packing and the performance of
an algorithm depends on its representation of a packing [46].
A fundamental source of hardness in higher-dimensional packing problems is
the non-convexity of the feasible space for packing objects into a bin. As a result,
simple integer programming formulations are not possible. Researchers have for-
mulated two-dimensional bin packing problems using binary variables [16, 61], but
these formulations tend to explode in the number of variables even for moderate
size problems.
Clearly, for the purposes of high-level resource management, we would not
like to be concerned with the specific implementation of a packing algorithm, but
would like answers about the existence of a feasible packing. Fekete and Schep-
ers [47] present a set of lower bounds for packing a set of multidimensional objects;
they provide techniques for determining the minimum number of containers (bins),
of given dimensions, needed to fit the given objects. In doing so, they improve
the bounds for the same problem that were obtained by Martello and Vigo [97].
The procedure for obtaining the bounds, while much simpler than determining an
exact packing, is iterative and rather cumbersome to encode into an optimization
framework.
As is typical for real-time scheduling problems, we pose the following ques-
tion: “For a given set of objects, if the total volume required by the objects does
not exceed some finite quantity V, is it possible to pack all the objects into one (or
more) containers?”
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7.2.1 Formal Problem Definition
Orthogonal packing We are interested only in orthogonal packing because di-
mensions of objects represent resource demands. Further, objects cannot be rotated.
If as in the case of grid computing, a task needs m processors and t units of time,
these dimensions cannot be exchanged because no correlation need exist between
the two requirements.
The arrangements needed satisfy the following packing constraints:
1. Orthogonality: Each face of an object is parallel to a face of the container.
2. Closed packing: No object extends beyond the boundaries of a container.
3. Disjointedness: No portion of any two objects overlap.
4. Fixed orientation: The objects are not rotated.
Problem input The input for a d-dimensional orthogonal packing problem is a
finite set of objects O = {o1, . . . , on}. Each object, oi, is specified by a vector si ∈
R+d which represents the size of the object along each of the d dimensions. The
volume of an object is defined as
voli :=
d
∏
j=1
si(j)
where si(j) is the component of vector si along dimension j. Very naturally, we
define
volO :=
n
∑
i=1
voli.
The size of the container C is specified by a vector sC ∈ R+d. Object oi fits
into container C if si ≤ sC. The volume of the container is denoted volC.
Expected output We would like to determine if, given a set of objects O and a
container C, all objects in O can be arranged within the container C, using some
algorithm A, without violating any of the packing constraints. From our point of
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view, a “yes or no” answer would be ideal and it should be possible to obtain this
answer as efficiently as possible.
From the perspective of encoding a QoS optimization problem, we would like
to frame the packing condition as a constraint of the form
volO ≤ V
where V is some critical volume and the set of objects can be packed if this con-
straint is satisfied.
To begin our exploration of this problem, we start with a restricted setting:
In two dimensions, given a large square of area A1 and a set of squares, is there a
critical area A2 ≤ A1 such that any set of squares with total area less than A2 can
be placed within the square of area A1?
7.3 A Packing of Squares
The answer to the question posed in the previous section is “Yes, there is a critical
area A2 such that any set of squares with sum of areas A2 ≤ 12A1 can be packed
inside a square of area A1.”
Theorem 7.1 (Soifer [126]). Any set of squares with a total area of 1 has an orthog-
onal packing within a square of area 2.
Proof. Given a set O = {o1, . . . , on} of squares with sides si and a square C with
side sC, consider the following algorithm.
Sort the squares in the set O such that s1 ≥ s2 ≥ · · · ≥ sn. Place the first
square o1 in the lower left corner of the square C. This divides the remaining
space in square C into two rectangles R1 and R2 of dimensions (sC − s1)× sC and
s1 × (sC − s1) respectively.
Now we fit square o2 into the rectangle whose shorter side is at least s2 and
is the smallest rectangle that satisfies this condition. This creates three rectangles
in the remainder of C. By repeated application of this step, the square C will be
divided into i+ 1 rectangles after oi is placed within C.
It is easy to see that, by this algorithm, the rectangle Ri+1 is created with a
shorter side of length si. Further subdivisions of Ri+1 which cause the shorter side
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length of Ri+1 to become r result in a new rectangle with shorter side length r. As
a result, si will be the length of smaller side of Ri+1 until some iteration when it
becomes the length of the larger size. This may occur when the rectangle is created
or it may never occur. After this iteration, Ri+1 may get subdivided resulting in both
sides of length < si. This observation allows us to state the following fact.
Fact Based on the square packing algorithm described, one of the following two
conditions always holds:
1. Ri+1 has shorter side of length si.
2. Ri+1 has both sides of length no greater than si.
Suppose that on cannot be placed inside C. This situation can occur only if the
shorter side of each rectangle Ri, i = 1, . . . , n is less than sn.
Let us begin by examining the rectangles R2, . . . ,Rn. Since the shorter side
is smaller than sn, the second condition of the fact we have noted must apply.
Therefore, the longer side of Ri must also be less than sn and Area(Ri) < a2i .
Now consider the last oj that divided R1. Let us suppose that the size of R1
before it was subdivided by oj was q × r, q ≤ r. The resulting R1 would be of
size q× (r− sj). Since q ≥ sj ≥ sn, the shorter side of R1 must be of length r− sj.
Because we could not place on inside R1, we must have r− sj < sn =⇒ r < sj+ sn.
Therefore, before oj subdivided R1 it had area no greater than (sj+ sn)2 ≤ 2s2j + 2s2n.
After the subdivision, we must have had Area(Rj+1) + Area(R1) < s2j + 2s
2
n. This
inequality will obviously hold despite further subdivisions of Rj or R1.
Now, since we were not able to place on in C, we must have:
Area(C) =
n−1
∑
i=1
Area(oi) +
n
∑
i=1
Area(Ri)
<
n−1
∑
i=1
s2i + Area(R1) + Area(Rj+1) + ∑
i 6=(j+1)
Ri
≤
n−1
∑
i=1
s2i + s
2
j + 2s
2
n +∑
i 6=j
s2i
= 2
n−1
∑
i=1
s2i .
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From this series of inequalities, we obtain the desired result.
For a special case of two-dimensional bin packing, we have a sufficient condi-
tion for packing squares within a square. For a more general setting, with higher
dimensions and without the restriction that all sides of the object be the same, we
are unable to obtain similar results. Moreover, although the above result is tight2, it
is not sharp because there are many sets of squares with total area greater than 1/2
that can be packed in a square of area 1. Therefore, we desire a test condition which
may be error prone but is almost always correct. To understand if such a condition
can be obtained, we utilize a graph-theoretic representation of multidimensional
packing.
7.4 Graph-theoretic Representation of a Packing
We have seen earlier that a graph-theoretic representation of a problem enables us
to apply theorems concerning graphs and to exploit the well-developed theory of
phase transitions in random graphs. To this end, we concentrate on a graph-based
representation of a multidimensional packing. We do not worry about the algo-
rithm used to obtain the arrangement but simply on the nature of an arrangement.
This is the same principle we used with respect to partitioned multiprocessor real-
time scheduling: we did not choose a specific partitioning scheme but identified
situations when a feasible partitioning exists almost surely.
Fekete and Schepers [46] described an extremely clever representation of mul-
tidimensional packings using box visibility graphs. Let V = {v1, . . . , vn} represent a
vertex set with a vertex for each object in the packing. For a d-dimensional packing,
Fekete and Schepers considered the projections of the graphs onto the d coordinate
axes {X1, . . . ,Xd}. Let Ipk (oj) ⊆ [0, sC(k)] denote the projection of object oj on axis
Xk. Each projection induces a graph Gi = (V, Ek), i = 1, . . . , d with the following
condition for the existence of an edge in Ek:
{vi, vj} ∈ Ek =⇒ Ipk (oi) ∩ I
p
k (oj) 6= ∅.
2Two squares each of area slightly greater than 1/2 cannot be packed into a square of area 2.
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Figure 7.4: Graph Representation of Two-dimensional Packing
What the condition just mentioned states is that two objects are adjacent in Gk if
and only if their projections onto the Xk axis overlap (Figure 7.1 is an example of
this representation of a two-dimensional packing). It is evident that the graphs Gk
are interval graphs.
Fekete and Schepers called a set of objects O′ ⊆ O Xk-feasible with respect to
the container C if
∑
oi∈O′
si(k) ≤ sC(k),
which is another way of saying that the objects can be lined up along the Xk axis
without exceeding the length of the container along that axis. Based on the pack-
ing constraints, Fekete and Schepers observed that the following conditions were
necessary for a packing:
C1 Each Gk is an interval graph.
C2 Each independent set of Gk is Xk-feasible.
C3
⋂d
k=1 Ek = ∅.
The central result due to Fekete and Schepers was the theorem that the con-
ditions mentioned above are not merely necessary, they are also sufficient. For
completeness, we state (without proof) this theorem.
Theorem 7.2 (Fekete and Schepers [46]). A set of d-dimensional objects O can be
packed into a d-dimensional container C if and only if there is a collection of graphs
G1, . . . ,Gd with the properties C1, C2 and C3.
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The graph-theoretic representation was used to develop a very efficient al-
gorithm for multidimensional packing [45] because several classic results about
interval graphs can be used to prune useless branches in a search tree.
We desire a guarantee test for a packing, i.e., a test that will establish the exis-
tence of the graph properties we have discussed in this section. Obtaining a simple
and exact test is hard, so we would like to show that there is a phase transition as
the volume utilization of the task set is increased. To establish this phenomenon,
we need to create a slightly different graph-based representation.
7.5 Sharp Thresholds for Multidimensional Packing
There are several ways one may go about establishing the existence of phase tran-
sition in the multidimensional packing problem. A straightforward method to es-
tablish the existence of a coarse threshold is simply to note that the existence of
a feasible packing is a monotone decreasing property (decreasing with increase in
volume utilization) and utilize Theorem 4.5 after an enumeration similar to that
for multiprocessor scheduling (Section 6.3). We do not provide an exhaustive treat-
ment of such a proof here. What we would prefer to show, however, is the existence
of a sharp threshold.
We introduce a multihypergraph H with the usual vertex set V to represent
possible packings in multiple dimensions. We construct the multihypergraph with
these rules:
• Edges are colored in H.
• There may be an edge for each dimension and an edge for dimension k exists
if the associated set of vertices is Xk-feasible; when such an edge exists it is
colored with colork.
• In this multihypergraph, we will assume that isolated vertices are equivalent
to edges because an individual object is, by default, assumed to be feasible
along all dimensions.
• Further, if edge e ⊆ V is Xk-feasible, so is every edge e′ ⊆ e. Bearing this in
mind, we extend the definition of an edge cover: if an edge e is included in an
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edge cover of H, so are all edges that are subsets of e. If E is a set of edges,
we will use the notation E(j) to refer to the subset of edges of degree j.
A mapping is feasible if all objects are within the boundaries of the container
and no objects overlap. These feasibility conditions are satisfied if there is a multi-
hypergraph H′ ⊆ H such that:
C1’ For each color, colork, there is an edge cover Fk with edges
of that color alone such that Fk
(2)
is an interval graph.
C2’
⋂d
k=1 Fk
(2) = ∅.
These conditions are reformulations of conditions C1, C2 and C3 listed earlier. By
constructing an appropriate multihypergraph, we have been able to combine con-
ditions C1 and C2 into one condition C1’. Condition C1’ ensures that all objects
stay within the dimensions of the container. Observe that the graph G = (V, F(2)k )
represents Gk from the previous graph formulation and this observation helps us
realize that condition C2’ is the same as condition C3.3
Consider a random instance of multihypergraph H with a colork edge of de-
gree j appearing with probability pj,k. A colork edge of degree j, by definition,
implies that the corresponding set of j objects is Xk-feasible. An increase in pj,k
automatically implies that pj−1,k increases. More obviously, increasing the edge
probability adds edges to H. The existence of a subgraph of H that satisfies condi-
tions C1’ and C2’ is a monotone graph property – the addition of edges preserves
the property – and the results due to Friedgut and Kalai [51] and Friedgut [49]
suggest that the required property has a sharp threshold.
Representing a packing using a multihypergraph, as opposed to a set of graphs
{Gk}, allows us to deal with Xk-feasibility, which was not a graph property origi-
nally, in conjunction with the other graph properties required by packing conditions
C1 and C3.
It is not hard to prove that the multidimensional packing problem has a sharp
threshold. The detailed proof can be deduced in a manner similar to the multi-
processor scheduling problem (Lemma 6.1 and Theorem 6.2); we omit providing
the proof here because it is straightforward.
3When Gk is an interval graph, its complement is called a comparability graph.
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Theorem 7.3 (Sharp threshold for multidimensional packing). The multidimen-
sional packing problem, of packing a set of d-dimensional objects inside a finite number
of d-dimensional containers, exhibits a sharp threshold for feasibility as the total vol-
umes required by the objects to be packed increases.
7.6 Experimental Results
To understand the phase transition behavior in the multidimensional packing prob-
lem, we generated random instances of the rectangle packing problem and deter-
mined if the random instance had a feasible packing. For determining feasibility,
we implemented the exact algorithm developed by Fekete and Schepers [45].
For the first set of experiments, we fixed the sum of the area utilization and
generated rectangles with each side randomly chosen from the uniform distribution
on (0, 1]. For a fixed area utilization, 2000 sets of rectangles were generated and
the fraction of rectangle sets that could be packed was noted. In this experiment,
the phase transition had a coarse threshold (Figure 7.5: Feasible instances 1× 1).
This can be attributed to the fact that phase transition behavior is precise only for
large problems and in the packing problem that implies many rectangles in the task
set. However, when the dimensions of a rectangle are chosen randomly from the
uniform distribution on (0, 1] × (0, 1], the sum of the area grows quickly and not
many rectangles are required to achieve an intended area utilization.
To improve the scaling behavior, we conducted a second set of experiments
with the dimensions of the rectangles being chosen from the uniform distribution
on (0, 0.5] × (0, 0.5]. In this experiment, we observed a sharp threshold behavior
(Figure 7.5: Feasible instances 0.5× 0.5) with infeasible problems appearing at area
utilizations of about 0.80. This experiment is in line with our conjecture regarding
a sharp threshold for this problem. Instructively, it also suggests that as long as no
object (task) requires an excessive fraction of any one dimension (resource), the
phase transition boundary can be used as an efficient test for feasibility.
Another useful property associated with phase transitions – one that we have
not discussed so far – relates to the running time of algorithms close to and away
from the threshold. It has been observed that for most NP-hard problems, the exe-
cution times for algorithms are greatest close to and sometimes beyond the phase
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Figure 7.5: Phase Transition in the Multidimensional Packing Problem
transition region. For problems that are relatively “easy” to solve in the sense that
they lie on the correct side of the phase transition boundary, even exhaustive search
algorithms run very quickly. This is the case with the multidimensional packing
problem too (Figure 7.6). For area utilizations less than the threshold, packings are
found in less than 1s and execution times increase steeply close to and after crossing
the phase transition boundary. Such results are useful for online situations; staying
below the transition threshold guarantees a solution almost surely and provides a
fast solution!
May 3, 2006 Sathish Gopalakrishnan 57
Computation time
0
2
4
6
8
10
12
14
16
18
20
0.
1
0.
15 0.
2
0.
25 0.
3
0.
35 0.
4
0.
45 0.
5
0.
55 0.
6
0.
65 0.
7
0.
75 0.
8
0.
85 0.
9
0.
95 1
Utilization
T i
m
e  
( s
e c
o n
d s
)
Computation time
Figure 7.6: Running Times for Multidimensional Packing
108
7.7 Conclusions
The problem of multidimensional packing occurs as a subproblem to many resource
management problems such as reconfigurable computing, AMRFS management and
grid computing. In this chapter, we provide an overview of the packing problem
and conjecture that this problem experiences a sharp phase transition as the vol-
ume utilization of a multidimensional resource increases. Graph representations
of packings are used to demonstrate the connection between packings and random
graphs. Empirically we demonstrate the existing of the expected threshold behav-
ior. Additionally, we show that tight thresholds exist for two-dimensional packing
problems, and this suggests that an iterative approach that starts with the phase
transition boundary and lowers the utilization level when no feasible packing can
be found is likely to be efficient for real-time systems. A proof of the hardness
of multidimensional packing via a reduction from 3SAT was obtained by Fekete and
Schepers [46] and we reproduce it in an appendix (Appendix A) to demonstrate the
interesting connection between this problem and the much-studied 3SAT problem.
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Chapter 8
Final Remarks
Still around the corner there may wait,
A new road or a secret gate
J R R Tolkien
Real-time embedded systems are growing in scale and applicability. These
systems are finding their place in smart homes and automobiles, extending func-
tionality in industrial workshops, and providing interactive applications in public
spaces, among other deployments. These systems are employing new devices that
offer additional functionality for controlling power consumption etc. and recon-
figurability for tuning application fidelity. An important consideration, from the
perspective of both the user and the designer, is the ability of such systems to pro-
vide non-functional guarantees, especially timing related guarantees. At the same
time, there is a desire to adapt to changing workloads by varying the quality of ser-
vice provided to the end user. The problem of QoS optimization subject to desired
temporal behavior involves the subproblem of determining whether a set of recur-
ring activities can be performed in a timely fashion or whether a set of resources
will be available simultaneously. It is this class of subproblems that we have tackled
in the dissertation.
Traditionally, real-time systems have made use of utilization bounds as schedu-
lability tests. The bounds used were typically tight bounds [88] and they were
determined for certain system models that were relatively easy to analyze. It has
been difficult to obtain such bounds for newer system models because of the dom-
inating combinatorial constraints. Even when tight bounds are deducible, they are
often overly conservative and performing poorly for the average case. Utilization,
in terms of time or other resources, is still a good measure of the hardness of a
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resource allocation problem. With this intuition, we chose to obtain (empirically)
utilization-based tests that are aggressive and, occasionally, incorrect tests.
The motivation for this approach is the occurrence of phase transitions in con-
straint satisfaction problems. Most constraint satisfaction problems and resource al-
location problems are intractable in the worst case [106] and yet instances of these
problems can be solved easily. A surprising behavior of these intractable problems
with size scaling is that they transition rapidly from almost surely solvable instances
to almost surely unsolvable instances as the hardness is increased [29]. One can
therefore engineer a system to work at the boundary of feasibility and obtain bet-
ter results. A consequence of this approach is the need for a verification step that
will ensure that a given problem instance is indeed solvable.1 This verification can,
however, be done quickly and if the step indicates a failure the feedback can be
used to adjust the bound and improve the success probability.
In this chapter, we will briefly reiterate the main contributions and provide
directions for future work.
8.1 Contributions
The contributions of this thesis have mainly been the identification of phase tran-
sition in resource management problems and their application to system optimiza-
tion. Graph-theoretic models have been developed to characterize resource man-
agement problems and to prove, theoretically, the existence of (sharp) phase tran-
sitions.
We make clear use of the fact that, in a real-time system, utilization is the indi-
cator of problem hardness. As a result, not only can we identify the region of hard-
ness, but we can also use this information to guide system behavior. Whereas phase
transitions have been found in many other problems, the focus of such research
has been restricted to the identification of the threshold and using the threshold
to generate hard instances of the problems and use the hard instances to compare
algorithms. In problems like the Traveling Salesman Problem, it is not certain how
the hardness information can be used to control optimization. Moreover, for many
1With traditional utilization tests, as long as the utilization of a set of tasks never exceeds the
bound, all instances are schedulable.
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problems, characterizing the hard problems is a challenge in itself.
Apart from the work on phase transition, we have proposed a scheduling ap-
proach for radar dwell scheduling with several constraints and have made use of
some properties of this problem, including a phase transition, to build a complete
utility optimization framework. This framework, although it has been applied to
only one problem, is generic and can be used in many other situations. An element
that makes such a framework efficient is the identification of a tight bound and the
phase transition boundary. The sharp bound will guarantee that an iterative re-
duction of utilization levels will eventually lead to a solution; the phase transition
boundary improves the probability of success at a higher utilization level.
We also remark here that in many situations it is sufficient to have a proof for
a sharp phase transition. The transition region can be determined empirically once
(as we have done) and the same information can be used repeatedly. Alternately,
the transition boundary can be obtained through feedback. This work provides a
strong motivating case for the use of feedback control in real-time systems, and
further supports the work done by Lu et al. [93].
8.2 Extensions
Phase transition thresholds exist for virtually all resource management problems
because of their monotonicity. It is, unfortunately, not clear whether all these prob-
lems have sharp transitions. Sharp thresholds are required because they point to a
narrow region during which the feasibility changes. If this region is large, picking a
conservative bound may lead to missing too many feasible instances or, on the other
extreme, picking an aggressive bound may lead to too many infeasible instances.
This work could be furthered by exploring other relevant resource manage-
ment problems. For instance, task scheduling on a resource pipeline. This problem
has a tight threshold utilization but it is not certain if it has a sharp phase transition.
(See Appendix B for more details.)
In this work, we have not had success in locating the phase transition region
without resorting to experiments. Techniques for locating phase transitions, maybe
via statistical physics, can improve our understanding of the issues governing feasi-
bility.
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Phase transitions, as we have noted many times, do not guarantee schedulabil-
ity but as long as utilizations are less than 100% all tasks have bounded completion
times. It would complement phase transition research to understand the extent to
which deadlines get missed at a particular utilization level. By this we mean, at
a given utilization level, if not all task sets will meet their deadlines, what is the
maximum absolute time or fraction of a deadline will a job miss its deadline by?
This would help us make resource allocation decisions for soft real-time systems.
Lastly, we would like to draw attention to the fact that phase transitions have
been identified and used from an engineering standpoint in certain problems re-
lated to ad-hoc and sensor networks. Booth, Bruck, Franceschetti and Meester [22]
have studied continuum percolation in wireless networks and obtained results for
threshold behavior. Sinopoli et al. [125] have determined critical values of loss
probability for Kalman filtering over lossy networks. Our work complements such
work and establishes more applications for phase transitions in systems engineer-
ing.
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Appendix A
Complexity of Multidimensional
Packing
Throughout our discussion, we have not attempted to prove the intractability of
the problems we are interested in solving. Demonstrating that the problems under
discussion are NP-Hard or NP-complete is easy because a simple reduction from in-
stances of the bin packing problem (which is NP-Hard) can be constructed trivially.
For the multidimensional bin packing problem, a more interesting reduction
from 3SAT exists and we will highlight it here to show the connection between the
3SAT problem, which has a legacy of research explaining its phase transition, and
our resource management problem. The mapping to 3SAT and the proof of hardness
are due to Fekete and Schepers [46].
In the earlier chapter on packing (Chapter 7), we saw three conditions C1,
C2 and C3 that are necessary and sufficient for a multidimensional packing. C2 is
not a graph property and therefore we may assume that C2 is the main source of
difficulty. We shall, however, see that this is not the only cause for the hardness of
this problem by assuming that C2 is always satisfied.
Given a set of graphs G1 = (V, E+,1), . . . , (V, E+,d) with ∩dk=1E+,k = ∅, is
there a superset Ek for each E+,k such that ∩dk=1Ek = ∅ and the graphs G1 =
(V, E1), . . . ,Gd = (V, Ed) are interval graphs? This the disjoint interval graph com-
pletion problem, and is a subproblem for the multidimensional packing problem.
We proceed to show that the disjoint interval graph completion problem is NP-
Complete.
Theorem A.1 (Fekete and Schepers [46]). The disjoint interval graph completion
problem (DIGCP) is NP-Complete.
Proof. The theorem will be proved using a reduction of 3SAT.
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Constructing an instance of DIGCP from an instance of 3SAT: Consider a Boolean
expression Φ in conjunctive normal form with variables u1, . . . , un and clauses
c1, . . . , cm. We can then construct a DIGCP instance in polynomial time as follows:
1. For each clause cj define six interior vertices xj,k, x′j,k, k ∈ {1, 2, 3} and six
exterior vertices yj,k, y′j,k, k ∈ {1, 2, 3}. Connect these vertices as shown in
Figure A.1. The dark edges form the set C(1)j and the light edges form the set
set C(2)j .
C(1)j = {{xj,1, xj,2}, {xj,1, xj,3}, {xj,2, xj,3}} ∪
3⋃
k=1
{xj,kyj,k, xj,ky′j,k, x′j,kyj,k, x′j,ky′j,k}.
C(2)j = {x′j,1x′j,2, x′j,1x′j,3, x′j,2x′j,3} ∪
3⋃
k=1
3⋃
l=1,l 6=k
{xj,kx′j,l}.
2. For each variable ui define four vertices zi, z′i, zi, z
′
i. If ui is the kth literal in
clause cj, then zi, z′i are connected with the exterior vertices yj,k and y
′
j,k of cj.
If ui is the kth literal of clause cj, zi, z′i are connected with the exterior vertices
yj,k and y′j,k.
U(2)i := {ziyj,k, z′iyj,k, ziy′j,k, z′i, y′j,k|ui is the kth literal of cj}
U(2)i := {ziyj,k, z′iyj,k, ziy′j,k, z′i, y′j,k|ui is the kth literal of cj}
These edges are shown in Figure A.2.
The DIGCP instance is given by
V :=
m⋃
j=1
3⋃
k=1
{xj,k, x′j,k, yj,k, y′j,k} ∪
n⋃
i=1
{zi, z′i, zi, z′i},
E+,1 :=
m⋃
j=1
C(1)j ∪
n⋃
i=1
U(1)i ,
E+,2 :=
m⋃
j=1
C(2)j ∪
n⋃
i=1
U(2)i ∪
n⋃
i=1
U(2)i .
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x’j,2
xj,2
x’j,1xj,1
y’j,3 yj,2
y’j,1yj,1
Figure A.1: Representation of 3SAT clauses in a DIGCP
Constructing a solution for 3SAT from a solution of DIGCP: Let (E1, E2) be a
solution for the instance of the DIGCP that is constructed from the instance of 3SAT.
For i ∈ {1, . . . , n}, let
ui :=
{
TRUE, ziz′i /∈ E1
FALSE, ziz′i ∈ E1
To show that this assignment of variables satisfied Φ, we will make use of a
result due to Lekkerkerker and Boland [86]: A graph is an interval graph if and only
if it is a triangulated graph1 that does not contain any asteroidal triple2.
If ui = TRUE, ziz′i /∈ E1 and so ziz′i ∈ E1 must be true. If this were not the
case, the edge set {zi, z′i, zi, z′i} will induce a cycle of length 4 (C4) in (V, E1).
Let cj be a clause in Φ. In Figure A.1, consider the subgraph induced in E+,2
by the interior vertices of cj that has the edge set C
(2)
j . We then note that:
1A graph is called triangulated if it does not contain a chordless cycle of length ≥ 4.
2In a graph G = (V, E), {v1, v2, v3} ⊆ V is called an asteroidal triple if any two of the vertices
can be connected by a path that contains no vertex adjacent to the third vertex.
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Figure A.2: Representation of 3SAT variables in a DIGCP
1. No vertex on the path (xj,1, x′j,3, xj,2) is adjacent to xj,3 by an edge in C
(2)
j .
2. No vertex on the path (xj,1, x′j,2, xj,3) is adjacent to xj,2 by an edge in C
(2)
j .
3. No vertex on the path (xj,2, x′j,1, xj,1) is adjacent to xj,1 by an edge in C
(2)
j .
Thus, the vertices xj,1, xj,2, xj,3 form an asteroidal triple unless one or many edges
prevent this by introducing adjacencies. Specifically, E2 must contain at least one of
the edges xj,1x′j,1, xj,2x
′
j,2, xj,3x
′
j,3 in addition to C
(2)
j because all other edges that can
destroy the asteriodal triple are in E+,1.
Without any loss in generality, let xj,1x′j,1 ∈ E2 and hence xj,1x′j,1 /∈ E1. To
prevent the vertices {xj,1, yj,1, x′j,1, y′j,1} from inducing a C4 in (V, E1), yj,1y′j,1 ∈ E1
must hold. Using the same argument on E2, yj,1y′j,1 /∈ E2 implies that the edge ziz′i
or (ziz′i respectively) belonging to the first literal ui (or ui respectively) must be in
E2 and hence not in E1. Corresponding to our chosen truth assignment, we get
ui = TRUE (or ui = FALSE respectively). Therefore, clause cj is satisfied for any j
and hence Φ is satisfied.
We have shown that an instance of 3SAT can be transformed in polynomial
time into an instance of DIGCP and that a solution to the instance of DIGCP can
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be used to obtain a solution to 3SAT. This reduction shows us that DIGCP is NP-
Complete.
This proof identifies the connections between multidimensional packing and
3SAT. This may hold a clue to a rigorous proof of phase transition and to the location
of the threshold, and merits further study.
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Appendix B
Scheduling Resource Pipelines
B.1 Introduction
An issue of importance in large real-time systems is the scheduling of tasks on a
resource pipeline. A task may consist of a sequence of subtasks each of which may
be implemented on a separate processing element. Thus, a real-time task has to
pass through multiple stages and meet its end-to-end deadline. This problem is
akin to the flowshop scheduling problem in manufacturing.
Figure B.1: Radar System Block Diagram
An immediate realization of such a scenario is the processing of radar tracks
(obtained from the antenna) and the generation of a subsequent antenna command.
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Tracking signals obtained from the antenna need to pass through multiple stages
of signal processing, filtering and classification before target location and velocity
information can be obtained (Figure B.1).
The allocation of resources at each stage of the processing chain affects the
quality of tracking. An ingredient for allocating resources on a pipeline is a schedu-
lability test for end-to-end tasks executing on the pipeline. Since tasks may execute
concurrently when they are resident on different processing elements, schedulabil-
ity analysis is a non-trivial problem; all existing work for such problems requires
a response-time test which may be time consuming for an online optimization
process. We would like an efficient test for deciding schedulability on a resource
pipeline.
B.2 Related Work
Much of the work on scheduling end-to-end real-time tasks has involved distributing
the end-to-end deadline across the multiple stages. Once deadlines are distributed,
standard response time analysis techniques can be applied to verify that deadlines
will be met at each stage and therefore across the entire resource pipeline. It is
however easy to observe that when jobs move from stage to stage jitters are intro-
duced and strict periodicity is lost. Since response time analysis is often limited to
strictly periodic models, synchronization mechanisms are introduced at each stage
to provide a strictly periodic workload to the next stage. Bettati [19], Sun [128] and
Liu [89] have outlined several deadline distribution schemes and synchronization
schemes along with analysis for fixed priority scheduling of distributed real-time
systems. The difficulty with these techniques is the overhead of synchronization.
Synchronization requires extra buffering and buffer processing rules which are hard
to implement if all synchronization is performed at the downstream stage, i.e., a
job is sent to the next stage as soon as it is complete but it is considered ready for
scheduling only at the appropriate time.
For systems without any synchronization between stages, Lehoczky has ap-
plied Real-Time Queueing Theory [81, 82] to estimate deadline miss probability
when workloads are stochastic and all jobs are scheduled using EDF prioritization.
RTQT is a powerful tool for most soft real-time systems but hard real-time systems
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require deterministic guarantees. Further, for ease of system test and development,
fixed priority policies are preferred over dynamic priority policies such as EDF.
Recently, Abdelzaher et al. [3] extended the theory of aperiodic utilization
bounds [1] to resource pipelines. Using their stage delay theorem, Abdelzaher et al.
provide a bound on the time spent by a job at a stage in the pipeline; this delay
is computed on the basis of the synthetic utilization at the stage. The synthetic
utilization is a per-job contribution and is the computed as
Us =∑
i
ci
di
,
where the summation is over the set of all jobs that have arrived at the stage but
whose deadlines have not been reached yet. 1 ci and di are the execution time
requirement and the deadline of the job. The strength of their approach is that
they consider fixed priority scheduling (deadline monotonic scheduling is shown to
be optimal within their task model) and compute delays for arbitrary task arrival
patterns provided the synthetic utilization at each stage never exceeds some known
threshold. It is of consequence that when no information is available about task
arrivals, the synthetic utilization bound provides an elegant scheme for resource
management. When task arrival patterns are known (periodic in many hard real-
time systems), the synthetic utilization bound is very pessimistic. Also, synthetic
utilization bounds provide guarantees on a per-job basis and it is not known what
the increase in pessimism is when guarantees need to be provided to a stream of
jobs.
Finally, we note that almost all the work on real-time scheduling of resource
pipelines deal with acyclic flows. In the case of non-acyclic flows, Lu and Ku-
mar [94] showed (in the context of manufacturing systems, but also applicable to
the problems mentioned in this chapter) that there exist fixed priority assignments
that can lead to instability. They showed that policies that prioritize the latter sub-
task, when more than one subtask of a task execute on the same processing element,
are stable and perform better than other stable policies. They were unable to prove
that EDF is stable except in the case of exactly one task in the system. It is probable
1It is important to note the subtlety that a job might contribute to the synthetic utilization even
after it completes. The contribution to the synthetic utilization holds as long as the deadline of the
job is not reached.
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that EDF is unstable for certain traffic and network configurations.
B.3 Task and Resource Model for Pipeline
Scheduling
In this work, we consider a restricted task model for the pipeline scheduling prob-
lem. The pipeline is composed of m stages and each task, τi, i = 1, . . . , n, needs
to execute for ci,j units of time at stage j. All jobs are fully preemptive and inde-
pendent (except for the precedence relationship among subtasks of the same task).
Each task τi has a period Ti chosen from a set of periods T = {T1, . . . , Tp}. We
will assume that T1 < T2 < · · · < Tp. Associated with each period Tj is an end-
to-end deadline, Dj, for tasks that operate at that period. Again, we will assume
that D1 < D2 < · · · < Dp. (This requirement is not required but we use it because
it is natural and is simple.) An obvious condition is that the total execution time
requested by a task is less than its end-to-end deadline.
Notice that since we have restricted the number of period options, we can
reduce the number of tasks to p. All tasks executing at period Tj can be treated as
one super task executing at period Tj, with deadline Dj and a combined execution
time requirement. We therefore restrict all further attention to a set of p tasks, each
with different period.
Since the pipeline is a compound resource executing tasks, we would like to
obtain a sufficient upper bound, U∗, on the combined utilization of the pipeline,
U =
p
∑
i=1
m
∑
j=1
ci,j
Ti
,
such that U ≤ U∗ implies all deadlines will be met. The combined utilization
can exceed 1, but it is for a resource pipeline (multiple processing units operating
concurrently) so exceeding 1 is not a condition for deadline misses. We make no
assumptions about synchronization so jitters may be introduced when jobs move
from stage to stage.
An important decision relates to the priority assignment. In our analysis, we
assume that jobs are scheduled deadline monotonically (which is the same as rate
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monotonic scheduling with our assumptions). Each subtask of a task executes with
the same priority; better priority assignments may exist but determining an optimal
priority assignment is NP-hard [103]. No intermediate (per-stage) deadlines are
introduced.
B.4 Obtaining a Sufficient Utilization Bound
To calculate a bound U∗, we first calculate obtain the level-k utilization bound,
U∗k , 1 ≤ k ≤ p. A level-i schedulability bound guarantees only the schedulability of
task τi which uses period Ti. The system-wide bound can then easily be computed
as U∗ = minU∗k .
To find the level-k utilization bound, we need to consider all possible combi-
nations of ci,j for i ≤ k such that the task set is barely schedulable. Among such task
sets, we find a task set with minimum utilization.
The first step to determining the a level-k utilization bound involves determin-
ing the worst-case response for task τi at stage 1. If the response time were tk,1 then
we must have
k−1
∑
i=1
⌈
tk,1
Ti
⌉
ci,1 + ck,1 = tk,1.
Since computation times are unknowns, we need to obtain tk,1 symbolically. We can
approximate
⌈
tk,1
Ti
⌉
as tk,1Ti + 1 to obtain
tk,1 ≤ ∑
k
i=1 ci,1
1−∑k−1j=1
cj,1
Tj
. (B.1)
Let us now consider the worst case response time of task k at some stage
s, s 6= 1 to be tk,s. Realize that at stage s task arrivals need not be strictly periodic
because jobs are not synchronized. If the response time is tk,s, it is dependent on
higher priority jobs that were released over a time frame greater than tk,s. In fact,
for subtask τi, i < k, the maximum workload that might arrive in duration tk,s is
d(tk,s + ∑s−1s′=1 ti,s′)/Tieci,s where ti,s′ is the worst case response time of task τi at
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stage s′. Approximating as we did earlier, we can now obtain
tk,s ≤
∑ki=1 ci,s +∑
k−1
i′=1∑
s−1
s′=1
ti′ ,s′ ci′ ,s
T′i
1−∑k−1j=1 cj,s/Tj
. (B.2)
For τk to be schedulable, we need ∑mj=1 tk,j ≤ Dk. To obtain a tight bound, at
least one job of the lowest priority task must miss its deadline.
m
∑
j=1
tk,j > Dk. (B.3)
On the other hand, all jobs belonging to tasks that do not have the least prior-
ity meet their deadlines, and this requirement can be represented by the appropriate
inequality.
We do not give a detailed proof for these conditions here but it can be seen
that they are necessary for schedulability and for full utilization of the processors.
With the Tis known in advance, it is not hard to see that the worst case re-
sponse time at each stage is a convex function of the execution times. The objective
function to minimize is
U∗k =
p
∑
i=1
m
∑
j=1
ci,j
Ti
. (B.4)
Lastly, we need one more condition per stage for stability.
p
∑
i=1
ci,j
Ti
≤ 1, ∀j. (B.5)
We have a linear objective (B.4) and k(m + 1) convex constraints ((B.3),
(B.5)) for the level-k utilization bound. This nonlinear program can easily be solved
by any nonlinear program solver. To obtain the system-wide utilization bound, we
determine the level-k utilization bound for k = 1, . . . , p and select the lowest bound.
Figure B.2 illustrates the variation of end-to-end response time with respect to exe-
cution time for a task of priority 2 (highest-but-one priority) on a 2-stage pipeline.
The x and y axes represent the execution time at each stage and the z axis repre-
sents the end-to-end response time.
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Figure B.2: End-to-End Response Time Surface
B.5 Contributions
In this chapter, we have presented a technique to compute a utilization bound for
a resource pipeline. To the best of our knowledge, this is the first bound for a re-
source pipeline serving periodic workload. We exploit our knowledge of the traffic
arrival patterns to formulate a sequence of nonlinear programs and determine a suf-
ficient bound for schedulability. We do not impose synchronization between stages
and derive a general result; in situations when synchronization can be performed,
standard utilization or response time tests can be employed to verify schedulability.
Resource pipelines are present in many real-time systems (including radar
systems) and techniques for obtaining a utilization bound form the first step in the
design of large distributed systems.
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Appendix C
Unrelated Work
There is much excellent work that is close to the heart of this author but has (un-
fortunately) been irrelevant to this dissertation. This author learnt that research
is usually about asking the right question but he has been unable to find the Ulti-
mate Question that has the Ultimate Answer of 42 [5]. The search for the Ultimate
Question will keep him going for many more years.
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