Large scale integration of wind generation capacity into power systems introduces operational challenges due to wind power uncertainty and variability. Therefore, accurate wind power forecast is important for reliable and economic operation of the power systems. Complexities and nonlinearities exhibited by wind power time series necessitate use of elaborative and sophisticated approaches for wind power forecasting. In this paper, a local neurofuzzy (LNF) approach, trained by the polynomial model tree (POLYMOT) learning algorithm, is proposed for short-term wind power forecasting. The LNF approach is constructed based on the contribution of local polynomial models which can efficiently model wind power generation. Data from Sotavento wind farm in Spain was used to validate the proposed LNF approach. Comparison between performance of the proposed approach and several recently published approaches illustrates capability of the LNF model for accurate wind power forecasting.
Introduction
Being free and environmentally friendly, the wind energy is utilized growingly as a renewable source of energy. According to the World Energy Outlook 2010 [1] published by International Energy Agency (IEA), worldwide wind generation capacity is projected to increase to over 1000 GW by 2035 which shows a dramatic growth compared to 120 GW in 2008. It is worth noting that world wind generation increased by about 20% from 2008 to 2009 and has more than tripled since 2004 [2] .
Despite the favourable characteristics of wind power, integration of the large scale wind generation capacity into power systems is challenging. This is due to the variability and uncertainty of the wind power, resulting from variable nature of earth atmosphere [3] . Conventional unit commitment procedure is not capable of time-ahead scheduling of the system in the presence of wind uncertainty since windgenerated power is not known in advance [4] . Furthermore, higher level of spinning reserve is required to deal with wind uncertainty and maintain security of the power system [5] .
For the aforementioned reasons, accurate and reliable information about the future values of wind power generation is of utmost importance. During the past decade, many methods have been developed for the wind power and speed forecasting. Generally, these approaches can be classified into two broad categories, namely, physical methods and time series methods [6] . Physical methods use physical and meteorological information, including description of orography, roughness, obstacles, pressure, and temperature to model wind power and forecast its future values. These approaches perform satisfactorily for long-term prediction of wind power [7] .
On the other hand, time series approaches require a smaller volume of data and information, compared to physical methods. Some of key meteorological variables such as wind speed and direction are needed by a time series approach to build the wind forecast model. Sometimes, only the historical data of the generated wind (or Wind) power is used by the time series models to forecast the wind power [8] .
Conventional statistical models such as autoregressive (AR) models, autoregressive integrated moving average (ARIMA) 2 Advances in Mathematical Physics models, and GARCH models have been proposed for wind speed and power forecasting [6, 9] .
Computational-intelligence-(CI-) based approaches have been also used for wind power forecasting. It has been reported that CI-based approaches can outperform physical and conventional time series models in short-term wind power forecasting. For instance, combination of artificial neural networks and ARIMA models has been proposed for wind power forecasting in Mexico [10] . Amjady et al. proposed a hybrid neural network model for shortterm wind power forecasting [8] . They used particle swarm optimization (PSO) algorithm for optimizing the structure of their proposed neural network and applied their approach to wind power forecasting in Alberta, Canada, and Oklahoma, USA. In another study, Amjady et al. [5] developed a ridgelet neural network (RNN) for day-ahead wind forecasting. Although they reported acceptable forecasting results, using fixed weights in the structure of RNN limits the performance of the network. ANFIS model has also been used by Catalão et al. [7] for day-ahead wind power forecasting. But, the procedure of training ANFIS model and fine tuning of its parameters are very complicated and time consuming, especially when the number of input variables is large. Borg and Rothkrantz [11] proposed a radial basis networks method to predict aggregate wind power production from a number of wind farms. Li et al. [12] presented a two-step methodology for wind speed forecasting based on Bayesian combination algorithm and three neural network models, namely, adaptive linear element network (ADALINE), backpropagation (BP) network, and radial basis function (RBF) network. Louka et al. [13] applied a Kalman filter as a postprocessing method in numerical forecast of wind speed in order to eliminate systematic errors in the data. Using a generic algorithm (GA) approach for optimizing a fuzzy inference system (FIS) model is reported to results in some degree of accuracy [14] . For a detailed review of wind power forecasting models, refer to [4, 15, 16] .
In this paper, the elaborated local neurofuzzy (LNF) model is proposed for short-term wind power forecasting. Powered by the learning ability of the neural networks and incorporation of the a priori knowledge and transparency in the fuzzy systems, the LNF models can efficiently describe the complex processes and systems. The proposed LNF model is established based on a divide-and-conquer strategy, trying to solve a complicated problem (e.g., forecasting of nonlinear wind power series) by breaking it down to a number of smaller, and thus simpler, subproblems. Furthermore, as opposed to [5] , employing higher degree polynomials (which are flexible and powerful in modelling nonlinear processes) as local models in the structure of LNF model allows for modelling and description of highly nonlinear and complex behaviour of wind power series.
The mathematical description of the LNF model and the corresponding polynomial model tree (POLYMOT) learning algorithm are presented in Section 2 and Section 3, respectively. In Section 4, the proposed LNF approach is applied to forecasting wind power for Sotavento wind farm, Spain, in four different months of 2010. Finally, a concluding summary is given in Section 5. 
Local Neurofuzzy Models
Neurofuzzy (NF) models are fuzzy models that are not solely designed by expert knowledge but are at least partly learned from data [17] . In fact, an NF model is a fuzzy system drawn in a neural network structure and thus learning methods already developed for neural networks can be applied to the NF model. Therefore, the neurofuzzy systems inherit the learning capability of the neural networks as well as the logicality and transparency in the fuzzy systems [17] . Local neurofuzzy models are an appealing class of neurofuzzy systems and work based on the interpolation of the local models [18] . In the LNF approach, the whole input space is partitioned into a set of subregions, each is determined by its corresponding validity function and local model (LM). Interestingly, the procedure of input space partitioning allows describing a complex nonlinear process by creating a number of simpler local models, whose parameters are easily identifiable.
The general mathematical expression for an LNF withdimensional input, = [ 1 , 2 , . . . , ] , and local models is given bŷ=
where ℎ (⋅) is a nonlinear function describing th local model (LM ), Φ is the corresponding validity function of the LM , and̂is the LNF model's output. In order to have a smooth transition between local models, the validity functions are smooth and take their values between 0 and 1. Furthermore, the validity functions must form a partition of unity to have reasonable interpretation of local models:
The architecture of the LNF model, described by (1), is illustrated in Figure 1 . As depicted in Figure 1 , the total output Advances in Mathematical Physics 3 of the LNF model can be represented based on the output of each local model:̂=
wherêis the output of LM and is equal to ℎ ( ).
It is worth noting that the arbitrary nonlinear functions ℎ (⋅), and as a result arbitrary local models, can be utilized in the LNF model structure. This outstanding feature allows choosing complex local models in order to better model and describe complex and highly nonlinear processes and systems. In this paper, the focus is on polynomial functions and developing local polynomial models with arbitrary degree. The polynomial functions are powerful in describing nonlinear processes since polynomials with arbitrary degrees can be seen as Taylor series expansion of any unknown function. The next subsections describe the procedure of identification local models and validity functions.
Identification of Local Models.
Considering a local polynomial model with degree , the LNF model in (1) can be restated aŝ
where Θ = [ ,0 , ,1 , . . . , , ] is the parameter vector of the local polynomial model . For an order polynomial function and with -dimensional input space, the number of parameters of each local polynomial model will be
For an efficient estimation of local model parameters, weighted least square algorithm is employed. In addition, it was assumed that the validity functions are known and predetermined. The weighted least square estimation was carried out based on the minimization of local error of each local polynomial model for target output samples. Consider
where ( ) = ( ) −̂( ) and = [ (1), . . . , ( )] are target outputs. Considering a second degree polynomial ( = 2), the corresponding regression matrix is given by
Given the regression matrix in (7), the solution of the weighted least square problem in (6) can be expressed as
where is the × diagonal weighting matrix
Hence, the parameters of the local polynomial functions can be efficiently estimated using (8) .
Identification of Validity Functions.
Multivariate Gaussian functions are normally chosen as validity functions in the LNF model. The multivariate p-dimensional Gaussian function for the th local model can be expressed as
where = [ 1 , . . . , ] and = [ 1 , . . . , ] represent centre coordinates and standard deviations of the Gaussian function. The Gaussian functions in (10) need to be normalized to form a partition of unity. Consider
The and are the parameters of the Gaussian validity functions which should be estimated from the observation data. These consequent parameters are estimated using polynomial model tree (POLYMOT) algorithm, described in the next section. In the POLYMPT learning algorithm, the first step is to determine the parameters of the validity functions using a heuristic approach. Having known the validity functions, parameters of the local models are estimated using weighted least square algorithm, presented in Section 2.1. The POLYMOT learning algorithm increases the complexity of the model until desired performance is achieved.
Polynomial Model Tree (POLYMOT) Learning Algorithm
The POLYMOT learning algorithm belongs to the category of incremental tree construction algorithms [18] . The POLYMOT algorithm is, in fact, the modified version of 4 Advances in Mathematical Physics the local linear model tree (LOLIMOT) algorithm, which partitions the input space by axis-orthogonal splits into hyper-rectangles [17] . In the POLYMOT algorithm, in each iteration, a new local model is added to the LNF network or the number of parameters of the worst local model is increased (i.e., the degree of the worst local polynomial model is incremented). Then, the validity functions which correspond to the actual partitioning of the input space are computed and the parameters of the corresponding local polynomial models are optimized by the weighted least square technique. The POLYMOT algorithm can be summarized in the five steps, as stated below.
Step 0 (start from an initial model). Set = 1 and start with a single first-order local model whose validity function (Φ 1 ( )) covers the whole input space.
Step 1 (find the worst performing local model). Calculate the loss function defined in (6) , for all local models and find the worst performing LM.
Step 2 (fit a higher degree polynomial). If increasing the polynomial order of the worst performing LM results in lower global model error, then increase the local model order and proceed to Step 4; otherwise, go to Step 3.
Step 3 (split the input space). If increasing of the order of worst local model does not lower global model error, then (a) division of the worst LM into two equal halves must be tried in all -dimensions. For each of divisions, a multidimensional validity function must be constructed for both newly generated hyperrectangles. Gaussian membership functions are placed at the centres of the hyperrectangles and standard deviations are selected proportional to the extension of hyperrectangles (usually 1/3 of hyperrectangle's extension). Then, the rule consequent parameters of both new LMs must be estimated using weighted least square approach and finally the loss function for the current overall model must be computed.
(b) The best LM related to the lowest loss function value must be selected and the number of local models is incremented: → + 1.
Step 4 (check termination criterion). If the termination criterion, for example, a desired level of model's performance or complexity, is met, then stop; otherwise, go to Step 1. The POLYMOT learning algorithm yields maximum generalization and noteworthy forecasting performance of the identified LNF model. The presented algorithm is illustrated by a flowchart in Figure 2 . For a better understanding of the POLYMOT algorithm, a three-dimensional graphical representation for execution of POLYMOT algorithm in a two-dimensional input space and up to the first four iterations is shown in Figure 3 . In this figure, the input space is split into two halves in the first iteration. Then, in the second iteration, the order of second LM (2-2) is increased by one. Finally, LMM 2-2 is vertically divided into to new local models.
It should be noted that the maximum order of polynomial functions was limited to 3 in order to maintain the number of parameters of the local models to a reasonable level.
Selection of Input Variables
Proper selection of forecast model's inputs substantially affects model's performance and accuracy of forecasting. Due to nonlinear nature of wind power series, a sophisticated method is required which can efficiently capture the nonlinear relevance between different wind power lags as well as the relevance between wind lags of wind power series and those of important exogenous variables, for example, wind speed and direction. In this paper, we propose utilization of mutual information (MI) input selection technique. Mutual information, as a measure of dependencies, is very powerful in assessing the relevance or redundancy of the input variables [19] . The concept of MI, which was originated from Shannon entropy, addresses the dependencies between random variables [20] . The MI between two random variables and , denoted by ( , ), expresses the amount of information shared by the variables. In other words, the MI between and measures the reduction in uncertainty on due to the knowledge provided by and vice versa. We skip the theoretical details of MI and proceed to input selection algorithm based on MI technique. More information about MI theoretical details can be found in a research developed by the authors in [19] .
Selecting a set of input variables with the highest relevance to the output and the least interdependence among each other is the goal of the input selection algorithms. For this purpose, we will try to find and sort input variables which have large MI with the output variable and small MI with all other already selected input variables [19] . This MI-based input selection algorithm is illustrated by Figure 4 . In fact, the illustrated algorithm in Figure 4 sorts the most relevant input features to the output based on the MI criterion, in a descending order.
Wind Power Forecasting
Results and Discussion
Data Description, Input Selection, and Error Measures.
The wind power generation in Sotavento wind farm [21] , located in Spain, in four different months of 2010 was forecasted using the proposed LNF approach. Spain is one the world's leading countries in utilization of wind power. In 2009, Spain contributed to 13.8% of global wind generation. It also produced over 12% of its electricity from wind generation in 2009 [2]. The Sotavento wind farm, which has been selected as our case study, includes 24 wind turbines and its nominal power is 17.56 MW [21] . The data used to construct forecast model and perform predictions include hourly wind power, wind speed, and wind direction. These data were collected from the website of the Sotavento wind farm [21] , containing real-time and historical data. be noted that the forecasts are 24 steps ahead (one day ahead). That is, first the wind power generations in the first 24 hours of a test month are forecasted. Then, the forecasting window moves 24 steps ahead and the wind power generations for the second day (hours 25 to 48) are forecasted. This process continues on until the wind power generation for the whole test month was forecasted. The date information for training and test data for each test month are summarized in Table 1 . The training and test data sets and exogenous variables, introduced in Table 1 , are identical to the data used by Amjady et al. [5] in order to make a fair comparison. For forecasting the wind power generation in each day of each test month, the data from previous 50 days were used to train the LNF model using the POLYMOT algorithm.
Furthermore, for selection of the proper input variables, the wind power data of the last training day (i.e., the day prior to the forecast day) was picked up as the validation data set. For this purpose, first the 50 lagged values of wind power, wind speed, and wind direction were fed into the MI-based input selection algorithm to sort the input variables in terms of their relevance to the output. Then, the most relevant input variable was fed to the LNF network, the model was trained using POLYMOT algorithm, and finally the validation error was calculated. Next, the second most relevant input variable was also added to the LNF model's input vector, the model was trained again, and the new validation error was calculated. This procedure was continued until the validation error attained its local minimum. The aforementioned input selection procedure was repeated for each day in every test month.
In order to assess the performance of the proposed forecast methods, as well as perform reasonable comparisons, the root mean square error (RMSE) and mean absolute percentage error (MAPE) measures were used to evaluate accuracy of predictions.
where and̂are the actual and forecasted wind power at hour , respectively, and is the number of predictions. In (13), the average value of wind power is selected in denominator (instead of actual value used in common definition of MAPE) to avoid the adverse effect of division by zero.
Wind Power Forecasting for Sotavento Wind Farm.
The results of wind power forecasting for Sotavento wind farm are presented here. As the first step in construction of the forecast model, the proper input variables must be determined using the MI-based input selection algorithm outlined in Section 4. For a better illustration, the selected input variable as well as validation errors for the first day of April test month are presented here. Table 2 contains the selected input features for this test day, ranked based on their MI with the output. According to this table, 12 overall inputs have been selected for this test day. The value of validation error versus number of input variables is also shown in Figure 5 . The lowest validation error not only shows the optimal number of input variables but also corresponds to the optimal value for the parameters of the LNF model (i.e., local models and validity function parameters). In fact, structure of the best forecast model is determined using the validation data error. It should be noted here that for performing 24 step-ahead predictions, an iterative approach is adopted. That is, if in a test day the wind power of one hour ago ( −1 ) is selected as model's input, the actual values of this input will be unknown when forecasting the wind power at hour 2 of the test day. In this case, the predicted value of wind power at hour 1 will be used as the input −1 for forecasting wind power at hour 2. This continues for the whole 24 hours of the test day. In order to compare the performances of the POLYMOT and LOLIMOT learning algorithms, the training RMSE versus the number of neurons for both learning algorithms for the first test day of April 2010 are shown in Figure 6 . It is clear that the POLYMOT algorithm finished the training procedure with 5 neurons and training RMES of 0.18. However, the LOLIMOT algorithm constructed an LLNF network with 10 neurons and training RMSE of 0.28. This comparison shows the interesting features of the POLYMOT learning algorithm with respect to the LOLIMOT. It must be noted that the LOLIMOT and POLYMOT algorithms had the same input variables, stated in Table 2 , in this comparison.
The actual and forecasted wind power for test months of April, May, June, and July are depicted in Figures 7, 8, 9 , and 10, respectively. Clearly, the LNF approach has successfully followed the nonlinear variations in hourly wind power generation in all four test months. The peaks and valleys of the wind power generation have been accurately forecasted, indicating that the proposed LNF approach with POLYMOT learning algorithm and MI-based input selection has captured the nonlinear and complex nature of the wind power.
A comparative study with some of recently published methods is also of interest for better assessment of the LNF model accuracy. We considered persistence method, multivariate ARIMA, radial basis function (RBF) neural network, multilayer perceptron (MLP) neural network, and ridgelet neural network ridgelet (RNN), all developed by Amjady et al. in [5] for comparison since Amjady et al. used the same training and test data for their models. Moreover, the leassquares support vector machines (LSSVMs) are also used for comparison, as they are powerful time series prediction methods and have been employed for wind power forecasting [22] . The persistence method is a common benchmark approach used for comparison in wind power forecasting [3, 4] . In the persistence method, the forecast for all future values in the forecast horizon is set to the last measured value [5] . The ARIMA which belongs to the category of classical time series techniques is a linear approach and does not perform well for complex and nonlinear processes. The RBF neural network can be considered as a special case of LNF models [18] . The MLP neural networks are good at capturing global data trends. However, increase of hidden layers in MLP may adversely affect generality of the model. The RNN approach proposed in [5] is a three-layer neural network model with fixed weighting parameters between the hidden layer and output node and ridgelets as activation functions. The LSSVMs, which have been employed for wind power forecasting [22] , are used for comparison as well. We also developed the local linear neurofuzzy (LLNF) model (note that if the order of polynomials in the LNF model is fixed at 1, then the LLNF model is resulted as a special case), trained by LOLIMOT algorithm, in order to evaluate improvement in LNF model's accuracy achieved through POLYMOT learning algorithm.
The comparison for all test months, in terms of RMSE and MAPE, are summarised in Tables 3 and 4 , respectively. Interestingly, the proposed LNF model with POLYMOT learning algorithm has outperformed all other approaches for all test months. As stated earlier, the ARIMA model is linear and therefore it is expected that it cannot successfully model a nonlinear process. Both RBF neural network and LLNF model are special cases of the LNF model. Hence, it is justified to conclude that their performance never surpasses LNF model's performance. As presented in Table 3 , the proposed LNF model has also shown higher accuracy with respect to the RNN approach. Although the ridgelet functions are appropriate basis set for constructing multivariate functions with certain kinds of spatial inhomogeneities and RNN can deal with a wide range of functions especially those with hyperplane singularities [5] , the fixed connecting weights in RNN limit the model's flexibility and downgrade its performance, compared to the proposed LNF model, which has much more flexible polynomial functions as its local models. The obtained results show that the proposed LNF model also surpasses the LSSVM performance.
In order to present a clearer picture of the proposed LNF model's performance, the improvements in RMSE with respect to the compared methods and for all test months is calculated and provided in Table 5 . The RMSE improvement with respect to RNN method for April, May, June, and July 2010 is 29.2%, 27.1%, 31.6%, and 38.8%, respectively. This table also shows significant improvement against the LSSVMs. The improvement percentages demonstrate that the proposed LNF approach has greater capability of modelling nonlinear time series of wind power, since it incorporates more complicated polynomial functions instead of fixed connecting weights. RMSE improvement with respect to the LLNF model shows superiority of the POLYMOT learning algorithm over the LOLIMOT learning algorithm (used by LLNF model) in modelling complex processes.
Conclusion
This paper proposed an efficient approach for short-term wind power forecasting using local neurofuzzy models and POLYMOT learning algorithm. Starting from a single firstorder polynomial model, the POLYMOT algorithm increases complexity of the model by employing high order polynomial or performing input space splitting, until the satisfactory performance is achieved. Use of high-order polynomial functions as local models in LNF model allows modelling highly nonlinear wind power time series in an efficient and accurate manner. Besides, with the help of MI-based feature selection algorithm, the most relevant input variables could be identified for wind power forecasting. The proposed approach was applied to wind power forecasting in Sotavento wind farm, Spain, in four different months of 2010. The obtained forecasting results were satisfactory noticeable. Comparisons to some of recently published approaches demonstrated the superiority of the proposed LNF approach for wind power forecasting.
