Quantum algorithms for scientific computing require modules implementing fundamental functions, such as the square root, the logarithm, and others. We require algorithms that have a well-controlled numerical error, that are uniformly scalable and reversible (unitary), and that can be implemented efficiently. We present quantum algorithms and circuits for computing the square root, the natural logarithm, and arbitrary fractional powers. We provide performance guarantees in terms of their worst-case accuracy and cost. We further illustrate their performance by providing tests comparing them to the respective floating point implementations found in widely used numerical software.
Introduction
The potential advantage of quantum computers over classical computers has generated a significant amount of interest in quantum computation, and has resulted in a large number of quantum algorithms not only for discrete problems, such as integer factorization, but also for computational problems in science and engineering, such as multivariate integration, path integration, the solution of ordinary and partial differential equations, eigenvalue problems, and numerical linear algebra problems. A survey of such algorithms can be found in [15] .
In solving scientific and engineering problems, classical algorithms typically use floating point arithmetic and numerical libraries of special functions. The IEEE Standard for Floating Point Arithmetic (IEEE 754-2008) [1] ensures that such calculations are performed with welldefined precision. A similar standard is needed for quantum computation. Many quantum algorithms use the quantum circuit model of computation, typically employing a fixed-precision representation of numbers. Yet there is no standard specifying how arithmetic operations between numbers (of possibly disproportionate magnitudes) held in registers of finite length are to be performed, and how to deal with error. Since registers have finite length it is not reasonable to expect to propagate all the results of intermediate calculations exactly throughout all the stages of an algorithm and intermediate approximations have to be made. Most importantly, there are no existing libraries of quantum circuits with performance guarantees, implementing functions such as the square root of a number, an arbitrary fractional power of a number, the logarithm of a number or other similar elementary functions. The quantum circuits should be uniformly scalable, and at the same time make efficient use of quantum resources to meet physical constraints of potential quantum computing devices of the foreseeable future.
The need for such quantum circuits to be used as modules in other quantum algorithms is apparent. For example, a recent paper deals with the solution of linear systems on a quantum computer [11] . The authors present an algorithm that requires the (approximate) calculation of the reciprocal of a number followed by the calculation of trigonometric functions needed in a controlled rotation on the way to the final result. However, the paper does not give any details about how these operations are to be implemented. From a complexity theory point of view this may not be a complication, but certainly there is a lot of work that is left to be done before one is able to implement the linear systems algorithm in, say, the quantum circuit model of computation, and eventually use it if a quantum computer becomes available.
It is worthwhile remarking on the direct applicability of classical algorithms to quantum computation. It is known that classical computation is subsumed by quantum computation, i.e., that for any classical algorithm, there exists a quantum algorithm which performs the same computation [14] . This follows from the fact that any classical algorithm (or circuit) can be implemented reversibly, in principle, but with the additional overhead of a possibly large number of ancilla qubits that must be carried forward throughout the computation. For simple circuits consisting of the composition of basic logical operations, this overhead grows with the number of gates. On the other hand, scientific computing algorithms are quite different. They typically involve a large number of floating point arithmetic operations computed approximately according to rules that take into account the relative magnitudes of the operands requiring mantissa shifting, normalization and rounding. Thus they are quite expensive to implement reversibly because this would require many registers of large size to store all the intermediate results. Moreover, a mechanism is necessary for dealing with roundoff error and overflow which are not reversible operations. Hence, direct simulation on a quantum computer of classical algorithms for scientific computing that have been implemented in floating point arithmetic quickly becomes quite complicated and prohibitively expensive.
As we indicated, we consider the quantum circuit model of computation where arithmetic operations are performed with fixed precision. We use a small number of elementary modules, or building blocks, to implement fundamental numerical functions. Within each module the calculations are performed exactly. The results are logically truncated by selecting a desirable number of significant bits which are passed on as inputs to the next stage, which is also implemented using an elementary module. We repeat this procedure until we obtain the final result. This way, it suffices to implement quantum mechanically a relatively small number of elementary modules, which can be done once, and then to combine them as necessary to obtain the quantum circuits implementing the different functions. The elementary modules carry out certain basic tasks such as shifting the bits of a number held in a quantum register, or counting bits, or computing expressions involving addition and/or multiplication of the inputs. The benefit of using only addition and multiplication is that in fixed precision arithmetic the format of the input specifies exactly the format of the output, i.e., location of the decimal point in the result. There exist numerous quantum circuits in the literature for addition and multiplication; see e.g. [2, 3, 7, 8, 9, 10, 18, 21, 23, 26] .
There are three advantages to this approach. The first is that one can derive error estimates by treating the elementary modules as black boxes and considering only the truncation error in the output of each. The second is that it is easy to obtain total resource estimates by adding the resources used by the individual modules. The third advantage is that the modular design allows one to modify or improve the implementation of the individual elementary modules in a transparent way.
We used this approach for Hamiltonian simulation and other numerical tasks in our paper [6] that deals with a quantum algorithm and circuit design for solving the Poisson equation. Individual elementary modules were combined to derive quantum circuits for Newton iteration and to compute approximately the reciprocal of a number, and trigonometric and inverse trigonometric functions. We also provided performance guarantees in terms of cost and accuracy for both the individual elementary modules and the functions resulting by combining the modules. We remark that a recent paper [27] also deals with quantum algorithms for numerical analysis.
In this paper we continue this line of work of [6] by deriving quantum circuits which, given a number w (represented using a finite number of bits), compute the functions w 1/2 i for i = 1, . . . , k, ln(w) (and thereby the logarithm in different bases), and w f with f ∈ [0, 1). For each circuit we provide cost and worst-case error estimates. We also illustrate the accuracy of our algorithms through a number of examples comparing their error with that of widely used numerical software such as Matlab. In summary, our tests show that using a moderate amount of resources, our algorithms compute the values of the functions matching the corresponding values obtained using scientific computing software (using floating point arithmetic) with 12 to 16 decimal digits of accuracy.
We remark that our algorithms have applications beyond quantum computation. For instance, they can be used in signal processing and easily realized on an FPGA (Field Programmable Gate Array), providing superior performance with low cost. Moreover, there is resurgent interest in fixed-precision algorithms for low power/price applications such as mobile or embedded systems, where hardware support for floating-point operations is often lacking [5] .
We now summarize the contents of this paper. In Section 2, we discuss the individual algorithms, providing block diagrams of the corresponding quantum circuits and pseudocode, and state their performance characteristics. In Section 3, we provide some numerical results illustrating the performance of our algorithms and comparing it to that of widely used numerical software. In Section 4, we give some remarks on the implementation of our algorithms. In Section 5, we summarize our results. Finally, a number of theorems about the worst-case error of our algorithms are given in the Appendix.
Algorithms
We derive quantum algorithms and circuits computing approximately w 1/2 i , i = 1, . . . , k, ln(w) and w f , f ∈ [0, 1), for a given input w. We provide pseudocode and show how the algorithms are obtained by combining elementary quantum circuit modules. We provide error and cost estimates.
The input of the algorithms is a fixed precision binary number. It is held in an n qubit quantum register whose state is denoted |w as shown in Fig. 1 . The m left most qubits are used to represent the integer part of the number and the remaining n − m qubits represent its fractional part. Fig. 1 : n qubit fixed precision representation of a number w ≥ 0 on a quantum register
Since less than n bits may suffice for the representation of the input, a number of leftmost qubits in the register may be set to |0 . In general, we should have included a leading qubit to hold the sign of w, but since for the functions under consideration in this paper w is a non-negative number we have omitted the sign qubit for simplicity.
Our algorithms use elementary modules that perform certain basic calculations. Some are used to shift the contents of registers, others are used as counters determining the position of the most significant bit of a number. An important elementary module computes expressions of the form xy + z exactly in fixed precision arithmetic.
Following our convention concerning the fixed precision representation of numbers as we introduced it in Fig. 1 , let x,y, and z be represented using n 1 -bits, of which m 1 bits are used to represent the integer part. (It is not necessary to use the same number of bits to represent all three numbers and this might useful in cases where we know that their magnitudes are significantly different.) The expression xy + z can be computed exactly as long as we allocate 2n 1 + 1 bits to hold the result. In this case, the rightmost 2(n 1 − m 1 ) bits hold the fractional part of the result. Such computations can be implemented reversibly. There are numerous quantum circuit designs in the literature implementing addition and multiplication [26, 3, 9, 8, 21, 25, 10, 23, 17, 2, 22, 18, 19, 12] . Therefore, we can use them to design a quantum circuit implementing xy + z. In fact, we can design a quantum circuit template for implementing such expressions and use it to derive the actual quantum circuit for any n 1 , m 1 and values of the x, y, z represented with fixed-precision. We use Fig. 2 below to represent such a quantum circuit. Elementary module using fixed precision arithmetic to implement exactly res ← xy +z for x, y, and z. Note that register sizes, ancilla registers, and their values are not indicated. Fig. 2 is an abstraction of an elementary module computing res ← xy + z. It is not meant to reveal or imply any of the implementation decisions including ancilla registers, saved values, and other details used for addition and multiplication.
Note that
Any desired number b of significant digits after the decimal point in the result |res can be selected and passed on to the next stage of the computation. This corresponds to a truncation of the result to the desired accuracy.
Recall that our algorithms take as input w represented by a quantum state |w as shown in Fig. 1 . We remark that particularly for the algorithms in this paper the integer parts of the inputs and outputs of the instances of the quantum circuit of Fig. 2 can be represented exactly using an equal number of qubits to that used for |w , i.e. m qubits.
In an earlier paper [6] we have cascaded such elementary modules to derive the quantum algorithm, INV, and the corresponding circuit computing approximately the reciprocal 1/w of a number w > 1. The algorithm INV is based on Newton iteration, where each of its steps is implemented using the elementary module of the form shown in Fig. 2 .
The algorithms of this paper compute approximations of functions which we list below and depend, to a certain extent, on the algorithm INV. For this we will review INV in the next subsection. Moreover our algorithms depend upon each other. The first algorithm we derive is SQRT computing the square root √ w. This forms the basis of the algorithm Powerof2Roots that computes w 1/2 i , i = 1, . . . , k. Powerof2Roots is used in LN, the algorithm computing ln(w). Without loss of generality and for brevity we only deal with the case w > 1 in the functions computing the roots and the logarithm. Indeed, if 0 < w < 1 one can suitably shift it to the left ν times to become 2 ν w > 1. After obtaining the roots or the logarithm of the shifted number 2 ν w the final result for w can be obtained in a straightforward way, either by shifting it to the right in the case of the roots, or by subtracting ν ln(2) in the case of the logarithm.
Finally we derive an algorithm computing w f , f ∈ [0, 1). For this we distinguish two cases w ≥ 1 and 0 < w < 1. We deal with each case separately and derive two algorithms FractionalPower and FractionalPower2, respectively. We remark that when 0 < w < 1 we also shift to the left to obtain a number greater than one, just like before. However, undoing the shift to get the final result is a bit complicated. For this reason we provide all the details in FractionalPower2. (We also note that computing the roots and the powers of w ∈ {0, 1} is trivial and do not spend time on it since it can be accomplished with an elementary quantum circuit that determines if the input is zero or one. It is equally straightforward to compute the logarithm when w = 1.)
In the following subsections we discuss each of our algorithms providing the main idea leading to it, its details along with pseudocode and quantum circuits. We have obtained theorems establishing the performance of our algorithms in terms of their accuracy in relation to the number of required qubits. We have placed these theorems in the Appendix so the reader can focus on the algorithms without having to consider more technical issues at the same time. At the end we provide a number of simulation test results illustrating the excellent performance of our algorithms and comparing them to the corresponding algorithms using floating point arithmetic in Matlab. Table 1 summarizes the algorithms in this paper, their parameters and their error bounds.
Function

Requirements
Algorithm and Parameters Idea Error
Reciprocal
An algorithm computing the reciprocal of a number is shown in Section 4.2 and Theorem B.1 of [6] . The algorithm is based on Newton iteration. Below we provide a slight modification of that algorithm.
Recall that w is represented with n bits of which the first m correspond to its integer part. Algorithm 0 INV below approximates the reciprocal of a number w ≥ 1, applying Newton iteration to the function f (x) = 1 w − x. This yields a sequence of numbers x i according to the iteration
Observe that the expression above can be computed using two applications of a quantum circuit of the type shown in Fig. 2 . The initial approximationx 0 = 2 −p , with 2 p > w ≥ 2 p−1 . The number of iterations s is specified in Algorithm 0 INV. Note that x 0 < 1/w and the iteration converges to 1/w from below, i.e.,x i ≤ 1/w. Within each iterative step the arithmetic operations are performed in fixed precision and x i is computed exactly. We truncate x i to b ≥ n bits after the decimal point to obtainx i and pass it on as input to the next iterative step. Each iterative step is implemented using an elementary module of the form given in Fig. 2 that requires only addition and multiplication. The final approximation error is
For the derivation of this error bound see Corollary 0 in the Appendix. We remark that although the iteration function (1) is well known in the literature [24, Ex. 5-1], an important property of Algorithm 0 INV is the fixed-precision implementation of Newton iteration for a specific initial approximation and a prescribed number of steps, so that the error bound of Corollary 0 is satisfied. Turning to the cost, we iterate O(log 2 b) times and as we mentioned each x i is computed exactly. Therefore, each iterative step requires O(n + b) qubits and a number of quantum operations for implementing addition and multiplication that is a low degree polynomial in n + b. The cost to obtain the initial approximation is relatively minor when compared to the overall cost of the multiplications and additions used in the algorithm.
Square Root
Computing approximately the square root √ w, w ≥ 1, can also be approached as a zero finding problem and one can apply to it Newton iteration. However, the selection of the function whose zero is √ w has to be done carefully so that the resulting iterative steps are easy to implement and analyze in terms of error and cost. Not all choices are equally good. For example, f (x) = x 2 − w, although well known in the literature [24, Ex. 5-1], is not a particularly good choice. The resulting iteration is x i+1 = x i − (x 2 i − w)/(2x i ), i = 0, 1, . . . , which requires a division using an algorithm such as Algorithm 0 INV at each iterative step. The division also requires circuits keeping track of the position of the decimal point in its result, because its location is not fixed but depends on the values w and x i . Since the result of a division may not be represented exactly using an a priori chosen fixed number of bits, approximations are needed within each iterative step. This introduces error and overly
Algorithm 0 INV(w, n, m, b)
Require: w ≥ 1, held in an n qubit register, of which the first m qubits are reserved for its integer part. Require: b ∈ N, b ≥ m. We perform fixed precision arithmetic and results are truncated to b bits of accuracy after the decimal point.
x i ← −wx 2 i−1 + 2x i−1 8:x i ← x i truncated to b bits after the decimal point 9: end for 10: returnx s complicates the analysis of the overall algorithm approximating √ w compared to an algorithm requiring only multiplication and addition in each iterative step. All these complications are avoided in our algorithm. , which is then used by the second stage to computeŷ
Each of the steps of the algorithm we present below can be implemented using only multiplication and addition in fixed precision arithmetic as in Fig. 2 . This is accomplished by first approximating 1/w (applying iteration g 1 of equation (1)) using steps essentially identical to those in Algorithm 0 INV. Then we apply Newton iteration again to a suitably chosen function to approximate its zero and this yields the approximation of √ w. In particular, in
Algorithm 0 INV we set s = s 1 = s 2 and first we approximate 1/w byx s which has a fixed precision representation with b bits after the decimal point (steps 4-10 of Algorithm 0 INV). Then applying the Newton method to f (y) =
we obtain the iteration
where j = 1, 2, . . . , s. Each y i is computed exactly and then truncated to b bits after the decimal point to obtainŷ i , which is passed on as input to the next iterative step. See Algorithm 1 SQRT for the values of the parameters and other details. Steps 4 and 10 of the algorithm compute initial approximations for the two Newton iterations, the first computing the reciprocal and the second shown in (2). They are implemented using the quantum circuits of Fig. 4 and Fig. 5 , respectively. A block diagram of the overall circuit of the algorithm computing √ w is shown in Fig. 3 .
. . . 
The proof can be found in Theorem 1 in the Appendix. Turning to the cost of the quantum circuit in Fig. 3 implementing Algorithm 1 SQRT, we set the number of iterative steps of each of the two iterations to be s = s 1 = s 2 = O(log 2 b). Observe that each of the iterations g 1 and g 2 can be computed using at most three applications of a quantum circuit of the type shown in Fig. 2 . Therefore, each iterative step requires O(n + b) qubits and a number of quantum operations for implementing addition and multiplication that is a low degree polynomial in n + b. Observe that the cost to obtain the initial approximations is again relatively minor compared to the overall cost of the additions and multiplications in the algorithm.
Algorithm 1 SQRT(w, n, m, b)
Require: w ≥ 1, held in an n qubit register, of which the first m qubits are reserved for its integer part. Require: b ≥ max{2m, 4}. Results are truncated to b bits of accuracy after the decimal point.
x i ← −wx Obtaining the roots,
In particular, Algorithm 2 PowerOf2Roots calculates approximations of w 1/2 i , for i = 1, 2, . . . , k. The circuit implementing this algorithm consists of k repetitions of the circuit in Fig. 3 approximating the square root. The results are truncated to b ≥ max{2m, 4} bits after the decimal point before passed on to the next stage. The algorithm produces k numbersẑ i , i = 1, . . . , k. We have
The proof can be found in Theorem 3 in the Appendix. Algorithm 2 PowerOf2Roots uses k calls to Algorithm 1 SQRT. Hence it requires k log b · O(n + b) qubits and k log b · p(n + b) quantum operations, where p is a low-degree polynomial Algorithm 2 PowerOf2Roots(w, k, n, m, b)
Require: w ≥ 1, held in an n qubit register, of which the first m qubits are reserved for its integer part. Require: k ≥ 1 an integer. The algorithm returns approximations of w 
Logarithm
To the best of our knowledge, the method presented in this section is entirely new. Let us first introduce the idea leading to the algorithm approximating ln(w), w > 1; the case w = 1 is trivial. First we shift w to the left, if necessary, to obtain the number 2 −ν w ∈ [1, 2). It suffices to approximate ln(2 −ν w) since ln(w) = ln(2 −ν w) + ν ln 2 and we can precompute ln 2 up to any desirable number of bits.
We use the following observation. When one takes the 2 ℓ -root of a number that belongs to the interval (1, 2) the fractional part δ of the result is roughly speaking proportional to 2 −ℓ , i.e, its is quite small for relatively large ℓ. Therefore, for 1 + δ = [2 −ν w] 1/2 ℓ we use the power series expansion for the logarithm to approximate ln(1 + δ) by δ − δ 2 /2, with any desired accuracy since δ can be made arbitrarily small by appropriately selecting ℓ. Then the approximation of the logarithm follows from
In particular, Algorithm 3 LN approximates ln(w) for w ≥ 1 represented by n bits of which the first m are used for its integer part. (The trivial case w = 1 is dealt with first.) In step 7, p − 1 is the value of ν, i.e., ν = p − 1, where
We compute w p = 2 1−p w ∈ [1, 2) using a right shift of w. We explain how to implement the shift operation below. Then,t p , an approximation of w 1/(2ℓ) p , is calculated using Algorithm 2 PowerOf2Roots, where ℓ is a parameter that determines the error. Note thatt p can be written as 1 + δ, for 0 < δ < 1. We provide precise bounds for δ in Theorem 3 in the Appendix. Next, an approximationŷ p of lnt p = ln(1 + δ) is calculated, using the first two terms of the power series for the logarithm as we explained above. The whole procedure yields an estimate of (ln w p )/2 ℓ . Finally the algorithm in steps 16 -20 uses equation (3), with ν = p − 1, to derive z p + (p − 1)r as an approximation to ln w. All intermediate calculation results are truncated to b bits after the decimal point. The value of b is determined by the value of ℓ in step 1 of the algorithm. Note that the precision of the algorithm grows with ℓ, which is a user selected parameter that must satisfy ℓ ≥ ⌈log 2 8n⌉.
The block diagram of the overall circuit implementing Algorithm 3 LN can be found in Fig. 6 . The first module is a right shift operation that calculates w p . During a presentation of these results, we were asked about the implementation of the shift operation. There are a number of ways to implement it. One is to implement the shift by a multiplication of w by a suitable negative power of two. This is convenient since we have elementary quantum circuits for multiplication. In Fig. 7 we show a circuit computing the necessary power of two, which we denote by x in that figure. In particular, for w ≥ 2 we set x = 2 1−p , where p − 1 = ⌊log 2 w⌋ ≥ 1. For 1 ≤ w < 2 we set x = 1. Thus m bits are needed for the representation of x, with the first bit x (0) denoting its integer part and all the remaining bits x (−1) , . . . , x −(m−1) denoting its fractional part. We implement the shift of w in terms of multiplication between w and x, i.e., w p = w x. Since w and x are held in registers of known size and we use fixed precision representation we know a priori the position of the decimal point in their product w p . Moreover, since w p ∈ [1, 2 − 2 1−n ] (w is an n bit number) we have that n bits (qubits), of which 1 is used for its integer part, suffice to hold w p exactly. Fig. 6 : Overall circuit schematic for approximating ln w. The state |ℓ holds the required input parameter ℓ which determines the accuracy of Algorithm 3 LN. The gate f (t p ) outputŝ
2 . Once z p is obtained the approximation of ln w is computed by the expression z p + (p − 1)r, where r approximates ln 2 with high accuracy and p − 1 is obtained from a quantum circuit as the one shown in Fig. 8 .
The next module is the circuit for the PowerOf2Roots algorithm and calculatest p . The third module calculatesŷ p and is comprised of modules that perform subtraction and multiplication in fixed precision. The fourth module of the circuit performs a series of left shift operations. Observe that ℓ is an accuracy parameter whose value is set once at the very beginning and does not change during the execution of the algorithm. Thus the left shift ℓ times is, in general, much easier to implement than the right shift of w at the beginning of the algorithm and we omit the details.
In its last step Algorithm 3 LN computes the expressionẑ := z p + (p − 1)r which is the estimate of ln w. The value of p − 1 in this expression is obtained using the quantum circuit . . .
• |w
. . . 1−p , where p − 1 = ⌊log 2 w⌋ ≥ 1. For 1 ≤ w < 2 we set x = 1. Thus m bits are needed for the representation of x, with the first bit x (0) denoting its integer part and all the remaining bits x (−1) , . . . , x −(m−1) denoting its fractional part. This circuit is used in steps 6 -10 of Algorithm 3 LN to derive x = 2 1−p so one can implement the shift of w in terms of multiplication between w and x, i.e., w p = w x. Since w p ∈ [1, 2 − 2 1−n ] we have that n qubits of which 1 is used for the integer part suffice to hold w p exactly.
Considering the cost of the quantum circuit in Fig. 6 implementing Algorithm 3 LN, we have that the cost of computing the initial and the last shifts (first and fourth modules in Fig. 6 ), as well as the cost of the arithmetic expression in the third module in Fig. 6 , the cost of computing p − 1 (see the circuits in Fig. 7 and Fig. 8 ) and the cost of the expression z p + (p − 1)r, are each relatively minor compared to the other costs of the algorithm. The algorithm calls Algorithm 2 PowerOf2Roots with input parameter k := ℓ, which requires O(ℓ(n + b) log b) qubits and ℓ log b · p(n + b) quantum operations, as explained in the previous subsection. Observe that the expression in Step 17 of Algorithm 3 LN can be computed using a constant number of applications of a quantum circuit of the type shown in Fig. 2 . Hence, the overall cost of Algorithm 3 LN is O(ℓ(n+b) log b) qubits and requires a number of quantum operations proportional to ℓ log b · p(n + b).
• |x . Recall that m bits are used to store x, and clearly ⌈log 2 m⌉ bits suffice to store p − 1 exactly. In this example, m = 9. It is straightforward to generalize this circuit to an arbitrary number m.
Fractional Power
Another application of interest is the approximation of fractional powers of the form w f , where w ≥ 1 and f ∈ [0, 1] a number whose binary form is n f bits long. The main idea is to calculate appropriate powers of the form w 1/2 i according to the value of the bits of f and Algorithm 3 LN(w, n, m, ℓ)
Require: w ≥ 1, held in an n qubit register, of which the first m qubits are reserved for its integer part. Require: ℓ ≥ ⌈log 2 8n⌉ is a parameter upon which the error will depend and we will use to determine the number of bits b after the decimal points in which arithmetic will be performed. 
The number of bits (qubits) used for w p is n of which 1 is for its integer part as explained in the text and the caption of Fig. 7 .
11:
x p ← w p − 1. This is the fractional part of w p . 12: end if 13 : if x p = 0 then 14: z p ← 0 15: else 16:t p ←PowerOf2Roots(w p , ℓ, n, 1, b) [ℓ] . The function P owerOf 2Roots returns a list of numbers and we take the last element, the 1/2 ℓ th root. Note that in this particular case 1 ≤t p < 2.
2 , computed to b bits of accuracy after the decimal point. Note thatt p = 1 + δ with δ ∈ (0, 1), and we approximate ln(1 + δ) by δ − 1 2 δ 2 , the first two terms of its power series expansion.
18:
z p ← 2 ℓŷ p . This corresponds to a logical right shift of the decimal point. 19 : end if 20: return z p + (p − 1)r multiply the results. Hence initially, the algorithm PowersOf2Roots is used to derive a list of approximationsŵ i to the powers w i = w 1/2 i , for i = 1, 2, . . . , n f . The final result that approximates w f is Π i∈Pŵi , where P = {1 ≤ i ≤ n f : f i = 1} and f i denotes the ith bit of the number f . The process is described in detail in Algorithm 4 Fractional Power.
For w > 1 the valueẑ returned by the algorithm satisfies
where w is represented by n bits of which m are used for its integer part, n f is number of bits in the representation of the exponent f , ℓ ∈ N is a user selected parameter determining the accuracy of the result. The results of all intermediate steps are truncated to b ≥ max{n, n f , [5(ℓ + 2m + ln n f )], 40} bits before passing them on to the next step. The proof can be found in Theorem 4 in the Appendix. The algorithm can be extended to calculate w p/q , w > 1, where the exponent is a rational number p/q ∈ [0, 1]. First f , an n f bit number, is calculated such that it approximates p/q within n f bits of accuracy, namely |f − p q | ≤ 2 −n f . Then f is used as the exponent in the parameters of Algorithm 4 FractionalPower to get an approximation of w f , which in turn is an approximation of w p/q . The valueẑ returned by the algorithm satisfies
The proof can be found in Corollary 1 in the Appendix. When w ∈ (0, 1) we can shift it appropriately to obtain a number greater than one to which we can apply Algorithm 4 FractionalPower. However when approximating the fractional power undoing the initial shift to obtain an estimate of w f is a bit more involved than it is for the previously considered functions. For this reason we provide the details in Algorithm 5FractionalPower2. The algorithm first computes k such that 2 k w ≥ 1 > 2 k−1 w; see Fig. 9 . Using k the algorithm shifts w to the left to obtain x := 2 k w. The next step is to approximate x f . Observe that x f = 2 kf w f . Therefore to undo the initial shift we have to divide by 2 kf = 2 c 2 {c} , where c denotes the integer part of kf and {c} denotes its fractional part. Dividing by 2 c is straightforward and is accomplished using shifts. Dividing by 2 {c} is accomplished by first approximating 2 {c} and then multiplying by its approximate reciprocal. See Algorithm 5 FractionalPower2 for all the details.
The valuet the algorithm returns as an approximation of w f , w ∈ (0, 1), satisfies
where ℓ is a user-defined parameter just like before. The proof can be found in Theorem 5 in the Appendix.
Algorithm 4
FractionalPower(w, f , n, m, n f , ℓ)
Require: w ≥ 1, held in an n qubit register, of which the first m qubits are reserved for its integer part. Require: ℓ ∈ N is a parameter upon which the error will depend. We use it to determine the number of bits b after the decimal points in which arithmetic will be performed. Require: 1 ≥ f ≥ 0 is a binary string corresponding to a fractional number given with n f bits of accuracy after the decimal point. The algorithm returns an approximation of w f . 1: b ← max{n, n f , ⌈5(ℓ + 2m + ln n f )⌉, 40}. Results are truncated to b bits of accuracy after the decimal point. , i = 1, . . . , n f . 9:ẑ ← 1 10: for i = 1 to n f do 11: if the ith bit of f is 1 then
12:
z ←ẑŵ i 13:ẑ ← z truncated to b bits after the decimal point 14: end if 15 Algorithm 5 FractionalPower2(w, f , n, m, n f , ℓ) Require: 0 ≤ w < 1, held in an n qubit register, of which the first m qubits are reserved for its integer part. (For w ≥ 1, use Algorithm 4.) Require: ℓ ∈ N is a parameter upon which the error will depend. We use it to determine the number of bits b after the decimal points in which arithmetic will be performed. Require: 1 ≥ f ≥ 0 specified to n f bits of accuracy. The algorithm returns an approximation of w f . 1: b ← max{n, n f , ⌈2ℓ + 6m + 2 ln n f ⌉, 40}. Results are truncated to b bits of accuracy after the decimal point. return 1 10: end if 11: x ← 2 k w, where k is a positive integer such that 2 k w ≥ 1 > 2 k−1 w. This corresponds to a logical right shift of the decimal point. An example of the quantum circuit computing k is given in Fig. 9 . 12: c ← kf 13:ẑ ←FractionalPower(x, f , n, m, n f , ℓ). This statement computes an approximation of z = x f . 14:ŷ ←FractionalPower(2, {c}, n, m, n f , ℓ). This statement computes an approximation of y = 2 {c} , where {c} = c−⌊c⌋ (for c ≥ 0) denotes the fractional part of c. Since we use fixed precision arithmetic, the integer and fractional parts of numbers are readily available. 15:ŝ ← INV(ŷ, n, 1, 2ℓ). This statement computes an approximation of s =ŷ −1 . 16: v ← 2 −⌊c⌋ẑ . This corresponds to a logical left shift of the decimal point. 17: t ← vŝ 18:t ← t, truncated to b bits after the decimal point.
19: returnt
We now address the cost of our Algorithms computing w f . First consider Algorithm 4 FractionalPower, which calls Algorithm 2 PowerOf2Roots with input parameters k := n f and b := max{n, n f , ⌈5(ℓ + 2m + ln n f )⌉, 40}, which requires O(n f (n + b) log b) qubits and of order n f log b · p(n + b) quantum operations, as explained in the previous subsections. At most n f multiplications are then required, using a quantum circuit of the type shown in Fig. 2 .
Hence, Algorithm 4 FractionalPower requires a number of qubits and a number of quantum operations that is a low-degree polynomial in n, n f , and ℓ, respectively.
Digit Initial State F inal State
• |w Fig. 9 : Example of quantum circuit computing the positive integer k such that 2 k w ≥ 1 > 2 k−1 w, for 0 < w < 1 having n − m significant bits after the decimal point. In this example, n − m = 8. It is straightforward to generalize this circuit for arbitrary number of bits. This circuit is used in Algorithm 5 FractionalPower2.
Now consider Algorithm 5 FractionalPower2, which requires two calls to Algorithm 4 FractionalPower, one call to Algorithm 0 INV, and a constant number of calls to a quantum circuit of the type shown in Fig. 2 . Hence, using the previously derived bounds for the costs of each of these modules, the cost of Algorithm 5 FractionalPower2 in terms of both the number of quantum operations and the number of qubits is a low-degree polynomial in n, n f , and ℓ, respectively.
Numerical Results
We present a number of tests comparing our algorithms to the respective ones implemented using floating point arithmetic in Matlab. To ensure that we compare against highly accurate values in Matlab we have used variable precision arithmetic (vpa) with 100 significant digits. In particular, we simulate the execution of each of our algorithms and obtain the result. We obtain the corresponding result using a built-in function in Matlab. We compare the number of equal significant digits in the two results. Our tests show that using a moderate amount of resources, our algorithms compute values matching the corresponding ones obtained by commercial, widely used scientific computing software with 12 to 16 decimal digits. In our tests, the input w was chosen randomly.
Algorithm: SQRT
In Table 2 , all calculations for SQRT are performed with b = 64 bits (satisfying b > 2m for all inputs). The first column in the table gives the different values of w in our tests, the second and third columns give the computed value using Matlab and our algorithm respectively, and the last column gives the number of identical significant digits between the output of our algorithm and Matlab. In Fig. 10 we give simulation results showing the error of our algorithm for different values of the parameter b. In particular, we show how the worst-case error of the algorithm depends on b, and then, using the results of Matlab as the correct values of √ w, we show the actual error of our algorithm in relation to b in a number of test cases. Error (e) 
Number of fractional bits (b)
Algorithm: PowerOf2Roots
In Table 3 , we show only the result for the 2 k th root (the highest root), where k was chosen randomly such that 5 ≤ k ≤ 10. Again, all our calculations are performed with b = 64 bits. 
Algorithm: LN
In Fig. 11 below we give simulation results showing the error of our algorithm for different values of the parameter ℓ. In particular, we show how the worst-case error of the algorithm depends on ℓ, and then, using the results of Matlab as the correct values of ln(w), we show the actual error of our algorithm in relation to ℓ in a number of test cases.
Error parameter (l) Error (e) In the algorithm that computes the logarithm, there is a user-determined parameter ℓ that controls the desired accuracy of the result. We have used ℓ = 50 in the tests shown in Table 4 .
Algorithm: FractionalPower
The table below shows tests for the approximation of w f for randomly generated f ∈ (0, 1). This result of this algorithm also depends on a user-determined parameter ℓ controlling the accuracy. We have used ℓ = 50 in the tests shown in Table 5 
Implementation Remarks
In designing algorithms for scientific computing the most challenging task is to control the error propagation. In our case, we derive the algorithms by combining elementary modules and provide worst-case error bounds. The resulting algorithms have cost that is polynomial in the problem parameters. In this section, we wish to discuss the implementation of the algorithms, and to give some estimates of their cost for certain choices of their parameters. Since we are interested in quantum algorithms, the algorithms must be reversible. To the extent that the modules are based on classical computations, their reversibility is not a major issue since [4, 13, 17] show how to simulate them reversibly. There are time/space trade-offs in an implementation that are of theoretical and practical importance. These considerations, as well as other constraints such as (fault-tolerant) gate sets or locality restrictions [23] , should be optimized by the compiler, but we are not concerned with them here. For a discussion of the trade-offs, see, for example, [16] and the references therein. Nevertheless, for the algorithms in this paper we indicate a possible way to implement them, realizing that there are alternatives that one may opt for.
The design of a library of algorithms for scientific computing must be modular, using components with a certain functionality and worst-case accuracy while hiding the implementation details. The low-level implementation of the modules, i.e., actual derivation of the quantum circuits realizing them, should not be a concern for the scientist or the application programmer deriving the algorithms. In fact it should be possible to change the low-level implementation of the modules in a transparent way. The goal is to have a library of quantum circuit templates which can be instantiated as needed.
We are at an early stage in the development of quantum computation, quantum programming languages and compilers. It is anticipated that implementation decisions will be made taking into account technological limitations concerning the different quantum computer architectures, but also it is expected that things will change with time and some of the present constraints may no longer be as important.
Although optimization of the individual quantum circuits realizing the algorithms for scientific computing described in this paper is desirable, to a certain degree, it is not a panacea. Quantum algorithms may use one or more of our modules in different ways while performing their tasks. Therefore, global optimization of the resulting quantum circuit and resource management is a much more important and will have to be performed by the compiler and optimizer. One additional possibility would be to have templates for multiple versions of quantum circuit implementations of each of our quantum algorithms which can be selected according to optimization goals set during compilation. Quantum programming languages and compilers is an active area of research with many open questions. We do not pursue this direction since it is outside the scope of this paper.
We now present some implementation ideas for our algorithms. We start our discussion with the elementary module of Fig. 2 because all algorithms use it. The quantum circuit realizing this module needs to perform multiplication, and addition. Let a, b be fixed precision numbers held in n qubit registers. One can perform an addition "in-place", i.e., |a |b → |a |a + b , with the understanding that the second register size has to be n + 1 qubits long to hold the result exactly. A multiplication can be computed "out-of-place", i.e., |a |b |0 → |a |b |a + b . This requires an additional 2n qubits to hold the result. The same could have been done for the addition but performing it in-place saves some space. Similar considerations apply in a straightforward way when the inputs are held in registers of different sizes.
In the literature there are numerous ways that basic arithmetic operations can be performed reversibly, and there are trade-offs between the resulting quantum circuits in terms of the number of ancilla bits/qubits used and the resulting circuit size and depth; for example, see [8, 9, 10, 12, 17, 18, 19, 21, 23, 25, 22] . Table 1 in [23] summarizes some of the trade-offs. There we see that the circuit in [9] does not use Toffoli gates or ancilla qubits for addition, but has size O(n 2 ), while the circuit in [8] uses one ancilla qubit, O(n) Toffoli gates, and has size O(n). We believe that low-level implementation details have to be decided taking into account the target architecture because the unit cost of the different resources is not equal. As we mentioned, one may wish to have different circuits for the same arithmetic operation, and at compile time to let the optimizer decide which one is preferable.
In summary, the circuit implementing the elementary module of Fig. 2 contains subcircuits for addition and multiplication, plus ancilla registers to facilitate these operations, some of which are cleared at the end of the module application and can be reused, while others save intermediate results and may be cleared at a later time.
Our algorithms, in addition to the applications of the elementary module of Fig. 2 , use a constant number of extra arithmetic operations. Thus the cost of the algorithms can be expressed in a succinct and fairly accurate way by counting the number of arithmetic operations required, which is the approach taken in classical algorithms for scientific computing. The number of arithmetic operations can provide precise resource estimates once particular choices for the quantum circuits implementing these operations have been made. We remark that the costs of the quantum circuits of figures 4, 5, 7, 8, and 9 are subsumed by the cost of the arithmetic operations.
Our algorithms use Newton Iteration. Each iterative step is realized by cascading a small number of modules like the one of Fig. 2 , whose implementation we discussed above. In addition, at each iterative step, we keep the inputs and the truncated output which is the next approximation. This information alone makes the step reversible. Note that keeping the intermediate results introduces a relatively insignificant overhead since Newton iteration converges quadratically, and thus the number of iterations is proportional to the logarithm of the bits of accuracy, i.e log 2 b. For example, for b = 64, keeping the intermediate results of Newton iteration requires storing 6 fixed-precision numbers. The number of intermediate results kept by algorithms that apply Newton iteration multiple times, such as Algorithm 1 SQRT that applies Newton iteration twice, and the algorithms that require the computation of 2 k -roots, is derived accordingly. For the convenience of the reader, we provide some illustrative cost and qubit estimates. However, these numbers must be interpreted keeping in mind the larger picture. Our functions are expected to be used as subroutines. Note, the cost of a quantum algorithm that computes one or more of our functions a number of times in sequence is quite different to that of an algorithm that performs the same computations concurrently.
The tables below give estimates of the cost of our algorithms for specific choices of the problem parameters. Table 6 : Number of arithmetic operations and qubit estimates rounded to the nearest 10 for n = 2m = b = 32.
Let us discuss the entries of Table 6 , where we have selected n = 2m = b = 32. Consider Algorithm 0 INV. There are log b = 5 iterative steps. Each step has two multiplications and one addition (ignoring the multiplication by 2) as seen in (1). At each iterative step, clearing the ancilla registers, with the exception of the register holding the truncated next approximation, doubles the number of arithmetic operations. The number of qubits follows from the fact that we have an initial approximation and 5 successive approximations, each held in a b = 32 qubit register, plus we have n = 32 qubits holding the input w, plus we use about 150 ancilla qubits, which are sufficient to store the intermediate results, and which are reused at each iterative step.
Algorithm 1 SQRT follows similarly by observing that it applies five steps of Newton iteration twice. The second iteration function (2) requires two more multiplications than iteration function (1) and the same number of additions. Just like before, at each iterative step we keep the truncated next approximation and uncompute the other ancilla qubits used within the step. To estimate the number of qubits, observe that we keep twice as many intermediate truncated approximations as before, and just over 300 qubits are sufficient to hold the other intermediate results exactly in each iterative step.
Algorithm 2 PowerOf2Roots(k) computes k square roots in turn. After each square root call we uncompute the ancilla registers holding intermediate approximations to economize on qubits. Thus, the number of arithmetic operations is 2k times that of Algorithm 1 SQRT, and the number of qubits is given by the number of qubits needed for SQRT, plus sufficiently many qubits to hold the k − 1 additional outputs (recall that this algorithm outputs approximations for for all w 1/2 k , = 1, . . . , k). For Algorithm 3 LN, we compute with high accuracy the 1/2 ℓ -power of the shifted input in the range [1, 2) . Then we use the first two terms of the Taylor series to save on computational cost (i.e. no divisions or powers beyond squaring are required). The dominant cost factor is the PowerOf2Roots subroutine. We give cost estimates for some values of ℓ. Note that ℓ is an input that determines the desired accuracy of the result and number of significant bits b used in the calculation. FractionalPower  580  190  4020  FractionalPower2  2330  780  4330   Table 8 : Number of arithmetic operations and qubit estimates rounded to the nearest 10 for n = 2m = 16, n f = 3, and ℓ = 10.
The respective numbers of arithmetic operations and qubits estimated for Algorithm 4 FractionalPower and Algorithm 5 FractionalPower2 are larger than those of the previous algorithms. There are two reasons for this. The first reason is that in these algorithms the error accumulates in two ways. One is the error in computing the 2 i -roots, i = 1, . . . , n f , and the other is the error in multiplying these results. Thus we must use a large number of accuracy bits b to control the overall error. The second reason is that the worst-case error estimates of Theorems 4 and 5, from which the costs follow, are conservative, since we have opted for simplicity in the error bounds presented. Cost improvements can be obtained by tightening the error bounds at the expense of more complicated error bound formulas. This can be done using the details already found in the theorem proofs.
Summary
Recent results [6, 11, 20] suggest that quantum computers may have a substantial advantage over classical computers for solving numerical linear algebra problems and, more generally, problems of computational science and engineering. Scientific computing applications require the evaluation of elementary functions like those found in mathematics libraries of programming languages, where the calculations are performed using floating point arithmetic. Although in principle quantum computers can always directly simulate any classical algorithm, generally there is no guarantee that such simulations remain practical. Hence, we need to develop efficient quantum algorithms and circuits implementing such functions and to provide performance and cost guarantees. It is also important to eventually develop a standard for the implementation of quantum algorithms for scientific computing similar to that of IEEE 754-2008 for floating point arithmetic.
In the design of algorithms for scientific computing, the challenging task is to control the error propagation and to do so efficiently. In this sense, it is important to derive reusable modules with well-controlled error bounds. In this paper, we have given efficient, reversible, and scalable quantum algorithms for computing power of two roots, the logarithm, and the fractional power functions common to scientific computing. In particular, we have shown our algorithms to have both controllable error and reasonable (i.e. polynomially-bounded) cost in terms of the number of qubits and quantum operations required. The design is modular, combining a number of elementary quantum circuits to implement the functions. Each new algorithm builds on the previously developed ones as much as possible.
This paper extends the results of [6] , where we exhibit quantum circuits computing the reciprocal, the sine, the cosine and their inverses. As explained, these circuits give fundamental building blocks critical to actual implementations of quantum algorithms involving numerical computations, such as those of [6, 11] . Our goal is to extend our work and ultimately develop a comprehensive library of quantum circuits for scientific computing. ⌋ is shown in Fig. 5 . We have
The last quantity is non-positive assuming y ≥ 0. The iteration function g 2 is non-decreasing in the interval [0, for i = 0, 1, 2, . . . . Then
since |y i x s 1 + 2| ≤ 3 (y i underestimatesx
x s 1 . We unfold the recurrence to obtain e i ≤ , and for q even this is bounded by . This will become apparent in a moment once we select the error parameters. Thus, 
We now turn to the roundoff error analysis of the second stage of the algorithm. The iterations of the second stage of the algorithm would produce a sequence of approximations y 1 , . . . , y s 2 if we did not have truncation error. Since we truncate the result of each iteration to b bits of accuracy before performing the next iteration, we have a sequence of approximationŝ y 1 , . . . ,ŷ s 2 , withŷ 0 = y 0 y 1 = g (ŷ 1 ) + ξ 1 . . . 
For b ≥ max{2m, 4} and s 2 = ⌈log 2 b⌉, and recall that w ≤ 2 m . Then we have 
Let us now consider the total error of our algorithm,
We use equation (10) above to bound the first term. For the second term we have
where the first inequality follows from the mean value theorem (| √ a − √ b| ≤ 
for wE ≤ 
where we set s 1 = ⌈log 2 b⌉. Combining this with equation (11), 
and the error bound in the statement of the theorem follows for s = s 1 = s 2 .
Finally, for completeness we show that for b ≥ max{2m, 4}, wE ≤ The first factor above is at most 1 2 since b ≥ max{2m, 4}, while the second is at most 1 and this completes the proof. . We now show that in general δ is much smaller than 
Now we turn to w 
Proof. The proof is similar to that of Corollary 1.
