We present the equations for migrating IVSPWD (inverse vertical seismic profile while drilling) and common-midpoint-point (CMP) autocorrelograms. These equations generalize the 1-D autocorrelation imaging methods of Katz and Claerbout to 2-D and 3-D media, and also provide a formal mathematical justification for inverting the reflectivity distribution from autocorrelograms. The autocorrelogram imaging conditions are designed to migrate either the primary reflection energy or the free-surface ghost reflections. The main advantage in migrating autocorrelograms is that the source wavelet does not need to be known, which is the case for seismic data generated by a rotating drill-bit or for vibroseis data with a corrupted pilot signal. Another advantage is that the source and receiver static problems are mitigated by autocorrelation migration. The key limitation is that autocorrelation of traces produces undesirable coherent noises, which are denoted as "virtual multiples". Similar to "physical 1 multiples", such noise can, in principle, be partially suppressed by filtering and stacking of migration images obtained from many different shot gathers. Results with both synthetic and field data validate this conjecture, and show that autocorrelogram migration can be a better alternative to standard migration when the source signal is not adequately known.
INTRODUCTION
Using the drill bit as a seismic source for reverse VSP experiments is currently exploited by the TOMEX method (Rector et al., 1990) . A geophone is placed at the drilling rig to record the source wavelet associated with the rotating bit, and this wavelet is used to deconvolve the reflected signals recorded by a seismic array on the surface. In this way the seismic data can be used to look ahead of the bit to guide it along the optimal trajectory. The TOMEX method has provided useful results to the oil industry, but there are still some limitations when the source wavelet cannot be faithfully recorded, such as in horizontal drilling. Katz (1990) proposed an alternative IVSP while drilling (IVSPWD) method based on autocorrelation of the seismograms. Instead of recording a source wavelet on the platform and deconvolving the array data, Katz proposed to temporally autocorrelate the array data to reconstruct the subsurface reflectivity distribution. Here, the array data refer to seismograms recorded by an array of geophones far away from the drilling platform. The conjectured advantage of this method is that one does not need to know the source wavelet or origin time in order to extract the subsurface reflectivity information. In contrast, TOMEX's recording of the source signature at the platform may be corrupted by rig noise or coherent noise from rotating drill pipe. Such noise might degrade both the fidelity and the high-frequency content 2 of the deconvolved data.
The Katz procedure assumes a 1-D layered structure and is largely based on Claerbout's (1977) layer stripping algorithm. It is not obvious how to extend this method to 2-D and 3-D media. To extract useful 2-D and 3-D information from autocorrelograms, this paper describes the theory of autocorrelogram migration. Autocorrelogram migration is similar to migration of reflection records in that the autocorrelograms are backpropagated into the medium. The key difference is that knowledge of the wavelet or the excitation time is not needed. In addition, source and receiver static errors are mitigated for buried sources. Thus, this procedure may be useful for passive recording of seismic data that originate from white noise sources with unknown time histories. For example, use of the drill bit as a source for an IVSP experiment, or a vibroseis experiment where the truck signal is significantly different than that of the ground motion beneath the truck, or a self-imaging oil field (Schuster, 1996) where the pumps act as seismic sources. This paper is divided into two main parts: a theory section that describes the autocorrelation migration method, and a numerical results section that presents examples of migrating autocorrelograms obtained from synthetic CDP seismograms and field data. The field data results are for a reverse VSP (RVSP) data set generated by an explosive downhole source.
The companion paper (Yu et al., 2002) presents results for a ringy reverse RVSP data set generated by a rotating drill bit.
THEORY OF AUTOCORRELOGRAM MIGRATION
We present a simplified explanation of autocorrelogram migration, where seismogram mi-gration is first reviewed followed by a description of autocorrelogram migration. A rigorous derivation of this methodology is presented in the appendices.
Seismogram migration: primary and ghost reflections
For convenience assume a drill-bit source at depth that generates the three main arrivals shown in Figure 1: direct waves D(g, t) , ghost reflections G (g, t) , and primary R(g, t) reflections.
Other arrivals are also generated but are ignored because our migration imaging condition is "tuned" to either the ghost-or primary-reflection arrivals. In reality, the signals are quite ringy but for simplicity we illustrate them as impulsive in character, and denote the surface recording locations by the vector g.
The seismograms can be represented as

S(g, t) = D(g, t) + R(g, t) + G(g, t).
(1)
The ray diagram on the left plot of Figure 1 shows that the total traveltime τ for energy to
propagate from a source at s to a scatterer point at r, and reradiate to a receiver at g is defined as
It follows that migration of the primary reflections can be represented by the standard 4 diffraction-stack formula (French, 1974) :
where m(r) is the prestack-migration image for a single-source location and double dot denotes double-time differentiation. The above simple formula is used for clarity of exposition, but it is understood that improvements can be made by introducing obliquity and geometrical spreading factors. Note, if the traveltimes are corrupted by both a source static δt s and a receiver static δt s then the image obtained with the above migration formula will be corrupted unless these static errors are included.
Similar considerations show that the ghost reflection shown on the left plot of Figure 1 can be migrated with the ghost-reflection imaging formula
where the free-surface ghost-reflection time is denoted by
Here, g denotes the ghost's specular-reflection point on the free surface. The bottom left plot of Figure 1 shows the dashed raypaths associated with the ghost reflection from the free-surface.
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Autocorrelogram migration: primary and ghost reflections
If the traces at the surface are temporally autocorrelated then the resulting autocorrelograms φ(g, t) can be described as
where the other terms correspond to the weaker terms such as
G(g, t) and R(g, t) ⊗ R(g, t) correlations because D >> R, G.
The autocorrelograms on the right plot of Figure 1 show that the moveout curve τ for the D(g, t) ⊗ R(g, t) term in equation 6 is given as
where the advance term t sg is the direct wave traveltime from the source to the geophone.
Similar to the seismogram migration formula 3 for primary reflections, the migration formula "tuned" to the D(t) ⊗ R(g, t) events is given by Figure 1 . In this case, autocorrelation of the data cancels out the statics errors in the data so that equation 8 is the correct imaging formula.
This compares to reflection-record migration which sums energy along hyperbolas, but the corrupted primary reflections fall along corrupted curves defined by τ = t sr + t rg + δt p sg . This can lead to significant migration defocusing. Another benefit of the autocorrelation migration imaging condition is that it is less sensitive to migration velocity errors (Sheley and Schuster, 2000) .
Similar considerations show that the ghost autocorrelogram migration formula tuned to
where the arrival time of the free-surface ghost reflection time in equation 5 has been reduced by that of the direct arrival. We will denote this type of imaging as migration of ghost reflections, which also corresponds to summing energy along the tent-like curves shown in Figure 1 . Note that each seismogram on the left plot of Figure 1 contains only three types of "physical" events: a direct wave, a primary reflection, and a ghost reflection. After a one-sided autocorrelation, there will only be two "physical" events after time zero in the autocorrelation, the correlation between the direct wave and the primary reflection, and the correlation between the direct wave and the ghost reflection. However, there will also be unphysical correlations such as the correlations between the ghost and primary reflections. We refer to these unphysical correlations as "virtual multiples", which can contaminate the migrated autocorrelogram section. Just like physical multiples, it is hoped that the "virtual multiples"
will be attenuated with prestack migration of many shot gathers, each with a different source location.
NUMERICAL RESULTS
Autocorrelation migration is applied to synthetic CDP data and to RVSP data collected The seismogram image of the 5x5 array of point scatterers is much less polluted by interfering events compared to the autocorrelogram image. This is because the autocorrelograms are polluted by "virtual multiples", which get migrated into "virtual" reflectivity images. 
Autocorrelation migration of Friendswood RVSP data
The Friendswood RVSP data (courtesy of Sen Chen and Exxon) consists of 98 shot gathers with a sample interval 0.25 ms and recording length of one second, and each shot is recorded by forty-eight receivers at the surface with offsets ranging from 25 ft to 1200 ft from the source well. After re-sorting, 23 common receiver gathers (CRG) are obtained. Each CRG contains 98 traces, each generated by a downhole source in the depth range of 1000 ft to 30 ft with a source interval of 10 ft. The receiver offset at the surface ranges from 25 ft to 575 ft with a receiver interval of 25 ft. For RVSP subsurface imaging, the desirable arrivals contain two parts: the primary P reflections and the surface-related ghost reflections.
The main processing steps of autocorrelogram migration for RVSP data are as follows:
• Sort the data into common receiver gathers. Figure 9 shows a common receiver gather at an offset of 400 ft (CRG16) with a recording length of one second.
• Frequency bandpass filtering. A 70-460 Hz bandpass filter is applied to the raw data in the common receiver gathers. Some burst noise cannot be effectively eliminated by just using a band pass filter, and so some adaptive noise filtering was used to give the result shown in Figure 10 .
• Energy normalization and muting. The first arrivals directly affect the quality of the autocorrelograms. Before autocorrelation, trace energy normalization and muting before first arrivals are required.
• Computation of autocorrelograms. Figure 11 presents a portion of the autocorrelogram for CRG16. The events dipping to the lower-left are primary reflections and virtual multiples. The events with a nearly flat moveout are the surface-related ghost reflections.
• F-K filtering for primary and ghost autocorrelogram separation. In order to separate the primary and ghost reflections in the autocorrelograms, an F-K filter is applied to the autocorrelograms obtained in the last step. An example of a separated record is shown in Figures 12 and 13 .
• Autocorrelogram migration. After all of the above processing, the data were migrated using either the primary or ghost reflection imaging conditions. Simple synthetic tests show that the reflector locations can still be accurately imaged, but the penalty is that the dynamic range of the migrated autocorrelogram image can be somewhat degraded by interference from "virtual multiples" in the autocorrelograms. Elimination of these multiples is prior to migration is crucial for obtaining a high quality image. Autocorrelogram migration of the Friendswood RVSP data showed that the primary-reflection imaging condition gives results somewhat superior to that of conventional migration. In this case the superiority of autocorrelation migration could possibly be attributed its automatic correction of image defects caused by migration velocity errors and statics in the data. Our results partly validate the method of autocorrelogram migration and suggests its application 13 to IVSPWD data (Yu et al., 2002) .
APPENDIX A: DERIVATION OF AUTOCORRELOGRAM MIGRATION FORMILA
In this appendix the mathematical derivation of autocorrelogram imaging is derived. The derivation will follow that for a waveform inversion algorithm (Tarantola, 1978) . That is, a misfit function is defined, the gradient of the misfit function is derived, and the first iterate solution to a steepest descent method will yield the migration equations. These steps are explained below.
Assume harmonic energy emanating from a source at r s and recorded by a geophone at r g , and the observed magnitude spectrums are denoted byΦ(r g , r s ) obs , where the unknown source history has the spectrum denoted byW (ω). Here the notation for angular frequency ω is usually suppressed.
1. The magnitude spectrum's misfit function is given by:
whereΦ(r g , r s ) is the predicted magnitude spectrum and the summation is over the source and geophone coordinates. In practice, the predicted spectrum is computed by calculating a finite-difference solution to the wave equation, and then determining the magnitude spectrums of the synthetic seismograms by an FFT.
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2. The slowness model s(r) i at the i th iterate is updated by
where κ is the step length and γ(r) is the misfit gradient defined as:
where the summation notation is dropped because a single source and receiver is now assumed. Here, the Frechet derivative is defined as (see Appendix B):
whereG(r|r s ) is the Green's function for a source at r s and an observer at r. Note that the Frechet derivative does not require knowledge about the phase spectrum of the source wavelet, it only requires an estimate of the magnitude spectrum of the source wavelet. The magnitude of the source spectrum |W (ω)| can sometimes be estimated by taking the Fourier transform of the observed autocorrelogram out to the second zero crossing (Robinson and Treitel, 1980) .
Substituting equation 13 into 12 yields the migration equation in the ω domain:
Equation 14 can be physically interpreted by using the high frequency Green's function for the special case of a single source and single geophone, as given in the example below.
where t sr is the time for energy to propagate from the source at r s to the interrogation point at r, and 1/r is the geometrical spreading term (Morse and Feshbach, 1954 
whereφ ww is the second-time derivative of the wavelet's autocorrelation function.
Inserting equation 17 into equation 12 and summing over all frequencies yields the autocorrelogram migration equation:
where φ pp (r g , r s , τ ) is the autocorrelation of the scattered pressure field, and ⊗ represents correlation. Here we have neglected the terms associated with geometrical spreading and s(r)
because they do not significantly affect the kinematics.
Equation 18 says that the autocorrelograms are crosscorrelated with the autocorrelation of the wavelet and backprojected into the medium to yield the migration image. Compare equation 18 to that for migrating reflection seismograms (French, 1974) :
The autocorrelogram imaging condition codified in the argument t sr + t rg − t sg is slightly different than the usual one for reflected waves. To see this, assume a wide-band source and a multi-trace shot gather so that the equation 18 reduces to
which says that the image at point r is obtained by summing trace energy along the curve defined by τ = t sr + t rg − t sg . Here the direct wave traveltime t sg is subtracted from the two-way scattered traveltime t sr + t rg to give the tent-like curve shown in the right plot of Figure 1 . This is very similar to the autocorrelogram migration formula for primary reflections given in equation 8.
APPENDIX B: FRECHET DERIVATIVE
The derivation of the Frechet derivative is now presented. For the 3-D Helmholtz equation
we have:
whereF (r, r s ) is the source term associated with a harmonically oscillating source at r s , and P (r |r s ) is the associated pressure field. Perturbing this equation with respect to perturbations in the slowness field, multiplying the result by the Helmholtz Green's functionG(r |r g ) for the background slowness field s(r ), rearranging terms and integrating over all space V yields:
Integrating the left side of this equation by parts, invoking Green's theorem, and using radiation boundary conditions at infinity yields:
Setting δs(r ) = δ(r − r )δs(r) in the above equation yields:
Dividing both sides by δs(r) and replacing δ by ∂ gives the Frechet derivative for the pressure field:
The magnitude spectrum of the pressure field is represented in the frequency domain bỹ Φ =PP * , so that the Frechet derivative ofΦ is given by:
whereW (ω) is the magnitude spectrum of the source wavelet, and the last step defines
1 CAPTIONS Figure 1 . Common shot gather (left figure) of seismograms and associated (right figure) autocorrelograms for a homogeneous half-space model with a buried point scatterer. The autocorrelograms consist of the direct-direct, direct-ghost, and direct-primary correlations, which can be thought of as advanced versions of events in the seismograms, where the advance time is that of the direct wave. Note, the weaker primary-primary, primary-ghost, and ghost-ghost correlations are not depicted. Such side lobes result from the "virtual multiples" in the autocorrelograms, and decrease the dynamic range of the migrated image. In this case the dynamic range appears to have been decreased by more than a factor of 2. autocorrelograms for a homogeneous half-space model with a buried point scatterer. The autocorrelograms consist of the direct-direct, direct-ghost, and direct-primary correlations, which can be thought of as advanced versions of events in the seismograms, where the advance time is that of the direct wave. Note, the weaker primary-primary, primary-ghost, and ghostghost correlations are not depicted. figure, where the lower figure shows significant interference from the side lobes. Such side lobes result from the "virtual multiples" in the autocorrelograms, and decrease the dynamic range of the migrated image. In this case the dynamic range appears to have been decreased by more than a factor of 2. Figure 18 : The comparison of well data (left four traces) with the autocorrelogram migration result (right four traces) using the ghost imaging condition.
