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a b s t r a c t
The aimof this paper is to give a new combinatorial proof of Fisher’s inequality and to prove
that if t is odd, t > 1, ε > 0 and b is the number of blocks of a t − (v, k, λ) design, then
b = (1− ε)(λ 2t − (λ− 1) 2t ) t2 (t − 1)− t2 v t2 for v = v0.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
LetA be a set of size v, andB1,B2, . . . ,Bb be different subsets of size k ofA, where 1 5 k < v. The elements ofA are
called points, and the subsets B1,B2, . . . ,Bb are called blocks. Let t and λ be fixed integers with k = t = 1 and λ = 1. A
t − (v, k, λ) design consists of the v points and the b blocks such that every subset of size t of A is contained in exactly λ
blocks.
Fisher [1] proved that if t = 2, then b = v. A 2 − (v, k, λ) design is called a symmetric design if b = v. Using devices
of linear algebra, Fisher’s inequality is extended to the nonuniform version (that is, if we omit the condition |Bi| = k for
i = 1, 2, . . . , b), but Woodall [3] gave a combinatorial proof of the nonuniform version. We will give a new combinatorial
proof of b = v in the uniform case (Theorem 1).
Ray-Chaudhuri and Wilson [2] showed that if t is even and v = k + t2 , then b =

v
t
2

. A design is called a tight design
if b =

v
t
2

. For example, the trivial design whose blocks are all the subsets of size v − t2 is tight. Nontrivial tight designs
are not believed to exist for large t . It is shown in [2] (as a corollary of the previous inequality) that if t is odd, t > 1 and
v − 1 = k+ t−12 , then b = 2

v−1
t−1
2

, so b = c(t)v
t−1
2 for large v. Theorem 2 improves this inequality, i.e., we will show that
the exponent t−12 of v can be replaced by
t
2 (for large v, using another factor depending on at most t and λ).
Theorem 1 (Fisher’s Inequality). If v > k in a 2− (v, k, λ) design, then b = v.
Theorem 2. If t is odd, t > 1, ε > 0 and b is the number of blocks of a t − (v, k, λ) design, then there exists v0 such that if
v = v0, then
b = (1− ε)(λ 2t − (λ− 1) 2t ) t2 (t − 1)− t2 v t2 .
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We note that for a fixed t , (λ
2
t − (λ− 1) 2t ) t2 → 0 as λ→∞. Therefore, this lower bound is best for small λ. (If t is even,
then (λ
2
t − (λ− 1) 2t ) t2 5 1, thus the result of Ray-Chaudhuri and Wilson is better than the lower bound in Theorem 2.)
2. Proofs of the theorems
We will use the following lemma.
Lemma. Let f (x) = x(x− 1) . . . (x− t + 1). Then
f (k) = λ
b
f (v). (1)
Furthermore, if k(bk−v)
v(b−1) > t − 1, then
f

k(bk− v)
v(b− 1)

5
λ(λ− 1)
b(b− 1) f (v). (2)
Proof. For a ∈ A, let d(a) be the number of blocks containing the point a. Then by counting the appropriate ordered pairs
or triplets, we have
−
a∈A
d(a) =
b−
i=1
|Bi|, (3)−
a∈A
(d(a))2 =
−
(i,j)
15i,j5b
|Bi ∩Bj|, (4)
b−
i=1
 |Bi|
t

=
v
t

λ, (5)
and if
∑
∗ denotes the sum over pairs of distinct block indices, then−
∗
 |Bi ∩Bj|
t

=
v
t

λ(λ− 1). (6)
In view of |Bi| = k for i = 1, 2, . . . , b, by (5) and the definition of the function f ,
1
t!bf (k) = b

k
t

=
v
t

λ = 1
t!λf (v),
so we get (1). Similarly, it follows from (6) that−
∗
f (|Bi ∩Bj|) = λ(λ− 1)f (v). (7)
By (3), (4) and Cauchy’s inequality,−
∗
|Bi ∩Bj| = −
b−
i=1
|Bi| +
−
(i,j)
15i,j5b
|Bi ∩Bj|
= −
b−
i=1
|Bi| +
−
a∈A
(d(a))2 = −
b−
i=1
|Bi| + 1
v
−
a∈A
d(a)
2
= −
b−
i=1
|Bi| + 1
v

b−
i=1
|Bi|
2
= −bk+ 1
v
(bk)2 = bk
v
(bk− v),
that is, (k < v implies b > 1, so)
1
b(b− 1)
−
∗
|Bi ∩Bj| = bkb(b− 1)v (bk− v) =
k(bk− v)
v(b− 1) . (8)
It is easy to see that the polynomial f is strictly monotone increasing and convex for x = t−1. Applying these properties,
Jensen’s inequality, the condition of the lemma, (8), and that f (i) = 0 = f (t − 1) for i = 0, 1, . . . , t − 2, we have
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b(b− 1)
−
∗
f (|Bi ∩Bj|) = 1b(b− 1)
−
∗
f (max(t − 1, |Bi ∩Bj|))
= f

∑
∗
max(t − 1, |Bi ∩Bj|)
b(b− 1)
 = f

∑
∗
|Bi ∩Bj|
b(b− 1)
 = f k(bk− v)
v(b− 1)

,
and in view of (7), we get (2). This completes the proof of the lemma. 
Proof of Theorem 1. By (1),
bk(k− 1) = λv(v − 1), (9)
therefore
k(bk− v)
v(b− 1) =
bk(k− 1)+ k(b− v)
v(b− 1) =
λv(v − 1)+ k(b− v)
v(b− 1)
= λv(b− 1)− λv(b− v)+ k(b− v)
v(b− 1) = λ−
(λv − k)(b− v)
v(b− 1) . (10)
If the right-hand side of (10) is less than or equal to t − 1 = 2− 1 = 1, then (λv−k)(b−v)
v(b−1) = 0, and since v > k, it follows that
b = v. Thus we may suppose that the right-hand side of (10) is greater than 1, that is, the condition of the lemma holds, and
so by (2),
λ− (λv − k)(b− v)
v(b− 1)

λ− 1− (λv − k)(b− v)
v(b− 1)

5 λ(λ− 1)v(v − 1)
b(b− 1) ,
which implies that
(λv − k)(b− v)
v(b− 1)

(λv − k)(b− v)
v(b− 1) − (2λ− 1)

5 λ(λ− 1)v(v − 1)− b(b− 1)
b(b− 1) .
Therefore
(b− v)((k2 − 2λvk+ λ2v2)(b− v)− (2λ− 1)v(b− 1)(λv − k))
5
λ(λ− 1)v2(b− 1)
b
(v(v − 1)− b(b− 1)) = λ(λ− 1)v
2(b− 1)
b
(v − b)(v + b− 1),
thus
(b− v)

(k2 − k)(b− v)+ k(b− v)− 2λvk(b− v)+ λ2v2(b− v)− v(b− 1)k
+ v(b− 1)λ(v + 2k)− v(b− 1)2vλ2 + (λ
2 − λ)v2(b− 1)(v + b− 1)
b

5 0.
Using (9), we have
(b− v)

λ

v(v − 1)
b
(b− v)− 2vk(b− v)+ v(b− 1)(v + 2k)− v
2(b− 1)(v + b− 1)
b

+ k(b− v)− v(b− 1)k+ λ2

v2(b− v)− 2v2(b− 1)+ v
2(b− 1)(v + b− 1)
b

5 0.
The coefficients of λ and λ2 in the second factor of the left-hand side of this inequality are
v(v − 1)
b
(b− v)− 2vk(b− v)+ v(b− 1)(v + 2k)− v
2(b− 1)(v + b− 1)
b
= 2kv(v − 1)+ v(v − 1)(b− v)
b
− v
2(b− 1)(v − 1)
b
= 2kv(v − 1)+ v(v − 1)(b− v − v(b− 1))
b
= 2kv(v − 1)− v(v − 1)2
and
v2(b− v)− 2v2(b− 1)+ v
2(b− 1)(v + b− 1)
b
= v
2
b
(b2 − bv − 2b2 + 2b+ bv + b2 − b− v − b+ 1)
= − v
2(v − 1)
b
,
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furthermore k(b− v)− v(b− 1)k = −kb(v − 1), so we get
(b− v)

−kb(v − 1)+ 2λkv(v − 1)− λv(v − 1)2 − λ2 v
2(v − 1)
b

5 0.
Again by (9),
0 = (b− v)(−1)v − 1
b
(kb2 − 2λkvb+ λv(v − 1)b+ λ2v2)
= (b− v)(−1)v − 1
b
(kb2 − 2λkvb+ (k2 − k)b2 + λ2v2) = (b− v)(−1)v − 1
b
(bk− λv)2.
The condition of Theorem 1 implies that v − 1 > k− 1, thus by (9) it follows that bk > λv, so we have−(b− v) 5 0, that
is, b = v. This completes the proof of Theorem 1. 
Proof of Theorem 2. In view of t > 1, by (1),
k(k− 1) = (f (k)) 2t =

λ
b
f (v)
 2
t
. (11)
Let
δ = (t − 1)

λ
2
t
λ
2
t − (λ− 1) 2t
− 1

, (12)
which is a fixed positive number if λ > 1, and it is equal to 0 if λ = 1.
If k(k−1)
v
5 t − 1+ δ, then by (11) and (12),
λ
b
f (v) 5 (k(k− 1)) t2 =

k(k− 1)
v
 t
2
v
t
2 5 v
t
2 (t − 1+ δ) t2
= v t2 (t − 1) t2 λ
(λ
2
t − (λ− 1) 2t ) t2
.
So
b = (1+ o(1))v t2 (λ 2t − (λ− 1) 2t ) t2 (t − 1)− t2
because f (v) = (1+ o(1))vt as v →∞ (that is f (v)−vt
vt
→ 0). Thus we may suppose that
k(k− 1)
v
> t − 1+ δ. (13)
Therefore k2 > (t − 1)v, that is, k →∞ as v →∞.
For a ∈ A and a′ ∈ A, let a ≡ a′ denote the property that a and a′ are exactly in the same blocks. We will say that a and
a′ are in the same class if and only if a ≡ a′. Then the number of classes is not greater than 2b.
If C is a class, and a1, a2, . . . , at are different points of C, then there exist exactly λ blocks, sayB1,B2, . . . ,Bλ, such that
ai ∈ Bj for 1 5 i 5 t and 1 5 j 5 λ. Furthermore, k < v implies that there exists a point a0 ofA for which a0 ∉ B1. For the
points a0, a1, a2, . . . , at−1 there exist exactly λ blocks, sayD1,D2, . . . ,Dλ, such that ai ∈ Dj for 0 5 i 5 t−1 and 1 5 j 5 λ.
Since a1 ≡ at and a1 ∈ Dj for 1 5 j 5 λ, therefore at ∈ Dj for 1 5 j 5 λ, that is, {D1,D2, . . . ,Dλ} = {B1,B2, . . . ,Bλ}.
Thus B1 = Dj for some j (where 1 5 j 5 λ) and so a0 ∈ Dj implies a0 ∈ B1. This contradiction proves that the number of
points in any class is not greater than t − 1.
So we have v 5 2b(t − 1), that is, b →∞ as v →∞. By (1),
k > (f (k))
1
t =

λ
b
 1
t
(f (v))
1
t = (1− o(1))λ 1t b− 1t v, (14)
thus
v
bk
5 (1+ o(1))λ− 1t 1
b1−
1
t
= o(1) (15)
as v →∞.
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If λ = 1, then k(bk−v)
v(b−1) 5 t − 1 because applying the lemma (and that the function f is strictly monotone increasing for
x = t − 1), k(bk−v)
v(b−1) > t − 1 would imply the contradiction 0 < f ( k(bk−v)v(b−1) ) 5 0. Furthermore, by (14) and (15),
t − 1 = k(bk− v)
v(b− 1) =
bk2

1− vbk

v(b− 1) = (1− o(1))
k2
v
= (1− o(1))b− 2t v,
that is, b = (1− o(1))(t − 1)− t2 v t2 .
If λ > 1, then by (13) and (15),
k(bk− v)
v(b− 1) =
bk2

1− vbk

v(b− 1) = (1− o(1))
k2
v
= (1− o(1))k(k− 1)
v
= t − 1+ δ
2
(16)
for all sufficiently large v, thus by the lemma, we have (2). Since for i = 0, 1, . . . , t−12 ,
(x− i)(x− (t − 1− i)) =

x− t − 1
2
+ t − 1
2
− i

x− t − 1
2
−

t − 1
2
− i

=

x− t − 1
2
+ t − 1
2

x− t − 1
2
− t − 1
2

= x(x− t + 1),
therefore f (x) = (x(x− t + 1)) t2 if x = t − 1, so by (2) and (16),
λ(λ− 1)
b(b− 1) f (v) = f

k(bk− v)
v(b− 1)

=

k(bk− v)
v(b− 1)

k(bk− v)
v(b− 1) − t + 1
 t
2
=

(1+ o(1))k
2
v

(1+ o(1))k
2
v
− t + 1
 t
2
= (1+ o(1))

k2
v

k2
v
− t + 1+ o(1)k
2
v
 t
2
.
Furthermore, by (16), k
2
v
= t − 1+ δ3 for all sufficiently large v, thus
k2
v
=

k2
v
− t + 1

1+ t − 1
k2
v
− t + 1

5

k2
v
− t + 1

1+ 3(t − 1)
δ

,
therefore
λ(λ− 1)
b(b− 1) f (v) = (1+ o(1))

k2
v

k2
v
− (t − 1)
 t
2
. (17)
In view of f (v) = (1+ o(1))vt , by (14) and (17),
λ
2
t b−
2
t

λ− 1
b− 1
 2
t
v2 = (1+ o(1))λ 2t b− 2t v((1+ o(1))λ 2t b− 2t v − (t − 1)),
that is,
(1+ o(1))

λ− 1
b− 1
 2
t
= (1+ o(1))λ 2t b− 2t − t − 1
v
.
So we have
t − 1
v
= b−
2
t ((1+ o(1))λ 2t − (1+ o(1))(λ− 1) 2t ),
and thus
b
2
t =
v
t − 1 (λ
2
t − (λ− 1) 2t + o(1)) = (1+ o(1)) v
t − 1 (λ
2
t − (λ− 1) 2t ),
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which implies
b = (1+ o(1))(λ 2t − (λ− 1) 2t ) t2 (t − 1)− t2 v t2 ,
and this completes the proof of Theorem 2. 
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