Abstract-In this contribution projection approximation subspace tracking using deflation (PASTD) is investigated in the context of MIMO transmit preprocessing systems by exploiting the specific property of Time Division Duplexing (TDD) techniques that the uplink and downlink channels are similar, since they both use the same carrier frequency. Hence the channel estimated from the received signal can also be used for transmit preprocessing. More explicitly, based on the received signal, the PASTD algorithm is used for tracking both the left and the right singular vectors of the MIMO channel matrix, which are required by eigenmode transmissions, instead of periodically reestimating the MIMO channel matrix and performing the singular value decomposition (SVD), which would impose a high computational complexity. A specific deficiency of the family of subspace tracking algorithms is their phase ambiguity imposed by the the non-unique nature of the SVD, which is resolved in this treatise by employing differential encoding. The efficiency of the proposed subspace tracking scheme is demonstrated by our performance results, indicating that the advocated technique preforms within 1dB from the BER curve of the perfect channel estimation aided benchmarker.
I. INTRODUCTION
Due to the emerging high demand for supporting novel multimedia applications, next generation wireless systems are expected to support higher data rates. When employing multiple antennas at both the transmitter and receiver, multiple input multiple output (MIMO) systems have the potential achieving a high transmission rate than their traditional single input single output (SISO) counterparts [1] .
MIMO systems have attracted intensive research interests during the last decade [1] - [3] . In the absence of channel state information (CSI) at the transmitter, space time coding [4] or spatial multiplexing [5] , [6] constitue prime candidates for MIMO transmission. However, when the CSI is available at both the transmitter and the receiver, a more sophisticated technique referred to as eigenmode transmission [7] can be used for decomposing the MIMO channel into several independent SISO subchannels, which involves the singular value decomposition (SVD) of the MIMO channel matrix. In this case no joint detection is needed and the resultant singleantenna-based detection algorithm becomes rather simple.
The third-generation (3G) wireless systems support two different modes, namely frequency division duplexing (FDD) and time division duplexing (TDD) [8] , [9] . In the FDD mode, the uplink (UL) and downlink (DL) signals are transmitted at
The financial support of the European Union under the auspices of the Newcom and Phoenix projects, as well as that of the EPSRC UK is gratefully acknowledged. different carrier frequencies, which results in independently fading channels for the UL and DL. By contrast, in the TDD mode, the UL and DL transmissions ensue at the same carrier frequency. Hence the UL and DL channels tend to fade together and therefore can be considered as similar [8] . We will exploit this similarity of the UL and DL channels of the TDD mode in this paper.
The CSI required at the transmitter can be obtained with the aid of the side-information control channel from the receiver in the FDD mode. Alternatively, it can be directly estimated on the basis of the received signal's quality and exploited by the transmitter in the TDD mode.
Channel estimation (CE) followed by SVD is invoked, when eigenmode transmissions are employed [10] , which potentially imposes a high computational complexiy. Instead of estimating the entire MIMO channel matrix and then additionally implementing SVD, it was claimed in [11] , [12] that subspace tracking based algorithms may result in lower computational complexity in the context of eigenmode transmissions.
In the family of subspace tracking algorithms, the so-called projection approximation tracking combined with deflation (PASTD) [13] has been shown to be applicable in diverse scenarios [14] , [15] . Hence, in this paper the PASTD algorithm is employed for subspace tracking in a MIMO-aided TDD system.
II. MIMO TRANSMISSION MODEL
Consider a system having M T transmitter and M R receiver antennas subjected to a flat-fading channel between any pair of transmitter and receiver antennas. Then the received M Rdimensional symbol vector y can be expressed as
where x is the M T -dimensional transmitted symbol vector and H is an (M R × M T )-dimensional complex channel matrix with the (i, j)th element being the fading channel between the ith receive and jth transmit antennas. Finally, n is the M R -dimensional AWGN vector having a zero-mean and E(nn
If the rank of H is assumed to be q (q ≤ min(M, N )), the SVD of the channel matrix H is given by
where If the channel matrix H is known at both the transmitter and receiver, the so-called eigenmode transmission regime of [7] can be invoked to decompose the MIMO channel into orthogonal subchannels by applying V s and U s at the transmitter and receiver, respectively, yielding
wherex is a q-dimensional transmitted symbol vector, whilẽ n = U H s n is a q-dimensional noise vector, which has the same statistical properties as n (dl,k) , because U H s is a unitary matrix.
As an explicit benefit of using the SVD, the known channel matrix H is finally decomposed into q independent orthogonal subchannels, each of which has a channel gain of λ i and this transmit preprocessing regime is referred to as eigenmode transmission [7] .
As a further simplication, it was shown in [11] that highintegrity reception can be achieved, if we opt for transmitting in a limited number of p (1 ≤ p ≤ q) subchannels having channel gains of λ 1 ≥ λ 2 · · · ≥ λ p for achieving a high throughput, while meeting the specific target BER performance.
Another potential advantage of eigenmode transmission is that only the left singular vectors of U s and the right singular vectors of V s are needed, as we can see in (3) . Hence it is intuitively appealing to invoke algorithms, which estimate or update the singular vectors only [11] , [12] instead of estimating the entire MIMO channel matrix H and then additionally implementing the SVD, which would inevitably impose a high computational complexity.
III. TDD MIMO TRANSMISSION MODEL
A full-duplex MIMO link may be created using either FDD or TDD mode. In this paper, we assume employing the TDD mode. Consider a TDD system using M T antennas at the base station (BS) and M R antennas at the mobile station (MS), encountering a flat-fading channel between any pair of transmitter and receiver antennas. Furthermore, for simplicity, we assume that the system supports a single user. Then the M R -dimensional received symbol vector y dl (k) of the DL and the M T -dimensional received symbol vector y ul (k) of the UL can be expressed as
where 
Since the UL and DL timeslots of a TDD link are transmitted on the same carrier frequency, the UL and DL channel matrices may be assumed to be identical, provided that the Doppler frequency is sufficiently low and hence the corresponding channel impulse response (CIR) does not change dramatically during the time between the UL and DL time slot. Hence we have
Upon substituting (6) into (5), we arrive at
The transmitted symbol vector x ul is conjugated before transmission, as proposed in [11] . In this case, we obtain
Furthermore, the received symbol vector is conjugated as well, hence we have
According to (2), the SVD of H dl can be expressed as
When eigenmode transmission is used for the sake of avoiding interference among the transmitted data symbols, the p-dimensional transmitted symbol vectorsx dl andx ul are multiplied by V dlsp and U dlsp given by the first p columns of V dls and U dls , respectively, before their transmission. Accoding to (3), we obtain
The resultant received symbol vectors y dl and y * ul are multiplied by the matrices U H dlsp and V H dlsp , respectively, for the sake of avoiding interference among the transmitted data symbols. Finally, we obtaiñ
As we can see, only the matrix U dlsp has to be known at the MS, while the matrix V dlsp is used for preprocessing at the BS.
The matrices U dlsp and V dlsp can be obtained by SVD of the channel matrix H dl . However, this requires estimating the channel matrix first, then implementing the SVD, which improses a high computational complexity. Observe in (9) to (15) however, that only the subspace matrices U dlsp and V dlsp are required instead of the knowledge of the entire channel matrix.
Let us continue by considering the DL transmission in more detail. More explicitly, our goal is to obtain the matrices U dlsp and V dlsp without estimating the channel matrix H and without performing the SVD of H. Upon substituting (10) into (12), we obtain
The autocorrelation matrix of the vector y dl of received symbols is given by
Let the total average transmit power P be a constant and let us allocate an equal power to each nonzero subchannel in (16).
Then we obtain the autocorrelation of the p-dimensional vector x dl of transmitted symbols as follows
Hence, following a few further manipulations, (17) can be written as
where U dls is constituted by q eigenvectors of R y dl associated with the q largest eigenvalues (
) of R y dl . The space spanned by the columns of U dls is referred to as the signal subspace, while U dln consists of (M R − q) number of eigenvectors of R ydl related to (M R − q) number of eigenvalues {σ 2 n dl } of R y dl . Finally, the space spanned by the columns of U dln is Operation of the PASTD algorithm termed as the noise subspace, which is orthogonal to the signal subspace [12] , [14] .
We can infer from our discussions above that the eigenvectors in U dls also consist of the orthonormal basis vector of the column-space of H dl . Moreover, when the vector y dl of received symbols becomes available, so-called subspace tracking algorithms can be used to track the orthonormal basis vectors of U dlsp , which spans the column-space of H.
Similarly, when the vector y * ul of received symbols becomes available, the eigenvectors in V dlsp can be tracked as well, which spans the row-space of H. Upon obtaining the corresponding left and right singular vectors of H, the eigenmode MIMO-aided transmission regime described above can be employed.
In the family of different subspace tracking algorithms, the PASTD technique [13] stands out as one of the most popular algorithms. In the next section, the PASTD algorithm will be briefly described in the context of tracking the elements of U dlsp . The same algorithm can also be used for tracking the elements of V dlsp .
IV. PASTD SUBSPACE TRACKING [13] The PASTD algorithm of [13] designed for signal subspace tracking is summarized in Table I , where y dl (k) is the kth M R -dimensional received signal vector generated for DL transmission, while d i (k) represents the exponentially weighted estimate of the ith eigenvalue and w i (k) denotes the estimate of the ith eigenvector at the kth time instant. Furthermore, β (0 < β ≤ 1) represents the forgetting factor. Table I summarizes the operations of the PASTD algorithm, which is based on the so-called deflation technique [13] and its basic philosophy is that of the sequential estimation of the so-called principal components [13] . The most dominant eigenvector is updated first by applying the PAST algorithm at the 1st iteration [13] . Then the projection of the current signal sample vector y dl (k) onto this eigenvector is removed from y dl (k) itself. Now the second most dominant eigenvector becomes the most dominant one in the updated signal vector and hence can be extracted in the same way as outlined above. This procedure is applied repeatedly, until all desired eigencomponents have been estimated.
Since the deflation [13] technique results in a strong loss of orthonormality between the singular vectors [13] , the GramSchmidt orthonormalization [16] technique is invoked for reorthogonalizing the signal subspace after each update. The variables d i (0) and w i (0) have to be initialized, as seen in Table I . Specifically, the SVD of the first M vectors of the received symbols are used for the initialization of d i (0) and w i (0) [14] .
Since the singular vector generated according to (2) can be different up to a complex-valued coefficient of unit norm [11] , it may cause phase ambiguity [11] , which can be resolved for example by differential encoding, leading to differential phase shift keying (DPSK) modulation [11] .
V. PERFORMANCE RESULTS
Having described the TDD system and the PASTD algorithms in Section IV, in this section our simulation results are provided in order to characterize the attainable performance of PASTD subspace tracking in the context of a TDD system. Furthermore, differential BPSK modulation is used. BER performance against the forgetting factor β introduced in Section IV, when only the largest eigenvalue is used for uplink transmission at different values of SNR. The remaining parameters are the same as in Table II .
In Figure 1 the achievable BER performance is plotted against the forgetting factor β, when only the largest eigenvalue is used for both the uplink and downlink transmissions, respectively, at SNRs of −10dB, −5dB and 0dB. The remaining parameters are the same as in Table II . We can see from Figure 1 that for a given SNR, the BER slightly decreases upon increasing the forgetting factor β, until an optimum point is reached. Beyond this point the BER increases relatively sharply upon increasing the forgetting factor β. This is because for the low normalized Doppler frequency of f dm T s = 0.001, the channel exhibits a high correlation for a long period, which allows us to exploit the channel knowledge over a longer period, resulting in a higher forgetting factor. Beyond the optimum value of β, more than necessary past channel output samples are invoked, therefore the correlation between a far distant channel sample and the current one is low and hence the effects of the noise imposed by a distant noisy sample on the correlation becomes more dominant, which actually degrades the algorithm's performance. We can also see for SNR=−10dB and −5dB that the optimum forgetting factor is around β = 0.95, while for SNR=0dB it is around 0.90. The reason behind this may be attributed to the observation that for lower SNRs a higher number of noisy samples may be needed to mitigate the effects of the noise and hence a higher forgetting factor is required. By contrast, for higher SNRs a lower number of noisy samples is sufficient for mitigating the effects of noise, which results in a lower forgetting factor β. Table II .
In Figure 2 the attainable BER performance is portrayed for different values of the SNR, when only the largest eigenvalue is used for uplink transmission. The remaining parameters are the same as in Table II . We can see from Figure 2 that the achievable BER performance of PASTD subspace tracking is similar to that achieved with the aid of perfect channel knowledge. Observe, however that the BER difference between the perfect estimation based scenario and the tracked scenario becomes higher upon increasing the SNR. This is because the forgetting factor of β = 0.95 is not the optimum value for higher SNRs, as seen earlier in Figure 1 . The same performance is observed for downlink transmissions because the uplink and downlink are similar.
In Figure 3 the achievable mean BER performance is plotted against the forgetting factor β introduced in Section IV, when the first two largest eigenvalues are used for UL transmissions for different values of the SNR. The remaining parameters are the same as in Table II . We can see from Figure 3 that different optimum forgetting factors are found for the different values of the SNR. The reason for this observation is the same as that stated earlier for Figure 1 .
In Figure 4 the attainable BER performance is characterized Fig. 3 . Mean BER performance against the forgetting factor β in Section IV, when the first two largest eigenvalues are used for uplink transmission at different SNRs. The remaining parameters are the same as in Table II . Table II. for different values of the SNR, when the first two eigenvalues are used for uplink transmission. The remaining parameters are the same as in Table II . We can see from Figure 4 that the performance recorded for the largest eigenvalue is the same as in Figure 4 and when the availability of perfect channel knowledge is assumed, while the performances achieved by the PATSD algorithm are quite different from theoe seen in Figure 2 . This is because the subspace tracking algorithm is unable to eliminate the interferece between the two eigenvalues, while there is no interference between the two eigenvalues in case of perfect channel knowledge. Furthermore, the BER curve exhibits a floor value upon increasing the SNR. This is because the interference between two eigenvalues becomes the dominant factor for high values of the SNR.
VI. SUMMARY AND CONCLUSIONS
In this paper, PASTD subspace tracking aided MIMO transmit processing techniques were investigated in the context of a TDD system. Since only the left or right singular vectors of the channel matrix are required at transmitter and receiver, respectively, for eigenmode transmission in the TDD mode, PASTD subspace tracking can be used at both the transmitter and receiver to acquire the required left and right singular vectors without estimating the entire MIMO channel matrix H. This operation is followed by SVD of H, which typically results in a high complexity. Furthermore, since the PASTD subspace tracking technique is a blind algorithm, it improves the achievable spectral efficiency. A specific deficiency of the family of subspace tracking algorithms is their phase ambiguity imposed by the the non-unique nature of SVD, which was resolved by employing differential encoding. Finally, the efficiency of the proposed scheme was verified by our simulations.
