In this paper, we propose an end-to-end deep manifold-tomanifold transforming network (DMT-Net), which makes SPD matrices flow from one Riemannian manifold to another more discriminative one. For discriminative feature learning, two specific layers on manifolds are developed: (i) the local SPD convolutional layer, (ii) the non-linear SPD activation layer, where positive definiteness is satisfied for both two layers. Further, to relieve computational burden of kernels on relative large-scale data, we design a batch-kernelized layer to favor batchwise kernel optimization of deep networks. Specifically, one reference set dynamically changing with the network training is introduced to break the limitation of memory size. We evaluate our proposed method on action recognition datasets, where input signals are popularly modeled as SPD matrices. The experimental results demonstrate that our DMT-Net is more competitive than state-of-the-art methods.
INTRODUCTION
High-order statistics feature learning is one of the most active areas in pattern recognition. As a generic descriptor, covariance matrix was employed in various tasks, e.g. object detection [1] and tracking [2] . The driving forces to this trend are its powerful representation ability, and the behind fundamental mathematical theory of Riemannian manifold spanned by symmetric positive definite (SPD) matrices, of which covariance is a special case.
For the SPD descriptor on Riemannian manifold, two crucial issues should be well solved. The first is how to learn more discriminative features from those raw high dimensional SPD matrices while preserving Riemannian structure. For this issue, approaches such as manifold-to-manifold transformation [3] and locally linear embedding [4] are proposed. The second is how to define the metric of SPD matrices. Due to the gap between Riemannian manifold and Euclidean space, distances between SPD matrices can not be calculated as what is usually done in Euclidean space. To address this problem, log-Euclidean metric [5, 6, 7] and kernelized methods [8, 9] are proposed.
Inspired by deep learning, more recently, Huang et al. [10] proposed a Riemannian network to extract high-level features from SPD matrices by designing the bilinear mapping (BiMap) layer and eigenvalue rectification (ReEig) layer. However, there are several limitations of Riemannian network: 1) limited feature learning ability of BiMap layer, 2) computationally demanding operation, i.e. singular value decomposition (SVD), in ReEig layer. To overcome these problems, inspired by the great successes of convolutional neural network (CNN) attributed to its local filtering properties, we attempt to improve the BiMap and ReEig layers from the following aspects: 1) proposing a local convolutional filtering on SPD matrices rather than global matrix multiplication in BiMap layer, and meanwhile preserving symmetric positive definiteness, 2) proposing a non-linear activation function without SVD in order to reduce computation cost.
In this paper, we propose a novel deep manifold-tomanifold transforming network (DMT-Net) to address all above issues. To implement local convolutional filtering on SPD matrices, we specifically design a local SPD convolutional layer by constraining those filters to be SPD with theoretical guarantee. To enhance the flexibility, we also design a non-linear activation layer with the guarantee of manifold preservation, which only need perform elementwise operation and thus does not require SVD. Moreover, to relieve computational burden of kernel computation on relatively large data, we propose a kernel regression layer with a reference set which is dynamically updated during network training. For any one batch of data, we only need compute the kernel with regard to the reference set. Hence, such an strategy can implement the true batch-kernelized processing for deep network learning. All these are integrated together and jointly trained for recognition. As a summary, the novelties of DMT-Net include: 1) a novel SPD convolutional layer preserving Riemannian structure, 2) non-linear activation on Riemannian manifold without SVD, 3) batch-kernelized processing in kernel regression layer.
DEEP MANIFOLD-TO-MANIFOLD TRANSFORMING NETWORK
The architecture of DMT-Net consisting of multiple layers is shown in Fig. 1 . Among those layers, softmax layer is as same as the one commonly employed in neural networks in Euclidean space, and the bilinear transformation layer, which is designed for dimension reduction, can be easily conducted by multiplying the input with a matrix and its transpose from left and right respectively. So, in this section, we focus on introducing the proposed SPD convolution, SPD non-linear activation and kernel regression layers in detail.
Local SPD convolutional layer
To describe more clearly, we first give the definition of multichannel SPD matrix.
where C is the channel number and D is the spatial dimension, if each sliced channel X (i) ∈ R D×D (i = 1, · · · , C) is SPD, then we call the multi-channel matrix X be SPD.
As the input of network, we may construct multi-channel SPD maps by using covariance or its variants. Then we expect to do local convolution filtering like the standard CNN. To preserve the property of manifold, local convolutional kernels are designed to satisfy the condition of SPD. A theoretical guarantee is given below:
the kernel number and k is the kernel size, then the convolutional operation is defined as
Proof. Please see supplementary material.
To construct an SPD convolutional kernel, we employ the multiplication of one matrix H m,c ∈ R D×D , formally,
where → 0 + and I is an identity matrix. Obviously, the constructed W is SPD. Hence, during network learning, we only need to learn the parameter H, and perform Eqn.
(2) to implement the SPD convolution. For the non-linear activate function, we employ the element-wise operation on some specific functions, which are proven to be SPD transformations below.
Theorem 2. Given an SPD matrix, the transformation of element-wise activation with exp(·), sinh(·) or cosh(·) is still SPD.
According to Theorem 2, we can implement non-linear transformations without the high-computational SVD, which is often used in the previous methods including the recent work [10] . And in this process, the SPD matrices are normalized with the Frobenius norm in case that the eigenvalues of them may go unbounded after non-linear activation. The convolutional filtering and the non-linear activation form the basic local SPD convolutional layer. This SPD convolutional layer is rather flexible in efficient computation, which can be directly implemented by the conventional matrix operation like the standard convolutional layer.
Kernel regression layer
Conventionally, all training samples are used to compute kernel in kernel regression. But for large-scale data, this is not feasible due to memory size limitation. To address this problem, we specifically design a reference set of K samples, which is used as the templates to compare all training samples and testing samples. Hence, the memory requirement may be sharply reduced from N 2 to K 2 . To choose one better reference set, we employ a self-updating mechanism to automatically select some representative samples from training samples. Concretely, we first initialize the reference set by randomly choosing K samples from training data. After several epochs, we will update the K reference samples by performing k-median clustering (Please refer to Algorithm 1), where the initial centers take the last-round reference samples.
Given a reference set S with K samples, we can produce the corresponding features denoted as S F ∈ R K×D×D as the input of kernel regression layer. In detail, the output features of the second bilinear transformation layer are first activated by exp(·) and then transformed to multi-channel diagonal matrices [22] . Then, suppose that Y ∈ R K×C is the expected output matrix, where C denotes the class number, then the kernel regression layer is formulated as:
where φ : R D×D → H is the projecting function to Hilbert space and W is the regression coefficients to be solved. Given the feature of a sample Z F ∈ R D×D , the estimated label is
where K is the kernel operation, defined as
and
The advantages of the reference set strategy are threefold: i) break the memory size limitation for large-scale kernel computation; ii) reduce the time cost of kernel computation without all pairwise comparisons; and iii) be a universal strategy to other kernel optimization problems including the use of kernel in deep learning.
Training process
During network training, all parameters of each layer of DMT-Net may be optimized through back-propagation algorithm [11] based on cross entropy loss. Meanwhile, when fixed all layers, the reference set is adaptively updated after several epoches. The whole training process is summarized in Algorithm 1. Thus the algorithm may run like those conventional convolutional neural networks.
Algorithm 1 DMT-Net training
Require: Labeled SPD descriptors {(X i , y i )}, i = [1, · · · , N], the size K of reference set, the number of iterative epoches T , the number of data batches B, the interval m of updating reference set. Ensure: Optimized network and reference set. 1: Initialization: Randomly initialize the network parameters and the reference set. 2: for t = 1, · · · , T do 3:
Input raw SPD descriptors.
5:
Perform network forward-inference based on the current reference set. 6: Optimize network with stochastic gradient descent. 7: end for 8: if mod(t,m)==0 then 9:
Update the reference set (Section 2.2). 10: end if 11: end for
EXPERIMENTS
In this section, we conduct experiments on action recognition datasets including the UTKinect-Action dataset [12] , the Florence 3D Actions dataset [13] and HDM05 database [14] .
Datasets and protocols
The UTK dataset consists of 10 types of actions performed by 10 actors which yields 195 sequences in total, where skeleton is represented by 20 joints. The Florence 3D Actions dataset contains 9 activities performed by 10 subjects yielding 215 activity samples in total. Different from UTK dataset, the skeleton data in Florence dataset is represented by 15 joints. HDM05 dataset contains 2,273 sequences of 130 motion classes executed by five actors. The skeleton data contains 31 joints which are much more than those in UTK and Florence datasets. The intra-class variations and large number of classes make this dataset more challenging than the former two.
For above datasets, preprocessing is conducted including body plane rotation for dataset augmentation and transforming action sequences to a unified length. After rotation, the numbers of training samples of UTK, Florence and HDM05 datasets are expanded to 1755, 1935 and 20457 respectively.
For both UTK and Florence datasets, leave-one-subjectout validation following [15] is employed where actions performed by nine actors are used as training samples and the remaining one subject are for testing. When recognizing HDM05 dataset, we follow the protocol in [16] which performs recognition on all 130 classes. In this process, actions performed by two subjects named 'bd' and 'mm' are used for training and the remaining three are for testing.
Method

Accuracy ( %)
Vemulapalli et al. [17] 97.08
Devanne et al. [18] 91.5
Anirudh et al. [19] 94.87
Batabyal et al. [20] 91.45
Wang et al. [15] 97.44
DMT-Net 98.48 Table 1 : The comparisons on UTKinect-Action dataset.
Experiments on UTKinect-Action dataset
The parameters of DMT-Net are set as what follows. In the input layer, the SPD feature matrices are in size of 60 × 60 of 21 channels as the skeleton data is represented by 20 joints. The filters in two convolution layers have the sizes of 11 × 21 × 7 × 7 and 15 × 11 × 5 × 5. In the two bilinear projection layers, projection matrices have the sizes of 54 × 20 and 16 × 11 respectively. The average accuracy of the proposed DMT-Net on UTKinect-Action dataset is shown in Table 1 . This result is also compared with various existed algorithms proposed in previous literals, including [17] , [19] and [15] . From the results we can see that the algorithm proposed in [15] achieves the accuracy of 97.44% which is the highest among the previous methods. Our methods outperforms all the compared methods and the performance is 1.04 percent higher than that in [15] . Moreover, comparing to [15] , we only apply simple rotation to training samples while [15] employs elaborate preprocessing such as body plane orientation alignment, which indicates more powerful representation learning ability of our model.
Experiments on Florence dataset
In this experiment, we set the parameters as follows. The filters in two convolution layers have the sizes of 11 × 21 × 7 × 7 and 11 × 11 × 5 × 5, and in the two bilinear projection layers, projection matrices have the sizes of 39×15 and 11×7 respectively.
The result of the proposed DMT-Net dataset on Florence dataset is shown in Table 2 and compared with various existed algorithms. From the results we can see that the performance of our algorithm is better than those proposed in previous literals. The previous work including [17, 19, 15] achieve the accuracies of around 90%, where [15] achieves the highest accuracy of 91.63% among them. Compared with the performance of [15] , the accuracy of our method is almost 4 percent higher. Table 3 : The comparisons on HDM05 dataset.
Experiments on HDM05 dataset
In this experiment, the input SPD feature matrices are in size 45 × 45 of 21 channels and the filters in two SPD convolution layers of DMT-Net have the sizes of 15 × 21 × 7 × 7 and 15 × 15 × 5 × 5. In the two bilinear projection layers, projection matrices have the sizes of 87 × 33 and 29 × 10 respectively. The comparisons on HDM05 dataset are shown in Table 3 . LSTM achieves the highest accuracy of 70.0% among the compared methods. Our DMT-Net achieves the accuracy of 71.2% which outperforms the LSTM by about 1.2%.
CONCLUSION
In this paper, we propose a novel framework named DMT-Net to deal with action recognition based on SPD matrices lying on Riemannian manifold. In DMT-net, novel layers are designed by fully respecting the Riemannian structure. The experimental results on three different action databases show that our algorithm outperforms the state-of-the-art methods under the same experimental environments.
