Abstract This article addresses the role of spatial interaction in social networks. We analyse empirical data describing a network of leisure contacts and show that the probability to accept a person as a contact scales in distance with ∼ d −1.4 . Moreover, the analysis reveals that the number of contacts an individual possesses is independent from its spatial location and the spatial distribution of opportunities. This means that individuals living in areas with a low accessibility to other persons (rural areas) exhibit at average the same number of contacts compared to individuals living in areas with high accessibility (urban areas). Low accessibility is thus compensated with a higher background probability to accept other candidates as social contacts.
Introduction
The remaining article is organised as follows: Section 2 provides an overview of empirical studies on social networks and models for spatially embedded networks. In Sec. 3 a detailed analyses of the empirical data is presented. We turn to the description of the simulation model in Sec. 4 and present the simulation studies in Sec. 5. The paper is closed with a discussion of the results of the empirical analysis as well as the simulation studies in Sec. 6 and a conclusion in Sec. 7.
Related work
The influence of geographical distance on the presence and strength of social ties has been already identified in the middle of the 20th century (for instance [16] ). From a personal perspective it is intuitive that the probability of a social contact decreases with increasing distance. Several empirical studies have shown that this rather common assumption is well described by the so-called gravity model [41] . The gravity model can be used to explain to distinct observations: (i) the strength of a social contact (which may be quantified by the frequency of physical meetings) in dependency of distance or (ii) the occurrence of a social contact in a specific distance. The later is naturally dependent on the underlying spatial distribution of individuals and can be normalised accordingly.
Latané et al. [28] study three data sets describing the social interaction of college students, citizens of Florida, and social psychologists. In all three data sets they observe that the interaction frequency is well approximated by a power law The analysis of a social network of bloggers by Liben-Nowell et al. [29] revealed that the relationship between friendship probability and distance can be described by p ∼ d −1 . They determine the friendship probability by dividing the observed number of friendships with distance d by the number of possible pairs of individuals with same distance.
The same approach to calculate the probability that two individuals are connected is used by Lambiotte et al. [25] , however, using a communication network constructed from mobile phone data. Lambiotte et al. find that the probability follows the same fundamental scaling law as in [29] but with a considerably smaller exponent: p ∼ d −2 . Moreover, Lambiotte et al. observe that transitive connections (person i is connected to j, j is connected to k and k is connected to i) are not only composed of spatially adjacent persons, as one may expect considering that the density of social contacts is greater in the direct proximity, but that they can stretch out over large distances.
A set of 1297 edges from the Facebook online social network, geo-located via user specified zip codes, is analysed by Goldenberg and Levy [19] . In addition, they also analyse 4455 email messages where locations of senders and receivers are known at the level of cities. In both data sets they find that the probability density distribution of social contacts decreases with ∼ d −1 , whereas they note that the results are less conclusive for the email data set because of its low geographical resolution.
Backstrom et al. [3] also use Facebook data, which they obtained by requesting a subset of the US Facebook users to disclose their residential address. The resulting data set of about 3.5 million geo-located users and more than 30 million geo-located edges is outstanding. Similar to Liben-Nowell et al. they find that the probability of having a friend within the Facebook community scales with ∼ d −1 . Moreover, Backstrom et al. categorise individuals according to the population density of their home location into low, medium, and high density. The friendship probability calculated separately for each category reveals that individuals located in high density areas have at short distances (about < 80 km) a lower friendship probability compared to individuals located in low density regions. This is plausible because people living in urban areas have more opportunities in short distances such that they effectively take advantage of each existing opportunity with a lower probability. However, at long distances the friendship probability is no longer dependent on population density. This generally raises the question if accessibility, as a measure of how good opportunities are reachable, and the topology of a social network interact. A positive correlation between both quantities becomes plausible if the edge probability of the social network involves the costs of getting from one vertex to the other. Reggiani et al. [37] generate a network from a commuter matrix of Germany, which can be also considered as a network of business relations. They find that the in-degree of a zone, that is, the number of origin zones with commuter flow to that zone, shows strong positive correlation with the zone's accessibility. This is natural because being accessible with low travel costs increases the probability of being selected as a target zone. If such correlations hold also for a social network, this means that if persons with high accessibility have also more social contacts, will be further investigated in this article.
Frei and Axhausen [17] surveyed personal networks of respondents located in the conurbation of Zurich, Switzerland. The respondents were requested to report emotional important social contacts together with their residential location. To account for the inhomogeneous population distribution they divide the share of observed contacts by the population share, where both quantities are aggregated into concentric rings centred at the centre of mass of all respondents' residential locations. The calculated ratio of contact and population share exhibits a strong decay in distance, however, Frei and Axhausen do not make statements about the parametric form of the distribution.
In a recent study Daraganova et al. [13] consider various types of exponential and power-laws to describe the distance distribution of social contacts. The analysis of a data set of 551 individuals shows that the family of power-laws result in better fits of the distribution compared to exponential decay functions. For all considered power-laws the presence of edges decays in distance with an exponent of ≈ −1.
The question of how social networks interact with travel behaviour, specifically home and work location choice, is addressed by Tilahun and Levinson [39] . They infer a social network by connecting people that either live or work in the same planning zone. By comparing origin-destination matrices they find that individuals who live in the same zone also tend to work in the same zone, and vice versa. This observation supports the hypothesis that social networks play an important role in location choice.
While there are a couple of models dealing with the generation of networks embedded in space, only few of them specifically address the generation of social networks. A quite intuitive approach to generate a spatially embedded network is to extend the model of preferential attachment by Barabási and Albert [4] : In the so-called modulated BA [30] the preference to attach to high degrees competes with the preference for short edges. The probability of a vertex introduced at time t to connect to an existing vertex i is adapted according to
α , where k i (t) denotes the degree of i at time t, d denotes the euclidian distance between both vertices, and α is a (usually negative) parameter. A further extended version of this model is used by Barrat et al. [5] to create weighted networks. In their model the preferential attachment mechanism relies not only on the vertex's degree but on the sum of the weights of the edges connected to a vertex.
In the geographical threshold graph model of Masuda et al. [31] two vertices i and j are connected according to the threshold mechanism (w i + w j ) h (d ij ) ≥ θ, where w i and w j are a priori defined weights, h (d ij ) represents a decreasing function of distance d ij and θ is a constant threshold.
Other models consider vertices placed on a lattice that connect to their nearest neighbours [8] or graphs where regions are iteratively partitioned (e.g. by triangulation [2] ) into subregions by introducing new vertices and edges. Details on the above three models can also be found in a review of geographical scale-free networks by Hayashi [20] .
Models that explicitly address the construction of social networks are, for instance, the models of Boguñá et al. [9] , Wong et al. [42] , Liben-Nowell et al. [29] , Lambiotte et al. [25] and Daraganova et al. [13] . Boguñá et al. introduce the concept of social distance attachment in which vertices are connected with probability
α , where d ij denotes the distance between both vertices in the social space, b and α > 1 are parameters. If one considers the social space as a two-dimensional euclidean space, then this model connects vertices with probability just depending on their distance; probably the most simple model for a spatially embedded network. Wong et al. [42] propose an exponential random graph model in which they describe the probability of an edge as a simple step function differentiating between edges within and beyond a so-called neighbourhood radius H. More precisely, the probability to connect vertices i and j is given by
where p denotes the average edge density, p b represents the proximity bias controlling the users sensitivity towards distance and ∆ is a correction term to maintain the average edge density.
The model of Liben-Nowell et al. [29] explicitly accounts for the spatial population distribution. More precisely, the population distribution is the only variable in their model: The probability that persons i and j are connected is described by the reciprocal of the number of persons living closer to i than j does.
Lambiotte et al. [25] developed a model with moving agents which allows to explain why triangles are approximately equally distributed over space. Agents that are placed on a periodic one-dimensional lattice are either allowed to move and thus to stretch triangles or to adapt to their neighbourhood by replacing longdistance connections with short-distance connections forming new local triangles.
A somewhat different approach is introduced by Hu et al. [22] . They propose a model in which the information entropy of the individual's circle of acquaintances is maximised subject to the constraint that the sum of edge lengths does not exceed a fixed value. Maximising information entropy in their model can be roughly interpreted as maximising the number of distinct people one knowns within a radius to two edges (i.e. friends and friends of friends). Simulated on a toroidal lattice the edge probability shows at maximum entropy to scale in distance with a power law and an exponent close to −1. However, Hu et al. make no statements about the model behaviour if the underlying spatial distribution of vertices is inhomogeneous.
An exponential random graph model involving geographical proximity is proposed by Daraganova et al. [13] . The model combines spatial processes described by a power-law equivalent to the function used by Boguñá et al. and network processes describing the emergence of star-like and triangular configurations. While some of the above theoretical models can be configured so that spatial processes can explain other network structures such as transitivity and degree correlation [9, 42, 5] , Daraganova et al. conclude with a contrary statement. The discrepancy may be explained with the fact that the model of Daraganova et al. is fitted against real-world data. In fact, a common characteristic of most of the above presented studies is that they either use (i) randomly distributed vertices in a one or twodimensional Euclidean space, (ii) vertices positioned on a lattice, or (iii) vertex locations that are a result of the generating algorithm itself. Literature dealing with inhomogeneous vertex distributions is sparse (see for instance [29] and [10] ). The present study addresses this knowledge gap. The proposed network model uses real-world population data as input and thus allows to gain insights into the effects of the population distribution on network structures.
3 Analysing empirical data
Data collection
Empirical data is obtained from a survey that collects data on a social network of leisure contacts in Switzerland [24] . The sampling design involves a so-called snowball sampling technique. In a snowball sample respondents are asked to report their social contacts which are then invited to participate in the survey as well. The new respondents are asked to report their social contacts which in turn also are invited. This iterative process is continued until a predefined number of iterations is conducted or the desired number of samples is collected. The name of the approach stems from the image of a snowball accumulating more and more material when it is rolled through the snow.
The criterion according to which the respondents should name their contacts involves two questions:
1. "Please list the people with whom you make plans to spend free time (Examples: sports, club or organised activities, cultural events, cooking together or going out to eat, taking holidays or excursions together)." 2. "If there are other people with whom you discuss important problems, please list them here." Naturally, it is up to the respondent to decide whether a social contact meets this criterion. Both criteria aim at identifying actors who meet frequently face-to-face, which is considered as a crucial aspect when identifying leisure travel. The drawback of snowball sampling is its inherent bias. Each additional contact of a person means an additional edge through which the sampling mechanism can find that person. This means that persons with many contacts are more likely to be included in the sample, and hence the resulting sample is biased towards respondents with many social contacts. With appropriate methods that account for the degree bias it is possible to obtain corrected statistics [23] .
Each respondent and each reported person represents a vertex in the network. An edge between to vertices i and j denotes that either i named j as a contact or vice versa. The resulting network contains more than 7000 vertices and 7600 edges sampled within three snowball iterations. 406 vertices represent the respondents, i.e. persons that filled out a questionnaire. The remaining vertices represent the contacts that have been named by the respondents. This distinction is crucial because the degree (number of leisure contacts) is only known for respondents. For the majority of vertices socio-demographic attributes such as age and gender are known. Roughly 75 % of all vertices disclosed their residential location.
Network topology
The observed network exhibits a corrected mean degree of k = 13.2. The corresponding degree distribution (Fig. 1) is heavily right-skewed with a maximum degree of 41. The method that corrects for the bias in the data weights each sample with the reciprocal of its inclusion probability. The inclusion probability scales approximately linear with the vertex degree (see [23] for details).
For the simulation experiments in Sec. 5 it is useful to fit a parametric distribution into the data points. The snowball mechanism, however, has its difficulties to capture vertices with low degree so that information about the share of these vertices is missing. Other studies on social networks observe a decrease of the probability towards the very low end of the degree scale [29, 12, 17] . Thus, it is plausible to approximate the data points by a log-normal degree distribution, which reflects the assumption that there are only a few people with very few social contacts.
A further commonly observed property of social networks are transitive connections (the probability that the friend of my friend is also my friend). A method to quantify transitivity is the local clustering coefficient [40] :
where e i denotes the number of edges that connect neighbours of i and N denotes the total number of vertices. A draw-back of snowball sampling is that it misses edges between neighbours (i.e. it underestimates e i ) if not at least one neighbour connected to such an edge participates in the survey. To compensate for this, the survey additionally collects data on neighbour-neighbour relations using a sociogram. In a sociogram respondents are asked to define activity-groups (for instance "hiking group" or "soccer club") and assign their contacts to those groups. Connecting all persons within an activity-group with each other reveals the missing edges between the respondent's neighbours. Of course, two persons being in the same activity-group do not necessarily consider each other as a leisure contact. A discussion of this aspect is, however, out of the scope of this paper. Including the edges obtained from the sociogram the clustering coefficient is C = 0.21 1 . A dependence of the clustering coefficient on the vertex's geographical location can not be identified. 
Spatial network properties

Distance distribution of social contacts
Given the residential locations of vertices the (great-circle) length of edges can be calculated ( Fig. 2(a) ). The resulting edge length distribution p (edge) (d) breaks up into a short range and a long range domain with the transition at about 20 km distance. Both domains follow a power law distribution
with β 1 ≈ −0.6 for the short range and β 2 ≈ −1.8 for the long range. The edge length distribution can be decomposed into the product of a behavioural model p (accept),i (d), i.e. the probability of i to accept a person at distance d as social contact, and the underlying population distribution M i (d), i.e. the number of persons at distance d from individual i. For realised contacts this leads to the model
where m i (d) is the realised number of contacts that person i possesses in distance d and i (d) denotes an unknown error term. Rearranging Eq. 3 while omitting the unknown error term yields
Applying the population average operator results in
The right hand side of Eq. 5 can be practically evaluated. The number of contacts (a)obtained by counting the number of inhabitants at distance d for each respondent i. For this, a 10 % sample of the Swiss population (ca. 700 k persons) obtained from the Swiss micro-census [15] is used, and distance d is discretised into 300 bins (rings) with the width adjusted so that all bins contain the same number of inhabitants. Areas outside Switzerland contribute zero opportunities.
, where the population average . is approximated by an average over the survey population. We approximate the distribution by a power law
does not exhibit the breakup in a short and long range domain as the edge length distribution indicates that this effect is caused by the inhomogeneous distribution of the underlying population. Figure 2 
where . denotes again the average over the survey population. The population distribution exhibits the same short and long range breakup as the edge length distribution. The sign of the slope changes from positive to negative at the transition, i.e. the number of opportunities first increases and then decreases in d. As a matter of the survey design, respondents are neither equally distributed over space, nor distributed proportionally to the population density, but are instead concentrated in Canton Zurich (because the initial seeds of the snowball are drawn within Canton Zurich). The change of the slope in M i (d) , and consequently in p (edge) (d), can thus be explained with the border of Switzerland to Germany which is approximately 20 km north of Zurich. Considering that there are no constraints on sampling outside of Switzerland, a behavioural interpretation of this would be that individuals do not consider persons beyond the national boundary as opportunities for social contacts.
Dependency on accessibility
The question that we address is if the acceptance probability is equal for all persons or if it depends on individual characteristics. Therefore, two hypotheses are proposed:
Hypothysis I. The acceptance probability p (accept),i (d) (Eq. 4) holds equally for all individuals. Hence,
where c is a constant that controls the average degree. The degree of individual i is obtained by the number of contacts in distance d summed over all distances:
Replacing m i (d) with Eq. 3 yields, together with the assumption of Eq. 6 and while omitting the residuals:
The integral of the right hand side in Eq. 8 can be considered as a measure of accessibility, which assigns nearby contact opportunities a higher weight than further away contact opportunities. For the practical evaluation of accessibility one would need to discretise d, say into rings of 1 km width. Thus
where M i (d) is the number of opportunities in each ring. Instead of summing over all distances d, one could equivalently sum over all contact opportunities (persons) j and weight each opportunity with d −1.4 :
Given the definition of accessibility Eq. 8 becomes
This means that the number of contacts an individual possess scales linear with its accessibility. Moreover, this would mean that people with high accessibility (living in conurban areas, high M i (d) for small d) possess more contacts compared to people with low accessibility (living in rural areas, small
However, this effect is not observed in the empirical data. Plotting the degree over accessibility (Fig. 3(b) ) shows no linear dependency and the Pearson correlation coefficient of 0.03 indicates no correlation between both quantities. Accordingly, hypothesis I, stating that the acceptance probability is equal for all individuals does not hold. Hypothesis II: The acceptance probability p (accept),i (d) (Eq. 4) differs among individuals. We therefore write
where c i is again a constant that controls the average degree but is this time individual for each i. In analogy to the first hypothesis, the degree of an individual is obtained by:
or equivalent
The essential difference to Eq. 8 is that c is replaced by a person specific constant c i . Since each individual in the survey population possesses just about 13 contacts on average an evaluation of p (accept),i (d) for each individual is not meaningful. Yet, to test whether c i is indeed individual for each person, we split the survey population into two categories based on the individuals' accessibility. The categories are chosen so that one group contains the vertices with accessibilities below the population median, and the other group contains the remaining vertices, having accessibilities beyond that median. Calculating p (accept),i (d) , in the same manner as for the entire survey population (Sec. 3.3.1), for both categories reveals that both exhibit approximately the same slope (Fig. 4(a) ) but a different offset in the log-log plot: The category with high accessibility exhibits a lower offset. This supports the assumption that the exponent α of p (accept),i (d) holds for the entire population and hence the person specific pre-factor c i remains as the only degree of freedom. It depends on the individual's home location so that people with lower accessibility exhibit a higher c i (Fig. 4(b) ). That is, c i is not a person specific but a location specific constant. However, at this point it is not conclusive if this effect is systematical or due to an error component in Eq. 3 that correlates with accessibility.
An interpretation is that the number of social contacts is a strong personal preference, and it is so strong that it is neither modified by the accessibility of the home location, nor is there self-selection into locations that correspond to the preference for social contacts. The scaling law, ∼ d α with α ≈ −1.4, seems to hold across the population. This is both independent from the degree and from the accessibility of the home location. Thus, persons compensate for reduced accessibility neither by modifying the number of their social contacts not by modifying the functional form of their distance distribution. Rather, they have, through c i , a larger overall probability to accept an opportunity as a contact.
Age and gender homophily
Analogous to spatial distance, decreasing "social distance" between two individuals increases the probability of being connected, where "social distance" denotes a measure of how much two individuals differ in their socio-demographic attributes. In social network analysis this phenomenon is known as homophily [32] .
The attribute that induces the strongest degree of homophily is age, followed by gender. Both types of homophily can be quantified with the Pearson correlation coefficient of the variables' values at either ends of all edges. For a given network the Pearson correlation coefficient can be expressed by (adopted from [36] )
where x i and x j denote the variable of vertices i and j, and M the number of edges. A correlation coefficient of r (age) = 0.54 indicates a strong correlation with respect to age. Although this correlation exists throughout all age groups the absolute age difference between ego and alter increases with the ego's age. The correlation with respect to gender, where the gender of individual i is encoded with x i = 0 if i is male or x i = 1 otherwise, is less pronounced (r (gender) = 0.34).
Simulation model
Following the empirical observations we propose a simulation model that involves a spatial and social interaction. Both interaction forces are modelled with a utility function that quantifies the benefits a persons gains from its social contacts. Generally, the dynamics of this model are driven by the ambition of individuals to connect to persons that are geographically close and similar in their sociodemographic characteristics. The model does not attempt to describe the process that governs the degree distribution of a network and therefore takes an a priori defined degree distribution as input, which remains unmodified during the simulation. The simulation comprises two steps:
1. Creating an initial random graph with a given degree distribution. 2. Re-organising edges until the utility distribution of individuals reaches a steady state.
A further input of the model is a synthetic population of Switzerland, i.e. a random realisation of census data such that a census on the synthetic population would approximately reproduce the original census. The information obtained from a synthetic person are its residential location, its gender, and its age. Persons are connected with undirected and unweighted edges.
Utility function
Let U i be the utility individual i gains from its social contacts:
where y ij denotes the edge indicator variable which is 1 if persons i and j are connected, or 0 otherwise. U ij is a composition of utility terms:
Each utility term represent a specific interaction force:
denotes the perceived (usually negative) utility of the geographical distance between i and j. It describes the travel costs involved to physically meet person j (at its residential location) in order to maintain the social contact. -U (age) ij captures homophily with respect to age and usually increases if i and j differ less in age. -U (gender) ij captures homophily with respect to gender and is either zero if i and j share the same gender or non-zero (and usually negative) otherwise.
Spatial interaction
The spatial interaction model is based on the assumption that the maintenance of a social contact requires regular physical contact between individual i and j. This means that either i visits j at its residential location or vice versa. Of course, the physical contact does not necessarily have to be located at the actors' residential locations. However, as the survey data does not include information about joint activities we stick to this simplified assumption. Further assume that the probability that i is willing to make a trip to j is proportional to the acceptance probability (Eq. 12), whereas we neglect constant c i :
Since the network model considers undirected edges the missing constant of proportionality in the above equation needs to ensure the symmetry p trip,ij = p trip,ji . To solve this doubly constrained problem we turn to the production-attraction constrained gravity model of Wilson [41] . The gravity model describes the probability of making a trip from i to j by
where the mass terms are replaced by the degrees of i and j, and d 
so that
and
To clarify how this model reflects hypothesis II, Eq. 19 is re-written as
Hypothesis II, however, considers a directed graph because information about the degree of the target vertex is only in a few cases available (in most cases the target vertex did not participate in the survey, that is, it just has been named by a respondent). Considering a directed graph, this model reduces to a singly constraint problem in whichD j drops out of Eq. 23. Equation 24 reduces tõ
which is the relation between degree and accessibility of Eq. 14. The equations for the balancing factors (Eq. 24 and Eq. 25) can only be solved numerically. However, as it will turn out later the determination of the balancing factors is not necessary as they cancel out during the process of re-ordering edges.
The logit random utility model [7] commonly used in transport planning describes the functional relation between the impedance function and the (dis)utility of distance U
The parameter α, formerly the exponent in the power-law, represents now the prefactor of the spatial interaction force. Constants lnC i and lnD j both stem from the balancing constraints and are thus "extrinsic" utilities, better to be interpreted in terms of the choice probability: lnC i expresses the fact that someone with a high degree or a low accessibility needs to have a larger a priori probability to accept in order to reach her desired number of contacts. In a logit choice model, this contribution is equal for all alternatives and thus will cancel out. lnD j expresses the fact that, if the system is to remain balanced, one should have a larger probability to accept someone with a large degree k j or with a low accessibility A j . It can be seen as an expression quantifying that "competition for slots" will be reduced when alters either accept many contacts or when they are difficult to reach. For better readability we change the notation of α for the remaining article to
. This emphasises that the pre-factor is usually negative and distinguishes from parameters α (age) and α (gender) which are introduced in the next section. Thus, Eq. 28 finally reads:
Social interaction
The utility describing homophily in age is quantified by the product of the relative age distance from i to j and vice versa:
where a i > 0 and a j > 0 denote the age of i and j, and α (age) is a parameter controlling the strength of homophily. This specification ensures the symmetry
. Furthermore, it accounts for the observation that the absolute age difference becomes less important with increasing age (Sec. 3.4) .
The quantification of U (gender) ij is straight forward:
where g ij is a binary variable, which is 0 if i and j are of same gender or 1 otherwise and α (gender) controls the strength of homophily with respect to gender. The symmetry of g ij is inherently given.
Creating an initial random graph
Creating a graph with an arbitrary degree distribution is easily done with the following algorithm: First, generate a sequence of degrees {k i } corresponding to a given degree distribution and then randomly assign each person a target degree (or edge stubs) out of the degree sequence. Second, pairs of vertices are randomly chosen and connected if the current degree of both vertices is less than their target degree. This process is continued until all vertices reached their target degree.
Since the graph is undirected, the sum of all degrees i k i needs to be even in order to properly connect all edge stubs. Cases may occur where all edge stubs can only be connected by inserting multiple edges between the same vertex pair which, however, is not allowed. If the degree sequence does not satisfy both conditions it is discarded and a new sequence is generated. The obtained graph exhibits the given degree distribution but is random with respect to all other network properties.
Re-organising edges
Given an initial graph with the desired degree distribution edges are re-organised using a Markov Chain Monte Carlo simulation. Let Y t be the graph at time t and let Y t+1 be the graph after a step that is defined as:
1. Randomly draw two connected pairs (ij) and (uv) of vertices satisfying the conditions i = j, u = v, i = u, i = v, j = u, and j = v. 2. With probability π t+1 , move edge (ij) to (iu) and edge (uv) to (jv).
The above method does not change the vertices' degrees. The transition probability from Y t to Y t+1 is defined as
where U (Y ) = i<j U ij denotes the total utility in the graph Y . Re-arranging Eq. 32 shows that one only needs to evaluate the utility difference ∆U :
where
Given the dyad states -y ij = 1, yuv = 1, y iu = 0, and y jv = 0 for configuration Y t , -y ij = 0, yuv = 0, y iu = 1, and y jv = 1 for configuration Y t+1
Eq. 34 collapses to
The symmetry of U ij and the remaining summands of Eq. 35 implies thatC i =D i . Inserting Eq. 17 in Eq. 35 reveals that all constants, specifically the balancing factors in U (dist) , cancel out. This means that with an a priori given degree distribution it is not required to solve the balancing factors. This is rather unsurprising becauseC i andD j are only dependent on the vertex's degree and its geographical location. Removing the degree distribution as a degree of freedom removes alsoC i andD j as a variable in the model.
Simulation studies
The results of the simulation runs are analysed with respect to two aspects: First, we investigate the model capabilities to reproduce the structure of the empirically observed network. For this, a simulation run using a random sample of the entire Swiss population counting more than 360 k individuals is conducted. The spatial interaction force is set to the observed value α (dist) = 1.4, the social interaction forces α (age) and α (gender) are varied. To compare the resulting network with the survey network we draw a sample of the simulated network using the same snowball sampling technique as used in the survey. This sample, denoted as the snowball sampled simulated network, is generated with a stochastic snowball simulation (for details on the sampling algorithm see [23] ).
Second, we investigate the impacts of the model parameters and the population size on the emergence of transitivity. Simulation runs are conducted with varying strength of spatial and social interaction, and varying size of the network. Considered populations sizes are 500 to 40'000 persons.
Depending on the size of the network the Monte Carlo Markov Chain is run for 5 · 10 8 to 2 · 10 10 steps. 
Degree distribution
For each considered population and parameter configuration an initial random graph is created according to the method described in Sec. 4.2. The degree sequence is drawn from a log-normal distribution configured with parameters σ = 1, µ = 2.5 and a maximum degree of 41, which roughly reflects the observed degree distribution. It is noteworthy that this process is independent from the spatial distribution of vertices and thus there is no correlation between the vertices' degree and their location. For large networks (> 10 000 vertices) it is no problem to generate a valid graph. The probability that a graph meets the given degree distribution is in the order of 10 −2 . With decreasing network size it becomes more difficult to generate a graph that does not violate the constraints. The probability to generate a valid graph with 500 vertices lies in the order of 10 −4 . Comparing the corrected degree distribution of the snowball sampled simulated network (with the correction method for the snowball bias applied) with the degree distribution of the survey network shows that both distribution are almost congruent (Fig. 5) . Naturally, this is less surprising since the degree distribution for the simulation model is taken directly from the survey.Calculating the edge length distribution directly on the simulated network (without generating a snowball sample) results in a distribution that follows the power law p (edge) (d) ∼ d β with β ≈ −0.8 over nearly the entire distance scale, however, with an exponential cutoff towards the borders of Switzerland (Fig. 6(b) ). The distribution does not exhibit the split into a short and long range domain as observed in the empirical data ( Fig. 2(a) ). This indicates that the effect introduced by the northern border of Switzerland vanishes if one considers a representative sample of the entire Swiss population rather than a snowball sample centred at Zurich.
Spatial properties
In analogy to Sec. 3.3, we extract p (accept),i (d) and validate if the simulated network exhibits the correct behavioural model. The resulting distribution fits into the empirical observed power law ∼ d −1.4 . Furthermore, we test if the acceptance probability is in leading order independent of individual i and if there is a person specific constant c i that varies with accessibility. The snowball sampled vertices of the simulated network are like in Sec. 3.3.2 categorised into two groups according to their accessibility. Calculating p (accept),i (d) for both sub-populations shows that both categories exhibit the same scaling law ∼ d −1.4 but a different offset ( Fig. 7(a) ). Considering the empirical analysis (Sec. 3.3.2), it is unclear if the different offsets are caused by error terms in Eq. 12. The simulation model, however, does not specify any error term. In consequence, the different offsets of both series are caused by a different average person specific constant c i . This means that the distribution of the category with higher accessibility (smaller offset in the plot) exhibits an average smaller person specific constant. AlthoughC i andD j , which represented the two-sided constrained counterparts of c i and c j in the simulation model, are not explicitly given, they are implicitly given by the a priori given degree distribution and the geographical location of i and j.
Investigating the spatial distribution of edge lengths reveals that there is a clear spatial separation of edges regarding their lengths. Short edges are concentrated in areas with high accessibility. This result conforms to observations also made with the empirical data ( Fig. 7(b) ).
Homophily
Using the parameter setup for size and α (dist) as above the effects of social interaction are investigated by varying α (age) and α (gender) . With increasing values of α (age) and α (gender) , respectively, the correlation coefficients asymptotically approach 1, i.e. the perfect assortative network where edges exclusively connect vertices of same age and gender, respectively. To obtain the empirically observed values r (age) = 0.54 and r (gender) = 0.34, the pre-factors need to be set to α (age) = 0.9 and α (gender) = 0.8. The edge length distribution shows no measurable change if the pre-factors of U (age) and U (gender) are varied. Moreover, α (age) shows no effect on r (gender) , and α (gender) shows no effect on r (age) , respectively.
Transitivity
A simulation configuration with the interaction forces set to the values corresponding to the empirical observation (α (dist) = 1.4, α (age) = 0.9 and α (gender) = 0.8) and a network size of 40'000 individuals produces networks that exhibit no transitivity.
Varying the network size and spatial interaction shows that one either needs to decrease the population size or increase α (dist) to obtain transitivity (Fig. 8) . Because the mean degree is constant for all configurations, decreasing the population size naturally increases the probability that two vertices have a common neighbour. A similar effect is obtained if one increases α (dist) (while holding the size constant): It forces the individuals to connect to vertices in their direct spatial proximity, which increases the probability of two vertices to have a common neighbour as well. Using the empirically observed value of α (dist) = 1.4, significant transitivity (C = 0.14, still less than the observed C = 0.21 in the survey data) is only observable for network sizes of 500 vertices. Generally, the sensitivity of transitivity towards the network size diminishes for population sizes of more than approximately 5000 vertices. The sensitivity towards the spatial interaction force is present throughout all considered networks sizes.
Referring to the social interaction force based on age, the sensitivity is of considerably smaller magnitude ( Fig. 9(a) ). Decreasing size and increasing α (age) while holding the spatial interaction constant at α (dist) = 1.4 shows only a minor increase of transitivity. The increase of transitivity for small networks is predominantly governed by the spatial interaction.
Variations of α (gender) result in only minor changes of transitivity, regardless of network size (Fig. 9(b) ). Even in a perfect assortative network (with respect to gender) the remaining set of candidates is still so large that the probability of having a common neighbour remains small.
Simulated networks with high transitivity exhibit a moderate positive correlation between accessibility and the local clustering coefficient. Yet, this observation is not supported by the empirical analysis (Sec. 3.2): The survey data shows no correlation between the local clustering coefficient and the geographical location.
Discussion
The analysis of empirical data shows that individuals living in rural areas appear to compensate for the lower accessibility with a higher background probability to accept other persons as social contacts. Consequently, the number of contacts a person possesses is on average independent from its geographical location. The translation of this finding into a utility function shows that the background probability is expressed by a location-specific constant in the utility model. In terms of travel costs, the constant represents the costs involved in reaching the next node of the transportation network, for instance the next highway or transit stop. These costs are always involved regardless if one travels to a nearby person or to a distant person and thus cancel out in a choice model. The usually lower density of the transportation network in rural areas (see also [6] for a theoretical explanation) yields higher travel costs for people located in these areas. That is, a person living in a rural area has higher fixed costs in travelling compared to a person living in a conurban area. The willingness of individuals to accept higher travel costs in order to maintain the same number of social contacts explains also the occurrence of longer edges in rural areas. The above observation suggests that the process that governs the degree distribution of a network is not, or only to a minor extent, related to the spatial distribution of individuals. A similar behaviour is also observed by Backstrom et al. [3] in their study of Facebook users. They find that people located in urban areas exhibit a lower friendship probability within the Facebook network than people in rural areas. However, this difference collapses into one scaling law at long distances (about > 80 km), which means that for distant friendships the geographical location does not play a role. In the present study the latter effect is not observed. This, however, may be caused by the relatively small sample size or by the limited size of the study area (the maximum extension of Switzerland is just about 350 km).
Considering social network transitivity, the empirical observations and the simulation results diverge in two aspects. First, the survey data shows that a vertex's clustering coefficient, as well as its degree, does not depend on its geographical location. Second, after adjusting the spatial interaction force, age and gender homophily force so that the simulation results match the observed distributions, the simulated network does not exhibit significant transitivity. Spatial interaction, age and gender homophily interaction become only relevant for transitivity if one considers small networks. In such configurations, distance appears to be the dominating force, followed by age, which, however, has comparable little impact. Gender appears to have no influence. Naturally, given a degree distribution, the probability that two vertices have a neighbour in common increases with decreasing network size. According to this, the assumption that an individual considers the entire population as candidates for social contacts is debatable. One may expect to observe sub-structures within the population such that individuals consider only a limited choice set of persons as candidates. This means that spatial and social proximity alone do not explain the emergence of triangles. The findings give rise to the hypothesis that considering choice sets in a social network model could be a step towards more realistic social networks.
The findings of this work are in line with other work. Daraganova et al. [13] use exponential random graph models involving various types of spatial interaction functions to reproduce an observed network. Although the considered networks are comparably small (551 and 306 vertices), the authors conclude that spatial proximity alone does not explain the structure of the networks. From the analysis of the Live-Journal community, Liben-Nowell et al. [29] draw a similar conclusion: They find that two thirds of observed friendships are derived from geographical processes, whereas the remaining friendships are governed by some non-geographical process. The fact that the presence of triangles is almost independent from space is also observed by Lambiotte et al. [25] . Results of their simulation model suggest that this effect is caused by the mobility of individuals. If people move to new residential locations they keep existing ties and thus triangles are stretched over longer distances.
Conclusion
In this article we investigate the spatial structure of a social network and the impacts of spatial interaction on its topology. From the analysis of a leisure-contacts network we draw the following conclusions:
-The probability of individuals to accept other persons as social contacts scales in distance with d −1.4 . This scaling law holds across the population and is both independent from the degree and the geographical location.
-The number of contacts that an individual establishes is independent from its geographical location and the spatial distribution of opportunities. In consequence, as the remaining degree of freedom persons with low accessibility, i.e. living in rural areas, exhibit a higher background probability to accept opportunities as social contacts. -As a consequence from the above item, people living in rural areas show to have contacts that are at average more distant compared to people living in urban areas. -The occurrence of triangles is almost independent from the spatial structure of the social network.
The above conclusions gives rise to the hypothesis that spatial interaction forces are not the sole explanatory variable for the emergence of more complex social network structures. The hypothesis is supported by simulation results of a social network model. The model involves a spatial and social interaction and uses a synthetic population based on census data as input. While the model is capable to reproduce the spatial structure and the characteristics of homophily with respect to age and gender it contradicts the observations of the empirical social network in the following aspects:
-The simulated networks show no significant transitivity.
-The occurrence of triangles depends on space in that the local clustering coefficient positively correlates with accessibility. -The model requires the degree distribution to be a priori given in order to avoid a correlation between degree and accessibility.
In summary, the analysis provides a further evidence that spatial interaction is a crucial aspect of social networks. Yet, it appears that distance only explains the spatial structure of the social network. An impact on the emergence of other social network properties is not observed.
