ABSTRACT In this paper, we propose a novel method to identify the presence of malaria parasites in human peripheral blood smear images using a deep belief network (DBN). This paper introduces a trained model based on a DBN to classify 4100 peripheral blood smear images into the parasite or non-parasite class. The proposed DBN is pre-trained by stacking restricted Boltzmann machines using the contrastive divergence method for pre-training. To train the DBN, we extract features from the images and initialize the visible variables of the DBN. A concatenated feature of color and texture is used as a feature vector in this paper. Finally, the DBN is discriminatively fine-tuned using a backpropagation algorithm that computes the probability of class labels. The optimum size of the DBN architecture used in this paper is 484-600-600-600-600-2, in which the visible layer has 484 nodes and the output layer has two nodes with four hidden layers containing 600 hidden nodes in every layer. The proposed method has performed significantly better than the other state-of-the-art methods with an F-score of 89.66%, a sensitivity of 97.60%, and specificity of 95.92%. This paper is the first application of a DBN for malaria parasite detection in human peripheral blood smear images.
I. INTRODUCTION
Malaria is a fatal epidemic illness that is generated by Plasmodium parasites. According to the WHO, this parasite is responsible for passing to more than two million individuals and approximately 300 to 500 million infection cases annually [1] . An early detection of malaria infection enables specialists to prescribe appropriate medication in a timely manner. Although various new techniques are available for malaria diagnosis [2] , conventional manual microscopy examination of peripheral blood smears is the gold standard and the most prevalent diagnostic technique for malaria [3] . The malaria parasite primarily affects the red blood cells (RBCs) in human blood. A pathologist examines the RBCs under a light microscope to study the variations in the size, shape and color characteristics of the RBCs to identify malaria infection. The accuracy of the microscopy diagnosis of malaria depends on the pathologists expertise in the subject. This procedure is tedious and erroneous due to subjectivity, which can lead to incorrect and inconsistent diagnosis and could result in an incorrect treatment and even loss of life of the patient. Consequently, conventional microscopy diagnosis cannot be recommended as a safe testing strategy [4] . Furthermore, recent studies have revealed that the concurrence rates among pathologists for the identification of this epidemic have alarmingly decreased.
Due to this drawback, the primary objective of this study is to develop a computerized malaria detection framework that replicates the conventional gold standard diagnosis of malaria to identify malaria parasites in blood smear images. Such a diagnostic system can be of immense help to malaria specialists in the diagnostic process. An automated diagnostic system can significantly improve the efficiency of the pathologists and also reduce the need for dedicated pathologists in rural villages [5] . In microscopy diagnosis, peripheral blood smear images are stained using a popular stain called Giemsa to perform efficient visual identification of malaria parasites. The staining procedure slightly colors the healthy RBCs but highlights parasites, platelets, artifacts and white blood cells (WBCs) with a deep purple color. To identify malaria infection, it is necessary to divide the purple-colored blood cell components into two categories using visual cues: parasite-infected blood cells and non-parasitic blood cell components such as platelets, artifacts and WBCs [6] . Therefore, this research addresses the area of a computer-aided malaria detection system using a deep learning architecture.
A considerable number of computer vision studies on automatic malaria parasite identification based on peripheral blood smear images have been proposed in the literature. Tek et al. [7] proposed a stained object detection method based on a color histogram and further suggested a binary classification method based on the K-nearest neighbor method [8] . Later, Diaz et al. [9] employed a method for classifying Plasmodium-parasite-infected peripheral blood smears. A novel thresholding method based on a morphological technique was proposed in [10] for identifying malaria parasite infection. Makkapati and Rao [11] suggested parasite segmentation in HSV color space. Raviraja et al. [12] used a statistical approach for malaria parasite detection. Dempster and Ruberto proposed a mathematical morphology and granulometry approach to identify parasite infections in [13] . In [14] , a gray level thresholding method was used for the estimation of parasites. To identify the parasite-affected cells in blood smear images, Kumar et al. [15] proposed an efficient methodology. In [16] an efficient parasitemia estimation method for Giemsa stained blood smear images was presented. This method addressed the challenges of overlapping RBCs and partially visible cells. An image-analysis-based approach was proposed for the identification of the Plasmodium falciparum species of the malaria parasite in [17] . A method for detecting malaria infection based on supervised learning was employed in [5] . Among these studies, some of the methods demonstrated malaria parasite detection based on in vitro culture image samples [10] , [13] . Such samples are developed in a laboratory atmosphere and do not contain any non-parasite stained objects such as WBCs, platelets or artifacts. These studies do not discuss the necessity of differentiating parasite and non-parasite stained objects and lead to rudimentary solutions for the parasite detection task that are not applicable for the diagnosis of malaria. Some studies have addressed parasite detection by identifying the non-parasite objects by contrasting their size to the normal size of the parasite objects [10] . However, the detection of stained objects with respect to average size can eliminate some of the parasite species itself [3] . Hence, to identify malaria parasites in peripheral blood sample images, it is imperative that we adopt a classification-based approach. Linder et al. [18] have proposed a malaria diagnostic tool for plasmodium falciparum detection. It concentrates only in the diagnostically most relevant sample regions in parasite affected blood smears. This algorithm identifies parasite regions based on colour and size of the object and then extracts image features (LBP, SIFT and local contrast) and uses it as an input to a support vector machine classifier. In [19] , a malaria parasite identification system is proposed based on histogram based feature set and different statistical classifiers such as ANN, SVM, K-NN and naive bayes are used in which ANN has given the highest detection accuracy. A new methodology has been proposed in [20] to quantify the parasitemia in plasmodium falciparum infected blood smears. In this method the parasite identification was performed using supervised classification on two databases of 100X and 40X magnified digital microscopic images and their results have proved that the detection accuracy is better on 40X magnified database. To improve the performance of malaria parasite detection and classification, [21] used Rao's method and bounding box for parasite segmentation and the extracted features from the segmented parasites are used to train ANN classifier. Although a few more studies have utilised a similar classification-based approach [5] , [8] , [9] , [22] , [23] to differentiate the parasites from other stained components, the accuracy of parasite detection has not been sufficient to develop an automated malaria diagnosis system.
Recent studies in the domain of deep learning indicate that there is a profound increase in the use of deep belief networks (DBNs) due to the advancements in the effective layer-by-layer learning method [24] . DBNs have been used in various machine learning areas, such as image classification [25] , speech recognition [26] , [27] , information retrieval [28] , voice activity detection (VAD) [29] , [30] and natural language understanding [31] . DBN-related classification models are also used for 3-D object recognition [32] , hand-written character recognition [24] , [33] , motion capture data modeling [34] , [35] , information retrieval [6] , [36] , and machine transliteration [37] . DBNs are probabilistic generative models that consist of various layers of hidden variables by combining trained RBMs. DBNs are trained in a greedy unsupervised manner with a discriminative tune-up procedure for improved performance in classification tasks. Deep belief networks generally have greater modeling ability than normal networks that are not deep. These networks can be trained as either generative models or discriminative models. The discriminative training of DBNs uses backpropagation. To reduce overfitting of the data, DBNs initialize a multilayer feed-forward neural network by the features obtained in each layer. This feature is particularly useful in supervised classification, where there are fewer training samples [31] , [37] , [38] . In this work, we trained a DBN [24] to design a learning model to automate the process of parasite detection in malaria diagnosis.
Recent studies on the deep learning architecture have proven that the pattern classification models based on the deep learning paradigm can significantly outperform the models learned based on conventional classifiers [24] , [32] , [33] , [36] . None of the previously mentioned studies have attempted to explore the advantages of the deep learning architecture. In this context, the fundamental goal of this work is to implement an accurate and robust machine learning model using a DBN to separate the stained blood cell objects as parasites and non-parasites, which is considered to be the most crucial step in the automated malaria diagnosis system. Compared to the existing studies in the classification of malaria parasites, this study contributes by providing a more efficient and simplified approach.
The remainder of this manuscript is organized as follows. Section II describes the preliminaries, which explain the key theoretical elements of our method. Section III introduces the proposed methodology. Section IV discusses the experiments and evaluates the results. The conclusions and future work are presented in Section V.
II. PRELIMINARIES
This section briefly explains the architecture of deep belief networks. It illustrates the training of a stack of RBMs repeatedly and the usage of the subsequent DBN for the optimized classification of stained objects through a discriminative finetuning phase using backpropagation. 
A. DEEP BELIEF NETWORKS (DBNs)
Deep belief networks (DBNs) [25] , [26] are probabilistic generative models that consist of various layers of hidden variables, which are frequently referred to as hidden units of the DBN, with associations among the layers but not among the units within each layer. In a DBN, the upper two layers have undirected associations among the layers, whereas the bottom layers have directed connections. A DBN is composed of stacks of trained restricted Boltzmann machines (RBMs), which are unsupervised networks where each sub-network's hidden layer serves as a visible layer for the next. The general architecture of a DBN is illustrated in Fig. 1 (b) . The training of RBMs is explained in the subsequent sections.
B. RESTRICTED BOLTZMANN MACHINE (RBM)
An RBM [24] is defined as an undirected bigraph model that consists of observed data (visible units) as the primary layer and latent variables (hidden units) as the second layer; there are symmetric connections between the layers but no connections between the nodes within the visible units or in the hidden units. In an RBM, all connections between observed data units and hidden units are associated by symmetric weights, and the visible and hidden units are assigned by bias weights [39] . The model of a standard RBM is presented in Fig. 1(a) , in which the visible nodes are represented by v and the hidden nodes are represented by h. The weight between the visible and hidden units is represented by w. The probability of the binary vectors v of the observed data units is defined by the weight of the connections and biases of the visible and hidden units using an energy function. The energy function is given by [31] , [40] 
where θ = {w, b, a} is the model parameter, w ij is the weight associated between the connections, and a i and b i are the biases of the hidden and visible units, respectively. The dimensions of the visible units and hidden units are represented by V and H , respectively. The probability distribution that the network sets to every visible-hidden vector with an energy function can be defined by
where z is the normalization constant, which is obtained by adding all visible and hidden vectors
To a visible vector v, the model assigns a probability
The partial derivative of log(p(v)) with reference to w is computed as
The expectations under the distribution described by the respective subscripts is denoted by the angle brackets. The upgrade rule for w is obtained as follows:
where is the learning rate. For a given training image v, the conditional probability distribution of hidden units is obtained by
where σ is the sigmoid function σ (x) = (1+exp(−x)) −1 . For a given hidden vector h, an unbiased state of visible data unit i is obtained by
For the training of an RBM, the visible vector is concatenated with a binary vector of class labels to find the joint probability distribution of visible data and class labels. Then, the energy function is
C. TRAINING OF RBMs
In this section, we explain the training of RBMs [41] and the discriminative fine-tuning of the DBN using the backpropagation algorithm.
1) RBM TRAINING USING THE GENERATIVE METHOD
As explained in the previous section, the upgrade rule of the weights of the visible to hidden layer is given by
Since there are no hidden-hidden connections, it is easy to compute v i h j data . However, computing v i h j model is computationally expensive. To make this computation faster and easier, this study has used the contrastive divergence (CD) method [24] , in which v i h j model is replaced by v i h j recon . Then, the upgrade rule becomes
In this method, to compute v i h j recon , the visible units are initialized using a training vector. Subsequently, the hidden units are calculated using eqn. (7). Then, the visible units v i are recalculated using eqn. (8) . These units are referred to as 'recon' in eqn. (13) . Finally, the hidden unit states are computed from the reconstructed visible states.
2) DISCRIMINATIVE TRAINING OF DBN
After the RBM pre-training procedure, the bottom layers of weights of the subsequent DBN are utilized to set the weights of a neural network, and the network is tuned in a discriminative pattern via the backward propagation of errors [39] .
D. STRUCTURE OF DBN
A DBN consists of a stack of trained RBMs. Every layer of hidden units in the DBN represents more abstract features in the input data, as in Fig. 1(b) . The primary purpose of preparing a DBN via stacking trained RBMs is that the model parameter θ can explain p(h | θ ) and p(v | h, θ). This enables p(v) to be computed using the following equation:
After obtaining the value of the parameter θ , p(v | h, θ) remains consistent, whereas p(h | θ) can be substituted by a superior model, which is determined by considering the hidden vectors created by the training data as training vectors that are required by the next layer of RBMs [25] , [40] .
III. PROPOSED METHOD
In the proposed method, we developed a trained model using a DBN for malaria parasite detection in peripheral blood smear images. For parasite detection, we trained a DBN to differentiate the stained objects as parasites and non-parasites. In this method, we used image descriptors as input to the visible units of the DBN. To extract the image descriptors, we first segmented out the stained objects in the blood smear image using the level set method [42] . Since the retrieved stained objects include parasites and nonparasites, we extracted suitable image descriptors to distinguish between them. In the ideal case, the image descriptor to be used in the training of the deep network must be capable of capturing the color and textural characteristics of the stained objects. In this study, we used a concatenated feature of color (histogram-based features and color coherence vector) and texture (Haralick features, LBP features and gray level run length matrix feature) to train the DBN. To use the DBN architecture for malaria parasite detection, the extracted concatenated feature vector is used to initialize the visible layer of the DBN. In our method, there are 4 hidden layers, and every hidden layer is independently trained as an RBM. To initialize the weights, the RBM uses contrastive divergence (CD) [24] pre-training. The states of the hidden nodes derived from the trained RBM are used as inputs to the next layer of the RBM. A series of RBMs are trained in a similar way. Finally, a DBN is constructed by stacking the prepared RBMs. The newly formed DBN adds a final layer of variables that represent the desired output values and performs the discriminative tune up using backpropagation. The DBN architecture used in this research is shown in Fig. 2 .
A. STAINED OBJECT EXTRACTION
In this study, the stained objects are extracted from peripheral blood smear images using the level set method [42] . The segmentation of images based on level sets has been increasingly used in computer vision over the past decade [42] , [43] . In this method, the image contours are defined by the zero level set of a certain higher-dimensional function. Peripheral blood smear images have complex topologies, such as disconnected regions, multiple holes, blurred edges and overlapping cell structures. Such images are also non-uniformly illuminated due to the use of different types of cameras.
Level set methods are ideal for segmenting images that have such complex structures. This method starts with a contour in the image surface and defines a primary-level segmentation, and then it evolves this contour as it would stop on the edges of the stained region. This is a region-based method in which the image energy is computed from the intensity variations inside and outside of the contour. The major benefit of this method is its ability to symbolize the image contours with a complicated topology and change their topology in a normal way [44] . This model is an energy-based model that is a curve evolution implementation of the Mumford-Shah model [45] . The main idea is to determine (u, S) for a given blood smear image u 0 , where u is a piecewise smooth approximation of u 0 and S denotes the segmenting curve. To find the segmenting curve S ⊂ , the image domain, this method minimizes the following energy function. The minimization problem is solved by replacing the unknown segmenting curve S using the level set function φ(x, y) considering that φ(x, y) > 0 if the (x, y) is on the inner side of S, φ(x, y) < 0 if (x, y) is on the outer side of S and φ(x, y) = 0 if (x, y) is on S.
where λ 1 , λ 2 and µ are constants and λ 1 and λ 2 are set as 1. H ε(z) and δε(z) are the regularized approximations of the Heaviside function H ε(z) and Dirac delta function δε(z), respectively. s 1 and s 2 represent the intensity averages of u 0 on the inner and outer sides of S, respectively. s 1 and s 2 can be defined as Figure 3 illustrates the different steps of stained object extraction using the level set method.
B. FEATURE EXTRACTION
When a DBN is used for training large image databases, the pixel intensities of the images are generally set as visible variables. However, this study demonstrates the ability of DBNs to construct a trained model based on relevant image descriptors. This section describes the image descriptors that are used to train the DBN for malaria parasite detection. In the present study, parasites and non-parasites have considerable variations in their color, texture and morphological characteristics. In manual microscopy diagnoses, experts consider the color and textural variations to identify parasites and nonparasites in peripheral blood smears. Therefore, we used a concatenated feature of color (histogram-based features and color coherence vector) and texture (Haralick features, LBP feature and gray level run length matrix-based texture) to train the DBN.
1) COLOR HISTOGRAMS
Although the color histogram method is a low-level elementary technique, it has provided acceptable results in many image classification studies. We have chosen HSV as the most suitable color space because it separates the luminance component V from the color components hue and saturation and because it is insensitive to non-uniform illumination in peripheral blood smear images [46] . Peripheral blood smear images have substantial variation in their illumination due to uneven staining and camera calibration. Moreover, the distances in HSV space correspond to intuitive differences in color in a more consistent way compared to RGB space. In this study, the histogram features extracted from the stained objects are represented by f 1 .
2) COLOR COHERENCE VECTOR (CCV)
Comparing images based on CCV is a histogram-based technique that categorizes every pixel of an image as coherent or incoherent based on whether it is a part of a large similarly colored area [47] . A CCV computes the number of coherent versus incoherent pixels with each color. This method prevents the coherent pixels of one image from being compared with incoherent pixels of another image and provides finer distinctions [47] . In this study, many stained objects have similar color histograms even though they have different appearances. The purple color appears in two images in almost the same quantities, but in one image, the purple pixels are widely scattered, whereas in the other image, the purple pixels form a coherent region. CCV can provide finer distinctions among these images. The CCV feature extracted in this study is represented by f 2 .
3) GRAY LEVEL CO-OCCURRENCE MATRIX (GLCM)
The GLCM-based textural features proposed by Haralick [48] have been proven to be very helpful in medical VOLUME 5, 2017 image analysis. Haralick extracted 14 textural features from GLCMs, which is a statistical method that describes the texture of the given image by computing the number of times that different combinations of gray levels in a particular spatial relationship exist in the image at a given distance, d. Since different types of stained objects exhibit different textural characteristics, this work uses the texture features derived from GLCM to train the DBN for classification. GLCM is computed by calculating the number of times that a pixel with gray value i appears in a specific spatial relationship with a pixel with gray value j. Therefore, every element (i, j) in a GLCM is the total number of occurrences of a pixel with gray value i appearing in a specific spatial relationship with a pixel with gray value j in the given image. This study computed GLCMs by specifying spatial relationships in 4 orientations (0 • [48] . These 14 textural features are defined by the following equations.
Let the (i, j) th element in the GLCM be g (i,j) , and let N g be the number of gray values present in the image. Then, we have
The textural features are
where µ x , µ y , σ x and σ y are the means and standard deviations of g x and g y , respectively.
where HX and HY are the entropies of g x and g y and
4) TEXTURAL FEATURES BASED ON GRAY LEVEL RUN LENGTH MATRIX (GLRLM)
This work utilizes GLRLM-based textural features to extract the texture of the stained objects. This method was proposed by Galloway [49] , in which the texture of an image was extracted from its gray level runs. A gray level run is determined by computing the number of contiguous pixels with identical gray values in a particular orientation. A run length matrix is a two-dimensional matrix in which the numbers of gray level runs of various lengths and gray values are organized in terms of the lengths and gray values. 
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5) LOCAL BINARY PATTERN (LBP)
The LBP operator, proposed by Ojala et al. [53] , is a simple, efficient and widely used texture descriptor in medical image analysis. This operator is the most popular operator in medical applications due to its robustness to monotonic gray-scale changes caused by illumination changes. Since peripheral blood smear images are prone to inconsistent illumination, this study chose to use LBP to extract the texture features from the images. The operator forms a label to the pixels in a given image by thresholding the 3 × 3 neighborhood of every pixel with the center pixel value and assuming that the resulting value is a binary number. Subsequently, the histogram of these different labels can be considered the LBP texture feature. This work defines the 3 × 3 neighborhood as a circular neighborhood where the points are distributed on a circle of radius R = 1 and bi-linearly interpolates the pixel values if the sampling points do not fall in the center of a pixel. For a stained object S(x, y), let the number of points on the circular neighborhood be Q, and let C be the pixel in the center of the circle. I c and I q indicate the intensity of C and the corresponding neighborhood q = 0, 1, 2, ...Q−1. Depending on the sign of the difference between C and each of the neighboring pixels, the neighboring pixels q are changed into a 0 or 1 pattern. The LBP of C can be computed by
IV. RESULTS

A. DATASET AND FEATURE EXTRACTION
All experiments were performed on a dataset of malariainfected blood smear images provided by Tek et al. [8] .
The blood cell images were captured using a Canon A60 camera that was fixed on a Brunel microscope, which had a 100X objective using an optical coupler. These are RGB color images with a 1600×1200 pixel resolution [8] . The experiments were conducted in MATLAB (R2016a) using image processing, neural network and the Statistical Pattern Recognition Toolbox. All simulations were performed on an HP Z800 workstation with an Intel Xeon 6-core 2.40 GHz processor, having 24 GB of RAM and NVIDIA Quadro 6000 and NVIDIA Tesla C2075 GPUs. The experiments used 630 RGB images consisting of nonoverlapping fields of nine peripheral blood smear slides. The ground truth for the collection of images was provided by hematopathologists with expertise in malaria diagnosis. The numbers of parasites and non-parasite objects used in this research are 669 and 3431, respectively.
For the parasite detection experiments, this study utilized 336 and 1786 parasite and non-parasite stained objects for the training and 333 and 1645 for testing. It was ensured that the images used for testing were independent of the images used for training. In the experiments, the stained objects were represented by a 484-dimensional feature descriptor extracted by concatenating the image features f 1 , f 2 , f 3 , .....f 28 explained in Section III.B.
B. EXPERIMENTS
All experiments were performed on the training data to obtain an optimized DBN architecture, and the best performing architecture was utilized to calculate the accuracy of the test data. The parameter settings for pre-training and fine-tuning of the DBN are given in Table 1 . Fig. 4 and Table 2 present the results of changing the count of hidden layers in the DBN architecture. The literature study [38] indicates that using the same number of nodes in every layer is computationally more efficient than using a varying number of nodes in every layer. Therefore, in the experiments, the same number of nodes was used for every hidden layer [38] . The observable trend in Fig. 4 is that adding more hidden layers to the network and adding more nodes in each layer provided better accuracy. However, the computational complexity of the entire deep network architecture increases as the numbers of layers and nodes in each layer increase. In the experiments, it was also observed that the accuracy had only a marginal improvement after 4 layers and 600 nodes, whereas the computational complexity was significantly higher beyond this combination. Hence, this study concluded that 4 hidden layers with 600 nodes in every layer is an optimal combination based on the experiments.
Additionally, this study also analyzed the effect of varying the size of hidden nodes while having a fixed number of layers, as shown in Fig. 5 and Table 3 , which led to the same conclusion of 4 layers and 600 nodes as the most optimized combination. As shown in Fig. 5 , the trained DBN network achieves the highest accuracy for the network architecture 484-600-600-600-600-2. It has achieved an accuracy of 96.21% on the test set as a binary classifier in the malaria parasite detection task, where it classified the stained objects as parasites and non-parasites. The performance analysis of the trained DBN as a classifier is presented as a confusion matrix in Table 4 .
The most remarkable achievement of this research is that the best DBN architecture proposed in this study for malaria parasite detection has an error rate of only 0.0379, i.e., out of 1978 test images, the classifier had misclassified only 75 images. This result is significantly better than the best previously published results in the area of automated malaria diagnosis. The proposed method has achieved an F-score of 89.66% with a sensitivity of 97.60% and specificity of 95.92%. Finally, a quantitative analysis has been presented in Table 5 to compare the proposed method in this paper with other state-of-the-art techniques already reported in the literature. From the table it is evident that the proposed method outperforms the other existing methods in terms of F-score.
V. CONCLUSION
This work proposes an automated decision support system using a deep learning architecture to identify malaria parasites in peripheral blood smear images. This work implements a unique deep-learning-based binary classifier that provides a significantly higher sensitivity and specificity compared to existing studies in this area. As per the state-of-the-art methods already reported in the literature, the work presented in this paper is the first application of a DBN for malaria disease identification in blood smear images. This study can help to advance machine-supported pattern recognition of malaria parasites. This can also be applicable in tele-pathology to provide accurate and cost-effective prognosis of malaria in rural areas where experienced pathologists are not available. Since this study has used generic pattern recognition and deep learning architecture, it could easily be leveraged for the diagnosis of a variety of other hematology-related abnormalities.
