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a b s t r a c t
The goal of this work is to illustrate the explicit implementation of amethod for computing
limit cycles which bifurcate from a continuum of isochronous periodic orbits forming a
subset ofRn of dimension k < nwhenweperturb it inside a class ofC2 differential systems.
The method is based on the averaging theory. As far as we know, up to the present all
the applications of this method for n > 2 have been performed by perturbing a linear
center which fills a whole Rk ⊂ Rn. Here we will perturb the cylinder x2 + y2 = 1 of
R3 = {(x, y, z) : x, y, z ∈ R} filled with periodic orbits.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction and statement of the results
In the theory of limit cycles,many questions arise,mainly those derived from the 16thHilbert Problem. There is particular
interest in the following question related to planar vector fields:Howmany limit cycles emerge from a perturbation of a center?
Many authors have lately been attracted by this subject and have succeeded in obtaining very interesting results (see for
example the book [1] and the references therein). Our main concern is to bring this problem to higher dimension. So a
general problem can be considered as follows.
Let Y be a vector field in Rn such that there exists a one-parameter family of periodic solutions filling up a two-
dimensional surface (for example a cylinder C). Let Yε be an ε-perturbation of Y . Then we ask: Does Yε possess limit cycles
emerging from C? How many? How do we compute them?
In this setting we restrict ourselves to three-dimensional systems. One finds that averaging theory is a powerful tool for
dealing with such problems when the family of periodic orbits considered is isochronous. So consider the problem of the
bifurcation of T -periodic solutions from the differential system
x˙(t) = F0(t, x)+ εF1(t, x)+ ε2F2(t, x, ε), (1)
with ε = 0 to ε 6= 0 sufficiently small. As usual the dot denotes the derivative with respect to the variable t . The functions
F0, F1 : R × Ω → Rn and F2 : R × Ω × (−ε0, ε0) → Rn are C2 functions, T -periodic in the t variable, and Ω is an open
subset of Rn.
Our main assumption is that the unperturbed system
x˙(t) = F0(t, x), (2)
has a submanifold of periodic solutions. A solution of the above problem is given using averaging theory. For a general
introduction to averaging theory see the books of Sanders and Verhulst [2], and of Verhulst [3].
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Let x(t, z) be the solution of the unperturbed system (2) such that x(0, z) = z. We write the linearization of the
unperturbed system along the periodic solution x(t, z) as
y˙(t) = DxF0(t, x(t, z))y. (3)
In what follows we denote byMz(t) a fundamental matrix of the linear differential system (3), and by ξ : Rk × Rn−k → Rk
the projection of Rn onto its first k coordinates; i.e. ξ(x1, . . . , xn) = (x1, . . . , xk).
Theorem 1. Let V ⊂ Rk be open and bounded, and let β0 : Cl(V )→ Rn−k be a C2 function. We assume that:
(i) Z = {zα = (α, β0(α)) , α ∈ Cl(V )} ⊂ Ω and that for each zα ∈ Z the solution x(t, zα) of (2) is T -periodic; and that
(ii) for each zα ∈ Z there is a fundamental matrix Mzα (t) of (3) such that the matrix M−1zα (0) − M−1zα (T ) has in the upper right
corner the k× (n− k) zero matrix, and in the lower right corner a (n− k)× (n− k)matrix∆α with det(∆α) 6= 0.
We consider the function F : Cl(V )→ Rk:
F (α) = ξ
(∫ T
0
M−1zα (t)F1(t, x(t, zα))dt
)
. (4)
If there exists a ∈ V with F (a) = 0 and det ((∂F /∂α) (a)) 6= 0, then there is a T-periodic solution ϕ(t, ε) of system (1) such
that ϕ(0, ε)→ za as ε→ 0.
Theorem 1 goes back to Malkin [4] and Roseau [5] and for a shorter proof see [6].
The objective of thiswork is to show the explicit implementation of Theorem1 for computing limit cycleswhich bifurcate
from a continuum of isochronous periodic orbits different from a linear center. For an example of bifurcating from a linear
center see [7].
More precisely we consider the differential system
x˙ = x(x2 + y2 − 1)− y+ εP(x, y, z),
y˙ = y(x2 + y2 − 1)+ x+ εQ (x, y, z),
z˙ = x√
x2 + y2 + εR(x, y, z),
(5)
defined in R3 \ {(0, 0, z)} and where P , Q and R are arbitrary polynomials in their variables. The cylinder C = {(x, y, z) ∈
R3 : x2 + y2 = 1} is invariant for the unperturbed system or system (5) with ε = 0, i.e. if an orbit of system (5) with ε = 0
has a point on the cylinder C then the whole orbit is contained in it. Moreover the orbit of the unperturbed system that at
time t = 0 passes through the point (cos θ0, sin θ0, z0) ∈ C is
x(t) = cos(t + θ0), y(t) = sin(t + θ0), z(t) = z0 + sin(t + θ0)− sin θ0. (6)
So all the orbits on the cylinder C are periodic with the same period T = 2pi .
We want to perturb system (5) with ε = 0 by an arbitrary polynomial vector field of R3 and we want to study how
many periodic orbits of the cylinder C bifurcate into limit cycles of the system (5) for ε sufficiently small. We do not
provide a complete answer; we only study the bifurcated limit cycles which are controlled by the displacement function
in a neighborhood of the cylinder up to first order in ε, or equivalently up to first order in the averaging theory. If this first
order is identically zero, then our technique does not apply.
Our main result is the following.
Theorem 2. For ε 6= 0 sufficiently small and for every simple root z0 of the polynomial
∫ 2pi
0 R(cos θ, sin θ, z0 + cos θ)dθ , the
differential system (5) has a limit cycle bifurcating from the periodic orbit (6) of the cylinder C of system (5) with ε = 0.
Theorem 2 will be proved in Section 2. More interesting than the result of Theorem 2 itself is the way of proving it.
2. Proof of Theorem 2
Since the periodic orbits of the unperturbed system (5) with ε = 0 are on a cylinder, the best coordinates for working
with are the cylindrical ones. Making the change of variables x = r cos θ , y = r sin θ and z = z, system (5) becomes
z˙ = cos θ + εR(r cos θ, r sin θ, z),
r˙ = r3 − r + ε[cos θ P(r cos θ, r sin θ, z)+ sin θ Q (r cos θ, r sin θ, z)],
θ˙ = 1+ ε[cos θ Q (r cos θ, r sin θ, z)− sin θ P(r cos θ, r sin θ, z)]/r. (7)
Now we change the independent variable t of system (7) to the variable θ , and we obtain the equivalent system
z ′ = cos θ + εR(r cos θ, r sin θ, z)+ O2,
r ′ = r3 − r + ε[cos θP(r cos θ, r sin θ, z)+ sin θQ (r cos θ, r sin θ, z)]+ O2, (8)
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where the prime denotes the derivative with respect to θ , and O2 = O(ε2).
Let R0 be an arbitrary positive real number. Using the notation of Theorem 1 and of system (1) we have that our system
(7) can be written as system (1) taking
Ω = R× R+ = {(z, r) : z ∈ R, r > 0},
x = (z, r),
t = θ,
F0(θ, x) =
(
cos θ
r3 − r
)
,
F1(θ, x) =
(
R(r cos θ, r sin θ, z)
cos θP(r cos θ, r sin θ, z)+ sin θQ (r cos θ, r sin θ, z)
)
,
α = z0,
β(α) = 1,
zα = (z0, 1),
V = {z0 ∈ (−R0, R0)},
Z = {zα = (z0, 1) : (z0 ∈ V )},
x(θ, zα) = (z0 + sin θ, 1).
If we compute the fundamental matrixMzα we get
Mzα (θ) =
(
1 0
0 e2θ
)
.
Then we have
M−1zα (θ) =
(
1 0
0 e−2θ
)
.
and consequently
M−1zα (0)−M−1zα (2pi) =
(
0 0
0 1− e−4pi
)
.
In short, our system (7) satisfies all the assumptions of Theorem 1.
We define(
f1(θ, z, r)
f2(θ, z, r)
)
= M−1zα (θ)F1(θ, z, r).
Now according to Theorem 1 we must study the zeros in V of the system F (α) = 0 of one equation and one unknown,
where F is given by (4). More precisely
F (α) = F (z0) =
∫ 2pi
0
f1(θ, x(θ, zα))dt
=
∫ 2pi
0
f1(θ, z0 + cos θ, 1)dt
=
∫ 2pi
0
R(cos θ, sin θ, z0 + cos θ)dt.
In this way we conclude immediately that Theorem 2 follows from Theorem 1.
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