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Gradually more applications of automated reasoning are discovered. This development
has the consequence that deduction systems need to be increasingly flexible. They should
exhibit a behavior appropriate to a given problem. One way to achieve this behavior is
the integration of different systems or calculi. This leads to the so-called hybrid reason-
ing (Stickel, 1985; Frisch, 1991; Baumgartner, 1992; Petermann, 1993a) which describes
the integration of a general purpose foreground reasoner with one specialized theory rea-
soner. The aim of this paper is to go a step further, i.e. to treat the theory reasoner as
a hybrid system itself. The framework proposed below is suitable for building multiple
theories into theorem provers. Those theories can be given syntactically but also se-
mantically. Here, semantical reasoning is understood as reasoning, or rather computing,
under a theory given by a class of models, whereas syntactical reasoning means reasoning
under a theory given by first-order axioms. The presented approach is a generalization
of previous attempts of combining syntactical reasoning under the empty theory with
semantical reasoning (Bu¨rckert, 1994; Baumgartner and Stolzenburg, 1995), of combin-
ing different theories given syntactically (Petermann, 1997) or just theory (or hybrid)
reasoning. The paper formulates sufficient criteria for the construction of complete cal-
culi which enable reasoning under hybrid theories combined from sub-theories given
semantically and those given syntactically and briefly reports experimental work.
c© 2000 Academic Press
1. Introduction
In applications we often have to answer the question of whether a formula is valid under a
theory or not. Theories are not always homogeneous. This paper presents a framework for
constructing theory reasoning calculi which is suitable for multiple theories which consist
of several sub-theories. In Petermann (1996) we introduced the notion of a hybrid theory
in order to describe multiple theories. A hybrid theory can be given by sets of axioms
but also by classes of models.
1.1. hybrid reasoning
Following the paradigm of hybrid reasoning we will apply a general approach for cou-
pling a foreground reasoner, which takes care of the general logical structure of a formula
to be proved, with a background reasoner, which is consulted whenever the meaning of
special built-ins has to be considered. The dedicated reasoner can use meta-knowledge
about the theory T in order to improve the reasoning process. We say that the theory
has been built into the theorem prover. For example, nowadays the success of equational
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T1:
¬w(X,W ) ∨ ¬b(X,W )
<1:
¬kc(ε,W ) ∨ kd(W, f(W ))
kc(W, g(W ))
M1 :
b(c, V ) ∨ ¬kc(ε,W ) ∨ ¬kd(W,V )
∧
w(c,W ′) ∨ ¬kc(ε,W ′)
Figure 1. A simple hybrid theory and a formula unsatisfiable in that theory.
theorem proving shows that building theories into the prover is advantageous over ap-
plying a general reasoner for answering the question if the implication T → F is valid,
where T denotes the conjunction of the axioms of T .
1.2. hybrid theories
Nevertheless, the concept of a homogeneous built-in theory does not cover all applica-
tions. In Petermann (1996) and Petermann (1997) the notion of a hybrid theory has been
introduced. A hybrid theory is combined from different sub-theories which are related to
syntactically different fragments of queries.† The assumption that different sub-theories
refer to different fragments of formulas, raises the hope that a dedicated reasoner for
a hybrid theory may be constructed as a possibly simple combination of the reasoning
procedures for the sub-theories.
Our approach can be illustrated by the example displayed in Figure 1. The example has
been obtained by the relational translation (Frisch and Scherl, 1991) of the multi-modal
formula
2c2db(c) ∧2c3dw(c). (1.1)
If we assume the following translations, that 2XΦ means “X knows Φ”, 3XΦ means
“X believes Φ”, b(X) means “X wears a black hat” and w(X) means “X wears a white
hat”, then Formula (1.1) may be read as
“c knows that d knows that c is wearing a black hat and
c knows that d believes that c is wearing a white hat”. (1.2)
For the details of the various translational approaches to theorem proving in modal logics,
which are out of the scope of this paper, the reader is referred to Debart et al. (1992),
Frisch and Scherl (1991) or Ohlbach and Schmidt (1997). We only mention that the
unary predicate symbols w and b have been substituted by binary symbols. For example
formulas w(c) or b(d), have been translated to w(c,W ) or b(d,W ), respectively. The
additional argument W expresses a possible world (Kripke, 1963) where the truth value
of the formulas is considered. Different modalities, like 2c and 2d, are characterized by
different reachability relations kc(W,W ′) and kd(W,W ′).
The background knowledge about the predicates b and w on the one hand and the
properties of the reachability relations kc and kd on the other hand form a multiple
theory to be built into a theorem prover. In Figure 1 we have a hybrid theory constructed
from theories T1 and <1. T1 is given by the first-order axiom ¬w(X,W ) ∨ ¬b(X,W ).
†By a query we mean a formula to be proved.
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Figure 2. An instantiation of matrix M1 with a spanning mating.
Theory <1 is given by two definite clauses ¬kc(ε,W ) ∨ kd(W, f(W )) and kc(ε, g)
(upper case letters denote variables). T1 formalizes that nobody is wearing a black and
a white hat at the same time. The first clause of theory <1 appears as a result of the
Skolemization of the existential quantifier which mirrors the possibility 3d. The second
clause of <1 expresses the seriality of the modality 2c. The signature ∆1 of <1 consists
of the predicate symbols kc and kd and the constant ε and the function symbols f and
g. The signature Σ1 of T1 contains the predicate symbols w and b. Both signatures share
the constants ε, g and the function symbol f .
Formula M1, the translation of Formula (1.1), displayed in the same figure is unsat-
isfiable in the hybrid theory T1 ∪ <1. Figure 2 displays formula M1 in matrix form to-
gether with the substitution σ1 = {V 7→ f(g),W 7→ g,W ′ 7→ f(g)}. In order to prove the
T1 ∪ <1-unsatisfiability of formula M1 the following argument may be given. Every dis-
junct of the disjunctive normal form of the instance M1σ1 of M1 is either T1-unsatisfiable,
because it contains a certain T1-unsatisfiable sub-formula uσ1, or <1-unsatisfiable be-
cause it contains a certain sub-formula u′σ such that u′σ1 is <1-unsatisfiable. The dis-
juncts of the normal form will be called paths, the mentioned T1- or <1-unsatisfiable
sub-paths T1- or <1-connections respectively. The mentioned substitution σ1 will be
called a T1-unifier for u. Analogously σ1 is a theory unifier for u′. In Figure 2 the ele-
ments of T1- and <1-connections are connected by arcs. Each of them has one of the
labels 1, 2, 3, and 4 associated with it. Note that, different from reasoning under the
empty theory, theory connections may consist of just one literal and also of more than
two literals. It is the task of the background reasoner either to decide the existence of a
theory unifier for a multi-set of literals u or to construct a representation of all theory
unifiers for u. In the present case the background reasoner is a hybrid device consisting
of one sub-device for each of the constituents T1 and <1 of the multiple theory.
The foreground reasoner should be able to detect multi-sets of literals as candidates for
theory connections. It has to ensure that for every path through a formula a connection
has been found, and that there exists a common theory unifier for all connections. In the
terminology of the matrix or connection method we say that every path is spanned by a
connection. The set of connections is then called a spanning mating. Its existence ensures
that the instance in Figure 2 and consequently formula M1 are T1 ∪ <1-unsatisfiable.
While in Petermann (1996) the only hybrid theories that could be treated were those
which were given syntactically, i.e. by sets of axioms, in the present paper we also consider
the case in which one of the constituents of a hybrid theory is given by a class of models.
This means that reasoning in this sub-theory is performed rather by computation than
by deduction. This is a generalization of the approach of Bu¨rckert (1994) to constraint
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reasoning. That approach allows us to combine a theory which is given by a class of
models of a certain signature ∆, with a theory which, admittedly, enriches signature ∆,
but which is not allowed to introduce new axioms. Our approach omits this restriction.
1.3. using a general framework for building in hybrid theories
In order to combine theories we use a general approach for constructing complete the-
ory reasoning calculi. For constructing a complete theory reasoning calculus we initially
need a sufficiently rich set of theory connections and secondly a unification procedure for
those theory connections. It is not always necessary that a theory reasoning calculus is
able to prove all theorems of the considered theory. Restrictions on the set of formulas
(called queries further-on) treated as potential theorems may simplify the set of theory
connections to be considered. Because of this observation the notion of a set of theory
connections which is complete with respect to a given query language (see Subsection 4.1)
has been introduced. With this notion a Herbrand theorem can be formulated. The abil-
ity to construct all necessary theory unifiers for theory connections has been formalized
by the notion of a solvable unification problem within a given set of theory connections
(see Subsection 4.2). Having at hand a complete set of theory connections with a solvable
unification problem a complete theory reasoning calculus may be constructed (see Sub-
section 4.3). A completeness theorem for this class of calculi will be formulated in that
subsection. For detailed expositions of this approach the reader is referred to Petermann
(1992, 1993a) and Baumgartner and Petermann (1998).
In order to construct calculi with built-in hybrid theories, it will be sufficient to show
how to combine complete sets of theory connections, which are given for the sub-theories
of a hybrid theories, and how to combine the respective theory unification algorithms. A
number of those criteria, which are justified by the examples discussed in Section 3 will
be formulated in Section 5. Finally, in Sections 6 and 7, we will discuss implementation
issues and topics of further work.
1.4. related work
Special purpose inference rules have already been studied in the early days of auto-
mated theorem proving. For example, it has been observed that the axiomatic treatment
of equality opens a far to huge search space. For a presentation of the history which
has led to modern efficient equational provers, the reader is referred to Bachmair and
Ganzinger (1998). Bibel (1982) proposed the use of special purpose connections, exem-
plifying this approach by building in equality via the use of eq-connections, which are an
instance of theory connections. Stickel (1985) viewed many refinements of resolution as
instances of theory resolution. Murray and Rosenthal (1987) enhanced their path reso-
lution method, which is actually a matrix method, by theory links. In the substitutional
framework of Frisch (1991), general theory reasoning becomes part of the unification
algorithm and enhanced substitutions are used to maintain constraints. Frisch and Page
Jr. (1995) examined the expressiveness of those enhanced substitutions.
A general framework for first-order theory reasoning (cf. Petermann, 1990; Baumgart-
ner, 1992; Petermann, 1992) comprises these approaches and leads to efficient imple-
mentations. For a recent overview on theory reasoning see Baumgartner and Petermann
(1998). Another approach considering theories given by classes of models has been pre-
sented by Bu¨rckert (1994). A kind of translation of Bu¨rckert’s approach to theory model
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elimination may be found in Baumgartner and Stolzenburg (1995). For implementations
see for example Baumgartner and Stolzenburg (1995) or Rigo´ (1995).
Results concerning the combination of unification procedures and of constraint-solving
procedures have been found by Baader and Tinelli (1997) and Tinelli and Harandi (1996).
For an overview see also Baader and Schulz (1998).
2. Preliminaries
For syntax and semantics of first-order logic we refer the reader to Loveland (1978).
Whereas our approach is not restricted to clause logic, we only will consider this fragment
of logic.
A clause is represented as the multi-set of its literals. Multi-sets will be denoted as
sequences of their elements. Clauses will be abbreviated also by Γ, C,D etc. Γ1,Γ2 denotes
the union Γ1 ∪ Γ2, whereas Γ, L denotes Γ ∪ {L} etc. A clause with at most (exactly)
one positive literal will be called a Horn (definite) clause. A definite clause consisting
only of equational literals will be called a conditional equation. Using a terminology dual
to Bibel (1982), a conjunction of clauses C1, . . . , Cn will be called a matrix. A copy of a
clause is a clause obtained by variable renaming. A set M ′ of copies of clauses of a matrix
M , such that any two clauses in M ′ does not have common variables, will be called an
amplification of M (cf. Miller, 1983). For example, the formula displayed in Figure 2 is
obtained by instantiating an amplification consisting of exactly one copy of each clause
of formula M1 in Figure 1.
A (partial) path (in) through a matrix M is a multi-set containing (at most) exactly
one literal from each clause of M . Paths will be abbreviated by p or q. A set of partial
paths in a matrix M is called a mating in M . A partial path u in a matrix M is spanning
a path p through M if u ⊆ p. A mating U in a matrix M is spanning M if for every path
through M there exists an element of U spanning it. The mating consisting of the three
T -connections labelled by 1, 2, 3 and 4 in Figure 2 is spanning formula M1.
If matrix M consists of the multi-set of the clauses C1, . . . , Cn then M ′ = C ′1, . . . , C
′
k
is called a sub-matrix of M if and only if there is a sequence of pairwise different indices
i1, . . . , ik s.t. C ′l is a sub-multi-set of Cil for each l with 1 ≤ l ≤ k. A set of matrices,
which is closed with respect to the application of substitutions, forming amplifications
and sub-matrices, will be called a query language. For a path p = L1, . . . , Ln and a query
language Q we write p ∈ Q as an abbreviation for {{L1} , . . . , {Ln}} ∈ Q.
For a language L, entailment operator |= and set of formulas A the triple T = (L, |=,A)
will be called a theory. The elements of set A are called the axioms of T . The set of
predicate (function) symbols occurring in the axioms of a theory T will be denoted by
P(T ) (F(T ) respectively). Alternatively, a theory may be given as a triple T = (L, |=,M)
where M is a class of interpretations of a given signature Σ. The notions of free and
bound variable, term, atom, literal, (immediate) sub-formula, substitution, and sentence
(a formula not containing free variables), satisfiability, unsatisfiability and validity in a
theory are defined as usual. If in doubt, the reader is referred to Fitting (1996) for the
exact definitions. Unbound variables in axioms of a theory or within a formula to be
proved are treated as universally quantified. By E we denote the theory of equality, i.e.
the theory with a set of axioms consisting of clauses expressing reflexivity, symmetry,
transitivity and functional and predicative substitutivity of the equality sign =.
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T2:
(X ∗ Y ) ∗ Z = X ∗ (Y ∗ Z)
1 ∗X = X
X ∗ 1 = X
W !(X ∗ Y ) = (W !X)!Y
W !1 = W
<2:
k(a, 1)
k(a, g(ε))
¬k(a,X) ∨ k(b, f(ε!X))
¬k(b, Y ) ∨ k(a, Y )
M2 :
¬w(((ε!g(ε))!Y )!Z, a) ∨ ¬k(a, g(ε)) ∨ ¬k(a, Y ) ∨ ¬k(a, Z)
∧
w((ε!W )!f(ε!W ), a) ∨ ¬k(b, f(ε!W )) ∨ ¬k(a,W )
Figure 3. Hybrid theory without shared sub-theory.
Figure 4. An instantiation of matrix M2 with a spanning mating.
3. Instances of Reasoning Under Hybrid Theories
In this section we discuss three simple examples which exhibit properties of three
classes of hybrid theories. Two of them were originally justified by target logics of the
algebraic translation of certain multi-modal logics into first-order logic. Those transla-
tions are of great practical interest because they allow us to use provers, which have been
designed for classical first-order logic, also for proving theorems in non-classical logics.
Using techniques like CaPrI (Neugebauer and Petermann, 1995, 1998) this adaption of a
prover to a new task is possible with rather low cost. The criteria formulated for those
hybrid theories cover many more cases than the applications which gave their original
justification. While the first two sample classes are restricted to theories given axiomati-
cally, in the third example one of the constituents of the considered hybrid theory is given
by a class of models. This is a generalization of Bu¨rckert’s (Bu¨rckert, 1994) approach to
constraint reasoning which only allows us to combine a theory, which is given by a class
of models of a certain signature ∆, with the empty theory over a richer signature.
3.1. hybrid theories without shared sub-theory
The examples presented here just have to illustrate the technique for combining the-
ory reasoning devices. In order to give an idea of possible application areas we have
already mentioned that the examples in this and the following subsection are justified
by translational approaches to multi-modal theory proving. Here we can illustrate only
some basic features of the target logics of this translation. For a detailed presentation of
the algebraic translation the reader is referred to Debart et al. (1992).
The algebraic translation of modal logics into first-order logic introduces new semantic
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T3:
¬b(W,X) ∨ ¬w(W,X)
<3:
a(X,Y, 1)
s(f(ε, V ), V,W ) ∨ ¬k(V,W )
k(x, sk(ε))
T2 :
(X ∗ Y ) ∗ Z = X ∗ (Y ∗ Z)
1 ∗X = X
X ∗ 1 = X
W !(X ∗ Y ) = (W !X)!Y
W !1 = W
M3 :
w((ε!A)!B, x) ∨ ¬a(x, f(ε, x), A) ∨ ¬s(f(ε!A, x), x, B)
∧
b(ε!sk(ε), x)
Figure 5. Hybrid theory with shared sub-theory.
items, so-called possible worlds, following the Kripke semantics (Kripke, 1963). Moreover,
so-called transitions — semantic items of a further kind — are introduced. Transitions
allow us to pass from one world to another. The features of specific modal logics are
expressed by first-order theories in terms of the target logic.
We consider an equational theory T2 (cf. Figure 3) axiomatizing the properties of the
operations !, assigning to a world W and a transition A the world W !A which is reachable
from W via A, and ∗ assigning to transitions A and A′ the transition A ∗ A′ which is
the superposition of A and A′. The axioms of the definite theory <2 describe properties
of Skolem symbols f and g. Constants, like a, are used in order to distinguish different
modalities. Axioms like k(a, V ∗W ) ∨ ¬k(a, V ) ∨ ¬k(a,W ) and k(a, 1) are used in order
to express that the modality of a is of type S4. The fourth implication in <2 mirrors
the axiom schema 2aΦ → 2bΦ. In this multi-modal logic the following conjunction is
unsatisfiable.
3a2a2a¬w(a) ∧2a3bw(a). (3.1)
Both theories T2 and <2 are related to different parts of formula M2, the algebraic
translation of Formula (3.1). T2 is related to the boxed part of the matrix, <2 to the
fragment surrounded by the dashed box in Figure 4. The T2 ∪<2-connections are in fact
T2 - or <2 -connections. There are no connections crossing from one part to the other.
The illustrated class of hybrid theories will be covered by Proposition 5.1.
3.2. hybrid theories with shared sub-theory
Our next example arose from the study of target calculi of the algebraic translation of
the extended multi-modal logic. While the different modalities in a multi-modal system
could be seen as indexed by constants, in the extended multi-modal logic arbitrary terms
of the discourse domain are allowed as indices distinguishing modalities. For example
[a]x,f(x) (“x asks his friend”), [s]f(x),x (“the friend of x says to x” . . . ) and [k]x (“x
knows”) are modal operators in this logic. Let us consider Formula (3.2)
[a]x,f(x)[s]f(x),xw(x)→ [k]x¬b(x). (3.2)
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Figure 6. An instantiation of matrix M3 with a spanning mating.
This formula may be interpreted as follows: “if x asks his friend and the friend says x
that he is wearing a white hat then x knows that he is not wearing a black hat”.
The appearance of discourse domain terms as indices of modalities has consequences
for the target logic of the algebraic translation. Theory <3 which is necessary if different
modalities have to be distinguished, must contain the equational theory T2 of the
previous example as sub-theory. Thus, T3 and <3 share a non-empty sub-theory, i.e.
T2. This class of hybrid theories will be covered by Proposition 5.2. Formula M3 in
Figure 5 is the algebraic translation† of the negation of Formula (3.2). Moreover, Figure 5
shows a hybrid theory constructed from the sub-theories T3 and <3 . Both share the
sub-theory T2. Formula M3 is unsatisfiable in the theory T3 ∪<3. We consider Figure 6
in order to prove this claim. Formula M3 is represented in matrix form together with a
substitution σ3. The connection labelled by 1 becomes T3 -unsatisfiable after applying
this substitution because of axiom ¬b(W,X) ∨ ¬w(W,X) and the axioms of T2, among
them W !1 = W . The unary connections labelled by 2 and 3 become <3-unsatisfiable
because of the definite clauses of <3 and because of the equation W !1 = W of T2.
3.3. towards combining reasoning and computing
While the hybrid theories shown in the previous examples combine theories which are
given syntactically, i.e. by sets of axioms, in the present example we also consider the
case that one of the constituents of a hybrid theory is given by a class of models.
In Figure 7 we show a hybrid theory combined from theories T4 over signature Σ4 (with
the predicate symbols p and np) and <4 over signature ∆4. T4 is given by the axiom
¬p(X) ∨ ¬np(X). <4 is given by one model, the set of natural numbers with interpre-
tations of the predicate symbols l(X,Y ) as “X is less than Y ” and r(X,Y, Z) as “Z is
the remainder of the division of X by Y ”. Formula M4 is shown in matrix form together
with the substitution σ4 = {X 7→ 100}. In order to prove the T4∪ <4-unsatisfiability of
Formula M4 the following argument may be given. There exists a substitution σ′ such
that every disjunct of the disjunctive normal form of the instance M4σ4 of M4 is ei-
ther T4-unsatisfiable, because it contains a certain T4-unsatisfiable sub-formula uσ4, or
becomes <4-unsatisfiable after the application of σ′, because it contains a certain sub-
formula u′ such that u′σ′ is <4-unsatisfiable. In our example σ′ = {Y 7→ 2} would be
appropriate. This argument given for the T4∪ <4-unsatisfiability of formula M4 would
†At least by now the extended multi-modal logic does not allow flexible function symbols in terms
indexing modalities. We neglected this restriction in order to find a shorter example. Anyway our main
interest is in the target calculus of the translation.
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T4:
¬p(X) ∨ ¬np(X)
<4 = {N} where
l(X,Y ) : X less than Y
r(X,Y, Z) : Z is the remainder of X divided by Y
M4 :
np(X) ∨ ¬l(1, Y ) ∨ ¬l(Y,X) ∨ ¬r(X,Y, 0)
∧
p(100)
Figure 7. A hybrid theory with a semantically given sub-theory.
Figure 8. An instantiation of matrix M4 with a spanning mating.
have been repeated for each model of <4 if there was more than one. Again the elements
of T4- and <4-connections are connected by arcs in Figure 8. Each of them has one of
the labels 1, 2, 3, and 4 associated with it.
The idea for relating semantical and syntactical information is the following. In order
to combine the information contained in T4 and <4 for each model A ∈ <4 the signa-
tures ∆4 and Σ4 will be enriched by treating the elements of the carrier of A as new
constants. The set of all formulas over the enriched signature which are valid in A may
be considered. This way we transform that fragment of the semantic information given in
A, which is first-order expressible, into syntactic information. We will obtain a calculus
for reasoning under theory T4, which is parametrized by the ∆4-structures A ∈ <4. For
each ∆4-structure A ∈ <4 the calculus will be able to derive all theorems which are valid
in all extensions A∗ of A which are T4-models. Here the generalization with respect to
Bu¨rckert’s resolution principle for constraint logics Bu¨rckert (1994) becomes clear. In
Bu¨rckert’s approach theory T may provide only new symbols but no axioms.
4. A Generic Approach to Theory Reasoning
In this section we present briefly a formal framework for constructing complete the-
ory reasoning calculi for open, i.e. quantifier-free, theories. A complete theory reasoning
calculus for an open theory needs the following key capabilities: (1) finding theory
connections, (2) computing unifiers for theory connections, and (3) managing amplifi-
cations and representations of sets of paths which are not spanned by a currently found
theory mating. The ingredients for constructing a complete theory reasoning calculus
— a complete set of theory connections with a solvable unification problem and a cal-
culus managing amplifications of matrices and keeping track of unsolved goals — will
be introduced in Subsections 4.1, 4.2 and 4.3, respectively. In Section 5 the terminology
introduced and the results reported in this section will be applied to the construction of
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complete calculi with built-in hybrid theories. Implementation issues are briefly discussed
in Section 6.
4.1. complete sets of theory connections
In order to formulate sufficient conditions for the completeness of the calculus we
introduce the notion of a set of theory connections which is complete with respect to a
given query language. Having this notion a Herbrand Theorem (4.1) may be proved.
For every open first-order theory T exists a set of clauses T ′ such that for every formula
F : T |= F iff T ′ |= F . Therefore for the presentation of the following framework we may
assume that a theory is given as a set of clauses. Nevertheless this assumption is not as
harmless as it looks. In particular, if Skolemization is necessary for contructing the clause
set T ′, then the set of theory connections for T ′ and the computation of T ′-unifiers (cf.
Definition 4.1) may become more complex.
Initially (see Definition 4.3) we formalize what it means to have “enough” theory
connections in order to refute all theory unsatisfiable matrices, which belong to a given
query language.
Definition 4.1. ((Minimally) T -complementary, T -unifier) A path u is called
T -complementary if and only if the existential closure of the conjunction of the elements
of u, ∃¯ (∧L∈u L), is T -unsatisfiable. If, moreover, no proper subset of u is T -complemen-
tary then u is called minimally T -complementary. A substitution σ is a T -unifier of u
if and only if uσ is T -complementary. If uσ is minimally T -complementary then σ is
called a minimal T -unifier.
Obviously, a path u is T -complementary if and only if the universal closure of the dis-
junction of the negations of the elements of u, ∀¯ (∨L∈u L¯), is T -valid. The following
definition introduces the central notion of a T -connection for a given theory T . We will
speak simply about theory connections if it is clear from the context which theory is
meant.
Definition 4.2. (T -connection) Let T be a theory and M a matrix. A partial path
u in M will be called a T -connection in M if a T -unifier exists for u.
In many cases we do not need all theory connections in order to prove all theorems out of
a considered query language. Rather it may be sufficient (and even desired for efficiency
reasons) to deal only with a certain subset U of the set of all theory connections. Treating
theories given by sets of axioms we used to require U to be decidable. This requirement
has to be relaxed if theories are given by model classes. In that case for each model A a
calculus has to be constructed where the elements of the carrier of A will be treated as
constants. Clearly, A may be of arbitrary cardinality. In that case we will not require the
decidability. Whether a path is a member of a set of theory connections will be checked
by some oracle.
Definition 4.3. (Complete set of theory connections) Let T be a theory, U a
set of T -connections and Q a query language. (1) Any set of T -connections in a matrix
M which are elements of U is called a U -mating in M . (2) If U is closed with respect to
application of substitutions then it will be called T -complete by oracle with respect to
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Q if (2.1) for each T -complementary ground path p ∈ Q there exists u ∈ U such that
u ⊆ p and (2.2) for each T -complementary ground path of the form uσ ∈ U with u ∈ Q
holds u ∈ U . (3) If, additionally to (2), U is decidable then it will be called T -complete
with respect to Q.
Example 4.1. (1) For theory T4 from Figure 7 the query language is the set of all
matrices consisting of first-order clauses constructed from np and p as unary predicate
symbols. A set of T1-connections which is complete with respect to this query language
consists of the set of all literal sets {n(s),¬n(t)}, {np(s),¬np(t)}, and {n(s), np(t)} where
s and t are syntactically unifiable terms. (2) If A is the set of real numbers, then the set
UA consisting of all T1-connections of the form uσ, where σ assigns an element of A to
each element of its domain is complete by oracle with respect toQA obtained analogously
to UA.
A complete set of theory connections also contains all minimal theory connections (cf.
Petermann, 1997). This is important because the fewer literals a connection consists of
the more paths it may span. Every extra literal may cause additional sub-goals to be
solved. The Herbrand theorem follows from Petermann (1993a) and the closedness of
complete sets of theory connections w.r.t. minimal theory connections.
Theorem 4.1. (Herbrand’s theorem) Let T be an open theory, Q a query language,
U a set of T -connections complete by oracle or not with respect to Q. Then for every
T -unsatisfiable matrix M ∈ Q there exists an amplification M ′ of M , a U-mating U
spanning M ′ and a ground substitution σ such that uσ is minimally T -complementary
for each u ∈ U .
4.2. unification of theory connections
The Herbrand Theorem (4.1) gives neither a hint as to how to find for, a given amplifi-
cation M ′ of a matrix M , the substitution σ such that M ′σ is theory complementary nor
how to determine the existence of such a substitution. In the case of the empty theory
the substitution σ may be computed as the most general syntactical unifier for literals
p(t1, . . . , tn) and p(s1, . . . , sn). By application of the unifier we obtain a complementary
connection. In the case of theory unification, in general there does not exist a most gen-
eral unifier. Complete sets of unifiers have to be considered instead. For constructing a
proof calculus for a given complete set of T -connections U we need to be able to compute
or to represent for every u ∈ U all substitutions σ such that uσ is T -complementary. This
leads to the notion of a solvable unification problem. Like in the notion of a complete set
of theory connections we have to take care that theories may be given by model classes.
Therefore we also need the notion of a unification problem solvable by oracle.
Definition 4.4. (T -unifier, solvable T -unification problem in U) Let U be a set
of multi-sets of literals. (1) Let % and σ be T -unifiers of a path u ∈ U such that
D(%), D(σ) ⊆ V ar(u). Then % is called more general than σ if there exists η such
that %η =V ar(u) σ (notation: % ≤ σ). (2) A set S of T -unifiers of a multi-set u ∈ U will
be called complete if for each T -unifier σ of u there exists a substitution % ∈ S such that
% ≤ σ. (3) We say that the T -unification problem in U is solvable by an oracle if (3a)
for every u ∈ U there exists a complete set Su of T -unifiers for u. If additionally to
384 U. Petermann
(3a) Su is always enumerable and (3b) for a given u ∈ U it is decidable whether Su 6= ∅
then we say that the T -unification problem in U is solvable. (4) A substitution σ will
be called a simultaneous T -unifier of a set U of multi-sets of literals if and only if uσ is
T -complementary for every u ∈ U .
Example 4.2. (1) The complete set of theory connections given in Example 4.1 for
theory T1 from Figure 1 has a solvable unification problem. It just reduces to syntactical
unification of the terms occurring in the T1 -connections. (2) The unification problem
of the set of theory connections UA discussed in Example 4.1 is solvable by oracle. The
oracle is able to test whether two elements of the carrier of the considered model are
equal.
For proving a theorem we have to find a simultaneous T -unifier of a spanning T -mating
incrementally. By a straightforward calculation the reader may prove that the solvability
of the T -unification problem in a set of theory connections is sufficient for this purpose.
4.3. theory reasoning calculi
In this subsection we briefly discuss aspects of theory reasoning calculi. A theory rea-
soning calculus should be suitable for managing amplifications and sets of unsolved paths.
The background reasoner should estimate candidates for theory connections that have
been found by the foreground reasoner. Moreover, a mechanism for handling substitutions
is necessary. For the mentioned tasks well-known solutions exist.
In order to represent the set of paths, which are not spanned by the connections which
have been found up to a certain proof state, may be used a pool of hooks. A hook (p ⊥ Γ)
represents the set of paths which continue the path fragment p via one of the literals of
the clause fragment Γ. We use the sign ⊥ in order to indicate that the partial path p
and the partial clause Γ are in a sense orthogonal. For more details concerning the pool
calculus see Neugebauer and Schaub (1994) and Petermann (1993a).
Theorem 4.2. (Soundness and completeness) Suppose that for an open first-order
theory T and a query language Q has been given a decidable set U of T -connections
which is T -complete w.r.t. Q and the T -unification problem in U is solvable. Then for
every query M from Q holds: M is T -unsatisfiable if and only if there exists a clause
Γ ∈ M and a successful derivation starting from the initial pool {(∅ ⊥ Γ)} such that
in each T -connection inference for the chosen connection u holds u ∈ U and the chosen
T -unifier σ is a minimal T -unifier out of the complete set of T -unifiers Su for u.
Proofs for earlier versions of this theorem are given in Petermann (1993a) or Petermann
(1993b) (minimality of unifiers not required).
Different strategies may be applied for treating unifiers of theory connections. Accord-
ing to an eager strategy the unifier found in the current inference is immediately applied
to the pool. In a lazy strategy the unifier would be kept beside. In particular, if singleton
theory connections appear, a strategy which involves simplification is possible. In this
strategy (simplified) goals will be kept as constraints. By the help of constraints the com-
mon properties of certain alternative proof attempts may be represented. This may be
more efficient than an exhaustive search by actually exploring each of those alternatives.
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5. Combining Theories
After a discussion of the examples which justify the treatment of the background
reasoner of a theory reasoning system as a hybrid system and after recalling a general
technique for building theories into theorem prover, we are prepared to prove sufficient
conditions which ensure that multiple theories which have exemplified in Section 3 can
be built into theorem provers.
Our goal is to be able to construct a T ∪<-reasoner from given T - and <-reasoner.
For this purpose a formula will be considered as consisting of a T -layer and an <-layer.
The intended T ∪<-reasoner should try to find an UT -connection if the current goal is
in the T -layer of the formula to be proved and an U<-connection if the current goal is
in the <-layer. Thus, the aim is to find out, under which circumstances UT ∪ UR is a
complete set of T ∪<-connections for Q if so are UT for QT and UR for Q<. Moreover
the theory unification problems in both UT and UR should be combined to a solution
of the unification problem in the hybrid theory T ∪ <. The last condition will allow us
to use just the unification algorithms for the connections belonging to one of both layers
without change.
In this section we formulate three sufficient criteria which allow us to construct a
complete set of theory connections with a solvable unification problem (eventually by
oracle) for the hybrid theory from complete sets with solvable unification problem given
for the sub-theories. The two first criteria (cf. Propositions 5.1 and 5.2) may be ap-
plied to various classes of hybrid theories which have a structure similar to the target
logics of the algebraic translation of (extended) multi-modal logics. The third criterion
(cf. Propositions 5.3) is may be applied as an approach towards combining reasoning and
computing.
Definition 5.1. Let a theory be given by its sub-theories T and < which are formulated
within the signatures Σ and ∆, respectively. Then we say that T and < form a hybrid
theory in the union Σ ∪∆ of both signatures.
Figures 1–8 show examples of hybrid theories and sample theorems. The layered struc-
ture of those theorems has been illustrated in Figures 2, 4, 6 and 8.
Definition 5.2. Let theories T and < form a hybrid theory in the union Σ∪∆ of their
signatures and let Q be a query language over a signature which contains Σ ∪∆.
Every clause C in a matrix M ∈ Q contains then two sub-clauses CT and C< consisting
of literals L expressed in signature Σ (respectively L′ expressed in signature ∆). The set
of non-empty sub-clauses CT of M will be called the T -layer of M . The <-layer of M will
be analogously defined. By QT (analogously Q<) will be denoted the set of all matrices
being the T -layer (respectively the <-layer) of a query from Q. QT (analogously Q<)
will be called the T -layer (respectively the <-layer) of Q.
Definition 5.3. Let T and < form a hybrid theory in the union Σ ∪∆ of signatures.
Let Q be a query language formulated in a signature containing both signatures Σ and
∆. Moreover, let UT and U< be sets of T -connections and of <-connections.
We say that UT and U< are separated w.r.t. Q if and only if there does not exist
connections u ∈ UT and u′ ∈ U< with u ∩ u′ 6= ∅.
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Example 5.1. For the example given in Section 3.1 let UT2 be the set of theory connec-
tions of the form w(t1, t2),¬w(t′1, t′2) where t1 with t′1 and t2 with t′2 are simultaneously
T2-unifiable.
Moreover, let U<2 be the set of all literals ¬k(X,W ) such that ¬k(X,W )σ is <2 -
unsatisfiable for some substitution σ. Then UT2 and U<2 are separated.
Finally, we discuss briefly the unification problem in sets of hybrid theory connections.
We restrict our attention to the case where for given theories T and < a complete set of
theory connections is given by the union of sets of theory connections that are complete
with respect to the respective theories. It should be sufficient to apply the T -unification
procedure to a T -connection and the <-unification procedure to a <-connection. This
leads to the notion of non-interfering unification problems.
Definition 5.4. Let U< and UT be sets of theory connections for the components of a
hybrid theory T ,<. We say that the unification problems in U< and UT do not interfere
if and only if:
(1) for every u ∈ UT and for every substitution σ, σ is a T -unifier of u if and only if σ
is T ,<-unifier of u and
(2) for every u ∈ U< and for every substitution σ holds: σ is a <-unifier of u if and only
if σ is T ,<-unifier of u.
Example 5.2. For the example given in Section 3.1 and the sets of theory connections
UT2 and U<2 which have been defined in Example 5.1 the unification problems in UT2
and U<2 do not interfere.
Figures 3 and 4 show an example covered by Proposition 5.1. The reader should verify
that the example meets the assumptions of Proposition 5.1. We discuss the benefits
arising from those assumptions. The first assumption is the minimal requirement that for
each constituent sub-theory of a hybrid theory exists a complete set of theory connections
with solvable unification problem. Assumptions 2 and 3 of this proposition ensure that at
most a restricted version of equational reasoning is necessary. In particular the equational
sub-theories of the constituents of the hybrid theory have initial models (cf. Frisch and
Page Jr., 1995 for the relevance of this property). Assumptions 4 and 5 exclude “crossing”
hybrid theory connections, i.e. those which consist of literals of both the T - and the
<-layer of queries.
Proposition 5.1. Let theories T and <, which are expressed in the signatures Σ and
∆ respectively, form a hybrid theory such that T ∪ < is consistent. The query language
Q is formulated in the union Σ ∪∆ of signatures. Moreover suppose that:
(1) The sets of T -connections UT and of <-connections U< are complete w.r.t. QT
and Q< respectively.
(2) In Q equality literals occur only negatively.
(3) In both theories positive equality literals may occur only within conditional equa-
tions.
(4) The sets of predicate symbols occurring in T ∪ QT and < ∪Q< are disjoint.
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(5) If equality occurs in T ∪ < then let T 1 be that of the sub-theories T and <, which
does not contain equality, and U1 be the set of theory connections for that sub-
theory. Moreover let E be the set of equational axioms in T ∪ <. For every u ∈ U1
and substitution σ holds E ∪ T 1 |=
∨
u¯σ if and only if T 1 |=
∨
u¯σ.
Then the sets of T -connections UT and <-connections U< are separated with respect toQ and UT ∪ U< is T ,<-complete with respect to Q.
Moreover, the unification problems in UT and U< do not interfere.
Proof. Let us suppose that theories T and <, signatures Σ and ∆, query language Q
and the sets of T -connections UT and of <-connections U< satisfy the assumptions of
the proposition.
In order to show that UT and U< are separated with respect to Q it is sufficient to
observe that the sets of predicate symbols occurring in T ∪QT and <∪Q< are disjoint.
In order to show that UT ∪U< is T ,<-complete with respect toQ we initially show thatUT ∪U< has property (2.1) formulated in Definition 4.3. Let p be a T ,<-complementary
ground path. We have to show there exists a sub-path such that u ∈ UT ∪U<. We consider
p as a set of unit clauses. By the compactness theorem for first-order logic there exists
a finite set M of instances of clauses of T and of < and a minimal mating U spanning
M ∪ p. Let u be the multi-set of all literals of p which are element of a connection in U .
Then u is not empty because of the consistency of T ∪ <. Because the sets of predicate
symbols occurring in T ∪QT and <∪Q< are disjoint either for every connection u′ ∈ U
holds u ∈ QΣ or for every connection u′ ∈ U holds u ∈ Q∆. Therefore, u is either element
of QT or of Q<. If u ∈ QT (the case u ∈ Q< may be treated analogously) then there
exists u′′ ∈ UT such that u′′ ⊆ u, and therefore u′′ ⊆ p, because UT is T -complete
with respect to QT .
Both UT and U< satisfy condition (2.2) of Definition 4.3. Therefore also UT ∪ U< has
this property.
Finally, we show that the unification problems in UT and U< do not interfere. In the
non-trivial direction of the equivalence to be proved we have to show that every T ∪ <-
unifier of a T -connection u ∈ UT is a T -unifier of u and that every T ∪ <-unifier of a<-connection u ∈ U< is a <-unifier of u. The latter claim is satisfied because T and <
have no common predicate symbols and < does not contain the equality sign. The former
claim follows from Assumption 5.2
Our next criterion will be formulated in Proposition 5.2. An illustration for this propo-
sition is given by Figures 5 and 6.
Assumptions 1–3 play the same role as in Proposition 5.1, i.e. they ensure that for each
of the constituents exists complete sets theory connections and only a restricted version
of equational reasoning is necessary. Assumptions 4 and 5 do not exclude the possibility
of hybrid theory connections “crossing” from on layer of a matrix to the other. Rather
they ensure that these theory connections are not essential for finding a proof. Every such
theory connection may be simulated by theory connections which remain in one layer.
For the formal treatment we need the notion of a reachable clause (cf. Definition 5.5).
It formalizes the property that from one clause another clause may be “reached” by
inference steps using elements of a given set of theory connections.
Definition 5.5. Let M be a set of instances of clauses and U a mating in M . For every
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literal L in M we define the set RL of clauses reachable from L via U as the least set
being closed with respect to the following condition.
If there exists a connection u ∈ U such that one of the literals of u is L or a literal in
a clause being element of RL then also any clause containing a literal of u different from
L belongs to RL.
Proposition 5.2. Let theories T and < be expressed in the signatures Σ and ∆ respec-
tively and form a hybrid theory such that T ∪ < is consistent. The query language Q is
formulated in the union Σ ∪∆ of signatures. Moreover suppose that:
(1) The sets of T -connections UT and of <-connections U< are complete w.r.t. QT
and Q< respectively.
(2) In Q equality literals may occur only negatively.
(3) In both theories T and < positive equality literals may occur only within conditional
equations.
(4) The sets of non-equational predicate symbols occurring in T ∪QT and <∪Q< are
disjoint.
(5) If T =+ (and <=+) are the sets of non-negative equational clauses in T (and <
respectively) then T |= <=+ and < |= T =+.
Then the set UT ∪ U< is T ,<-complete with respect to Q, and the unification problems
in UT and U< do not interfere.
Proof. Analogously to the proof of Proposition 5.1, it is sufficient to show that for
every T ,<-complementary ground path p ∈ Q exists u ∈ UT ∪ U< such that u ⊆ p. Let
p be such a path. We consider p as a set of unit clauses. By the compactness theorem for
first-order logic there exists a finite set M of ground instances of clauses of T and < and
a minimal mating U spanning M ∪ p. Let u′ be the multi-set of all literals of p which are
elements of a connection in U . Then u′ is not empty because of the consistency of T ∪<.
In order to complete the proof it will be sufficient to show that u′ is T -unsatisfiable or
<-unsatisfiable. We prepare this proof by the following three claims.
Claim 1. Let L be a negative equational literal in M ∪ p. Then every clause reach-
able from L via U is a conditional equation and RL |= ¬L. Proof: Immediately from
Assumption 3 follows that RL consists of conditional equations only. The minimality of
U ensures that U also is spanning RL ∪ L¯. Therefore RL |= ¬L.
Claim 2. Under the assumptions of claim 1: If L ∈ QT — the opposite case may be
treated by symmetry — then every conditional equation e reachable from L and being
element of < may be substituted by a set of clauses R′e ⊆ T such that R′e |= e. Proof:
Follows immediately from Assumption 5.
Claim 3. Let L ∈ p be an non-equational literal. If L ∈ QT — again the opposite
case may be treated by symmetry — then every clause Γ ∈ (T ∪ <) ∩ RL containing
non-equational literals satisfies Γ ∈ T . Proof: From Assumptions 2–4 follows that the
predicate symbol of every non-equational literal in any clause reachable from L belongs
to Σ. Assumptions 2 and 3 are important for this conclusion because they ensure that
any clause reachable from an equational literal in a non-equational clause reachable from
L is a conditional equation.
We complete the proof by the following case analysis.
Case 1. The sub-path u′ of p contains an equality literal L. By Assumption 2 L is
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negative and by claim 1 all clauses in RL are conditional equations and RL |= ¬L.
Therefore u′ = {L} because U is a minimal mating spanning M ∪ p. Suppose that
RL contains clauses being instances of clauses from T (the case symmetric case may
be proved analogously). Then according to Assumption 3 every element e of RL being
not an instance of a clause in T may be substituted by a set of conditional equations
implying e. Therefore T |= u¯′. Because UT is T -complete with respect to QT there exists
a T -connection u′′ ⊆ u′ and therefore u′′ ⊆ p.
Case 2. The sub-path u′ of p does not contain any equality literal L. We suppose that
u′ contains a T -layer literal — the opposite case may be treated by symmetry reasoning.
Then by claim 3 every non-equational clause in RL∩ (T ∪<) is element of T . By claim 2
every equational clause e being element of RL \ T may be substituted by a finite subset
R′e ⊆ T such that R′e |= e. Therefore T |=
∨
u¯′.
In order to show that the unification problems in UT and U< do not interfere we first
of all observe that T and < may be treated symmetrically. Thus, it is sufficient to
show in the non-trivial direction of the equivalence to be proved that every T ∪<-unifier
of a T -connection u ∈ UT is a T -unifier of u. The claim is satisfied because T and< have no common predicate symbols different from the equality sign and because of
Assumption 5.2
Our third criterion formulated in Proposition 5.3 has been illustrated by the example
in Figure 7. Assumptions 1 and 2 exclude “crossing” connections. Assumption 3 mirrors
the intented application of the criterion to a theory < which is the set of first-order
theorems of a single model M where all the elements of the carrier of this model are
treated as new constants. Since minimal ground theory connections of a single model are
literals it is sufficient to consider just literals as connections.
Another feature is that the theories forming the hybrid theory may be uncountable
because the elements of the carrier of a model M are constants of T as well. Therefore,
the unification problem and the membership problem of the set of theory connections
have to be treated as an oracle.
Proposition 5.3. Let theories T and <, which are expressed in the signatures Σ and
∆ respectively, form a hybrid theory such that T ∪ < is consistent. The query language
Q is formulated in the union Σ∪∆ of signatures. E denotes the set of ground equations
which are <-valid. Moreover suppose that:
(1) T and < have no common predicate symbols.
(2) T does not contain equality.
(3) U< consists only of singletons.
(4) The set of T -connections UT is T ∪ E-complete by oracle with respect to QT .
(5) The set of <-connections U< is <-complete by oracle with respect to Q<.
Then:
(A) The set of T ∪ E ∪ <-connections UT ∪ U< is T ∪ E ∪ <-complete by oracle
with respect to Q.
(B) UT ∪U< is even T ∪E∪<-complete with respect to Q if both UT and U< are theory
complete.
(C) The unification problems in UT and U< do not interfere.
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Proof. Let us suppose that theories T , < and E, signatures Σ and ∆, query language
Q and the sets of T -connections UT and of <-connections U< satisfy the assumptions of
the proposition.
In order to show that UT ∪ U< is T ∪ E ∪ <-complete with oracle with respect to Q
we initially show that UT ∪ U< has property (2.1) formulated in Definition 4.3. Let p be
a T ,<-complementary ground path. We have to show that there exists a sub-path u of
p such that u ∈ UT ∪ U<. We consider p as a set of unit clauses. By the compactness
theorem for first-order logic there exists a finite set M of instances of clauses of T and
of < and a minimal mating U spanning M ∪ p. Let u be the multi-set of all literals of p
which are element of a connection in U . Then u is not empty because of the consistency
of T ∪ E ∪ <. Because the sets of predicate symbols occurring in T ∪ QT and < ∪ Q<
are disjoint either for every connection u′ ∈ U holds u ∈ QT or for every connection
u′ ∈ U holds u ∈ Q∆. Therefore, u is either an element of QT or Q<. If u ∈ QT (the
case u ∈ Q< may be treated analogously) then there exists u′′ ∈ UT such that u′′ ⊆ u,
and therefore u′′ ⊆ p, because UT is T -complete with respect to QT . Both UT and U<
satisfy condition (2.2) of Definition 4.3. Therefore also UT ∪ U< has this property.
In order to prove thesis (B) observe that if both UT and U< are decidable then so isUT ∪ U<.
Proof of thesis (C). In the non-trivial direction of the equivalence to be proved we
have to show that every T ∪ <-unifier of a T -connection u ∈ UT is a T -unifier of u and
that every T ∪ <-unifier of a <-connection u ∈ U< is a <-unifier of u. The latter claim
is satisfied because T and < have no common predicate symbols and < does not contain
the equality sign. The former claim follows from Assumption 5.2
6. Implementation Issues
In order to implement the theoretical results derived above we need a theorem prover
which is flexible enough to use new inference rules, which may be defined by the user.
The CAlculi PRogramming Interface (CaPrI) (see Neugebauer and Petermann, 1998 or
Neugebauer and Petermann, 1995) meets this need. It is based on a specification lan-
guage for expressing inference rules by so-called descriptors. This gives a greater amount
of freedom than just turning-on/turning-off of options of a hard-wired calculus. A set
of descriptors steers the translation process performed by a Prolog Technology Prover
(Neugebauer and Petermann, 1995). An important feature of CaPrI is the possibility to
call Prolog-procedures as part of the execution of inference rules. This gives the possibility
of integrating deduction and computation.
Neugebauer (1995) explored certain combinations of deduction and computation. The
common idea of this case study was to allow the prover to pass from first-order reason-
ing to computing in Prolog, i.e. in the implementation language of the prover. In the
mentioned case study formulas similar to M4 in Figure 8 have been examined. In two
alternative versions natural numbers have been represented by a (however primitive) suc-
cessor arithmetic and (more sophisticated) by a binary arithmetic representation. The
meaning of the literals l(X,Y ) (“X is less than Y ”) and r(X,Y, Z) (“Z is the remain-
der of X divided by Y ”) has been expressed in terms of the respective representation
in order to retain completeness. Moreover the prover has been enabled to change the
representation to the internal number format and to skip to Prolog computation in the
case of sufficiently instantiated goals.
In Figure 9 some performance measurements are displayed. The following information
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Successor arithmetic
Size Model elimination ME+arithmetic
Compile Runtime Compile Runtime
26 470 248 1136 8
39 498 444 1158 8
52 554 722 1154 4
65 534 1084 1172 26
78 566 1594 1178 6
91 610 2586 1186 38
Binary arithmetic
Size ME+arithmetic
Compile Runtime
46435 1075 0
55722 1105 5
65009 1090 0
74296 1100 5
83583 1070 0
92870 1115 0
Figure 9.
explains the figure. Size means the value of the number to be tested for not being prime.
All times are given in milliseconds. The experiments has been done under LINUX 2.0.36
on a notebook equipped with a 133MHz Pentium processor. Model Elimination is the base
calculus without enhancements. ME+arithmetic means the model elimination calculus
enhanced by dedicated rules which allow us to pass to computation if goals are sufficiently
instantiated. The examples show that the dedicated rules cause considerable speed-up.
A similar approach has been applied to data structures such as lists. In another case
study (Rigo´, 1995) provers for multi-modal logic relying on the algebraic translation
(Debart et al., 1992) have been implemented by use of this technique.
Interesting observations of these experiments showed that due to the Prolog interface
of the experimental prover used such extensions are rather easy.
7. Summary and Outlook
This paper has developed a formal framework for the construction of theorem provers
with built-in multiple theories. We formulated sufficient criteria for the construction of
complete sets of theory connections with solvable unification problem for those theories.
According to a generic approach to theory reasoning this is sufficient for the construction
of complete theory reasoning calculi.
In further work certain limitations of the present approach should be relaxed. In par-
ticular, techniques for combining unification procedures like those in Baader and Schulz
(1998) should be exploited in order to gain further progress.
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