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of time is still required to search forensic data 
for evidence. 
To mitigate the computational strain 
associated with string searching, suggestions 
have been made to employ distributed 
computing techniques (Ayers, 2009); however, 
distributed computing setups can be somewhat 
expensive, complicated, and require specialist 
knowledge to configure and use efficiently. 
This study presents a more accessible model, 
extending on previous research by Bayne, 
Ferguson and Isaacs (2014), which employs 
parallel processing techniques and multiple 
GPUs on a single computer that may prove 
more efficient and cost-effective for DF 
professionals. Results ascertained from this 
study demonstrate that utilising multiple 
GPUs will yield significant improvements over 
deploying a single GPU, or traditional central 
processing units (CPUs), when searching for 
multiple objects within data. 
Dedicated GPUs were historically created 
to reduce stress on the CPU when rendering 
complex graphical images. The Nvidia GeForce 
980, a typical modern GPU, has 2048 
independent processing cores which are able to 
compute large amounts of mathematical 
instructions with ease due to the hardware’s 
efficient parallel processing design. Besides its 
primary function of rendering graphics, a 
GPU’s architecture and computational power 
make them an ideal platform to be employed 
to aid scientific investigations. Aside from 
dedicated GPUs, recent CPU architectures 
have commonly integrated its own dedicated 
graphics core— often referred to as an 
integrated graphics processor (IGP). IGPs 
found in modern CPUs share a lot of similar 
architecture that can be found on GPUs, 
however, lack the same processing power due 
to size limitations on CPU chips. Nevertheless, 
IGPs open up the possibility of employing a 
powerful parallel processing platform without 
the need for an additional discrete GPU. In 
order to have the broadest compatibility with 
GPUs and IGPs from all vendors, a widely 
adopted general purpose computing on 
graphics processing unit (GPGPU) framework, 
such as Open Computing Language (OpenCL), 
must be adopted. 
Previous research by Bayne, Ferguson and 
Isaacs (2014) has demonstrated that OpenCL 
offers comparable performance and ease of 
implementation to vendor-specific languages 
such as Complete Unified Device Architecture 
(CUDA), which is ideal to be used with the 
intensive processing workload associated with 
DF analysis. The results from the research also 
demonstrated negligible performance loss when 
compared to the more widely researched 
CUDA GPGPU framework; however, with 
technology trends indicating continued 
developments of more powerful IGPs on CPUs, 
the authors strongly believe that a more 
compatible and open-standard model of the 
OpenCL platform favours the scientific 
requirements and development needs of DF 
tools and analyses. Significantly, however, the 
research countered critique that achievable 
performance gains are not solely limited by 
storage device data transfer speeds, but 
actually a combination of data transfer speed 
and processing power. 
The case study presented in this paper 
extends upon the previous research by 
investigating whether employing multiple GPU 
or IGP devices could further improve the 
possible performance throughput by employing 
parallelisation techniques to string searching. 
The aim of the experiment undertaken in this 
paper attempts to measure the effectiveness of 
offloading string searching to multiple GPUs 
using OpenCL, while comparing the resulting 
performance with: a single GPU, a multi-
threaded CPU, and single-threaded CPU pro-
cessing techniques. Secondly, this paper 
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Platform A, which had 4 discrete GPUs 
working in parallel in the multiple GPU test, 
produced the least time variation when 
searching for all pattern amounts; however, 
when only one of those GPUs were used in the 
single GPU test, the time taken gradually 
increased with the more patterns searched. 
Comparing the decline in performance between 
the 5 and 40 pattern searches, it is observed 
that the single GPU was still more capable 
than the multi-threaded CPU at processing 
higher amounts of patterns. The single GPU 
required an additional 21.9% time to search for 
the 35 extra patterns, which is significantly 
less than the 90.7% extra time that the multi-
threaded CPU required utilising all 8 threads. 
The variation in time to search for greater 
amounts of pat-terns from both CPU 
implementations were expected due to the 
limitations of the algorithm used; however, it is 
acknowledged that it may have performed 
better with the use of a different algorithm 
specifically designed for multi-pattern 
searching, such as the Aho-Corasick algorithm. 
Both platforms B and C also show very 
similar trends in their results, however, results 
from the multiple GPU test vary significantly 
to that obtained from platform A. This 
variation could be explained by the fact that 
that platforms A and B used only a pair of 
graphics units in the multiple GPU test; which 
consisted of a dedicated GPU, paired with the 
CPU’s IGP— the latter of which lacks the 
power of its discrete counterpart. Nevertheless, 
looking at single IGP performance, it boasts 
good results over CPU counterparts when 
tasked with searching for greater amounts of 
patterns. What is interesting to observe, 
however, is how considerable the IGP 
contributed during the multiple GPU tests; on 
average, the addition of an IGP improved 
reduced the time required to search by 27% 
over a single dedicated GPU. 
In contrast to the GPU results, the CPU 
results scaled very linearly with the amount of 
search patterns defined, with the single CPU 
tests producing the weakest times as 
anticipated. Results from running the modified 
Boyer-Moore algorithm over many threads in 
the multi-threaded CPU test saw analysis time 
drop to around a quarter of the time required 
by single-threaded CPU, and still 
demonstrated a steep linear increase in time 
and the amount of patterns searched for. This 
result was expected, however, the significance 
of this result demonstrates a limitation on how 
fast the CPU can, at its fullest capacity, search 
for multiple patterns in data. Whilst the 
authors acknowledge that the CPU results 
could hypothetically be improved upon with 
the use of a different algorithm; it could still 
be argued that the same trend would exist due 
to the underlying architecture. The CPU 
would still not be as capable of processing 
large amounts of data with repetitive 
instructions at the same levels that are 
produced by GPUs, and multiple GPUs 
respectively  
Figure 3 presents the processing rate (pr) 
from each test, which were calculated by =    to show the results by 
mebibytes per second— allowing easier 
comparison to the sequential read performance 
from each computer’s storage device. From 
these results we can see the effects that storage 
device transfer speeds have on the performed 
tests and the times produced. Platform A’s 
multiple GPU tests indicated that the results 
were limited to storage device transfer, and not 
by GPU performance limiting factors. 
Likewise, platform B, during the 5 pattern 
search appeared to have been affected by the 
same limitations; however, platform C’s 
superior storage device performance showed no 
obvious slowdown to the processing times 
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