Abstract. We consider the class of CMV operators with super-exponentially decaying Verblunsky coefficients. For these we define the concept of a resonance. Then we prove the existence of Jost solutions and a uniqueness theorem for the inverse resonance problem: Given the location of all resonances, taking multiplicities into account, the Verblunsky coefficients are uniquely determined.
Introduction
This paper is a contribution to the inverse spectral theory of CMV operators. These are represented by five-diagonal infinite unitary matrices giving rise to unitary operators on 2 (N 0 ). They are closely connected with trigonometric moment problems and with orthogonal polynomials and finite measures on the unit circle. The entries in a CMV matrix are determined by the Verblunsky coefficients, a sequence of complex numbers in the unit disk. For more details we refer the reader to Simon's two-volume monograph [16] and accompanying review papers [15] , [17] , and [18] .
The history of CMV operators is rather interesting: The corresponding fivediagonal unitary matrices were first introduced in 1991 by Bunse-Gerstner and Elsner [7] in the context of numerical linear algebra, and subsequently treated in detail by Watkins [21] . Ten years later they were rediscovered by Cantero, Moral, and Velázquez [8] in connection with orthogonal polynomials on the unit circle. Unaware of the earlier works, Simon coined the term "CMV matrix" in his twovolume monograph [16] (cf. the discussion in Simon [18] ). Around the same time CMV matrices also appeared in a work of Bourget, Howland, and Joye [2] , though in a context different from orthogonal polynomials. In addition, it was noted by Berezansky and Dudkin [1] , that CMV matrices also arise as certain generalizations of block Jacobi matrices.
It is well known (see [14] , [16] , [10] , and [9] ) that the spectral properties of CMV operators are fully captured by a Weyl-Titchmarsh-type m-function, making the situation rather analogous to that of Schrödinger operators. In the current situation the m-function is defined away from the unit circle as an analytic function. The values of m(z) are in the right half-plane if |z| < 1 and in the left half-plane if |z| > 1. Generally these functions can not be analytically extended through the unit circle. Nevertheless, as we will show, in the case of super-exponentially decaying Verblunsky coefficients either branch of the m-function does have a meromorphic extension through the unit circle, but the extension does not agree with the originally defined m-function so that one ends up with two meromorphic functions defined on C. Since m(z) = −m(1/z) dealing with one of these functions is sufficient. We shall choose the function which agrees with the m-function in the unit disk and call it M . In analogy to Schrödinger operators the poles of M , which are all outside the unit disk, will be called resonances.
Closely associated with a CMV operator U is a recursion relation
with 2 × 2-transfer matrices T (z, k) given by (2.6). This recursion relation plays the same role as differential equations do for Sturm-Liouville problems. At least under our assumptions on the Verblunsky coefficients there is a square summable solution to this recursion with a prescribed asymptotic behavior at infinity. This solution will be called the Jost solution.
Just as in the case of Schrödinger operators there is an inverse spectral theory asserting that a CMV operator may be recovered from its m-function or the associated spectral measure, see [10] or [9] . We show in this paper, that the m-function and hence the Verblunsky coefficients are uniquely determined from the location of all resonances, taking multiplicities properly into account, that is, we establish the following theorem. Theorem 1.1. Assume that there are constants C, γ > 1 such that the Verblunsky coefficients α k of a CMV operator U satisfy
Then the resonances of U and their multiplicities uniquely determine the Verblunsky coefficients and hence U itself.
We also prove the following result. Theorems 1.1 and 1.2 extend earlier results on the inverse resonance problems for Schrödinger and Jacobi operators [3] - [6] , [11] , and [12] to the present case of CMV matrices. The paper is organized as follows. In Section 2 we introduce some basic notations, give rigorous definitions of the objects under consideration, and state some central facts which are already known. In Section 3 we establish the existence of Jost solutions. Finally, in Section 4 we prove theorems 1.1 and 1.2.
Preliminaries
We start by introducing some of the basic notations used throughout this paper. Detailed proofs of all facts in this preparatory section (and a lot of additional material) can be found in [10] and [16, Ch. 4.2] .
In the following, we denote the set of nonnegative integers by N 0 = N ∪ {0} and the set of all complex-valued sequences defined on N 0 by C N0 . By 2 (N 0 ) we denote the Hilbert space of all square summable complex-valued sequences with scalar product (·, ·) 2 (N0) , linear in the second argument. Recall that the vectors The central object of interest in this paper is a sequence α : N → D. Following Simon [16] , we call the α k Verblunsky coefficients in honor of Verblunsky's pioneering work in the theory of orthogonal polynomials on the unit circle [19] , [20] . We emphasize that
Given a sequence α satisfying (2.1), we define a sequence of positive real numbers
Next, we introduce a half-lattice CMV operator U on 2 (N 0 ) via its matrix representation in the standard basis of 2 (N 0 ). Let Θ k be the 2 × 2 unitary matrices
and V and W be block diagonal matrices defined by
Here V has a single 1 × 1 block followed by 2 × 2 blocks on the diagonal. Then the five-diagonal CMV matrix U associated with the Verblunsky coefficients α is given by
Note that U is unitary as an operator from 2 (N 0 ) to itself. A CMV matrix associated with the identically zero Verblunsky coefficients is called the free CMV matrix.
Next we recall some of the principal results of [10] needed in this paper. While we have defined U , V , and W as operators from 2 (N 0 ) to itself they can also be considered as acting on C N0 . We will use the same letters U , V , and W for these extensions without hesitation whenever their meaning is clear from the context.
We define transfer matrices
Lemma 2.1. Let z ∈ C\{0} and u(z, ·), v(z, ·) : N 0 → C be two sequences of complex functions. Then the following items (i)-(iii) are equivalent:
For z ∈ C\{0} we introduce now the sequences k → (p(z, k), r(z, k)) and k → (q(z, k), s(z, k)) as the two linearly independent solutions of the recursion (2.11) satisfying the following initial conditions,
If also z = 0, Lemma 2.1 shows that the sequence (u(z, ·), v(z, ·)) satisfies the recursion (2.11) and is therefore a linear combination of (p, r) and (q, s) , that is,
for suitable constants a(z) and m(z). From the initial conditions for p, q, r, and s, and the condition v(z, 0) − u(z, 0) = 2 we get a(z) = 1 and
The function m is called the Weyl-Titchmarsh m-function for the CMV operator U and the sequence (u, v) is called the Weyl-Titchmarsh solution for the recursion (2.11). A priori, the function m is defined for any z in the resolvent set of U except for z = 0 and hence certainly for 0 < |z| = 1. It is a Caratheodory function with the representation 15) where dµ denotes the spectral measure of U . Note that z = 0 is a removable singularity for m and that, in fact, m(0) = (δ 0 , δ 0 ) 2 (N0) = 1 so that dµ is a probability measure,
It is also clear from the above definition that u(0, k) = 0, k ∈ N 0 , and v(0, 0) = 2, v(0, k) = 0, k ∈ N, hence the Weyl-Titchmarsh solution has a removable singularity at z = 0 as well. Finally, if (u, v) is any 2 -solution of the recursion (2.11) for z not on the unit circle, then it must be a multiple of the Weyl-Titchmarsh solution, since otherwise z would be an eigenvalue of U , which is impossible. In this case the normalization in (2.12) shows that
One major reason for the importance of the m-function is that it determines uniquely the Verblunsky coefficients and hence the underlying CMV operator. This is shown by the Borg-Marchenko-type uniqueness result [9] or the inverse spectral theorem [10] .
Construction of the Jost solution
Theorem 3.2. Assume Hypothesis 3.1 to hold and that z ∈ C. Then the recursion
Moreover, for each k ∈ N 0 , the functions u(·, k) and v(·, k) are entire functions of growth order zero.
Proof. We start by defining the numbers
and the matrices
Given these we solve the Volterra-type equation
by iteration. Let F 0 (z, k) = (1, 0) , k ∈ N 0 , and define recursively
one shows by induction that
Here · denotes the 2-norm in C 2 or the associated matrix norm. Hence, for every k ∈ N 0 , the series ∞ s=0 F s (·, k) converges absolutely and uniformly in compact subsets of C to a function F (·, k) and the sequence F (z, ·) satisfies equation (3.5). Moreover, for each k ∈ N 0 the function F (·, k) is entire. Equation (3.5) implies immediately that
and
Then the sequence k → (u(z, k), v(z, k) satisfies the recursion (2.11) and, since F (k) tends to (1, 0) and C k tends to 1 as k tends to infinity, the asymptotic behavior (3.2). It remains to prove the statement on the growth of (u, v) . In the following we assume |z| > 1 and let N (z) = log(2|z| 2 ) 1 γ−1 . Then (3.7) together with Hypothesis 3.1 and the estimate
For k < N (z) we use (3.9) and the estimate A 0 (z, n) + A 1 (z, n) |z| 2 (1 + |α n |) to obtain,
(1 + |α n |). Recall that there are square summable solutions also for |z| > 1. In fact, the sequence k → (ũ(z, k),ṽ(z, k)) = (v(1/z, k), u(1/z, k)) is such a solution because the transfer matrices exhibit the symmetry,
If |z| > 1 the solution (ũ(z, k),ṽ(z, k)) is, by definition, the Jost solution. We emphasize that the analytic extension of the Jost solution inside the unit disk does not coincide with the Jost solution outside the unit disk. Instead, for a given z, the Jost solution and the analytic extension of the Jost solution for 1/z are linearly independent.
The Inverse Resonance Problem
In this section we prove two inverse results for the half-lattice CMV operators associated with super-exponentially decaying Verblunsky coefficients. We start with an inverse resonance problem. First, we introduce two functions ψ 0 and ψ 1 associated with a CMV operator U ,
where (u(z, k), v(z, k)) is the Jost solution associated with the recursion (2.11) in the unit disk. It follows from Theorem 3.2 that in our case of super-exponentially decaying coefficients ψ 0 and ψ 1 are entire functions of growth order zero. These functions have no common zeros since otherwise u(·, k) and v(·, k) have a common zero for k = 0 and hence for all k ∈ N as well which contradicts the asymptotic (3.2). It follows from (2.17) that Proof. Since the m-function uniquely determines the Verblunsky coefficients (cf. [9] , [10] ) it suffices to show that the zeros of ψ 0 uniquely determine the m-function.
First, we note that since ψ 0 is entire of growth order zero, it is, up to a constant multiple, uniquely determined by its zeros via Hadamard's factorization formula, that is, ψ 0 (z) = cΠ(z), where
when the zeros of ψ 0 and their multiplicities are denoted by z k and n k , respectively. The constant c remains unknown at this point. Next, we derive a Wronskian-type relation for ψ 0 and ψ 1 which will enable us to recover partial information about ψ 1 which in turns will be sufficient to determine the m-function. Because of equation (3.15) we have
Taking determinants, the fact that det T (z, k) = −1 and the asymptotic (3.2) yields
Using (4.1) and (4.5) at k = 0 we also obtain 6) or equivalently, By a theorem of Wiman [22] , the minimum modulus of an entire function of growth order less than 1/2 is unbounded. Hence there exists an unbounded sequence r n such that min{|ψ 0 (z)| : |z| = r n } ≥ 1. This together with (4.7) implies that M (z) is bounded on the circles |z| = r n . Hence we can use Cauchy's residue theorem to recover the m-function from its residues,
Since M (0) = 1 by (2.15) and since the left hand side of (4.8) goes to zero as n → ∞ we obtain
It is clear from (4.10) that to obtain the m-function we need to know the constant c that enters ψ 0 in (4.3) and hence the h k and also the values ψ (n) 1 (z k ) for all n = 0, . . . , n k − 1 and k ∈ N. The latter we find from equation (4.7),
where we used the facts that ψ 0 has a zero of order n k at z k for each k ∈ N and that ψ 0 (1/z k ) = 0. Thus, it remains to find the constant c. In fact, combining (4.3) and (4.9)-(4.11) we see that only the absolute value of c enters the m-function,
where g(z) is determined by {(z k , n k ) : k ∈ N} and does not depend on c. Using this in (4.7) we find
Since the right hand side is known, so is the value of |c| 2 and hence the function M .
Our next inverse result deals with the zeros of the function u(·, 0) which is the first component of the k = 0 entry of the Jost solution for the recursion (2.11). Proof. As in the previous result it suffices to show that the given data uniquely determine the m-function. In the present case though it will be more convenient to work with the associated Schur function φ (cf. [10] ), which is an analytic function from D to D and is given by 14) where (u(z, ·), v(z, ·)) is the Jost solution for the recursion (2.11). As discussed after (4.1), the functions u(z, 0) and v(z, 0) have no common zeros. This yields that all the zeros of v(z, 0) are in C\D. Moreover, we note that since m(0) = 1 the Schur function φ and hence also u(·, 0) always vanish at the origin. A detailed asymptotic analysis (cf. [10] ) shows that φ(z) = −z n0 α n0 + O(z n0+1 ) as z tends to 0, where α n0 = 0 is the first nonzero Verblunsky coefficients, that is, α k = 0 for all k = 1, . . . , n 0 − 1.
Since u(z, 0) is entire of growth order zero it is uniquely determined up to a constant by its zeros via Hadamard's factorization formula, and inner factor P , a constant of modulus one on account of Jensen's formula using the fact that v(·, 0) has no zeros in D. Thus, we have from (4.14) and (4.17), φ(z) = cz n0 g(z) 1 P exp − Hence arg(c/P ) = arg(−α n0 ) and |c/P | = F −1 (log |α n0 |) where is strictly monotone increasing for x > 0 and hence invertible.
Remark 4.3. Looking at the case of a single nonzero coefficient α n0 for some n 0 ∈ N, we conclude that the previous result is sharp in the sense that the zeros of u(·, 0) alone do not determine all of the Verblunsky coefficients. Indeed, in this case φ(z) = −z n0 α n0 , hence u(·, 0) has a single zero at the origin and its location is independent of the value of α n0 .
