Least squares regression is proposed as a moving-windows method for analysis of a series of spectra acquired as a function of external perturbation. The least squares moving-window (LSMW) method can be considered an extended form of the Savitzky-Golay differentiation for nonuniform perturbation spacing. LSMW is characterized in terms of moving-window size, perturbation spacing type, and intensity noise. Simulation results from LSMW are compared with results from other numerical differentiation methods, such as single-interval differentiation, autocorrelation moving-window, and perturbation correlation moving-window methods. It is demonstrated that this simple LSMW method can be useful for quantitative analysis of nonuniformly spaced spectral data with high frequency noise.
Introduction
The generalized two-dimensional correlation spectroscopy (2D-COS) is widely used for characterization of synchronous and asynchronous correlations of multiple spectral bands acquired as a function of external perturbation. 1, 2 The generalized 2D-COS is useful for determining the direction and sequence of spectral changes occurring over an entire perturbation range. However, when spectral changes occur in narrow perturbation regions, the generalized 2D-COS cannot locate the perturbation regions and associate them with specific spectral changes. Various movingwindow (MW) approaches have been proposed to overcome the limitation of 2D-COS over an entire perturbation range by performing 2D-COS within a narrow perturbation window and repeating it after moving the window. 3 An autocorrelation spectrum represents the overall extent of spectral intensity variation within a perturbation window. A contour map of autocorrelation moving-window (ACMW) intensity as a function of spectral variable and average perturbation variable is used for characterization of phase transitions and chemical reactions occurring in various molecular systems, including polymers, 4,5 hydrogels, 6 and proteins. 7, 8 However, ACMW cannot determine the direction of spectral change with respect to perturbation because the output of ACMW is intensity variation, which is always positive. An alternative method, called perturbation correlation moving-window (PCMW), has been proposed to calculate the correlation between the perturbation variable and the spectral intensity within each moving window. 9 The synchronous correlation intensity of PCMW represents direction of spectral intensity change along the perturbation change. Due to this unique information, PCMW has become a popular MW method for spectral analysis of various physical and chemical changes. [10] [11] [12] [13] [14] [15] [16] [17] Correlation intensities of the two MW methods are often used as a surrogate for the first order derivative with respect to perturbation, 9, 18 with their linear proportionality being described analytically and numerically. 19 In cases where spectral change is cumulative along perturbation, the first order derivative can become very helpful for data interpretation because it eliminates constant background and visualizes both the peak and the width of transition perturbation. Among various methods to calculate the first order derivative of discrete spectral data, the simplest is single-interval differentiation, also known as gradient mapping, 20 or simple numerical differentiation. 9 It calculates ÁI/Áp for each perturbation interval, where ÁI is intensity change and Áp is perturbation interval. However, single-interval differentiation is known to be highly susceptible to high frequency noise with respect to perturbation even with subsequent smoothing. 18 In 1964, Savitzky and Golay proposed a method of data smoothing and differentiation based on local least squares polynomial regression. 21 They fit a small section of a dataset with a polynomial function and repeated the fitting for the next section, which is similar to the MW approach to 2D-COS. Because the Savitzky-Golay smoothing reduces noise reasonably well while maintaining the shape of the original, their method is widely used for signal processing. In addition, the least squares based fitting method produces a straightforward, closed-form solution and does not rely on any iterative optimization. The Savitzky-Golay smoothing and differentiation is generally applied only to uniformly spaced data points. Experimental data, however, are not always acquired with uniformly spaced perturbation variables. For example, actual temperatures measured while spectra are acquired can be different from their set temperatures due to various experimental reasons. In addition, when time-spaced data are converted into energy-spaced data, the perturbation spacing has to become nonuniform. Uniform spacing simplifies the formulae of the Savitzky-Golay method and reduces its computation time, but it is not an intrinsic condition for least squares regression. Basic formulae of general least squares regression of nonuniformly spaced data can be found in many textbooks. 22 In this paper, least squares regression for moving windows is proposed as a numerical differentiation method, which is versatile for both uniformly and nonuniformly spaced datasets. This least squares moving-window (LSMW) method is compared with ACMW and PCMW while effects of window size, nonuniform perturbation increment, and intensity noise are all examined.
Theory

General Description of the LSMW Method
The basic concept of MW analysis is illustrated in Figure 1a . A series of spectra is measured as an external perturbation varies. Spectral intensity y(n, p) is expressed as a function of spectral variable n and perturbation variable p. As shown in Figure 1b , a moving window is defined as a subset of (2m þ 1) spectra within p jÀm p p jþm , where p j is the median perturbation variable. When MW analysis is performed independently for single n, e.g., ACMW and PCMW, spectral intensity y(n, p) can be simplified as y J ¼ y(p J ). For each window, the dynamic or mean-centered spectrum is expressed asỹ J ¼ y J À y ave , and the meancentered perturbation variable,p J ¼ p J À p ave , where y ave and p ave are the average spectral intensity and the average perturbation variable, respectively, i.e.,
It is noted that the average perturbation variable p ave becomes equal to the median perturbation variable p j when the perturbation spacing is uniform. Figure 1c shows a plot ofỹ J andp J in a moving window, where the mean-centered dataset is least squares fitted with a linear model function. This analysis method is called linear-function least squares moving-window (l-LSMW) or LSMW for short unless further specified. The basic idea of least squares differentiation of moving windows was originally proposed by Savitzky and Golay in 1964. 21 Briefly, a linear model function is expressed as
where a is the constant, b is the linear coefficient, and e J is the error made in prediction ofỹ J . The unknown coefficients a and b are to be determined in order to minimize the sum of the squared errors (SSE), which is defined as
For the minimum SSE with respect to the coefficients a and b, the following two associated equations are solved
By applying the mean-centering conditions ( Pỹ J ¼ 0 and Pp J ¼ 0), Eq. 5 yields a ¼ 0. Then, Eq. 6 leads to the solutions for the linear coefficient
It is noted that this expression is good whether the perturbation spacing is uniform or not. After this calculation is repeated for each moving window, the determined linear coefficients b are expressed as a function of the average perturbation variable p ave . The relation between b and the first order derivative y (1) (p) can be found by inserting a linear truncated Taylor seriesỹ
This equivalency between b and y (1) (p) is effective as long asỹ J is close to a linear function within a moving window. That condition can be satisfied either the function itself is close to a linear function or the window size is sufficiently small.
For quantitative characterization of the window size effect on b from LSMW, simulation data are generated by using a modified error function
which is illustrated in Figure 1b . Its first order derivative, y (1) (p), is a Gaussian function with a center position at p c and a full width half-maximum (FWHM) of s, which represents the bandwidth of spectral intensity change. Figure 2a shows the window size effect on intensity and shape of b calculated with simulated spectral data. When window size is narrower than the bandwidth of spectral change (s ¼ 2), the b profile becomes very close to the first order derivative plot (the dotted line). By contrast, as window size becomes larger than the bandwidth, the b profile becomes broader in shape. Figure 2b and c display its FWHM and peak height as a function of window size Áp. For the purpose of using b as a metric of the first order derivative, I suggest that a reference point Áp ¼ s/2 ¼ 1, when the peak height of b is smaller by 4% than that of y (1) (p) and the FWHM of b is broader by 4% than that of y (1) (p).
Comparison of LSMW with Smoothed Single-Interval Differentiation
Another method to measure the first order derivative is the single-interval differentiation, which calculates intensity change by each perturbation increment, also known as the gradient mapping method and simple numerical derivative. In fact, the gradient mapping method can be considered as an extreme case of LSMW, where the smallest number (¼2) of spectra are used for determination of the slope of the change. Previously, Morita et al. reported the noise effect on single-interval derivatives of simulated data followed by Savitzky-Golay smoothing. 18 They found that smoothed single-interval differentiation is more susceptible to random noise than ACMW performed by the corresponding window size. Similarly, here smoothed singleinterval differentiation is compared with LSMW by using noise added intensity data. The average intensity of the simulation data is based on Eq. 9, and its perturbation variables are uniformly spaced. The noise is generated as a random number within AE5% of the maximum intensity, as shown in Figure 3a . By using the simulation data, a single-interval derivative plot is calculated (Figure 3b ). The derivative plot exhibits a significant amount of highfrequency noise, which requires a following smoothing process for practical uses. Figure 3c shows a derivative plot after the plot of Figure 3b is smoothed by simple adjacent averaging by 10 points. It is noted that the 10-point adjacent smoothing indicates that 11 spectra per window are used for a single smoothed single-interval derivative value because of a prior two-point differentiation process. For comparison, a linear coefficient plot from LSMW is calculated with the same number of spectra per window, as shown in Figure 3d . It is clear that a much greater amount of high frequency noise still remains in the plot of smoothed single-interval differentiation than that of LSMW. Degree of noise of a plot is measured by the root mean square (RMS) of the difference between derivatives determined from the noise-including data and derivatives from the noise-free data. In Figure 3e , the RMS determined from each derivative plot is plotted as a function of (2m þ 1). When (2m þ 1) is small, smoothed single-interval differentiation and LSMW show similar RMS values to each other.
As (2m þ 1) increases, the RMS of both smoothed single interval differentiation and LSMW decreases but the RMS of LSMW decreases more rapidly than that of smoothed single-interval differentiation. For example, at 2m þ 1 ¼ 21, which corresponds to the half of the FWHM of the first order derivative of Eq. 9, the RMS of smoothed single-interval differentiation is twice larger than that of LSMW. This comparison indicates that LSMW performs better in noise suppression than single-interval differentiation followed by smoothing.
Comparison of LSMW with other MW Methods
In order to measure the first order derivative of spectral intensity with respect to perturbation variable, other MW methods have been used. For example, s-PCMW intensity Å È and the square root of ACMW intensity ffiffiffiffi È p have been used as they are known to be proportional to the first order derivative. 19 The numerical expressions of the two MW output intensities can be described in the following simple forms for spectral data with uniform perturbation spacing 19 Figure 2e and 2h are close to the FWHM (s) of the original y (1) (p) and increases slowly with window size, which is similar to b in Figure 2b . By contrast, the peak height of both ffiffiffiffi È p and Å È in Figure 2f and 2i are quite different from that of b in Figure 2c . The peak height of b decreases only slightly from the original peak height of y (1) (p) as window size increases while the peak heights of ffiffiffiffi È p and Å È increase, beginning from zero. These results suggest that b from LSMW can represent the first order derivative both in intensity and shape while ffiffiffiffi È p and Å È from ACMW and s-PCMW can represent the first order derivative only in shape.
Effects of Non-Uniform Perturbation Spacing on LSMW
The correlation-based moving-window analysis can be expressed in simple numerical forms when the perturbation variables are uniformly spaced, as shown in Eqs. 10 and 11 for PCMW and ACMW, respectively. Real data, however, are not always acquired with uniformly spaced perturbation variables. For example, actual temperatures measured while spectra are acquired can be different from their set temperatures due to various experimental reasons. Here, the effect of nonuniform spacing of perturbation variables on LSMW is examined and compared with the effect on PCMW and ACMW. For comparison, identical simulation datasets are generated with two types of nonuniform perturbation spacing: pseudo-random spacing and increasing spacing. The model function used for simulation dataset with nonuniform spacing is the sum of two shifted error functions with identical bandwidths (illustrated as the green line in Figure 1a :
This function helps to elucidate the effect of increment size, in particular, for a dataset with increasingly spaced perturbation. The numerical expression for LSMW in Eq. 7 is valid for both uniformly and nonuniformly spaced data. However, Eqs. 10 and 11 for PCMW and ACMW are derived only for uniformly spaced datasets. Depending on a numerical integration model, their expression can be different for nonuniformly spaced data. For example, here a trapezoidal rule is used for Å È from PCMW as
Similarly, by the trapezoidal rule, ffiffiffiffi È p from ACMW is expressed as
The calculation results of ffiffiffiffi È p and Å È from nonuniformly spaced data are compared with those of LSMW, as shown in Figure 4 .
In Figure 4 , it should be noted that the LSMW results from nonuniformly spaced data are almost identical to those from uniformly spaced data, which is very close to the first order derivative of the intensity function. The robustness of LSMW to nonuniform perturbation spacing is quite in contrast to the PCMW and ACMW results. Even with the modifications of numerical expressions in Eqs. 13 and 14 for nonuniform spacing, the ffiffiffiffi È p and Å È profiles still exhibit noisy fluctuation from the data with pseudorandom spacing and noticeable shape distortion from the data with increasing spacing. These unwanted intensity noise and shape distortion of PCMW and ACMW outputs from nonuniform perturbation spacing is due to variation in the window size of moving windows. 19 To circumvent the complication due to nonuniform spacing, new uniformly spaced data are generated by interpolating the original nonuniformly spaced data. However, this data manipulation can cause unwanted bias and inconsistency in analysis depending on an interpolation model and a weighting method. On the contrary, LSMW can be performed in a straightforward manner without need of any numerical integration or interpolation models for nonuniform spacing. Also, the linear coefficient b from LSMW is very close to the first order derivative both in shape and in intensity whether data spacing is uniform or not.
Quadratic Function LSMW
Earlier, the linear coefficient determined from linear function LSMW (l-LSMW) was characterized. In this section, the two meaningful coefficients from quadratic function LSMW (q-LSMW) are examined. Similar to the formulations for l-LSMW, a quadratic model function is used for least squares regression as
The detailed derivation for the least squares regression with a quadratic model function is described in Appendix 1. The three coefficients obtained from q-LSMW are a ¼ À
It is noted that the y-intercept a in Eq. 16 is negatively proportional to the quadratic coefficient g in Eq. 18 as a ¼ À
Therefore, only the two independent parameters, b and g, remain to be determined by q-LSMW. The expression of Eq. 17 for the linear coefficient b from q-LSMW is more complicated than the form of Eq. 7 for the linear coefficient b from l-LSMW. However, Figure 5 shows that their actual values are very close to each other both for uniform and nonuniform spacing. In fact, the two linear coefficients from q-LSMW and l-LSMW are mathematically Figure 4 . Comparison of the nonuniform spacing effect on LSMW, s-PCMW, and ACMW calculated with Eqs. 7, 13, and 14, respectively. Two sets of perturbation variables are prepared for nonuniform perturbation spacing: pseudo-random spacing (the left column) and increasing spacing (the right column). Spectral intensity is generated based on Eq. 12 from each set of perturbation variables. (a) Perturbation spacing is determined by a random number generated in the range between 0.05 and 0.15. (b) Perturbation spacing increases linearly from 0.072 to 0.122 at p ¼ À6 to 6, respectively. At p ¼ 0, the increment is set to be 0.1. Each MW result from the nonuniform perturbation spacing (the red solid lines) is compared with the corresponding MW result from the uniform perturbation spacing data with a constant spacing of 0.1 (the black dashed lines). For all calculations, (2m þ 1) is fixed as 5.
identical when the perturbation spacing is uniform, whose derivation is presented in Appendix 2. Both linear coefficients are very close to the first order derivative y (1) (p) with difference <1% for the simulation datasets including the slowly varying double dip caused by finite moving window size. It is interesting that b from q-LSMW is better to suppress noise generated from perturbation spacing fluctuation than b from l-LSMW.
The quadratic coefficient g from q-LSMW can be easily related with the second order derivative if an intensity function is assumed to be a second order truncated Taylor series as
By inserting Eq. 19 into Eq. 18, the g value determined from q-LSMW can be expressed with the second order derivative as
Figure 6a shows g profiles from q-LSMW with various moving window sizes. Similar to the window size effect of the linear coefficient b from l-LSMW in Figure 2a , g from q-LSMW performed with a moving window narrower than s/2 (¼1) turns out to be close to the asymptotic value of y 2 ð Þ p ave ð Þ=2 within 5% of the maximum intensity.
The shape of the second order derivative can also be represented by the negative of Å É from asynchronous PCMW (as-PCMW). 9, 19 Here, the quadratic coefficient g profiles from q-LSMW is compared with the negative of Å É from as-PCMW. For uniformly spaced Figure 5 . Comparison between the linear coefficients b determined from q-LSMW and l-LSMW. The identical simulation datasets are used for calculation as in Figure 4 . The difference profiles are calculated by subtracting the first order derivative value from each b. For all calculations, the number of spectra per window 2m þ 1 is fixed as 5. perturbation datasets, Å É can be expressed in a simplified form as 19
where
is the discrete Hilbert-Noda transformation matrix. 23 For a dataset with nonuniform spacing, a trapezoidal rule is used to re-express Å É as
Figure 5b shows Å É calculated by Eqs. 21 and 22 from a uniformly spaced dataset with various moving window sizes, which shows a significant moving window size effect on the Å É intensity. This dependence is already discussed in the previous report, where the shape of Å É is close to that of y (2) (p) and much less sensitive to moving window size. 19 Figure 7 shows both g and Å É calculated with datasets with nonuniform spacing, which are identical to the datasets used for Figure 4 . The g profiles from q-LSMW for nonuniform spacing are as close to y (2) (p) as that for uniform spacing. By contrast, the negative Å É calculated with Eq. 23 for the nonuniformly spaced datasets are quite different not only from y (2) (p) but also from the negative Å É for uniform spacing. These features of g and Å É are overall similar to those of b and Å È from l-LSMW and s-PCMW, respectively. While as-PCMW results are strongly affected by nonuniformity of perturbation variable, q-LSMW results are not affected noticeably. While only the shape of Å É from as-PCMW is similar to that of y (2) (p), both the shape and absolute intensity of g from q-LSMW are close to those of y (2) (p). This re-confirms that the quadratic coefficient from q-LSMW can be used as a quantitative, robust metric for the second order derivative whether a dataset is uniformly spaced or not.
Conclusion
Least squares moving-window analysis has been described as a numerical differentiation method for spectral analysis. The effects on moving-window sizes, different perturbation spacing types, and intensity noises have been discussed by using simulation data. Unlike the original Savitzky-Golay differentiation method, the LSMW can be used for both Figure 7 . Comparison of the nonuniform spacing effect on the quadratic coefficient g from q-LSMW and Å É intensity from as-PCMW. The identical intensity data used for Figure 4 are used for calculation. Each MW result from the nonuniform perturbation spacing (the solid magenta lines) is compared with the MW result from the uniform perturbation spacing (the black dashed lines). For all calculations, (2m þ 1) is fixed as 5. uniform and nonuniform perturbation spacing. The linear and quadratic coefficients determined from the LSMW method have been compared with outputs from other widely used numerical differentiation methods, including single-interval differentiation, ACMW, and PCMW methods. Those comparisons suggest the superior performance of LSMW in suppression of high frequency noise and in versatility for both uniformly and nonuniformly spaced datasets.
