In this paper, an efficient method for modeling Head-Related Transfer Functions (HRTFs) of an auralization system is presented. The proposed model is based on the decomposition of the impulse response of the HRTFs by wavelet transforms. Through an analysis of the HRTF energy content per subband it is shown how the model can be reduced without introducing considerable error in the magnitude and phase frequency responses. As a result of the proposed technique, the low-order model has approximately 30% of the number of coefficients of the original HRTF, which represents an important reduction in the computational cost of an auralization system implementation.
INTRODUCTION
Nowadays, a large number of systems make use of 3D-audio technology to improve the realism of simulated virtual acoustic environments, such as home theaters, video games and room acoustic simulators. In this context, Head-Related Transfer Functions (HRTFs) describe the acoustic transmission from a sound source localized in a free field to the ear canal. This paper is concentrated on the modeling and reduction of the HRTFs used in room acoustic simulation for auralization [1] . The HRTF data consist of a set of directional transfer functions [2, 3] , which code simultaneously the interaural differences of time and level as function of the frequency and their monoaural cues are used to identify the source direction when the interaural differences are small [4, 5, 6] .
The main problem for direct use of HRTF data resides in the large number of functions and in their large lengths. To keep the precision, a set of HRTFs must have approximately 1,400 functions, one for each direction and for each ear, as measured by the MIT Media Lab database [2] , which is used in this paper.
In systems with real-time auralization output or real-time updating, such as video-games, cinema sound effects and even in some room acoustic simulators, the complexity of such functions needs to be drastically reduced. This reduction results in a simplified simulation of the acoustical environment, limited to simple effects of source positioning and reverberation.
A low-order HRTF model based on wavelet transforms and sparse filters is presented and analyzed in this paper. The HRTF model is reduced using an energy criterion to discard some coefficients of the sparse filters without affecting significantly the HRTF frequency response and allowing a faster auralization system.
Wavelet Transform
Sparse Filters 
HRTF MODELING USING WAVELETS
The proposed HRTF model consists of a wavelet transform, implemented as a non-uniform filter bank, and sparse filters, as illustrated in Fig. 1 . For tree structured filter banks, the analysis filters Hm(z) of Fig. 1 are related to the low-pass and high-pass prototype filters, H 0 (z) and H 1 (z), by [7, 8] 
and
for m = 1, . . . , M − 1, where M = J + 1 is the number of subbands and J is the number of stages of the multi-resolution decomposition. The sparsity factors of the subfilters Gm(z Lm ) are given by
The system transfer function P (z) implemented by the structure of Fig. 1 is related to the sparse subfilters Gm(z Lm ) and analysis filters Hm(z) by [9] 
The Daubechies and Biorthogonal wavelets [10] were tested in the HRTF modeling, and the results which allowed a good compromise between transform computational load and selectivity was obtained with length-8 Daubechies wavelet and J = 4 stages. The corresponding sparsity factors are L0 = L1 = 16, L2 = 8, L3 = 4, L4 = 2. All subsequent figures and results were obtained with such wavelet configuration.
REDUCED-ORDER MODEL
The impulse responses provided by MIT originally had 512 coefficients. After an analysis of such data, it was possible to remove an initial delay present in all directions and shortened the HRIR length to 128 samples still preserving more than 95% of the total impulse response energy. The larger errors occur for azimuth angles θ between 250
• and 300
• , when the decays of the impulse responses are the slowest ones, preserving from 90% to 95% of total energy. For the directions in the same side of the sound source, almost 99% of the energy is kept. Therefore, in the rest of the paper all Head Related Impulse Responses (HRIRs) will have 128 samples. • and azimuth θ = 90
• . Figure 2 shows the coefficients of the subfilters Gm(z) of the proposed model for the 128-length HRIRs of the left and right ears considering the 0
• elevation and 90
• azimuth direction. From this figure we can observe that, for all subbands, the coefficients with highest amplitudes appear at the beginning of the impulse responses, after a sequence of very small values. These large coefficients are the most important in each band for HRTF reconstruction, since they hold most of the impulse response energy in the corresponding subband. The remaining coefficients can be discarded, due to their low values when compared to the others of the same subband. An important issue when removing coefficients (or selecting the windowing of each subband HRIR) is the initial time delay related to the distance from the sound source to the entrance of the ears canals, where the probe microphones are placed. In this work, such initial time delay was removed, by inspection, from the beginning of the original HRIR during the modeling stage and was used latter in the HRTF implementation.
Energy Criterion for Order Reduction
The energy criterion applied to select the important coefficients should be defined not in terms of absolute values of energy, but in fractions of the energy for each direction, per subband, because the subband HRIR energy varies with the angle of incidence. The HRIR energy per subband Em(φ, θ), for a direction with elevation φ and azimuth θ, is given by
where gm,k(φ, θ) is the k-th coefficient of the subfilter Gm(z) and Km is the total number of coefficients of such filter. The cumulative energy contributions of the sparse subfilters coefficients to the total subband HRIR energies (obtained varying the number of coefficients Km in Eq. 5) are shown in Fig. 3 , using the right ear measurements for direction φ = 0
• and θ = 90
• . From Fig. 3 , we verify that after a certain number of coefficients, the introduction of another coefficient in the energy calculus does not contribute effectively to the HRIR subband energy. This occurs due to the fast decay of the HRIR in each subband, which can be confirmed from Fig. 2 . On other hand, in some subbands, the first subfilter coefficients also do not contribute significantly to the subband HRIR energy.
Based on the above observations, the energy contributions of the sparse subfilters coefficients in each subband were computed for all HRTFs of the databank and the "relevant" coefficients were selected. The index interval corresponding to the coefficients which will be kept in the reduced model was obtained by comparing the energy contributions to two thresholds THRmin and THRmax, defined as follows:
for m = 0, . . . , M − 1, where αm is the tolerated energy loss and Em is the total energy for subband m. Due to the wavelet decomposition, the low-frequency subbands have already a smaller number of coefficients than the high-frequency bands. Besides, a reduction in the number of coefficients in the low-frequency bands will affect mainly the low-frequency spectrum of the HRTF, interfering in the sound localization ability, if the interaural time cues were not present or were small [11] . In order to reduce these errors, the energy loss per subband αm should be smaller at low frequencies than at high frequencies.
Using the thresholds of Eqs. 6 and 7, considering a total energy loss of α = 10%, the intervals corresponding to the "relevant" coefficients are shown in Tab. 1. The total number of coefficients of the resulting model isK = 28. The subband energies vary with the HRTF direction, and so do the intervals of "relevant" coefficients. Since these variations are small, the mean values of the starting and ending points of the intervals obtained for all the directions were used. These intervals are applied to the HRTFs of subbands 0 1 2 3 4 intervals 1-6 3-7 4-7 3-9 3-8 Table 1 . Intervals of coefficients kept in the reduced-order model for each subband. all directions. Since the individual intervals are different from the mean ones, we can not ensure that all HRIR models have energy loss of 10%. It will depend on the direction of the HRTF which is being modeled.
These coefficients intervals are applied to the HRIR, for the left ear, at direction φ = 0
• . The respective magnitude and phase frequency responses are shown in Fig. 4 , In such figure the original HRTF frequency response (magnitude and phase) is compared to the reduced model and to the original HRIR truncated using the first 28 coefficients. For the same number of coefficients, the energy loss using the truncated HRIR is always higher than using the wavelet model, as well as the frequency error.
EVALUATION OF THE MODELING ERROR
In this section, an evaluation of the interaural error in the frequency domain, introduced by the reduction in the number of coefficients of the wavelet model, is presented. The parameters chosen to quantify the influence of the model reduction on the HRTF characteristics are the mean and the standard deviation of the magnitude and phase frequency errors of the interaural differences between the original HRTF and the reduced model.
For all available directions, the interaural differences at a set of 512 frequencies were computed with the original HRTFs and with their reduced models, except for directions in the median plane (φ = 0
• ), where the measured functions were identical and the interaural differences were zero. The mean magnitude and phase errors between the original and modeled interaural differences are shown in Fig. 5 , as well as the corresponding standard deviation. From Fig. 5 , it can be observed that the average magnitude errors at low frequencies (up to 1 kHz) were small (less than -40 dB). At approximately 2.3 kHz, the curves presented a peak, exactly where the HRTFs have more energy. The phase errors at low frequencies (up to 1 kHz) were large, however, at such frequencies, the magnitude errors were small, minimizing the effects of the phase errors in the source direction localization. Around 2.3 kHz, where the magnitude errors presented the highest values, the phase errors were very small. The peaks of the phase errors curves at high frequencies (larger than 10 kHz) were mainly due to the discontinuities present in the phase responses of the HRTFs, which are slightly moved when the HRTF model is reduced. Again, such high-frequency phase errors are not noticed in the auralization, since the magnitude errors are small at this frequency band. Finally, the proposed model is compared to IIR models. Tenthorder IIR models designed using Prony, Yule-Walker and balanced model truncation (BMT) [12] were considered. The average spectral signal-to-error power ratios (SERs) obtained for the 38 directions (from 0
• to 360 • and 0 • elevation) were 26 dB with the wavelet reduced-order model, 19 dB with Prony and Yule-Walker methods, and 29 dB with the BMT process. Therefore, the proposed method had approximately the same average SER as the BMT model, with the advantage of not presenting the undesirable effects of the transient responses of IIR filters.
CONCLUSIONS
We have presented an effective method for modeling of head-related transfer functions using wavelet transforms. With the proposed reduced-order model, it is shown that with a total of 28 coefficients, the wavelet structure is able to model the 128-length HRTFs with very small errors. Such errors vary with direction and are larger in the ear opposite to the source side. In the frequency domain, the largest errors occur at frequencies from 1 to 4 kHz, where the HRTFs have more energy. Therefore, the corresponding percentage errors are small. The interaural time and level differences are preserved in the impulse responses of both ears. The modeling complexity can be further reduced by considering the redundancy of the reduced model coefficients for adjacent directions HRTFs. 
