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30625 Hannover, GermanyAbstract—Extracellular local ﬁeld potentials (LFPs) and
multiunit activity (MUA) reﬂect the spatially integrated activ-
ity of multiple neurons in a given cortical structure. In the
cat and primate visual cortices, these signals exhibit selec-
tivity for visual stimulus features, such as orientation, direc-
tion of motion or spatial frequency. In the mouse visual
cortex, a model which has been increasingly used in visual
neuroscience, the visual stimulus selectivity of population
signals has not been examined in detail. We recorded LFPs
and MUA using multielectrode arrays and two derived mea-
sures, the high-pass ﬁltered continuous MUA and the bipo-
lar ﬁrst spatial derivative of the LFP, in the visual cortex of
isoﬂurane-anesthetized C57Bl/6 mice. We analyzed the
onset latency and characterized the receptive ﬁelds in addi-
tion to the direction, orientation, and spatial and temporal
frequency preferences of these signals. Population signals
exhibited onset latencies as short as 30 ms and possessed
receptive ﬁelds as large as 38 with MUA receptive ﬁelds
smaller than those of LFPs. All four population signals
exhibited similar spatial frequency preferences (0.1 cycles
per degree) and temporal frequency preferences (1 cycle
per second). However, for all population signals, spatial
and frequency tunings were broad and orientation and
direction of motion preferences were absent. The character-
ization of the visual stimulus selectivity of LFPs and
MUA in the mouse visual cortex should provide information
regarding their usability in characterizing stimulus
properties and disclose possible limitations.
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INTRODUCTION
In recent years, the mouse visual cortex has become
increasingly used as a model in visual neuroscience,
mainly because of the availability of advanced
transgenic technology in mice. Although mice are not
primarily visual animals, individual neurons in the mouse
visual cortex exhibit properties similar to those of
neurons in the visual cortex of cats and primates
(Hu¨bener, 2003). The mouse visual cortex possesses a
smooth retinotopic organization to produce a
topographic representation of the visual ﬁeld (Schuett
et al., 2002; Kalatsky and Stryker, 2003; Wang and
Burkhalter, 2007). Furthermore, single-cell recordings
have revealed that all receptive ﬁeld types that have
been described in cats and primates are also present in
mice (Dra¨ger, 1975; Mangini and Pearlman, 1980;
Me´tin et al., 1988). Individual neurons in the mouse
visual cortex exhibit speciﬁc tuning to the orientation of
bars or gratings, in addition to distinct spatial and
temporal tuning preferences (Niell and Stryker, 2008;
Gao et al., 2010; Andermann et al., 2011). However,
cellular functional imaging revealed that the preferred
orientation and spatial characteristics of individual
neighboring cells are randomly distributed in a salt-and-
pepper fashion (Ohki et al., 2005; Ohki and Reid, 2007;
Andermann et al., 2011). In contrast, the visual cortex of
cats or primates displays a columnar organization, in
which tuning features for orientation or spatial selectivity
are organized into functional columns (Hubel and
Wiesel, 1968; Hubel et al., 1978, 1977; Tootell et al.,
1981).
The organization of the functional properties of
individual cells inﬂuences the stimulus selectivity of
population signals such as the local ﬁeld potential (LFP)
and multiunit activity (MUA). In cats and primates, the
LFP and MUA exhibit stimulus selectivity and speciﬁc
tuning preferences (Frien et al., 2000; Siegel and Ko¨nig,
2003; Lashgari et al., 2012). In the mouse visual cortex,
stimulus selectivity of these signals has not been
examined in detail, and it is not clear how the
underlying functional organization of individual neurons
in the mouse visual cortex reﬂects these modes of
population activity. Because population signals reﬂect
the cumulative activity of a given cortical volume, the
spatial organization and functional properties of each
constituent cell aﬀect the response properties of theC BY-NC-ND license.
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recorded with multielectrode arrays are often used
for functional characterization of the cortex, it is of
interest to determine how the heterogeneous functional
organization of the mouse visual cortex aﬀects these
population signals.
To address these questions, we examined the visual
stimulus selectivity of population signals in the mouse
visual cortex. We characterized the onset latency,
receptive ﬁeld size and spatial, temporal, orientation and
direction tuning, and we compared the LFP responses to
the MUA and also to two derived signals, the continuous
high-pass ﬁltered MUA (cMUA) and the bipolar ﬁrst
spatial derivative of the LFP (dLFP). Because these
signals presumably diﬀer with respect to their extent of
spatial integration of neuronal activity, we were also
interested in determining the disparity in visual stimulus
selectivity between these diﬀerent population signals.
We found that population signals exhibited stimulus
onset latencies as short as 30 ms and possessed
receptive ﬁelds as large as 38, with MUA receptive
ﬁelds smaller than those of LFPs. All population signals
possessed broadly tuned spatial and temporal
frequency preferences with similar acuity thresholds.
However, the orientation and direction of motion
preferences were absent in these population signals.EXPERIMENTAL PROCEDURES
Preparation and surgical approach
Sixteen C57Bl/6 mice weighing 20–25 g were used in this
study. Anesthesia was induced via intraperitoneal injection
of ketamine (100 mg/kg) and xylazine (4 mg/kg).
Tracheotomy was performed, and the mice were
mechanically ventilated with a 3:1 mixture of O2 and
N2O. Anesthesia was maintained using isoﬂurane
(1–1.5% during craniotomy). The mice were stabilized in
a custom-built head frame. The electrocardiogram
(ECG), heart rate, body core temperature and end-tidal
CO2 concentration were continuously monitored. End-
tidal CO2 concentration was monitored using an adapted
CO2 monitor (Capstar-100, CWE Inc., Ardmore, PA,
USA) throughout the entire experiment and maintained
below 4%. During preparation and surgery, the paw
withdrawal reﬂex, the eyelid reﬂex, and the presence of
whisker movements were monitored, and the anesthetic
dose was adjusted as required. All procedures were
approved by the Hamburg Administration of Health and
Consumer Protection, Germany. Electrodes were
positioned such that the topmost site was at the surface
of the primary visual cortex. To verify the recording
position, electrolytic lesions (15 lA for 15 s) were
generated and subsequently identiﬁed histologically in
three of the animals. Injecting this level of current
through the probes may damage the electrode contact,
and therefore, we did not use this procedure for all
of the animals. Additionally, the silicon probes created
injection tracks that were discernible in ﬁxed Nissl-
stained sections.Electrophysiological recording
The right visual cortex was exposed by craniotomy at
3.8 mm posterior and 2.5 mm lateral to the bregma
(Paxinos and Franklin, 2004). The dura was left intact,
and mineral oil was applied to the cortical surface to
prevent dehydration. The reference electrode was a
silver-plated wire inserted onto the surface of the frontal
cortex under the skull via a second small craniotomy,
and it was ﬁxed in place with bone wax and tissue
adhesive (Histoacryl, Braun-Aesculap, Tuttlingen,
Germany). Sixteen-channel silicon multielectrode arrays
(NeuroNexus Technologies, Ann Arbor, MI, USA) were
used to record electrophysiological activity throughout
all cortical layers. The probe contacts had a surface
area of 177 lm2, were separated vertically by 100 lm
and had an impedance of 1 MO at 1 kHz. Under visual
inspection, the multielectrode array was aligned
orthogonally to the cortical surface and advanced into
the brain using a mechanical micromanipulator until the
topmost recording site was located at the surface of the
cortex. In this manner, the multielectrode array spanned
the full depth of the visual cortex (10 sites). Electrode
sites that were positioned in or near the white matter
showed a prominent drop in the amplitude of their LFPs.
Sites in and below the white matter were excluded from
the analysis. Electrode signals were recorded and
digitized using an Alpha Omega recording system
(Alpha Omega Engineering, Nazareth, Israel). The
electrode signals were split into a low-pass ﬁltered
(600 Hz) signal sampled at a rate of 3125 Hz and a
band-pass ﬁltered (300–5000 Hz) signal with a sampling
rate of 25 kHz.Visual stimulation
Full-ﬁeld ﬂashes for measurement of visual response
latencies were generated using a Stroboscope (Nova
Strobe DBX, Monarch Instrument, Amherst, NH,
USA). The ﬂash duration was 10–25 ls. The ﬂash
rate was 1 Hz for a total of 100 repetitions. The
stroboscope was positioned 1.5 m in front of the
animal. Structured visual stimuli were generated using
Matlab (Mathworks, Natick, MA, USA) with the
Psychophysics Toolbox (Brainard, 1997; Pelli, 1997)
on a Mac Pro (Apple, Cupertino, CA, USA). Visual
stimuli were presented to the contralateral eye with a
cathode ray tube (CRT) display (Iiyama Vision Master
Pro 451) (refresh rate 100 Hz) with luminance values
ranging from 0.2 cd/m2 (black) to 98 cd/m2 (white).
The screen was positioned at a distance of 28 cm
from the animal at a 45 angle. Receptive ﬁelds were
measured using a sparse-noise method, which
consisted of a 10  10 grid of white and black
squares ﬂashed at randomly alternating positions on
a gray background. Each square encompassed
6  6 in the visual ﬁeld and was presented for
150 ms with 10–20 repetitions for each position.
Orientation tunings were measured using static-
oriented sinusoidal gratings presented at eight
orientations between 0 and 180 with a spatial
frequency of 0.1 cycles per degree (cpd). Gratings
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1 s. Direction tuning was measured using moving
sinusoidal gratings in eight diﬀerent directions with a
spatial frequency of 0.1 cpd and a temporal frequency
of one cycle per second (cps). Moving gratings were
presented for 3 s with an inter-stimulus interval of 3 s.
Spatial frequency tunings were measured using static
Gaussian gratings for 1 s at spatial frequencies of
0.02, 0.04, 0.08, 0.16, 0.32, or 0.64 cpd. Temporal
frequency tuning was determined with moving gratings
at speeds of 0.25, 0.5, 1, 2, 3, 4, 6 or 8 cps with a
spatial frequency of 0.1 cpd and a duration of 2 s. All
gratings had a size of 30  30 cm, subtending
60  60 of visual space.
Data analysisDeﬁnition of population signals. We analyzed the LFP
and the MUA, in addition to two derived signals, the dLFP
and the cMUA, at individual sites of the multielectrode
array. Because these four population measures
presumably diﬀer in their spatial extent of integrating
activity around the electrode tip, their general response
selectivities to visual stimuli were compared. Data were
exported to Matlab software for further processing. Each
of these four types of signals was derived from the raw
data. LFPs were obtained by low-pass ﬁltering using a
4th order Butterworth ﬁlter with a cutoﬀ frequency of
100 Hz (zero phase digital ﬁltering). After ﬁltering, LFPs
were re-sampled at 500 Hz. The LFP is commonly
deﬁned as the low-pass-ﬁltered measure of extracellular
voltage changes within the cortical volume surrounding
the electrode tip. The LFP is considered to comprise the
activity of a region spanning from several hundred lm up
to several mm (Logothetis, 2003; Kajikawa and
Schroeder, 2011; Buzsa´ki et al., 2012). To compare the
raw LFP to an alternative population measure, the raw
LFP signals were processed further by computing the
ﬁrst spatial derivation of the LFPs between neighboring
electrodes, yielding the dLFP. The bipolar derivation
between neighboring sites, which yields the potential
diﬀerence between adjacent probe contacts, aims to
eliminate far-ﬁeld eﬀects and common inﬂuences (Magill
et al., 2006). Thus, neighboring channels were
subtracted, resulting in a bipolar dLFP. To extract the
cMUA, the high-pass ﬁltered MUA 25-kHz signal was ﬁrst
rectiﬁed and then low-pass ﬁltered with a 4th-order
Butterworth ﬁlter with a cutoﬀ frequency of 100 Hz. The
resulting signal was re-sampled at a sampling rate of
500 Hz. The cMUA is thought to represent a continuous
weighted average of the extracellular spikes of all
neurons within a spherical region surrounding the tip of
the electrode. Therefore, the cMUA is the high-pass-
ﬁltered sum of the changes in extracellular voltage,
comprising local population signals in an intermediate
spatial range, between the MUA and the LFP (Xing et al.,
2010). To extract the spike times (MUA) from the 25-kHz
signal, the threshold for spike detection was set at 3.5
standard deviations (SDs). A spike was recognized as
such only if the previous spike occurred >1 ms earlier.
Therefore, the MUA compiles the spikes generated byseveral individual neurons around the electrode tip
(100–200 lm) that exceed a certain threshold and can
be clearly discriminated above the noise level (Bullock,
1997; Logothetis, 2003; Buzsa´ki, 2004).Receptive ﬁeld mapping. Receptive ﬁelds were
mapped using a 10  10 grid of black and white
squares with a size of 6 that were ﬂashed for 150 ms in
a random spatial order. The MUA response was deﬁned
as the total number of spikes evoked in the response
interval, between 20 and 150 ms after stimulus onset.
The cMUA response was deﬁned as the mean of the
signal magnitude during the response interval of
20–150 ms after stimulus onset. The LFP response was
deﬁned as the peak-to-peak amplitude of the evoked
response. The black and white receptive ﬁeld maps
were computed separately by averaging the response
over the course of their respective repetitions at each
position. Subsequently, receptive ﬁelds were smoothed
using a Gaussian ﬁlter (2  2 squares). Both maps
(black and white) were subsequently summed to yield
the total receptive ﬁeld. Then, the background activity
throughout the whole recording session was subtracted
from the average response, yielding the receptive ﬁeld
as the diﬀerential increase in the response for each
respective stimulus position. The receptive ﬁeld was
then deﬁned as the contour line at half maximum
response around the center of the receptive ﬁeld.
Receptive ﬁelds that were not clearly deﬁned, as the
responses to the sparse stimuli at the respective sites
were scattered or undetectable, were removed from the
analysis, resulting in MUA n= 77(73); cMUA,
n= 87(63); dLFP, n= 88(62), LFP n= 45(105), with
the number of removed ﬁelds in parentheses. Receptive
ﬁeld properties were then determined using the Matlab
regionprops function (Matlab Image Processing
Toolbox). We determined the major and minor axes of
the ellipse, the total area, the eccentricity and the center
of each receptive ﬁeld. For a comparable receptive ﬁeld
size, we calculated the total area based on the area
quantiﬁed by the regionprops function and then
calculated the radius for a circle of the same area.Spatial and temporal frequency tuning. Spatial
frequency tuning was measured using horizontal moving
sinusoidal gratings with a temporal frequency of 1 cps at
eight spatial frequencies ranging between 0.02 and
0.64 cpd. Temporal frequency tunings were measured
using horizontal moving sinusoidal gratings with a
spatial frequency of 0.1 cpd at eight temporal
frequencies: 0.25, 0.5, 1, 2, 3, 4, 6 or 8 cps. A ﬁxed
orientation was used to measure temporal and spatial
frequency tuning, as we did not observe any signiﬁcant
eﬀect of orientation on the stimulus responses. Further,
measurement of the temporal and spatial frequency
tunings at all orientations would have increased the
number of stimulus conditions to an impractical size,
especially given the limited recording time that was
available in each animal. For these reasons, we decided
to use only one ﬁxed orientation for the spatial and
temporal frequency measurements.
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deﬁned as the total number of spikes evoked during the
full 1 s of stimulus presentation. The cMUA, dLFP and
LFP response was deﬁned as the signal average of the
respective rectiﬁed signals during the 1 s after stimulus
onset. For the temporal frequency tunings, the MUA
response was deﬁned as the total number of spikes
evoked during the full 2 s of stimulus presentation. The
cMUA, dLFP and LFP response were deﬁned as the
signal average of the respective rectiﬁed signals during
the 2 s after stimulus onset. Tuning curves for the
spatial and temporal frequency were constructed by
plotting the mean response (across repetitions) to each
stimulus, along with the standard error (SE) of the
mean. We ﬁtted the spatial and temporal frequency
measures to the following function (Gao et al., 2010):
Z ¼ Bþ A  e12s2log xþopþoð Þ
2
ð1Þ
where B is the baseline ﬁring rate, A is the amplitude of the
response, s is the SD, o is the log oﬀset and p is the peak
of the ﬁt function. Subsequently, we determined the
‘goodness of ﬁt’ of the curve using the coeﬃcient of
determination R2, deﬁned as the square of the
correlation between the response values and their
predicted response values. A value closer to 1 indicates
that a greater proportion of the variance is accounted for
by the model. We classiﬁed all sites as either ﬁtted or
non-ﬁtted using a criterion of R2 > 0.8. Fitting and
analysis were performed using the Matlab Curve Fitting
Toolbox.
Orientation tuning. The response for each orientation
(10 repetitions) was deﬁned as the increase between
the mean baseline activity during the 500-ms window
preceding stimulus onset and the mean activity during
the 500-ms window following stimulus onset (subtracting
the baseline activity from the response activity). Thus,
orientation tuning is deﬁned in terms of the response
evoked above the non-stimulus-speciﬁc background
activity because the orientation index (OI) becomes
biased when the magnitude of the evoked response is
small relative to the magnitude of the baseline activity.
The MUA response was deﬁned as the diﬀerence of
spikes evoked during each 500 ms interval pre and post
stimulus onset. The cMUA, dLFP and LFP responses
were deﬁned as the diﬀerence in signal average of the
respective rectiﬁed signals during the 500-ms intervals
pre and post stimulus onset. Tuning curves for
orientation were constructed by plotting the mean
response (across repetitions) to each stimulus, along
with the SE of the mean. Analysis of variance (ANOVA)
was used to analyze the orientation tuning for
signiﬁcance (p< 0.01). To quantify orientation tuning,
we derived the OI from the vector average of the
responses r(hk) at N orientation angles, 0, 27.5,
45, . . .,157.5, where N was the number of orientations





ð2ÞWe assessed the signiﬁcance of the OI using a
permutation test as follows. To obtain a reference
distribution of non-tuned activity for each site, individual
trials were randomly assigned to diﬀerent orientations.
The OIs for these randomized trials were calculated for
each site and then compared to the measured empirical
distribution of OIs at all measured sites.
Direction tuning. Responses were analyzed in 2-s
intervals following stimulus onset and compared to pre-
stimulus activity during intervals of the same duration.
The response for each direction (10 repetitions) was
deﬁned as the increase between the mean baseline
activity preceding stimulus onset and the mean activity
during the 2-s window following stimulus onset. Thus,
the direction tuning was deﬁned in terms of the
response evoked above the non-stimulus-speciﬁc
background activity because the direction index (DI)
becomes biased when the magnitude of the evoked
response is small relative to the magnitude of the
baseline activity. The MUA response was deﬁned as the
diﬀerence in spikes evoked during each 2-s interval pre
and post stimulus onset. The cMUA, dLFP and LFP
responses were deﬁned as the diﬀerence in signal
average of the respective rectiﬁed signals during the 2-s
intervals pre and post stimulus onset. Direction tuning
was then calculated similar to orientation tuning based






The DI was then calculated for the eight directions 0,
45, 90, 135, 180, 225, 270 and 315. Statistical
analysis was performed using a permutation test as
described for the analysis of orientation tuning. We
assessed the signiﬁcance of direction tuning in the same
manner described for orientation tuning (see above).
RESULTS
We compared the visual stimulus response properties
among the MUA, the high-pass ﬁltered cMUA, the
bipolar dLFP and the raw LFPs in the visual cortex of
C57Bl6 mice.
Response latencies
We measured the stroboscopic ﬂash-evoked MUA,
cMUA, dLFP and LFP responses in the visual cortex
(Fig. 1A). The onset latencies of the responses were
determined in each animal for each electrode site, and
also for the spatially averaged response across all
electrode sites along the shank (Fig. 1B). We chose a
threshold value of 20% of the maximal response to
deﬁne the response latency (Fig. 1C). We did not
observe systematic diﬀerences in response latency with
respect to the depth of the recording site. The latency
distribution of all individual responsive sites for the MUA
(n= 94), the cMUA (n= 116), the dLFP (n= 127) and
the LFP (n= 129) is shown in Fig. 1D. The mean
latencies for the MUA, the cMUA, the dLFP and the
LFP were 36.3 ms (8.2 SD), 37.9 ms (5.7 SD), 42.0 ms
Fig. 1. Depth proﬁles of visual evoked responses in the mouse visual cortex (A). Each panel depicts the depth proﬁle of the responses along the
sites of the multielectrode array inserted into the visual cortex for the four population signal types. Color-coded images represent the mean evoked
response to repetitive (1 Hz) ﬂashes (n= 100) for the MUA, cMUA, dLFP and LFP (from left to right). Colors represent response strength, deﬁned
by the color bars to the right of each panel. Red-dotted lines depict the ﬂash stimulus. (B) Mean evoked responses determined from the spatial
average of the depth proﬁle in (A). Spatial averages were calculated as the mean response of the individual electrode sites along the shank. LFP
responses were rectiﬁed before averaging. (C) Onset latency was determined based on 20% of the maximum peak response. (D) Histogram of
onset latencies of all individual sites. Bin size is 5 ms. (E) Boxplots of response latencies for spatially averaged responses in each mouse as shown
in (B) for MUA, cMUA, dLFP and LFP. Stars depict signiﬁcant diﬀerences between response latencies of the population signals (see Results).
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response latencies of the LFPs were signiﬁcantly longer
than those of the MUA and the cMUA (one-way ANOVA
F(3,462) = 19.1, p< 0.01, post hoc comparison using
the Tukey’s honestly signiﬁcant diﬀerence (HSD) test,
p< 0.05). In an alternative approach, we measured the
response latency by calculating the spatially averaged
response of all sites along the shank of each electrode
track across all animals (n= 15) (Fig. 1E). By this
approach, the dLFP and LFP response latencies were
also signiﬁcantly longer than the MUA response latency.
The values of the spatially averaged response latencies
were: MUA, 30.8 ms (7 SD); cMUA, 34 ms (5.6 SD);
dLFP, 36.1 ms (4.4 SD); and LFP, 36.1 (4.3 SD) (one-
way ANOVA F(3, 60) = 3.3, p= 0.02, post hoc
comparison using the Tukey’s HSD test, p< 0.05).Receptive ﬁeld size
Next, we determined the receptive ﬁeld sizes for the MUA,
the cMUA, the dLFP and the LFP signals (Fig. 2A). The
receptive ﬁeld position was similar along the depth of
the track. In some tracks, we observed a slight variation
in receptive ﬁeld position along the shank and the depth
of the electrode track; however, in general, the receptive
ﬁeld center (maximum response) along a track was
located at the same spatial position (±6). Moreover,
the centers of the receptive ﬁelds overlapped for all four
signal types (Fig. 2A). The receptive ﬁeld size of theMUA was signiﬁcantly smaller than that of the cMUA,
the dLFP and the LFP (Fig. 2B, one-way ANOVA,
F(3,293) = 10.19, p< 0.01, post hoc comparison using
the Tukey’s HSD test, p< 0.05) MUA, n= 77; cMUA,
n= 87; dLFP, n= 88, LFP, n= 45). The receptive
ﬁelds had a radius of approximately 20, and the mean
receptive ﬁeld size for each response type was as
follows: MUA 18.9 (3.3 SD), cMUA 20.4 (3.4 SD),
dLFP 21.7 (4.2 SD) and LFP 22.1 (3.7 SD).Spatial and temporal acuity
Next, we determined the spatial and temporal frequency
properties for the MUA, the cMUA, the dLFP and the
LFP (Fig. 3A). Responses decayed to near baseline
activity levels between 0.32 and 0.64 cpd, which can be
deﬁned as the spatial frequency cutoﬀ or the neuronal
spatial acuity. The spatial acuity for all four signals was
essentially below 0.64 cpd. We ﬁtted the spatial tuning
curves of all four signals using Eq. (1) (see
Experimental procedures) and used R2 to quantify the
accuracy of the ﬁt. We arbitrarily deﬁned a goodness-
of-ﬁt threshold of R2 > 0.8. Based on this threshold, the
percentage of sites with a high-quality ﬁt was diﬀerent
between the MUA and the LFPs: MUA 52%, cMUA
39%, dLFP 27% and LFP 15% (Fig. 3B, one-way
ANOVA, F(3,56) = 7.16, p< 0.01, post hoc
comparison using Tukey HSD test, p< 0.05). For
individual sites with a high-quality ﬁt, the median
Fig. 2. Receptive ﬁelds diﬀer in size between population signals. (A) Examples of receptive ﬁelds at one electrode site for each of the four
population signal types: MUA, cMUA, dLFP and LFP. (B) Box plots of receptive ﬁeld size across subjects for MUA, cMUA, dLFP and LFP (B). Red
line depicts the median (n= 16). Stars depict signiﬁcant diﬀerences between receptive ﬁeld sizes of the population signals (see Results).
Fig. 3. Examples of spatial frequency tuning for MUA, cMUA, dLFP
and LFP at diﬀerent sites (A). Error bars denote SE (n= 10
repetitions for each temporal frequency). Red lines denote the ﬁt of
the data. Black-dotted lines denote the mean baseline activity with
SE. (B) Bar graph of the percentage of spatial frequency tuning for
the diﬀerent signals with a quality of ﬁt above the criterion R2 > 0.8.
Error bars denote SDs across all animals (n= 15). Stars depict
signiﬁcant diﬀerences (see results). (C) Histogram of preferred spatial
frequencies derived at the maximum of the ﬁt function.
Fig. 4. Examples of temporal frequency tuning for MUA, cMUA,
dLFP and LFP at diﬀerent sites (A). Error bars denote SEM (n= 10
repetitions for each temporal frequency). Red lines denote ﬁt
functions of the data. Black-dotted lines denote the mean baseline
activity with SEM. (B) Bar graph of the percentage of the temporal
frequency tunings for the diﬀerent signals with a quality of ﬁt above
the criterion R2 > 0.8. Error bars denote SDs across all animals
(n= 15). Stars depict signiﬁcant diﬀerences (see results). (C)
Histogram of preferred temporal frequencies derived from determin-
ing the temporal frequency at the maximum of the ﬁt function.
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0.14 cpd for cMUA, 0.09 cpd for dLFP and 0.09 for LFP
(Fig. 3C). We determined the temporal tuning properties
using moving gratings of variable velocity (Fig. 4A).
Again, the percentage of sites with a high-quality ﬁt was
diﬀerent among the four signals: MUA 40%, cMUA 27%,
dLFP 22%, LFP 16% (Fig. 4B, one-way ANOVA,
F(3,56) = 3.04, p< 0.05, post hoc comparison using
the Tukey HSD test, p< 0.05). In most cases, thetemporal acuity was below 4 cps. For individual sites
with a high-quality ﬁt, the median preferred temporal
frequency was 1.1 cps for the MUA, 1.3 cps for the
cMUA, 0.7 cps for the dLFP and 0.8 cps for the LFP
(Fig 4C).
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We determined the orientation tuning by means of static-
oriented gratings. Only a small fraction of electrode sites
(n= 160) were signiﬁcantly modulated by the
orientation of the grating (7% MUA, 13% cMUA, 5%
dLFP and 6% LFP, Fig. 5A), as tested with ANOVA
(p< 0.01). However, the majority of sites exhibited
signiﬁcant responses to one or more orientations of the
static grating (MUA 59%, cMUA 81%, dLFP 74% and
LFP 45%, Wilcoxon rank-sum test, p< 0.05, tested
against the baseline activity preceding the stimulus,
Fig. 5B). Additionally, the OI of the signal responses
was low, with mean values of all sites of 0.28 (0.16 SD),
0.27 (0.12 SD), 0.29 (0.11 SD) and 0.29 (0.11) for
MUA, cMUA, dLFP and LFP, respectively. Testing
against the permutation dataset revealed that the OI did
not signiﬁcantly deviate from the randomized distribution
of responses, representing the probability of chance
(Fig. 5C). Thus, we did not observe any signiﬁcant
orientation selectivity in the population signals. We alsoFig. 5. Population signals are not tuned for stimulus orientation and direction
tested for signiﬁcant tuning with ANOVA (p< 0.01) (B) Histogram for the num
(Wilcoxon rank-sum p< 0.05) (C) Histogram for the orientation index (OI) of
null distribution by randomizing trials (red line). (D) Histogram of the direction
simulated null distribution (red line).tested direction tuning using drifting-oriented sinusoidal
gratings. Again, the electrode sites responded equally
well to all directions of motion, such that the direction
tuning index was low in nearly all sites for all four signal
types, which were not signiﬁcantly diﬀerent from a
random distribution (Fig 5D). Therefore, the response
activity did not reﬂect any direction tuning of the
compound signals.DISCUSSION
We analyzed the visual stimulus selectivity of four types of
population signals, i.e., MUA, high-pass ﬁltered cMUA,
LFPs and the bipolar dLFP, in the mouse visual cortex.
The population recordings provided meaningful
measures with respect to response latency, spatial and
temporal acuity and retinotopic organization. However,
spatial and temporal frequency tuning was rather broad,
and orientation and direction tuning preferences were
not detectable in the signals.of motion. (A) Bar graphs of the percentage of orientation-tuned sites
ber of orientations that elicited a signiﬁcant response above baseline
the MUA, cMUA, dLFP and LFP for individual sites and simulation of a
index (DI) of the MUA, cMUA, dLFP and LFP for individual sites and a
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We found the response latencies of population signals in
the mouse visual cortex to be as short as 30 ms (Fig 1D).
These latencies were considerably shorter than those
described for the mouse visual cortex in several
previous studies. However, similar onset latencies of
LFP current source density proﬁles in mouse visual
cortex have been described as being similarly short, i.e.,
approximately 40 ms (Niell and Stryker, 2008).
Additionally, latencies of single units in the visual cortex
of anesthetized mice range between 70 and 150 ms
(Gao et al., 2010), multiunit latencies range between 55
and 70 ms (Land et al., 2012) and peak latencies of
LFPs range between 90 and 100 ms (Porciatti et al.,
1999). The response latencies in the present study were
also below those described for unit activity in the mouse
dorsal lateral geniculate nucleus (Grubb and Thompson,
2003). One likely reason for this variability in response
latencies across studies is the use of varying criteria to
deﬁne the response latency, from ﬁxed crossing
thresholds to peak latency. A second likely reason for
the shorter latencies observed in the present study is
the use of a stroboscope ﬂash. Such a strong and short
full-ﬁeld stimulus induces a strong synchronized
response, likely producing more precise timing than full
ﬁeld ﬂashes on CRT or thin-ﬁlm transistor (TFT)
monitors because of potential limitations in the refresh
rate and the stimulus timing precision lag. In general,
population signals appear to be more sensitive to visual
response latency at a given cortical site than individual
single unit responses because population signals
integrate all neuronal activity in a given cortical volume.
The onset latencies of the four population signal types
were shortest for the MUA, intermediate for the cMUA and
longest for the dLFP and the LFP. The mean evoked MUA
preceded the LFP signals by several milliseconds for the
multielectrode array used here. However, this may be the
result of a ﬁltering artifact because the low-pass ﬁltering of
the LFP smoothes out the time course of the signal, and
the resulting delay may be caused by low-pass ﬁlter
characteristics and the properties of the LFP signal,
limiting the resolution of short time scales (Widmann
and Schro¨ger, 2012). Furthermore, the diﬀerence in
onset latency may simply be the result of a
methodological incompatibility for determining the onset
of LFPs and multiunits with a ﬁxed threshold. However,
a diﬀerence between the MUA and the LFP response
latency has been described shown in the macaque
primate cortex (Zhu et al., 2009) and in the rat
somatosensory cortex (Einevoll et al., 2007).Receptive ﬁelds across population signals
Single-neuron receptive ﬁelds in the mouse visual cortex
possess radii in the range of 5–15 (Dra¨ger, 1975; Me´tin
et al., 1988; Niell and Stryker, 2008; Liu et al., 2009;
Gao et al., 2010; Van den Bergh et al., 2010; Smith and
Ha¨usser, 2011). The population measures of receptive
ﬁelds were approximately double this size, with a mean
radii of approximately 20. Large receptive ﬁelds of
population signals are consistent with the inference thatpopulation signals integrate activity from multiple
neurons in a volume surrounding the electrode. This
integration leads to larger population receptive ﬁelds
because of the retinotopic shift of the individual
receptive ﬁelds that contribute to the population signal.
However, a direct comparison of the receptive ﬁeld
sizes, in addition to their exact size diﬀerences, that
were measured in diﬀerent studies is impaired by the
use of diﬀerent mapping stimuli (Bair, 2005). When
comparing the receptive ﬁeld sizes of the four
population signal types, the receptive ﬁeld sizes were
largest for the LFP, intermediate for the cMUA and
smallest for the MUA. This order correlates with the
diﬀerent volumes of integrated activity surrounding the
recording site, as reﬂected in the four signal types. LFP
signals have been found to integrate extracellular
signals from several hundred lm (Katzner et al., 2009;
Xing et al., 2009) up to several millimeters (Kajikawa
and Schroeder, 2011). Although the cMUA has been
shown to integrate activity across a slightly smaller
spatial range than the LFP in the macaque visual
cortex, the visual ﬁeld maps are rather similar (Xing
et al., 2009). We found similarly small diﬀerences in
receptive ﬁeld sizes between the cMUA and the LFPs,
and given their deﬁned receptive ﬁelds, it is unlikely that
LFPs in the mouse visual cortex integrate activity up to
several millimeters, based on the small area of the
mouse visual cortex. Compared to the cMUA, the MUA
is biased toward large individual spikes above the
threshold for spike collection. Therefore, MUA
encompasses spiking neurons in a smaller spatial
range, up to 200 lm surrounding the electrode tip
(Bullock, 1997; Logothetis, 2003; Buzsa´ki, 2004). Thus,
because diﬀerent spatial integration volumes also imply
diﬀerent integration ranges in retinotopic terms,
population signal-based receptive ﬁelds diﬀer in size.
These diﬀerences in the receptive ﬁeld size of signals
recorded with the same electrode can be exploited as a
tool to compare the distance properties of diﬀerent
signal components of the extracellular ﬁeld signals.
Spatial and temporal acuity of population signals
Spatial frequency preferences for the four population
signals are centered around 0.1 cpd. Visual evoked
potentials in the mouse visual cortex exhibit maximal
amplitudes in the range of 0.06–0.1 cpd (Porciatti et al.,
1999), whereas behaviorally, mice exhibit maximum
spatial sensitivity at 0.2 cpd (Prusky et al., 2000; Prusky
and Douglas, 2004; Umino et al., 2008). The spatial
frequency preference of single neurons is slightly lower,
i.e., between 0.02 and 0.09 cpd (Niell and Stryker, 2008;
Gao et al., 2010; Andermann et al., 2011). The
preferred temporal frequency of the population signal
types in our study was centered approximately 1 cps,
which is similar to the mean preferred temporal
frequency for most single-unit activity of 1–2 Hz (Niell
and Stryker, 2008; Gao et al., 2010). However, the
tuning widths of both the temporal and the spatial
frequency tunings in our study were rather broad, and a
shallow tuning depth was also observed. Because the
population signals integrate the activity of individual
R. Land et al. / Neuroscience 254 (2013) 141–151 149neurons and represent the linear sum of the underlying
signals, they represent the average of the underlying
neuronal population in the integrated volume. Because
neighboring visual cortex neurons exhibit very diverse
stimulus preferences for spatial and temporal frequency,
as revealed by cellular functional imaging (Andermann
et al., 2011), the population tuning curves are likely
to be averages of large heterogeneous neuron
populations, thus representing the averages of the
pooled tuning preferences of the underlying population.
In this sense, population tuning curves are as
informative, or rather uninformative, as the averages of
the large heterogeneous population of neighboring
neurons, with heterogeneous spatial frequency
preferences. However, because of this property, the
tuning preferences of population signals will likely
reproduce a tuning shift if there are changes in the
central tendency (e.g., mean/median) of the distribution
of functional properties in the underlying heterogeneous
neuronal population, possibly in speciﬁc mouse strains
or transgenic mutants.
Furthermore, because the population signals integrate
the activity of individual neurons, the acuity threshold for
the spatial and the temporal frequency of the population
signals is likely to be similar to that of the underlying
neuronal population. The acuity threshold of the
population signals is likely to reﬂect the threshold of the
underlying individual single neurons, although the LFP
may also reﬂect subthreshold activity of these
neighboring neurons, which could possibly diﬀer from
their suprathreshold activity. In general, the four
population signal modes recorded here exhibited a
spatial acuity threshold for sinusoidal gratings that was
below 0.6 cpd. This threshold is similar to the spatial
acuity determined in single units of approximately
0.4–0.6 cpd (Niell and Stryker, 2008; Gao et al., 2010)
and that in behavioral studies in mice, i.e., 0.5 cpd
(Prusky et al., 2000; Prusky and Douglas, 2004; Umino
et al., 2008). Similarly, the population signals displayed
a decrease in responses to near baseline activity at
frequencies close to 6 cps. This limit is similar to the
temporal acuity of single-unit activity (Niell and Stryker,
2008; Gao et al., 2010). In general, the behavioral
spatial and temporal acuity, the spatial and temporal
acuity of population signals and the spatial and temporal
acuities of single units in the mouse visual cortex are in
good agreement.
Cancellation of orientation and directional tuning
Although population signals exhibited broad tuning
preferences for spatial and temporal frequency, they did
not exhibit signiﬁcant orientation and direction tuning.
The population signals responded similarly well to all
orientations and directions. A comparison to the
bootstrapped distribution of randomized responses
revealed that compound orientation tuning was near the
probability of chance. Although diﬀerent measures of
tuning weigh tuning properties diﬀerently (Swindale,
1998), the comparison against randomized data used
here provides a reason to conclude the absence of
orientation tuning in population signals. The absence oforientation tuning does not seem to be caused by
reduced visual acuity or blurred receptive ﬁelds because
each of these was deﬁned for the population signals.
Rather, the absence of orientation tuning in population
signals may be explained by the underlying functional
organization of individual neurons in the mouse visual
cortex. Individual single neurons in the mouse visual
cortex exhibit orientation tuning along the depth of the
visual cortex (Dra¨ger, 1975; Niell and Stryker, 2008;
Gao et al., 2010) but are not organized into functional
columns with similar preferences. Functional imaging
demonstrates a ‘salt-and-pepper’ like random
organization of the orientation tuning of individual
neurons across space (Ohki and Reid, 2007; Ohtsuki
et al., 2012). Such a heterogeneity of tuning properties
has also been demonstrated to exist in the mouse
auditory cortex (Bandyopadhyay et al., 2010; Rothschild
et al., 2010), and the absence of a functional columnar
organization may be a general property of the rodent
cerebral cortex (Ohki et al., 2005; Van Hooser et al.,
2005). Therefore, the heterogeneous distribution of
orientation preferences in individual neurons is likely to
cancel out the orientation preferences in population
signals. By representing an average of the underlying
neuronal population, population signals smooth out
orientation tuning. With respect to orientation and
direction tuning, population signals in the mouse cortex
diﬀer from the LFP or the MUA in the primate or cat
visual cortex (Frien et al., 2000; Siegel and Ko¨nig,
2003), which present high spatial homogeneity in the
cortex, with strong columnar organization of cells with
similar preferences.
Conclusion
Population signals remain a popular measure of neuronal
activity, particularly with the increased use of
multielectrode arrays, which provide the ability to map
activity in several cortical areas and cortical depths
simultaneously. Population signals provide advantages
over single cell studies, such as providing more robust
signals in chronic recordings, and higher temporal
resolution as functional cellular imaging. However,
because population signals represent the average of the
properties of individual neurons at a given location in the
cortex, they have the disadvantage of smoothing out
information. At an intermediate level between single-unit
and large-scale EEG recordings, MUA and LFPs, provide
useful signals at the mesoscale level. However, the MUA
and the LFP suﬀer from the same limitations as the EEG,
which are essentially summed up as the ‘inverse
problem’ that arises when attempting to infer microscopic
variables from macroscopic ones (Buzsa´ki et al., 2012).
Population measures may fail to accurately portray
randomly distributed functional properties of the
surrounding cells because they do not provide
unambiguous information about the signal origin; rather,
they represent the weighted average of the underlying
neuronal activity. Therefore, the ability to characterize the
functional properties of a cortical volume using these
population signals is limited by the fact that they will fail to
resolve the randomly distributed functional properties of
150 R. Land et al. / Neuroscience 254 (2013) 141–151individual neurons. Therefore, the absence of stimulus
selectivity in responses of population signals does not
necessarily reﬂect the absence of stimulus selectivity on
the level of the individual underlying neurons. However,
in some ways, this ‘weakness’ of population signals, i.e.,
integrating the properties of the underlying neuronal
population in a given volume, can still be exploited
because they will represent the ‘average’ properties of
the underlying population. For instance, population
signals are valuable to detect shifts in the neuronal
activity of underlying neuron populations in diﬀerent
transgenic mouse mutants or strains. Comparison of
population activity and single neuron activity (Lashgari
et al., 2012) can elucidate the ‘inverse problem’ of
population signals, but the relationship between the
macroscopic variables and the microscopic variables will
be speciﬁc for each brain structure because of the
idiosyncratic neuronal organization of diﬀerent brain
structures. However, in the mouse visual cortex, the
properties of a large or comprehensive population of
individual neurons can potentially be studied using
cellular functional imaging and compared to the stimulus
selectivity of the overall population signals to advance our
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