Detached-eddy simulation is applied to an axisymmetric base flow at supersonic conditions. Detached-eddy 
Introduction
As airplanes, missiles, and launch vehicles require greater performance in ever-expanding flight regimes, the methods and procedures used for their design must be re-evaluated. The theories and capabilities that were state of the art only a handful of years ago may not adequately address the design requirements of current and future flight vehicles. All aerodynamic predictive methods have as their primary goal the prediction of lift and drag. Specifically, a major constraint on the performance of flight vehicles is the total configuration drag. A supersonic body experiences major drag contributions from skin friction drag, wave drag, and pressure drag ͑especially in the form of base drag͒. Obtaining valid predictions for these drag components, and thus having valid tools for design purposes, is difficult at best. Specifically, the prediction of base drag in an accurate manner has long eluded the practicing engineer. Depending on the vehicle's base geometry and flight conditions, the prediction of base drag can range from mildly irritating to incredibly difficult, yet the importance of base drag mandates that the engineer be able to make a credible prediction. Experimental and semi-empirical approaches to predicting base flow have been attempted for the past 50 years, with varying degrees of success. In the past 20 years, various numerical approaches have been used to solve the base flow problem, but the necessity for predicting turbulence in the base region has limited the quality of the predictions, ͓1,2͔.
There are various techniques for the numerical prediction of turbulent flows. These range from Reynolds-averaged NavierStokes ͑RANS͒, to large-eddy simulation ͑LES͒, to direct numerical simulation ͑DNS͒. DNS attempts to resolve all scales of turbulence, from the largest to the smallest. Because of this, the grid resolution requirements are very high, and increase drastically with Reynolds number. LES attempts to model the smaller, more homogeneous scales, while resolving the larger, energy containing scales, which makes the grid requirements for LES significantly less than for DNS. To accurately resolve the boundary layer, however, LES must accurately resolve the energy-containing eddies in the boundary layer, which requires very small streamwise and spanwise grid spacing. Finally, the RANS approach attempts to solve the time-averaged flow, which means that all scales of turbulence must be modeled. RANS models often fail to provide accurate results for these flows since the large turbulence scales for separated flows are very dependent on the geometry. RANS models, however, can provide accurate results for attached boundary layer flows and thin shear layers. Spalart ͓3͔ provides a discussion and comparison of these various techniques.
These various techniques have very different computational requirements. Spalart et al. ͓4͔ estimated that the LES computation over an entire aircraft would not be possible for over 45 years. Their estimate led to the formulation of detached-eddy simulation ͑DES͒, which combines the advantages of LES and RANS into one model. RANS is used in the boundary layer, where it performs well ͑and with much lower grid requirements than LES͒, and LES is then used in the separated regions where its ability to predict turbulence length scales is important. Shur et al. ͓5͔ calibrated the model for isotropic turbulence, and applied it to a NACA 0012 airfoil section; the model agreed well with lift and drag predictions to 90 deg angle of attack. Consantinescu and Squires ͓6͔ applied detached-eddy simulation to the turbulent flow over a sphere at several Reynolds numbers. Issues of grid resolution, numerical accuracy, and values of the model constant were examined, and the model was compared to predictions using LES and RANS models. Travin et al. ͓7͔ applied DES to a circular cylinder at sub and supercritical Reynolds numbers, and obtained a grid-converged solution that agreed well with experiments. Strelets ͓8͔ presented numerous cases using DES: a cylinder, airfoil, backstep, triangle in a channel, raised runway section, and a landing gear. Although some cases showed very little improvement over RANS, none performed worse than RANS, and many performed far better. Forsythe et al. ͓1͔ performed DES on the supersonic axisymmetric base flow of Herrin and Dutton ͓9͔ using an unstructured solver; good solutions were obtained only by reducing the DES constant. This article is an attempt to improve upon these preliminary results by using a larger selection of grids to further examine the sensitivity of the model to grid refinement. Menter's shear stress transport-based DES is used for the first time on this flow, and both RANS and DES models are run with and without compressibility corrections.
Base Flow Description
Base flows are an important form of separation found in supersonic flowfields. This kind of flow is commonly found behind such objects as missiles, rockets, and projectiles. The low pressure found behind the base causes base drag which can be a sizable portion of the total drag. To make computational fluid dynamics useful as a design tool, it is important to be able to predict the base pressure accurately.
An axisymmetric base flow depicted with pressure contours and streamlines is shown in Fig. 1 . The large turning angle behind the base causes separation and the formation of a region of reverse flow ͑known as the recirculation region or the separation bubble͒. The size of the recirculation region determines the turning angle of the flow coming off the back of the base, and therefore the strength of the expansion waves. A smaller recirculation region causes the flow to turn sharply, leading to a stronger expansion wave, and lower pressures behind the base. Therefore, small separated regions cause larger base drag than large regions.
Directly behind the base, in the recirculation region, the reverse flow can be seen. The point along the axis of symmetry where the streamwise velocity is zero is considered to be the shear layer reattachment point. As the shear layer reattaches, the flow is forced to turn along the axis of symmetry, causing the formation of a reattachment shock. Figure 1 shows the time average of the flowfield; for high Reynolds numbers, the incoming boundary layer and the flow behind the base will be turbulent, leading to highly unsteady flow behind the base. Bourdon et al. ͓10͔ present planar visualizations of the large-scale turbulent structures in axisymmetric supersonic base flows, which provides evidence for the unsteadiness and complexity of the flowfield.
Murthy and Osborn ͓11͔ provide an excellent overview of the base flow problem, including a collection of semi-empirical approaches to model base pressure and base drag, while Dutton et al. ͓12͔ provide a good overview on the progress in computing high-speed separated base flows. Some of the difficulties and complicating factors in modeling the base flow problem are 1. the upstream effects of the presence of a corner in various Mach number flows at different Reynolds numbers; 2. the effects of separation, compression, expansion, and/or shock formation in the vicinity of the corner; 3. the influence of the expansion wave at the base corner on the initial turbulence structure of the shear layer, and the impact of that shear layer on the formation of the recirculating flow region; 4. the shear layer exists under highly compressible conditions ͑i.e., at high convective Mach numbers͒, which alters the turbulence structure, ͓13-16͔; 5. the shear layer encounters a strong adverse pressure gradient at reattachment; 6. the strong streamline curvature at the reattachment point; 7. the enclosed recirculating region imposes a highly energetic and nonuniform upstream velocity at the inner edge of the shear layer; 8. the structure and shape of the recirculating zone; and 9. and the effects of the configuration ͑e.g., diameter, boattail, fins, etc.͒.
Taken in total, these flow features yield a complex flowfield that is considerably difficult to model analytically or numerically.
A Brief Overview Of Experimental and Computational Studies
The complexities of the flow in the base region, and the difficulties associated with accurately predicting the flow processes, led researchers to utilize various semi-empirical prediction methods which were valuable but limited in their application. Early attempts to predict base flows are summarized by Murthy and Osborn ͓11͔, as well as Delery and Lacau ͓17͔. These methods include data correlations ͑such as those performed by von Karman and Moore, Hoerner, and Kurzweg͒ as well as theortically based models ͑such as the Chapman-Korst component model, and the viscid-inviscid integral interaction technique of Crocco and Lees͒. These models were limited in applicability by the lack of experimental results for flowfield quantities in supersonic flow. This is partially due to the difficulty in measuring turbulence quantities in compressible flow, as well as the difficulty in interpreting the meaning of what is being measured. According to Murthy and Osborn ͓11͔, future experiments, ''will have to be carried out both to assess the gross effects of various parameters as well as to obtain detailed velocity, pressure, enthalpy, and concentration profiles in the base region.'' This recommendation was originally made in 1974, and has only been marginally fulfilled in the ensuing quarter century.
In spite of the importance of the semi-empirical methods, ''solution of the full, Reynolds-averaged Navier-Stokes equations using currently available numerical methods offers the ability to more realistically predict the details of the base flow structure, i.e., to remove many of the assumptions inherent in the component and integral techniques.'' ͓12͔ Over the past 30 years, advances in computational capabilities ͑namely increased computer memory size and processing speed͒, as well as improved numerical methods, have enabled attempts at solving various levels of the NavierStokes equations for the flow around a base. Early predictions were limited in size and scope by the solution algorithm method and by capabilities of the computer, but eventually practical solutions were obtained.
Eventually, computations were made using RANS-based solutions and algebraic turbulence models, but inadequate results quickly showed that higher-level models for turbulence would be required for base flows ͓18͔. Putnam and Bissinger ͓19͔ summarize these early attempts and concluded that the current ͑mid 1984͒ methods were unable to accurately predict the pressures after separation. They also recommended that, ''the assessment Transactions of the ASME criteria of numerical predictions should be based on the surface pressure distributions and flowfield characteristics and not simply on the overall afterbody drag.'' Petrie and Walker ͓20͔ tested the predictive capabilities of RANS calculations by soliciting solutions from a number of groups for a power-on base flow configuration, for which they had experimental data ͑the experimental data was not released to the groups performing the calculations͒. Factors that affected the accuracy of the RANS simulation of these flows included the solution-adapted grid alignment in the high gradient shear layer regions and improved turbulence modeling ͑especially modeling the effects of compressibility and streamline curvature͒. Childs and Caruso ͓23͔ suggested that, ''comparison of simply the base pressure between computation and experiment, without any complementary flowfield data, can lead to false conclusions regarding the accuracy of the numerical solutions, due to cancellation of errors caused by inaccurate turbulence modeling and insufficient grid resolution.'' Dutton et al. ͓12͔ also state that, ''the difficult problem of turbulence modeling is the most critical outstanding issue in the accurate RANS predictions of these complex flows.'' Since Herrin and Dutton ͓9͔ published their detailed experimental results on a M ϱ ϭ2.46 axisymmetric supersonic base flow, several researchers have performed RANS computations on this flow, attempting to find an accurate RANS turbulence model. Sahu ͓28͔ used two algebraic turbulence models ͑Baldwin-Lomax and Chow͒ and Chien's low Reynolds number kϪ⑀ model. Chuang and Chieng ͓29͔ published results for three higher-order models: a two-layer algebraic stress model, Chien's two-equation kϪ⑀ model, and Shima's Reynolds stress model. Tucker and Shyy ͓26͔ used several variations of two-equation kϪ⑀ models, including the original Jones-Launder formulation, and extensions to allow improved response to the mean strain rate and compressibility effects. Both Sahu's kϪ⑀ computation and Chuang and Chieng's Reynolds stress prediction of the base pressure were in reasonable agreement with the experimental results. However, all of the models poorly predicted the mean velocity and turbulence fields. Also, even though all three studies employed a ''standard'' kϪ⑀ model, they obtained substantially different predictions of the base pressure distribution. This points to possible dependence on numerical implementation, grid resolution, turbulence model implementation, and/or boundary conditions. Suzen et al. ͓27͔ tested several popular RANS models on a two-dimensional base, and obtained good agreement for base pressure by adding compressibility corrections to Menter's model. Forsythe et al. ͓30͔ applied several RANS models to the two-dimensional and axisymmetric base. Although the two-dimensional base pressure was well predicted by two-equation models with compressibility corrections, no model predicted the constant pressure profile for the axisymmetric base.
Based on the unsatisfactory results of RANS calculations to date, other approaches such as large-eddy simulation or direct numerical simulation should be considered. Dutton et al. ͓12͔ state that, ''In order to avoid the difficulties inherent in turbulence modeling for the Reynolds-averaged Navier-Stokes ͑RANS͒ approach, the large-eddy simulation ͑LES͒ or direct numerical simulations ͑DNS͒ techniques will eventually be applied to high-speed flows.'' Harris and Fasel ͓31͔ performed DNS on a M ϱ ϭ2.46 two-dimensional base flow with the goal of addressing, ''the nature of the instabilities in such wake flows and to examine the structures that arise from these instabilities.' ' Fureby et al. ͓32͔ performed large-eddy simulation on the axisymmetric M ϱ ϭ2.46 base flow of Mathur and Dutton ͓33͔ and Herrin and Dutton ͓9͔, including the effects of base bleed. Subgrid scale models used were the Monotone Integrated LES ͑MILES͒ model, the oneequation eddy-viscosity model, and the Smagorinski model. In general, agreement with the experimental data were quite good, however, the size of the recirculation region was slightly underpredicted. A potential source of error cited was that the approaching boundary layer thickness in the computations was smaller than reported in the experimental data. This is presumably because the grid resolution in the boundary layer was inadequate for an LES computation, although the grid was not shown.
Forsythe et al. ͓1͔ applied detached-eddy simulation on the supersonic axisymmetric base flow using an unstructured solver. The boundary layer was treated entirely by RANS, which was able to adequately predict the boundary layer thickness prior to separation. Two grids were used, with the coarse grid being clearly inadequate. The fine grid gave a DES solution that agreed quite well with experiments if the DES model constant was reduced enough. Although the good agreement with the experiments was encouraging, the lack of a grid-refined solution, and the need to adjust the DES constant kept the results from being conclusive. Additionally, the poor performance of the Spalart-Allmaras RANS model on this flow created skepticism on the part of the authors that the Spalart-Allmaras model was a good base for a hybrid model for this flow. Menter's model and Wilcox's kϪ model performed far better than the Spalart-Allmaras model, especially when compressibility corrections were included.
Baurle et al. ͓34͔ later explored hybrid RANS/LES for the supersonic axisymmetric base flow. A separate RANS simulation was run upstream of the base to obtain a fully turbulent velocity profile of the correct thickness just prior to the base, then a monotone integrated LES ͑MILES͒ was performed in the base region. This approach allowed the authors to examine numerical issues ͑apart from modeling issues͒ since a pure LES approach was used behind the base. The agreement with experiments was quite good.
Governing Equations And Flow Solver
The unstructured flow solver Cobalt was chosen because of its speed and accuracy ͑Cobalt is a commercial version of Cobalt 60 ). The relevant improvements in the commercial version for this study were the inclusion of SST-based DES, faster per-iteration times, the ability to calculate time-averages and turbulent statistics, an improved spatial operator, and improved temporal integration. Strang The numerical method is a cell-centered finite volume approach applicable to arbitrary cell topologies ͑e.g, hexahedrals, prisms, tetrahdra͒. The spatial operator uses the exact Riemann solver of Gottlieb and Groth ͓40͔, least squares gradient calculations using QR factorization to provide second-order accuracy in space, and TVD flux limiters to limit extremes at cell faces. A point implicit method using analytic first-order inviscid and viscous Jacobians is used for advancement of the discretized system. For time-accurate computations, a Newton subiteration scheme is employed, and the method is second-order accurate in time.
The compressible Navier-Stokes equations were solved in an inertial reference frame. To model the effects of turbulence, a turbulent viscosity ( t ) is provided by the turbulence model. To obtain k t ͑the turbulent thermal conductivity͒, a turbulent Prandtl
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Spalart-Allmaras "S-A… Model
The Spalart-Allmaras ͑SA͒ one-equation model, ͓41͔ solves a single partial differential equation for a variable which is related to the turbulent viscosity. The differential equation is derived by, ''using empiricism and arguments of dimensional analysis, Galilean invariance and selected dependence on the molecular viscosity.'' The model includes a wall destruction term that reduces the turbulent viscosity in the log layer and laminar sublayer, and trip terms that provide a smooth transition from laminar to turbulent. For the current research, the trip term was turned off. Spalart ͓42͔ suggested the use of the compressibility correction of Secundov ͓43͔. In order to effect the correction, the following destruction term is added to right-hand side of the Spalart-Allmaras model equation:
where a is the speed of sound and C 5 ϭ3.5, which is empirically determined. The term accounts for the reduced spreading rates in a compressible shear layer by reducing the turbulent eddy viscosity. Cases run with the compressibility correction active are denoted by ''CC.''
Menter's Shear Stress Transport Model
Wilcox's kϪ model is well behaved in the near-wall region, where low Reynolds number corrections are not required. However, the model is generally sensitive to the freestream values of . This sensitivity seems to be a factor mainly for free shear flows, and does not seem to adversely affect boundary layer flows. On the other hand, the kϪ⑀ equations are relatively insensitive to freestream values, but behave poorly in the near wall region, ͓44͔. Menter ͓45,46͔ proposed a combined kϪ⑀/kϪ model ͑known as Menter's SST model͒ which uses the best features of each model. The model uses a parameter F 1 to switch from kϪ to kϪ⑀ in the wake region to prevent the model from being sensitive to freestream conditions.
Menter did not include compressibility corrections in his model. Suzen and Hoffmann ͓47͔, however, added compressible dissipation and pressure dilatation terms to the kϪ⑀ portion of Menter's model. When Menter's blending process is applied, the following equations result:
where the pressure dilatation term is
and the closure coefficients for the compressible corrections are: ␣ 1 ϭ1.0, ␣ 2 ϭ0.4, and ␣ 3 ϭ0.2. By adding these corrections only to the kϪ⑀ portion of the model, the near wall solution (kϪ portion͒ is unaffected, as observed by Forsythe et al. ͓48͔ . Cases run with the compressibility correction active are denoted by ''CC.'' 7 Detached-Eddy Simulation "DES… Detached-eddy simulation ͑DES͒ was proposed by Spalart et al. ͓4͔ as a method to combine the best features of large-eddy simulation with the best features of the Reynolds-averaged NavierStokes approach. RANS tends to be able to predict attached flows very well with a low computation cost. Traditional LES ͑i.e., LES without using a wall model͒, on the other hand, has a high computation cost, but can predict separated flows more accurately. The model was originally based on the Spalart-Allmaras one-equation RANS turbulence model discussed above and in ͓41͔. The wall destruction term is proportional to ( /d) 2 , where d is the distance to the closest wall. When this term is balanced with the production term, the eddy viscosity becomes ϰSd 2 , where S is the local strain rate. The Smagorinski LES model varies its subgrid-scale ͑SGS͒ turbulent viscosity with the local strain rate and the grid spacing, ⌬ ͑i.e., SGS ϰS⌬ 2 ). If, therefore, d is replaced by ⌬ in the wall destruction term, the S-A model will act as a Smagorinski LES model.
To exhibit both RANS and LES behavior, d in the SA model is replaced by
where C DES is the DES model constant. When dӶ⌬, the model acts as a RANS model. When dӷ⌬, the model acts as a Smagorinski LES model. Therefore, the model can be ''switched'' to LES mode by locally refining the grid. In an attached boundary layer, a RANS simulation will have highly stretched grids in the streamwise direction. To retain RANS behavior in this case, ⌬ is taken as the largest spacing in any direction (⌬ ϭmax(⌬x,⌬y,⌬z)). The model was calibrated by Shur et al. ͓5͔ using isotropic turbulence to give C DES of 0.65. Although C DES was reduced previously, ͓1͔, the current study uses 0.65 for all cases. Strelets ͓8͔ introduced a DES model based on Menter's SST model. In the SST model, the turbulent length scale is given by l kϪ ϭk 1/2 /(␤*). The DES modification replaces the length scale by lϭmin(l kϪ ,C DES ⌬) in the dissipative term of the k-transport equation ͑i.e., the dissipation term is D DES k ϭk 3/2 / l). Since the compressibility corrections outlined above are designed to decrease the turbulence length scale, it was decided to include them in the equation for l ͑i.e., l kϪ ϭk 1/2 /(␤*(1ϩ␣ 1 M t 2 (1 ϪF 1 )))). Since Menter's SST model is based on a blending of kϪ⑀ and kϪ, Strelets ͓8͔ calibrated the model by running both the kϪ⑀ and kϪ DES models on isotropic turbulence. This lead to C DES kϪ⑀ ϭ0.61 and C DES kϪ ϭ0.78. The traditional blending function was used to blend between the two constants ͑i.e., C DES ϭ(1 ϪF 1 )C DES kϪ⑀ ϩF 1 C DES kϪ ). The recommended constants were used in the current study.
Since Cobalt accepts arbitrary cell types, a combination of tetrahedra and prisms were used in the current study. This is in contrast to structured grids which use hexahedral cells. Prisms were used in the boundary layer to reduce the number of cells needed and to increase the accuracy of the boundary layer computation by increasing the orthogonality of the cells. Previously, Forsythe et al. ͓1͔ used the longest edge in each cell as ⌬. However it was pointed out that a tetrahedron with an edge length equal to a hexahedron will have roughly 1/6th the volume ͑imag-ine a cube cut into 6 tetrahedra͒. A more consistent method of defining the length scale is used in the current study-the largest distance between the cell center and all the neighboring cell centers. Since Cobalt is cell-centered, this definition provides a length scale based on the distance between neighboring degrees-offreedom. In the current study, the streamwise and spanwise grid spacing was slightly larger than the boundary layer thickness, en-
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Transactions of the ASME suring that the model was operating in a RANS mode in the boundary layer ͑since dϽ⌬ in the boundary layer͒.
Results
The current article is an attempt to resolve many of the issues revealed in the previous study, ͓1͔, in order to build confidence in DES for compressible flows. Four grids ͑both structured and unstructured͒ are used to examine the sensitivity of the DES model to grid refinement and grid type. DES based on Menter's shear stress transport model is applied to determine the sensitivity of DES on the RANS model for this flow. Compressibility corrections are applied to both Spalart-Allmaras and shear stress transport-based DES. Comparisons are made to RANS solutions and experiments.
Test Conditions.
The experimental conditions for the axisymmetric base of Herrin and Dutton ͓9͔ were matched in the current computations. Freestream conditions of M ϱ ϭ2.46 and a unit Reynolds number of Reϭ45ϫ10 6 per meter were imposed at the inflow boundary. With a base radius of 31.75 mm, the resulting Reynolds number based on the diameter was Reϭ2.858 ϫ10 6 . The test conditions are summarized in Table 1 .
Grids and Boundary Conditions.
Two unstructured grids and two structured grids were used in the current study to examine the effects of grid resolution and grid type. All grids used a cylinder of length 8R, where R is the base radius. This length was determined by running Wilcox's boundary layer code, EDDYBL, ͓49͔, with the Spalart-Allmaras model to see what length was needed to match the experimental momentum thickness.
The two structured grids were provided by Baurle et al. ͓34͔, with the fine grid shown in Fig. 2͑a͒ . The grids contained only a short portion upstream of the base, so an additional set of points was added to extend the cylinder upstream to 8R. Two grids were used, with the fine grid having twice as many points in each coordinate direction. The grid densities of the coarse and fine grids were 330,000 and 2.60ϫ10 6 , respectively. The average first y ϩ for the coarse grid on a Spalart-Allmaras calculation was 14, while the fine grid was half that value. This is well above the recommended value of y ϩ ϭ1 ͓42͔. Since Baurle et al. ͓34͔ were using wall functions, this spacing was adequate. In the current study, however, the boundary layer was treated without the use of wall functions, so the resolution was inadequate. The outflow was placed 10R downstream, while the farfield boundary was at 4.15R from the axis of symmetry. The structured coarse and fine grids are denoted by SGC and SGF, respectively.
The two unstructured grids had the same basic dimensions as each other. The outflow boundary was placed 12R downstream, and the experimental wind tunnel walls were modeled as a slip boundary at 10R from the axis of symmetry. The first unstructured grid, pictured in Fig. 2͑b͒ was created using VGRIDns ͓50͔, and was used for previous computations, ͓1͔. Although VGRIDns is a pure tetrahedral grid generator, a Cobalt utility blacksmith was used to recombine the tetrahedra in the boundary layer into The second unstructured grid was created with Gridgen ͓51͔, and is shown in Fig. 2͑c͒ . This grid was created using the concepts in the ''Young-Person's Guide to Detached-Eddy Simulation Grids,'' ͓52͔. Gridgen's multiblock unstructured gridding capability was used to pack points in the separated region ͑or focus region ͓52͔͒ to give better LES resolution. Approximately half of the 2.75ϫ10 6 cells were in a region that extended 4R downstream, and 1.3R from the axis of symmetry. The boundary layer consisted of prisms, with an average first y ϩ spacing of less than 0.2 for the Spalart-Allmaras model. This grid is denoted by ''GG.'' All farfield, inflow, and outflow boundaries used the modified Reimmann invarient boundary condition in Cobalt. It should be noted that no synthetic turbulence was added to the farfield boundaries. This was considered appropriate even for DES since the boundary layer was treated in RANS mode. It was expected that the instabilities at the separation point would then provide the unsteady content for the simulation. Solid walls on the cylinder were set to be adiabatic no slip, while the outer wind tunnel walls were set to a slip boundary condition. For the no-slip boundary conditions, the normal gradient of pressure was assumed to be zero. No wall functions were used for the turbulence models either for DES or RANS.
Calculation Details.
A timestep study was performed previously and reported in ͓1͔. Pressure was monitored at ten locations along the axis of symmetry, and the timestep was varied. Also, two full DES calculations were done with a timestep that varied by a factor of two, with little effect on the mean flow. The current calculations reduced the timestep from the previous study value of 5.0ϫ10
Ϫ6 to 3.2ϫ10 Ϫ6 . This gives a nondimensional timestep ͑by base diameter and freestream velocity͒ of 0.025. In the base region, the velocities are far lower than the freestream velocity, leading to local CFL numbers that are less than one outside the boundary layer. The other parameters used for the temporal integration were two Newton subiterations, 32 matrix sweeps, and a temporal damping of 0.025 ͑inviscid͒ and 0.01 ͑viscous͒. The calculations were run for 4000 iterations prior to beginning to take time averages, and statistics were calculated internally by Cobalt for a minimum of 10,000 iterations. The code was run second-order accurate in both time and space, and RANS calculation were done with a CFL of 1ϫ10 6 to rapidly obtain a steady-state solution. Previous runs suggested that the RANS calculations would not give an unsteady solution.
As in the previous study, asymmetries were observed in the mean flow. In the previous study, only 4000 total iterations were used to calculate time averages. The current study showed that these asymmetries were greatly reduced, but not eliminated, by running as many as 40,000 iterations. This many iterations was considered impracticable, so averages were taken both in time and in the azimuthal direction.
Calculations were performed on an IBM SP3 and a Linux cluster, with between 32 and 256 processors being used. With 256 processors, the most expensive calculations ͑14,000 iterations, 2.85ϫ10 6 cells, DES-SST model͒ took around 30 wall-clock hours. The steady-state calculations took about a tenth that time, since less than 2000 iterations were necessary with less subitera- Transactions of the ASME tions. The test matrix for the turbulence models and the different grids is shown in Table 2 . The matrix contains the range of time averaged pressure coefficients on the base for each calculation as well as the experimental values. These values were obtained by finding the maximum and minimum pressure coefficients from Figs. 4 and 9 in the range measured experimentally. All of the RANS runs were performed on the VGRIDns grid, since RANS calculations on that grid were shown previously to match well with a more fine two dimensional structured grid ͑see ͓1͔ and Forsythe et al. ͓30͔͒. Figures 3 through 6 show results for the Spalart-Allmaras and Menter's shear stress transport/RANS models on the VGRIDns grid. As seen in Fig. 3 , both models ͑with and without the compressibility corrections͒ match the boundary layer thickness prior to the base quite well, although the shape of the velocity profile is slightly different than the experimental profile. This discrepancy was previously seen by Forsythe et al. ͓1͔ and later by Baurle et al. ͓34͔ , who performed a calculation of the actual converging/diverging nozzle section to try to remove this discrepancy, but it made little difference.
RANS Results.
The base pressure is next examined in Fig. 4 . The SpalartAllmaras model predicts far too low of a base pressure, with a slight radial variation. The compressibility correction has a strong effect, putting the results much closer to the experiments, but introducing a larger radial variation. The SST model without the compressibility corrections does about as well as SA with the correction, and with a flatter radial profile. The compressibility correction then further improves the pressure level; however, it again introduces more radial variation.
The centerline velocity behind the base is next plotted in Fig. 5 . The SA model greatly underpredicts the shear layer reattachment location. The peak reverse velocity is overpredicted by the models with compressibility corrections, which helps explain the increased variation in pressure along the base. Streamlines flowing along the centerline towards the base stagnate on the center of the base, leading to the high pressure seen there. The large reduction in turbulent eddy viscosity seen in Fig. 6͑a͒ has the effect of increasing the recirculation region size, which makes the turning angle at the base more realistic, but allows a larger reverse velocity, which leads to a larger variation in pressure. The SST model starts with much lower turbulent viscosity than SA, as seen in Fig.  6͑b͒ , which allows for the larger recirculation region as seen in Fig. 5 . The compressibility correction further reduces the levels of eddy viscosity, increasing the size of the recirculation region further, and increasing the peak reverse velocity. Figure 7 shows an instantaneous plot of vorticity contours in a cross-plane behind the base for DES based on Spalart-Allmaras on the fine structured grid. Although the shear layer roll up was not captured, the turbulent structures seem otherwise well resolved. This figure as well as subsequent plots of resolved turbulent kinetic energy provide evidence that DES is operating in LES mode behind the base. Three-dimensional volumetric rendering of isosurfaces of vorticity showed numerous small scale structures behind the base.
DES Results.
Boundary layer profiles for all DES runs are plotted in Fig. 8 . The coarse and fine structured grids fail to predict the proper boundary layer thickness due their large average first y ϩ values of 14 and 7, respectively; coarse streamwise grid spacing also may have contributed to this underprediction. All other profiles match reasonably well.
The base pressure is plotted in Fig. 9 . The coarse structured grid is clearly underresolved. The compressibility correction aids the result somewhat, but not significantly. The fine structured grid underpredicts the base pressure by about 10% but has the flat pressure profile observed experimentally. ͑Note that the base pressure for this grid was plotted incorrectly in Forsythe et al. ͓53͔.͒ The poor boundary layer prediction on this grid is a possible source of error. Both unstructred grid DES-SA results are in good agreement with the experiments, and are insensitive to the presence of the compressibility corrections. The SST results overpredict the base pressure by 5%-10%, depending on the grid. The compressibility correction moves the pressure towards the experimental values.
The centerline velocity plotted in Fig. 10 exhibits a similar behavior as the grid is varied. The coarse structured grid is again underresolved, giving a high peak reverse velocity too close to the base. The fact that LES without an explicit subgrid scale model ͑predicted by Forsythe et al. ͓1͔͒ gives a much better result for base pressure and centerline velocity on the coarse grid compared with DES shows that there is a significant effect of the model on this grid, in addition to the numerical errors. The nature of DES is that the coarse grid limit yields a RANS model. As the grid is refined, the eddy viscosity will drop lower than a RANS prediction, yet may still be too high to allow an LES prediction.
Mach contours are compared to the experiments for various models and grids in Figs. 11. Besides the coarse grid, the results all look quite similar, even when comparing SA-based DES to SST-based DES, and the fine structured vs. an unstructured grid. Figure 11 shows that DES is able to predict a realistic shear layer growth on the various grids. Plots of resolved turbulent kinetic energy ͑Fig. 12͒, however, suggest that the shear-layer rollup is not being resolved. The shear-layer growth is aided, however, by the presence of turbulent eddy viscosity as seen in Fig. 13 . The turbulent kinetic energy is underpredicted on all grids ͑Fig. 12͒, especially in the shear layer. Grid refinement should enhance the Transactions of the ASME Fig. 11 Mach contours behind the base; "a… DES Spalart-Allmaras on the coarse structured grid versus Experiment †9 ‡; "b… DES Spalart-Allmaras on the fine structured grid versus Experiment †9 ‡; "c… DES Spalart-Allmaras on the Gridgen grid versus Experiment †9 ‡; "d… DES shear stress transport model on Gridgen grid versus Experiment †9 ‡ agreement with the experiments, but since some turbulence is still being modeled ͑especially in the shear layer͒, the mean flow properties are reasonable. The fine structured grid underpredicts the shear layer growth rate, which is likely to be the cause for the underprediction of the base pressure. This could be because the structured grid has finer grid resolution in the shear layer, lowering the eddy viscosity below RANS levels. However, as previously mentioned, the shear layer rollup is not being resolved, so the model is not acting in LES mode.
It should be noted that the VGRIDns grid was previously used by Forsythe et al. ͓1͔, yet the current results are much improved with the standard model constant, C des ϭ0.65. This is partially attributed to the redefinition of the length scale on tetrahedral cells as discussed previously. Part of the improvement also comes from improvements in the time-accuracy of Cobalt over Cobalt 60 . This evaluation is based on the fact that a calculation was performed using Cobalt 60 after the redefinition of the length scale, with base Figure 14 shows turbulent statistics for DES-SA on the Gridgen grid. Although underpredicting the statistics in general, the agreement is fair. The resolved radial turbulence intensity is furthest from the experiments.
Conclusions
A detailed testing of DES based on both the Spalart-Allmaras and the shear stress transport model was conducted on the supersonic axisymmetric base of Herrin and Dutton ͓9͔. The grids were constructed so that the boundary layer would be treated fully in RANS mode. Comparisons were made to the Spalart-Allmaras and shear stress transport RANS models and experiments. Compressibility corrections were examined for the RANS and DES models.
Both the SA and the SST RANS models seem unable to realistically model this flowfield, with Mach contours for both models being in significant disagreement with the experimental data. Compressibility corrections aid the models in predicting a more realistic level of pressure on the base, but increase the radial variation of the pressure due to the increased centerline velocity. DES, in contrast, predicts a flat pressure profile due to its ability to model the unsteady flow that helps equalize the base pressure. DES successfully predicted the boundary layer thickness prior to the base by operating in RANS mode in the boundary layer, while retaining LES's ability to predict the flat base pressure profile.
Calculations were performed on two structured and two unstructured grids to examine the effect of grid resolution and topology. Good agreement with experimental base pressure was obtained on all but the coarse structured grid. The coarse grid DES results were actually quite similar to the Spalart-Allmaras RANS results with the compressibility correction active on a fine grid. This highlights the need for assessing the resolution of the grid-a fact that is true for RANS, and crucial for DES. The use of the DES modification drew down the eddy viscosity low enough to improve the poor Spalart-Allmaras RANS results, mimicking a compressibility correction, yet not low enough to allow for good LES content. The fine structured grid DES underpredicted the boundary layer thickness prior to the base due to coarse wall normal spacing. This grid also underpredicted the base pressure by about 10%, although this is not necessarily due to the underprediction of the boundary layer thickness. thickness is quite small compared to the base diameter. Unstructured grids gave solutions that agreed well with the experimental data.
The sensitivity of DES on the underlying RANS model was examined by running both Spalart-Allmaras and SST-based DES with and without compressibility corrections. Spalart-Allmarasbased DES predicted the base pressure to within a few percent on the unstructured grids. SST-based DES predicted higher pressures than the experiments ͑the worst disagreement was 10%͒. Compressibility corrections helped improve the agreement with base pressure for the SST-based DES, however, the turbulent eddyviscosity contours were so similar it is difficult to understand the reason for the improvement. Compressibility corrections had a negligible impact on Spalart-Allmaras-based DES. The lack of sensitivity of DES to the underlying RANS model is likely due to the fact that the role of the RANS model within DES is confined mainly to the boundary layer and the thin shear layers.
The results of this study show that it is now possible to accurately model axisymmetric base flowfields using appropriate numerical techniques, turbulence models, and grids. While RANS turbulence models give relatively poor results for these flowfields, and pure LES models are excessively expensive to use if the boundary layer is to be resolved, the hybrid DES models were able to give good comparisons with available experimental data. The DES results also show, however, that careful attention must be paid to grid size and density, and boundary conditions ͑espe-cially the inflow boundary layer profile͒. While this study was able to sufficiently match the detailed flowfield data of Herrin and Dutton, including turbulence quantities in the baseflow region, there is still a lack of experimental data for CFD validationsimilar data should be taken at a variety of Mach numbers, Reynolds numbers, and for geometries with and without boattails. In spite of this, however, it is apparent that the accurate computation of turbulent base flow at supersonic speeds is now possible.
