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ABSTRACT 
Speech intelligibility can be severely compromised in 
environments where there are several competing speakers. It 
may be possible, however, to improve speech intelligibility in 
such environments by manipulating certain acoustic parameters 
known to facilitate the segregation of competing signals. The 
first step in designing such a feature-rich audio display is to 
understand the significant elements of human auditory 
perception that affect information transmission capacity. We 
review a series of experiments to examine the impact of 
different audio-display design parameters on overall 
intelligibility of simultaneous speech messages and show how 
using these features may improve intelligibility.  
1. INTRODUCTION 
Speech communication seldom takes place under pristine 
conditions. More often, environmental noise, reverberation, or 
competing signals from other speakers can interfere with the 
accurate transmission and reception of speech. One 
communication situation commonly encountered in the real 
world, known as the “cocktail party” effect [1] has received a 
great deal of attention among speech scientists in recent years. 
For decades, researchers have questioned how it is possible for 
listeners to separate out different overlapping voices arriving at 
the two ears simultaneously and selectively attend to the desired 
message while tuning out others. There are some circumstances, 
however, where listeners must attend to more than one message 
at a time. Aircraft pilots, for example, typically monitor several 
voice channels simultaneously, receiving information from co-
pilots as well as ground crews. The purpose of this research is to 
develop and evaluate a customizable, audio-user interface 
capable of displaying multiple acoustic inputs in a manner that 
enhances the listeners’ abilities to understand each separate 
message.  
Although little research has been done regarding the problem 
of speech reception of multiple, simultaneous messages, there 
has been substantial research dealing with the problem of 
selective attention of one speech message against a background 
of other competing messages. The original problem posed by 
Cherry [1] was to identify the factors used to separate what one 
person is saying when others are speaking. A number of possible 
factors were identified. These included the location of each 
speaker, visual speech cues (e.g. those derived by 
speechreading), different voice characteristics (e.g. pitch, speed, 
gender, and accent), and linguistic properties of each separate 
message (e.g. lexical and sentential constraints). In one study, 
listeners had to verbally repeat back the words or phrases from 
two mixed speeches recorded on tape and played back over a 
single loudspeaker. Subjects were able to play the tape as many 
times as required. When the subject matter of the two passages 
was distinctly different, listeners had little difficulty 
reconstructing the phases, but in some instances they had to 
replay the tape 10-20 times before disentangling the two streams 
correctly.  However when the passages were constructed out of 
common clichés, separating the two competing messages 
became much more difficult. In a second study [1], the 
competing speech passages were fed separately to the left and 
right ear of a headphone. In this case, subjects had no difficulty 
listening to either speaker, switching at will between messages, 
regardless of the semantic and syntactic structure of the passage. 
However, while attending to one speaker, the subjects were 
mostly unaware of the competing message. That is, they were 
unable to report any words, identify the gender of the speaker, or 
language, or even if reversed speech was heard in the competing 
ear. In short, specific details of the “rejected” signal went mostly 
unnoticed.  
In recent years, the cocktail party effect has been recast as a 
problem of source segregation and fusion [2]. An extensive body 
of psychophysical work exists regarding the ability of the human 
auditory system to segregate sounds streams based on temporal 
and spectral differences, and to group sounds based on temporal 
and spectral coherence (see [3] and [4] for reviews). These 
studies have increased our understanding of basic auditory 
perceptual mechanisms making it possible to enhance a listener's 
ability to segregate sound streams by manipulating certain 
acoustic parameters such as source localization [5-11], pitch 
[12-15], level [16,17], timbre [4,18,19], and temporal 
asynchrony [20]. By enhancing differences along certain 
dimensions of voice quality, timing and spatial location, it may 
be possible to overcome some of the limitations observed by 
Cherry [1] regarding a listener's ability to monitor and recognize 
more than one sound source at a time. For example, if a pitch 
difference is superimposed onto two sentences spoken 
concurrently by a single male speaker, recognition accuracy was 
shown to increase from roughly 60% correct (with no pitch 
separation) to 75% correct (with a separation of eight 
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Three primary conditions were tested.  semitones). The studies by Assmann [15] and Yost et al. [21] are 
most germane for the current paper because listeners were 
required to monitor all incoming messages. This is in contrast to 
the vast majority of studies exploring the “cocktail party” effect, 
which could be characterized more accurately as employing 
methodologies appropriate for studying selective attention (i.e., 
attending to only one speech target) rather than divided 
attention. Nevertheless, it is clear that signal manipulation, 
which serves to help distinguish one sound from another, also 
helps listeners identify sound sources and their content. Little 
work has been done to explore the effects of combining signal 
manipulations, such as using spatial separation and pitch in 
tandem.  
1. Baseline tests with minimal separation between 
competing speakers. In these tests, all three digits 
were spoken by one person talking from the same 
azimuth and elevation (0q). Five separate speakers 
were tested (two male, three female). 
2. Timbre and Pitch effects were tested by replacing the 
one speaker in the baseline condition with a mixture 
of female and male speakers each having a different 
average fundamental frequency and timbre. 
3. Spatial Separation was tested in four different 
conditions. For the first three tests, three different 
dimensions (azimuth, elevation and range) were 
tested independently. For the forth test, azimuth and 
elevation dimensions were used in tandem. 2. METHODS 
The listeners first participated in a block of 20 practice trials 
for each test, with feedback after each trial, prior to data 
collection. To minimize the undesired effects of training, the 
three primary test conditions (baseline, timbre and pitch, and 
spatial separation) were presented alternately during each test 
session.  
2.1. Subjects 
Five listeners with prior experience in psychoacoustics 
experiments served as subjects. All subjects had self-reported 
normal hearing. Their ages ranged from 24 to 29. 
3. BASELINE MEASURES 2.2. Stimuli  
Baseline tests included five different speakers (two male and 
three female) with average fundamental frequencies (F0) 
ranging between 132 to 224 Hz. Figure 1 shows that there was a 
decrease in intelligibility as the speaker's F0 increased. In other 
words, the masking effect of competing speakers seemed to be 
more effective as F0 increased. This phenomenon was also 
observed in informal tests with a single male speaker with pitch 
shifted by 4 and 8 semitones. We are unaware of either a similar 
finding in the literature or a simple explanation for this result. In 
order to allow a comfortable range for performance 
improvement, we chose the female speaker with the highest 
fundamental frequency as our baseline (Speaker F3). Subsequent 
tests examined the effects of separation in pitch, timbre and 
location, both separately and in combination, to determine if 
recognition performance for three simultaneously spoken digits 
could be improved over baseline. 
The speech stimuli were taken from the TI 46 Word Speech 
Database, NIST Speech Disc 7-1.1, September 1991. This 
corpus consists of speaker dependent digits from 0 to 9, which 
are sampled at 12.5 kHz.  For each digit, the waveform was 
extracted manually and adjusted to a predefined time duration of 
508 ms preserving pitch to eliminate differences in duration 
across digits and speakers. Each digit was produced five times 
so the subjects would be less likely to become familiar with any 
idiosyncratic cues that might exist in any one utterance.  
Test blocks consisted of 20 trials in which three speakers 
each said one digit. The digits were generated randomly with 2 
constraints:  
  (1) All three digits were different in a given trial. 
  (2) Each speaker produced each digit (0-9) exactly twice per 
block. 
 
The stimuli were presented over headphones at a 
comfortable listening level (approximately 70 dB). The 
listeners’ task was to report all three of the digits in a given trial 
correctly for a correct response to be noted. Responses were 
collected using a computer mouse to select the appropriate 
numbers on the screen. The tests were conducted using a laptop 
computer in a sound treated room.  
Individual head-related transfer functions (HRTFs) were 
used for spatial processing of sounds. The HRTFs were 
measured on 1037 points around the head. Both front and back 
hemisphere HRTFs were measured over a 10-degree grid in 
double polar coordinates as described in [22]. For conditions 
which employed spatial location as a potential cue for enhancing 
intelligibility, the speech signals for each speaker were filtered 
with the HRTFs corresponding to the desired locations and 
rendered through headphones.  
Figure1. Percentage of correct responses for different 
baseline tests using speakers with different 
fundamental frequencies. The baseline tests consisted 
of three simultaneous digits all said by the same 
person. Five different speakers with different 
fundamental frequencies were used.   
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Figure 2. Percentage of correct responses due to 
separation of timbre and pitch. Timbre separation was 
accomplished by replacing the baseline speaker (F3) 
with different female speakers such that their pitches 
were almost the same. For tests in which timbre and 
pitch separation were used together, speakers were 
selected such that they had different pitches by four 
and eight semitones from the original female speaker. 
Figure 3. Percentage of correct response adding 
spatial features to the speakers’ voice in range and 
elevation dimension. In the range test, the speakers 
were located at different distances from the subject 
but at the same azimuth and elevation (0q). In 
Elevation 1, speakers were located at an azimuth of 
0q, and at elevations of 0q, 90q, and 180q. Elevation 2 
test was similar to Elevation 1 but with elevations at -
30q, 30q, and 90q. 
4. PITCH AND TIMBRE 
 
Differences in pitch and timbre provide an important cue that 
can be used to segregate competing speech signals. The voice of 
different talkers can vary in a wide number of ways, including 
differences in fundamental frequency (F0), formant frequency, 
and timbre. In one test condition, three different female speakers 
were used. They all had roughly the same average F0 (217, 220 
and 224Hz) but different timbres. In a second test, two female 
and one male speakers were selected from the database, such 
that the pitch of the female speakers were almost four semitones 
apart, and the pitch of male speaker was almost eight semitones 
lower than the female speaker with the highest F0 (224, 168 and 
135Hz). In this case, both pitch and timbre were different for 
competing speech signals. Figure 2 shows the effects of timbre 
only, as well as pitch and timbre together, on the percentage of 
correct responses. Figure 4. Percentage of correct response adding full 
spatial separation to the speakers voice first in 
azimuth dimension only, and second, in both azimuth 
and elevation. 5. SPATIAL SEPARATION 
Spatial separation is known to be one of the most useful cues for 
segregating competing sound signals. By taking advantage of 
the subjects’ HRTFs, a series of five tests were conducted in 
which the competing speakers were all the same person but 
positioned at different locations in space. In the first test, using 
the level difference together with HRTFs, the speakers were all 
located at an azimuth and elevation of 0q but at different 
apparent distances (i.e., range). In the second test, speakers were 
located at the same elevation and range, but different azimuths  
(-85q, 0q, 85q). In the third test, speakers were located at the 
same azimuth (0q) and range, but different elevations with 
respect to horizontal plane, (-30q, 30q, 90q). The fourth test was 
similar to the third, but the elevations were at 0q, 90q, and 180q 
(front, top and back). 
In the last test, using both azimuth and elevation, speakers were 
located at  (az –60q, el 0), (az 0q, el 60q), and (az 60q, el 0q). 
Figure 3 illustrates the effect of elevation and range separation 
on the percentage of correct response. A small improvement in 
intelligibility occurred using range as a segregation cue, whereas 
more substantial improvements were observed with elevation as 
the cue. Figure 4 shows the effect of using separations in 
azimuth to disentangle the competing speech signals. As 
expected, azimuth provided greater enhancement to 
intelligibility than did elevation (which is basically a special 
case of a timbre change), or range. With both azimuth and 
elevation cues available, the best result were obtained as shown 
in Figure 4. 
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more detail. Spatial separation turned out to be the most 
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