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We give characterizations of multihead two-way finite automata in terms of mul- 
tihead reversal-bounded pushdown automata and restricted checking stack 
automata. In particular, we show that a language is accepted by a 2k-head two-way 
finite automaton if and only if it is accepted by a k-head two-way pushdown 
automaton which makes one reversal on its stack. We also show that a 2-head two- 
way deterministic finite automaton is equivalent to a simple type of two-way deter- 
ministic checking stack automaton. This is in contrast o a previously known result 
which shows that simple two-way nondeterministic checking stack automata re 
equivalent to nondeterministic linear bounded automata. © 1985 Academic Press, Inc. 
1. INTRODUCTION 
A k-head 2-way nondeterministic finite automaton (k-2NFA) is a finite- 
state automaton with k independent read heads on a single input tape with 
end markers. On each move the machine can simultaneously read the k 
input cells scanned by the k heads, change its internal state and move each 
head at most one cell in either direction. The heads cannot "sense" each 
other (i.e., the machine cannot detect he coincide of heads). A k-head two- 
way nondeterministic pushdown automaton (k-2NPDA) is defined 
similarly, except that it also has the use of an auxiliary pushdown store. 
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k-2DFA and k-2DPDA will denote the deterministic versions. Precise 
definitions can be found in [8, 10, 11]. 
A two-way nondeterministic checking stack automaton (2NCSA) is 
similar to 1-2NPDA except that once a symbol is written on the stack it 
cannot be erased. The stack head may, however, enter the stack in a read- 
only mode, but once this has been done the 2NCSA loses the capability to 
write additional symbols on the stack [4, 7]. Thus, the computation of a 
2NCSA consists of two phases, depending on the operation of the stack: 
the writing (or pushing) phase and the checking (or read-only) phase. 
A simple 2NCSA is a 2NCSA with an additional restriction that once the 
input head turns (makes a reversal), the machine loses the ability to write 
on the stack (as it does when the stack head enters the stack). It can be 
shown that simple 2NCSA's are equivalent o 2NCSA's and that they 
accept exactly the context sensitive languages [7]. It is open whether deter- 
ministic 2CSA's (2DCSA's) and simple 2DCSA's are equivalent. 
In this paper, we give characterizations of multihead two-way finite 
automata in terms of multihead reversal-bounded pushdown automata nd 
simple checking stack automata. In particular, we show that any k-2NPDA 
which makes at most r pushdown reversals can be simulated by a 
2kLlog2(r + 1)J - 2NFA. (In fact, a stronger version of this result holds for 
the so called "finite-stacking" k-2NPDA's.) We give evidence that the con- 
verse is not true for every r >~ 2. However, for r = 1, the converse holds. We 
also show that 2-2DFA's are equivalent to simple DCSA's, contrasting a
previously known result [7] that simple 2NCSA's accept exactly the con- 
text sensitive languages. 
2. A CHARACTERIZATION OF NONDETERMINISTIC 
MULTIHEAD FINITE AUTOMATA 
Let M' be a 1-2NPDA which is r-reversal bounded (i.e., on every input, 
M' makes at most r pushdown reversals or alternations between increasing 
and decreasing the length of the pushdown store). A (partial) configuration 
of M', on an input w, is a 4-tuple (q, w, i, Z) which represents hat M' is in 
state q with the top stack symbol Z and the input head is scanning the ith 
symbol of w. Clearly, by enlarging the pushdown alphabet, we can convert 
M' to an equivalent 1-2NPDA M which has the following properties: 
(1) 
(2) 
(3) 
(4) 
accepting 
M makes no more reversals than M', 
On every move, M pushes or pops exactly one symbol, 
M's initial configuration is (qo, w, 1, Zo), and 
M's accepting configuration is (f,  w, 1, Zo), where f is the only 
state. 
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FIG. 1. Profile of a computation. 
On a given input, M's computation can be described by a time-space 
profile of the stack such as the one shown in Fig. 1, where each point on 
the line corresponds to a configuration. In the figure, only the con- 
figurations of interest are labeled. For example, the point labeled 1 
corresponds to the initial configuration and the point labeled 2 corresponds 
to the accepting configuration. All the other points represent intermediate 
configurations. The computation follows the sequence 1, 3, 10, 4, 16 ..... 9, 
6,2. 
Let c~ ~ $~sfl denote that M, on the input $x$, takes a direct transition 
from configuration c~ to configuration ft. By (~1, ill) ---' ~xs(e2, f12), we mean 
el ~ sxsa2, and f12 ~ SxSfll. (ct, ~) is called a terminal if and only if a is a 
configuration at a turning point from pushing to popping (i.e., a peak con- 
figuration). In the figure (10, 10), (16, 16), (14, 14) .... etc., are terminals. 
Now we describe a nondeterministic procedure ALPHA which traverses 
the profile along the space line (from the bottom to the top in Fig. 1), 
starting from the pair of initial and accepting configurations. The 
procedure uses a push-down store, which keeps pairs of configurations 
which have not yet been processed. A similar algorithm was described in 
[52. 
PROCEDURE ALPHA ($x$). 
(//The procedure guesses a profile for the input $x$ and processes it. 
There is one pushdown stack S which is initially empty, push S(y) pushes y
on top of the stack S while pop S(y) pops S and returns the top element in 
y/l) 
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begin 
(~, fl)+-- (initial configuration, accepting configuration) 
repeat 
Nondeterministically do (1), (2), (3), or (4): 
(1) if ~= /~ and S is empty 
then [output ("accept"); haiti 
else [output ("reject"); haiti 
(2) if ~ =/~ and S is not empty 
then pop S((c~,/~)) 
else [output ("reject"); haiti 
(3) guess a pair (cq,/~1); 
if (~,//) ~ sxs(~l, ill) 
then (~,/~) ~ (~1, ill) 
else [output("reject"); haiti 
(4) guess a configuration 7 and do 
[push S((c¢, 7)); (~,/~) ~- (7,/~)3 or [push S((~,, fl)); (c¢,/~) ~ (c¢, ~)] 
forever 
end (ALPHA) 
It should be clear that to minimize the number of pairs of configurations 
that are stored in the stack, ALPHA, when it has a choice of storing (c¢, 7) 
or (7, fl), stores the pair which "covers" the larger number of reversals. For 
example, in Fig. 1, between (3, 5) and (5, 6), (3, 5) covers less reversals 
than (5, 6). In this case, ALPHA should push (5, 6). Similarly, between 
(7, 8) and (8, 9), (8, 9) should be stored. 
Formalizing and generalizing the above discussion for k-2NPDA's, we 
have: 
LEMMA l. Let M be a k-2NPDA. I f  M makes r pushdown reversals on 
input $x$ (r >>. 1), then procedure ALPHA (applied to M) can accept $x$ in 
a computation in which the number of pairs stored in the stack is 
[_log2(r + 1) J -  1. 
LEMMA 2. Let M be a k-2NPDA. The number of input heads that a 
2NFA needs to carry out procedure ALPHA (applied to M) on inputs which 
store at most ]logz(r + 1)_J - 1 pairs in the stack is 2k[_log2(r + 1)l. 
Proof Each configuration requires k heads. Thus, we need 2k heads to 
store the information contained in a pair of configurations (c~, fl). 
Therefore, 2k[_log2(r + 1) -11)  heads are needed to simulate the stack of 
procedure ALPHA. To process the current pair requires 2k heads. Thus the 
total number of heads is 2k(l log2(r+ 1) - id )+2k=2k( [_ log2( r+ 1)J). 
Note that since the heads of a 2NFA are "nonsensing," to determine if
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--fl, corresponding heads of ~ and /~ are simultaneously moved to the 
right to see if they reach the right end marker at the same time. | 
From Lemmas 1 and 2 we have 
THEOREM 1. Let k >~ 1. I f  L & accepted by a k-2NPDA which makes at 
most'r pushdown reversals (r a positive integer), then L can be accepted by a 
2k(klog2(r + 1 )J) - 2NFA. 
The converse of Theorem 1 is unlikely. In fact, we believe that there is no 
fixed k such that every language accepted by a multihead 2NFA (i.e., a 
language of nondeterministic ape complexity log n) can be accepted by a 
k-2NPDA. Using translations and the fact that there is a hierarchy, based 
on the number of heads, of nondeterministic (deterministic) multihead 
2PDA languages [8], we have 
THEOREM 2. There is no k >1 1 such that the class of languages accepted 
by k-2NPDA's (k-2DPDA's) is identical to the class of languages accepted 
by nondeterministie (deterministic) log n-tape bounded TM's. 
Proof. In [-8], it was shown that for every k, there is a language Lk+ 1 
which can be accepted by a (k + 1)-2NPDA M, but not by a k-2NPDA. 
For such an Lk+x, define the language L;+x ={(x#)lXJ lx in Lk+l}  , 
where # is a new symbol not in the alphabet of Lk + ~. L; + 1 can be accep- 
ted by a k-2NPDA M'. We describe the machine M' briefly. 
Given a string y, M' first checks that y is of the form (x#)lxl. Then, M' 
simulates the computation of M such that all k heads of M' are ill the ith 
block of (x#)lxl if and only if the k+ lth head of M is in the ith position 
of the input x. The k heads are in their proper locations in the ith block. 
Determining the symbol under the k + 1 th head and updating its position 
is easily carried out by M' using the pushdown store. Thus, L2+1 can be 
accepted by a k-2NPDA. If k-2NPDA languages are the same as nondeter- 
ministic log n-tape bounded languages, then L~:+~ can be accepted by a 
log n-tape bounded nondeterministic TM Z'. We can now construct from 
Z', another log n-tape bounded nondeterministic TM Z accepting L k + ~. It 
follows that Lk+l can also be accepted by a k-2NPDA which is impossible 
by [8]. The deterministic case is handled similarly. | 
A special case of Theorem 2, when k = 1 and the device is deterministic, 
has been shown in [-3] by a different argument. The deterministic version 
of Theorem 2 has also been observed in [11]. 
The next theorem is the converse of Theorem 1 for the case when r = 1. 
This result was shown in Ell]. For completeness, we give a proof which is 
similar to that in [ 11 ] but simpler. 
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THEOREM 3. Let k >>. 1. I f  L is accepted by a 2k-2NFA, then L can be 
accepted by a k-2NPDA which makes 1 pushdown reversal 
Proof Let M be a 2k-2NFA. Assume that M accepts if and only if all 
its heads are on the right end marker and the state is f (which we assume 
to be a halting state). We construct a k-2NPDA M' accepting the same 
language as M. M' operates as follows: 
The k heads of M' simulate the first k heads of M. The current symbols 
scanned by the last k heads of M are recorded as a k-tuple in the finite con- 
trol of M'. Initially, the k-tuple recorded is ($, $,..., $). M' computes like M. 
In addition, if head i, k+ 1 ~<i<~2k, is moved in direction di 30,  M' 
guesses a symbol, say b, which is going to be scanned next by head i and 
stores the information as (b, i, di) in the stack. Then the current k-tuple, 
say, (al,..., ai,..., a~) is updated to (al ..... b,..., ak). The process is continued 
tmtil M' enters the accepting state f with its k heads on $ and the recorded 
k-tuple is ($, $,..., $). M' then uses the k-heads to check that the sequence of 
symbols, guessed to carry out the simulation of the last k heads of M, is 
consistent with the input. The simulation is, of course, done in reverse, 
until all k heads are on the left end marker and the stack contains Z0. M' 
accepts the input when this happens. | 
From Theorems 1 and 3, we have 
COROLLARY 1. Let k >~ 1. A language is accepted by a 2k-2NFA if and 
only if it is accepted by a k-2NPDA which makes one pushdown reversal 
As an application of Corollary 1, consider the language L = {a2"[ n > 0}. 
It is trivial to construct a 2-2NFA (in fact, a 2-2DFA) to accept L. Hence, 
by the corollary, L can also be accepted by a 1-2NPDA which makes one 
pushdown reversal. However, the direct construction of such a pushdown 
machine is not obvious. See, e.g., [2]. 
The statement of Theorem 1 can be strengthened. Consider the com- 
putation profile of a 1-2NPDA shown in Fig. 2. The number of reversals is 
A ~  4' . 1o' 
1 11 
FIG. 2. Computation profile of a 1-2NPDA. 
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19. From Theorem 1, we know that this profile can be processed by a 
2NFA with 2Llog2(19 + 1)J = 8 heads. However, 6 heads are sufficient. The 
reason for this is that procedure ALPHA can process the profile in a com- 
putation in which the stack S is manipulated as follows: 
push(5, 5') 
push(2, 2') 
pop(2, 2') 
push(3, 3') 
pop(3, 3') 
push(4, 4') 
pop(4,4') 
pop(5, 5') 
push(7, 7') 
push(6, 6') 
pop(6, 6') 
pop(7, 7') 
push(9, 9') 
push(8, 8') 
pop(8, 8') 
pop(9, 9') 
push(10, 10') 
pop(10, 10') 
We see that the stack S stores at most 2 pairs of configurations. Hence 
for storage, the 2NFA needs 2*2 = 4 heads. Since 2 heads are needed to 
process "the current pair" of configurations, a total of 6 heads are sufficient. 
The same is true for the profile of Fig. 3. For Fig. 4, only 4 heads are 
needed. 
We will give a method for determining the smallest number of pairs of 
configurations that have to be stacked by procedure ALPHA. 
FIG. 3. Computation profile of a 1-2NPDA requiring only 6 heads to process. 
FIG. 4. 
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Computation profile of a 1-2NPDA requiring only 4 heads to process. 
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A configuration is called a valley if it corresponds to a "turn" (reversal) 
from popping to pushing. In Fig. 2, the valleys are 2, 3, 4, 5, 6, 7, 8, 9, 10. 
For any valley c, height(c) denotes the stack height of c. Define the 
functionf(c) recursively as follows: f(c)= mincL,cR{f(cL), f(cR)} + 1, where 
(1) cr is a valley to the left of c satisfying: 
(i) there is no valley c' between cr and c such that 
height(c') ~< height(c). 
(ii) height(cL)- height(c) is positive and minimal. 
(iii) f(cL) is maximal. (This means that if there is more than one 
eL satisfying (i) and (ii), we choose one with maximal f(cL).) 
(2) cR is defined similarly with "left" replaced by "right." 
If cc(cR) does not exist, then f(cc) = 0 (f(cR) = 0). 
For the valleys of Fig. 2 we have 
f(10) = min{0, 0} + 1 = 1 
/(8)=rain{0, 0} + 1-- 1 
/(9) = rain{f(8),/(10)} + 1 = 2 
f(6) = min{0, 0} + 1 = 1 
f(7) = rain{ (6), f (9))  + 1 = 2 
f(4) = min{0, 0} + 1 = 1 
f(3) = min{0, f(4)} + 1 = 1 
/(2) = rain{0, f(3)} + 1 = 1 
f(5) = min{/(2), / (7)} + 1 = 2. 
For a computation profile P, let f(P) be the maximum f(c) over all valleys 
c in P. If P has no valleys (which corresponds to a one-turn profile), then 
let f(P)= 0. Hence for Fig. 2, f(P)= 2. Similarly, the values of f(P) for 
Figs. 3 and 4 are 2 and 1, respectively. 
Let s(n) be a computable function on the natural numbers. We say that a 
k-2NPDA is s(n)-stacking if for every input of length n that is accepted, 
there is an accepting computation profile P such that f(P)<<, s(n). 
The following lemma is easily verified: 
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LEMMA 3. Let M be an s(n)-stacking k-2NPDA. Then procedure 
ALPHA need not stack more than s(n) pairs of configurations in S. 
Moreover, s(n) <<. [_log2(r(n)+ 1)_]- 1, where r(n) is the upper bound on the 
number of pushdown reversals for inputs of length n that are accepted. 
COROLLARY 2. Let s be a nonnegative integer and M be an s-stacking k- 
2NPDA. Then M can be simulated by a 2k(s + 1)-2NFA. 
Remark. A related, but different, notion called "finite-minimal stacking" 
was introduced in [9] for 1-head 1-way deterministic pushdown automata. 
Notation. NSPACE(s(n)) denotes the class of languages accepted by 
s(n)-space bounded nondeterministic TM's. DSPACE(s(n)) denotes the 
deterministic class. 
It is known that unrestricted 1-2NPDA languages are in DSPACE(n 2) 
[1]. It is an open problem whether they are in NSPACE(n). Using trans- 
lation as in Theorem 2, it is easy to show that k-2NPDA languages are in 
DSPACE(n2k). Again, it is open whether there is a k for which 
NSPACE(n k) contains all k-2NPDA languages. However, for the case of 
s(n)-stacking k-2NPDA's, we have, by Lemma 3: 
COROLLARY 3. Languages accepted by s(n)-stacking k-2NPDA's are in 
NSPACE(s(n) log n) and in DSPACE((s(n) log n)2). 
COROLLARY 4. Languages accepted by finite-stacking k-2NPDA's are & 
NSPACE(log n) and DSPACE(log 2 n). 
3. A CHARACTERIZATION OF DETERMINISTIC 
MULTIHEAD FINITE AUTOMATA 
One might conjecture that Corollary 1 holds for the deterministic case, 
i.e., that a language is accepted by a 2k-2DFA if and only if it is accepted 
by a k-2DFDA which makes one pushdown reversal. However, this is not 
the case. For example, the language {a2"[n > 0} is clearly accepted by a 2- 
2DFA, but is not recognizable by a 1-2DPDA which makes one pushdown 
reversal. This follows from a result in [2], which shows that every 
language over a l-letter alphabet accepted by a 1-2DPDA which makes a 
finite number of pushdown reversals is regular. However, it turns out that 
2-2DFA's can be characterized in terms of simple 2DCSA's. 
In this section, we show the equivalence of 2-2DFA's and simple 
2DCSA's. Later, we generalize this result to multihead 2DFA's. First we 
state an interesting lemma which is actually a simplified version of a similar 
result concerning eneralized sequential machines given in [6]. 
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LEMMA 4. Given a 1-head 1-way DFA M, one can construct a 1-head 2- 
way DFA M', such that for every input and every reachable configuration 
(input head position and state) of M on that input, M' when started with: 
(1) its head scanning the corresponding position of the same input 
(2) in a given state of M 
will halt in a configuration which: 
(1) has the head seanning the position scanned by the configuration of 
M that precedes the one given (as the starting configuration of M'), and in 
(2) the state which corresponds to the configuration of M immediately 
preceding the one given (as the starting configuration of M'). 
Proof The basic idea is to construct he set of possible previous states 
of q, say (ql, q2,.--, qk)- If k = 1, then the predecessor state of q is ql, and 
there is nothing more to do. So assume k > 1. Then the subsets of possible 
predecessors of each of these states, i.e., Qll, Q21,-.., Qkl, are constructed. 
Clearly, Qsl c~ Qta = ~ for s ¢ t. Each set is then replaced by the sets of 
predecessors for the entire set, i.e., Q~2, Q22 ..... Qk2. Again, Qs2 ~ Qt2 -~ 
for s ¢ t. The process is iterated using the tape head to read the input tape 
(during the process it is moving backward), until either only one such sub- 
set, say Qrm, 1 <~r<~k, is nonempty or the left endmarker is reached 
(assume the start state of M is in Qrj in this case). Then the predecessor 
state of q is qr" NOW M' moves forward one step, picks a state from each of 
any two nonempty state subsets available, simulates M forward until the 
next states of the 2 chosen states are equal (i.e., q) and then backs up one 
step. For more details, see [6]. | 
We are now ready to show the following: 
THEOREM 4. 2-2DFA's are equivalent o simple 2DCSA's. 
Proof It is straightforward to see that a 2-2DFA can be simulated by a 
simple 2DCSA. Thus, we need only show the converse. 
Let M be a simple 2DCSA. We assume, without loss of generality, that 
M is normalized as follows: 
(1) The stack is empty initially. 
(2) During the writing phase, M moves its input head one cell to the 
right on each step, except possibly at the end of the writing phase (when 
the input head can move left or remain stationary). 
(3) During the writing phase, M pushes exactly one symbol onto the 
stack on each step. 
Thus, if the input is $x$ =alaz"an ,  at the end of the writing phase, M's 
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stack will contain Z1 Z2 " ' "  Zm, m <~ n, where a m is the last symbol scanned 
by the input head during the writing phase. Hence, there is a 1-1 
correspondence b tween ai and Zi, 1 <~ i ~< m. If we assume that each state 
of M keeps the stack symbol generated in that state, we can retrieve the 
stack symbol from the state. 
We construct a 2-2DFA M' that will simulate M. To simulate a step of 
M, M' needs the state, the input and the stack symbol of M's present con- 
figuration. For the simulation, M' will keep the state and top stack symbol 
of M in its (finite-state) control. One of its heads, say H 1, will simulate the 
input head of M. The other head, H2, will be used to simulate the stack. 
The position of H2 will correspond to the position of M's input head when 
the stack symbol in the control was the topmost symbol during the writing 
phase. Now we need to show how a move of M during the checking phase 
can be simulated. If M moves its stack head to the right, then H2 is moved 
to the right and the control is changed to reflect the new topmost stack 
symbol and M's new state. (Note that the position of H1 may also change.) 
If the next move of M is to left, then M' needs H2 to backup one position. 
The state and the stack symbol generated by the previous tacking move of 
M must be ascertained. This requires that, given an input position and its 
state, we be able to compute (with only the head H2) the previous state 
(which also recovers the desired stack symbol). This can be done using the 
idea from Lemma 4. The case when the stack head of M does not move is 
trivial. | 
Theorem 4 can be generalized. For k >~ 1, define a simple k-2DCSA (k- 
2NCSA) as a simple 2DCSA (2NCSA) with k independent two-way input 
heads. During the writing phase, only one input head is used (i.e., the other 
heads remain on the left endmarker, and are activated only at the end of 
the writing phase). It can be shown (see [7]) that simple k-2NCSA's 
accept exactly the languages in NSPACE(nk). However, for the deter- 
ministic case, we have (following the proof of Theorem 4): 
COROLLARY 5. For k>~ 1, (k + 1)-2DFA's are equivalent o simple k- 
2DCSA's. 
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