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In this dissertation, dimensionality reduction for hyperspectral remote sensing
imagery is investigated to alleviate practical application difficulties caused by high data
dimension. Band selection and band clustering are applied for this purpose. Based on
availability of object prior information, supervised, semi-supervised, and unsupervised
techniques are proposed. To take advantage of modern computational architecture,
parallel implementations on cluster and graphics processing units (GPU) are developed.
The impact of dimensionality reduction on the following data analysis is also evaluated.
Specific contributions are as below.
1. A similarity-based unsupervised band selection algorithm is developed to
select distinctive and informative bands, which outperforms other existing unsupervised
band selection approaches in the literature.
2. An efficient supervised band selection method based on minimum estimated
abundance covariance is developed, which outperforms other frequently-used metrics.
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This new method does not need to conduct classification during band selection process or
examine original bands/band combinations as do traditional approaches.
3. An efficient semi-supervised band clustering method is proposed, which uses
class signatures to conduct band partition. Compared to traditional unsupervised
clustering, computational complexity is significantly reduced.
4. Parallel GPU implementations with computational cost saving strategies for
the developed algorithms are designed to facilitate onboard processing.
5. As an application example, band selection results are used for urban land
cover classification. With a few selected bands, classification accuracy can be greatly
improved, compared to the one using all the original bands or those from other
frequently-used dimensionality reduction methods.
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CHAPTER I
INTRODUCTION
1.1

Background
Hyperspectral sensors collect image data using hundreds of spectral bands. With

very fine spectral resolution, hyperspectral images can provide better performance in
object detection, classification, and identification than traditional multispectral imagery
[1]-[3]. However, hyperspectral image processing and analysis are challenging due to
vast data volume [4]. In particular, the Hough phenomenon [5], also called “curse of
dimensionality” [6], makes many traditional image analysis algorithms infeasible. Thus,
dimensionality reduction is an important pre-processing technique for hyperspectral
image analysis.
Although some general dimensionality reduction techniques may be applicable to
hyperspectral data [7], [8], hyperspectral image has its own characteristics and many
researchers preferred the dimensionality reduction techniques designed specifically for it.
In [9], dimensionality reduction via band selection was investigated and integrated for
data interpretation. Information theory-based approaches (e.g., mutual information [10],
[11] and entropy [12], [13]) were employed to search the best band subset. Different
kinds of distance metrics are widely studied for hyperspectral band selection. In [14]
several distance-based unsupervised band selection methods were compared, and
distance-based supervised band selection methods were investigated in [15]. Several new
1

band selection methods were also proposed in [16]-[18]. Selecting the best subset of
bands as representatives always involves searching for the optimum solution, so the use
of optimization methods is another important aspect in band selection. A simulated
annealing approach was proposed in [19] for hyperspectral band selection and
evolutionary computation was applied for this purpose in [20]-[27].
In addition to band selection, dimensionality reduction can be achieved through
spectral transformation. In [28] orthogonal subspace projection (OSP) was used to
compress hyperspectral data in a lower-dimensional space. Principal Component
Analysis (PCA) and its variants were implemented as dimensionality reduction methods
in [29], and Independent Component Analysis (ICA) showed advantages over PCA in
[30], [31]. Spectral transformation methods usually change the physical meaning of the
original data, thus the channels in the low-dimensional space do not correspond to
individual original bands but their linear combinations.
In summary, based on the characteristic of resulting low-dimensional data, the
existing techniques for hyperspectral dimensionality reduction can be divided into two
major categories. One category is band transformation methods, which project the
original hyperspectral data from a high-dimensional space to a low-dimensional space via
a linear or non-linear method. The other one is band selection methods, which select
representative bands based on some evaluation metrics. The other categorization criterion
is based on the availability/use of object information during dimensionality reduction
process: supervised methods take advantage of ground truth or desired object information
known a priori to assist selection or transformation, while unsupervised methods mainly
utilize statistical characteristics of the observed data. In addition, band grouping and band
2

clustering can be considered as solutions for trade-off between selection methods and
transformation methods. In our research, band grouping is to group adjacent bands and
use a representative for each group, as opposed to band clustering that can group adjacent
or non-adjacent bands. In this dissertation, we focus on band selection and band
clustering methods only.

1.2

1.2.1

Motivations

About Unsupervised Band Selection
Unsupervised band selection techniques do not require any prior knowledge about

image data, which are very useful in practice. However, unsupervised methods are either
more computationally expensive or has some performance limitation [32]. Therefore,
there is a need to develop reliable unsupervised band selection methods with lower
computational cost that can generally offer good performance regardless of the types of
objects to be detected or classified in the following data analysis.

1.2.2

About Supervised Band Selection
When the desired object information is known, band selection can be achieved by

finding the bands that contain the most object information. It is expected that these bands
can provide an overall satisfactory detection and classification performance. Popular
supervised band selection methods in the literature are either too complex or have much
room for further improvement. For instance, supervised band selection methods usually
need to conduct detection or classification during band selection process, requiring
3

sufficient class samples [33]. If supervised band selection can be performed with the
analysis of available class signatures only, then algorithm complexity can be greatly
reduced.

1.2.3

About Band Clustering
Previous band clustering methods are either unsupervised using all the raw data or

supervised requiring training samples [11], [34], [35]. A semi-supervised band clustering
method using class signatures will greatly reduce computational cost. It may also
improve classification or detection accuracy in the following data analysis.

1.2.4

About Parallel Implementation
With modem computational facilities available, such as massively parallel

processors [36], the running time of unsupervised dimensionality reduction algorithms
can be greatly reduced. Parallel algorithms can distribute computational burden to a
group of parallel processing units and make algorithms executed in a timely manner.
Compared to clusters, the emerging General Purpose Graphics Processing Unit (GPGPU)
is more suitable for on-board processing due to its portability and low cost [37].

1.2.5

About the Impact on Data Analysis
Hyperspectral dimensionality reduction is achievable due to high spectral

redundancy. However, some data information is lost during this process. Thus, it is
necessary to investigate data analysis performance (e.g., detection, classification) with the
resulting low-dimensional data. A good dimensionality reduction method should produce
4

a smaller dataset that can offer similar or even better analysis performance. Better
performance is possible under the condition that the discarded data is related to redundant
information, background clutter, or noise.

1.3

1.3.1

Contributions

Similarity-based Unsupervised Band Selection
A new efficient unsupervised band selection algorithm is developed. It employs

the idea of similarity assessment originally developed for distinctive pixel identification
in endmember extraction. By applying a data whitening process before band selection,
the selected bands are not only distinctive but also informative. Its performance is better
than other existing unsupervised band selection approaches in the literature.

1.3.2

Class-signature-based Supervised Band Selection
An efficient supervised band selection method is developed. It is based on the

criterion of minimum estimated abundance covariance. It can outperform other
frequently-used metrics in supervised band selection. This method does not need training
samples, all it needs are class signatures. Classification is not conducted during band
selection process. In addition, it does not examine the entire original bands or band
combinations. With the sequential forward searching (SFS) strategy and proposed initial
band pair selection, our method can complete band selection very fast.

5

1.3.3

Semi-supervised Band Clustering
A new semi-supervised band clustering method is developed. It is different from

most clustering methods that are generally unsupervised and have to use all the pixel
vectors. It is also different from supervised methods that require training samples for each
class. This method uses class signatures only so as to reduce computational complexity.
In addition, by removing a bad cluster, classification accuracy can be further increased.
Its performance is better than other widely used band grouping or band clustering
techniques.

1.3.4

Parallel Implementation for Developed Algorithms
Parallel implementations of the developed unsupervised band selection algorithms

are proposed. In particular, the state-of-the-art Graphics Processing Unit (GPU)
implementations using NVidia’s GeForce GTX285 are developed. Strategies of
computational cost saving for each algorithm are developed to fully take advantage of
parallel computing capability. The GPU speedup performance is improved after applying
such strategies, which is comparable to that of cluster implementations. The results from
dimensionality reduction are not changed compared to the serial versions.

1.3.5

Dimensionality Reduction for Urban Land Cover Classification
As an application example, band selection results are used for support vector

machine (SVM)-based urban land cover classification. With a few selected bands,
classification accuracy can be significantly improved, compared to the one using all the
original bands. In particular, the particle swarm optimization (PSO)-based searching
6

strategy is deployed to further enhance the performance of the developed band selection
algorithms, resulting in even higher classification accuracy.

1.4

Dissertation Structure
This dissertation is organized as follows. Chapter II presents the data used in the

experiments and performance evaluation metrics. Chapter III introduces the similaritybased unsupervised band selection algorithm. Chapter IV proposes the class-signaturebased supervised band selection approach. Chapter V presents the semi-supervised band
clustering technique. GPU-based parallel implementation is described in Chapter VI. The
application of band selection in urban land cover classification is discussed in Chapter
VII. Finally, Chapter VIII draws the conclusions and presents the future work.

7

CHAPTER II
EXPERIMENTAL DATA AND EVALUATION METRICS
In this chapter, we introduce the real hyperspectral datasets and performance
evaluation metrics used in our research.

2.1

2.1.1

Experimental Data Used

AVIRIS Lunar Lake Data
The 224-band AVIRIS Lunar Lake image was used in the experiments. A

subscene of 200  200 pixels was cropped from the left upper corner of the Lunar Crater
Volcanic Field in Northern Nye County, Nevada. After the water absorption and low
signal-to-noise ratio (SNR) bands were removed, 158 bands were left for band selection.
The spatial locations of four materials, “red oxidized basaltic cinders”, “rhyolite”,
“playa(dry lakebed)”, “vegetation”, and a class called “shade”, are marked in Figure
2.1(a). Their spectral signatures are shown in Figure 2.1(b).

8

(a)
Figure 2.1

(b)

AVIRIS Lunar Lake Data.

(a) spatial location of the five classes (Cinder (C), Playa Lake (P), Rhyolite (R),
Vegetation (V), Shade (S)); (b) their spectral signatures.
2.1.2

AVIRIS Cuprite Data
As shown in Figure 2.2, the AVIRIS Cuprite image scene of size 350 × 350 is

well understood mineralogically. At least five minerals were present: alunite (A),
buddingtonite (B), calcite (C), kaolinite (K), and muscovite (M). Their approximate
spatial locations of these minerals are marked in Figure 2.2(a), and their spectral
signatures are also shown in Figure 2.2(b). After water absorption and low SNR bands
were removed, 189 bands were left for further processing.

9

(a)
Figure 2.2

(b)

AVIRIS Cuprite Data.

(a) spatial location of the five classes (Alunite (A), Buddingtonite (B), Calcite (C),
Kaolinite (K), and Muscovite (M)); (b) their spectral signatures.
2.1.3

AVIRIS Indian Pines Data
Figure 2.3(a) shows another AVIRIS subimage scene taken over northwest

Indiana’s Indian Pines with 145×145 pixels and 202 bands. In this dataset, 16 different
land cover classes were present based on the ground truth. These class locations are
illustrated in Figure 2.3(b). Training samples are listed in Table 2.1.

10

(b)

(a)

Figure 2.3

AVIRIS Indian Pines Data.

(a) color composite; (b) ground truth about class locations.

Table 2.1

Number of Samples of Indian Pines Data.
Number of Samples

Alfalfa
Corn-notill
Corn-min
Corn
Grass/Pasture
Grass/Trees

54
1434
834
234
497
747

Grass/asture-mowed

26

Hay-windrowed

489

2.1.4

Number of Samples
Oats
Soybeans-notill
Soybeans-min
Soybean-clean
Wheat
Woods
Bldg-Grass-TreeDrivers
Stone-steel towers

20
968
2468
614
212
1294
380
95

HYDICE DC Mall Data
Another hyperspectral data used in the experiments was taken by the airborne

Hyperspectral Digital Imagery Collection Experiment (HYDICE) sensor. It was collected
11

for the Mall in Washington, DC with 210 bands covering 0.4-2.4 µm spectral region. The
low SNR and water-absorption bands were deleted, resulting in 191 bands. This image
has high spatial resolution, which is about 2.8m. The original image was cropped into a
subimage of size 304 × 301 pixels. The image in pseudo-color is shown in Figure 2.4(a),
which includes six classes: {road, grass, shadow, trail, tree, roof}. Training and testing
samples available for this scene are listed in the Table 2.2, whose locations are illustrated
in Figure 2.4(b) and (c), respectively.

(a)

(b)
Road

Figure 2.4

Grass

Shadow

(c)
Soil

Tree

HYDICE DC Mall Data.

(a) pseudo-color image; (b) training samples; (c) testing samples.

12

Roof

Table 2.2

Number of Testing and Training Samples of HYDICE Data.

Roads
Grasses
Shadows
Trails
Trees
Roofs
2.1.5

Training

Testing

55
57
50
46
49
52

892
910
567
623
656
1123

HYMAP Purdue Data
The original HYMAP image about an area close to Purdue University was

cropped into a subimage with 377 × 512 pixels as shown in Figure 2.5(a) in pseduo-color.
It includes six classes: {road, grass, shadow, soil, tree, roof}. The original image has 128
bands and about 5 m spatial resolution, and 126 bands remain after bad band removal.
Training and testing samples available for this scene are listed in Table 2.3, whose
locations are illustrated in Figure 2.5(b) and (c), respectively.

(a)

(b)
Road

Figure 2.5

Grass

Shadow

(c)
Soil

Tree

HYMAP Purdue Data.

(a) pseudo-color image; (b) training samples; (c) testing samples.
13

Roof

Table 2.3

Number of Testing and Training Samples of HYMAP Data.
Training

Testing

73
72
49
69
67
74

1230
1072
213
371
1321
1236

Roads
Grasses
Shadows
Trails
Trees
Roofs

2.2

Performance Evaluation Metrics
In order to evaluate the amount of information preserved and class separability in

the dimensionality-reduced data, a supervised classification algorithm, such as orthogonal
subspace projection (OSP) [38], constrained linear discriminant analysis (CLDA) [39], or
support vector machine (SVM) [40]-[43], can be applied. Note that SVM produces hard
classification, which may be suitable to images with fine spatial resolution; SVM requires
training samples, while OSP and CLDA can be conducted when only class signature is
known.
When ground truth information is available, band selection performance can be
gauged in terms of classification accuracy. When ground truth is unavailable,
classification maps from using all the original bands can be considered as ground truth
and those from using the selected bands are compared with them based on spatial
correlation coefficient  . An average  closer to 1 generally means better performance.
This is under the assumption that using all the original spectral bands (after bad band
14

removal) the best or at least satisfying classification performance can be provided. For
classes with similar but separable spectra, this is a reasonable assumption [3]. Such a
method based on image similarity provides quantitative assessment even in an
unsupervised situation.

15

CHAPTER III
UNSUPERVISED BAND SELECTION
3.1

Introduction
Unsupervised band selection does not use any information other than raw data

itself. A series of approaches were compared in [32]. For instance, first spectral
derivative (FSD) and uniform spectral spacing (USS) can be easily implemented and
yield superior performance in general. PCA and noise-adjusted PCA were proposed for
unsupervised band selection in [44], distance-based measurement was investigated in
[15], and information-theory-based band selection can be found in [10], [45]-[48]. In [49],
an unsupervised methods based on N-FINDR was proposed. In [12] an information index
was employed for unsupervised band selection.
Because the basic objective of unsupervised band selection methods is to find the
most distinctive and informative bands, the approaches that were proposed to search for
distinctive spectral signatures as endmembers can be applied for band selection. The
major difference is that the algorithms are applied in the spatial domain for band selection,
instead of in the spectral domain for endmember extraction. There exist quite a few
endmember extraction algorithms, and a review and comparative study can be found in
[50]. In general, endmember extraction algorithms can be divided into the following two
categories: one extracting distinctive pixels based on similarity and the other adopting a
geometry concept, such as simplex, for the same purpose. The endmember extraction
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algorithms using unsupervised fully constrained least squares linear unmixing
(UFCLSLU) in [51] and OSP in [52] belong to the first category, whereas the wellknown pixel purity index [53] and N-FINDR algorithms [54] belong to the second
category. In [17], [49], the N-FINDR was applied to band selection and obtained
promising results.

3.2

3.2.1

Methodology

Data Preparation
To select the most distinctive and informative bands, water absorption and low

SNR bands need to be pre-removed. This is because they can be very distinctive but not
informative. Instead of manual selection, we compute the spectral correlation coefficients
between original bands; those bands that have very low correlation coefficients with
adjacent bands are considered as bad bands and will be pre-removed [55]. The noise
component in different bands is varied. If the noise component is larger, a band may look
more different from others, although it may not be informatively distinct. Thus, noise
whitening is needed, which requires noise estimation. It is known that noise estimation is
a difficult task. In [56], it was demonstrated that the net effect of noise whitening and
data whitening is similar. Therefore, we apply data whitening to the original bands (after
bad band removal), which can be easily achieved by eigen-decomposition of data
covariance matrix. Then, the whitened bands actually participate in the following band
selection process. Note that the selected bands are the original ones, not the whitened
ones.
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3.2.2

Similarity Assessment and Selection
The basic steps of the proposed unsupervised band selection algorithm are

described as below:
1) Initialize the algorithm by choosing a pair of bands. The resulting selected
band subset is Φ  {b1, b2} .
2) Find the third band b 3 that is the most dissimilar to the current selected set

Φ  {b1 , b 2 } based on a similarity metric and then Φ  Φ  b 3 .
3) Continue until the number of bands in Φ is enough.
The criteria employed in our research include Linear Prediction (LP) and OSP
because they can jointly evaluate the similarity between a single band and multiple bands.
Other similarity metrics, such as correlation coefficient and spectral angle mapper, have
to calculate the similarity between each pair of bands.
Assume there are two bands b1 and b 2 in Φ with N pixels in each band. To find
a band that is the most dissimilar to b1 and b 2 , these two bands are used to estimate a
third band b̂ i , i.e., a0  a1b1  a2b 2  bˆ i , where b̂ i is the estimate of b i , a0 , a1 and a2 are
the parameters that can minimize the estimation error: e  bi  bi . Let the parameter
vector be arranged as a  {a0 , a1 , a2}T and its least-squares estimate is

a  (XT X)1 XT y

(3.1)

where X is an N  3 matrix whose first column is all ones, second column includes all
the N pixels in b1 , third column includes all the pixels in b 2 , and y is an N  1 vector
with all the pixels in bi . The band that yields the least estimation error (using the optimal
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parameters in a ) is considered as the most dissimilar band to b1 and b 2 , and will be
selected as b 3 for Φ . The similar procedure is continued until the number of bands in Φ
is enough.
Instead of exhaustively searching for the best initial or using a random initial, we
use a greedy searching strategy to find the best initial:
1) Randomly select a band b1 , and project all the other L  1 bands to its
orthogonal subspace b1



.

2) Find band b 2 with the maximum projection in the orthogonal subspace of b1 ,
i.e., b1



, which is considered as the most dissimilar to b1 ;

3) Project all the other L  1 bands to the orthogonal subspace b2



and find

band b 3 with the maximum projection;
4) If b3  b1 , then b1 and b 2 are confirmed to be the pair with the most
significant dissimilarity, and the algorithm is terminated; otherwise, go to the
next step;
5) Continue the algorithm until bi 1  bi 1 ; then either bi1 or bi can be used as
the band selection initial (or, bi1 and bi are used as the initial band pair).
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3.3

3.3.1

Experiments

AVIRIS Lunar Lake Experiment
Figure 3.1(a) shows the OSP classification result using all the original 158 bands,

and Figure 3.1(b) is the result using only 5 bands selected with the proposed LP-band
selection algorithm (with the whitened data). We can see that they were comparable
although the classification maps in Figure 3.1(a) had clearer background. However, the
latter reduced the data dimensionality from 158 to 5, only about 3% of original bands.

(a)

(b)
Figure 3.1

AVIRIS Lunar Lake Classification Results.

(a) classification results using 158 bands; (b) classification results using selected 5 bands
(From left to right: Cinder (C), Plava Lake (P), Rhvolite (R), Vegetation(V), Shade(S)).

To compare with other unsupervised band selection algorithm, the FSD and USS
were selected because of their robustness and simple implementation. We also compared
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the results from using the original bands and whitened bands. As shown in Figure 3.2, the
LP with the whitened bands was the best in the experiment; the USS was the second best,
followed by the LP with the original bands and FSD with the original and whitened bands.
This demonstrated that the proposed LP algorithm can outperform other algorithms, and
data whitening is important since it is to select distinctive but informative bands. It
should be noted that the FSD method does not need band initial, and the use of original or
whitened data makes no difference to the USS method.
The results in Figure 3.2 are optimal to the LP and USS since the algorithms are
initialized with the optimal band (after exhaustive search). To evaluate the LP algorithm
on the proposed initial band selection, Figure 3.3 compares the optimal and suboptimal
results for the LP algorithm. We can see that they were very close. Figure 3.3 also shows
the results for the USS with the optimal initial and Band 1 being the initial, where its
performance was dramatically changed. When the number of selected bands was less
than 9, the optimal and suboptimal LP results produced much more accurate
classification. This coincides with the result in [57] which showed the number of
endmembers in this scene was about 9.
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Figure 3.2

Lunar Lake Classification Accuracy v.s. Number of Selected Bands.

Figure 3.3

Lunar Lake Classification Results in Suboptimal and Optimal Case.

3.3.2

AVIRIS Cuprite Experiment
Figure 3.4(a) shows the supervised classiﬁcation result using all the original 189

bands, and Figure 3.4(b) is the result using only 15 bands selected with the proposed LPbased band selection algorithm (and the whitened data). We can see that they were
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comparable, although the classiﬁcation maps in Figure 3.4(a) had clearer background.
The average correlation coefﬁcient between the two classiﬁcation results was about 0.64.
However, this reduced the data dimensionality from 189 to 15.

(a)

(b)

Figure 3.4

AVIRIS Cuprite Classification Results.

(a) classification results using 189 bands; (b) classification results using selected 15
bands (From left to right: Alunite(A), Buddingtonite(B), Calcite(C), Kaolinite(K), and
Muscovite(M)).
The FSD, USS, N-FINDR, and joint entropy in [46] were employed for
comparison purposes. The results from using the original and whitened bands during
band selection were compared. The initial band was exhaustively searched for the LP and
USS methods, and the results were marked as “optimal.” As shown in Figure 3.5 for
supervised classification, the LP-based approach with the whitened bands yielded a much
better result than the one with the original bands. By using the whitened bands, the
performance of the FSD method improved in some cases; the USS method was not
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influenced. Figure 3.6 is the case using unsupervised classification for evaluation, where
the observation is the same. Figures 3.7 and 3.8 show the comparison among the LP, NFINDR, and entropy methods using supervised and unsupervised classifications,
respectively. We can see that the LP method still outperformed the N-FINDR and entropy
methods. In any case, the performance using the whitened data was better than that using
the original data for all the methods (except that the USS method is not affected); the LPbased band selection using the whitened data provided the best results in terms of
classification accuracy in both supervised and unsupervised fashion; the N-FINDR
provided satisfactory results in both supervised and unsupervised cases; surprisingly, the
simplest USS method was very robust in either case.
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Comparison between the Use of Original and Whitened Data on Supervised
Classification Accuracy for the LP, FSD, and USS Methods.
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Methods.

Figures 3.9 and 3.10 show the comparison about the impact of the suboptimal
initials in supervised and unsupervised cases, respectively. According to the algorithm in
Section 3.2.2, the best initial is band 120 for the LP-based method. Here, the comparison
is only between the LP and USS because both of them are sensitive to the selection of
initials. We can see that the suboptimal initials did not influence the performance of the
LP method very much but significantly degraded the performance of the USS method
because its performance was oscillated with the number of bands to be selected. The best
initial band for the LP-based method may not belong to the USS-selected band subset.
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From these results, we can also see that the correlation coefficient provided by the
LP method is monotonically increasing with the number of selected bands becoming
larger, compared to the unexpected decreases from other methods (e.g., USS, N-FINDR).
Thus, the LP method is more helpful to determine the minimum number of bands to be
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selected; in general, a correlation coefficient larger than 0.6 corresponds to satisfying
classification performance in our experiments.

3.4

Conclusions
We developed a new unsupervised band selection algorithm for hyperspectral

imagery. It applies the idea of similarity assessment originally developed for distinctive
pixel identification in endmember extraction to unsupervised band selection. The data
whitening process before band selection can ensure the selected bands not only
distinctive but also informative. It can further improve the performance of other existing
band selection approaches. A fast algorithm for searching a suboptimal set, which does
not significantly degrade the performance, is also developed. According to the
experimental results, our methods can yield superior performance with less sensitivity to
band initial as the USS approach does.
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CHAPTER IV
SUPERVISED BAND SELECTION
4.1

Introduction
Although unsupervised band selection is less restrictive to specific applications,

supervised band selection can provide better performance when class information is
available and utilized. A large group of supervised band selection algorithms calculate
class seperability when a subset of bands is selected. Class seperability may be measured
with divergence, transformed divergence (TD), Bhattacharyya distance, or JeffriesMatusita (JM) distance. The band subset that yields the largest class seperability will be
selected [9], [18], [58]-[60]. In this case, enough class samples are usually needed in
order to accurately examine class statistics. More specifically, the TD distance can be
expressed as:

TDij  2(1  e

 dij /8

),

(4.1)

where

d ij 

(ui  u j )T ( Σi1  Σj 1 )(ui  u j )
2

1
 trace( Σi1Σ j  Σj 1Σi  2I) .
2

(4.2)

Here, ui and u j are class means, Σi and Σ j are class covariance matrices, and I is an
identity matrix. The JM distance between two classes Ωi and Ω j is defined as

JM ij  





p  x | Ωi   p  x | Ω j  dx ,
2
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(4.3)

where x is the feature vector of dimension k (a k-band subset of the spectrum), and
p  x | Ωi  and p  x | Ω j  are two class-conditional probability distributions of x . When

p  x | Ωi  and p  x | Ω j  are Gaussian distributions, the JM distance can be simplified as



JM ij  2 1  e

 Bij

,

(4.4)

where

Σi  Σ j
2

Σ  Σ j 1
1
1
Bij  (ui  u j )T ( i
) ( ui  u j )  ln( 1/2
)
1/2 ,
8
2
2
Σi Σ j

(4.5)

is the Bhattacharyya distance between Ωi and Ω j .
Other selection criteria include spectral angle mapper (SAM) and orthogonal
projection divergence (OPD) [61]. The SAM between signatures si , s j is:





SAM  si , s j   cos1 si s j / si s j

1/2

.

(4.6)

The OPD distance between signatures si , s j is:



OPD  si , s j   sTi Psj si  sTj Psi s j



1/2

.

(4.7)

where Psk  I  sk  sTk sk  sTk for k  i, j , and sTi Psi si is the squared norm of the projection
1

of si onto Psi . Similarly, sTj Psi s j is the squared norm of the projection of s j onto Psj . A
larger SAM or OPD value means si and s j are more different.
The aforementioned criteria evaluate the pair-wise class seperability, and then
take the average of all the pair-wise distances as the final value used for band selection.
To avoid checking all the possible combinations, subset forward searching methods (e.g.,
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sequential forward selection (SFS) and sequential forward floating selection (SFFS)) can
be applied [62].
Another group of algorithms employs a certain criterion to prioritize bands, and
then dissimilar bands are selected from the bands with higher rankings. The ranking
criterion includes (unsupervised) variance (i.e, MVPCA), (unsupervised) signal-to-noise
ratio

(i.e.,

MSNRPCA),

and

(supervised)

canonical analysis-based

minimum

misclassification (i.e., MMCA) [44]. These algorithms need to examine all the original
bands for prioritization.
For simplicity, we adopted SFS searching. Then, after an initial band is
determined, supervised band selection can be completed by searching the next best band
such that classification accuracy is the highest; after using all the possible initial bands, a
final result can be found. Of course, this kind of searching is not interesting. Actually,
computational complexity can be extremely high if the selected classifier (e.g., support
vector machine (SVM)) is computationally expensive. In this research, we propose a
simple but effective supervised band selection criterion without performing classification
during band selection or calculating class statistical information using training samples or
examining original bands (or band combinations). It selects bands based on class spectral
signatures only.

4.2

Methodology
In supervised situation where the classes of interest are known, band selection

process can be greatly simplified. Because we only utilize class signatures rather than
entire bands for band selection.
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Assume there are p classes present in an image scene with

bands. Based on the

linear mixture model, a pixel r can be considered as the mixing result of p endmembers.
Let the endmember matrix be S  s1 , s 2 ,

, s p  . A pixel r can be expressed as

r  Sα  n .
where α  1 , 2 ,

(4.8)

,  p  is the abundance vector and n is the uncorrelated white noise
T

with E  n   0 and Cov  n    2I . The least-squares estimate of α , denoted as α̂ , can be
obtained as

αˆ   ST S  ST r .
1

(4.9)

According to [9], the stochastic features of α̂ include

E  αˆ   α

1 .

2
T
ˆ
Cov
α


S
S






(4.10)

If there are q classes present and q  p , which means only p class signatures are
known, then noise n in Eq. (4.8) is not white any more. Instead, Cov  n    2 Σ , where

Σ is the noise covariance matrix. In this case, the abundances of the p classes can be
estimated using the weighted least squares solution as

αˆ   ST Σ1S  ST Σ1r .
1

(4.11)

According to [63], the first and second order moments of α̂ become

E  αˆ   α

1 .

2
T 1
ˆ
Cov
α


S

S
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(4.12)

If signals are assumed to be deterministic, then we can replace Σ with the data
covariance matrix for simplicity.
This analysis is consistent to the understanding that when all the structured signal
sources can be extracted, the remaining noise can be modeled as independent and
identically distributed (i.i.d.) Gaussian noise [64]. When such an extraction is difficult,
noise whitening should be applied first and Σ1 is used as an approximate noise
whitening operator [56]. If an appropriate threshold can be selected such that class pixels
can be pre-removed before Σ estimation, then the resulting Σ represents background
(i.e., unknown classes) and noise; consequently, Σ1 can do a better job in background
and noise whitening. For simplicity, we use all the pixels for Σ1 estimation.
Intuitively, the selected bands should let the deviation of α̂ from the actual α be
as small as possible. When all the classes are known, this is equivalent to minimize the
trace of the covariance, i.e.,



 

arg min
trace  Sˆ T Sˆ

ΦS

1



 .


(4.13)

based on Eq. (4.10), where ΦS is the selected band subset and Ŝ is the signature matrix
with the selected bands in ΦS only. If only part of classes are known, this is equivalent
to determine





ˆ 1Sˆ
arg min trace  Sˆ T Σ

S

Φ



1



 .


(4.14)

based on Eq. (4.12), where Σ̂ is the data covariance matrix with the selected bands in

ΦS only. The resulting band selection algorithm is referred to as minimum estimated
abundance covariance (MEAC) method.
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The basic steps in the MEAC algorithm with SFS searching criterion can be
described as below.
1) Initialize the algorithm by choosing a pair of bands b1 and b 2 . Then

ΦS  {b1, b2} .
2) Find a third band

such that Eq. (4.13) or (4.14) is minimized. Then the

selected band subset is updated as ΦS  ΦS

{b3} .

3) Continue on step 2) until the number of bands in ΦS is large enough.
Assumed that there are L bands in the original image. After the initial band pair
is determined, L  2 times of evaluation of Eq. (4.13) or (4.14) are needed for the
selection of the third band; after the first three bands are selected, L  3 times of
evaluations are needed for the selection of the fourth band; and so on. The MEAC
algorithm does not require training samples, does not conduct classification during band
selection, and does not evaluate the original bands or band combinations. Thus, it is
computationally efficient.
Instead of exhaustively searching for the best initial or using a random initial, the
MEAC can be initialized using the two bands whose dissimilarity is the largest based on
maximum linear prediction error as Chapter III.
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4.3

4.3.1

Experiments

AVIRIS Lunar Lake Experiment
The AVIRIS data used in this experiment is shown in Figure 4.1. Since all the six

spectral signatures are available, Eq. (4.13) was used for band selection. The averaged
correlation coefficient versus the number of selected bands was plotted in Figure 4.1. As
we can see, the proposed MEAC method significantly outperformed other methods. OPD,
TD, and JM performed similarly, and the performance of SAM was the poorest.
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Figure 4.1

4.3.2

Band Selection Comparison for AVIRIS Lunar Lake Experiment.

AVIRIS Cuprite Experiment
Due to the scene complexity, the signatures of many background classes are

unknown. So Eq. (4.14) was used for band selection with S including the five materials
of interest. The CLDA was used for classification, which could be implemented when
only a part of classes are to be classified [65]. The averaged correlation coefficient versus
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the number of selected bands was plotted in Figure 4.2. Once again, the MEAC
significantly outperformed other methods. TD and JM provided similar performance, and
the performance of OPD and SAM were close.
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Band Selection Comparison for AVIRIS Cuprite Experiment.

HYDICE DC Mall Experiment
Since all the six spectral signatures are available, Eq. (4.13) was used for band

selection. The SVM was used for classification since it is suitable to conduct hard
classification. Due to the availability of pixel-level ground truth, the overall accuracy
(OA) was calculated using the selected bands. As shown in Figure 4.3, in this case, the
MEAC still outperformed other methods overall, TD and SAM performed similarly, and
they provided better classification than using all the original bands. The performance of
OPD in this experiment was poorer than others.
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Band Selection Comparison for HYDICE Data.

HYMAP Purdue Experiment
Figure 4.4 is the OA values using different numbers of selected bands, where the

MEAC performed the best, JM was ranked as the second best, and OPD the third. When
selecting more than three bands, they all provided better classification than using all the
bands.
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The Impact of Initial Band Pair Selection
Exhaustively searching the best initial band is doable if using OSP or CLDA for

classification because no training or testing steps are needed. It is not tractable for SVMbased classification because the time required for training and testing is prohibitive. Thus,
we examined the best band subsets when different initial band pairs were used for
AVIRIS Lunar Lake and Cuprite scenes. For Lunar Lake scene, it involved 158×157/2
times of searching; for Cuprite scene, the number of searching is 189×188/2. As shown in
Figures 4.5 and 4.6, the MEAC algorithm and the method for initial band selection can
provide the results close to the upper bound of the performance, and the discrepancy
becomes insignificant as the number of selected bands is increased; however bands can
be selected much faster.
We also compared the case when the MEAC started from an empty set, which
means the searching is started from finding the first band. Table 4.1 lists the OA values
from the SVM classifier for the HYDICE and HYMAP data when using no initial band
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or using two initial bands as selected in Chapter III. It seems that the algorithm is not
sensitive to the initial conditions since the two cases yielded similar performance.
However, with two chosen initial bands the searching process is faster because the
searching is from the third band and better performance can be yielded when the number
of selected bands is small.
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The Impact of Initial Band Pair in AVIRIS Cuprite Scene.

Overall Classification Accuracy with Different Initial Conditions.
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The Impact of Searching Strategies
The comparison between SFS, SFFS, and Branch & Bound (B&B) searching was

also conducted. The B&B method was an optimal feature selection method [66].
However, it suffers the curse of data dimensionality and is applicable for lowdimensional data only. This is because the level of the solution trees is dramatically
increased with data dimensionality becoming larger, resulting in computational
complexity increased exponentially. To make the comparison feasible, 30 bands of the
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AVIRIS Lunar Lake were pre-selected, and then the three searching methods were
applied for further selection.

Table 4.2

Compare Different Searching Strategies for Lunar Lake 30-band Subset.
The Number of Selected Bands
5

SFS
SFFS
B&B

140
154
312429

7
10
12
The Number of Criterion Evaluations
189
289
1363251

255
604
5746009

294
938
9596430

15
345
1031
8855688

Overall Classification Accuracy (%)
SFS
SFFS
B&B

74.2
74.2
74.0

81.2
81.9
76.1

85.6
86.9
87.4

87.5
90.4
90.4

90.9
92.5
92.5

As shown in Table 4.2, the number of searching criterion testing required by B&B
was significantly larger than SFS and SFFS, while the resulting classification accuracy
was similar to that from SFFS and slightly higher than SFS. When selecting 5 from 30
bands, the numbers of criterion evaluations in SFS and SFFS were similar, but when
selecting 15 out of 30 bands, this number required by SFFS was tripled. If selecting
bands from all the 158 original bands, SFFS is much more time-consuming than SFS. In
addition, SFS implementation is much more flexible, because all the previously selected
bands are kept as the same when selecting additional bands; SFFS and B&B methods do
not have such a property of flexibility.
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4.4

Conclusions
We proposed a new metric based on minimum estimated abundance covariance

for supervised band selection. It can outperform other frequently-used metrics. It does not
need training samples; all its need are class signatures. Classification is not conducted
during the band selection process. In addition, it does not require examining the entire
original bands or band combinations. With the SFS and proposed initial band pair
selection, this method can complete band selection very fast.
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CHAPTER V
SEMI-SUPERVISED BAND CLUSTERING
5.1

Introduction
Band grouping (BG) or band clustering is another type of dimensionality

reduction approach. Adjacent bands can be grouped together and a representative of each
group can be selected to participate in the following data analysis. Intuitively, adjacent
bands can be partitioned uniformly (denoted as BG(U)) or based on spectral correlation
coefficient (denoted as BG(CC)). Figure 5.1 shows a 202×202 spectral correlation
coefficient matrix, where a bright pixel at location (i,j) means high correlation between
the i-th and j-th bands; if the pixel is in dark, then the correlation is low. The white blocks
along the diagonal line indicate that adjacent bands usually have high correlation and
should be grouped together. However, if examining Figure 5.1 carefully, we can see that
non-adjacent bands may also have high correlation; this is verified by the presence of
white blocks in off-diagonal areas. Thus, non-adjacent bands should be allowed to be
grouped together. In this research, we use “band clustering” to represent the methods that
can group non-adjacent bands and “band grouping” the methods that group adjacent
bands only.
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Figure 5.1

Spectral Correlation Coefficient Matrix for a 202-band AVIRIS Indian
Pines Image Scene.

In recent years, many clustering algorithms have been addressed and applied in
hyperspectral image applications. Duran [67] presented a cluster-based anomaly detection
(CBAD) approach, where a clustering method, such as ISODATA, k-means, and SOM,
were used to model image pixels. A recently proposed clustering algorithm named
affinity propagation (AP) was used for band selection [68]. In [69], a fuzzy-clustering
algorithm that spatially exploits membership relations was developed. In [45], two
clustering methods, i.e., WaLuMI and WaLuDi, were used to group bands by cluster
variances, and then the clusters could be used for band selection.
In particular, k-means clustering is suitable and convenient for hyperspectral
dimensionality reduction. Funk [34] proposed a modified k-means to improve matched
filter performance, and a new “extreme” centroid initialization technique was presented
to speed up convergence. In [70], k-means was used to cluster training data, and the
border training patterns were extracted. In [71], a good initial bands pairs are used for
improve the performance for hyperspectral dimensionality reduction. Although widely
used in hyperspectral applications, there are still some problems for k-means algorithm.
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For instance, it is sensitive to initial conditions, and it is computationally expensive due
to the use of all the pixel vectors for clustering. In [72] a similar method was proposed.
However, our method has major differences:
1) We use band cluster centers for the following data analysis (e.g., detection,
classification), while the band closest to a cluster center is selected in [72].
We will show that using cluster centers is better than using selected bands.
2) We conduct cluster selection, while in [72] all the clusters are used. We will
show that deleting the worst cluster will provide better performance.
In the clustering process itself, our algorithm is also different:
1) We show that different distance metrics will yield different clustering results.
In our experiments, correlation coefficient is better than others, such as
Euclidean distance in [72].
2) Initial condition is critical to the clustering performance and our band
selection result can be used as initials, providing better performance than
random initials in [72].

5.2

5.2.1

Methodology

Semi-Supervised k-means Band Clustering
Given a set of bands (B1, B2, …, BL), where each band is arranged into N-

dimensional vector where N is the number of pixels. k-means band clustering aims to
partition the L bands into k clusters C = {C1, C2, …, Ck} so as to minimize the following
objective function:
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K

arg min 
C

 DB , μ 

k 1 Bl Ck

l

k

(5.1)

where μ k is the cluster center of Ck, and D  ,   is a distance metric gauging the
similarity between a band and the center of the cluster it is assigned to. In order to reduce
computational complexity, we use class signatures as the input for k-means. This
approach is denoted as semi-supervised k-means (SKM). It should be noted that several
distance metrics can be adopted for k-means clustering, including Euclidean distance (L2),
cityblock distance (L1), cosine (spectral angle), and spectral correlation coefficient (CC).
In our experiments, we will show that CC provided the best results.
The SKM algorithm is initialized by using distinctive bands as cluster centroids.
The idea of unsupervisedly selecting distinctive bands was presented in Chapter III. After
k-means clustering, k clusters with their centroids are ready for further analysis. However,
it does not mean that all of them should be used. Some clusters may not be helpful for
object classification, and they may even bring about confusion. Thus, we propose to
remove a cluster by exhaustively searching for the worst one (when it is removed, the
remaining clusters provided the most similar classification maps to those from using all
the original bands). It is observed that deleting one cluster usually results in improvement,
but deleting more than one cluster may not necessarily provide further improvement. The
reason is the noise bands are clustered into one cluster. Thus, only one cluster is removed
hereafter. The SKM algorithm deleting the worst cluster is denoted as SKMd. The
detailed SKMd-based band clustering is described as below.
1) Pre-remove bad bands. Initialize the algorithm by using K selected distinctive
bands.
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2) Using the known class signatures, conduct band clustering based on CC. The
k-means clustering is completed when no band is shuffled from one cluster to
another. The center of each cluster is used as the representative.
3) Conduct classification when each cluster center is removed in turn. If the
removal of a specific cluster center yields the largest accuracy, then this
cluster will be removed permanently. The resulting K  1 clusters are the final
output.

5.2.2

Computational Complexity and Methods for Comparison
We list the computational complexity of different methods during band clustering

process in Table 5.1.

Table 5.1

Computational Complexity of Band Clustering.
Methods

Number of Multiplications

SKM

O( KLpt )

RKM

O( LNKt )

WaLuMI

O( L2 N )  O( L3 )

WaLuDi

O( LN  L2G)  O( L3 )

N is the number of pixels, L is the number of bands, G is the number of gray levels, p is the number of
class signatures, K is the number of clusters, and t is the number of iterations.

For the SKM, it is O( KLpt ) , compared to O( LNKt ) in the original k-means,
where p is the number of class signatures and t is the number of iterations. Obviously,
p<<N. The complexity of SKM is also much lower than WaLuMI and WaLuDi since it
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uses class signatures only. In WaLuMI and WaLuDi, mutual information or KullbackLeibler divergence is used as similarity metric; hierarchical clustering is conducted; and a
representative band from each final cluster is chosen.
In addition, BG(U) that simply groups the same number of adjacent bands and
BG(CC) that groups adjacent bands based on spectral correlation coefficients are used for
comparison. PCA (Principal Component Analysis) and LDA (Linear Discriminant
Analysis) are implemented for comparison when training samples are available. A list of
methods for comparison, including the variants of k-means, is presented in Table 5.2.

48

Table 5.2

A List of Methods for Comparison.

Method
RKM
UKM
SKMd
SKM
SKMd(CC)
SKM(CC)
BG(U)
BG(CC)
SKM(BS)
SKMd(BS)
WaLuMI
WaLuDi
PCA
LDA
All bands
5.2.3

Description
Band Clustering
k-means using all data with random initials
k-means using all data with unsupervisedly selected bands as initials
semi-supervised k-means using class signatures with selected
bands as initials; delete the worst cluster for classification
semi-supervised k-means using class signatures with selected bands
as initials
semi-supervised k-means(correlation) based on signatures with ccgrouped bands as initials; delete the worst cluster for classification
semi-supervised k-means(correlation) based on signatures with ccgrouped bands as initials
Band Grouping
Band grouping using uniform spacing bands
Band grouping based on correlation coefficients
Band Selection
Same as SKM except that the bands closest to cluster centers are
selected.
Same as SKMd except that the bands closest to cluster centers are
selected.
Hierarchical clustering using all data
Hierarchical clustering using all data
Linear Transformation
PCA (Principal Component Analysis) for all data
LDA (Linear Discriminant Analysis) for all data
Others
All bands for classification

Automatic Removal of the Worst Cluster
In addition to exhaustive searching as mentioned in 5.2.1, a cluster may be deleted

based on a criterion, such as OPD, as defined in Eq. (4.7). For K cluster centroids, each
pair of OPD values is computed. A cluster will be removed if the average OPD to other
K  1 cluster is the largest. Based on our experience, this cluster usually has lower image

quality. In other words, bands included in such a cluster generally have low SNR.
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5.3

5.3.1

Experiments

AVIRIS Lunar Lake Experiment
In this experiment, five class signatures were available for k-means clustering.

OSP was used for classification. As shown in Figure 5.2(a), SKMd provided the best
result, which was better than SKM using all the resulting clusters. SKMd (CC) and SKM
(CC) were worse than SKMd and SKM, which means the band selection result was a
better choice as initial conditions. Randomly initiated k-means (RKM) took the best
result after running the k-means 50 times; that is why it outperforms unsupervised band
selection initiated k-means (UKM). As shown in Figure 5.2(b), SKMd was compared
with WaLuMI, WaLuDi, uniform band grouping (BG (U)), and spectral correlation
coefficient based band grouping (BG (CC)). Obviously, SKMd was significantly better
than others. Interestingly, BG (U) offers the comparable or even better results.
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Figure 5.2

Comparison Using Different Methods for Lunar Lake.

(a) compared with k-means related methods; (b) compared with band grouping/selection
methods.
5.3.2

HYDICE DC Mall Experiment
Six classes were presented in this image scene and both training and testing

samples are available. So SVM was used for classification, and overall classification
accuracy was calculated. As shown in Figure 5.3(a), SKMd still provided the best result,
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and increasing the number of clusters did not bring about much improvement. In Figure
5.3(b), PCA and LDA results were also presented, and both of them could not compete
with SKMd.
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(b)
Figure 5.3

Comparison Using Different Methods for DC Mall Data.

(a) compared with k-means related methods; (b) compared with band grouping/selection
methods.
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5.3.3

AVIRIS Indiana Pine Experiment
The purpose of this experiment is to demonstrate the performance discrepancy

when using different similarity metrics for clustering, and when using cluster centers or
the bands closest to cluster centers in [72]. As shown in Figures. 5.4 and 5.5, CC
provided better performance than other metrics such as Euclidean distance (L2), cosine
(spectral angle), and City-block (L1) in both SKM and SKMd. Figure. 5.6 shows that
using clustering center is better than using selected bands in [72].
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Using Different Similarity Metrics in SKMd.
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Using Cluster Centers or the Band Selected.

The non-parametric McNemar’s test was employed to evaluate the statistical
significance in accuracy improvement with the proposed methods [73]. It is based on the
standardized normal test statistic. For two methods to be compared, let f11 denote the
number of samples that both methods can correctly classify, f 22 the number of samples

54

that both cannot, f12 the number of samples misclassified by method 1 but not method 2,
and f 21 the number of samples misclassified by method 2 but not method 1. Then the
McNemar’s test statistic for these two methods can be defined as:

z

f12  f 21
f12  f 21

.

(5.2)

For 5% level of significance, the corresponding |z| value is 1.96; a |z| value greater than
this quantity means two methods have significant performance discrepancy. Table 5.3
tabulates the average |z| values when SKMd was compared against other methods with K
being changed from 5 to 15. Obviously, the performance of the proposed SKMd is
statistically different from others, but the discrepancy between SKMd and SKM is less
than other pairs.

Table 5.3

Z Values in the MCNEMAR’S Test.
SKMd
RKM
UKM
SKM
SKMd (CC)
SKM (CC)
SKMd (BS)
SKM (BS)
WaLuMI
WaLuDi
BG(U)
BG(CC)

|z|
22.18
17.69
2.52
5.82
4.32
20.35
21.98
22.90
12.73
4.54
4.07
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Significant?
Yes, 5%
Yes, 5%
Yes, 5%
Yes, 5%
Yes, 5%
Yes, 5%
Yes, 5%
Yes, 5%
Yes, 5%
Yes, 5%
Yes, 5%

5.3.4

Automatic Cluster Removal
The OPD-based cluster removal algorithm was also implemented for SKMd. As

listed in Table 5.4, the results were slightly degraded compared to exhaustive searching
(ES). It is useful when the number of clusters K is larger. ES needs to repeat the process
of classification and evaluation for K times.

Table 5.4

Lunar Lake
DC Mall
Pines

5.3.5

Classifications Accuracy with Cluster Removal.

K
ES
OPD
ES
OPD
ES
OPD

5
0.84
0.84
0.96
0.95
0.80
0.76

7
0.88
0.88
0.96
0.96
0.85
0.83

9
0.88
0.88
0.95
0.95
0.86
0.86

11
0.90
0.82
0.96
0.96
0.88
0.87

13
0.91
0.86
0.95
0.95
0.88
0.88

15
0.91
0.89
0.94
0.94
0.89
0.89

Computing Time
To further compare the computational complexity in addition to Table 5.1, the

computing time when the algorithms run in a personal computer with 2.26GHz CPU and
4.0GB memory were recorded and listed in Table 5.5. We can see that SKM can save
significant amount of time, compared to the traditional RKM, WaLuMI, and WaLuDi.
Note that the running time spent by SKM does not include the time for band selection
(for initial condition setup), so it can approximately represent for the running time of
SKM(CC); using different initials do not have much impact on the convergence speed of
the SKM-based algorithms in these experiments.
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Table 5.5

Lunar Lake

DC Mall

Pines

5.4

Computing Time of Different Algorithms (in Seconds).
K
SKM
RKM
WaLuMI
WaLuDi
SKM
RKM
WaLuMI
WaLuDi
SKM
RKM
WaLuMI
WaLuDi

5
0.75
119.59
182.06
177.77
3.27
419.89
534.83
547.78
20.16
998.85
209.73
284.83

10
0.75
188.48
183.50
179.90
3.24
464.26
541.19
560.76
18.30
2068.78
219.28
260.57

15
0.86
210.54
185.72
188.87
3.77
662.06
548.92
555.15
24.08
2366.58
232.48
262.17

Conclusions
In this chapter, we investigated semi-supervised band clustering for hyperspectral

dimensionality reduction. By allowing non-adjacent bands to be clustered together, its
performance is better than those grouping adjacent bands only. Different from
unsupervised clustering using all the pixels or supervised clustering requiring labeled
pixels, the proposed semi-supervised band clustering needs class spectral signatures only,
thereby significantly reducing computational cost. After clustering, a cluster selection
step can further improve the following data analysis performance; EE or the OPD-based
automated cluster removal can be adopted. The experimental results also showed that
pre-selected distinctive bands can be a good choice as algorithm initial, and the distance
metric plays a role in the clustering performance.
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However, the proposed algorithm does require class signatures. These can be
obtained by prior information. In practice, these signatures can be extracted directly from
the image scene using an endmember extraction algorithm.
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CHAPTER VI
PARALLEL IMPLEMENTATIONS
6.1

Introduction
Compared to supervised band selection techniques, unsupervised methods need

no priori information about objects or classes. In general, they are more practical than
supervised methods. However, unsupervised methods may need to analyze the whole
dataset, resulting in higher computation complexity than supervised ones that may need
to consider a limited number of object signatures or class samples only. To expedite the
computation of unsupervised band selection, it is desirable to implement such algorithms
in parallel when parallel computing facilities are available. Clusters with thousands
processors are widely used parallel computing facilities. However, clusters are usually
expensive and cannot be used for onboard processing due to their weight, heat dissipation
and energy consumption issues. Recently, The GPU is of great interest to the high
performance computing community because it can provide very high levels of computing
performance at very low cost; in particular, it is suitable to real-time onboard processing
due to its portability. Although it is originally specified for computer graphics, it is now
popular for general-purpose computing. The GPU has been applied to hyperspectral
image analysis, such as detection, classification, and unmixing [37], [74]-[76]. In this
chapter, we provide GPU implementation for unsupervised band selection. We evaluate
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the performance of the GPU implementation and compare it with the cluster
implementation.

6.2

Methodology
The unsupervised method we want to parallelize is the LP-based band selection

described in Chapter III. The original LP-based band selection algorithm uses all the
pixels. To reduce computational complexity, it can use several selected pixels with NFINDR. So pixel selection using N-FINDR-based endmember extraction is also
discussed. For clarification purpose, N-FINDR-based band selection is denoted as NFINDRb, and N-FINDR-based endmember extraction for pixel selection is denoted as NFINDRe. When the superscript “e” or “b” is absent, it means the related description is
suitable to either case.

6.2.1

N-FINDR-based Pixel Selection via Endmember Extraction (N-FINDRe)
The major problem of the LP-based band selection is that computational cost is

high if all the pixels are used. The N-FINDR algorithm can be applied for pixel selection,
and then the selected pixels are used for band selection. The basic idea of the original NFINDR algorithm is to find the pixels that can construct a simplex with the maximum
volume and these pixels will be considered as endmembers. Due to mathematical
intractability, only an estimate of the optimal solution can be found. A greedy-type
algorithm can be described as follows:
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1) Let n  1 be the number of endmembers to be generated. The original Ldimensional hyperspectral image is reduced to n-dimensional using PCA or
Maximum Noise Fraction (MNF) transform.



2) Let e00 , e10 , e20 ,



, en0 be a set of initial vectors randomly or carefully

selected from the data, constructing a simplex. The volume of the simplex

V (E( 0) ) can be calculated as

 
0

V E
 1
where E 0    0
e 0

 

det E0

(6.1)

n!

1 
 .and det  denotes matrix determinant
e n0 

1
 0

e1

operation.
3) At the i th stage, use the i th pixel ri to replace each individual endmember as a
new simplex vertex and compute the resulting volume. If the maximum





volume is larger than V Ei 1 in the previous step and it appears when eii 1
is replaced by ri , then ri is used as e i  ; otherwise, go to the i  1th stage to test
i

the i  1th pixel ri1 .
4) The algorithm is stopped when all the pixels are tested.

6.2.2

N-FINDR-based Band Selection (N-FINDRb)
As mentioned earlier, an endmember extraction algorithm can be applied for band

selection. So the N-FINDR algorithm can be run in the spatial domain for band selection
in [17]. It was demonstrated that using data whitening can improve band selection
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performance in [77]. However, the N-FINDRb-based band selection is difficult to be
implemented with all the pixels since an N×N matrix has to be evaluated, where N is the
number of pixels. Thus, a small percentage of pixels can be randomly chosen for band
selection as in [17], [77]. Another strategy is to find distinctive pixels for band selection.
Note that when only several pixels are selected by N-FINDRe for band selection, data
whitening is not applied any more due to the ill-ranked data covariance matrix.
The N-FINDRb-based band selection algorithm in [77] can be described as below.
1. Randomly select η% pixels for band selection. Conduct data whitening. All
bands (with selected pixels) are stacking into column vectors.
2. Assume p bands to be selected. Randomly select p bands as the initials. Or use
the iterative error analysis (IEA) algorithm to pick up the p most distinctive
band vectors [25].
3. Conduct PCA and choose the first p−1 principal components.
4. Run the N-FINDR algorithm in previous section (steps 2-4) to finalize the p
band vectors.
Here, we propose the N-FINDRb-based band selection algorithm using N-FINDRe
selected pixels (denoted as N-FINDRb+N-FINDRe) can be described as below, where no
data whitening or PCA are needed during band selection.
1. Assume p bands to be selected. Select p−1 pixels for band selection using NFINDRe-based pixel selection. All bands (with selected pixels only) are
stacked into column vectors.
2. Randomly select p bands as the initials. Or use the IEA algorithm to pick up
the p most distinctive band vectors.
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3. Run the N-FINDR algorithm in previous section (steps 2-4) to finalize the p
band vectors.

6.2.3

About Data Whitening Process for Band Selection
As discussed in Chapter III, a data whitening process can improve unsupervised

band selection performance because it can help extract truly informative bands. When
using several selected pixels from the N-FINDRe, this is not applicable any more as
mentioned in previous section. However, we can use the pixel signatures in the whitened
data for band selection instead of the pixels in the original data. In the experiment, we
will show that the use of whitened pixel signatures can improve the performance. It is
noteworthy that our N-FINDRe algorithm is applied on the whitened data because the
standard PCA (data decorrelation followed by variance normalization) is adopted in the
dimensionality reduction process, so using whitened pixels pixels in N-FINDRb or LP for
does not incur extra computing cost.

6.2.4

6.2.4.1

Strategies for Saving Computational Cost

Cost Saving for LP-based Method
The key step in the LP method is to solve the coefficients as in Eq. (3.1). Let S

denote the data matrix constructed by the k selected bands of size N  k , and U denote
the one about ( L  k ) unselected bands. Similar to Eq. (3.1), the ( L  k ) sets of
coefficients A which size is k  ( L  k ) are calculated as
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A   ST S  ST U
1

(6.2)

and the ( L  k ) prediction residuals are the column-wise norms of the matrix

U  SA  U  S  ST S  ST U .
1

(6.3)

Since N  L , the computation cost of solving the LP coefficients is dominated by
forming the matrix ST S and ST U . Notice that STS and STU are both subsets of the entire
data correlation matrix R of size L×L. They can be retrieved from R without any
calculation in each step. In each iteration only one band is added to S and deleted from U,
and there only one row needs to be updated for STS.
The calculation of the entire R includes L2N2 multiplications, and many items in
R may not be used in an actual band selection process. However, the noise whitening step
needs to compute the covariance matrix Σ and it is related to R as

R  Σ  mT m

(6.4)

where m is the data mean vector. Thus, additional cost in R calculation is negligible.

6.2.4.2

Cost Saving for N-FINDR Method
The major computational cost in the N-FINDR is for matrix determinant

calculation in Eq. (6.1). In a specific run, an endmember is replaced by pixels one after
another with other endmembers being fixed. Thus, matrix determinant calculation can
take advantage of unchanged determinants of submatrices, i.e., cofactors. When e0 is
replaced by all the pixels, the rest of the matrix remains the same. With cofactor
expansion, the determinant can be computed as
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where Eij is the (i, j )th minor, the determinant of the submatrix Eij constructed by
removing the i th row and j th column of E, which can be reused when updating e0.
Note that some recent work on N-FINDR parallel implementation can be found in
[78], [79]. Our implementation with cofactor-expansion-related computation can result in
tremendous savings in both serial and parallel versions.

6.2.5

GPU Implementations
A GPU is usually treated as a parallel computer with shared memory architecture.

As all processors of a GPU can share data within a global address space, it fits data
parallelism very well. To achieve satisfied parallel performance, data throughput is very
critical in GPU parallel algorithm design, which means enough data should be fed into
the GPU to take advantage of parallel computing. Previous work shows that it can
achieve excellent speedup performance only when data matrices size is increased to
thousands. As it uses the shared memory model, the major bottleneck is memory
communication between host and device; unnecessary data transfer between host and
device should be avoided. In other words, the most data computation should take place in
GPU without interruption. While data sharing between GPU cores is much easier than
clusters, the data throughput requirement makes current GPUs inappropriate for solving a
bunch of small matrix operation problems. Therefore, two key rules of GPU
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parallelization are followed: 1) to parallelize a large number of scalar/vector
additions/multiplications if possible, and 2) to reduce communications between host and
device as much as possible. In hyperspectral image processing, the spatial size of an
image is much larger than the spectral size, which suggests to fulfilling computation tasks
in the spatial order on GPU while leaving other tasks (such as small matrix manipulations)
to CPU. In this way, the workload between GPU and CPU can be well balanced.
Our algorithms use matrix operations extensively. Fortunately, the CUDA
CUBLAS library provides high performance computing implementation for the Basic
Linear Algebra Subprograms (BLAS) level 1 to level 3 operations [80]. Thus, our parallel
algorithms are designed to utilize the existing parallel linear algebra library, which
requires maintaining data continuity in the memory as much as possible. Thus, we mainly
discuss how to avoid breaking data continuity and saving unnecessary data movement
hereafter.
The flow chart for the GPU implementation of the LP-based band selection
algorithm is shown in Figure 6.1.
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Figure 6.1

GPU Parallel LP Band Selection Algorithm.

The parallel version is similar to the serial version although it needs to send data
back and forth between the host (CPU) and the device (GPU). Since the spatial size of
hyperspectral data is much larger than its spectral size, data computational tasks directly
related to pixel vectors (e.g., correlation and covariance matrix calculation) is given to the
GPU and those related to small matrix operations (e.g., matrix inversion) are given to the
CPU; the former has computational complexity on the order equal to the number of pixels
and the latter on the order equal to number of bands. To further reduce computational
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burden, proper data structure is designed to avoid unnecessary data communication and
data locality is maintained. The data is stored in column-major order, and each band is
stacking into a column; one band is selected after each iteration, and the selected band is
swapped with the last member of the unselected bands set. To avoid calculating band
correlation items in STS and STU repeatedly, the corresponding rows and columns in the
entire data correlation matrix R are also swapped and retrieved for STS and STU update.
This concept is illustrated in Figure 6.2 with the total number band being four. Data
swapping ensures data continuity for both selected bands in S and unselected bands in U,

 

1

which makes the following prediction residual evaluation with U  S ST S ST U in Eq.
(6.3) more efficiently.

Figure 6.2

Illustration of Bands Manipulation in LP Parallel Implementation.

(with the case that the total number of bands is four)
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The flow chart for the GPU implementation of the N-FINDRe-based pixel
selection is shown in Figure 6.3 To fully take advantage of GPU computing power and
reduce unnecessary host/device communication overhead, the large size of matrix/vector
multiplications, such as principal component transform, are conducted in GPU, while the
manipulations of relatively small matrices, such as eigen-decomposition of data
covariance matrix, is left for CPU. Similarly, when calculating simplex volumes,
cofactors are computed by CPU; the volumes resulting from replacing an endmember
with different pixels are examined by GPU. Parallel N-FINDRb-based band selection has
the similar structure as the parallel LP band selection. Actually, N-FINDRb-based band
selection uses a few selected pixels only; thus, serial band selection may be even faster
than the parallel version.
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6.3

6.3.1

GPU Parallel N-FINDR Algorithm.

Experiments

Computing Facilities
The CPU machine used in the experiments is an Intel Pentium4 3.40GHz with

Hyper thread and 2GB of memory. The GPU is NVidia’s GeForce GTX285 that has 240
cores with 1GB memory. The Linux-based cluster used in the experiments has 384
processors, which is composed of 192 IBM xSeries x335 servers and each with two
3.06GHz Xeon processors and 2.5 GB of memory; each of the nodes is diskless and
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connected to the cluster’s internal network via InfiniBand with very high speed (10
gigabits per second) and very low latency network architecture.
The parallel algorithms on the cluster are implemented in the C++ with the
message passing interface (MPI) and Intel’s Math Kernel Library (MKL) version 10.1.
The GPU versions are implemented in the C++ with CUBLAS and MKL version 11.1.
All algorithms use double precision.

6.3.2

LP-based Band Selection
The dataset used in the experiment is AVIRIS Cuprite as shown on Figure 2.2. As

an example, the parallel algorithm for the LP-based band selection was implemented on
the cluster to show its performance as the GPU counterpart. The cluster version of the
band selection algorithm is similar to the GPU version. However, data was spatially
partitioned before sending to each processor; after local mean and local correlation matrix
were calculated, they were merged to determine the global correlation and covariance
matrices. Table 6.1 lists the time used for a given number of processors when selecting
40 bands from the Cuprite data on the cluster and on the CPU with GPU. We can see that
the GPU approached the similar performance when using 32 cores on the cluster. Figure
6.4 shows the speedup performance, where the speedup for the 240-core GPU is 12.62,
slightly below that of the 32-core cluster.
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Table 6.1
NP
Cluster
GPU

Figure 6.4

Parallel LP-based Band Selection Running Time (in Seconds).
1

41.50

2

4

36.54
15.96
Without GPU
26.62

8

7.41

16

4.55
With GPU
2.11

32

2.60

Speedup of the Parallel LP Band Selection Algorithm.

To further investigate the performance, the speedups for different problem sizes
were tested. In unsupervised band selection, the problem size is depended on two
parameters: the number of bands to be selected and image spatial size. Figure 6.5 show
the speedups for the cluster version and GPU version with 40, 20, 10 bands being
selected.
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(a)Cluster

(b) GPU
Figure 6.5

LP-based Band Selection Speedup Performance when Different Number of
Bands Being Selected.

We notice that, for the cluster, the increase of problem spectral size does not
always improve the performance; for a small number of processors, such as 8, the
problem with small size has slightly better speedup. This is because the communication
overhead of cluster algorithms has to take care of many factors, such as network
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condition, transfer data size, warm up time, etc. On the contrary, the GPU version is
relatively simple as the throughput is very high and major concern is the communication
between host desktop computer and graphic device, not between processor cores. The
GPU version shows constant speedup performance when the number of bands to be
selected is increased.
The parallel algorithms were also executed on data with different spatial sizes
(after the original data was cropped into 100×100, 200×200 and 300×300). The speedup
curves when selecting 40 bands were shown in Figure 6.6.
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(a) Cluster

(c) GPU
Figure 6.6

LP-based Band Selection Speedup Performance with Different Image
Spatial Sizes.

Obviously, image spatial size has much more severe impact on the speedup
performance since the major computation burden is in the spatial domain. For the cluster,
the speedup performance is degraded when using more processors for small image sizes
because communication overhead dominates. Both cluster and GPU are more appropriate
for large data parallelization.
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6.3.3

LP-and N-FINDRb-based Band Selection Using N-FINDRe-Selected Pixels
N-FINDRe algorithm is used for reducing the number of pixels for band selection.

Simplex volume can be calculated using Eq. (6.1) directly or using cofactors in Eq. (6.5).
The former in Eq. (6.1) is denoted as version 1 (v1), and the proposed in Eq. (6.5) is
denoted as version 2 (v2). First we compared the three implementations: v1 in serial, v2
with cofactor expansion in serial, and v2 in parallel (GPU) when selecting 16 pixels
(endmembers) with N-FINDRe from the Cuprite data (based on our experience, at least
16 distinctive endmembers present in the image scene). As shown in Table 6.2, v2 was
much faster than v1 even in serial and the speedup of v2 in parallel was as high as 22.67.

Table 6.2

Compare Different Implementations in N-FINDR Pixel Selection (in
Seconds).

Time
Speedup (vs. v1 (serial))
Speedup (vs. v2 (serial))

v1(serial)
142.75
‒–
‒–

v2(serial)
0.68
209.93
‒–

v2(parallel)
0.03
4758.33
22.67

The band selection process using the N-FINDRb is similar to the LP-based band
selection. Since the number of pixels is very small, parallel band selection cannot
demonstrate its advantage. Table 6.3 shows the experimental results using the N-FINDRe
algorithms to select 39 pixels and 40 bands (39 pixels were needed to select 40 bands for
N-FINDRe+N-FINDRb). The algorithm initials can be random or fixed as in [81]. For the
fixed initial, the result from the iterative error analysis (IEA) algorithm was used as the
N-FINDR initial. We can see the GPU implementations greatly speed up the
dimensionality reduction part and the pixel selection part. As the band selection part was
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conducted with few pixels, the overhead in parallel implementation dominated the
performance; the parallel band selection part spent 0.09 s while the serial band selection
took only 0.04 s. Thus, we used serial band selection instead in Table 6.3.

Table 6.3

N-FINDR-based Band Selection Running Time in Each Step (in Seconds).

PCA
Pixel selection
Band selection**
TOTAL
*

Random initial
Parallel
Serial
0.43
2.13
1.04
6.89
0.04*
0.04
1.51
9.06

Fixed initial
Parallel
Serial
0.43
2.13
0.14
1.73
0.04*
0.04
0.61
3.90

GPU implementation took 0.09s; thus, it was replaced by the implementation without GPU.

**
Using whitened pixels does not incur extract cost because of the standard PCA being implemented
in pixel selection.

Using N-FINDRe selected pixels, LP-based band selection can be applied as well.
Table 6.4 lists the running time comparison in serial and parallel versions, saying that the
entire band selection process was significantly expedited using selected pixels. After
pixel selection, band selection itself took only 0.02s in serial with no need of
parallelization. Without pixel selection, major computational cost was for band selection
itself; with pixel selection, major cost was for pixel selection not band selection.
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Table 6.4

LP-Based Band Selection Running Time in Each Step (in Seconds).
LP

Data whitening
Pixel-selection related
Band selection**
TOTAL

Parallel
0.36
‒–
1.75
2.11

Serial
1.53
‒–
25.09
26.62

N-FINDR+LP
Parallel
Serial
‒–
‒–
0.57
3.86
0.02*
0.02
0.59
3.88

* GPU implementation takes more time due to the use of few pixels, so band selection is in serial version.
**
Using whitened pixels does not incur extract cost because of the standard PCA being implemented
in pixel selection.

To evaluate the band selection performance, classification was conducted using
selected bands and classification maps were compared with those from using all the
original bands with spatial correlation coefficient [77]. A larger average correlation
coefficient means better performance. Figure 6.7 plots the average CC when the number
of selected bands being changed. It is worth mentioning that all the parallel versions
produced the same sets of selected bands as their serial counterparts. In Figure 6.8(a), LP
using all the pixels was the best, and N-FINDR+LP and N-FINDR+N-FINDR were
comparable when using selected original pixel signatures. Figure 6.7(a) also shows the NFINDR-based band selection performance using randomly selected pixels (10% pixels
with data whitening and PCA), which was worse than that using selected original pixel
signatures (i.e, the proposed N-FINDR+N-FINDR). With the fixed initial, N-FINDR did
not necessarily provide better band selection results, although computing time was
reduced in band selection process as listed in Table 6.3. From Figure 6.7(b), we can see
that when using selected whitened pixels, the performance of N-FINDRe+LP and NFINDRe+N-FINDRb were significantly improved, which could even be better than LP
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using all pixels, and N-FINDRe+N-FINDRb slightly outperformed N-FINDRe+LP in this
case.
Figure 6.8 shows the classification maps of the five minerals using all the 189
original bands or 20 selected bands (corresponding to Figure 6.7(b)). Compared with
those in Figure 6.8(a) using all the original bands, the produced maps from 20 selected
bands were very similar to their counterparts. However, background suppression may be
slightly different. For instance, in Figure 6.8(c) from N-FINDR+LP, the buddingtonite
(B) classification map did not have clear background, decreasing the value of average CC
to 0.7064 as the lowest among the three.
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e

b

e
e

b

e

(a) Comparison between using all pixels, 10% randomly selected original pixels, and
several N-FINDR selected orignal pixels.

e

b

e

(b) Comparison between using all pixels and several N-FINDR selected whitened pixels.
Figure 6.7

Band Selection Performance in Terms of Classification Accuracy.
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(a) using original 189 bands.

(b) using LP-selected 20 bands (all the original pixels for band selection)
(average CC= 0.7332).

(c) using N-FINDRe+LP-selected 20 bands (19 whitened pixels for band selection)
(average CC = 0.7064).

(d) using N-FINDRe+N-FINDRb-selected 20 bands (19 whitend pixels for band selection)
(average CC = 0.7215).
Figure 6.8

Supervised Classification Result for the AVIRIS Cuprite Scene.

(from left to right: A, B, C, K, and M): (a) using 189 original bands; (b) using 20 LP-selected bands (Band
8, 14, 19, 26, 32, 42, 53, 71, 89, 99, 106, 109, 120, 133, 136, 149, 153, 158, 163, 172); (c) using 20 NFINDRe+LP-selected bands (Band 11, 16, 22, 29, 30, 39, 45, 68, 82, 99, 102, 105, 107, 120, 132, 142, 155,
161, 166, 172); and (d) using 20 N-FINDRe+N-FINDRb-selected bands (Band 5, 15, 21, 28, 38, 52, 68, 87,
99, 102, 105, 108, 120, 132, 149, 157, 160, 166, 171, 189).
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6.4

Conclusions
We proposed GPU parallel implementations for similarity-based unsupervised

hyperspectral band selection algorithms, which utilizes the same idea of endmember
extraction to find the most informative and distinctive bands. To reduce computational
complexity, band selection can be conducted on the selected pixels using the N-FINDR
algorithm. Using several whitened pixel signatures only, band selection performance can
be comparable to or even better than that using all pixels. With the workload being
balanced between GPU and CPU, the parallel implementations show high scalability on
our test machine (i.e., NVidia’s GeForce GTX285). The speedup performance is
improved after applying computational cost saving strategies. In particular, our
implementation for N-FINDR with cofactor-expansion-related computation can result in
tremendous savings in the parallel version (as well as the serial version).
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CHAPTER VII
DIMENSIONALITY REDUCTION FOR URBAN LAND COVER CLASSIFICATION
7.1

Introduction
In this chapter, we will show that dimensionality reduction can improve data

analysis performance even when an algorithm is applicable to the original highdimensional data. SVM-based urban land cover classification is used as an example.
Hyperspectral images with high spatial and spectral resolution can provide a large
amount of detailed class information. Under this circumstance, both spatial and spectral
information can be utilized to improve the accuracy of urban classification [82]-[85]. One
of the challenges of classifying a hyperspectral image is that the within-class spectral
variation may lead to overall classification of spectrally homogeneous areas, resulting in
salt-and-pepper noise in the classification map of these areas [85], [86]. One way to
alleviating the impact from trivial spectral variations is to employ object-based
classification, where image segmentation is conducted first, followed by the classification
of segmented objects [87]-[89]. Obviously, the key step in object-based classification is
segmentation. After segmentation, objects, as the basic processing units, can be classified
using different methods, such as SVM [90]. In [91], [92], pixel-based decision fusion
using a supervised classifier (e.g., SVM) and an unsupervised clustering method (e.g., kmeans clustering, mean-shift (MS) segmentation) can also achieve comparable
performance to the object-based classification, reducing trivial within-class variation.
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In this research, we will demonstrate that using data dimensionality reduction as a
pre-processing step, SVM-based classification accuracy (before and after decision fusion)
can be greatly improved. More specifically, dimensionality reduction is achieved by band
selection, and we propose particle swarm optimization (PSO) for optimal band searching.
PSO is an evolutionary computation technique developed by Kennedy and Eberhart [93][94]. It uses a simple mechanism that mimics swarm behavior in birds flocking and fish
schooling to guide the particles to search for global optimal solutions. It is proved to be a
very efficient optimization algorithm [35]. In conjunction with an effective searching
criterion function, the PSO-based band selection can offer the best and smallest band
subset among the existing methods in the literature. Note that we focus on supervised
band selection because the overall environment with SVM classification is supervised.

7.2

7.2.1

Methodology

Particle Swarm Optimization for Band Selection
Compared to SFS and SFFS, PSO is a more advanced searching strategy because

of its excellent global optimum searching ability. It searches the solution space by
starting from randomly distributed particles like swarm. Here, possible solutions are
called particles. It is very similar to other evolutionary computation algorithms, but has
relatively fast convergence. It shares the following three characteristics with other
evolutionary techniques: it uses a large size of random particles as initials; the optimum
objective function value is determined by iteratively updating the generations; evolution
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adaptation uses the previous generations, and particles are flown through the problem
space following the current best solution.
The detailed particle update can be expressed by Eqs. (7.1) and (7.2) [94]. It
calculates the new velocity (i.e., solution update) xid for each particle (i.e., possible
solution) based on the previous velocity Vid , the particle’s location ( pid or pbest ) that it has
reached so far so best for the objective function, and the particle’s location among the
global searched solutions ( pgd or gbest ) that has reached so far so best for the objective
function. In Eq. (7.1), two random numbers c1 and c2 are independently generated,
rand(.) represents a random number generator, and the inertia weight w is used as a
scaling factor for previous velocity Vid which provides improved convergence
performance in various applications [95].
Vid  w Vid  c1  rand ()  ( pid  xid )  c2  rand ()  ( pgd  xid )

(7.1)

xid  xid  Vid .

(7.2)

The vectorized PSO implementation in [96] is adopted here, which can search in a
high-dimensional space. It uses a vector to describe each particle. So the particles can
describe hyperspectral band combinations. In our algorithm, the dimensionality of each
particle equals the number of bands to be selected. The velocity of each particle is used as
mean shift for the index of a selected band. After each iteration, the selected band indices
are shifted to different values. A constraint is imposed such that the corresponding
selected bands are always in an increasing order and no overlap. Figure 7.1 illustrates one
iteration of a particle in the swarm when six bands are selected by the PSO algorithm.
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A Particle Shift Map for Selecting 6 bands.

In above figure, a particle start with 6 random initial bands, then the particle will
use a random velocity to update its location depends on its history best value and the
global best value from the swarm, i.e., the whole group of random initialized particles.
After the computation, the particle will move to a new position and test the convergence
condition. It will keep moving until the convergence condition is reached. And the global
best particle will be used as the output when the algorithm converged.

7.2.2

Classification Accuracy Improvement via Decision Fusion
Decision level fusion has been applied to remote sensing mage classification. In

[97] an SVM-based fusion method was used for multisource satellite image classification.
Several voting schemes were studied in [98]. Decision fusion based on spatial and
spectral features were discussed in [91]. Most decision fusion approaches mainly focus
on supervised classifiers as base learner, i.e., all classifiers need training, so classification
results can only be as good as training data. To avoid the possible negative influence
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from limited quality of training data, it is motivated to develop a method that is able to
combine supervised and unsupervised classifiers.
In general, a supervised classifier can provide better classification than an
unsupervised classifier. In addition to training data limitation, a supervised classifier may
result in over-classification for some homogeneous areas. An unsupervised classifier,
although it may be less powerful, it can generally well classify those spectrally
homogeneous areas. Thus, fusing supervised and unsupervised classification may yield
better performance since the impact from trivial spectral variations may be alleviated and
the subtle difference between spectrally similar pixels may not be exaggerated. Although
individual classifiers are pixel-based, the final fused classification result may be similar
to that from an object-based classifier. In [90] and [91] a decision fusion method for the
supervised SVM classifier and several unsupervised clustering methods (e.g., k-means,
MS) were proposed. After classification results are completed from both classifiers, the
unsupervised classification is deployed on the SVM-based classification as region
segmentation. Spatially adjacent pixels grouped by the k-means classifier or MS
segmentation are re-classified using the majority voting (MV) rule by considering the
SVM classification result. In other words, all the pixels in each segmented region are
classified into the same class, which is the class that most pixels belong to using the
SVM-based decision. A weighted majority voting (WMV) rule can further improve the
performance [91].
Based on the results in [92], k-means clustering with L1 similarity metric and MS
clustering are very suitable to such decision level fusion. MS is an efficient spatialfeature-extraction approach that is capable of delineating arbitrarily shaped clusters due
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to its nonparametric nature. Thus, in this research, we present fusion results from these
two methods only.
Many decision level fusion systems combine class labels or likelihood from
multiple supervised classifiers, which are treated equally. Our decision fusion approach
includes only one supervised classifier as the major classifier whose decision is the basis
for the final output, and an unsupervised classifier acts as an assistant by providing image
segmentation. The final output mainly depends on the supervised classifier. So the
supervised classifier should have good performance. SVM is chosen due to its capability
of offering excellent classification accuracy. We will show that using PSO-selected bands,
the improvement of SVM will be efficiently passed onto the final decision fusion output
or even be magnified, requiring a very simple fusion strategy, such as MV rule only.

7.3

7.3.1

Experiments

HYDICE Data Experiment
The SVM classification accuracy after band selection using MEAC criterion is

shown in Figure 7.2. PSO was slightly better than SFS searching, and SFFS searching did
not offer much advantage in this case. The SVM classification accuracy after band
selection using JM distance maximization criterion is shown in Figure 7.3, where PSO
was much better than SFS and SFFS searching. In both figures, using band selection was
better than using PCA. If all bands were used for classification, the overall classification
accuracy was about 93.40%; if using linear discriminant analysis (LDA) for
dimensionality reduction, the SVM classification accuracy was about 91.68%.
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Comparing the two figures, we can see that MEAC-PSO was better than JM-PSO. When
the number of selected bands is too small, e.g., less than the number of classes (here, it is
6), classification accuracy was quite low; after the number of selected bands was
increased to 6 or 7, classification accuracy could reach the maximum; further increasing
the number of selected bands would not guarantee accuracy improvement.

Figure 7.2

The Performance of MEAC in the HYDICE Experiment.

*using all bands: 93.40%; using 5-dimensional transformed data with LDA: 91.68%.
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Figure 7.3

The Performance of JM in the HYDICE Experiment.

*using all bands: 93.40%; using 5-dimensional transformed data with LDA: 91.68%.
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(a) SVM classification (using 6 MEAC-PSO selected bands)

(b) mean-shift clustering

(c). Fused result using (a) and (b)

Figure 7.4

Classification Map using SVM for HYDICE Data.
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Table 7.1

Classification Accuracy from Different Methods in HYDICE Experiment.
Road

Grass

Shadow

Trail

Tree

Roof

OA

AA

Kappa

svm(pca)

99.0%

98.6%

82.0%

92.3%

98.8%

84.8%

92.6%

92.6%

91.1%

svm(pso)

98.1%

98.9%

94.7%

92.5%

99.4%

95.4%

96.6%

96.5%

95.9%

svm(pca)+ms

100.0%

99.0%

81.3%

94.9%

98.9%

89.3%

94.3%

93.9%

93.0%

svm(pso)+ms

90.7%

99.0%

100.0%

100.0%

98.9%

98.9%

97.5%

97.9%

97.0%

svm(pca)+kmeans

99.9%

96.9%

75.7%

96.6%

98.8%

95.3%

94.8%

93.9%

93.6%

svm(pso)+kmeans

94.8%

99.2%

98.9%

99.7%

95.9%

99.3%

97.9%

98.0%

97.5%

The classification improvement with decision fusion is illustrated in Figure 7.4.
Figure 7.4(a) shows the classification result when 6 bands being selected by MEAC-PSO.
Compared with Figure 2.3, there were some misclassifications among roof, trail, and road
pixels. Figure 7.4(b) is the MS segmentation map. We can see that roof regions were
clustered into different groups with large homogeneous areas being segmented out.
Figure 7.4(c) is the MV-based decision by fusing the results in Figure 7.4(a) and Figure
7.4(b). In Figure 7.4(c), the roof areas became smoother and many roof pixels
misclassified to trail or road previously were corrected now. The salt-and-pepper noise in
road, grass, tree, and shadow areas were smoothed out.
Table 7.1 lists the average accuracy (AA), overall accuracy (OA), and Kappa
coefficient when SVM classification maps using 6 principal components (PCs) or 6 bands
selected by MEAC-PSO were fused with MS or k-means (L1) clustering. After fusion,
the improvement on the trail, roof, and shadow classes were obvious. Using PSO-selected
bands, OA and AA were improved from 92.6% to around 96.5%; after MS fusion, they
were further improved to above 97.5%; after k-means fusion, they were as high as 98%;
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the Kappa values were increased accordingly. The improvement between PCA and PSO
counterparts were around 4%.

7.3.2

HyMap Data Experiment
Roof class in HyMap image was more spectrally homogeneous. Instead, the road

class seemed to have within-class spectral variation; it also had different spatial shapes in
different areas, which made it difficult to employ an effective spatial feature directly for
classification.
The SVM classification accuracy after band selection using MEAC criterion is
shown in Figure 7.5. PSO was better than SFS searching, SFFS searching, and PCA. The
SVM classification accuracy after band selection using JM distance maximization
criterion is shown in Figure 7.6, where PSO offered the best results. In both figures, using
band selection may not be better than using PCA if PSO was not employed. If all bands
were used for classification, the overall classification accuracy was about 88.70%; if
using LDA for dimensionality reduction, the SVM classification accuracy was about
91.59% with the 5-dimensional transformed data. Comparing these results, we can see
that JM-PSO was better than MEAC-PSO in this experiment; however, if SFS searching
strategy was adopted, JM was worse than MEAC. This means searching strategy does
play an important role in band selection performance.
When the number of selected bands is too small, e.g., less than the number of
classes (i.e., 6), classification accuracy was quite low; after the number of selected bands
was increased to 6 or 7, classification accuracy could reach the maximum; improvement
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on classification accuracy became very limited if further increasing the number of
selected bands.

Figure 7.5

The Performance of MEAC-based Band Selection in the HyMap
Experiment.

*using all bands: 88.70%; using 5-dimensional transformed data with LDA: 91.59%
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Figure 7.6

The Performance of JM-based Band Selection in the HyMap Experiment.

*using all bands: 88.70%; using 5-dimensional transformed data with LDA: 91.59%
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(a) SVM classification (using 6 MEAC-PSO selected bands)

(b) Mean-shift clustering

(c). fused result using (a) and (b).

Figure 7.7

Classification Map Using SVM for HYMAP Data.
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Table 7.2

Classification Accuracy from Different Methods in HyMap Experiment.
Road

Grass

svm(pca)

92.4%

98.9%

svm(pso)

94.9%

svm(pca)+ms

Shadow

Soil

Tree

Roof

OA

AA

97.2%

90.8%

96.4%

98.3%

98.1%

85.2%

96.3%

100.0%

98.1%

svm(pso)+ms

97.3%

96.0%

svm(pca)+kmeans

99.2%

svm(pso)+kmeans

96.1%

Kappa

81.4%

92.2%

92.8%

90.3%

93.9%

89.6%

93.6%

93.3%

91.9%

100.0%

97.7%

85.5%

95.2%

96.3%

94.0%

100.0%

98.7%

98.9%

100.0%

98.2%

98.5%

97.7%

99.7%

86.9%

71.7%

98.7%

81.8%

92.9%

89.7%

91.0%

96.6%

95.9%

98.1%

99.5%

98.2%

97.6%

97.4%

96.9%

For the illustration purpose, Figure 7.7(a) shows the SVM classification result
with 6 bands selected by MEAC-PSO. Misclassifications among roof, soil, road, and
shadow pixels need to be fixed. Figure 7.7(b) is the MS segmentation map, where large
homogenous areas were segmented out. However, some misclassifications were obvious.
For instance, the grass area in the upper-left corner was partitioned into different regions.
Figure 7.7(c) is the MV-based fused decision for Figure 7.7(a) and Figure 7.7(b), where
the upper left corner was corrected to be a larger vegetation area and became more
homogeneous. In Figure 7.7(a), there were many misclassifications between roof and
road; after MV fusion, misclassified road pixels and roof pixels were corrected.
Table 7.2 lists the AA, OA, and Kappa coefficient when SVM classification maps
using 6 PC (or 6 MEAC-PSO-selected bands) were fused with MS (or k-means (L1)
clustering). After fusion, the improvement on the shadow, tree, and roof classes were
obvious. Using PSO-selected bands, OA and AA were improved from 92% to above 93%;
after the fusion with MS, they were further improved to above 98%; after the fusion with
k-means, they were around 97.5%; the Kappa values were increased to 97.7% and 96.9%.
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The improvement in the single SVM was only 1%; however, after the fusion with MS or
k-means, the improvement could be more than 3%.

7.4

Conclusions
SVM has been used for urban land cover classification from high-resolution

hyperspectral imagery. However, its performance may be varied with input data
dimensionality. Instead of the widely used PCA or LDA, we demonstrate that if a small
set of bands is appropriately selected, classification accuracy can be significantly
improved. We proposed to apply PSO for band searching due to its capability in
approaching the global optimal solution. In the PSO searching, MEAC and JM are
selected as objective functions due to their good performance in our previous study in
band selection. The experimental results demonstrate that PSO can significantly improve
the performance in terms of SVM classification accuracy, compared to the SFS and SFFS
searching strategies.
Since we deal with high-resolution hyperspectral imagery, trivial within-class
variation may result in over-classification in spectrally homogeneous regions. In our
previous study, we propose a decision fusion approach for the SVM result and an
unsupervised clustering. However, the final performance is upbounded by the SVM
classification accuracy. Using PSO-selected bands for SVM, the fusion result can be
significantly improved, and the improvement level can be much larger than that in a
single SVM.
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CHAPTER VIII
CONCLUSIONS AND FUTURE WORK
8.1

Conclusions
In this dissertation, several dimensionality reduction algorithms for hyperspectral

imagery are developed. They have been successfully applied to different kinds of
hyperspectral datasets, including those with coarse or fine spatial resolutions, and those
for mineral sites or urban environments.
In Chapter III, unsupervised band selection based on our newly developed
similarity metric is developed. It combines the SFS searching with iterative band error
prediction to form a fast but effective solution. The data pre-whitening procedure can
significantly improve the performance. In Chapter IV, class-signature-based supervised
band selection was proposed to solve the computational issue of the existing supervised
methods. Unlike these methods usually conducting classification with training samples
for band selection, our methods use class signatures only; the proposed metric, called
MEAC, is very simple and easy to compute.
In Chapter V, we combined the class-signature-related idea in the supervised
method with the traditional unsupervised clustering technique for a semi-supervised
clustering approach. It significantly reduces computational complexity while maintaining
the quality of the produced small-size data. To utilize the modern computational facilities,
parallel implementations for our methods were discussed in Chapter VI. Several cost
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saving strategies were proposed. Our implementations are focused on recently emerging
GPU due to its portability and energy efficiency. In Chapter VII, band selection results
were used for urban land cover classification. It is to show that band selection can
improve data analysis performance even when an algorithm is applicable to the original
high-dimensional data. In particular, the PSO-based searching strategy can further
enhance the performance of the developed band selection algorithms, resulting in even
higher classification accuracy.

8.2

Future Work
As demonstrated in Chapter VII, PSO is a better searching strategy than SFS and

SFFS. However, it is extremely time-consuming. Parallel implementation for PSO will be
investigated in the future work. SFFS generally can provide a better band subset than SFS
with increased computational cost. Thus, a hybrid SFS and SFFS searching will be
developed to achieve the balance.
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