Abstract. The notion of using computational methods for evaluating cognitive stimulation therapy (CST) based on the synchronized recording of photoplethysmographic (PPG) signals of care-givers and participants offers an objective and cost-effective analysis in health care to improve the patient's quality of life. While computer models are promising as a useful tool for such a purpose, a question of interest is how the model reliability, which is the degree to which an assessment tool produces stable and consistent results, can be established. This paper addresses this issue with the application of dynamic-time warping and resampling to measure the performance of two PPG features known as the largest Lyapunov exponent and linear predictive coding, which have been applied for studying the efficacy of CST. The potential success of this computerized evaluation can be a precursor to the development of a personalized e-therapy system that operates on mobile devices.
wireless-communication-based health systems that can remotely provide constant care and treatment to patients are being accepted as the way to do with future healthcare [3, 4] .
Several therapeutic interventions have been developed to work directly with people with dementia on an individual or group basis, and also indirectly with family and social-care professionals to improve communication and quality of life for people suffering from the cognitive decline [5] . In fact, skills needed for effective communication with people with dementia have been explored, and include factors that influence the communication process and therapeutic relationships between nurses and patients [6] . Communication in the form of encouraging talking, body language, physical contact, and active listening is thought to be fundamental to the provision of good dementia care. Furthermore, symptoms of depression and anxiety are common in people with dementia and mild cognitive impairment. Although treatment of these symptoms is widely recommended in guidelines, the best way to carry out the treatment is still not clear. While drugs are thought to have limited effectiveness in this context and may involve the risk of side effects, psychological treatments can be applied as an alternative to improve the mental wellbeing and cognitive function of people with cognitive impairment [7] .
While traditional cognitive training interventions are delivered by humans, a recent review concluded that computer-based cognitive interventions are comparable or better than paper-and-pencil cognitive training approaches [8] . This review suggests that the utilization of computerized technology offers an effective and labor-saving method for improving and maintaining the quality of life and confidence of the individual with age-related impairment in cognitive function. In general, cognitive stimulation therapy is found to be less expensive than usual care with respect to benefits in cognition and quality of life. There is also evidence showing that cognitive stimulation therapy (CST) can be more cost-saving than dementia medication (http://www.cstdementia.com/page/cost-effectiveness). Because the evaluation of the cost-effectiveness of psychosocial interventions in dementia is becoming increasingly important, assessing the efficacy of CST can even further contribute to the cost effectiveness.
Based on the motivation of the importance of the use of CST for mental health, photoplethysmograph (PPG) was applied for the pattern analysis of short-term effects on efficacy in a caregiver on the daily provision of therapeutic treatment to aging people with dementia using the feature vectors of the largest Lyapunov exponent (LLE) values and spectral distortion. PPG is an optically obtained plethysmogram as a volumetric measurement of an organ, often obtained by using a pulse oximeter which illuminates the skin and measures changes in light absorption [9] . A pulse oximeter monitors the perfusion of blood to the microvascular layer of the tissue of the skin into which infrared light is emitted [10] . PPG technology has been pervasive as a low-cost, non-invasive, and flexible tool for physiological analysis in medicine and health, such as cardiology [11, 12] , paediatric intensive care [13] , hypertension [14] , and depression [15] . In particular, wearable devices of photoplethysmographic sensors have been pro-gressively developed [16, 17] , making the PPG technology more atractive for its applications in telemedicine and e-health. Recent reports indicate that the use of PPG is rapidly attracting attention from the biomedical research community and industry, because it can be practically utilized to measure cardiac activity with a color camera [18] .
Our recent work [19] attempted to synchronize the measurements of PPG signals of the care-giver and participants with dementia during the CST session. To generate control samples for comparison, the PPG signals of the participants before and after the therapy were also recorded. The influence of the CST therapy over the participants were analyzed using the methods of spectral distortion measures and phylogenetic tree reconstruction. However, given the outcome obtained from the PPG-based pattern analysis, a question of interest is: How reliable are the analysis results since they are difficult to be validated by human response? This is the motivation of the present study that presents the application of the dynamic time-warping (DTW) and resampling for establishing the uncertainty of the computerized assessment of CST efficacy. With the availability of wearable wireless PPG sensors [20] , the potential applications and validation of the PPG technology to CST are expected to offer a low-cost computer-aided healthcare and treatment to patients on a model that is tailored to the individual patient by selecting appropriate and optimal therapies based on the effective influence of the professional over the patient's mental content.
The rest of this paper is organized as follows. Section II presents the feature extraction of PPG signals, including the largest Lyapunov exponent and linear predictive coding. These features have been found useful for classification of mental subjects using finger PPG [15, 19] . Section III describes the framework of DTW, which can be applied to compare the similarity between the PPGbased feature vectors of the care-giver and participants to establish the model assessment. Experimental results are presented and discussed in Section IV. Finally, Section V is the conclusion of the research findings.
Feature Extraction of PPG Signals

Largest Lyapunov exponent
Given a time series or sequence of length N , the first step is to reconstruct the phase space of the dynamical system using the time-delay method [21] . Let m and L be the embedding dimension and time delay (lag). The reconstructed phase space can be expressed in matrix form as
where
which is the state of the system at discrete time i.
where |j − j * | > M P where M P is the mean period which is the reciprocal of the mean frequency of the power spectrum.
The basic idea is that the LLE (λ 1 ) for a dynamical system can be defined as [22] d(t) = c e λ1t (3) where d(t) is the average divergence of two randomly chosen initial conditions at time t, and c is a constant that normalizes the initial separation between neighboring points.
By the definition given in Eq. (3), the j pair of nearest neighbors can be assumed to diverge at a rate measured by λ 1 as follows:
where d j (i) is the distance between the j pair of nearest neighbors after i discretetime steps which is i∆t, ∆t is the sampling period of the time series, and c j is the initial separation between two neighboring points.
Taking the logarithm of both sides of Eq. (4), giving
where (5) gives a set of approximately parallel curves, one for each j (j = 1, . . . , M ). If these curves are approximately linear, their slopes represent the LLE (λ 1 ). The LLE can be computed as the slope of a straight-line fit to the average logarithmic divergence curve defined by
where < · > j denotes the average over all values of j.
Linear Predictive Coding
Let x(n) be a value of a sequence at time n. The estimate of x(n), denoted bŷ x(n), can be calculated as a linear combination of the past p samples of the sequence, which can be expressed as [23] 
where the terms {a k } are called the linear prediction coefficients.
The prediction error e(n) between the observed value x(n) and the predicted valuex(n) can be defined as
The prediction coefficients {a k } can be optimally determined by minimizing the sum of squared errors
To solve (9) for the prediction coefficients, we differentiate E with respect to eack a k and equate the result to zero:
The result is a set of p linear equations
where r(m) is the autocorrelation of x(n), that is
Equation (11) can be expressed in matrix form as
where R is a p × p autocorrelation matrix, r is a p × 1 autocorrelation vector, and a is a p × 1 vector of prediction coefficients. Hence
The cepstral coefficients can be directly derived from the LPC parameters using the following recursive procedure [23] 
where G is the LPC gain, whose squared term is given as [24] 
Spectral distortion measures are designed to compute the dissimilarity or distance between two (power) spectra [25] (the power spectrum of a signal describes how the variance of the data is distributed over the frequency components into which the signal may be decomposed, and the most common way of generating a power spectrum is by using a discrete Fourier transform) of the two feature vectors, originally developed for comparison of speech patterns [23] . Two methods of spectral-distortion measures were used in this study, based on their popular applications in signal processing: Itakura distortion (ID), and log spectral distortion (LSD) [23] .
Consider two signals S and S ′ , and their two spectral representations S(ω) and S ′ (ω), respectively, where ω is normalized frequency ranging from −π to π. The Itakura-Saito distortion (ISD) between S and S ′ is defined as [26] 
ISD(S, S
where σ and a i , i = 1, . . . , p, are the gain and ith linear-predictive-coding coefficients of the pth-order LPC model [23] , respectively (in digital signal processing, linear prediction is often called linear predictive coding (LPC) that estimates future values of a discrete-time signal as a linear function of previous samples, used for representing the spectral envelope of a digital signal in a compressed form).
ID(S, S
|A ′ (ω)| 2 are two LPC spectra of two given autoregressive models of S(ω) and S ′ (ω), respectively. The distortion defined in Eq. (21) is known as the Itakura distortion. It is also known as the log-likelihood ratio distortion or the gained-optimized ItakuraSaito distortion that can be derived as follows [27, 28] :
where σ ′2 is the prediction error of S ′ produced by the linear predictive coding (LPC) [23] , a is the vector of LPC coefficients of S, R ′ the LPC autocorrelation matrix of S ′ . It is shown that ID(S, S ′ ) ̸ = ID(S ′ , S), hence to make the measure symmetrical, a natural expression of its symmetrized version, denoted as
The log spectral distortion distance (LSD) between two signals S and S ′ is defined as [23] 
LSD(S, S
where m=1 gives the mean absolute log spectral distortion, m=2 defines the root-mean-square log spectral distortion that has been widely applied in speech signal processing and also used in this study, when m approaches ∞ Eq. (24) reduces to the peak log spectral distortion, and V (ω) is the difference between the two spectra S(ω) and S ′ (ω) on a log magnitude versus frequency scale and defined by
Dynamic-Time Warping Analysis of PPG-based Features
Dynamic-time warping (DTW) is often used as a method for pattern comparison in time series [23, 29, 30] . Based on the principle of dynamic programming, DTW attempts to optimally align time series by stretching or compressing the reference and test patterns so that the accumulative distance of the DTW path is minimized. More specifically, let F be a feature space, and also let R = (r 1 , r 
(step-size constraints).
To compare the similarity between two feature vectors R and T , it is necessary to define a local cost function or local distance measure δ(r n , t m ), such that δ : F × F → R ≥ 0. The smaller δ(r n , t m ) is, the more similar r n and t m are to each other. DTW searches for a similarity between the reference and test feature vectors to identify the optimal warping path, denoted as W * , that has the minimal total distance (cost) over all possible warping paths:
In dynamic programming, an optimization that can be used for solving certain problems requiring sequential decisions that must be made at various stages. The formulation of a dynamic programming problem needs a stage variable, state variable, and decision variables [31] . The basic procedure of a dynamic programming approach for solving an optimization problem includes the following steps [31]:
1. Presenting the problem as a system that consists of a number of stages with associated states, and a decision that needs to be made at each stage. 2. The decision made at one stage affects the state of the system at the next stage. 3. Starting at the last stage, a one-stage subproblem can be solved giving the optimal decisions for each state in the final stage. 4. Finally, using recursive relations that allow the solution of the one-stage subproblem to be used to find solutions to larger and larger subproblems with the final subproblem being the original problem.
To reduce the search space involving the numbers of stages and states, some restrictions are necessary to identify possible warping paths in an efficient way. These restrictions are outlined as follows. Based on the dynamic programming formulation, the cummulative distance for each point of a warping path, denoted as γ(n k , m k ), is computed using the following backward recursive relation:
Similarly, the optimal warping path W * can be found by tracing backward the index order, selecting the point with the lowest accumulative distance. Starting with the endpoint w * K = (N, M ) of which accumulative distance is minimum, the back-tracking algorithm for finding the optimal warping path is described as follows.
Experiments
The PPG data of 18 elderly participants were used in this study, and orginally described in [19] . These participants were clinically diagnosed with dementia. The qualified middle-age care-giver was familiar with the daily living activities of the participants. The participants' pulses of the index finger of the left hand were measured with a PPG sensor connected to a personal computer for 3 minutes before the therapeutic session, 3 minutes during the one-on-one session with the care-giver whose left-finger pulse waves were also recorded at the same time as each of the participants, and 3 minutes after the session. The PPG measurements of the participants before and after the session were designed to be used as the control signals to study the influence of the care-giver over the participants during the cognitive stimulation therapy. The therapeutic conversation mainly includes questions about the participants' feelings, physical condition, what they had done before the measurement, hobbies, family, friends, and memories of the past. The cognitive stimulation therapy between the care-giver and elderly participants involved conversation only (without touching) by engaging the participants in talking about topics of relevance to them.
The PPG signals were detrended and smoothed by using the Savitzky-Golay filter [32] . The preprocessed PPG data of the care-giver and participants with dementia, which were synchronously recorded, were used to calculate the corresponding LLE-based and LPC-based features before, during and after the therapeutic session. Figure 1 shows segments of typical pre-processed PPG signals of the care-giver and a participant. The dissimilarity matrices of the PPG data between the care-giver and the participants obtained from the LLE-based feature using the Euclidean distance, and LPC-based using the distortion measures were then used to construct the "phylogenetic" trees with the UPGMA algorithm [33] . Figures 2 and 3 show two typical trees of the synchronized PPG data of two participants and the care-giver, in which the terms Care-giver, Before care, During care, and After care in the tree nodes denote the care-giver, the participated individual before, during, and after the therapeutic session, respectively. The topologies of the trees shown in Figures 2 and 3 suggest effective results of the CST because the care-giver and the participant during care are in the same node. Figures 4 and 4 show two typical trees of the synchronized PPG data of other two participants and the care-giver, suggesting ineffective CST sessions because the care-giver and the participant during care are not grouped in the same node.
The DTW was used to evaluate the reliability of the trees obtained from the ID and LLE based measures of similarity. The global constraint region (warping window) adopted in this study is the Itakura parallelogram [27] . For the (local) sloping constraint, the equally weighted conditions (w H , w V , w D ) = (1,1,1) are used, which reduces to classical DTW in which alignment in the diagonal direction (cost of one) is preferred to the horizontal and vertical directions (cost of two). The end points of the feature vectors were considered given a priori, and the temporal variations of the path were located within the range defined by 2 . Synchronized cognitive stimulation communication, which is considered to be effective as the care-giver and participant "during care" are from the same node (sister groups), while "Before care" and "After care" are the outgroups to the care-giver and "during care". Fig. 3 . Synchronized cognitive stimulation communication, which is considered to be effective as the care-giver and participant "during care" are from the same node (sister groups), while "Before care" and "After care" are the sister groups and outgroups to the care-giver and "during care". the end points. The Euclidean distance was used to calculate the cost for the transitions where no cost is imposed on the transitions to a specific node. This Euclidean-based cost function fully depends on the feature vectors corresponding to the respective node. Detailed descriptions of these constraints can be found in [23, 34] .
To assess the robustness of the LLE and spectral features, the vectors of LPC coefficients (used for calculating ID and LSD), and vectors of LLEs were used for DTW-based template matching, respectively. The lengths of the LPC coefficients are 16, 20, 24, and 28; and the length of the LLE vectors are 103. The idea is to compare a randomly generated vector that is of the same length of the feature vector of the care-giver with the feature vectors of the care-giver and during care. Using the DTW, the calculated similarity of the feature vectors of the care-giver and during care must be smallest among other pair-wise similarity measures associated with the random vector. To establish statistics for the uncertainty of the quantity of the reliability evaluation of the feature vectors, the bootstrap resampling [35] was employed. Bootstrap methods are often used as a general tool for assessing statistical accuracy of the performance of a learning model, and can provide a measure of the quality of the selected model [36] . The bootstrap procedure involves choosing random feature vectors with replacement from a sample feature vector and analyzing each sample the same way. Sampling with replacement means that each observation is selected separately at random from the original feature space. So a particular data point from the original feature space could appear multiple times in a given bootstrap vector. The number of elements in each bootstrap vector equals the number of elements in the original feature vector of the care-giver. The bootstrap was used to resample the LPC and LLE vectors 100 times. Through the resampling analysis, the average reliability of using the LPC for computing the ID, LSD, and LLE for calculating the Euclidean distance for the construction of the phylogenetic trees was found to be 100%, 100%, and 18%, respectively. The results suggest that the use of the spectral distortion for CST assessment is obviously robust and preferred to the LLE-based Euclidean distance. Some reasons for the robust performance of the LPC-based measures of signal similarity are that, firstly the LPC coefficients are derived by taking an advantage of a high correlation between adjacent samples, such as the PPG signals studied herein; secondly LPC coefficients are mathematically presented in sequential order, which is sensitive to random vectors. The LLE values are computed as scalars. These two categories can be distinguished from one another by their distinct definitions: scalars are quantities that are described by a magnitude (or numerical value) alone, while vectors are quantities that are expressed by both a magnitude and a direction.
Another important finding of the assessment of computer models for cognitive stimulation therapy is that as a single computational method for feature extraction of PPG signals rarely exists, the establishment of the reliability of different learning models can equivalently constitute to the construction of the degrees of importance of the models. These are esstential parameters for model or information fusion for solving problems in many applications, by which results can be improved [19, 38, 39] .
Conclusion
The application of dynamic-time warping and bootstrapping for assessing the performance of the LLE and LPC features for the evaluation of cognitive stimulation therapy for people with dementia have been presented and discussed. The performance the LPC feature is more robust than the LLE, and shown to be consistent with the use of two different distortion measures. This pilot research is useful for establishing the reliability of computerized methods in health informatics, and assisting researhers in cognitive stimulation therapy to quickly validate hypotheses that would benefit the quality of life of people with cognitive disorders [40] .
