Abstract. Let A be a finite set of relatively prime positive integers, and let S(A) be the set of all nonnegative integral linear combinations of elements of A. The set S(A) is a semigroup that contains all sufficiently large integers. The largest integer not in S(A) is the Frobenius number of A, and the number of positive integers not in S(A) is the genus of A. Sharp and Sylvester proved in 1884 that the Frobenius number of the set A = {a, b} is ab − a − b, and that the genus of A is (a − 1)(b − 1)/2. Graded rings and a simple form of Hilbert's syzygy theorem are used to give a commutative algebra proof of this result.
The linear diophantine problem of Frobenius
Let N 0 be the additive semigroup of nonnegative integers. A numerical semigroup is a subsemigroup S of N 0 that contains 0 and contains all sufficiently large integers. Theorem 1. Let A = {a 1 , . . . , a k } be a finite set of positive integers with card(A) = k ≥ 2, and let gcd(A) denote the greatest common divisor of the integers in A. The set
a i r i : r i ∈ N 0 for all i ∈ {1, 2, . . . , k} is a numerical semigroup if and only if gcd(A) = 1. For each i ∈ {1, . . . , k − 1}, there exists r i ∈ {0, 1, 2, . . . , a k − 1} such that s i ≡ r i (mod a k ) and so
Proof. The set S(A) is a semigroup because it contains 0 and is closed under addition. Every integer in S(A) is divisible by gcd(A). If S(A)
There is an integer r k such that
If n ≥ (a k − 1) k−1 i=1 a i , then r k ≥ 0, and n = k i=1 a i r i is a representation of n as a nonnegative integral linear combination of the elements of the A. This completes the proof.
Let A be a finite set of positive integers with gcd(A) = 1. The Frobenius number of A is the largest integer F (A) not contained in S(A). The proof of Theorem 1 shows that
The elements of the finite set N 0 \ S(A) = {0, 1, 2, . . . , F (A)} \ S(A) are called the gaps of S(A). The genus of A, denoted G(A), is the number of gaps of S(A). Because S(A) is closed under addition and F (A) / ∈ S(A), it follows that if n ∈ S(A), then F (A) − n / ∈ S(A). Therefore, S(A) contains at most one element of the set {n, F (A) − n} for all n ∈ {0, 1, 2, . . . , F (A)}, and so G(A) ≥ (F (A) + 1)/2. The numerical semigroup S(A) is symmetric if n / ∈ S(A) implies F (A) − n ∈ S(A). The linear diophantine problem of Frobenius is to compute the integer F (A). In 1884, Sylvester [14] and Sharp [12] proved that the set A = {a, b} has Frobenius number F (a, b) = ab − a − b and genus G(a, b) = (a − 1)(b − 1)/2.
For sets A with |A| ≥ 3, the problem is still unsolved and mysterious. Indeed, there is no explicit solution to the Frobenius problem even for sets A with |A| = 3. Methods from number theory, analysis, geometry, probability, and algebraic geometry have produced many partial results. Some of this is described in a monograph by Ramirez-Alfonsin [10] , and there is much recent work (for example, Aliev-Henk [1] , Arnold [2, 3] , Bourgain-Sinai [4] , Fel [6, 7] , Fukshansky-Robins [8] , Marklof [9] , Schmidt [11] , and Strömbergsson [13] ).
In this paper we show how elementary commutative algebra has been applied to obtain the Sharp-Sylvester solution to the Frobenius problem for k = 2.
The Frobenius number F (a, b)
In Section 4, we use commutative algebra (essentially, a simple form of the Hilbert syzygy theorem) to prove the following result.
Theorem 2. Let A = {a, b}, where a and b are distinct, relatively prime positive integers, and let S(A) = {ai + bj : i, j ∈ N 0 }. The generating function for the gaps of the numerical semigroup S(A) is the polynomial
This polynomial satisfies the functional equation
From Theorem 2, we need only high school algebra to deduce the Sharp-Sylvester solution of the Frobenius problem. Recall that if a d = 0 and
is a polynomial of degree d, then the reciprocal polynomial of f (t) is the polynomial
of degree at most d. For example, the degree 5 polynomial f (q) = q 5 + q 2 + q has the degree 4 reciprocal polynomialf (q) = q 4 + q 3 + 1.
Theorem 3. Let A = {a, b}, where a and b are distinct, relatively prime positive integers, and let S(A) = {ai + bj : i, j ∈ N 0 }.
(i) The Frobenius number of the set A is
(ii) The numerical semigroup S(A) is symmetric, and the genus of A is
Proof. Because gcd(a, b) = 1, at least one of the integers a and b is odd, and so (a − 1)(b − 1)/2 is an integer. The degree of the polynomial f A (q) is the Frobenius number F (A), which is the largest integer not in S(A). Equating the degrees of the polynomials on the left and right sides of identity (3) in Theorem 2, we obtain
It follows that the reciprocal polynomial of f A (q) iŝ
Consider the polynomial
The polynomials on the left and right sides of identity (3) have degree ab + 1. The reciprocal polynomial of the right side of (3) is
The reciprocal polynomial of the left side of (3) is
Therefore,
Comparing identities (3) and (6), we obtain
and so
By identity (5),
and sof A (q) = g A (q). Let
We have
Recalling formula (4) for the reciprocal polynomial, we obtain
It follows that 1 − ε F (A)−n = ε n . Equivalently,
for all n ∈ {0, 1, 2, . . . , F (A)}. Therefore, n ∈ S(A) if and only if ε n = 1 if and only if ε F (A)−n = 0 if and only if F (A) − n / ∈ S(A). Thus, the semigroup S(A)is symmetric, and the genus of A is
This completes the proof.
A division algorithm in E[x, y]
Let E be a field, and let E[t] and E[x, y] be the polynomial rings in one and two variables, respectively. Let A = {a, b}, where a and b are distinct, relatively prime positive integers, and let S(A) = {ai + bj : i, j ∈ N 0 }. Consider the ring homomorphism Φ : E[x, y] → E[t] defined by (7) Φ(x) = t a and Φ(y) = t b .
and so the kernel of Φ contains the polynomial x b − y a . We shall prove that the kernel of Φ is the principal ideal generated by x b − y a . The image of Φ is the subring of E[t] generated by the set t a , t b , and denoted Proof. Equation (8) shows that f (x, y) = x b − y a ∈ kernel(Φ). Let g ∈ kernel(Φ). Using the division algorithm to divide g(x, y) by f (x, y), we obtain polynomials q(x, y) and r 0 (y), r 1 (y), . . . , r b−1 (y) that satisfy (9) . Let Because Φ(g(x, y)) = Φ(f (x, y)) = 0, we obtain Thus, the kernel of Φ is the principal ideal generated by f (x, y). This completes the proof.
Graded rings and modules
Let R be a commutative ring with 1. The ring R is graded if it contains a sequence (R n ) ∞ n=0 of additive subgroups such that, first, as an additive abelian group, R = ∞ n=0 R n and, second, as a ring, multiplication in R satisfies (10) R m R n ⊆ R m+n for all m, n ∈ N 0 . In particular, R 0 R 0 ⊆ R 0 and 1 ∈ R 0 , and so R 0 is a ring. Similarly, for every n ∈ N 0 , we have R 0 R n ⊆ R n , and so R n is an R 0 -module. 
for all m, n ∈ N 0 . Because R 0 M n ⊆ M n , it follows that M n is an R 0 -module for all n ∈ N 0 . If f n ∈ M n for all n, and if f = ∞ n=0 f n = 0, then f n = 0 for all n. If R 0 = E is a field, then M n is a vector space over E. If M n is a finitedimensional vector space for all n, then the formal power series
Relation (10) implies that every graded ring R is also a graded R-module with M n = R n for all n ∈ N 0 .
Let R = ∞ n=0 R n be a graded ring, and let M =
and so f ∈ kernel(Φ). Therefore, K ⊆ kernel(Φ).
Conversely, if f ∈ kernel(Φ) and if f = ∞ n=0 f n with f n ∈ M n for all n, then
with ϕ n (f n ) ∈ M n , and so ϕ n (f n ) = 0. Therefore, f n ∈ kernel(ϕ n ) = K n and f ∈ K. This proves that K = kernel(Φ).
Here are some examples of graded rings and modules. Let E be a field. The polynomial ring E[t] is a vector space over E. For every n ∈ N 0 , let R n = Et n be the one-dimensional subspace of E[t] spanned by t n . The identity t m t n = t m+n implies that R m R n ⊆ R m+n , and so E[t] = ∞ n=0 R n is a graded ring with dim(R n ) = 1 for all n. As a graded E[t]-module, the Hilbert series for E[t] is
Let a and b be distinct, relatively prime positive integers, and let S(A) = {ai+bj : i, j ∈ N 0 }. Consider the ring E[t a , t b ]. As a vector space over E, a basis for E[t a , t b ] is the set of monomials
Thus, dim(R n ) = 1 if n ∈ S(A) and dim(R n ) = 0 if n / ∈ S(A). Note that R 0 = E because 0 ∈ S(A). As a graded E[t a , t b ]-module, the Hilbert series for
where f A (q) is the polynomial defined by (2) . A ring can be graded in many ways. For example, in the polynomial ring E[x, y], the degree of the monomial x i y j is i + j. If R n is the vector subspace of E[x, y] generated by the set of monomials of degree n, that is, by the set {x n , x n−1 y, x n−2 y 2 , . . . , y n }, then R n is an E-vector space of dimension n + 1, and E[x, y] = ∞ n=0 R n is a graded ring. With this grading by degree, as an E[x, y]-module, the Hilbert series for the polynomial ring E[x, y] is
For the Frobenius problem, we use a different grading of E[x, y]. Let E n be the vector subspace of E[x, y] generated by the set of monomials
The number of monomials in this set is exactly p a,b (n), which is the number of partitions of n into parts a and b. Euler observed that the generating function for this partition function is the formal power series
.
This implies that E m E n ⊆ E m+n and so E[x, y] = ∞ n=0 E n is a graded ring. Because ai + bj = 0 if and only if i = j = 0, we have E 0 = E, and so E n is a vector space over the field E with dim(E n ) = p a,b (n). With this "Frobenius grading,", the Hilbert series for E[x, y] is
R n , with R n defined by (11) . We define a "multiplication"
as follows: xt n = t a+n and yt n = t b+n for all n ∈ S(A). Thus, if x i y j ∈ E m and n ∈ S(A), then ai + bj = m and x i y j t n = t ai+bj+n = t m+n . Therefore, E m R n ⊆ R m+n for all m, n ∈ N 0 , and
defined by Φ(x) = t a and Φ(y) = t b is a surjective ring homomorphism. Theorem 4 states that K = kernel(Φ) is the principal ideal of E[x, y] generated by the polynomial f = f (x, y) = x b − y a ∈ E ab . Thus, the kernel of Φ is the graded ring
where E n−ab f ⊆ E n and
For all x i y j ∈ E m , we have ai + bj = m and 
The final equation comes from (12 . The restriction of Φ to E n is the linear transformation ϕ : E n → R n , where R n = 0 if and only if n ∈ S(A). If n ∈ S(A), then there exist nonnegative integers i and j such that n = ai + bj. Because x i y j ∈ E n and ϕ n (x i y j ) = t ai+bj = t n , it follows that ϕ n is surjective for all n ∈ N 0 . The kernel of ϕ n is K n . By the rank-nullity theorem in linear algebra, (13) dim(E n ) = dim(R n ) + dim(K n ).
Multiplying this equation by q n and summing over n, we obtain the following Hilbert series identity:
Equivalently,
and so (q a − 1)(q b − 1)((q − 1)f A (q) + 1) = (q − 1)(q ab − 1).
This completes the proof of Theorem 2.
