In directed model checking, the traversal of the state space is guided by an estimate of the distance from the current state to the nearest error state. This paper presents a distance-preserving abstraction for concurrent systems that allows one to compute an interesting estimate of the error distance without hitting the state explosion problem. Our experiments show a dramatic reduction both in the number of states explored by the model checker and in the total runtime.
Introduction
The number of states of a concurrent system is exponential in the number of its components. This fundamental state explosion problem raises a complexity-theoretic barrier for all algorithmic methods based on state space traversal. As a consequence, it will always be interesting to investigate new approaches to circumvent the problem at least in particular situations. Directed model checking is one such approach that has received a lot of attention recently [1, 2, 4, 7, 10, 13, 17, 20] . The idea is to automatically compute an estimate of the error distance, which is the minimal number of steps between a given state and some error state. The state space traversal is then guided ("directed") by the estimate. In some situations, the benefit obtained from the guidance drastically K. Dräger (B) · B. Finkbeiner Universität des Saarlandes, Saarbrücken, Germany e-mail: draeger@cs.uni-sb.de B. Finkbeiner · A. Podelski Max-Planck-Institut für Informatik, Saarbrücken, Germany outweighs the cost of the computation of the estimate; for success stories, we refer to [1, 2, 4, 7, 10, 13, 17, 20] .
When we apply directed model checking to concurrent systems, the basic research question is: how can one compute an interesting estimate of the error distance without hitting the state explosion problem?
A natural idea is to compute an appropriate abstraction of the concurrent system and to base the estimate of the error distance between concrete states on the error distance between corresponding abstract states. We must make clear, however, what appropriate here means. We are not in a setting where the state space traversal is performed over abstract states and where the abstraction of a state aims at preserving the reachability vs. non-reachability of an error state. Instead, the state space traversal is performed over concrete states and the abstraction of a state aims at preserving the distance to an error state (we call it a "distance-preserving abstraction").
The contribution of this paper is a distance-preserving abstraction for concurrent systems that allows one to compute an interesting estimate of the error distance without hitting the state explosion problem. The definition of the abstraction originates from insights into the interplay between the impact of an action-based synchronization mechanism on the error distance in concurrent systems on the one hand and the use of estimated error distances during the state space traversal on the other hand.
We have implemented the directed model checking method with the distance-preserving abstraction. Our experiments indicate the usefulness of the estimate for a number of concurrent systems. We obtain a significant reduction both in the number of states explored and in the total running time, compared to directed model checking with an already existing estimate function that does not take into account synchronization. 
Preliminaries

Notation
We verify safety properties over concurrent finite-state systems that are given as a finite set of processes P. A process is a tuple (Σ, Q, Q 0 , Q e , →) where Σ is a finite alphabet of observable actions, Q is a finite set of states including the initial states Q 0 ⊆ Q and error states Q e ⊆ Q, and → ⊆ Q × (Σ ∪ {τ }) × Q is a transition relation, where τ represents an unobservable internal action not in Σ. A transition ( p, a, p ) ∈ → is denoted by p a → p . Figure 1 shows a simple example system consisting of three processes P, Q, and R. Error states are shown as nodes with double edges.
An error occurs if all processes are in one of their error states Q e . Often, one of the processes acts as the monitor for the safety property, in which case all other processes have the trivial error condition Q e = Q.
The error distance d P (q) ∈ N ∪ {∞} of a state q in a process P is the length of a shortest path from q to an error state (or ∞ if no such path exists).
For the sake of simplicity, we use a model of synchronization where each observable action is shared by exactly two processes in P. Consider processes
synchronizes the two processes on their common action sym-
Since parallel composition is associative and commutative, we do not distinguish systems that are composed from the same set of processes by parallel composition in different orders. We denote the parallel composition of a set of processes P = {P 1 , . . . , P k } by P∈P P = P 1 . . . P k . In directed model checking [4] , the open list is organized as a priority queue ordered by a function h(q), which indicates the desirability of exploring a state q, usually based on an estimate f (q) of d P (q). The best-known directed traversal algorithms are best-first traversal, where h(q) = f (q), and A*, where h(q) is the sum of f (q) and the length of the shortest (currently known) path from an initial state to q. The advantage of A* is that it finds shortest error traces if the estimate function is admissible, which means it never overestimates d P (q). Typically, however, best-first traversal is faster than A*. An even stronger property than admissibility is consistency. An estimate function f is consistent if, for every state q and every successor q of q, f (q) ≤ f (q ) + 1. Consistent estimate functions improve the performance of the A* algorithm, because it is never necessary to reopen states. In general, a state q has to be put back on the open list if it is encountered again on a shorter path from the initial state. If the estimate function is consistent, we always find the shortest path first. Every consistent estimate is also admissible [16] .
Our estimate function is based on an abstraction of the system. We define the abstraction of a process as the quotient with respect to an equivalence relation on the states. The quotient of a process P = (Σ, Q, Q 0 , Q e , →) with respect to an equivalence relation ∼ ⊆ Q × Q is the process
where [q] ∼ denotes the equivalence class of a state q ∈ Q with respect to ∼, and Q/∼ = {[q] ∼ | q ∈ Q} denotes the quotient set. Every abstraction P/∼ induces a consistent esti- [16] .
A motivating example
We motivate our abstraction mechanism and the resulting estimate function with the simple example system consisting of the three processes shown in Fig. 1 . Processes P 1 and P 2 synchronize on the joint action symbol a, processes 4 Parallel composition A||P 3 of the abstraction A of P 1 ||P 2 and process P 3 . Each state is annotated with the distance d to the error state a 0 r 3 P 1 and P 3 on b, and processes P 2 and P 3 on c. The system P 1 ||P 2 ||P 3 has the error state p 3 q 3 r 3 , which can be reached on the following (shortest) error path:
We compute the abstraction in a preprocessing step before the model checking begins. To avoid constructing the full state space of P 1 ||P 2 ||P 3 , we already abstract the partially composed system P 1 ||P 2 into a process A, which is then composed with the remaining process P 3 .
In Fig. 2 , the states of P 1 ||P 2 are annotated with the distance to the error state p 3 q 3 : in addition to the error state p 3 q 3 with distance d=0, there are four states with distance d=1 and three states with distance d=2. We use this information to select the states of P 1 ||P 2 that are identified by the abstraction. Figure 3 shows an abstraction with just three states, one for each error distance. Composing the abstraction A with the remaining process P 3 , we obtain the abstraction of the complete system shown in Fig. 4 . 
For a given state pqr of the system P 1 ||P 2 ||P 3 , we obtain an estimate of the error distance
using the following two tables: The abstraction table α A : 
During model checking, the estimate f ( pqr) of the error distance is looked up whenever a new state pqr is expanded. Figure 5 shows the search tree of best-first traversal with the priority queue ordered by f . Even though the estimate of the error distance is not always accurate ( f ( p 1 q 2 r 3 ) = 3, but there is no path from p 1 q 2 r 3 to p 3 q 3 r 3 ), it is sufficiently precise to lead the search directly to the error state.
Computing the abstract system
We now discuss the abstraction mechanism in more detail. To avoid constructing the state space of the parallel product of all processes, each composition of two processes is directly followed by an abstraction step.
Procedure AbstractSystem, shown as Algorithm 2, implements this "compose-and-abstract" loop. For now, we ignore the question how the abstraction of a process is computed (we discuss procedure AbstractProcess in Sect. 5) as well as the question in which order the processes are composed: algorithm AbstractSystem is parameterized by the composition strategy, a function S that selects a pair of two different processes from a set of processes. We discuss the composition strategy in Sect. 6.
Algorithm: AbstractSystem
Input: concrete system, given as a finite set of processes P = {P 1 , . . . , P n } Output:
• abstract system, given as a single process A
• mapping from concrete to abstract states:
Algorithm 2: Procedure AbstractSystem computes an abstract system for a given concrete system.
AbstractSystem maintains a set of processes P , which is initially equal to the given set of processes P and is eventually reduced to a two-process set {P, P }, which defines the abstract process A = P||P . Associated with each process P in P is the function α P : P∈P Q P → (Q P ∪ {⊥}), which maps each concrete state q either to its abstraction in process P or to ⊥ if q is irrelevant. For the processes in P, α P is initialized with the projection to the respective component of the product states.
In each iteration of the "compose-and-abstract" loop, two processes P and P are selected from the current set P by the composition strategy S. Their parallel composition P P is computed explicitly and then used as input for AbstractProcess, which returns a pair consisting of an abstraction C and a corresponding abstraction map γ : Q P P → Q C ∪⊥. In the new process set P , process C replaces P and P .
Associated with C is the new mapping α C , which combines the mapping γ provided by AbstractProcess with the mappings α P , α P associated with P and P . This abstraction function is thus represented as a tree of binary functions, which takes O(|P| N 2 ) space, where N is the maximum number of states in an intermediate abstraction.
The results of AbstractSystem are the single abstract process A and the function α, which maps concrete states to abstract states or ⊥. From these we derive the estimate function
Since the mapping α induces an equivalence on the states of the concrete system ( p ∼ q ⇔ α( p) = α(q)), this estimate function is consistent for any choice of process abstraction and composition strategy.
Computing abstract processes
How can we ensure that the error distance of the abstract state provides a good estimate for the error distance of the concrete state? In the motivating example of Sect. 3, we represented each set of concrete states with the same error distance by a single representative. While this preserves the error distance in the immediate abstraction, it changes the synchronization behavior of the process. This, in turn, changes the error distance in the next iteration of the "compose-and-abstract" loop, when the abstracted process is composed with some other process. The straightforward solution of this problem, to identify only bisimilar states and thus preserve the synchronization behavior of the process, generally does not sufficiently reduce the state space.
Our approach draws from both ideas. We fix a bound N on the maximal number of states in the abstraction. Within this bound, our first priority is to ensure that only states with the same error distance are identified, and our second priority is to preserve the synchronization behavior.
Procedure AbstractProcess is shown as Algorithm 3. As part of the initialization, AbstractProcess prunes irrelevant states. Process P contains only states that are both reachable and have paths to some error state. The computation of the equivalence relation ∼ starts with the equivalence that identifies two states iff they have the same error distance. During the entire run of the procedure, we only consider refinements of this equivalence. We therefore partition the states into buckets B 0 , . . . , B N −1 according to their error distance and consider a separate equivalence relation
The subsequent loop refines ∼ until a fixpoint is reached. For each relation R i , we tentatively split the equivalence classes in R i according to the equivalence classes of their successors in ∼. If the refined equivalence R * i does not increase the total number of equivalence classes beyond the bound N , we refine ∼ according to R * i . The buckets are considered in the order of increasing error distance, starting with B 0 . This choice is based on the intuition that paths from states with high error distance traverse states with lower error distance on their way to the error state. Inaccuracies introduced for states with high error distance are therefore likely to affect fewer states than inaccuracies introduced for states with low error distance.
Algorithm: AbstractProcess
Input: concrete process P = (Σ, Q, Q 0 , Q e , →) Output: • abstract process A,
Algorithm 3: Procedure AbstractProcess computes an abstract process for a given concrete process.
When the fixpoint is reached (after at most N iterations of the refinement loop), the abstraction is computed as the quotient P /∼. The function γ maps each relevant concrete state q to its equivalence class [q] ∼ .
Experiments Figure 6 compares the preference for splitting classes near the error as in AbstractProcess to an alternative solution that considers buckets with high error distance first. The advantage of AbstractProcess is especially clear in systems with long error paths, such as the Towers of Hanoi example described in Sect. 7. Figure 6 is based on data from the Towers of Hanoi benchmark with three disks. The graph shows the average difference between estimated and actual error distance over all states with the same actual error distance in percent of the actual error distance. The estimate obtained with AbstractProcess is significantly more accurate than the estimate obtained by considering buckets with high error distance first. Both estimate functions have an area around the error states with perfect precision, but the area of the estimate obtained with AbstractProcess is twice as average relative error(%) actual error distance low error distance first high error distance first Fig. 6 Comparison of procedure AbstractProcess with an alternative solution that considers buckets with high error distance first. The graph shows the average difference between estimated and actual error distance over all states with the same actual error distance in percent of the actual error distance (data from the Towers of Hanoi benchmark with three disks and a bound of 40 states) large, resulting in a perfectly informed estimate at error distance 9, where the alternative solution already reaches its peak imprecision of 57%.
The composition strategy
AbstractProcess is guaranteed to preserve the error distance in the immediate abstraction, but may cause changes to the error distance once the abstract process is composed with further processes. The goal of the composition strategy is to minimize the resulting inaccuracy by choosing a pair of processes such that the error distance in their parallel composition provides a good estimate of the error distance in the completely composed system.
A first observation is that in processes with trivial error condition Q e = Q, the local error distance is 0 for all states. We therefore only consider pairs of processes where at least one process has a non-trivial error condition. Among these, we choose a pair such that their joint actions occur close to error states. The result of this strategy is that we build an area close to the error states where no more synchronization is necessary to reach the error. Within this area, the local error distance accurately reflects the error distance in the completely composed system.
To implement this strategy, we introduce a ranking on the actions
A low ranking indicates that the action may be taken in close proximity of the error. We associate with each pair (P 1 , P 2 ) average relative error(%) actual error distance ranking-based default Fig. 7 Comparison of the ranking-based composition strategy with the default strategy, which composes processes in the order in which they are defined. The graph shows the average difference between estimated and actual error distance over all states with the same actual error distance in percent of the actual error distance (data from the Arbiter Tree benchmark with eight processes and a bound of 20 states) of two different processes the weight
and choose a pair of processes that minimizes this weight.
For the three processes of the example in Fig. 1 , the rankings are as follows:
The pair (P 1 , P 2 ) then has weight max{r (P 1 , a), r (P 2 , a)} = 0, while (P 1 , P 3 ) and (P 2 , P 3 ) have weight 1. The composition strategy chooses (P 1 , P 2 ). Experiments We compare the described ranking-based strategy with the default strategy that composes processes in the order in which they are defined. The advantage of the ranking-based strategy is especially clear in systems where only few processes have a non-trivial error condition. Figure 7 is based on data from the Arbiter Tree benchmark (see Sect. 7) with eight processes, where only two out of the eight processes have non-trivial error conditions. The graph shows the average difference between estimated and actual error distance over all states with the same actual error distance in percent of the actual error distance. The ranking-based strategy results in an estimate function that is roughly twice as Table 1 Experimental results: comparison of best-first traversal using our estimate function for two different bounds (N = 50 and N = 100) to best-first traversal using the FSM estimate function (FSM) and to randomized depth-first traversal (rDF) 
Experiments
Our collection of benchmarks contains standard examples for distributed systems (Arbiter Tree, Towers of Hanoi), randomly generated systems, and industrial case studies. We have implemented our algorithms in an experimental version of the model checker UPPAAL [14] .
We evaluate our estimate function both for best-first traversal (Table 1 ) and for A* (Table 2) . For each benchmark, the tables show the running time, the number of explored states, and the length of the discovered error trace. We compare our estimate function with two different bounds (N = 50 and N = 100) to randomized depth-first traversal (rDF) and directed model checking with the FSM estimate function [7] (FSM).
Our experiments were carried out on an Intel Xeon 3.06 Ghz system with 4 GByte of RAM. For all experiments, we set a time limit of 30 min. In the case of rDF, the table shows the average runtime over three runs. For some benchmarks, some but not all of these runs hit our time limit. These runs were added into the runtime average with the 30-min timeout as their runtime.
Arbiter tree The Arbiter Tree [19] establishes mutual exclusion between 2 k client processes. The processes are arranged in a binary tree of height k, where each leaf node is a client and each internal node is an arbiter that ensures mutual exclusion between its two children, passes requests and releases upward, and passes grants downward. One additional process handles the requests of the root node by immediately sending a grant upon receiving a request and then waiting for the release. The benchmarks A2-A6 contain arbiter trees of height 2-6, with an exponentially growing number of processes (A2 has 8 processes, A6 has 128). We specified mutual exclusion for one particular pair of client processes and introduced a fault in the form of an incorrect client that erroneously sends several release signals when done.
The error in a tree with 128 processes is found in approx. 1 min using a bound of 50 states. Because not all processes contribute to reaching an error state, this low bound already produces a well-informed heuristic. Using the higher bound of 100 states is expensive: since in this benchmark the length of the shortest error path is only linear in the height of the tree, computing the estimate involves composing a large number of processes with few and therefore large buckets. The more accurate estimate produced by N = 100 does, however, lead to shorter error traces.
The Towers of Hanoi Benchmarks H4-H8 model the standard problem of moving a stack of differently sized disks from one of three columns to another, with the constraints that the disks may only be moved one at a time and a disk may never be stacked on top of a smaller disk. We modeled the problem with one process for each disk. A disk can at any time send a request upwards in the hierarchy of smaller disks to check whether itself and a target column is clear of smaller disks. If it gets an "ok" signal, it moves from its current column to the target column. To find a trace that leads to the target configuration we specify the target configuration as the error condition. In this benchmark, the length of the shortest error path grows exponentially with the number of processes. This explains why the bound N = 100 performs significantly better than the bound N = 50 in the largest benchmark H8.
Randomly generated systems We obtained a further suite of benchmarks by randomly generating systems of processes. The parameters of the construction are the number of processes, the minimum and maximum number of states of the processes, and the seed for the random number generator (the Mersenne Twister [15] ). Excluded from the benchmarks are systems with no error paths and systems that contain independent subsystems, i.e., systems where the process graph, with edges between processes that have shared actions, is not connected.
Benchmarks R5-R10 each consist of 15 different randomly generated systems, with the size ranging from 5 (R5) to 10 (R10) processes. We set the number of actions to twice the number of processes, the minimum/maximum size to 3/10, and averaged the results over the 15 systems for each size. The only method besides our estimate function that also finds the error in all systems with 10 processes is rDF, which, however, takes significantly more time.
A* is usually much more expensive than best-first traversal. In this benchmark, however, A* results in a much more focused traversal, as the number of visited states shows. As a result, A* even becomes faster than best-first traversal.
Industrial examples Henning Dierks provided us with a collection of UPPAAL benchmarks from two industrial case studies: A real-time mutual exclusion protocol in a distributed system with asynchronous communication [3] (benchmarks M1-M4 and N1-N4) and a tramway controller from the UniForM project [11] (C1-C9). The two case studies add real-time constraints and integer variables to the discrete setting of the other benchmarks: the faults in both case studies are introduced as erroneous time bounds. Even though our implementation is not yet optimized for this type of system (in the computation of the estimate, we simply ignore the clocks and use a flat representation of the integer values as discrete states), the directed model checker performs remarkably well, solving several benchmarks that were previously out of UPPAAL's reach.
Related work
Several researchers have investigated techniques to guide the model checker. Typically, the guidance is applicationspecific and must be provided by the user. For example, Behrmann et al. [1] describe UPPAAL case studies in which a dramatic reduction of the state space was achieved by a user-provided estimate of the error distance. Bloem et al. [2] use hints in the form of assertions on the primary inputs and state variables of the model: the transition relation can then be underapproximated (by ignoring transitions out of states that violate the hint) or overapproximated (by allowing any transition from a state that violates the hint). Similarly, Kaltenbach and Misra [10] use hints in the form of regular expressions over the actions of the program.
Directed model checking with an automatically computed estimate of the error distance has been pioneered by Edelkamp, Leue, and Lluch-Lafuente with the tool HSF-SPIN [6] . In addition to several simpler heuristics for safety and liveness properties (including deadlock-detection), HSF-SPIN implements the FSM heuristic [7] . The FSM heuristic approximates the error distance by the maximum (or, alternatively, the sum) of the error distances in individual processes and is a significant improvement over program-independent estimates like the Hamming-distance [20] . The drawback of the FSM heuristic is that it ignores the synchronization between the processes. It is therefore less useful when searching for errors that require a complex interaction between multiple processes. Similar to our approach, the pattern databases of Qian and Nymeyer [17] and the abstraction databases by Edelkamp and Lluch-Lafuente [5] also make use of an abstraction of the system. The error distances in the abstract state space are stored in a table, from which they are read off during the traversal of the concrete state space. Our abstraction technique extends these methods: while both pattern databases and abstraction databases assume that a particular abstraction function is chosen beforehand, we automatically compute an abstraction function that aims at preserving the error distance. [18] , which reduces the partially composed system after each composition of two processes to an observationally equivalent process. Since ICR maintains an accurate representation of the behavior of the partially composed system (which often requires more states than the completely composed system), ICR is only feasible if the user provides additional constraints on the process interaction [8] . In contrast, our method, which only maintains an approximate representation of the behavior, is fully automatic.
Related to our incremental abstraction technique is the Incremental Composition and Reduction (ICR) Method
In very recent work, Kupferschmid et al. [12] investigate using an estimate function from AI planning for directed model checking. The estimate is based on a relaxation of the system in which every state variable, once it has obtained a value, keeps that value forever. Because Kupferschmid et al.'s estimate function is computed on-the-fly, it can be used in systems with infinite data types (such as unbounded integers), which are currently out of our scope. On the other hand, our precomputed abstraction reflects the process synchronization more accurately, which leads to much better performance in systems with complex process interaction, such as the Towers of Hanoi benchmark (see Sect. 7). There is obvious potential in a combination of the two approaches, which we plan to explore in future work.
An important complement to directed model checking with estimates of the error distance are structural heuristics as implemented in the Java PathFinder [9] . These heuristics exploit the program structure for example by maximizing thread interleavings and code coverage.
Conclusion
Abstraction has always been considered a key in fighting the state explosion problem. Here, we have given a new twist to abstraction. We traverse abstract states in order to compute an estimate of the error distance, and then traverse concrete states in order to find an error path. The quality of an abstraction is not determined by a Boolean value ("does the abstraction preserve the reachability of an error state by the initial state?"). It is rather determined by the ratio between the estimated and the actual error distance.
While we are still in the beginning of the systematic design of such abstractions, this paper has made an initial contribution. It presents a distance-preserving abstraction for concurrent systems that allows one to compute an interesting estimate of the error distance without hitting the state explosion problem. As detailed in the paper, the definition of the abstraction originates from insights into the interplay between the impact of an action-based synchronization mechanism on the error distance in concurrent systems on the one hand and the use of estimated error distances during the state space traversal on the other hand.
We have implemented the resulting directed model checking method, and we have led a series of experiments that indicate the usefulness of an estimate that takes into account synchronization.
With abstraction, one always encounters a tradeoff between cost and precision. A potential advantage of our abstraction method is that it is parameterized (by the size of the abstract state space), and that one can fine-tune the parameter (and thus the accuracy of the abstraction). To demonstrate the tradeoff on an example, we took a randomly generated system with eight processes and changed the parameter gradually. Figure 8 shows the corresponding running times. Initially, the runtime decreases with a increasing parameter. After the sweet spot in the tradeoff is reached (in the region between 60 and 80), the runtime increases with increasing parameter. More experience is needed in order to provide systematic ways to choose the parameter. time(s) bound Fig. 8 Running time of the directed model checker for different bounds on the abstract state space (data from a randomly generated system with eight processes)
