Abstract-
INTRODUCTION
This project encompasses the implementation of Text independent speaker recognition. Speaker recognition systems can be characterized as text-dependent or text-independent. The system developed is the latter, text-independent, meaning the system can identify the speaker regardless of what is being said. The program will contain two functionalities: A training mode, a recognition mode. The training mode will allow the user to record voice and make a feature model of that voice. The recognition mode use the information that the user has provided in the training mode and attempt to isolate and identify the speaker. Most of us are aware of the fact that voices of different individuals do not sound alike. This important property of speech-of being speaker dependent-is what enables us to recognize a friend over a telephone. Speech is usable for identification [1] because it is a product of the speaker's individual anatomy and linguistic background. In more specific, the speech signal produced by a given individual is affected by both the organic characteristics of the speaker (in terms of the vocal tract geometry) and learned differences due to ethnic or social factors. To consider the above concept as a basic, we have established a "Speaker Recognition System. Speaker recognition can be classified into identification and verification.
Speaker identification is the process of determining which registered speaker provides a given utterance. Speaker verification, on the other hand, is the process of accepting or rejecting the identity claim of a speaker. The system that we will describe is classified as text-independent speaker identification system since its task is to identify the person who speaks regardless of what is saying [1] .
In this paper, we discuss only the text independent Speaker Recognition system. All technologies of speaker recognition, identification and verification, text-independent and text dependent, each has its own advantages and disadvantages and may require different treatments and techniques. The choice of which technology to use is application-specific. At the highest level, all speaker recognition systems contain two main modules: feature extraction and feature matching. Feature extraction is the process that extracts a small amount of data from the voice signal that can later be used to represent each speaker. Feature matching involves the actual procedure to identify the unknown speaker by comparing extracted features from his/her voice input with the ones from a set of known speakers [2] .
A wide range of possibilities for parametrically representing the speech signal for the speaker recognition task, such as Linear Prediction Coding (LPC), Mel-Frequency Cepstrum Coefficients (MFCC's). LPC analyzes the speech signal by estimating the formants, removing their effects from the speech signal, and estimating the intensity and frequency of the remaining buzz. The process of removing the formants is called inverse filtering, and the remaining signal is called the residue. Another popular speech feature representation is known as RASTA-PLP, an acronym for Relative Spectral TransformPerceptual Linear Prediction. PLP was originally proposed by Hynek Hermansky as a way of warping spectra to minimize the differences between speakers while preserving the important speech information. RASTA [8] is a separate technique that applies a band-pass filter to the energy in each frequency sub band in order to smooth over short-term noise variations and to remove any constant offset resulting from static spectral coloration in the speech channel e.g. from a telephone line.
MFCC's are based on the known variation of the human ear's critical bandwidths with frequency filters spaced linearly at low frequencies and logarithmically at high frequencies have been used to capture the phonetically important characteristics of speech. This is expressed in the mel-frequency scale, which is linear frequency spacing below 1000 Hz and a logarithmic spacing above 1000 Hz. MFCC [2] is perhaps the best known and most popular. Here is just overview of our approach to this project, first we extracted features from the speech signal and then we give them to the statistical model, here we use GMM [6] as a statistical model to create a unique voice print for each identity. After the creation of all voice prints for all identities we check the data base of these voice prints against another voice print which was created by GMM [3] using testing data. In this project, the GMM approach will be used, due to ease of implementation and high accuracy.
Mel Frequency Cepstral Coefficients(MFCC)
MFCC's is coefficients that represent audio, based on perception. It is derived from the Fourier Transform or the Discrete Cosine Transform of the audio clip. The basic difference between the FFT/DCT and the MFCC is that in the MFCC, the frequency bands are positioned logarithmically (on the Mel scale) which approximates the human auditory system's response more closely than the linearly spaced frequency bands of FFT/ DCT. This allows for better processing of data, for example, in audio compression. The main purpose of the MFCC [2] processor is to mimic the behaviour of the human ears. The MFCC process is subdivided into five phases or blocks. In the frame blocking section, the speech waveform is more or less divided into frames of approximately 30 milliseconds. The windowing block minimizes the discontinuities of the signal by tapering the beginning and end of each frame to zero. The FFT block converts each frame from the time domain to the frequency domain . In the Mel frequency wrapping block, the signal is plotted against the Mel-spectrum to mimic human hearing. Studies have shown that human hearing does not follow the linear scale but rather the Mel-spectrum scale which is a linear spacing below 1000 Hz and logarithmic scaling above 1000 Hz. In the final step, the Mel-spectrum plot is converted back to the time domain by using the following equation:
The resultant matrices are referred to as the Mel-Frequency Cepstrum Coefficients. This spectrum provides a fairly simple but unique representation of the spectral properties of the voice signal which is the key for representing and recognizing the voice characteristics of the speaker. A speaker voice patterns may exhibit a substantial degree of variance: identical sentences, uttered by the same speaker but at different times, result in a similar, yet different sequence of MFCC matrices. The purpose of speaker modelling is to build a model that can cope with speaker variation in feature space and to create a unique representation of the speaker's characteristics. The a th ( = 2 / ) order FrFT of signal x (t) is defined as
Where Ka (u, t) is the kernel function
Frame blockin In order to produce a set of acoustic vectors, the original vector of sampled values is framed into overlapping blocks. Each block will contain N samples with adjacent frames being separated by M samples Where M < N. The first overlap occurs at N-M samples. Since speech signals are quasi stationary between 5msec and 100msec, N will be chosen so that each block is within this length in time. In order to calculate N, the sampling rate needs to be determined. N will also be chosen to be a power of 2 in order to make use of the Fast Fourier Transform in a subsequent stage. M will be chosen to yield a minimum of 50% overlap to ensure that all sampled values are accounted for within at least two blocks. Each block will be windowed to minimize spectral distortion and discontinuities. A Hamming window will be used. The Fast Fourier Transform will then be applied to each windowed block as the beginning of the Mel-Cepstral Transform. After this stage, the spectral coefficients of each block are generated. The Mel Frequency Transform will then be applied to each spectrum to convert the scale to a mel scale. The following approximate transform can be used as in equation 1. Finally, the Discrete Cosine Transform is applied to each Mel Spectrum to convert the values back to real values in the time domain. After creating speaker model we need to identify speaker based features, such as MFCC [3] as mentioned. The features of each user is matched against unknown user.Speaker with the best score is declared to be the claimed speaker. 
Gaussian mixture probability density function
After extracting features, we need to create a speaker model using some statistical model like GMM [6] statistical model. Finite mixture models and their typical parameter estimation methods can approximate a wide variety of pdf's and are thus attractive solutions for cases where single function forms, such as a single normal distribution, fail. However, from a practical point of view it is often sound to form the mixture using one predefined distribution type, a basic distribution. Generally the basic distribution function can be of any type, but the multivariate normal distribution, the Gaussian distribution, is undoubtedly one of the most well-known and useful distributions in statistics, playing a predominant role in many areas of applications. For example, in multivariate analysis most of the existing inference procedures have been developed under the assumption of normality and the linear model problems the error vector is often assumed to be normally distributed. In addition to appearing in these areas, the multivariate normal distribution also appears in multiple comparisons, in the studies of dependence of random variables, and in many other related fields. Thus, if there is no prior knowledge of a pdf of phenomenon only a general model can be used. The Gaussian distribution is a good candidate due to the enormous research effort in the past.
The Gaussian Model:-
A Gaussian mixture density is a weighted sum of M component densities given by:
Where x is a d-dimensional vector, b i (x) is the component density and pi is the mixture weight. Each component density is a d-variate Gaussian function having the form
With mean vector μ i and covariance matrix Σi. The mixture weights satisfy the constraint that (6) The complete Gaussian mixture density is parameterized by the mean vectors, covariance matrices and mixture weights from all component densities. These parameters are collectively represented by the notations. For speaker identification, each speaker is represented by a GMM and is referred to by his her model λ. 
Parameter Estimation
Given training speech data from a speaker's voice, the goal of speaker model training is to estimate the parameters of the GMM λ, which in some sense best matches the distribution of the training feature vectors. The most popular method for training GMM is maximum likelihood estimation. The aim of maximum likelihood estimation is to find the model parameters, which maximize the likelihood of the GMM given the training data. For a sequence of T training vectors X=(x 1.. , xT) the GMM likelihood can be written as:-
Maximization of the quantity in (8) is accomplished through running the expectation-maximization algorithm. The idea is beginning with an initial model λ, to estimate a new model λ satisfying p(X/λ) p(X/λ). The new model then becomes the initial model for the next iteration and the process is repeated until some convergence threshold is reached. Following formulas are used on each EM iteration.
Mixture weights:
Means:
Variances:
Where , xt and refer to arbitrary elements of the vectors ⃑ , ⃑ , μ ⃗, respectively.
The posterior probability for acoustic class is given by
2.4:-Speaker Identification
For speaker identification, a group of S speakers S= (1,2,…S) is represented by GMM's λ 1 ,λ 2 ,. ...λ S . The objective is to find the speaker model, which has the maximum a posterior probability for a given observation sequence [3] .
Where the second equation is due to Bayes's rule. Assuming equally likely speakers (P(λ k )= 1/S) and noting that p(X) is the same for all speaker models, the classification becomes:
Finally, with logarithms the speaker identification system gives:
In which p (x t /λ k ) is given in equation 4. 
EXPERIMENTAL RESULTS AND ANALYSIS
The database for system evaluation consists of phonetically balanced sentences utterances by 30 male and 10 female client speakers age 16-24yrs with each provides the same 40 sentences utterances with different text. This database was recorded on one session in the same recording room with the same microphone for all speakers for all sessions. 
