Some new statistics are proposed to test the uniformity of random samples in the multidimensional unit cube [0, 1] d (d ≥ 2). These statistics are derived from number-theoretic or quasi-Monte Carlo methods for measuring the discrepancy of points in [0, 1] d . Under the null hypothesis that the samples are independent and identically distributed with a uniform distribution in [0, 1] d , we obtain some asymptotic properties of the new statistics. By Monte Carlo simulation, it is found that the finite-sample distributions of the new statistics are well approximated by the standard normal distribution, N (0, 1), or the chi-squared distribution, χ 2 (2). A power study is performed, and possible applications of the new statistics to testing general multivariate goodness-of-fit problems are discussed.
Introduction
Testing uniformity in the unit interval [0, 1] has been studied by many authors. Some early work in this area is [Ney37] , [Pea39] and [AD54] . Quesenberry 
Here, F (x) is the null distribution function (d.f.), F n (x) denotes the empirical distribution function (e.d.f.) based on n independent and identically distributed (i.i.d.) samples, and ψ(x) ≥ 0 in (1.2) is a suitable weight function. Unfortunately, the Kolmogorov-Smirnov type statistic is difficult to compute for large d.
In the literature of number-theoretic methods or quasi-Monte Carlo methods [Nie92, FW94, SJ94] , there are a number of criteria for measuring whether a set of points is uniformly scattered in the unit cubeC d . These criteria are called discrepancies, and they arise in the error analysis of quasi-Monte Carlo methods for evaluating multiple integrals. Given an integral over the unit cube,
quasi-Monte Carlo methods approximate this integral by the sample mean,
f (z i ), (1.4) over a set of uniformly scattered sample points, P = {z 1 , . . . , z n } ⊂C d . Examples of good sets for quasi-Monte Carlo integration are given in [HW81, Nie92, SJ94, Tez95] and the references therein. The worst-case quadrature error of a quasi-Monte Carlo method is bounded by a generalized Koksma-Hlawka inequality,
where V (f ) is a measure of the variation or fluctuation of the integrand, and the discrepancy, D(P), is a measure of the quality of the quadrature rule, or equivalently, of the set of points, P. A smaller discrepancy implies a better set of points.
The precise definitions of the discrepancy and the variation depend on the space of integrands. In the original Koksma-Hlawka inequality [Nie92, Chap. 2] , V (f ) is the variation of the integrand in the sense of Hardy and Krause, and the discrepancy is the star discrepancy, defined as follows: where | | denotes the number of points in a set, and Vol([0, x]) denotes the volume of the hypercube [0, x] (x ∈ R d ). Taking the null distribution in (1.1) to be the uniform distribution, F (x) = Vol([0, x]), and noting that the e.d.f. is F n (x) = |P ∩ [0, x]|/n, the star discrepancy, (1.6), is a special case of the Kolmogorov-Smirnov type statistic, (1.1).
This relationship between discrepancies arising in quasi-Monte Carlo quadrature error bounds and goodness-of-fit statistics is rather general and has been discussed in [Hic98b, Hic99] . If the space of integrands is a reproducing kernel Hilbert space, then one may obtain a computationally simple form for the discrepancy. A special case is the L 2 -star discrepancy, which corresponds to the Cramér-von Mises statistic, (1.2), for the uniform distribution with weight function ψ(x) = 1.
Hickernell [Hic98a] proposed a generalized discrepancy based on reproducing kernels. This discrepancy has a computationally simple formula. Three special cases, the symmetric discrepancy, the centered discrepancy and the star discrepancy, have interesting geometrical interpretations. Thus, all three of them may give useful statistics for testing multivariate uniformity of a set of points.
However, to perform a statistical test, one must know the probability distribution of the test statistic under the assumption of i.i.d. uniform random points. This problem is the focus of this article. Section 2 defines the new test statistics and describes their asymptotic behavior. For statistical reasons the discrepancy itself is not the best goodness-of-fit statistic, but useful statistics are derived from the discrepancy. Section 3 presents simulation results on how well the distributions of the statistics are approximated by their asymptotic limits and on the power performance of the new statistics. Some applications are also discussed.
2.
The new statistics and their asymptotic properties 2.1. Some L 2 -type discrepancies. The generalized L 2 -type discrepancy proposed in [Hic98a] is as follows:
where { } denotes the fractional part of a real number or vector, β is an arbitrarily given positive constant, and µ(·) is an arbitrary function satisfying
The constant M is determined in terms of β and µ as follows:
The B 1 (·) and B 2 (·) in (2.1) are the first and the second degree Bernoulli polynomials, respectively:
For any z 1 , z 2 ∈ [0, 1], it is true that
The three special cases of [D(P)] 2 (denoted by D s (P) 2 , D c (P) 2 and D * (P) 2 , respectively) given in [Hic98a] are derived by taking three different choices of the function µ(·) and the constant β in (2.2): 1) the symmetric discrepancy:
(1 − |z kj − z lj |);
(2.3)
2) the centered discrepancy:
3) the star discrepancy:
2.2. Asymptotic properties of the discrepancies. The null hypothesis for testing the uniformity of random samples P = {z 1 , . . . , z n } ⊂C d can be stated as
The alternative hypothesis H 1 implies rejection of H 0 in (2.6). A test for (2.6), that is, a test of multivariate uniformity, can be performed by determining whether the value of a test statistic is unlikely under the null hypothesis. If one wishes to use one of the discrepancies described above as a test statistic, then its probability distribution under the null hypothesis must be calculated. Although, this distribution is too complicated to describe for finite sample size, it can be characterized rather simply in the limit of infinite sample size.
The main results on the asymptotic properties of the discrepancies are contained in Theorems 2.1 and 2.3 below. Their proofs rely on the theory of U -type statistics [Ser80, Chapter 5].
Theorem 2.1. Under the null hypothesis (2.6), the statistic [D(P)] 2 given by (2.1) has the asymptotic property
for an arbitrary function µ(·) and an arbitrary constant β, where " a.s. → " means "converges almost surely".
Proof. For P = {z 1 , . . . , z n } with z k = (z k1 , . . . , z kd ) (k = 1, . . . , n), under the null hypothesis (2.6), the random variables z kj (k = 1, . . . , n, j = 1, . . . , d) have a uniform distribution U [0, 1]. Let
for k, l = 1, . . . , n. Then the square discrepancy given by (2.1) can be written as
Note that both {g 1 (z k )} n k=1 and {g 2 (z k )} n k=1 are sequences of i.i.d. random variables. By the strong law of large numbers,
By the theory of the U -type statistics [Ser80, Chapter 5],
is a second-order U -statistic. By the strong law of large numbers for general Ustatistics,
Corollary 2.2. Under the null hypothesis (2.6), it is true that
as n → ∞, where D s (P) 2 , D c (P) 2 and D * (P) 2 are given by (2.3)-(2.5), respectively.
The following theorem and corollaries consider pieces of the discrepancy defined in (2.1). These pieces are then re-combined to give new statistics for testing multivariate normality. Theorem 2.3. Let U 1 and U 2 be given by (2.12) and (2.14), respectively. Then, under the null hypothesis (2.6),
where " D →" means "converges in distribution", and Σ is a singular covariance matrix:
Proof. Since the random variable U 1 given by (2.12) is a first-order U -statistic and the random variable U 2 given by (2.14) is a second-order U -statistic, by the central limit theorem for U -statistics, we have
where ζ 1 is given by (2.15) and ζ 2 = [M 2 + β 4 (2c 2 + 1/90)] d − M 2d . By the theorem in [Ser80, p. 189], U 2 can be written as
whereÛ 2 (n) is a random variable that can be written as a sum of i.i.d. random variables as follows:Û
is defined by (2.9). Under the null hypothesis (2.6), E{h(z 1 , z 2 )} v < ∞ for any v > 0. Combining (2.18) and (2.20), we can write
Under the null hypothesis (2.6), by the multivariate central limit theorem, we have
because of the independence of the z k (k = 1, . . . , n) and the fact that
where " P →" means "converges in probability". It is easy to obtain the covariance between √ nU 1 and √ nU 2 :
where ζ 1 is the same as in (2.15). Then we have
with Σ given by (2.15). This completes the proof.
Theorem 2.3 implies that the asymptotic distribution of ( √ nU 1 , √ nU 2 ) is a singular (degenerate) normal distribution. This property results in the following corollary, which shows why the discrepancy itself is not necessarily a suitable goodnessof-fit statistic.
Corollary 2.4. Under the null hypothesis (2.6), the generalized L 2 -type discrepancy [D(P)] 2 given by (2.1) has a further asymptotic property:
Proof. By the proof of Theorem 2.1, [D(P)] 2 can be written as
where g 2 (·) is given by (2.11). By (2.13) and (2.14), we can write
where a = (−2, 1) and Σ is given by (2.15). It turns out that a Σa = 0. Therefore,
A better goodness-of-fit statistic than the discrepancy can be obtained by a linear combination of U 1 and U 2 that is not a degenerate normal distribution. This is the idea behind the statistic A n defined below.
Corollary 2.5. Under the null hypothesis (2.6), the statistic
where U 1 and U 2 are defined by (2.12) and (2.14), respectively, and ζ 1 is given by (2.15).
Proof. It was noted in the proof of Corollary 2.4 that a = (−2, 1) is an eigenvector associated with the zero-eigenvalue of Σ given by (2.15). On the other hand, b = (1, 2) (a b = 0) is an eigenvector associated with the eigenvalue 5ζ 1 of Σ. By Theorem 2.3, E(A n ) = 0 and the variance var
under the null hypothesis (2.6), where Σ n is the covariance matrix of ( √ nU 1 , √ nU 2 ), which turns out to be
and ζ 2 is the same as in (2.17). Assertion (2.24) holds as a result of Theorem 2.3.
The statistic A n can be employed for testing hypothesis (2.6). Larger values of |A n | imply rejection for the null hypothesis (2.6). It can be verified that Σ n given by (2.25) tends to singularity very slowly. For example, under the symmetric discrepancy, when n = 1000, the condition number of Σ n = 1467 (d = 2), 1196 (d = 5) and 841 (d = 10). Therefore, for finite sample size n (e.g., n ≤ 1000), we recommend using the normal distribution N 2 (0, Σ n ) as the approximate joint distribution of ( √ nU 1 , √ nU 2 ). Based on this idea, we propose the following χ 2 -type statistic for testing the null hypothesis (2.6):
The approximate null distribution of T n can be taken as the chi-squared distribution χ 2 (2). Larger values of T n imply rejection for the null hypothesis (2.6). The convergence rate of √ n[D(P)] 2 P → 0 in Corollary 2.4 is also very slow. For example, for the symmetric discrepancy, we can write
√ n in (2.27) tends to zero very slowly. When n = 10, 000, R n = 0.0222 (d = 2), 0.2779 (d = 5) and 10.0624 (d = 10).
For the three special cases of the generalized L 2 -type discrepancy, we can easily obtain the parameters needed to define the statistics A n and T n in (2.24) and (2.26):
1) the symmetric discrepancy:
(1 + 2z kj − 2z 2 kj ),
(1 − |z kj − z lj |), M = 4/3, ζ 1 = (9/5) d − (6/9) d and ζ 2 = 2 d − (16/9) d ; 2) the centered discrepancy: 
Monte Carlo study and applications
The exact finite-sample distributions of the statistics A n (given by (2.24)) and T n (given by (2.26)) under the null hypothesis (2.6) are not readily obtained. However, the effectiveness of the approximation of their finite-sample distributions by their asymptotic distributions can be studied by Monte Carlo simulation. The approximation of the distribution of T n by χ 2 (2) is influenced not only by the convergence of U 1 and U 2 but by the convergence of Σ n as well, while the convergence of A n to normal N (0, 1) is influenced only by the convergence of U 1 and U 2 . Therefore, it is expected that the approximation of the distribution of A n by N (0, 1) is better than that of T n by χ 2 (2).
Numerical comparisons between the finite-sample distributions of
A n and N (0, 1), and T n and χ 2 (2). In the simulation, for each sample size n (n = 25, 50, 100, 200), we generate 10,000 uniform samples Z = (z 1 , . . . , z n ) . The elements of Z are i.i.d. U (0, 1)-variates. Then we obtain 10,000 values of A n and T n under the three (symmetric, centered and star) discrepancies, respectively. These values are sorted and the ordered samples of A n and T n are obtained. The empirical quantiles of A n and T n , respectively, are calculated from 10,000 order statistics of A n and T n . Tables 1, 2, and 3 list the numerical comparisons between some selected 100(1 − α)-percentiles (α = 1%, 5% and 10%) of A n and T n and the 100(1 − α)-percentiles of N (0, 1) and χ 2 (2). Since a test using A n is two-sided, and a test using T n is one-sided, we list the upper (U) and lower (L) percentiles of both A n and N (0, 1), and only the upper percentiles of both T n and χ 2 (2).
The closer the percentiles of A n and the percentiles of N (0, 1) are, the better approximation we obtain by using N (0, 1) as the approximate finite-sample distribution of A n . The same is true for the numerical comparison between the statistic T n and χ 2 (2). Several empirical conclusions can be summarized from the numerical results in Tables 1-3: a) the standard normal N (0, 1) approximates the finite-sample distribution of A n better than the χ 2 (2) approximates the finite-sample distribution of T n ; b) the approximation of the finite-sample distribution of A n by N (0, 1) , and the approximation of the finite-sample distribution of T n by χ 2 (2), appear to be the best for the symmetric discrepancy; c) the approximation of the percentiles of the finite-sample distribution of A n and the approximation of the percentiles of the finite-sample distribution of T n for α = 5% and α = 10% are much better than for α = 1%; and d) the approximation for the case n = 25 is almost as good as those cases for n = 200. Tables  1-3 , we perform a simulation of the empirical type I error rates of the two statistics A n and T n under the three discrepancies. For convenience, we choose the null distribution of the random vectors z i to be composed of i.i.d. U (0, 1) marginals. In the simulation, we generate 2,000 sets of {z 1 , . . . , z n } for each n with the components of z i consisting of i.i.d. U (0, 1) variates. Tables 4, 5, and 6 summarize the simulation results on the type I error rates of A n and T n under the three discrepancies, where the percentiles of A n are chosen as those of N (0, 1) and the percentiles of T n as those of χ 2 (2). It shows that for α = 5% and α = 10%, the type I error rates are better controlled for the statistics A n and T n , while the type I error rates for α = 1% tend to be large by using the percentiles of N (0, 1) for A n and the percentiles of χ 2 (2) for T n in most cases.
Type I error rates. Based on the numerical comparisons shown in
3.3. Power study. Now we turn to study the power of A n and T n in testing hypothesis (2.6). The alternative distributions are chosen to be meta-type uniform distributions. The theoretical background of some meta-type multivariate distributions is given in [KS91] and [FFK97] . The idea for constructing the alternative distributions is as follows. Let the random vector x = (X 1 , . . . , X d ) have a d.f. 1, . . . , d) , which is assumed to be continuous. Define the random vector u = (U 1 , . . . , U d ) by Table 1 . Comparisons between the empirical percentiles of A n , T n and the percentiles of N (0, 1) and χ 2 (2) for the symmetric discrepancy (U=upper, L=lower) Table 2 . Comparisons between the empirical percentiles of A n , T n and the percentiles of N (0, 1) and χ 2 (2) for the centered discrepancy (U=upper, L=lower) Table 3 . Comparisons between the empirical percentiles of A n , T n and the percentiles of N (0, 1) and χ 2 (2) for the star discrepancy (U=upper, L=lower) Table 4 . Empirical type I error rates of A n and T n under the symmetric discrepancy It is obvious that each U i in (3.1) has a uniform distribution U (0, 1), but the joint distribution of u = (U 1 , . . . , U d ) may be quite different from the uniform distribution inC d . If the joint d.f. F (x) of x = (X 1 , . . . , X d ) possesses a density function f (x) = f (x 1 , . . . , x d ), where f i (x i ) denotes the marginal density function of X i , then the joint density function of u = (U 1 , . . . , U d ) can be obtained by a Table 6 . Empirical type I error rates of A n and T n under the star discrepancy 
where (u 1 , . . . , u d ) ∈C d and F −1 i (·) denotes the inverse function of F i (·). It is clear that the complexity of (3.2) is determined by the joint distribution of x = (X 1 , . . . , X d ) in (3.1). In particular, if the random variables X i in (3.1) are independent, then the U i 's given by (3.1) will be i.i.d. U (0, 1) variates. In this case, the random vector u = (U 1 , . . . , U d ) is uniformly distributed inC d . This can be seen from (3.2).
In the simulation, we choose the random vector x = (X 1 , . . . , X d ) in (3.1) to have a joint distribution belonging to the subclasses of elliptical distributions [FKN90, Chapter 3], where the parameters µ and Σ are chosen as µ = 0 and Σ = (σ ij ), where σ ii = 1 and σ ij = σ ji = ρ = 0.5 for 1 ≤ i = j ≤ d. Except the normal distribution N d (µ, Σ), we give general expressions for the density functions of the selected subclasses of elliptical distributions below: 1) the multivariate t-distribution x ∼ M t d (m, µ, Σ), with density function given by
where C is a normalizing constant (the following C's have a similar meaning, but their values may be different); 2) the Kotz type distribution, with density function given by
3) the Pearson type VII distribution, with density function given by
4) the Pearson type II distribution, with density function given by
5) the multivariate Cauchy distribution M C d (µ, Σ), with density function given by
When the random vector x = (X 1 , . . . , X d ) is generated by one of the elliptical distributions above, then the random vector u = (U 1 , . . . , U d ) given by (3.1) is considered to have a meta-type uniform distribution denoted as follows: The power of the multivariate test for uniformity is the probability that the statistical test correctly identifies a sample coming from one of the above distributions as being non-uniform. Table 7 summarizes the simulation results on the power of A n and T n , where the simulation is done with 2,000 replications, the critical points of both A n and T n are chosen as those of N (0, 1) and χ 2 (2), respectively, and the empirical samples from the elliptical distributions are generated by the TFWW algorithm [Tas77] and [FW94, . It shows that the two statistics A n and T n under the three discrepancies are powerful for testing uniformity inC d in most cases. The χ 2 -type statistic T n seems to be more powerful than the normal-type statistic A n . For both A n and T n , they seem to be more powerful in the higher dimensional case (d = 10) than in the lower dimensional case (d = 5). It is also noticed that the two statistics A n and T n under the symmetric discrepancy seem to be more powerful than under the centered discrepancy and the star discrepancy in most cases.
A power comparison between the two statistics A n , T n and some existing statistics, such as the Kolmogorov-Smirnov type statistic (1.1), seems to be infeasible in high dimensions because of computational difficulties. Thus, we have not performed such comparisons. 1.0000 1.0000 1.0000 100 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 centered 25 0.8915 0.8780 0.9990 0.9890 1.0000 0.8675 50 1.0000 0.9985 1.0000 1.0000 1.0000 0.9960 100 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 star 25 0.8250 0.8320 0.8520 0.9015 1.0000 0.8120 50 0.9820 0.9790 0.9930 0.9985 1.0000 0.9720 100 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 to a test for the uniformity of random points inC d , and then apply the two statistics A n and T n to test for uniformity of the transformed variates inC d . Denote by F 1 (x 1 ) = the marginal d.f. of X 1 , (3.4) F 2|1 (x 2 |x 1 ) = the conditional d.f. of X 2 given X 1 = x 1 , . . . . . . F k+1|(1,...,k) (x k+1 |x 1 , . . . , x k ) = the conditional d.f. of X k+1
given (X 1 , . . . , X k ) = (x 1 , . . . , x k ),
where k = 1, . . . , d − 1. Perform the following series of Rosenblatt transformations on each observation x i = (x i1 , . . . , x id ) (i = 1, . . . , n):
where i = 1, . . . , n and k = 1, . . . , d − 1. If the null hypothesis (3.3) is true, the random vectors u i = (U i1 , . . . , U id ) (i = 1, . . . , n) are i.i.d. and the components of u i have a uniform distribution U [0, 1]. The more frequent cases in applications are those hypotheses which involve unknown parameters in the null distributions. Justel, Peña and Zamar [JPZ97] proposed a multivariate version of the Kolmogorov-Smirnov type statistic (1.1) for testing the simple hypothesis (3.3). Their statistics are difficult to compute for large dimensions (d ≥ 3) and always require estimating unknown parameters in the null distribution. The two statistics A n and T n developed in this paper are easy to compute in arbitrary dimension, and estimation of unknown parameters can be avoided when the null distribution belongs to the class of the multivariate normal distributions, the spherically symmetric distributions, the l 1 -norm symmetric distributions [FKN90, Chapter 5], the l p -norm symmetric distributions [YM95] , or the L p -norm spherical distributions [GS97] .
