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Bi-interpretability of Some Monoids with the
Arithmetic and Applications
Olga Kharlampovich∗ and Laura Lo´pez†
Abstract
We will prove bi-interpretability of the arithmetic N = 〈N,+, ·, 0, 1〉
and the weak second order theory of N with the free monoid MX of finite
rank greater than 1 and with a non-trivial partially commutative monoid
with trivial center. This bi-interpretability implies that finitely generated
submonoids of these monoids are definable. Moreover, any recursively
enumerable language in the alphabet X is definable in MX . Primitive
elements, and, therefore, free bases are definable in the free monoid. It
has the so-called QFA property, namely there is a sentence φ such that
every finitely generated monoid satisfying φ is isomorphic to MX . The
same is true for a partially commutative monoid without center. We also
prove that there is no quantifier elimination in the theory of any structure
that is bi-interpretable with N to any boolean combination of formulas
from Πn or Σn.
Let B = 〈B;L(B)〉 be an algebraic structure. A subset A ⊆ Bn is called definable
in B if there is a formula φ(x1, . . . , xn) in L(B) such that A = {(b1, . . . , bn) ∈
Bn | B |= φ(b1, . . . , bn)}.
In model theory an algebraic structure A = 〈A; f, . . . , P, . . . , c, . . .〉 , where
f, P, c stand for functions, predicates and constants, is said to be interpretable in
a structure B if there is a subset A∗ ⊆ Bn definable in B, an equivalence relation
∼ on A∗ definable in B, operations f∗, . . . , predicates P ∗, . . . , and constants
c∗, . . . , on the quotient set A∗/∼ all definable in B such that the structure
A∗ = 〈A∗/∼; f∗, . . . , P ∗, . . . , c∗, . . . , 〉 is isomorphic to A. An interpretation of
A in a class of structures C is uniform if the formulas that interpret A in a
structure B from C are the same for every structure B from C.
The following is a principal result on intepretability.
Lemma 1. If A is interpretable in B with parameters P , then for every formula
ψ(x¯) of L(A), one can effectively construct a formula ψ∗(z¯, P ) of L(B) such that
for any a¯ ∈ A, one has that A |= ψ(a¯) if and only if B |= [ψ(a¯)]∗.
Definition 1. Two algebraic structures A and B are said to be bi-interpretable
if they satisfy the following conditions:
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2• B is interpretable in A as B∗, A is interpretable in B as A∗, which by
transitivity implies that A is interpretable in A as A∗∗ and B in B as B∗∗.
• There is an isomorphism A→ A∗∗ which is definable in A and an isomor-
phism B→ B∗∗ definable in B.
It follows from Quine’s paper [10], Section 4, that for a free monoid of rank
n ≥ 2 and generating set X = {x1, . . . , xn}, the arithmetic 〈N,+, ·, ↑, 0, 1〉 is
bi-interpretable in MX with parameters X , where x ↑ y means xy . Since the
predicate z = xy is computable and therefore definable in terms of addition
and multiplication (see, for example, [5]) it can be removed from the signature.
Quine was working with the structure of concatenation with parameters, C =
〈C,⌢〉, where C is the set of all finite strings in a finite alphabet and ⌢ is the
concatenation operation. This structure C and the free semigroup are equivalent
structures. Quine did not state the monoid version of his results but the presence
of the identity doesn’t make a difference and his results are also valid for MX .
We will show that N and the weak second order theory ofN are bi-interpretable
with MX (with parametersX) using the technique that allows also to prove this
for a non-trivial free partially commutative monoid AΓ with trivial center. Here
we say that the weak second order theory of a structure B is interpretable in A
if the first-order structure S(B,N) (see Section 2.1 for precise definition) which
has the same expressive power, is interpretable in A.
This bi-interpretability has interesting applications. For example, Theorem
4 states that for any k ∈ N, there is a formula ψ(y, y1, . . . , yk, X) such that
ψ(g, g1, . . . , gk, X) holds in MX if and only if g belongs to the submonoid gen-
erated by g1, . . . , gk. In other words, finitely generated submonoids of MX are
definable. In contrast to this, it was proved in [4] and later in [8] that proper
subgroups of a free group are not definable (except cyclic subgroups when the
language contains constants). This was a solution of an old problem posed by
Malcev. Primitive elements, and, therefore, free bases are not definable in a
free group of rank greater than 2 [4], but they are easily definable in the free
monoid. This implies that the free monoid is homogeneous (two tuples realize
the same types if and only if they are automorphically equivalent). We will
show that there is no quantifier elimination in the theory of any structure that
is bi-interpretable with N to any boolean combination of formulas from Πn or
Σn and, in particular, in the theory of MX . In contrast to this, the theory of
a free group has quantifier elimination to boolean combinations of ∀∃-formulas
[3],[12].
We also prove that MX has the so-called QFA property, namely there is a
sentence φ such that every finitely generated monoid satisfying φ is isomorphic
to MX (in contrast to this two non-abelian free groups of different ranks are
elementarily equivalent [3], [12]).
31 Interpretation of N in some classes of monoids
We will use Quine’s method from [10], Section 3, to interpret N = 〈N,+, ·, 0, 1〉
in MX and some other monoids with parameters. N can be interpreted as the
centralizer of x1 in MX . That is, the interpretation of N in MX is the set
C(x1) = {xn1 | n ∈ N} and is defined by the formula θ(y, x1) : x1y = yx1.
In the following lemma we will prove that N is interpretable with parameters
not only in MX but in a much larger class of monoids. Let G be a monoid
containing elements x1, x2 and S be the set of non-trivial elements of G that
can be represented by subwords of words in the set
S¯ = {xi11 x
j1
2 · · ·x
ik
1 x
jk
2 |i1, . . . , ik ∈ N− {0}, j1, . . . , jk ∈ {1, 2}}.
Lemma 2. N is interpretable in any monoid G that contains two elements x1
and x2 such that
1. x1 generates a free cyclic submonoid 〈x1〉 which is definable;
2. S is definable;
3. Distinct words in S¯ represent distinct elements. Let w¯ be the word repre-
senting w ∈ S. If v = u1uu2 and v, u ∈ S, then u1, u2 ∈ S or empty and
the equality v¯ = u¯1u¯u¯2 is graphical.
The third assumption implies that both x1 and x2 are not divisors of 1, in
particular, not invertible.
Proof. N will be interpreted with parameter x1 as 〈x1〉. One has to show that
the operations + and · and the constants 0 and 1 are intepretable. To interpret
addition in MX , we interpret the addition relation {(m,n, k) | m + n = k}
as the set of triples of the form (xn1 , x
m
1 , x
n+m
1 ) which can be defined by the
formula φ(x, y, z): xy = z. Thus, we interpret the constant 0 in N as the empty
word ∅ in MX , and it is easy to see ∅ is an identity element of the addition
operation defined by φ. To interpret multiplication of N in MX , we show that
set {(xn1 , x
m
1 , x
nm
1 )} is definable. Given x
n
1 , x
m
1 , define w as
w(xn1 , x
m
1 ) = x
2
2x
n+1
1 x2x
m+1
1 x
2
2x
n
1x2x
2m+1
1 x
2
2 . . . x
2
2x
2
1x2x
mn+1
1 x
2
2 (1)
The element w ∈ S is completely determined by the following conditions:
1) (head)w = x22x
n+1
1 x2x
m+1
1 x
2
2w0,
2) (recursion)If w = w1x
2
2w2x
2
2w3 and w2 = v1x2v2, v1, v2 ∈ 〈x1〉, and v1 6=
x1 and v1 6= x21, then w3 = v3x2v4x
2
2w4, where v1 = v3x1, v4 = v2x
m
1 ,
3) (tail) w = w4x
2
2x
2
1x2v5x
2
2 where v5 ∈ 〈x1〉 or w = x
2
2x1x2x
m+1
1 x
2
2.
4Conditions 1)–3) can be written in L{x1,x2}. Note that in condition 3), we
take into account the case where n = 0, i.e. xn1 = ∅. Let ψ(x, y, w) be the
formula defining w(x, y), where x, y ∈ 〈x1〉, then for x = xn1 , y = x
m
1 , we have
z = xnm1 if and only if
φ(x, y, z) : x, y, z ∈ 〈x1〉 ∧ (∃wψ(x, y, w) ∧ (∃w4 w = w4x
2
2x
2
1x2zx1x
2
2 ∨ z = ∅)).
The identity element 1 in N can be interpreted as x1. One can easily check
that it is consistent with the interpretation of multiplication.
This result implies that N is interpretable with parameters not only in a free
monoid but in many interesting monoids. We need some definitions.
A Baumslag-Solitar monoid is given by a presentation 〈a, b|abk = bma〉.
Free partially commutative monoids (also known as trace monoids or right
angled Artin monoids) defined as follows. Given a finite graph Γ with the set
of vertices V and edges E we define such a monoid AΓ by generators V and
relations v1v2 = v2v1 for each pair of vertices (v1, v2) ∈ E.
Theorem 1. N is interpretable (with parameters) in MX and in the following
classes of monoids:
a) Baumslag-Solitar monoids with k,m > 2 (we do not need parameters for
them);
b) Non-commutative free partially commutative monoids;
c) One-relator monoids G = 〈a, b, C|x = y〉, where C is a non-empty alpha-
bet, some letter of C appears in y and neither x nor y end with a (or one
could consider the dual case).
Proof. a) We take x1 = a, x2 = b. The set S can be defined using the fact
that both x1 and x2 are irreducible elements. Notice that elements a and b are
definable, therefore we have interpretability without parameters.
b) We take x1 = v1, x2 = v2 such that Γ does not have an edge between v1
and v2. A non-trivial element is irreducible if it is not a product of two non-
trivial elements. The cyclic submonoid 〈x1〉 is definable as the set consisting of
the trivial element and non-trivial elements having only x1 as their irreducible
divisor. The set S can be defined using the fact that both x1 and x2 are
irreducible elements. The generating set of AΓ is definable as a set of irreducible
elements. The submonoid generated by x1, x2 is free and an element in S cannot
be represented as a word not in S¯, therefore the third assumption is also satisfied.
Moreover, the free submonoid generated by x1, x2 is definable, hence the
statement also follows from transitivity of interpretations.
c) In this case we can assume that the monoid is not free because for a
free monoid all the assumptions of Lemma 2 are satisfied. The element a is
irreducible. By the Freiheitssatz for one relator monoids, a, b generate a free
submonoid since a letter from C appears in the relation. Note that since neither
5x nor y end in an a, we cannot create an a at the end of a word by applying
relations and if ua, va are equal in G them u and v are equal in G (since the
derivation from ua to va will never touch the final a).
We show by induction on word length that the centralizer of a is 〈a〉. If w
commutes with a then from aw = wa in G and by the above, we have that w
graphically ends in a, say w = ua. Then aua = uaa in G. We deduce by right
cancelling a, as discussed above, that au = ua in G. By induction u is a power
of a and hence w is a power of a.
If x contains some letters from C, then the submonoid generated by a, b is
definable. If only y contains some c ∈ C but b is contained in x and y, then
we can interchange c and b. Suppose that x only contains b and maybe a and
y only contains c and maybe a. Then x 6= b, y 6= c because the monoid is not
free. Therefore, b, c are irreducible. In this case we can replace b by bcb in the
interpretation and in the definition of the set S.
Corollary 1. If G is a monoid from Theorem 1, then the first-order theory
Th(G) is undecidable.
To eliminate parameters from the interpretation of N inMX given in Lemma
2 we need the following lemma.
Lemma 3. The relation {(xs2, x
s
1) | s ∈ N} is definable in MX with parameters
x1, x2.
Proof. We begin by defining the set {xs2x
s
1 | s ∈ N}. Let a = x1x2x1x
2
2.
The monomial f = ax2x1a
2x22x
2
1a
3 · · ·xs2x
s
1a
s+1 satisfies the following con-
ditions:
1) f = ax2x1a
2g3 where g3 does not begin with a
2) If f = g1a¯g2a¯ag3 where a¯ ∈ C(a), g1 does not end in a, g2 does not start
or end with a and g3 does not start with a, then g3 = x2g2x1a¯a
2g4 where
g4 does not start with a or g3 = ∅.
3) f = g1a¯ua¯a, where a ∈ C(a), g1 does not end in a and u does not begin
or end with a and is not divisible by a.
Conditions 1)–3) can be written in L{x1,x2} and uniquely define a word f ,
so let φ(x) be the formula defining all such words f , then the formula
ψ(x) : ∃f, g1, g
′
1, b (φ(f)∧f = g1bxab∧g1 6= g
′
1a∧x 6= x1a∧x 6= ax2∧ b ∈ C(a))
defines the set {xs2x
s
1 | s ∈ N}.
Now the following formula defines the set of pairs of the form (xs2, x
s
1):
Trans(x, y) : ∃z ψ(z) ∧ z = xy ∧ x ∈ C(x2) ∧ y ∈ C(x1) (2)
6The basis X consists of all irreducible elements and therefore is definable in
MX by the formula θ(x) : ∀y∀z (x = yz =⇒ y = ∅ ∨ z = ∅).
Theorem 2. N is ∅-interpretable in MX .
Proof. We will give a proof for MX . Denote by Nxi the interpretation of N as
C(xi), where xi is an element of the basis. The number m is interpreted as a
pair (xmi , xi). Lemma 2 implies that there is a definable isomorphism between
Nxi and Nxj for any two elements xi and xj of the basis. Indeed, we can define
pairs (xsi , x
s
j), i 6= j where 1 ≤ i, j ≤ |X |, without parameters with the following
formula:
φ(x, y) : ∃z1, z2(z1, z2 ∈ X ∧ z1 6= z2 ∧ Trans
′(x, y)) (3)
where Trans′(x, y) is the formula Trans(x, y) with any occurrences of x1 and
x2 replaced by z1 and z2, respectively.
Thus we have a definable (without parameters) equivalence relation on the
set of pairs (xmi , xi) and factoring over this equivalence relation we identify all
the structures Nxi into one structure isomorphic to N = 〈N,+, ·, 0, 1〉. Therefore
N = 〈N,+, ·, 0, 1〉 is ∅-interpretable in MX .
Remark 1. We can similarly prove ∅-interpretability of N = 〈N,+, ·, 0, 1〉 in
the non-commutative monoid AΓ.
2 Bi-interpretability ofMX and some other monoids
with S(N,N)
2.1 Interpretation of S(N,N) inMX and some other monoids
Let B be an algebraic structure. The three-sorted structure S(B,N), termed the
list superstructure over B, is defined as
S(B,N) = 〈B, S(B),N, t(s, i, a), l(s),⌢,∈〉, (4)
where N = 〈N ; +, ·, 0, 1〉 is the standard arithmetic, S(B) is the set of all finite
sequences (tuples) of elements of B, l : S(B) → N is the length function, i.e.,
l(s) is the length n of a sequence s = (s1, . . . , sn) ∈ S(B) and t(x, y, z) is a
predicate on S(B) × N × B such that t(s, i, a) holds in S(B,N) if and only if
s = (s1, . . . , sn) ∈ S(B), i ∈ N, 1 ≤ i ≤ n, and a = si ∈ B. This structure has
the same expressive power as the weak second order logic of B.
The following result is known, and it is based on two facts: the first one
is that there are effective codings of the set of all tuples of natural numbers
such that the natural operations over the tuples are computable on their codes;
and the second one is that all computably enumerable predicates over natural
numbers are ∅-definable in N (see [1], [11]).
Lemma 4. The list superstructure S(N,N) is ∅-interpretable in N. Moreover,
S(N,N) and N are bi-interpretable.
7We have shown in the previous section that N is interpretable in a monoid G
satisfying the assumptions of Lemma 2. Thus, by transitivity of interpretability,
we have that S(N,N) is intepretable in G and, therefore, in MX .
In this section we will construct a direct intepretation of S(N,N) in MX ,
which we will use in Section 2.3. The same technique also works for AΓ without
center.
Lemma 5. S(N,N) is interpretable in MX and in any non-commutative AΓ.
Proof. We will give the proof for MX . Recall that the set C(x1) = {xn1 | n ∈ N}
is interpretable in MX with parameter x1 and similarly C(x2) is interpretable
with parameter x2.
To interpret S(N,N) in MX , we first interpret a tuple t = (t1, . . . , tm) in
S(N) with m ≥ 1 as a word
wt = x1x
t1+1
2 x
2
1x
t2+1
2 · · ·x
m
1 x
tm+1
2 (5)
Note that any such word wt is completely determined by t and the following
conditions:
1) (head) wt = x1x2g1
2) (recursion) If wt = g3x
i
1g4 where g3 6= g
′
3x1, g4 = x2g
′
4, then g4 = g5x
i+1
1 g6
where g5 ∈ C(x2) and g6 = x2g
′
6, or g4 ∈ C(x2).
3) (tail) wt = g7x2
Conditions 1)–3) are definable in L{x1,x2}, so there is a formula w(x) defining
the set of words wt for t ∈ S(N).
Next, we interpret the relations ∈, t(s, i, a), length(s, n). The set of triples
(w, xi1, x
a
1), where a is the i
th component of the tuple given by w, can be defined
by the following position formula, which says roughly that xi1x
a+1
2 is a subword
of w:
t(x, y, z) : w(x) ∧ y ∈ C(x1)∧
(∃g1, g2, g
′
1, g
′
2, v x = g1yx2vg2 ∧ g1 6= g
′
1x1 ∧ g2 6= x2g
′
2∧
v ∈ C(x2) ∧ Trans(v, z))
The set of pairs (xa1 , w) where a is a component of the tuple encoded in
w, can be defined by the formula In(x, y) : ∃z t(y, z, x). Finally, the length
relation can be defined by the formula l(x, y) : w(x)∧y ∈ C(x1)∧∃g1, g2, g′1 x =
g1yg2 ∧ g1 6= g′1x1 ∧ g2 ∈ C(x2).
Next we interpret the concatenation operation in MX . Suppose we have
words w1 and w2 corresponding to the tuples (t1, . . . , tm) and (p1, . . . , pn) re-
spectively. Let w′2 = x
m+1
1 x
p1+1
2 · · ·x
m+n
1 x
pn+1
2 . Then w
′
2 has the following prop-
erties:
1) (head)w′2 = x
m+1
1 x2g1, where m is the length of w1
82) (recursion) If w′2 = g2x
m+i
1 g3 where g2 6= g
′
2x1 and g3 = x2g
′
3, then g3 =
xpi+12 x
m+i+1
1 g4, where g4 = x2g
′
4, or g3 = x
pi+1
2 .
3) (tail) w′2 = g5x2
All of these properties are definable with parameters x1, x2, and with the
formulas defining the interpretations of the length and position functions. Thus,
there is a formula φ(x, y, z) such that MX |= φ(w1, w2, w′2) when w1, w2, w
′
2 are
as above. Now let t3 be the concatenation of the tuples t1 and t2. Let the cor-
responding words be w1, w2, w3 respectively. Then the formula Concat(x, y, z):
∃uφ(x, y, u)∧z = xu defines concatenation uniformly inX , that is, Concat(w1, w2, w3)
holds when t1 ⌢ t2 = t3 and if instead of x1, x2 we take another basis xi, xj we
just have to replace in the formula x1, x2 by xi, xj .
To eliminate parameters we can now, as in the proof of Theorem 2, define
by a formula the equivalence relation identifying elements wt(xi, xj) for all pairs
(xi, xj) of basis elements.
The proof for AΓ is similar.
2.2 Interpretation of MX and other monoids in S(N,N)
Let X = {x1, . . . , xn}. We interpret a monomial xi1xi2 · · ·xim ∈ MX as the
tuple (i1, i2, . . . , im). Let T = {(t1, . . . , tm) | 1 ≤ ti ≤ n, m ∈ N}, then any
element of T can be uniquely associated to a monomial in MX . So, MX can be
interpreted in S(N,N) as the set T . It is easy to see T is definable since the con-
ditions 1 ≤ ti ≤ n and m ∈ N can be written in the language of S(N,N). Multi-
plication in MX can be interpreted as concatenation. So, MX is ∅-interpretable
in S(N,N).
Lemma 6. If G is a monoid from Theorem 1, a), b) or a monoid with solvable
word problem from c), then G is interpretable in S(N,N) and in N.
Proof. Notice that the word problem is solvable in monoids from a) and b).
One can recursively enumerate all short-lex forms of elements in G and encode
them as tuples in N the same way as this is done for MX . Multiplication is
not just concatenation anymore, but the corresponding predicate is recursively
enumerable and therefore definable in S(N,N).
2.3 Bi-interpretation
Theorem 3. 1. S(N,N) and MX are bi-interpretable with parameters in X
uniformly in X.
2. If a non-trivial free partially commutative monoid AΓ has trivial cen-
ter, then S(N,N) and AΓ are bi-interpretable with the standard generating set
(vertices V of Γ) as parameters.
1. We first will prove bi-interpretability of S(N,N) and MX uniformly in X .
Denote by M∗X the interpretation of MX in S(N,N), and by S(N,N)
∗ the
interpretation of S(N,N) in MX . Denote the images of MX and S(N,N) in
9themselves by M∗∗X and S(N,N)
∗∗, respectively. To show bi-interpretability, it
remains to show that the isomorphisms S(N,N)→ S(N,N)∗∗ and MX →MX
∗∗
are definable in S(N,N) and MX , respectively. The isomorphism ψ : S(N,N)→
S(N,N)∗∗ is the composition of the map taking a tuple t = (t1, . . . , tm) 7→ wt =
x1x
t1+1
2 · · ·x
m
1 x
tm+1
2 and the map taking M = xt1 · · ·xtm 7→ tM = (t1, . . . , tm).
So, ψ(t) = (1, 2, . . . , 2) ⌢ (1, 1, 2, . . . , 2) ⌢ · · · ⌢ (1, . . . , 1, 2, . . . , 2) where the
ith tuple has i 1’s and ti + 1 2’s. Since every recursively enumerable predicate
is definable in N we have the following
Lemma 7. The isomorphism φ : S(N,N) → S(N,N)∗∗ mapping t 7→ twt is
∅-definable in S(N,N).
To show that the isomorphism φ : MX → MX
∗∗ is definable, note that this
map is the composition of the map sending xi1 · · ·xim 7→ (i1, . . . , im) and the
map sending (i1, . . . , im) 7→ x1x
i1+1
2 · · ·x
m
1 x
im+1
2 . We will show that this iso-
morphism is definable with parameters in X . Recall that the set X is definable
in MX .
We first define a relation R = {(x1, x1), (x2, x21), . . . , (xn, x
n
1 )} that pairs up
the index of an element in X with its interpretation. In the language LX , this
relation is certainly definable. We will call elements (xi, x
i
1) pairs.
Next, given a number m ∈ N, we define an element am ∈M{x1,x2} by
am = x2x1x2x
2
1x2x
3
1 · · ·x2x
m
1 (6)
Lemma 8. The set of pairs B = {(am, xm1 ) | m ∈ N,m > 0} is definable in
MX .
Proof. The monomials am are completely determined by m and the following
conditions:
1) (head) am = x2x1x2u
2) (recursion) If am = u1x2vx2u2 with v ∈ C(x1), u2 6= x
m
1 , then u2 =
vx1x2u3.
3) (tail) am = u4x2x
m
1
The conditions are definable in MX in the language L{x1,x2}, so the relation
B is definable in MX with parameters x1 and x2.
Lemma 9. The isomorphism φ : M∗∗X →MX sending wM = x1x
i1+1
2 · · ·x
m
1 x
im+1
2 7→
M = xi1 · · ·xim is definable in MX with parameters in X uniformly in X.
Proof. Recall that for a word wM = x1x
i1+1
2 · · ·x
m
1 x
im+1
2 we have defined a
length relation and the position relation t(s, i, a). Thus, for wM let a = am,
where m is the length of wM , and define a word w as follows:
w = (ax2a)xi1 (a
2x22a
2)xi1xi2(a
3x32a
3) · · ·xi1xi2 · · ·xim(a
m+1xm+12 a
m+1) (7)
The word w is completely determined by wM and the following conditions:
10
1) (head) w = (ax2a)xi1 (a
2x22a
2)v1, where xi1 is the pair of the first compo-
nent of wM .
2) (recursion) For any j ∈ N, 0 < j < m, and for any v2, v3, v4 ∈ M , if
w = v2(a¯x
j
2a¯)v3(a¯ax
j+1
2 a¯a)v4, where a¯ ∈ C(a), v2, v3 do not end in a,
v3, v4 do not start with a,
then v4 = v3xij+1 (a¯a
2xj+22 a¯a
2)v5, where v5 does not begin with a, and
xij+1 is the pair of the (j + 1)
′st component of wM
3) (tail) w = v6(a¯x
m+1
2 a¯), where a¯ ∈ C(a) and v6 does not end with a.
Conditions 1)–3) are definable with parameters in X . Thus, there is a for-
mula θ0(x, z,X) such that θ0(wM , w,X) holds in MX whenever wM , w are
as we defined them. Then the formula θ1(x, y,X) : ∃z, y (θ0(x, z,X) ∧ z =
u(a¯xm2 a¯)y(a¯ax
m+1
2 a¯a)∧ ∀u
′ (u 6= u′a)) defines a pair (wM ,M) with parameters
in X .
The first statement of Theorem 3 is proved now.
To prove the second statement we need an analog of Lemma 9 but we have
to make such an element a = am that does not commute with any generator and
the element w is uniquely defined by 1)–3) and wM . If in Lemma 8 we replace
any occurrence of x2 in am by the product of all the generators in V except
x1, then the proof of Lemma 9 will work. This proves the second statement of
Theorem 3 .
Corollary 2. MX and N are bi-interpretable with parameters X uniformly in
X.
There are immediate very important corollaries. Similarly to the arithmetic,
the first-order theory of every structure B bi-interpretable with N has the same
expressive power as the weak second order theory of B. Namely, every statement
about B that can be expressed in the weak second order logic of B can be
expressed in the first-order logic.
Corollary 3. If B and N are bi-interpretable, then B and S(B,N) are bi-
interpretable.
Proof. Since B and N are bi-interpretable we have that S(B,N) and S(N,N) are
bi-interpretable. At the same time N and S(N,N) are bi-interpretable. Therefore
B and S(B,N) are bi-interpretable.
Corollary 4. MX and S(MX ,N) are bi-interpretable with parameters X uni-
formly in X.
This result shows that shows that structures bi-interpretable with arithmetic
are rich (meaning that they have many definable sets).
Corollary 5. A non-trivial AΓ with trivial center and S(AΓ,N) are bi-interpretable
with parameters V uniformly in V .
11
3 Definability of a submonoid
Consider now the submonoid of MX generated by the elements g1, . . . , gk, that
is, 〈g1, . . . , gk〉.
Theorem 4. For any k ∈ N, there is a formula ψ(y, y1, . . . , yk, X) such that
ψ(g, g1, . . . , gk, X) holds in MX if and only if g ∈ 〈g1, . . . , gk〉.
Such a formula also exists for any non-trivial free partially commutative
monoid AΓ with trivial center.
We will give a proof for MX . We will use the fact that the structures N and
S(N,N) are bi-interpretable with MX .
A Diophantine equation is an equation of the form p(x1, . . . , xk) = 0, where
p(x1, . . . , xk) ∈ Z[x1, . . . , xk]. A solution to the Diophantine equation is an as-
signment a : {x1, . . . , xk} → Z such that p(a(x1), . . . , a(xk)) = 0 in Z. A set
K ⊂ Zk is said to be Diophantine if there is a polynomial p(x1, . . . , xn, y1, . . . , yk)
such that for any (a1, . . . , ak) ∈ Nk the equation p(x1, . . . , xn, a1, . . . , ak) = 0
has a solution in Z if and only if (a1, . . . , ak) ∈ K.
A set K ∈ Z is recursive if there is a recursive function f : K → {0, 1}
such that n ∈ K if and only if f(n) = 1. A set K is recursively enumerable if
it is the range of a total recursive function. Matisyasevich [5] proved that any
recursively enumerable set is Diophantine.
In particular, he proved the following:
Proposition 1. Every recursively enumerable relation A(a1, . . . , am) ∈ Nm can
be represented in the form
A(a1, . . . , am) ⇐⇒ ∃(x1, . . . , xn) ∈ N
n P (a1, . . . , am, x1, . . . , xn) = 0, (8)
where P is a polynomial with integer coefficients.
Recall from Lemma 4 that S(N,N) is ∅-interpretable in N. We will refer to
the interpretation in N of a finite sequence (tuple) in S(N) as its code.
Proof of Theorem 4. Consider nowW = 〈g1, . . . , gk〉 and recall that each gi =
xi1 · · ·xim has an interpretation in S(N,N) as the tuple ti = (i1, . . . , im), and this
tuple in turn is interpreted as a code ni ∈ N. The set of words in 〈g1, . . . , gk〉
can be recursively enumerated. Therefore the set of all tuples (g1, . . . , gk, g)
such that g ∈ 〈g1, . . . , gk〉 is also recursively enumerable. Therefore the set
Wk = {(n1, . . . , nk, s)} of k + 1-tuples of codes of (g1, . . . , gk, g) in N is also
recursively enumerable.
By Matisyasevich’s theorem in [5], we have that the set Wk is Diophantine.
So, there is a polynomial P (x1, . . . , xn, n1, . . . , nk, s) with integer coefficients
such that P = 0 has a solution in Z if and only if (n1, . . . , nk, s) ∈ Wk. Thus,
the formula φ(y1, . . . , yk, z) : ∃x1, . . . , xn P (x1, . . . , xn, y1, . . . , yk, z) = 0 defines
Wk in Z. Since N is definable in Z, there is some formula φ
′(y1, . . . , yk, z) which
defines Wk in N.
To show that the set Sk = {(g1, . . . , gk, g) | g ∈ 〈g1, . . . , gk〉} is definable in
MX , we use the result in Lemma 1.
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The formula φ′(y1, . . . , yk, z) defines the set Wk = {(n1, . . . , nk, s)} ∈ Nk+1
where for each 1 ≤ i ≤ k, ni is the code of an element gi ∈ MX and s is the code
of an element g ∈ 〈g1, . . . , gk〉. Since N is ∅-interpretable in MX , by Lemma 1
there is a formula φ∗(y1, . . . , yk, z,X) in MX such that for any n1, . . . , nk, s ∈
N, N |= φ′(n1, . . . , nk, s) if and only if MX |= φ
∗(n∗1, . . . , n
∗
k, s
∗, X), where
n∗1, . . . , n
∗
k, s
∗ are the images of n1, . . . , nk, s in MX . By Lemma 9 the set
of tuples {(n∗1, . . . , n
∗
k, s
∗, g1, . . . , gk, g, } is definable in MX by some formula
θ(n∗1, . . . , n
∗
k, s
∗, g1, . . . , gk, g,X). Let
ψ(g1, . . . , gk, g,X) =
∃n∗1, . . . , n
∗
k, s
∗(φ∗(n∗1, . . . , n
∗
k, s
∗, X) ∧ θ(n∗1, . . . , n
∗
k, s
∗, g1, . . . , gk, g,X)).
Then N |= φ′(n1, . . . , nk, s) if and only if MX |= ψ(g1, . . . , gk, g,X) if and only
if g ∈ 〈g1, . . . , gk〉, so we have our result.
Similarly one can prove the result for AΓ without the center and the following
result.
Theorem 5. Every recursively enumerable language in the alphabet X is de-
finable in MX .
This implies that every regular language is definable in MX .
4 Isolation of Types, Homogeneity, and QFA
property
Let A ⊂ B. A set p of LA-formulas in n free variables is called an n-type of
Th(B, {a}a∈A) if p∪ThA(B) is satisfiable. A type p is called complete if for each
LA-formula φ with n free variables, either φ or ¬φ is in p. Moreover, p is said
to be realized in B if there is some b¯ ∈ B such that B |= φ(b¯) for all φ ∈ p. For
a tuple b¯ ∈ B, the set tpB(b¯/A) = {φ(x¯) ∈ LA | B |= φ(b¯)} is a complete n-type.
A complete n-type p is isolated if there is a formula φ(x¯) ∈ p such that for all
L-formulas ψ(x¯), ψ(x¯) ∈ p if and only if Th(B) |= (φ(x¯) =⇒ ψ(x¯)). Moreover,
B is called atomic over A if every type that is realized in B is isolated.
Remark 2. Let B be a countable structure. Then B is atomic if for any b¯ ∈ B,
the orbit Aut(B).b¯ is ∅-definable.
A model is homogeneous if two finite tuples realize the same types if and
only if they are automorphically equivalent. Every countable atomic model is
homogeneous.
Theorem 6. MX is atomic and, therefore, homogeneous.
Proof. Note that since the basis X of MX is definable, any automorphism must
send basis elements to basis elements. Morever, an automorphism is completely
determined by where it sends the basis elements. Thus, the orbit of a word
w = xe1i1 · · ·x
en
in
∈ MX is the set of words {s = x
e1
σ(i1)
· · ·xen
σ(in)
} where σ is a
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permutation of the set {1, . . . , n}. It is easy to see that this set is definable.
For example, the orbit of a word x21x3x2x3 can be defined by the formula φ(x) :
∃y1, y2, y3 ∈ X (y1 6= y2 6= y3 ∧ x = y21y2y3y2). Similarly, we can show that the
orbits of arbitrary tuples b¯ of MX are definable. Thus, MX is atomic.
The same result is true for AΓ without the center because the standard gener-
ating set is definable. Notice that non-abelian free groups are also homogeneous
[9], [7].
Definition 2. Fix a finite signature. An infinite finitely generated structure
G is quasi-finitely axiomatizable (QFA) if there is a first-order sentence φ such
that
• G |= φ,
• if H is a finitely generated structure in the same signature such that H |=
φ, then G = H.
A structure G is prime if G is isomorphic to an elementary submodel of each
H elementarily equivalent to G.
Remark 3. If |X | > 1, then MX is QFA and prime. A non-trivial AΓ with
trivial center is QFA and prime.
This follows from [6], Theorem 7.14 and Corollary 2. Indeed, by [6] a finitely
generated structure A in finite signature that is bi-interpretable with integers is
prime and QFA.
In contrast to this two non-abelian free groups of different ranks are elemen-
tarily equivalent, therefore a non-abelian free group is not QFA.
5 Quantifier elimination
In this section we will show that there is no quantifier elimination in the theory of
any structure that is bi-interpretable with N. In particular, there is no quantifier
elimination in the theory of a free monoid of rank at least two.
Let L be a first-order language. Recall that a formula φ in L is in a prenex
normal form if φ = Q1y1Q2y2 . . .Qsysφ0(x1, . . . , xm) where Qi are quantifiers
(∀ or ∃), and φ0 is a quantifier-free formula in L. It is known that every for-
mula in L is equivalent to a formula in the prenex normal form. A formula
φ = Q1y1Q2y2 . . . Qsysφ0(x1, . . . , xm) in the prenex normal form is called Σn
formula if the sequence of quantifiers Q1Q2 . . . Qs begins with the existential
quantifier ∃ and alternates n − 1 times between series of existential and uni-
versal quantifiers. Similarly, a formula φ above is Πn formula if the sequence
of quantifiers Q1Q2 . . . Qs begins with the universal quantifier ∀ and alternates
n− 1 times between series of existential and universal quantifiers.
For a structure B of the language L denote by Σn(B) the set of all subsets
of Bm, m ∈ N, definable in B by Σn formulas φ(x1, . . . , xm), m ∈ N. Replacing
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in the definition above Σn by Πn one gets the set Πn(B). Let Σ0(B) = Π0(B)
be the set of all subsets definable in B by quantifier-free formulas. Clearly,
Σ0(B) ⊆ Σ0(B) ⊆ . . . ⊆ Σn(B) ⊆ . . .
Π0(B) ⊆ Π0(B) ⊆ . . . ⊆ Πn(B) ⊆ . . .
The sets Σn(B) and Πn(B) form the so-called arithmetical hierarchy over B
denoted by H(B). It is easy to see that if Σn(B) = Σn+1(B) (or Πn(B) =
Πn+1(B)) for some n ∈ N then Σm(B) = Σm+1(B) and Πm(B) = Πm+1(B) for
every natural m ≥ n. We say that the hierarchy H(B) collapses if Σn(B) =
Σn+1(B) for some n ∈ N, otherwise it is called proper.
Theorem 7. Let B be a structure in the language L that is bi-interpretable with
N. Then for any n ∈ N there is a formula φn in L such that the formula φn
is not equivalent in B to any boolean combination of formulas from Πn or Σn
(with constants from B).
Proof. Suppose, to the contrary, that for some n ∈ N any formula φ(x¯) in the
language L is equivalent in B to some boolean combination φ′(x¯) of formulas
from Πn or Σn with constants from B. Take an arbitrary first-order formula
ψ(z¯) of the language of N. Since B is bi-interpretable in N the formula ψ(z¯) can
be rewritten into a formula φ(x¯) of the language L such that for any values a¯
of z¯, N |= ψ(a¯)⇐⇒ S |= φ(b¯), where a¯→ b¯ when N is interpreted in S. By our
assumption there is a formula φ′(x¯), which is a boolean combination of formulas
from Πn or Σn perhaps with constants from B such that φ(x¯) is equivalent to
φ′(x¯) in B. Since B is bi-interpretable in N there is a number m which depends
only on the bi-interpretation such that φ′(x¯) can be rewritten into a formula
ψ′(z¯), which is a boolean combination of formulas from Πn+m or Σn+m in the
language of N such that N |= ψ′(a¯) ⇐⇒ S |= φ′(b¯). It follows that ψ(z¯) is
equivalent to ψ′(z¯) in N, i.e., every formula ψ of the language of N is equivalent
in N to some formula ψ′ which is a boolean combination of formulas from Πn+m
in the language of N. However, this is false since the arithmetical hierarchy in
N is proper. It follows that our assumption is false, so the theorem holds.
Corollary 6. The hierarchy H(MX) is proper.
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