This work is motivated by dose-finding studies, where the number of events per subject within a specified study period form the primary outcome. The aim of these studies is to determine the efficacy of a new drug compared to an active control or placebo. In particular, we are interested in identifying the dose-response relationship and the target dose for which the new drug can be shown to be simultaneously safe and as effective as the control.
INTRODUCTION
Typically, the aim of a clinical trial is to determine the efficacy of a new drug compared to placebo or an active comparator. In the special case of dose-finding studies the interest lies in identifying the dose-response relationship and the target dose for which the drug can be shown to be simultaneously as effective as the comparator and safe. A good understanding of the dose-response relationship is crucial in clinical drug development. A dose which is too low will hinder the proof of efficacy and a dose which is too high could result in safety issues. In fact, one of the main reasons for the high discontinuation rate of phase three clinical trials was found to lie in a poor understanding of the dose-response relationship and consequently in an inadequate dose selection, [1] .
Several approaches have been proposed for the efficacious planning and analysis of a dosefinding study. A methodology that combines formal hypothesis testing for dose response with flexible modeling of the dose-response relationship and estimating a target dose, i.e. a minimum effective dose (MED) that produces a clinical relevant effect was proposed in [2, 3] . This concept of selecting the best model while controlling the familywise error rate and the subsequent target dose estimation is an extension of the ideas proposed in [4] . The estimation of the MED based on a given model can be regarded as a calibration problem which can be seen as a reverse process to regression, i.e. the estimation of a value for an independent variable that yields an expected outcome for the dependent variable equal to a predefined value. An overview on the classical calibration problem is described in [5] . There is also an extensive literature on calibration problems related to dose estimation, e.g. [6, 7, 8, 9, 10] and [1] . See also [11] and [12] regarding designing aspects of non-linear calibration problems. This paper focuses on the estimation of a target dose, defined as the dose for which the expected response is equal to that of a control group. In contrast to the literature cited above, the reference value for the outcome of the target dose must be estimated from the current study, i.e. imbedded in the dose-response model, where -depending on the chosen parametrizationeither the response of the comparator drug or the target dose itself represents an additional parameter to estimate.
The dose-finding studies that motivated our work seek to analyze processes which generate events repeatedly over time. Such processes are referred to as recurrent event processes. Examples include the number of seizures in epileptic studies, the number of hot-flushes postmenopausal women suffer from or the number of flares in gout studies.
Statisticians involved in these studies are usually interested in understanding the underlying event occurrence process. This includes the investigation of the rate at which events occur, the inter-individual variation and most importantly, the relationship between the event occurrence and explanatory variables such as treatment or dose.
Modelling of recurrent events can be approached in a number of ways. The two most common ways are through event counts and gaps or waiting times between two events. Models and methods based on counts are often useful when individuals frequently experience the events of interest, and the events are 'incidential' in the sense that their occurrence does not materially alter the process itself, either directly or through resulting interventions, [13] . In contrast, analyses based on waiting times are often relevant when either events are relatively infrequent, some type of individual renewal occurs after an event, or when prediction of the time to the next event is of interest. The applications in mind for this work are of the former nature, and the canonical approach for the analysis of event counts is the Poisson process. Poisson processes can be defined in various ways (see [14] ), one of which is via the intensity function. It gives the instantaneous probability of an event occurring at a certain point in time, given the history of the process. Modelling recurrent events on explanatory variables can be achieved by specifying the associated intensity as a function of those variables. Corresponding work and different models have been presented in [15, 16, 17] and [14] .
The studies that motivated our work focus mainly on the number of events that occur by the end of the study period. Therefore, modelling the counts through a generalized linear model as introduced in [18] might seem sufficient. However, in the dose-finding studies of interest and more generally in settings with repeated measurements, incomplete data due to missed visits, dropouts or non-return of questionnaires are quite common. Hence, the endpoint of interest may be missing. In many situations, however, information about the counting process prior to the dropout is available, e.g. through patient diaries. This knowledge can be incorporated in a recurrent event data analysis.
The literature on the analysis of data with dropouts is extensive. References for different missing data methods with the main focus on repeated measurement studies are [19, 20] and [21] . There are three potential problems that typically arise with missing data: loss of efficiency, complication in data handling and analysis, and bias due to differences between the observed and unobserved data, [22] . Given the importance of selecting the adequate dose, the impact of missingness on the dose selection and different models for the missingness mechanism must be carefully considered.
The missing data mechanism concerns the relation between the missingness process and the outcome variable. Three missingness processes are distinguished, namely the missing completely at random (MCAR), the missing at random (MAR) and the missing not at random (MNAR) mechanisms, [23] .
A missingness process is said to be MCAR, when missingness is not related to any measurements, observed or missing in the study. In particular, the incomplete data set can be seen as a random subsample of the complete data set, that would have been observed without missingness. Furthermore, it is not necessary to construct a model for the missingness process. A missingness process which uses less restrictive assumptions is the MAR mechanism. In this case, missingness depends on observed quantities, which include outcomes and explanatory variables, but not on the missing components. If, in addition to MAR, the parameter vectors associated with the measurement and missingness process are disjoint, in the sense that the joint parameter space is the product of the single parameter spaces (separability or distinctness condition), the missing data mechanism is termed ignorable. Likelihood-based or Bayesian inference for the measurement parameter of interest can then be based on the observed data likelihood while ignoring the missing data mechanism, [24] . Finally, if the missingness probability depends on unknown quantities the missingness process is termed MNAR. In the case of non-ignorability and MNAR, we need to model the measurement and missingness process jointly. Methods, such as selection models, pattern-mixture models and shared parameter models have been proposed for this case.
Regulatory aspects of missing data in clinical trials are described in the ICH E9 guideline [25] , as in the EMEA Points to Consider on Missing Data [26] . Recently, a revised EMEA guideline has been published as a draft [27] , giving a more detailed insight in potential issues related to the different methods of missing data handling. Whilst, from a regulatory point of view, the main focus appears to lie on confirmatory Phase III trials, the undesired effects of missing data are also relevant in dose-finding studies. As described in [27] bias is the most important concern resulting from missing data. In dose-finding, this may lead either to an over-or an underestimation of the treatment effect or a dose-response slope. An overestimation would, in general, lead to an underestimation of a target dose, and vice versa. Consequently, the assumed therapeutic window would be either too narrow or too wide. In the first case, the development program might erroneously be stopped or continued with an unnecessarily high dose that has a potentially poor safety profile, whereas in the latter case an ineffective dose might be put forward to Phase III.
The interplay between recurrent event data modeling, dose selection and different missingness mechanisms poses the main focus of this work. Section 2 is devoted to different methods to deal with the missing data problem in dose-finding studies. In Section 3 we will investigate approaches to model the dose-response relationship in the case of recurrent event data and an endpoint-analysis. Furthermore, an alternative modeling approach, which enables the incorporation of information of non-completers, is presented. In Section 4 a dose-finding study which motivated the presented work and the conducted simulation study is introduced. In Section 5 the impact of missingness on the precision of the target dose estimation and the performance of different missing data handling methods is assessed via simulation studies. Concluding remarks are given in Section 6.
APPROACHES TO THE ANALYSIS OF RECURRENT EVENT DATA WITH DROPOUT
It is very common for sets of repeated measurements to be incomplete. Missingness usually occurs for reasons outside of the control of the investigators and may be related to the outcome measurement of interest, hence complicating the data analysis. Data from such trials can in general be analysed in four ways:
1. Perform the analysis only on those subjects who complete the trial; 2. Analyse only the available data; 3. Use a single or multiple imputation technique to replace the missing observations with plausible values, then analyse the completed data set(s); or 4. Model the repeated data and missingness process jointly, [21] .
The first option yields a complete case analysis. In contrast, the second option can be realised through the direct likelihood approach, which is the likelihood-based way of using only the available information, see [19] . Various other (mostly nonparametric) methods of using only the observed data are discussed in [24] , and for single and multiple imputation techniques in [22, 24, 28, 29, 30, 31] . As mentioned in the introduction, the fourth option becomes necessary in the case of non-ignorability and MNAR. Three model families, namely selection models, pattern-mixture models and shared parameter models are the most commonly used frameworks. A selection model factorises the joint distribution of the measurement and response mechanism into the marginal measurement distribution and the response distribution, conditional on the measurements. In a pattern-mixture model, we use the alternative factorisation, where the joint density of the full data is factorised into the marginal response distribution and the measurement process, conditional on the missingness pattern. In a shared parameter model, the density of the full data is modelled through the incorporation of random effects, which drive both the outcome and the missingness process. As described in the introduction, the studies that motivated this work focus mainly on the number of events that occur by the end of a specific study period. Unfortunately, in practice, the endpoint of interest is not observed for each subject. At the same time, information about the counting process before dropping out is usually available. Hence, the remaining derivations of this paper are based on this assumption. In the following subsections the focus will lie on different methods to deal with missing data in this specific case. Five approaches will be discussed: complete case analysis; two single imputation techniques; direct likelihood approach; pattern-mixture models; and their advantages and disadvantages explored.
Notation
Suppose m independent subjects are randomized into a trial and that each subject experiences a type of recurrent event. Let N i (T i ) = n i denote the number of events over the complete study period [0, T i ] for the i-th subject. For convenience we let T i = T for all i ∈ {1, ..., m}. The event times for subject i are denoted by 0 < t i1 < ... < t ini ≤ T . Furthermore, let x iji be the vector of explanatory variables for subject i and event time j i ∈ {t i1 , ..., t i,ni }. It is assumed that x iji are time-independent explanatory variables. Therefore, x iji = x i for all j i ∈ {t i1 , ..., t i,ni }. Explanatory variables of interest are age, treatment and dose. Let z i denote the treatment for subject i. Assuming the study design involves ∈ N doses, d 1 , ..., d , of the new drug and one comparator (C), then z i ∈ {d 1 , ..., d , C}. Furthermore, let N i = {N i (t)} t∈{ti1,...,tin i } denote the recurrent event data information for subject i. Now let S i ∈ (0, T ] indicate the dropout time for subject i ∈ {1, ..., m}. For clarity, in this paper we assume that once patients drop out, they do not return.
Complete Case Analysis
In a complete case analysis all participants with missing data are simply discarded and the missingness process is not explicitly incorporated. Although still used in many areas, this strategy is generally inadvisable in the case of longitudinal data. In the context of clinical trials, the FDA is currently bringing out a guideline which discourages use of complete case analysis, because the reason for missing data can be treatment-related and the remaining patients may not adequately represent the study population.
† Further disadvantages of this approach are the loss of information, potentially severe bias if a MAR process holds and lack † See the FDA draft for the guidance of industry, which can be found under http://www.fda.gov/cder/guidance/5460dft.pdf M. AKACHA AND N. BENDA of cost-effectiveness. Using this approach in a study of interest would lead to the exclusion of all patients for whom N i (T ) = n i is missing. Based on the remaining 'complete' data a generalized linear model for count data can be formulated (see Section 3.1).
Single Imputation Techniques
Another common, albeit problematic, strategy is to replace a missing value by a single value which is based on the observed measurements. There are several ways in which the observed information can be used to impute the missing measurements, e.g. last observation carried forward, mean imputation, regression imputation and hot deck imputation, [23] . Most of these methods require the MCAR assumption to hold, while some even require additional assumptions. Therefore, all of these techniques have to be used with caution.
"The idea of imputation is both seductive and dangerous. It is seductive because it can lull the user into the pleasurable state of believing that the data are complete after all, and it is dangerous because it lumps together situations where the problem is sufficiently minor that it can be legitimately handled in this way and situations where the standard estimators applied to the real and imputed data have substantial biases." [32] The key problem with single imputations is that inferences about parameters based on the imputed data do not account for the imputation uncertainty.
"Thus standard errors computed from the filled-in data are systematically underestimated, P values of tests are too small and confidence intervals are too narrow." [24] In our work we will explore two single imputation techniques.
Last Observed Rate Carried Forward
This single imputation technique makes the implicit assumption that events for a specific patient occur at the same rate before and after dropout. More explicitly, assume subject i drops out at time point S i ∈ (0, T ) and let N i (S i ) be the number of events prior to the dropout. The missing true endpoint N i (T ) is then replaced by the rounded value of N i (S i ) + (T − S i ) information from non-completers when fitting a specific model and estimating the target dose of interest. Suppose patient i dropped out at time point S i ∈ (0, T ] and let N i,obs = {N i (t)} t≤Si denote the observed part and N i,mis = {N i (t)} Si<t≤T the missing part of the recurrent event data sequence. Likelihood inference for the parameter of interest θ can then be based on the observed likelihood
where f (·|θ) denotes a parametric model for the recurrent event data sequence
, where N i (t) is unobserved for t ∈ (S i , T ). The measurement parameter of interest is denoted by θ ∈ R q , q ∈ N. Specific models which enable the estimation of the target dose of interest will be discussed in Section 3.2.
Analysis using Pattern-Mixture Models
In the case of pattern-mixture models it is assumed that the distribution differs according to the underlying missingness pattern, which motivates the naming of these models. Let N i = {N i (t)} t∈{ti1,...,tin i } be the recurrent event data information for subject i and let p denote the missingness pattern, which in case of continuous time recurrent event data is equivalent to the dropout time. The joint distribution of N i and the missingness pattern is then given by
where the first and third factors can be modelled through the data. We can use identifying restrictions to determine the unknown conditional densities of unobserved components, given a set of observed quantities, [33, 19] . Using these restrictions is not the only way to overcome the under-identification. For alternatives, such as using pattern p as an explanatory variable, we refer to [19] . Different identifying restrictions yield different missingness mechanisms. The most commonly used ones are the complete case missing value restrictions, where information which is unavailable is borrowed only from the model for the completers; neighbouring case missing value restrictions, where unavailable information is always borrowed from the first pattern which observes the corresponding missing measurement; and the available case missing value restrictions where all the available information is used. It has been shown that for discretetime longitudinal data with monotone missingness, MAR is equivalent to the available missing value case, [34] . Fitting procedures for pattern-mixture models are described in [35] . In the case of recurrent event data each pattern (except the pattern of the completers) consists of one patient only. Therefore, estimating the pattern-specific identifiable densities, as requested in the fitting procedure for the discrete time pattern-mixture models, is not feasible. However, when using the complete case identifying restrictions, only the density of the completers needs to estimated, as all information is borrowed just from these patients. In order to be able to borrow some information using the other identifying restrictions, patients with similar dropout times have to be clustered into one group or pattern. Once the clustering is done, identifying restrictions for the unknown conditional densities need to be specified. Although very interesting, tackling this problem is beyond the scope of this paper and we will focus on the complete case missing value restrictions. From equation (1), pattern-mixture models rely on modelling the whole recurrent event data sequence. In order to formulate the pattern-mixture model, the recurrent event model needs to be defined (see Section 3.2). Therefore, this section will be revisited in Section 3.3.
MODEL SPECIFICATION
The purpose of this section is to formulate a regression model that enables the estimation of the target dose and the effect of other covariates on the endpoints n 1 ,...,n m , taking into account the missingness process. Corresponding to the missing data methods that were discussed in the last section, some approaches only need modelling of the endpoints, whereas others rely on a model formulation for the whole recurrent event sequence.
Models for Count Data
In order to analyze the effects of covariates on the number of events, n 1 , ..., n m , that occur by the end of the study T a regression analysis has to be performed. The probability of n i events occurring in the interval [0, T ] for subject i can be modelled by a Poisson distribution with mean Λ xi (ϑ):
where ϑ denotes the parameter of interest. Following the ideas in [18] a generalized linear model will be formulated to model the mean Λ xi (ϑ) as a function of the dose and other explanatory variables. The canonical link function is used and the following relationship is assumed:
where η td is the target dose of interest and ϑ = (α 0 , α 1 , α 2 , η td ) . The function g(·, η td ) quantifies the dose-response relationship between the endpoint N i (T ) and the dose, treated as a continuous variable. This work will focus on linear and log-linear dose-response relations. An extension of the models for the EMAX or logistic dose-response relation is straightforward, [36] . Now suppose subject i and j have same age. The target dose is then defined as
The following parametrizations for g(·, η td ) are proposed to enable the estimation of η td :
linear model: g(z i , η td ) = z i − η td ; and log-linear model:
For z i = C the value g(C, η td ) is set to zero. As defined, the Poisson model features the constraint of equal mean and variance, but the number of events usually varies beyond what can be explained through available covariates. In order to take this inter-individual variation and the so-called overdispersion into account, a model, in which the regression parameters vary across different patients will be considered. Thus, the following generalized linear mixed model is proposed:
where g(·, η td ) is defined above. Assuming the U i are iid. gamma-distributed random variables with mean 1 and variance φ, implies that subjects with U i greater than one are more likely to experience an event than those with U i less than one. In particular, the marginal distribution of N i (T ) is given by
such that the overdispersion coefficient is given by 1 + φ Λ xi (ϑ). Based on this model we seek to estimate the target dose. The estimate obtained will depend substantially on the procedure used to deal with the missing data and the chosen dose-response model. This inference can be severely biased, as will be illustrated in Section 5.
Model for Recurrent Event Data
In Section 2, the direct likelihood method and the pattern-mixture models were presented. As illustrated, these approaches are based on different assumptions about the missingness process. Both methods enable the incorporation of information for non-completers. In order to conduct inference for these methods a model for the whole event data sequence N i , i ∈ {1, ..., m}, has to be formulated. It is assumed that events occur in continuous time and according to a Poisson process with (time-dependent) intensity function λ xi (t, θ). The corresponding cumulative or integrated intensity function is given by
where θ quantifies the relationship between the rate and covariates. Thus, the probability of n events occurring in the interval [0, t] for subject i is given by
Let T i1 , ..., T ini denote the 'time of occurrence' random variables for subject i ∈ {1, ..., m}.
The joint distribution of the count n i and the event times 0 ≤ t i1 , ..., t ini ≤ T can be shown to be
In practice, however, even after conditioning on covariates, there is more inter-individual variation than is accounted for by a Poisson process. Therefore, a model, where the event rate varies across different patients is considered. Suppose
where u i is a realization of the gamma-distributed random variable U i . The extended model is then given by
where
Note that the intensity, implicitly given in equation (5), belongs to the conditional counting process {N i |U i = u i } and not to the marginal process N i . The contribution of the i-th subject to the joint likelihood for the outcome 'n i events occur at times t i1 , ..., t i,ni ', with U i specified as above, is then given by
where f (θ, φ) is the density of a negative-binomial distributed random variable X with mean Λ xi (T, θ) and variance Λ xi (T, θ) + φ Λ 2 xi (T, θ). In particular, the overdispersion coefficient is given by 1 + φ Λ xi (T, θ), and thus does depend on explanatory variables. In the following, different regression models for the intensity function λ xi (t, θ) will be discussed. It is commonly assumed that covariates affect the intensity through a multiplicative model of the form
where θ = (β, δ) is the parameter vector of interest, λ 0 (·) is a baseline intensity function and h(·) is a positive-valued function of x i and β, [14, 37] . Then, the corresponding integrated intensity function is given by
The case where λ 0 (·) is left arbitrary (semi-parametric model) is distinguished from the case where the baseline function is specified up to a parameter vector δ (full parametric model).
As implied by the notation in equation (8), the focus of this paper lies on fully parametric models. Further discussion on semiparametric models can be found in [15, 38] .
Different models for the baseline function and the function h(·) may be proposed. It is often convenient to choose the function h(·) according to the Andersen-Gill-Model, [39, 16] :
since no restrictions on the values of the regression parameter β are needed. The regression parameters can be interpreted as log-relative intensities. Note that model (8) implies that the rate functions associated with any two sets of covariate values are proportional over time, i.e. using a fully parametric Andersen-Gill model leads to a time dependence solely through the baseline intensity function. This restriction may be too strong in practice, [38] . To overcome this drawback proportional odds models and other transformation models were studied, [17, 40, 41] . Moreover, the model (8) can be extended such that the baseline rates depend on explanatory variables:
. Furthermore, random effects can be incorporated as in model (5). For convenience this paper will focus on a slight extension of the Andersen-Gill-Model. The following relation is assumed
where k(·) is a (not-necessarily linear) function of x i and β. One possible model with
Different choices for g(·, η td ) were discussed in the last subsection. In the following, various models for the baseline intensity function are proposed. If the rate of events is expected to be the same over the whole study period, it is sensible to chose λ 0 (·) as a constant function. This yields a homogeneous Poisson process. Alternatively, a monotone decreasing or increasing rate function can be realistic and among others yields a Weibull rate, see [15] . In the case of a seasonal illness, a periodic rate function might be considered. The corresponding baseline functions for the constant and Weibull rate assumptions are given by λ 0 (t, δ) = δ, δ ∈ R + , and λ 0 (t, δ) = δ 0 δ 1 t δ1−1 with δ = (δ 0 , δ 1 ) ∈ R 2 + , respectively. Depending on the chosen rate function the likelihood in equation (7) will become more or less cumbersome; with a constant rate function the likelihood simplifies substantially. In summary, the following model for the recurrent event data sequence {N i (t)} t∈{ti1,...,tin i } is considered:
iid.
The constant and Weibull rate function will be considered in the simulation studies presented in Section 5.
Pattern-Mixture Models: Revisited
Having formulated a model for the recurrent event data sequence, we now revisit the patternmixture models described in Section 2.5. We aim to identify the conditional model
where N i = {N i (t)} t∈{ti1,...,tin i } . As we are observing an overdispersed Poisson process we incorporate an unobservable subject-specific random effect U i ∼ Γ(φ −1 , φ) in the model framework proposed in Section 3.2. Conditional on this variable the counts were assumed to follow a Poisson process. However, as here the interest lies in the unconditional counting process N i , we note that this is no longer a Poisson process with rate function u i λ xi (t, θ). Instead, using the notation in Section 3.2, the rate function of N i is given bỹ
where N i (t−) is the number of events that occur in the time interval [0, t), [13] . In order to identify f (N i,mis | N i,obs , p = S i ) we use the CCMV identifying restrictions, where we only have to distinguish between completers (set I) and non-completers (set I c ). Let all parameters of interest in the density (7) be summarized through ϕ = (θ, φ). Assume that ϕ was estimated throughφ comp for the complete cases, using the model in (10) . Then, the rate function of N i for the completers i ∈ I is determined through
We then identify
is a draw from the distribution of the completers, that is, from a counting process with rate functionλ xi (t,φ comp ,θ comp ), t ∈ [S i , T ].
As it is cumbersome to draw from the corresponding distribution, we choose to draw the event times and to count the event occurrences by time point T . Given an event occurred at time point t j−1 , the waiting time w j for event t j can be calculated based on
Solving this integral for the constant and Weibull rate function λ xi (t, θ) is straightforward. Now, for each patient from the set I c , multiple draws of N i (T ) are created according to the identifying restriction defined in equation (11) . Then, the missing endpoints for subjects i ∈ I c are replaced by these multiple draws and the generalized linear mixed model, introduced in Section 3.1, is fitted to these 'completed' data sets. The same model is fitted separately to the data of all completers. For each parameter the final estimate is a weighted average of the pattern specific estimates. The weights are estimated as the pattern probabilities (see [35] for details about fitting procedures for pattern-mixture models).
EXAMPLE: CHRONIC GOUT STUDY
Throughout the remaining part of the paper, we illustrate our ideas with simulated data which mimic a Phase II trial. An active-controlled dose-finding study is planned to evaluate a new compound for the prophylaxis of signs and symptoms of acute flares in chronic gout patients. For similar studies see [42, 43] . The primary objective of this study is to determine the target single dose of the new compound that leads to the same efficacy as an active-control, with respect to the mean number of gout flares occurring during 16 weeks after randomization. Since the primary outcome is the mean number of flares for each patient after 16 weeks an endpoint-analysis is to be performed. However, given the painful nature of gout flares a considerable number of patients is expected to drop out throughout the study. Safety reasons for high doses and adverse events are further expected reasons for dropout. Performing an endpoint-analysis without adjustment for missingness would imply no inclusion of information about non-completers. This practice would lead to the underlying assumption of an identical evolution for completers and non-completers. Given the reasons for dropout, this is rather unrealistic. All patients are asked to record the date they suffered from a gout flare. Using this information, the number of flares until the time of dropout will be known and can be included in the modelling framework, as was shown in Section 3.2.
SIMULATION STUDY
One of the key goals of this work is to investigate the performance of several missing data handling methods for the estimation of the target dose in the context of a recurrent event data trial. To allow a direct quantitative comparison of the proposed methods in Section 2 under the same conditions and using the same performance metrics, a simulation study, motivated by the setting of the example in Section 4, was undertaken.
Scenarios
Different scenarios will be explored using different:
• rate functions: constant and (decreasing) Weibull;
• dose-response profiles: linear and log-linear; • missingness mechanisms; • dropout-rates: 20% -75%;
It is assumed that besides the comparator, five different doses ({0.25, 0.5, 1, 2, 3}) of the new drug are used in the trial. Furthermore, every simulated data set has a sample size of 3500 patients. We choose a relatively large sample size in order to reduce the bias due to finite sampling. The comparator is assigned to 1000 patients and each of the different doses of the new drug is assigned to 500 patients. The study period is 112 days. Moreover, the following missing data mechanisms were used to introduce missingness:
MAR:
Person i drops out after t iji ∼ Bernoulli (p(t iji )) , where
where γ j,zi < 0 for j ∈ {0, 1} and γ j,zi > 0 for all j ∈ {2, 3}, i.e. the probability of dropping out decreases with age but increases with the assigned dose (due to adverse events) and number of events.
MNAR:
where γ j,zi < 0 for j ∈ {0, 1} and γ j,zi > 0 for all j ∈ {2, 3, 4}. Here, in addition to the MAR case, the probability of dropping out increases with the potentially unobserved number of events by the end of the trial.
Moreover, we distinguish two cases. Firstly, for j ∈ {0, 1, 3, 4} γ j,zi = γ j for z i ∈ {0.25, ..., 3, C}; and γ 2,zi z i = γ 2 z i for z i ∈ {0.25, ..., 3}; γ 2 η td for z i = C;
i.e. the missingness processes for the comparator and the target dose group are identical. Secondly, for j ∈ {0, 1, 3, 4} γ j,zi = γ j for z i ∈ {0.25, ..., 3}; γ * j = γ j,η td for z i = C; and γ 2,zi z i = γ 2 z i for z i ∈ {0.25, ..., 3}; γ * 2 = γ 2 η td for z i = C;
i.e. the missingness processes for the comparator and the target dose group differ. For each scenario 1000 data sets are simulated according to the data model given in Section 3.2, equation (10) , and assuming the target dose η td = 2. Patients are assumed to suffer from three events on average. In total, 32 scenarios were investigated. The different compositions are given in Tables I, VI , VIII and IX. The simulations and the analyses were performed using the software SAS (PROC IML, NLMIXED and created macros). Table I . Overview of the different scenarios for the simulation study using a constant rate function with a linear dose-response relationship. In case of different missingness rates for the new drug and the comparator, the column 'Dropout-Rate' consists of the dropout rates for the complete data set/ only for the comparator/ only for the experimental drug.
Results
The results of the simulation study, using the mean bias of the estimated target dose as our performance metric, are given in Tables II, VII, X and XI. Next to the mean and median of the estimated target doses, the standard errors and the 90% range for the estimates are recorded for the proposed methods for dealing with missingness (see Section 2). The pattern-mixture model was fitted using the CCMV identifying restrictions and 5 imputations. The results for the scenarios presented in Table I are given in Table II. For these eight scenarios a homogeneous Poisson process with a linear dose-response relationship was assumed. Different missingness rates are considered. Regarding the results for the first four scenarios, which assume the same missingness rate and process for the target dose group and comparator, it becomes apparent that the estimates are very close to the true value η td = 2. Obviously, the estimates obtained by analyzing the complete data sets are the most accurate ones. However, in the case of MAR, it is remarkable how close these are to the direct likelihood (DL) estimates (see Scenario 1 and Scenario 3). Due to the reduced information, standard errors are just slightly higher than those obtained from analyzing the complete data. Even in the case of MNAR, where ignoring the missingness process, i.e. applying the DL approach, is usually not valid, we obtain acceptable estimates. This observation even holds for Scenario 4, where half of the endpoints went missing. Also the estimates obtained by the complete case analysis (CC), the last count carried forward technique (LCCF) and the pattern-mixture models (PMM) are within a 2.5% range of the true value. The target dose is usually slightly underestimated. The standard errors are marginally higher than those of the complete data. In the case of the last observed rate carried forward (LORCF) approach the mean of the estimates is highly biased due to outliers. We observe two different reasons for outlying estimates. Firstly, imputing the missing endpoint through the rounded value of
can yield very large numbers of events. Take for example a subject which drops out after two days, but already suffered from three events. The imputed value based on LORCF is then given by 167 and will affect the estimation of the target dose. The second issue that leads to outliers is of numerical nature: the dual quasi-Newton algorithm used Table II . Simulation results for a constant rate with a linear dose-response relationship. The amount of missingness and the missingness process vary according to Table I . In the column 'CD' (complete data) the data sets were analyzed before introducing missingness. Moreoever, 'CC' refers to the complete case analysis, ' LORCF' to last observed rate carried forward, 'LCCF' to the last count carried forward imputation and 'DL' to the direct likelihood approach. The estimateση td denotes the standard error ofη td andγ the 90% range of the η td -estimates.
to fit the generalized linear model defined in Section 3.1 did not converge for every simulated data set. However, it seems reasonable to use the more outlier-robust median, in order to compare the performance of this imputation techniques to the other approaches. Using this point estimate also shows that the LORCF estimates range within a 2.5% range of the true value.
At first glance these results seem very surprising, in particular the good results using the LORCF, LCCF and CC approach which were not expected. Hence, the results of Scenario 3 and Scenario 4 suggest that estimating the target dose in the given setting is very robust. But which component of the setting does lead to these results? Having a look at the remaining parameter estimates of the model shows that some of these estimates in turn are severely biased for LORCF, CC, LCCF and PMM. Using the linear dose-response relation and the count model introduced in Section 3.1, yields
For fitting purposes we reparametrized the parameter α 0 as follows:
In comparison, the model for the whole recurrent event data sequence implies
In particular, both parametrisations imply ρ = δ, α 1 = β 0 , α 2 = β 1 and the same subjectspecific parameter φ and target dose η td in both models. The estimates for these estimates and Scenario 3 and Scenario 4 are given in Table III . Note that the estimates for these parameters are more sensitive to dropout. Especially the estimates for α 1 = β 0 , δ = ρ and φ are biased for some of the proposed data handling methods. In particular, we observe a higher bias under the assumption of MNAR. The parameter α 1 = β 0 is severely biased in the case of LORCF, but also for the CC, LCCF and the PMM approach. So are the estimates for ρ and the target dose using the LORCF method. Very likely, this is due to outlying measurements. Moreover, the estimation of the overdispersion parameter φ seems to be biased in all approaches. This is in line with the results presented in [44] . However, the estimation of φ could be hindered due to the finite sample size and its small value we chose for the simulation study (φ = 1/65 ≈ 0.0154). In order to rule out the influence of φ on the results obtained, simulations were conducted with the value φ = 1. The parameter estimates for φ and the corresponding effect on the target dose estimation are shown in Table IV and Table V respectively. Note that all approaches except the direct likelihood approach and the LORCF approach underestimate the parameter φ. This is due to the dropout probabilities, which depend on explanatory variables and the number of events by a certain point in time, thus reducing the heterogeneity for the complete cases or imputed data sets. In contrast, the overdispersion parameter φ is highly overestimated in the case of LORCF which is related to the outlying imputations mentioned earlier. Solely the results yielded by the direct likelihood approach are very accurate. The results in Table V suggest that the bias of the target dose estimation increases with higher overdispersion. Overall the direct likelihood estimates for Scenario 3, that is MAR, are satisfactory and near the true values. In the case of MNAR a higher bias is observable. Interpreting these results, leads to the hypothesis that the estimation of the target dose is very 2.1·10 robust, because the same missingness process was applied for patients receiving the comparator and the target dose. The responses for both treatment groups are equally biased and will therefore still yield the correct estimate for the target dose (see Section 3.1 and Section 3.2). In order to investigate this hypothesis, data sets according to Scenario 5 -Scenario 8 in Table  I were simulated and analyzed. The dropout mechanisms for the comparator and the different doses of the new drug have the same functional form but different parameters (see Section 5) , which lead to a higher dropout rate in the comparator group. Comparing the resulting target dose estimates for these scenarios, a remarkable bias for the CC, LCCF and PMM approaches is observed. In the case of Scenario 5 and Scenario 6, where we have an overall dropout rate of about 26%, these approaches overestimate η td by approximaetly 25%. In the case of 50% missingness this bias increases to approximately 75%. The overestimation of the target dose in the case of the complete case analysis is due to the nature of the simulated missingness processes. Patients who suffer from many events are more likely to drop out than those with only a few events. As the dropout rate in the comparator group is higher than for the other dose groups, it appears that the CC analysis discards relatively more patients assigned to the comparator group. The remaining patients in the comparator group present a subsample with relatively less events, thus leading to an overestimation of the target dose. Now, as we used the CCMV restrictions for the patternmixture models, this bias is also incorporated in the PMM estimates. In the case of LCCF the last observed count is carried forward. Therefore, the number of events is underestimated for all non-completers. As the dropout rate for the comparator group is higher than for the other dose groups, LCCF underestimates more event counts for the comparator group, and therefore overestimates the target dose. In contrast, the target dose is underestimated in the case of LORCF by maximal 25%. The substantial bias is slightly surprising, because the data were simulated via a homogeneous Poisson process and the LORCF approach imputes the missing values based on this assumption. Note that the true target dose η td is not included in the 90% range of estimates for either Table VI . Overview of the different scenarios for the simulation study using a constant rate function with a log-linear dose-response relationship. In case of different missingness rates for the new drug and the comparator, the column 'Dropout-Rate' consists of the dropout rates for the complete data set/ only for the comparator/ only for the experimental drug.
CC, LCCF or PMM. Furthermore, we observe that all parameters involved in the model are highly biased. The results for the overdispersion parameter φ are shown in Table IV . Note that the bias in the target dose estimation increases with φ in the case of different missingness processes too (see Table V ).
In Table VII , the results for all scenarios summarized in Table VI , are given.
Again, the data were simulated according to a homogeneous Poisson process but with a loglinear dose-response relation. The results are very similar in spirit to those discussed previously. A negligible bias can be observed for the first four scenarios, where the same missingness process is assumed for the comparator and the target dose group. Moving to Scenario 5 -Scenario 8 the bias increases greatly. While in Table II a bias of maximal 75% was observed, here we are dealing with up to 600% bias. The DL approach performs very well in the MAR case but leads to a bias of around 10% in the case of MNAR. This bias is nevertheless considerably smaller than that of the remaining techniques. CC, LCCF and PMM overestimate the target dose. The bias of the LCCF is the highest, but nearly followed by the CC and PMM estimates, which are very similar. This is not surprising as we are borrowing information for non-completers from the complete case. That is, if the target dose is overestimated using the CC approach then the estimate of the PMM method will be overestimated as well. These results show that the impact of missingness on the estimated target dose does not only depend on the assumed missingness process and the dropout rate, but also on the assumed dose-response relationship. In Appendix A we show the findings for data based on a Poisson process with Weibull rate. Linear and log-linear dose-response relations are assumed. From the qualitative point of view the results are identical to those obtained for the previous scenarios and will therefore not be discussed in more detail. 
CONCLUSIONS
In the context of our work, we were challenged by the analysis of dose-finding studies, in which patients are expected to drop out throughout the study. The reasons for dropping out are assumed to be related to the randomized dose, other explanatory variables and the outcome of interest. Hence, the investigation of the impact of dropouts on the target dose selection has to be carefully considered. Here, the target dose is defined as the dose which leads to the same efficacy as an active comparator. The specific study which motivated our work explores a recurrent event data process over a time period of several weeks. In practice, investigators are not interested in modelling the whole recurrent event sequence. Instead, they focus on the number of events occurring in a specific time interval. Due to missingness this endpoint is not observed for all patients and the classical approach of investigators is to perform a complete case analysis where all non-completers are discarded from the analysis. In our study of interest, however, dropout is expected to be outcome related and the underlying assumption justifying a complete case analysis, i.e. MCAR, is violated. Therefore, other techniques to handle missing data and their performances have to be investigated. Some classical techniques for dealing with missing data in the case of repeated measurements were discussed in Section 2. Some of these methods require models for the whole recurrent event process, whereas others enable an endpoint analysis for the number of events occurring by the end of the study. Regression models which enable the target dose selection and the investigation of the effect of other explanatory variables were laid out in Section 3. In order to compare the performances of the proposed missing data methods a simulation study was performed.
The results suggest that the estimation of the target is very robust if the same missingness mechanisms apply for the comparator and the target dose group. However, care should be taken because the other model parameters can be substantially biased. This holds in particular for the parameters which estimate subject-specific characteristics.
Further simulation studies showed that this robustness is lost as soon as the missingness processes differ for the comparator and the target dose group. A dropout rate as little as 25% was able to severely bias the target dose when performing the 'traditional' complete case analysis. In the case of a log-linear dose-response and a homogenous Poisson process the target dose was overestimated by more than 50%. The pattern-mixture models perform similarly badly. This is not surprising as all unavailable information is borrowed from completers. Moreover, both single imputation techniques perform poorly in this case. The bias introduced by the last count carried forward approach is comparable to that of a complete case analysis. The target dose is always overestimated and dependent on the rate function, dose-response relationship, dropout rate and mechanism the bias varies between 25% and 600%. In contrast, the target dose is usually underestimated in the case of the last observed rate carried forward approach. The bias ranges between 25% and 75%. Outliers and numerical problems hinder an adequate dose selection. In the case of the direct likelihood approach we observe a bias of maximal 5% in the case of a MAR process and of up to 10% in the case of a MNAR mechanism. The good performance in the case of MAR is not surprising. However, these results also suggest that the direct likelihood approach provides a certain protection against bias for the MNAR process used.
In light of these results, we remark that the direct likelihood performed best among the missing data handling approach proposed in Section 2. Hence, we recommend the inclusion of this method in the study protocols for dose-finding studies. Furthermore, we discourage the use of complete case analysis and single imputation techniques. The poor performance of the pattern-mixture models is simply due to the identifying restrictions used. Ideally, we would like to consider other possibilities to borrow available information. Moreover, we observe that the magnitude of bias increases with the overdispersion. Furthermore, the bias highly depends on the modelling framework, i.e. the underlying rate function and the assumed dose-response model. 
