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IABSTRACT
TAMPERE UNIVERSITY OF TECHNOLOGY
Gre´gory Dominique DUBUS: From plain visualisation to vibration sensing: using a camera
to control the flexibilities in the ITER remote handling equipment;
Thesis for the degree of Doctor of Science in Technology, 168 pages, 25 pages of references;
Keywords: thermonuclear fusion, fusion reactors, ITER, remote handling, heavy loads han-
dling, flexible manipulators, vibration suppression, vision-based control, KLT algorithm, sinu-
soidal regression, change detection algorithm, image capture delay.
Thermonuclear fusion is expected to play a key role in the energy market during the second
half of this century, reaching 20% of the electricity generation by 2100. For many years,
fusion scientists and engineers have been developing the various technologies required
to build nuclear power stations allowing a sustained fusion reaction. To the maximum
possible extent, maintenance operations in fusion reactors are performed manually by
qualified workers in full accordance with the “as low as reasonably achievable” (ALARA)
principle. However, the option of hands-on maintenance becomes impractical, difficult or
simply impossible in many circumstances, such as high biological dose rates. In this case,
maintenance tasks will be performed with remote handling (RH) techniques.
The International Thermonuclear Experimental Reactor ITER, to be commissioned in
southern France around 2025, will be the first fusion experiment producing more power
from fusion than energy necessary to heat the plasma. Its main objective is “to demon-
strate the scientific and technological feasibility of fusion power for peaceful purposes”.
However ITER represents an unequalled challenge in terms of RH system design, since it
will be much more demanding and complex than any other remote maintenance system
previously designed.
The introduction of man-in-the-loop capabilities in the robotic systems designed for ITER
maintenance would provide useful assistance during inspection, i.e. by providing the opera-
tor the ability and flexibility to locate and examine unplanned targets, or during handling
operations, i.e. by making peg-in-hole tasks easier. Unfortunately, most transmission
technologies able to withstand the very specific and extreme environmental conditions
existing inside a fusion reactor are based on gears, screws, cables and chains, which make
the whole system very flexible and subject to vibrations. This effect is further increased
as structural parts of the maintenance equipment are generally lightweight and slender
structures due to the size and the arduous accessibility to the reactor.
Several methodologies aiming at avoiding or limiting the effects of vibrations on RH system
performance have been investigated over the past decade. These methods often rely on
the use of vibration sensors such as accelerometers. However, reviewing market shows that
there is no commercial off-the-shelf (COTS) accelerometer that meets the very specific
requirements for vibration sensing in the ITER in-vessel RH equipment (resilience to high
total integrated dose, high sensitivity). The customisation and qualification of existing
products or investigation of new concepts might be considered. However, these options
would inevitably involve high development costs.
II
While an extensive amount of work has been published on the modelling and control of
flexible manipulators in the 1980s and 1990s, the possibility to use vision devices to sta-
bilise an oscillating robotic arm has only been considered very recently and this promising
solution has not been discussed at length. In parallel, recent developments on machine
vision systems in nuclear environment have been very encouraging. Although they do not
deal directly with vibration sensing, they open up new prospects in the use of radiation-
tolerant cameras.
This thesis aims to demonstrate that vibration control of remote maintenance equipment
operating in harsh environments such as ITER can be achieved without considering any
extra sensor besides the embarked rad-hardened cameras that will inevitably be used
to provide real-time visual feedback to the operators. In other words it is proposed to
consider the radiation-tolerant vision devices as full sensors providing quantitative data
that can be processed by the control scheme and not only as plain video feedback providing
qualitative information. The work conducted within the present thesis has confirmed
that methods based on the tracking of visual features from an unknown environment are
effective candidates for the real-time control of vibrations. Oscillations induced at the end
effector are estimated by exploiting a simple physical model of the manipulator. Using
a camera mounted in an eye-in-hand configuration, this model is adjusted using direct
measurement of the tip oscillations with respect to the static environment.
The primary contribution of this thesis consists of implementing a markerless tracker to
determine the velocity of a tip-mounted camera in an untrimmed environment in order to
stabilise an oscillating long-reach robotic arm. In particular, this method implies modify-
ing an existing online interaction matrix estimator to make it self-adjustable and deriving
a multimode dynamic model of a flexible rotating beam. An innovative vision-based
method using sinusoidal regression to sense low-frequency oscillations is also proposed
and tested. Finally, the problem of online estimation of the image capture delay for visual
servoing applications with high dynamics is addressed and an original approach based on
the concept of cross-correlation is presented and experimentally validated.
DISCLAIMER
The work leading to this thesis was performed as part of the PREFIT (Preparing Remote
Handling Engineers for ITER) programme, funded by the European Commission under
the European Fusion Training Scheme (EFTS). The views and opinions expressed herein
are the sole responsibility of the author and do not necessarily reflect those of the European
Commission.
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This electronic version contains minor changes and corrections from the printed version:
• p.X: typo corrected (L+ξ is the Moore-Penrose pseudoinverse of the interaction
matrix);
• p.X: symbol J+θ added (Moore-Penrose pseudoinverse of the Jacobian matrix);
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• pp.122–123: interaction matrix estimator equations (3.34 and 3.36) corrected
(Moore-Penrose pseudoinverse J+θ initially omitted); and
• p.123: Equation (3.35) corrected (Je → Jθ).
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11. INTRODUCTION
1.1 Context of the study
1.1.1 The challenges of tomorrow’s energy market
Population growth and steadily rising standards of living, especially in developing coun-
tries, will keep demand for energy growing substantially for years to come. The World
Energy Council (WEC) recently stated [1] that the global demand for primary energy
is expected to increase between 27% (“Symphony” scenario) and 61% (“Jazz” scenario)
by 2050. Beyond 2050, several scenarios diverge. Part of that divergence will depend
on technological developments, industrial strategies, policy choices and consumer choices.
The more pessimistic scenarios predict an energy production peak around 2100 followed
by an overall energy shortfall (see Fig. 1.1).
A single energy source will probably not be able to fulfil that increasing demand. On the
contrary, energy security and sustainability for everyone will be achieved through a mix of
power sources. Therefore, all energy options must be kept open to ensure responses that
are as environmentally and economically appropriate as possible. Thermonuclear fusion is
one of these options. At present, more than 80% of the energy consumed globally comes
from fossil fuels. However, high CO2 emissions and decreasing coal, gas and oil reserves
call for a transition towards other forms of energy. The future energy supply may include
fossil fuels, renewables, nuclear fission and nuclear fusion.
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Figure 1.1: World energy supply and demand (source: World Energy Council)
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The demand for electricity is increasing twice as fast as the overall demand for energy. In
order to meet future demands, global electricity generation is expected to increase between
123% (Symphony) and 150% (Jazz) by 2050. Regrettably, a majority of renewable sources
rely strongly on intermittent environmental conditions, which therefore cannot guarantee
their constant contributions to electricity production. To provide baseload electricity,
predictable and continuous sources of energy are needed. For this reason, nuclear fission
will keep contributing extensively to electricity generation, but its growth could be limited
by a lack of political and public acceptance.
Last but not least, fusion will offer a secure, long-term source of electric power with im-
portant advantages (no production of greenhouse gases, only short-life radioactive waste
recyclable within 100 years, inherent safety and an almost unlimited fuel supply). Eco-
nomic models indicate that plant reliability and output power are key parameters driving
electricity production costs. Based on current estimates, the cost of fusion-generated elec-
tricity is predicted to be in the vicinity of the other options. For these reasons, long-term
models show that fusion could be introduced during the second half of this century and
could play a key role in the energy market of the future, reaching a significant share of
electricity generation by 2100 (estimated around 20%).
1.1.2 Fundamentals of nuclear fusion
Current nuclear power plants use heat generated by nuclear fission. This reaction occurs
when a heavy atomic nucleus (usually uranium or plutonium) splits to form two new
smaller atoms, thus releasing a large amount of energy.
Conversely, nuclear fusion occurs when multiple light atomic nuclei collide with enough
energy to bind together and form a heavier nucleus. This process is accompanied by the
release or absorption of massive amounts of energy; in the case of very light nuclei (such
as hydrogen with just one proton) the amount of energy released is three to four times
more than that released in fission. Generally, fusing two nuclei with masses lower than
iron will release energy, while the fusion of nuclei heavier than iron will absorb energy.
While fission does not normally occur in nature, nuclear fusion occurs naturally in the
cores of stars and is a source of tremendous heat. In the Sun, hydrogen isotopes (deuterium
or tritium) fuse together to form a helium atom (see Fig. 1.2). During that conversion, a
small amount of mass is converted into energy. This combination of two nuclei with the
same charge requires high kinetic energies that exceed the electrostatic repulsion between
the nuclei. The extremely high temperature causes electrons to be stripped off the atoms,
leaving only the nuclei. This state of matter is called plasma.
In comparison with the rest of the universe, the Sun is a relatively young star that is mostly
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Figure 1.2: Deuterium-tritium fusion reaction
made of hydrogen. High temperatures in the centre of young stars trigger a nuclear fusion
process in which hydrogen is converted into helium. However, once their core temperature
reaches 130× 106 K, stars also begin to fuse helium into carbon and oxygen. Larger stars
continue to fuse carbon and oxygen into neon, neon is then fused into silicon and silicon
is fused into iron.
1.1.3 Advantages of fusion power
While antagonistic concerns grow about global warming and declining fossil fuel resources,
new, cleaner, safer and sustainable ways to supply the increasing energy demand are
needed. Power stations based on fusion would offer a number of advantages:
• abundance of primary fuel - Deuterium can be extracted from sea water while tritium
can be produced from lithium, which is readily available in the Earth’s crust; fuel
supplies would theoretically last for millions of years;
• energy efficiency - 1 kg of fusion fuel would provide the same amount of energy as
107 kg of fossil fuel;
• no carbon emissions - Limited amounts of helium are the only by-products of fusion
reactions;
• no long-lived radioactive waste - Activated or tritium-contaminated components will
be safe to recycle or dispose of conventionally within 100 years;
• safety - Moderate amounts of fuel needed, together with the inherent impossibility
of chain reactions, prevent the occurrence of a nuclear accident;
• no nuclear proliferation - Low-level nuclear waste will not be weapons-grade nuclear
material;
• affordable cost - Fusion power plants would provide baseload electricity supply at
costs roughly similar to other energy sources.
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1.1.4 Basic principles of controlled fusion and fusion reactors
In the light of the above, nuclear fusion is one of the most promising options for producing
large amounts of carbon-free electrical power in the future.
For many years, fusion scientists and engineers have been developing the various tech-
nologies required to build nuclear power stations allowing a sustained fusion reaction. To
achieve high fusion reaction rates, several factors must be controlled. First, since very
high kinetic energies are needed for nuclei to fuse, the plasma in which fusion occurs
must be extremely hot. Temperatures over 100 million degrees Celsius—six times hotter
than the Sun—are required for the easiest fusion reaction to take place, which occurs
between deuterium and tritium. However, plasmas are fluids and, as such, they do not
have any permanent shape and quickly disperse if not confined. Moreover, a 100-million-
degree plasma would vaporise any container it was placed in. For this reason, an intense
confinement is also required to contain this incredibly hot, thin and fragile plasma.
Today, two approaches can be taken to contain fusion reactions:
• Magnetic confinement: this approach has the most attention to date. Since charged
particles move in circles perpendicular to a magnetic field, it is possible to confine
them inside a magnet shaped like a torus whose field lines go around in endless cir-
cles. This concept gave birth to the so-called tokamak (“toroidal magnetic chamber”
in Russian), in which hot plasma is confined by powerful magnets (see Fig. 1.3 and
section 1.1.5). The ITER project is based on the tokamak concept. Other concepts
of magnetic confinement devices exist, such as the Stellarator, which is distinct from
the tokamak in the sense that it is not azimuthally symmetric but helically twisted
in order to improve plasma confinement and stability properties (see Fig. 1.4).
Figure 1.3: Tokamak concept (image courtesy of
Max-Planck-Institut fu¨r Plasmaphysik IPP)
Figure 1.4: Stellarator concept (image courtesy of
Max-Planck-Institut fu¨r Plasmaphysik IPP)
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• Inertial confinement: the idea behind this alternative approach is to make the fusion
reaction occur so quickly that the fuel does not have time to disperse before its energy
is released. This concept makes use of large, intense lasers (1.8 million joules) to
bombard and heat up a frozen pellet of fusion fuel and cause fusion to occur in less
than one-millionth of a second (see Fig. 1.5). Whereas magnetic confinement devices
maintain steady-state hot plasmas, devices based on inertial confinement operate in
pulses. Typical examples of inertial confinement devices are the National Ignition
Facility (NIF) in the United States (Fig. 1.6) and the Laser Megajoule (LMJ) in
France (Fig. 1.7). This concept is presented for the sake of completeness and will
not be addressed further in this thesis.
D-T
2.4 mm
10 mm
Frozen D-T pelletCapsule
Laser 
input
window
(a) (b)
Figure 1.5: Schematic (a) and artist rendering (b) showing a target pellet inside a capsule fired
by laser beams (image (b) courtesy of the Lawrence Livermore National Laboratory)
Figure 1.6: NIF target chamber (image courtesy
of the Lawrence Livermore National Laboratory)
Figure 1.7: LMJ experimental chamber after
installation (image courtesy of CEA DAM)
In both confinement methods, once energy has been released by the fusion reaction, its
conversion to electric power could be similar to what takes place in contemporary nuclear
or conventional power plants: the thermal flux generated during operation passes through
heat exchangers in order to produce steam delivered to turbines via a secondary loop.
The efficiency of a fusion reactor is defined by the energy gain factor Q, which represents
the amount of thermal energy generated by the fusion reaction divided by the amount of
external energy required to sustain it. A Q of 1 is called the break-even point, where the
amount of power needed to heat the plasma equals the amount of fusion energy produced.
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1.1.5 The tokamak and its main in-vessel components
As mentioned in the previous section, the tokamak, which is based on magnetic confine-
ment, is the most developed fusion machine concept. It was invented by Russian scientists
Andre¨ı Sakharov and Igor Tamm in the 1950s [2] and was soon adopted by researchers
around the world (see section 1.1.6 for more details).
Temperatures of 100 million degrees Celsius are necessary to induce nuclear fusion. How-
ever, no solid container can confine such hot plasma. In a tokamak, this problem is solved
by confining the electrically charged plasma particles within a magnetic field so they can-
not touch the vessel walls. This magnetic cage is achieved by combining the effects of a
toroidal magnetic field and a poloidal magnetic field (see Fig. 1.8). The toroidal magnetic
field is generated by electric currents circulating in a series of toroidal field coils evenly
positioned around the torus. In basic tokamaks, the poloidal magnetic field is produced by
a central solenoid that acts as the primary winding of a transformer. A transient electric
current circulating inside this central solenoid induces a current in the plasma ring, which
creates a poloidal field and heats the plasma. In more advanced tokamaks, such as JET
or ITER, the plasma current is seconded by a set of poloidal field coils located around the
vessel in order to induce the poloidal field. This combination of magnetic fields results in
a helically wound torus-shaped magnetic cage transporting the charged plasma particles
along closed and therefore infinite magnetic field lines.
Toroidal 
field coils
Outer poloidal field coils
Toroidal magnetic field
Resulting helical 
magnetic field
Plasma electric current
(secondary transformer circuit)
Inner poloidal field coils
(primary transformer circuit)Poloidal magnetic field
Figure 1.8: Principle of a tokamak (image courtesy of EFDA)
To provide further insight into the principle of a tokamak fusion reactor, and to introduce
some technical terminology that will be used throughout this thesis, the following para-
graphs describe the main internal components of the ITER tokamak (see also Fig. 1.9).
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Figure 1.9: Main inner components of the ITER tokamak
Vacuum vessel
The vacuum vessel (VV) is a hermetically sealed, torus-shaped container made of steel. It
houses the fusion reaction and acts as the first safety containment barrier. The size of the
VV dictates the volume of the fusion plasma: the larger the vessel, the greater the power
that can be produced. In ITER, the volume of the plasma (850 m3) will allow an energy
gain Q around 10, meaning that the produced fusion power will be 10 times greater than
the input heating power. In future commercial fusion power plants, this factor should
reach 30–40. To allow access to the heating systems, diagnostics and remote maintenance
equipment, 44 ports are distributed around the VV surface at three levels.
Magnets
The burning plasma is contained within a magnetic field that keeps it away from the VV
walls. The ITER tokamak comprises toroidal field coils, poloidal field coils (a.k.a. outer
poloidal field coils), a central solenoid (a.k.a. inner poloidal field coils) and a set of correc-
tion coils that magnetically confine, shape and control the plasma. Additional coils may
be implemented to mitigate edge localised modes (ELMs) that cause the plasma to lose
part of its energy if left uncontrolled. To limit energy consumption, ITER uses supercon-
ducting magnets that lose their resistance when cooled below their critical temperature
(in the order of 4 K).
Cryostat
The cryostat is a large (29.3 m tall and 28.6 m wide) stainless steel, thermally insulated
container surrounding the VV and the magnets. It provides a 4 K secondary vacuum
necessary to the low-temperature operation of the superconducting magnets.
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Heating systems
In order for the fusion reaction to take place, the gas injected inside the VV must attain
temperatures close to 150 million degrees Celsius. To reach and sustain these extreme
temperatures, ITER relies on internal heating (ohm effect from the high-intensity current
induced by the central solenoid) and external heating from three sources working in con-
cert: neutral beam injection (neutral hydrogen atoms are injected at high speed into the
plasma and transfer their energy as they slow down) and two sources of high-frequency
electromagnetic waves (high-frequency oscillating currents are induced in the plasma by
external coils or waveguides). Ultimately, researchers hope to achieve a burning plasma in
which the energy produced by the fusion reaction is sufficient to maintain a high enough
temperature to allow the drastic reduction or switching off of all external heating.
Blanket
The inner surface of the VV is covered with the blanket, which provides shielding to the
external components from the high-energy neutrons generated by the fusion reaction. To
ease its maintenance, the ITER blanket consists of 440 modules, each measuring 1 m ×
1.5 m and weighing up to 4.6 tons. Each segment is made of a detachable first wall,
directly facing the plasma and removing the plasma heat load, and a semi-permanent
blanket shield dedicated to neutron shielding. There, neutrons are slowed down and their
kinetic energy is transformed into heat collected by coolants. In future commercial fusion
power plants, this energy will be used for electrical power production.
Divertor
Located at the very bottom of the VV, the ITER divertor is situated at the intersection
of magnetic field lines where the high-energy plasma particles strike the VV. As in the
blanket modules, their kinetic energy is transformed into heat (up to 10 MW/m2) that
is expelled by active water cooling. To ease its maintenance, the divertor is made of
54 remotely-removable cassettes, each holding three plasma-facing targets, known as the
inner and outer vertical targets and the dome.
Diagnostics
To provide the measurements necessary to control the plasma performance and to better
understand plasma physics, ITER requires an extensive diagnostic system.
In order to operate, these internal components must be supplemented by external systems
such as the vacuum pumping system, the remote maintenance system or the fuel cycle
and cooling water system. More details on these various components can be found in [3].
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1.1.6 Past, present and future of tokamak fusion reactors
As explained in the beginning of this chapter (see section 1.1.1), fusion power is expected
to become a major part of the energy mix during the second half of this century. The first
commercial fusion power plants could be operating by 2050. This would be the conclusion
of a century of scientific and technological research carried out all over the world.
Research on nuclear fusion began soon after World War II. As previously discussed, most
research efforts were directed towards magnetic confinement technologies at that time.
By the mid-1950s, fusion machines were being studied in the Soviet Union, the United
Kingdom, the United States, France, Germany and Japan.
During this period, Sakharov and Tamm developed the tokamak concept, although their
invention was not declassified until 1957. In 1958, the now-historic 2nd International Con-
ference on the Peaceful Uses of Atomic Energy was held in Geneva, which kickstarted
international scientific collaboration on nuclear fusion development. In Europe, this re-
search effort was coordinated by the Euratom treaty.
In 1968, Russian scientists from the Kurchatov Institute of Moscow announced that they
had achieved performance in a tokamak device largely superior to anything achieved thus
far. From that point, the tokamak became the dominant concept in fusion research and
supplanted the other magnetic confinement configurations.
From 1970 to 1990, many tokamaks of various dimensions were built worldwide (Russia,
Japan, USA, France, Germany, Italy, UK). During this period, considerable progress was
achieved in understanding plasma physics and developing technologies for fusion reactors.
All the key issues posed by fusion energy were tackled, and most of them were solved.
Many works carried out during that period demonstrated that plasma confinement effi-
ciency improves in conjunction with the size of the experimental device. Consequently,
the conception of larger tokamaks began in the late 1970s with the Joint European Torus
(JET) in Europe, JT-60 in Japan and the Tokamak Fusion Test Reactor (TFTR) in the
United States. These three large projects aimed at reaching the so-called break-even point
(Q = 1), from which a device releases as much energy as it requires to produce fusion.
However, all three fell short of this goal (see Table 1.1).
Experiments using a mix of deuterium and tritium (D-T) as fusion fuel began in the
early 1990s at TFTR and JET (see Fig. 1.11). The world’s first controlled release of
fusion power was achieved at JET in 1991. While JET and TFTR produced a significant
amount of fusion power with a Q close to 1, exceptionally long-duration plasma pulses
were achieved in Tore Supra (Cadarache, France). As far as it is concerned, JT-60 lacked
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Table 1.1: Major tokamak reactors
Reactor Country Operation
Minor
radius
(m)
Major
radius
(m)
Magnetic
field (T)
Fuel
Fusion
power
(MW)
Energy
gain Q
TFTR USA 1982–1997 0.85 2.5 5.6 D-T 10.7 0.3
JET Europe
1983–
ongoing
1 2.96 3.5 D-T 16 0.6
JT-60 Japan
1985–
ongoing
0.85 3.2 4.4 D-D ? <1
Tore
Supra
France
1988–
ongoing
0.7 2.25 4.2
H-H
D-D
N/A ≈ 0
ITER International 2025–2045 2 6.2 5.3 D-T 500 10
DEMO ? 2033–2050 ? ? ? D-T 2000 25
H: hydrogen, D: deuterium, T: tritium. Figures for DEMO are projected.
Minor 
radius
Major radius
Figure 1.10: Minor and major
radii of a tokamak
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Figure 1.11: Best plasmas achieved in TFTR and JET
tritium-handling facilities and was consequently limited to deuterium-only operations.
However, the Japanese reactor achieved the highest values of the three key parameters
on which fusion depends: density, temperature and confinement time, which would have
yielded break-even fusion if a deuterium-tritium mix had been used.
Today, around 200 tokamaks have been built worldwide. With JET, TFTR and JT-
60, scientists have gradually approached the so-called break-even point. ITER’s main
objective is to go much further and release 10 times as much energy as it will use to
initiate the fusion reaction (50 MW of input power, 500 MW of output power). ITER will
pave the way for a demonstration power plant (DEMO) in the 2030s with an objective of
reaching an energy gain factor in the order of Q = 25.
The following paragraphs focus on four major tokamak projects (see Fig. 1.12) paving the
way for commercial fusion power plants:
• JET, which currently holds the record of producing 16 MW for an input power of
24 MW (Q = 0.65);
• Tore Supra, which holds the record for the longest plasma achieved in a tokamak (6
minutes 30 seconds and over 1000 MJ of energy injected and extracted in 2003);
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• ITER, to be commissioned in France around 2025, will be the first fusion experiment
producing more power from D-T fusion than energy necessary to heat the plasma;
and
• DEMO, which is intended as a prototype commercial fusion reactor building upon
the expected success of ITER.
Tore 
Supra
JET ITER DEMO
D = 4.8 m
V = 25 m3
Q ¼ 0
P ¼ 0 MWth
D = 5.92 m
V = 80 m3
Q ¼ 0.6
P ¼ 16 MWth
D = 12.4 m
V = 800 m3
Q ¼ 10
P ¼ 500 MWth
D ¼ 13{19 m
V ¼ 1000{3500 m3
Q ¼ 25
P ¼ 2000{4000 MWth
Figure 1.12: Comparison of Tore Supra, JET, ITER and DEMO
Joint European Torus (JET)
JET was conceived during the 1970s as the flagship of the European Fusion Programme.
It marked a key step in international collaboration within Europe and, in 1991, achieved
the world’s first controlled release of fusion power.
Its main goal was to obtain and study plasmas in conditions and dimensions approaching
those needed in a thermonuclear reactor, therefore in a machine the parameters of which
would be at least an order of magnitude larger than in any other machine. JET represented
major progress since the largest machine in Europe at that time was the Tokamak de
Fontenay-aux-Roses (TFR) in France, which had an average plasma volume of 1 m3, i.e.
100 times less than JET. JET is still the largest Tokamak in the world.
The device was constructed in Culham (UK) between 1979 and 1983 (see Fig. 1.13). Its
very first plasma was achieved on 25 June 1983, but its first controlled fusion power was
not produced until November 1991. The record-setting power of 16 MW was achieved for
one second in 1997 using mixed deuterium-tritium fuel with a Q factor of 0.65, quite close
to the break-even point (Q = 1). Its main features are summarised in Table 1.1.
Many of the technological and scientific difficulties of achieving controlled fusion were
overcome through years of JET exploitation. Besides demonstrating the technical feasi-
bility of fusion using deuterium and tritium, JET made it possible to study and validate
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new technologies required by D-T operations: management of the tritium cycle and de-
velopment of a remote handling (RH) system. In particular, the latter made it possible
to replace the whole divertor by remote means in 1998.
(a) (b)
Figure 1.13: Views from inside and outside the Joint European Torus (image courtesy of EFDA-JET)
Tore Supra
Tore Supra is a French tokamak situated within the Cadarache nuclear research centre. It
began operating in 1988 after the discontinuation of TFR (see Fig. 1.14). With a major
radius of 2.25 m and a minor radius of 0.70 m, Tore Supra is still the third largest operating
tokamak in the world after JET and JT-60. It has been, for a very long time, the only
large tokamak featuring superconducting toroidal magnets, which allows the generation
of a permanent toroidal magnetic field. Tore Supra is also the only tokamak with actively
cooled plasma-facing components. For these reasons, Tore Supra was unique in its time
for its capacity to explore long-duration plasmas.
Since 2003, Tore Supra has held the world record for the longest plasma achieved in a
tokamak device, with a plasma lasting 6 minutes and 30 seconds and producing more than
1 GJ of energy. The practically uninterrupted operation of its superconducting magnet,
since 1988, represents in itself a considerable breakthrough that will benefit ITER and its
successors.
In the late 2000s, the Tore Supra tokamak was fitted with more powerful heating antennas
that allowed the implementation of experiments that were as ITER-relevant as possible.
However, the machine was not designed to realise D-T fusion reactions (hydrogen, helium
or deuterium-only plasmas); therefore, no fusion power production can ever be expected
from it.
Recently, it was transformed into the Tungsten (W) Environment in Steady-state Tokamak
(WEST) facility [4] dedicated to studying ITER divertor issues.
1. Introduction 13
(a) (b)
Figure 1.14: Inside and outside views of Tore Supra (image courtesy of CEA IRFM)
ITER
The ITER project gives context to this thesis. Consequently, it is described more in-depth.
The ITER project brings together the world’s tokamak research community in a single
international collaboration. The current participants in the project are the European
Union, Japan, the People’s Republic of China, the Republic of India, the Republic of
Korea, the Russian Federation and the United States (see Fig. 1.15). Currently under
construction in France, ITER will be several times larger than any previous tokamak.
japan
korea
china
india
eu
russia
usa
china eu india japan korea russia usa
Figure 1.15: Countries participating in the ITER project (image courtesy of the IO)
Although fusion research has made significant scientific progress thanks to the large fusion
experiments constructed in the 1980s (short energetic pulses in JET, long pulses in Tore
Supra), it was clear from an early stage that larger, more powerful devices would be
needed to create the conditions expected in a fusion reactor and to demonstrate the
scientific and technical feasibility of fusion energy. This reactor should be the synthesis
of all the technologies developed individually in other smaller-scale fusion experiments.
The idea for ITER originated at a Cold War-era summit organised in Geneva in Novem-
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ber 1985 between Soviet General Secretary Mikhail Gorbachev and U.S. President Ronald
Reagan. First proposed by French President Franc¸ois Mitterrand as a possible collabora-
tion between the United States and the Soviet Union, an international project gathering
the former Soviet Union, the United States, the future European Union (via Euratom)
and Japan was set up to develop fusion energy for peaceful purposes. The ITER project
was later enlarged to include additional parties such as the People’s Republic of China
(since 2003), the Republic of Korea (since 2003) and the Republic of India (since 2005).
Conceptual design work began in 1988 ans was followed in 1992 by engineering design
activities. The final ITER design was approved by all parties in 2001. Negotiations
on the joint implementation of ITER began in 2003. These negotiations drew up the
international agreement for the construction, exploitation and decommissioning of ITER,
deciding how costs would be shared and how the project would be organised in general.
Signed in 2006, the ITER Agreement led to the establishment of the ITER International
Fusion Energy Organization (ITER Organization), which would be responsible from that
moment for the construction, operation and decommissioning of ITER.
The process of selecting a location for ITER took a long time and was finally successfully
concluded on 28 June 2005, when it was officially announced that ITER would be built
in the European Union at the Cadarache site, near Aix-en-Provence in the South of
France. Other candidates were Clarington (Canada), Vandello`s (Spain) and Rokkasho-
Mura (Japan). In addition to fulfilling all the technical requirements, the Cadarache site
had the advantage of already hosting Tore Supra (which was the world’s largest super-
conducting fusion experiment at that time) and of providing existing technical expertise
and support facilities. The ITER site at Cadarache covers a total surface area of 42 ha.
Site clearing and leveling took place in 2007 and 2008, respectively. The building con-
struction process began in 2010 (see Fig. 1.16), which should lead to the first plasma
between 2021 and 2025. This will be followed by an exploitation phase of about 20 years
aimed at testing essential physics and technologies for future fusion power plants.
ITER’s construction costs have been estimated to be around 12 billion euro, to be spread
over more than 10 years. Since ITER will be built in Europe, the EU will contribute up
to half of the construction costs while the other parties will share the remaining costs
equally. Most of the components are designed, manufactured and delivered by the ITER
parties as in-kind contributions rather than funding the ITER Organization to procure
the whole machine. In order to manage their respective contributions to the project,
each ITER member established its own domestic agency, which is responsible for the
research and development (R&D), design coordination and fabrication of its share of
components. Europe’s contribution to ITER is managed by Fusion for Energy (F4E),
which was established in Barcelona (Spain) in 2007.
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(a) (b)
Figure 1.16: Architectural view (a) and construction (b) of the ITER site (images courtesy of the IO)
The main objective of ITER is “to demonstrate the scientific and technological feasibility
of fusion power for peaceful purposes”. This general objective is developed through three
specific technical objectives:
• first, ITER should generate more power than it consumes by producing fusion energy
with an energy gain factor Q around 10 (corresponding to 500MW) during pulses
of several hundred seconds and Q larger than 5 up to an hour;
• second, ITER must validate basic design choices with a view to future commercial
power plants, in particular by demonstrating key technologies such as superconduct-
ing magnets and remote maintenance; and
• third, ITER must test concepts for tritium breeding.
If ITER will not be an electricity producer, scientists will study plasmas in conditions
similar to those expected in an electricity-generating fusion power plant. It will burn a
fuel mix of deuterium-tritium to produce 500 MW of fusion power for extended periods
of time, from an energy input of 50 MW. It will therefore be the first fusion experiment
to produce net power. To achieve this, ITER will be twice the size of JET and 16 times
as heavy as any previous tokamak (more than 5000 t). It will also be equipped with
superconducting magnets in order to sustain long plasma pulses (see Fig. 1.17).
As previously mentioned, the central solenoid is the key component that will induce a
powerful current in the ITER plasma and maintain it during long plasma pulses. In JET,
the solenoid generates plasma currents of about 5 MA in plasma pulses lasting up to 60 s
(see Fig. 1.11 on p. 10). Because the plasma volume in ITER will be 8 times higher than
in JET, the magnetic energy required from the central solenoid will be much higher as
well. It will initiate and sustain a plasma current of 15 MA for durations in the range of
300–500 s.
Another example of the scale effect in ITER is found in the levels of neutron flux and
fluence, which will be about 10 and 10000 times higher, respectively, than the harshest
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Figure 1.17: ITER tokamak (image courtesy of the IO)
levels experienced in existing machines. This severe environment will strongly impact the
design of a large range of components, including diagnostic and RH systems, which will
have to cope with phenomena not previously encountered while performing accurately
and precisely (see section 1.1.9).
IFMIF and DEMO
Constructing and operating ITER is undoubtedly an essential step towards large-scale
fusion energy generation, but ITER is not an end in itself. The long-term objective
of fusion research remains the construction of power station prototypes demonstrating
operational safety, environmental compatibility and economic viability. Before reaching
that point, technological progress is still required in several areas, particularly in the
development of plasma-facing materials able to withstand the extreme conditions resulting
from high-energy fusion neutrons. To minimise the quantity of radioactive waste produced
by future reactors, these materials will also have to demonstrate low activation properties.
In parallel with ITER and as part of the so-called Broader Approach Agreement [5], a
joint European/Japanese facility known as the International Fusion Materials Irradiation
Facility (IFMIF) will be constructed to test materials against neutron damage and irra-
diation. IFMIF is an accelerator-based neutron source that will use deuterium-lithium
stripping reactions to simulate 14 MeV neutrons from deuterium-tritium fusion reactions.
It will produce high-energy neutrons and fire them at samples of materials identified as
suitable for the walls of future commercial fusion power plants. A site for the facility has
already been identified in Japan, and operations are planned to begin in mid-2017.
The next step after ITER is known as DEMO. This demonstration power plant should
exhibit large-scale electrical power production and tritium fuel self-sufficiency, thus paving
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the way for commercially viable fusion power plants. It is currently being designed and
should be constructed during ITER and IFMIF operations (2025–2045) and begin oper-
ations 30–35 years after ITER construction commences (2040–2045).
On an indicative basis, DEMO should be able to produce at least four times as much
fusion power as ITER (2 GW) on a continual basis, with an energy gain around 25.
Unfortunately, there is presently no international consensus on DEMO’s exact parameters
or scope. Unlike ITER, most of the work on DEMO has been done without much inter-
national collaboration. Many divergent conceptual ideas for DEMO designs have been
produced over the years. On one hand, Europe and Japan are cooperating on DEMO
design work as part of the Broader Approach. On the other hand, Korea has already
proposed a concept for DEMO known as K-DEMO [6]. The target completion date for
K-DEMO is currently set at the end of 2037. Since it will lack important feedback from
ITER and IFMIF at that time, K-DEMO will be used during its first operational phase
as a component test facility. This phase should extend from 2037 to approximately 2050,
after which it should begin a second phase involving full steady-state operation and elec-
tricity generation.
If it is successful, DEMO will lead fusion into its industrial era and will open the way
towards the first generation of commercial fusion power plants.
1.1.7 Maintenance of fusion reactors
Fusion reactors require maintenance in three situations:
• first, in cases of system failure preventing the normal operations of the facility (e.g.
major leak resulting in the loss of the primary vacuum);
• then, due to the normal ageing of systems, thus necessitating periodic preventive
replacements (e.g. divertor cassettes, blankets); and
• finally, in case of system upgrades for experimental purposes in reactors such as
ITER or to boost the power-generating capacity of future commercial fusion power
plants.
As a general rule, ITER components with a probability of failure greater than 1 in 20 years
of reactor operations require scheduled preventive maintenance or replacement. Compo-
nents with a probability of failure between 1 in 200 years and 1 in 20 years do not require
scheduled maintenance but are likely to require unscheduled maintenance.
In addition to these anticipated maintenance operations, maintenance systems in fusion re-
actors are required to allow for the conduct of unscheduled interventions resulting from un-
expected events, such as plant failures, unexpected deformations in the tokamak, project
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demands for tasks that were not previously identified, or even failure of the mainte-
nance equipment itself. In all cases, any unplanned event occurring during a scheduled
or unscheduled shutdown will invariably imply the need for remote inspection prior to a
systematic analysis of the event.
To the maximum possible extent, such maintenance operations shall be performed man-
ually by qualified workers in full accordance with the “as low as reasonably achievable”
(ALARA) principle. As an example, a target maximal exposure dose rate for hands-on
maintenance in ITER has been set to 100 µSv/h. However, the option of hands-on main-
tenance becomes impractical, difficult or simply impossible in many circumstances, such
as high biological dose rates. In this case, maintenance tasks will be performed with RH
techniques.
Remote handling is the synergistic combination of technology and engineering manage-
ment systems to enable operators to safely, reliably and repeatedly perform manipulation
of items without being in personal contact with those items.
The current approach to RH maintenance on fusion reactors has benefited greatly from
the experience gained in existing experimental fusion reactors such as JET. RH was first
conducted inside the JET tokamak in 1998 after 15 years of machine operation. The RH
experience gained from JET shows that successful remote maintenance mainly relies on
two aspects:
• the detailed preparation of the RH tasks; and
• the design of reactor components for RH compatibility.
As a general rule, the preparation of remote maintenance operations requires three times
as much time as that needed to perform the maintenance task [7]. This preparation
can involve the extensive use of mock-ups in order to validate each RH task prior to
its execution. For obvious cost and time considerations, virtual mock-ups are always
favoured, although full-scale physical mock-ups may also be necessary to develop and
validate tasks with higher physical uncertainties, such as structural compliance.
Experience gained from JET also demonstrates that the feasibility of remotely maintaining
a reactor that has not previously been designed to be RH-compatible varies from being
impossible to being possible but with significant investments required in time, money and
risk. When remote maintenance of non RH-compatible systems was deemed feasible, a
costly work programme including the design and development of new RH equipment and
operations was implemented. Moreover, the duration needed to perform the maintenance
tasks was found to be 3–5 times longer than similar tasks involving components that had
been designed with RH compatibility [8].
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In cases where such a remote intervention was judged impossible, e.g. due to access and
mass limitations, the tasks were performed manually within the limits of permissible
personnel radiation exposure, which the radiation and contamination levels in ITER will
not permit. For this reason, ITER represents an unequalled challenge in terms of RH
system design because it will be much more demanding and complex than any other
remote maintenance system previously designed. After the machine enters its active
phase, it will be impossible to carry out in-vessel interventions or inspections other than
by RH means.
The speed, efficiency and flexibility of RH operations will directly and significantly impact
the overall ITER tokamak availability. These aspects will become even more important
in future fusion power plants because high plant availability is the only prerequisite to
lowered energy production costs.
1.1.8 Robotic devices for the inspection and maintenance of fusion
reactors
As stated in the previous section, the maintenance of the ITER tokamak will rely, to a
significant extent, on the ITER RH capability [9]. Wherever possible, manual maintenance
methods will be used. However, all the in-vessel components must be inspected, handled
and maintained using RH methods. With the exception of the Neutral Beam (NB) cell, all
the remotely maintainable ITER systems will be transported from the Tokamak Building
to the Hot Cell (HC) facility for maintenance and repair. Additionally, a mixed approach
involving both RH and manual operations may be necessary in some areas of the port
cells and Tokamak Building galleries.
As discussed in the previous section, the efficiency and safety of RH operations in ITER is
significantly related to the RH compatibility of the items being handled and to the design
and operation of the RH equipment itself.
The baseline RH equipment for ITER currently comprises the following systems:
• Blanket Remote Handling System (BRHS)
• Divertor Remote Handling System (DRHS)
• Cask and Plug Remote Handling System (CPRHS)
• In-Vessel Viewing System (IVVS)
• Neutral Beam Remote Handling System (NBRHS)
• Hot Cell Remote Handling System (HCRHS)
• RH supervisory Control System (RHCS)
• Multi-Purpose Deployer (MPD)
1. Introduction 20
In order to provide the reader with the necessary insight to grasp the complexity of the
ITER remote maintenance equipment, the following sections will briefly describe each of
these systems.
Blanket Remote Handling System (BRHS)
By absorbing radiant heat flux and charged particle flux from the plasma, the ITER
blanket structure contributes to providing shielding to reduce heat and neutron loads in
the VV and ex-vessel components. It is composed of 440 modules, each of which com-
prises a first-wall panel and a shield block, that are designed for individual replacement.
This replacement involves the remote handling of 4.5 t-blanket modules with 2 mm posi-
tion accuracy in a space-constrained, in-vessel environment under gamma radiation up to
10 kGy/h. To meet these requirements, the Blanket Remote Handling System (BRHS)
has been designed as a rail-mounted vehicle and manipulator system that will be deployed
through four RH ports located at the equatorial level of the machine.
The BRHS will provide the following main functions:
• removal and installation of 440 blanket modules of 30 different types;
• replacement of all first-wall panels within a period of 24 months;
• transportation of blanket modules and first-wall panels into and out of the VV;
• blanket module and RH tool exchange at the equatorial port;
• bolting for fixing modules by flexible supports;
• insertion of NB duct liner maintenance tools;
• cooling pipe connection/disconnection, cutting, welding and weld inspection; and
• leak testing of cooling pipe joints.
The current reference design of the BRHS consists of the following materials:
• an in-vessel transporter (IVT) that transports and handles blanket modules and
tools inside the VV. The IVT comprises the following elements:
– two articulated semi-circular rails, deployable from two RH ports and forming
a continuous 360◦ toroidal rail when installed (see Figs. 1.18 and 1.20);
– two vehicle/manipulator systems operated simultaneously and travelling along
the rail, each of which incorporates a telescopic manipulator capable of access-
ing all in-vessel areas except the divertor area (see Fig. 1.19);
– a blanket handling gripper mounted on the telescopic manipulator that grips
a blanket module and temporarily bolts it to the VV wall (see Fig. 1.21);
– dedicated rail supports that assist in the deployment of the final rail elements;
– the rail deployment equipment that, by means of a dedicated vehicle manipu-
lator, assembles and deploys the rails; and
– the umbilical handling equipment that handles the long and complex umbilical
during 180◦ vehicle and manipulator travel.
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• a blanket transport that delivers blanket modules and tools to the IVT with access
through an equatorial RH port.
• a blanket pipe tool system that provides a set of tools to cut, weld and inspect the
module water cooling pipes.
• bolting tools to fix and secure the blanket modules.
• an in-cask storage rack that provides storage for three modules inside the transfer
cask (see also section on the CPRHS, p. 23).
Figure 1.18: Configuration with partial rail deployment
(240◦-deployed rail covering 180◦) (image courtesy of JADA)
Figure 1.19: Telescopic manipulator
(image courtesy of JAERI)
Figure 1.20: Full-scale demonstration of rail
deployment (image courtesy of JAERI)
Figure 1.21: Full-scale demonstration of blan-
ket handling (image courtesy of JAERI)
Divertor Remote Handling System (DRHS)
Similar to the blanket system, the ITER divertor provides shielding to reduce radiation
and particle loads affecting the lower part of the plasma chamber while allowing neutral
particles to be exhausted in the vacuum system. Due to the erosion of the plasma-
facing components, the replacement of the divertor is foreseen several times during ITER’s
lifetime. Due to a combination of radiological hazards (dust, tritium and activation), this
replacement involves the remote removal and installation of 54 removable cassettes (9–
11 t, typical dimensions of 3.3 × 2.3 × 0.8 m3). Severe space constraints require all
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cassettes to be handled in a cantilevered fashion within very tight tolerances. To carry
out this task, specific RH equipment has been designed to remotely replace the divertor
system through three lower-level ports.
The DRHS will provide the following main functions:
• extraction and insertion of 54 divertor cassettes;
• transportation of cassettes to/from dedicated transfer casks docked at the RH ports;
• extraction and insertion of diagnostic assemblies located at the divertor level;
• transportation of diagnostic assemblies to/from a dedicated transfer cask;
• removal and replacement of the RH port primary closure plate (PCP);
• dust removal in the divertor region during cassette extraction; and
• cutting, welding and inspection of cassette and diagnostic rack cooling pipes.
The current reference design of the DRHS includes the following materials:
• two cassette multi-functional movers (CMM), including a tractor and a set of change-
able end-effectors, which implement the radial transport of components along the
RH ports (see Figs. 1.22 and 1.23);
• two cassette toroidal movers (CTM) that implement the toroidal transport of cas-
settes from the RH port to their final assembly location inside the VV (see Fig. 1.24);
• several dexterous manipulator arms, equipping both CMM and CTM, for tool han-
dling and general purpose manipulation (see Fig. 1.25);
• a set of CMM end-effectors providing the interface for transporting in-vessel com-
ponents (e.g. divertor cassettes) and RH equipment (e.g. tooling);
• remote-handled vacuum cleaners, installed in both CMM and CTM, for the removal
of radioactive dust from the divertor region; and
• various tooling sets to cut, align, weld and inspect the divertor cooling pipes; operate
the divertor cassette locking system; and remove and replace the diagnostic rack.
Figure 1.22: Realistic rendering of the CMM
(image courtesy of VTT-TUT)
Figure 1.23: The full-scale divertor test plat-
form DTP2, which is used for the design val-
idation and demonstration of cassette opera-
tion capabilities (image courtesy of VTT-TUT)
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Figure 1.24: CTM carrying a divertor cassette
(image courtesy of VTT-TUT)
Figure 1.25: Demonstration of the manipula-
tor arm mounted on the CMM at DTP2 (image
courtesy of VTT-TUT)
Cask and Plug Remote Handling System (CPRHS)
The Cask and Plug Remote Handling System (CPRHS) is devoted to the confinement and
transportation of ITER’s in-vessel components, such as port plugs, between the Tokamak
Building and the HC facility where they are repaired, refurbished, tested or disposed of.
In addition, the CPRHS also hosts other RH equipment, such as the BRHS or DRHS
equipment, which are deployed for removal/replacement of in-vessel components (blanket
modules or divertor cassettes). This transfer involves 21 autonomous and remotely oper-
ated transfer casks (max 100 t, 8.5 m long, 3.7 m high and 2.6 m wide) that can access
VV ports at all three levels of the Tokamak Building.
The CPRHS will provide the following main functions:
• remote transfer of clean/activated/contaminated in-vessel components between the
VV and the HC facility (see Fig. 1.28);
• remote transfer of RH equipment between the VV and the HC facility;
• primary confinement during all transfer phases;
• docking and un-docking onto the VV or HC docking flange, including alignment
features (see Fig. 1.29);
• preserving confinement during opening and closing of VV and HC access; and
• installation and removal of components into/from the VV and the HC.
The current reference design of the CPRHS (see Figs. 1.26 and 1.27) includes the following
materials:
• a cask envelope providing confinement of the transported in-vessel components or
RH equipment during transfer that is equipped with a front double-door system
interfacing with the VV port flange and a back double-door system facilitating
rescue operations;
• a pallet supporting the weight of the docked cask envelope, enabling alignment
with the docking flange and supporting the large multi-connector that supplies the
necessary services to the whole CPRHS unit when docked; and
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• an autonomous cask transfer system (CTS) supporting the weight of the cask en-
velope and the pallet during transfer and holding the necessary driving, steering,
navigation and guidance systems.
Figure 1.26: Exploded view of the CPRHS
(image courtesy of Fusion for Energy)
Figure 1.27: CPRHS including a port plug in-
cask mover (image courtesy of Fusion for Energy)
Figure 1.28: Complete set of CPRHS trajec-
tories (swept volumes) within the Tokamak
Building (image courtesy of Fusion for Energy)
Figure 1.29: CPRHS docked at ports from the
various tokamak levels (image courtesy of Fusion for
Energy)
In-Vessel Viewing System (IVVS)
The In-Vessel Viewing System (IVVS) is a fundamental tool for ITER’s operations that
aims at performing visual inspections and providing information related to the erosion of
the in-vessel components (blanket modules, divertor cassettes, heating/diagnostic plugs,
test blanket modules). Six IVVS units will be installed in six lower-level port extensions.
Each unit comprises a viewing/metrology probe mounted on a deployment arm. Periodi-
cally (e.g. during planned shutdowns) or on request (e.g. after a plasma disruption with
suspected damages) the IVVS probes will be deployed from their storage positions into
the plasma chamber, between the divertor outer target and the lower blanket module,
in order to perform viewing and metrology tasks on the plasma facing-components (see
Fig. 1.30).
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The IVVS will provide the following main functions:
• inspection of the first wall and other in-vessel plasma-facing components with a
spatial resolution better than 1 mm at short range and better than 3 mm further;
• production of range measurements of the first wall and other in-vessel plasma facing
components, with a precision allowing the evaluation of the in-vessel erosion and
the amount of mobilised dust with an indicative maximal error of ±100 kg;
• providing maximum coverage of the divertor region, avoiding blind spots;
• operation under a high magnetic field;
• self-illumination without relying on any external light source; and
• shielding the viewing/metrology probe when not in operation.
Figure 1.30: IVVS in deployed position (image courtesy of Fusion for Energy)
The current reference design of one IVVS unit includes the following materials:
• a guide tube permanently located in the IVVS port extension;
• fixed shield blocks located around the resident guide tube at the level of the stowed
scanning probe in order to protect the IVVS from scattered neutrons;
• an electrical and optical vacuum feed-through; and
• a 4.2 m-long removable cartridge (see Fig. 1.31) that can be extracted from the
port extension into a dedicated transfer cask allowing the maintenance, replacement
and/or upgrade of the system. The IVVS cartridge is composed of the following
materials:
– a 3.8 m-long mobile assembly consisting of a scanning probe relying on the
amplitude modulation of a coherent single-mode laser to perform viewing and
ranging tasks (see Fig. 1.32), a longitudinal trolley travelling linearly on the
guide tube from the cartridge towards the VV and a hinged section allowing
the rotation of the scanning probe once deployed inside the VV;
– an actuation system relying on a rigid chain that pushes or pulls the mobile
assembly from the rear. The chain is stored in a three-layer magazine situated
on the top of the cartridge. Its actuation is achieved through a single stepper
motor placed near the outer end of the port extension, where the low magnitude
of the magnetic field permits its operation;
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– a cable reeling system that manages the 7.5 m-long cable required for the
deployment of the mobile assembly. It consists of two fixed pulleys and two
traveling pulleys whose translation is synchronised with the rigid chain drive
so they move at the exact speed required by the cable deployment;
– a moveable shield block made of B4C that protects the scanning probe from
direct neutron streaming. The block is lowered to allow the passage of the
mobile assembly when an inspection is requested; and
– an electrical and optical service connector.
Figure 1.31: IVVS cartridge (image courtesy of Fusion for
Energy)
Figure 1.32: IVVS scanning probe
(image courtesy of Fusion for Energy)
Neutral Beam Remote Handling System (NBRHS)
The neutral beam cell hosts one diagnostic neutral beam injector, two heating and cur-
rent drive neutral beam injectors and three diagnostic plugs. Due to neutron activation
and tritium contamination, these systems will require remote maintenance. The Neutral
Beam Remote Handling System (NBRHS) includes a variety of devices, such as a crane,
manipulators, support cradles, tooling, etc., that must coordinate in order to accomplish
various maintenance tasks.
The NBRHS will provide the following main functions:
• removal and replacement of the caesium ovens;
• removal and replacement of the 26 t beam source;
• removal and replacement of the beam-line components;
• removal and replacement of the neutral beam-gate valve and duct bellows; and
• assistance in the hands-on repair of the active correction and compensation coils.
The current reference design of the NBRHS includes the following materials:
• a 90 m-long 50 t monorail crane system that includes a hoist and a single rail, which
comprises up to 7 switching points allowing the selection of which region the crane
should travel to (see Figs. 1.33 and 1.34);
• a beam source manipulator mounted on a trolley that includes a mast and a boom
(see Fig. 1.35);
• a beam-line transporter and manipulator system (see Fig. 1.36); and
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• a large number of tools necessary to assist and execute bolting, unbolting, cutting
and welding tasks on pipes and lip seals.
Figure 1.33: Monorail crane layout (image cour-
tesy of CCFE)
Figure 1.34: Main hoist attached to the mono-
rail (image courtesy of CCFE)
Figure 1.35: Neutral beam source mainte-
nance (image courtesy of CCFE)
Figure 1.36: Beam-line transporter and ma-
nipulator system (image courtesy of CCFE)
Hot Cell Remote Handling System (HCRHS)
Maintenance of in-vessel or neutral beam injection components will generally be accom-
plished by the replacement of spent components with new or refurbished units. The ac-
tivated and contaminated components (divertor cassettes, blanket modules, etc.) will be
transported to the HC facility for eventual repair, refurbishment or disposal (see Fig. 1.37).
The Hot Cell Remote Handling System (HCRHS) provides space and handling facilities
for the reception, dispatching, decontamination, storage, repair, refurbishment and testing
of these radioactive and/or contaminated tokamak components and for the maintenance
and storage of the in-vessel and HC RH tools.
The HCRHS will provide the following main functions:
• remote maintenance of blanket modules, divertor cassettes, port plugs, diagnostic
systems, IVVS cartridge, torus cryopumps and primary closure plates;
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• cask storage and maintenance of in-cask equipment;
• testing and maintenance of RH equipment;
• cleaning, dust removal and inspection of components; and
• operation procedure checking and full-scale training in the cold RH test facility.
The current reference design of the HCRHS includes the following materials:
• refurbishment work stations (including booms, local gantry cranes, mast);
• dexterous telemanipulators end-effectors;
• direct viewing manipulators;
• inspection equipment (including weld NDT, visual inspection, metrology);
• cleaning workstations (see Fig. 1.38);
• cell maintenance equipment (including telescopic mast-mounted manipulator);
• a hot RH test facility (hot RHTF) including the following appropriate interface
mock-ups:
– a 60◦ divertor-level VV sector and the necessary port extensions; and
– docking flanges for all levels (including IVT/MPD interfaces).
• a cold RH test facility (cold RHTF), transferred to the Assembly Hall, including
the following full-scale mock-ups (see Fig. 1.39):
– a 120◦ VV sector with blanket modules attachments, divertor rails and the
necessary port extensions and docking flanges;
– a set of dummy reconfigurable blanket modules;
– a set of dummy divertor cassettes (central, second, standard cassettes); and
– dummy ELM and vertical stability coils.
• blanket, divertor, plug and neutral beam component storage facilities.
Hot cell 
building
Tokamak 
building
Figure 1.37: Building configurations (image courtesy of the IO)
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Figure 1.38: Main cell reception and cleaning
area (image courtesy of the IO)
Figure 1.39: Layout of the cold RHTF (image
courtesy of the IO)
Remote Handling Supervisory Control System (RHCS)
The ITER RH equipment described in the previous pages comprises a number of local
controllers providing real-time control of individual equipment. The overall control system
is estimated to contain approximately 250 control cubicles. The RH Supervisory Control
System (RHCS) integrates these individual control systems together to form a uniform
control system operating from the RH control room (see Fig. 1.40), with the exception of
IVVS, which is operated from the main control room.
The RHCS will provide the following main functions:
• control, command and status monitoring of the RH equipment;
• selection and control of remote viewing;
• simulation of remote operations for procedure planning; and
• integration with the Control, Data Access and Communication (CODAC) system.
The command and control sub-system provides human-machine interfaces (HMI) between
the operators and equipment controllers. The viewing subsystem provides video signal
processing and signal interconnection to any monitor in the control room.
(a) (b)
Figure 1.40: Two examples of RH control room prototypes implemented (a) at Oxford Technolo-
gies Ltd (Abingdon, UK) and (b) at the FOM Institute DIFFER (Nieuwegein, The Netherlands).
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Multi-Purpose Deployer (MPD)
The in-vessel RH equipment (including BRHS and DRHS) will be deployed during a long-
term ITER shutdown to perform scheduled and routine maintenance operations on the
main plasma-facing components. As explained in section 1.1.7, in addition to this baseline
maintenance scheme, the ITER remote maintenance system is expected to allow the per-
formance of “non-baseline” interventions. An upgrade of the BRHS’s IVT was considered,
but its inability to reach the divertor region and the top surface of the vessel rendered
this option impossible. This implied the need for a Multi-Purpose Deployer (MPD) which
would be deployed in-vessel in order to perform these additional tasks during a remote
maintenance period. The MPD concept is based on an anthropomorphic robotic arm pro-
viding a series of roll, pitch and yaw rotations for in-vessel tool or component deployment
(see Fig. 1.41). This concept provides full in-vessel coverage from four equatorial-level
ports and provides a high payload capacity.
The MPD will provide the following main functions:
• transportation of in-vessel tools and components in and out of the VV from/to a
transfer cask through the equatorial ports during the maintenance period;
• positioning of tools or components inside the VV with an accuracy of ±10 mm;
• removal and replacement of in-vessel components;
• deployment and positioning of in-vessel tools;
• exchange and storage of in-vessel tools (end-effectors, manipulators, task modules);
• in-vessel water leak localisation;
• in-vessel close-up viewing during long-term maintenance;
• dust measurement and partial cleaning;
• tritium monitoring;
• in-vessel diagnostics maintenance;
• ELM coil maintenance; and
• rescue of RH equipment.
The current reference design of the MPD includes the following materials:
• a high-payload-articulated transporter mounted on an equatorial port and composed
of two-degree-of-freedom (DOF) linear translational joints and eight-DOF rotary
joints mounted on the translational joint, which handles in-vessel components and
tools such as a manipulator, end-effectors and task modules;
• in-cask equipment transferring in-vessel tools and components between the trans-
porter and the cask where they are stored;
• a seven-DOF dual-arm manipulator providing force feedback capabilities;
• task modules deployed at the transporter’s end to provide task specific tooling; and
• end-effectors deployed at the end of the transporter to provide specific handling
capabilities.
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Figure 1.41: MPD transporter deployed with
in-vessel tools to perform in-vessel remote
maintenance tasks (image courtesy of the IO)
Figure 1.42: FDD deployed inside the VV to
perform leak localisation (image courtesy of the IO)
The next two sections describe robotic device systems that are not ITER remote mainte-
nance equipment but that are fully relevant to the maintenance of fusion reactors.
Fast Deployment Device (FDD)
During ITER operation, it is expected that cooling water will leak into the VV and
that helium will leak into the cryostat. In order to limit the impact of these leaks on
the availability of the ITER machine, a fast solution for leak localisation and repair is
required. The Fast Deployment Device (FDD) is expected to deploy a still-to-be-defined
leak-detection device from five upper ports (see Fig. 1.42). When stowed, each unit is
retracted into a contamination containment enclosure attached to the VV port but is
isolated from the vessel by vacuum isolation valves. The system will operate in air or
nitrogen at atmospheric pressure and in the absence of a magnetic field. To date, the
FDD is not considered part of the RH system (it is developed under the responsibility of
the ITER Vacuum Group), although it shares many commonalities with the ITER RH
equipment, both in terms of requirements and operational conditions.
The FDD will provide the following main functions:
• deployment into the VV and/or the cryostat within one week of the cessation of
plasma operations;
• transportation of a 0.1 kg leak localisation tool within 100 mm of any point of the
plasma-facing surface; and
• 100% coverage of the plasma-facing surface (corresponding to a maximum distance
of 9 m to be reached from the entry point into the vessel).
The current reference design of one FDD unit includes the following materials:
• an arm that enters the VV and positions the leak sensor using five servo axes ar-
ranged in a conventional “roll-pitch-pitch-roll-pitch” kinematics;
• a torque tube that provides support and guidance within the port plug; and
• a deployer that transfers the arm between its stowed and deployed positions.
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Articulated Inspection Arm (AIA)
The Articulated Inspection Arm (AIA) is another remote inspection tool for fusion reac-
tors; it has recently been used in Tore Supra.
In the early 2000s, the Euratom-CEA Association launched an R&D program to demon-
strate the feasibility of close inspection tasks in fusion reactors using a long-reach robotic
arm equipped with a viewing system. A feasibility analysis drove the design of the AIA
demonstrator [10], which is an 8 m-long, multi-link arm with five identical titanium mod-
ules 160 mm in diameter. Each module includes pitch (±45◦ in the vertical plane) and
yaw (±90◦ in the horizontal plane) joints linked with a parallelogram structure (four-bar
mechanism) that maintains a vertical yaw joint axis. This combination of elevation and
rotation motions gives the robot eight DOF (see Fig. 1.43). With a payload up to 10 kg
and a total weight of 150 kg, this polyarticulated arm can be introduced through a narrow
port 250 mm in diameter. To cope with the high temperature requirements, all AIA artic-
ulations are actuated by embedded electromechanical components qualified up to 120◦C
in use and 200◦C when switched off. All the camera’s inner electronic components (CCD
sensor, zoom, LEDs, etc.) are actively cooled by nitrogen gas to keep the operating tem-
perature below 60◦C (see Fig. 1.45). Other diagnostic tools are currently developed for
tokamak in-vessel inspection, such as a leak-detection system based on helium sniffing or
a compact laser system for carbon codeposited layer characterisation or treatment [11].
In 2008, the AIA equipped with a vision process was qualified after it carried out an
inspection (see Fig. 1.46) inside the Tore Supra tokamak (see section 1.1.6), which operates
under the same vacuum and temperature conditions as ITER.
The AIA was initially designed to be a prototype for the ITER IVVS deployer. However,
recent changes in the project requirements forced the IO to sideline it in favour of alterna-
tive concepts able to operate in strong magnetic fields and highly activated environments.
The AIA is now an inspection tool dedicated to Tore Supra [12]. Even though this arm
will never be used in ITER, it is a rare, fully operational remote inspection tool for fusion
reactors.
The AIA provides the following main functions:
• viewing and inspection of first wall and other in-vessel plasma-facing components;
• insertion through exiguous access ports (250 mm);
• high mobility allowing access to any point inside the VV;
• operation in high vacuum (10−6 Pa) and at high temperature (120◦C);
• self-illumination without relying on any external light source; and
• possibility of plugging various processes (payload up to 10 kg).
The AIA consists of the following materials:
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• a robotic arm composed of five identical modules and a prismatic joint at the base
(see Fig. 1.44). Each module is a two-DOF mechanism comprised of two electrical
rotary joints and a parallelogram structure that keeps the elevation axis vertical
to minimise the cantilever. Each module includes on-board temperature-hardened
control electronics qualified up to 120◦C when in use and 200◦C when switched off.
• a video process designed and assembled by ECA/HYTEC comprising a CCD colour
sensor, zooming and rotating capabilities and high-intensity LED ring lights. All its
components are actively cooled by nitrogen gas (see Fig. 1.45).
• an 11 m-long cask ensuring vacuum and temperature conditioning and precise guid-
ing through the port. It is equipped with a double valve separating the stowed robot
arm from the primary vacuum without impacting the tokamak operating conditions.
Module #1 Module #4 Module #5
Figure 1.43: Kinematics model of the parallelogram structure of AIA
Figure 1.44: Overview of the fully deployed
AIA (image courtesy of CEA LIST)
Figure 1.45: Viewing system equipping the
AIA (image courtesy of ECA/HYTEC)
Figure 1.46: Deployment of the AIA inside Tore Supra (image courtesy of CEA IRFM)
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1.1.9 Environmental operating conditions of the ITER RH equipment
The interior of a nuclear fusion reactor is a hostile environment for humans. This is the
main rationale behind the built-in RH system, which enables the operator to perform
maintenance without being physically present on-site. Unfortunately, harsh conditions
for humans are harsh for the maintenance equipment as well. By its very nature, the RH
equipment will be subjected to exceptionally challenging environmental conditions that
are likely to affect its performance. Depending on its mode of operation, the tokamak
environment can include various subsets of the following features: elevated temperatures,
strong magnetic fields, high levels of radiation, radiological contamination and atmo-
spheric (air, gas, vacuum) and electromagnetic interference.
The following table summarises the main environmental conditions the ITER remote
maintenance equipment will be subject to during operation. The NBRHS, the DRHS
and the IVVS have been chosen to illustrate several levels of harshness. Environmental
conditions during blanket handling (BRHS), MPD operation and cask transfer operation
(CPRHS) are globally equivalent to those applied to the DRHS. Table 1.2 does not report
requirements on humidity (≈ 0 %) or contamination by tritium and activated dust (Be,
W), which are common to all the systems.
Table 1.2: Environmental conditions related to various RH systems
Level System Pressure Temperature Typical radiation levels
Magnetic
field
Conventional
NBRHS
(see p.
26)
≈ 1 bar
(dry air)
Ambient
Gamma radiation only;
Outside beam line: < 10−2 Gy/h;
Outside magnetic shield:
< 10−4 Gy/h;
Around fast shutter: < 10−1 Gy/h
≈ 0.1 T
Severe
DRHS
(see p.
21)
≈ 1 bar
(dry air)
< 50◦C
Gamma radiation only;
106 s after plasma operations;
CTM: 2.2–120 Gy/h;
up to 3.3–180 kGy during full divertor
exchange campaign
< 1 mT
Very severe
IVVS
(see p.
24)
During
operation:
5×
10−4 Pa;
During
shutdown:
≈ 1 bar
(dry air)
Operating
temperature:
120◦C;
Bake-out
temperature:
< 200◦C
Gamma radiation and neutrons;
Probe during in-vessel deployment:
<6 kGy/h, up to 10 MGy;
Through storage plug during plasma
pulses: <4× 1017 n/cm2, spectrum
from 10−7 MeV to 14 MeV
In deployed
position:
up to 8 T;
In storage:
0.3 T
Integrated radiation doses and neutron fluences are given after 20 years of ITER opera-
tion. In particular, the integrated radiation dose during operation mode 0 (active plasma
phase, D-D and D-T) have been evaluated considering a total operation time of 4600 h.
Similarly, the integrated radiation dose during operation mode 1 (shutdown phase) have
been evaluated considering a total shutdown time of 170,000 h (about 19.7 years).
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1.1.10 Viewing capabilities in ITER
Several of ITER’s RH systems rely on the principle of“man-in-the-loop”remote operations
(BRHS, DRHS, NBRHS). It is widely admitted that the ability to perform efficient and
safe man-in-the-loop operations is directly linked to viewing capabilities. The ITER RH
viewing system (not to be confused with the In-Vessel Viewing System) aims to provide
operators with visual feedback of the remote environment.
The RH viewing system will provide the following main functions:
• select images from specific cameras and display them on monitors located in the RH
control room;
• control images/video streams by setting their main parameters (orientation, zoom,
focus, contrast, brightness, colour balance, image size, framerate);
• enhance image/video content (noise reduction, edge sharpening, contrast stretch-
ing); and
• manage the data flow (data encoding, compression).
No reference design is currently in place for ITER’s RH viewing system. Nevertheless,
it is possible to extrapolate its main characteristics from the experience gained at JET.
Whereas approximately 10 cameras were used by a four-person team at JET, it is expected
that 100 cameras could be simultaneously operated in the ITER RH control room during
a typical RH task. In all, ITER’s RH viewing system is likely to include between 500 and
700 cameras with a mix of rad-hardened and conventional, analogue and digital cameras.
The quality of the camera views will be critical to the speed and accuracy of remote
operations inside the torus. In comparison to more conventional plants, two additional
factors will influence the quality of the acquired images: illumination and radiation.
First, adequate illumination of the scene is vital. Indeed, one must bear in mind that
the ITER in-vessel environment will be pitch black once the tokamak assembly is com-
pleted. Illumination must be carefully placed to perform effective RH operations and
must allow active directional control; on-board cameras should be able to track the end-
effector position in order to ensure that the task remains in the field of view. Figure 1.47
illustrates that suitably setting up the camera’s position and direction is important for
obtaining a view that provides that operator with as much of an understanding of the
remote environment as possible.
Second, high radiation dose rates inside the VV lead to the required use of radiation-
tolerant cameras. For instance, at the in-vessel dose rate of 500 Gy/h found in the BRHS
or IVVS (see Table 1.2), a radiation-hardened camera able to withstand a total dose rate
of 1 MGy would allow approximately 2000 hours of operations, which is considered quite
acceptable for a system that may be readily replaceable.
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(a) (b)
Figure 1.47: Simulated in-vessel views from cameras equipping the MPD arms with representa-
tive light intensity (image courtesy of Oxford Technologies Ltd)
An extensive market survey on radiation-hardened cameras has not been carried out
within the framework of the present thesis. If such a survey is performed, it should explore
the trade-off between optical performance, tolerance to high radiation exposure, market
availability, protection from obsolescence and cost. It should also consider the possibility
of using disposable but cheap conventional cameras instead of costly rad-hardened devices.
Nevertheless, a brief market analysis performed for this thesis (see Table 1.3) shows that
most of the available rad-hardened viewing systems are based on analogue Chalnicon or
Vidicon tube cameras, charge-integration devices (CID), charge-coupled devices (CCD),
and complementary metal-oxide semiconductor (CMOS) sensors. In general, the quality
of rad-hard cameras is improving, but their cost remains high (between one and several
dozens of kEuro). In terms of radiation limits, the CMOS sensors developed for space
applications do not meet the requirements for fusion reactors.
Table 1.3: Examples of available rad-tolerant cameras
Manufacturer Model Type
Resolution
(TV lines)
Weight
(kg)
Maximum
dose rate
(kGy/h)
Maximum
cumulated
dose
(MGy)
Price
range
Ref.
Ahlberg N35HR Tube 700 1,2 30 2 C [13]
Centronic
Raditec
CR2224
(Fig. 1.48)
Tube 650 0.9 10 3 - [14]
Diakont D40 Tube 600 1.5 30 2 C [15]
Diakont
Star camera
(Fig. 1.49)
Digital 500 5 1 0.1 B [16]
Eca Robotics VS 370 N Tube 600 2.5 30 3 - [17]
Eca Robotics
VS 390 N
(Fig. 1.50)
Digital 500 - 1 0.1 - [18]
Mirion
IST-REES
R93 MK3
Tube 500 1.25 30 2 C [19]
Mirion
IST-REES
R985
Digital 550 1 1 0.1 A [20]
Visatec VT5065RR Tube 460 1,75 25 2.5 - [21]
Price range: A) inexpensive (<10keur) / B) medium (10keur<...<25keur) / C) expensive (>25keur)
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Figure 1.48: Centronic Raditec
CR2224 (image courtesy of Centronic)
Figure 1.49: Diakont Star
(image courtesy of Diakont)
Figure 1.50: ECA VS 390 N
(image courtesy of ECA Robotics)
As a result of long-term exposure to radiation, the quality of direct viewing from these
cameras (analogue or digital) is expected to degrade over time. Therefore, some front-end
processing may be required. The availability of FPGA- and GPU-based image processing
solutions has increased, and COTS front-end processors are now available from several
suppliers. The accessibility to open-source computer-vision libraries including GPU com-
putational capabilities (e.g. Open-CV) make these solutions even more attractive.
Image enhancement and data compression can both be implemented using low-level con-
trol system equipment. Indeed, the data flow generated by a large number of cameras
running at usual framerates is likely to be large. This data flow will depend strongly on
the sensor resolution, framerate and colour dynamic range. As an example, a single 25 fps
8-bit monochrome video stream with a reasonable resolution (1400×1000) would generate
35 MB/s of data, leading to approximately 3.5 GB/s in the case of 100 simultaneously
running cameras. Standard compression techniques are available on the market.
Another way of enhancing the camera images may be to supplement them with additional
information derived from a virtual reality (VR) system. The basic principle of this tech-
nique, which is referred to as “synthetic viewing” [22], consists of combining the limited
or degraded information received from a camera with prior knowledge of the environ-
ment (e.g. from 3D models). The operator views a synthetic reconstruction of the remote
environment that is updated online by the data received from the field sensor.
1.2 Motivation
1.2.1 Industrial flexible robot arms operating under hazardous con-
ditions
The main objective of this brief review is to report on how the vibration control problem
is addressed in various ITER-relevant, industrial-grade robotic devices performing under
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hostile environmental conditions. Systems designed for remote maintenance tasks in a
nuclear fuel reprocessing plant, in JET and in ITER are considered first. This brief review
subsequently broadens to include space manipulators, which share many commonalities
with tokamak remote maintenance devices: high structural flexibility, remote operation
and imperative tolerance to radiation, vacuum and extreme temperatures.
Hot cells in the Cogema/Areva La Hague nuclear fuel reprocessing plant
Nuclear fuel reprocessing plants are complex facilities comprising several work areas where
numerous chemical and mechanical operations are performed. These operations generate
a wide variety of radiological hazards that sometimes preclude direct human intervention.
In 1966, France opened the La Hague plant on the Cotentin Peninsula, thus launching
a reprocessing program for recycling spent nuclear fuel for civilian purposes. This effort
was broadly supported by other European countries who, together with Japan, signed up
for French reprocessing services in the 1970s. A major argument for reprocessing is that
it dramatically reduces the volume of radioactive waste (see Fig. 1.51). Between 1976 and
2006, approximately 23,000 t of light water reactor (LWR) fuel were reprocessed in the
two reprocessing lines of La Hague. Since 2000, the plant has processed approximately
1100 t annually. Until 2004, almost half the LWR spent-fuel processed at La Hague was
owned by foreign countries.
In industrial reprocessing plants, components exposed to mechanical and/or chemical
actions often result in technical problems; hands-on maintenance is usually adopted for
these problems, provided that radiological conditions (activation, contamination) allow it.
However, remote maintenance systems have always been extensively applied to a variety
of tasks, with benefits such as dose reductions for workers or increase in operational
Figure 1.51: Nuclear fuel cycle, according to Areva
(image courtesy of Areva)
Figure 1.52: MT200 in the La Hague
reprocessing plant (image courtesy of Areva)
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performance, with important implications for the plant’s economics. For this reason, RH
systems have been an integral part of La Hague’s HC facilities. The result of this is that
these systems have not necessarily been upgraded since the 1970s.
Since 2005, the MT200-TAO telerobotic system has been evaluated in the HC refur-
bishment facility in the La Hague reprocessing plant [23]. This is the result of several
attempts to replace the conventional, through-the-wall MT200 telescopic telemanipulator
commercialised by La Calhe`ne. The main objective of these developments was threefold:
to automate some repetitive tasks; to improve security for difficult tasks; and to enhance
workstation ergonomics.
The slave-arm is a six-DOF (five rotary joints and a telescopic mechanism) 4 m-long
manipulator (see Fig. 1.52). Its payload capacity is up to 20 kg for 40 kg of its own
weight (maximum torques of 1540 Nm and 385 Nm, respectively, for the two main joints).
Its transmission is based on gears and screws for the upper part and cables and chains for
the lower joints, which makes the whole system very flexible and subject to vibrations.
A force-controlled master-slave mode is achieved using the TAO2000 software developed
by CEA LIST. It allows the operators to perform new functions, such as active weight
balancing, accurate force surveillance, tool weight compensation, adjustable velocity and
effort scaling ratios, play-back robotic modes, virtual mechanism modes and automatic
pursuit of the gripper by remote cameras. These features help the operators optimise their
working conditions inside a working volume that is three times as large as the original.
It is also interesting to note that automated play-back modes are made available even
though their precision is inherently limited by the high flexibility and the hysteresis of
this class of slave arms.
Similar to what will occur in ITER (DRHS, HCRHS), remote maintenance operations in
La Hague require handling objects and the dexterous use of tools, such as saws, hydraulic
shears or impact wrenches. The ITER RH systems would undoubtedly benefit from the
experience gained in developing and testing this computer-aided force-feedback teleoper-
ation system. Unfortunately, in spite of the quality features made available thanks to
TAO2000, no particular scheme was implemented to limit or avoid vibrations.
Installation of the ICRH antenna in JET
ITER and future fusion power plants will need more powerful plasma heating systems
than those present in current experimental fusion reactors. As previously mentioned (c.f.
sections 1.1.4 and 1.1.5), in order to produce fusion energy in ITER, it will be necessary to
raise the plasma temperature to over 100 million degrees Celsius. To reach this extreme
temperature, several heating systems will be available. The Ion Cyclotron Resonance
Heating (ICRH) antenna [24] is one of these systems. Since JET is the closest machine to
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ITER in terms of plasma conditions, it was decided in the 2000s that an ITER-like ICRH
antenna would be installed and tested in JET (see Fig. 1.53).
The ITER-like ICRH antenna was fully installed through RH during the 2007 shutdown,
which was mainly devoted to refurbishing and installing a number of new systems sig-
nificantly improving JET’s capabilities. JET is currently the only fusion device whose
maintenance is performed fully remotely [25]. Over the past 20 years, the JET RH sys-
tem has demonstrated many ITER-relevant features, including manipulating heavy loads.
The 300 kg antenna was transported into the vessel on a sub-frame connected to the RH-
articulated boom via a specific end-effector (see Fig. 1.54). The 10 m-long JET RH boom
(see Fig. 1.55) has 19 degrees of freedom and can be controlled either from a joystick, a
keyboard or using pre-taught sequences of motion. For the rough approach, the tip was
moved along smooth trajectories using pre-defined moves, or teach files, and a virtual rail,
which avoids stimulating the natural modes of the assembly (except in an emergency stop
at full speed). The final approach was performed using man-in-the-loop guidance on the
basis of the contact forces exerted on the antenna by its wall-mounted support and was
measured using a six-axis force and torque sensor equipping the end effector. Once the
antenna was fully engaged, fixing bolts were fastened from outside the vessel.
(a) (b)
Figure 1.53: The ITER-like antenna after manufacturing (left) and during installation in JET
(right) (image courtesy of EFDA-JET)
As expected, disengaging the boom from the bolted antenna was a critical task because
fastening the fixing bolts had induced constraints on the sub-frame and the boom. Load
transfer issues were addressed using the compliance of the boom to minimise the load
distribution before disconnecting. The overall installation methodology based upon a six-
axis force and torque sensor proved to be an efficient method for avoiding undesirable
vibrations in the robotic arm during disengagement. Despite the differences between the
ITER and JET in-vessel environments, the unique knowledge gained by JET engineers
during this operation may serve as a basis for future developments on devices such as
ITER.
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Figure 1.54: Virtual reality view showing the articulated boom carrying a heavy component
(poloidal limiter) inside the JET VV (image courtesy of EFDA-JET)
(a) (b)
Figure 1.55: The JET articulated boom (image courtesy of EFDA-JET)
The In-Vessel Viewing System (IVVS) for ITER
The In-Vessel Viewing System (IVVS) is an ITER machine operations tool aimed at
performing visual inspections and range measurements of the plasma-facing components,
such as the blanket, the divertor, the heating/diagnostic plugs or the test blanket mod-
ules. These inspections and measurements are performed periodically (e.g. during planned
shutdowns) or on request (e.g. after unforeseen events such as plasma disruptions with
suspected damages).
While the R&D supporting the scanning probe concept has been extensively documented
over the past 15 years [26–28], the IVVS deployment system remained relatively underde-
veloped until a recent design activity laid the foundations of an integrated IVVS concept
in late 2011 [29, 30]. The IVVS successfully passed its conceptual design review in spring
2014. For more information on this system, please refer to section 1.1.8.
The reference design for the IVVS scanning probe is a hybrid viewing and ranging system
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relying on the amplitude modulation of a coherent single mode laser transmitted to the
target via a rotating prism. The intensity and phase of the light backscattered from the
target are detected concurrently and compared to the emitted signal. Greyscale 2D images
are obtained from the intensity, while range data is generated from the phase shifting (see
Fig. 1.56). In terms of viewing capabilities, the IVVS should provide greyscale 2D images
with a normal resolution better than 1 mm for targets in the range 0.5–4 m and better
than 3 mm for targets situated up to 10 m. With respect to metrology, the IVVS should
be capable of providing range data with a standard deviation of approximately 500 µm.
(a) (b)
Figure 1.56: Examples of 2D picture (a) and 3D model (b) of a target acquired by the IVVS
(image courtesy of ENEA)
When they are not in operation, each IVVS unit is housed in a storage plug mounted on a
long, narrow VV port extension. Therefore, they stay within the ITER primary vacuum,
close to the plasma (c.f. environmental conditions, section 1.1.9) in order to allow quick
deployment after the last plasma pulse. The deployment system has been designed to
allow the radial transport of the scanning probe from its storage position at the rear of
the plug to its maximal deployed position, 7.5 m away towards the vessel centre. There,
the probe can perform one or a series of scans in a fully cantilevered condition.
Unfortunately, in such a working position, the quality of the measurements will very
likely be affected by both internal vibrations, which are induced by the prism rotation,
and external vibrations, due to vibrating neighbouring systems such as the cryopumps.
In order to cope with these perturbations, the UTFUS unit of ENEA carried out a series
of parametric tests in 2009–2010 to assess how the IVVS viewing performance was affected
by a probe vibrating at low frequencies (frequency < 1 Hz, 1 mm amplitude). To do so,
they used the IVVS probe proof-of-principle prototype developed in the early 2000s (see
Fig. 1.57) and placed it on an adjustable vibrating table (see Fig. 1.58).
ENEA also investigated possible methodologies to avoid or limit the effects of vibrations
on the acquired images. Instead of attempting to damp these vibrations, they developed
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Figure 1.57: IVVS probe prototype developed
at ENEA UTFUS (image courtesy of ENEA)
Figure 1.58: Experimental setup (image courtesy
of ENEA)
a post-processing vibration correction algorithm compensating for the effect of vibrations
from the acquired data.
The image is acquired and stored as a continuous stream of data comprising, among
other information, the backscattered light intensity and the encoder positions. Pixels are
subsequently formed by assigning a single intensity value to a pair of pan and tilt angular
values. These angles are first converted into spherical coordinates and then into Cartesian
coordinates.
When the probe vibrates, the target point associated to a set of pan and tilt angles changes
over time. ENEA’s method for filtering out the effect of vibrations in IVVS pictures is to
reassign the correct coordinates to the light intensity signal. For each acquired point, the
displacement of the probe is calculated by double integrating the signal measured by an
embedded accelerometer. This displacement is decomposed along perpendicular axes and
is added to the Cartesian coordinates deduced from the encoder measurements.
The proposed algorithm was implemented and tested on the aforementioned probe proto-
type. To that end, a Wilcoxon Research Model 731A/P31 high-performance accelerometer
was used.
Figures 1.59 through 1.61 show resolution test patterns images acquired using the ex-
perimental setup. These test patterns consist of three series of converging black-white
lines that create a continuum of spatial frequencies. They allow a rough estimation of the
spatial resolution of imaging systems by determining the point at which black lines merge
and can no longer be distinguished from one another. It is notable that the resolution
chart chosen by ENEA is calibrated in horizontal line pairs per arbitrary unit; thus it can
only be used for relative resolution measurements and not absolute ones.
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Figure 1.59: Original image acquired by the IVVS probe prototype – distance about 3.5 m, no
vibration) (image courtesy of ENEA)
(a) (b)
Figure 1.60: Original (a) and post-processed (b) images acquired by the IVVS probe prototype
– distance about 3.5 m, vibration at 1 Hz, 1.2 mm amplitude (image courtesy of ENEA)
(a) (b)
Figure 1.61: Original (a) and post-processed (b) images acquired by the IVVS probe prototype
– distance about 3.5 m, vibration at 0.5 Hz, 1.5 mm amplitude (image courtesy of ENEA)
The Blanket Remote Handling System (BRHS) for ITER
The schedule maintenance for ITER’s blanket system has been previously discussed in
sections 1.1.7 and 1.1.8. For ease of replacement, it has been segmented into 440 modules
of 4.5 t each. A rail-mounted vehicle manipulator system was adopted as the most suitable
RH equipment to handle these heavy modules with high positioning accuracy (±2 mm
at about 5.5 m). The IVT consists of a vehicle travelling along a rail deployed inside the
vessel. It entails a telescopic manipulator capable of accessing all in-vessel areas except
the divertor area (see Fig. 1.62).
In order to meet the aforementioned positioning requirement, it is essential to suppress
the dynamic deflection and vibrations of the RH equipment due to the sudden weight
transfer from/to the back-plate supports to/from the manipulator during the installation
and removal of the modules. The first natural frequency of the system made of the rail
plus manipulator was found to be approximately 3 Hz.
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In 2000, the team developing the IVT within the Japan Atomic Energy Research Insti-
tute (JAERI) proposed avoiding load transfer by using pre-defined positions [31]. The
load conditions during installation are based on the opposite load conditions encountered
during module removal, i.e. the configuration of the vehicle/manipulator system is pre-
defined based on the configuration of the unloaded manipulator during module removal.
Conversely, the load conditions during removal are based on the opposite load conditions
encountered during module installation. Figure 1.64 illustrates the difference between
the unloaded and loaded end-effector positions (A and B, respectively). The measured
deflection was, in Cartesian space, ∆x = 5.3 mm, ∆y = 82.5 mm and ∆z = 69.8 mm.
The proposed methodology allowed a decrease in the amplitude of the dynamic deflection
during module installation from 4.66 mm to nearly zero (see Fig. 1.65).
The main drawback of this approach is its high sensitivity to the measurement uncertainty
and its poor adaptability. According to the proposed method, the end-effector position
must be accurately measured using an external device (e.g. a laser tracker) during the
ITER machine assembly. As a consequence, the pre-defined positions will not be able to
consider any changes due to local erosion or defects after machine operation.
In 2003, JAERI proposed a new sensor-based control [32], which combines distance sensors
for rough positioning and contact sensors for fine positioning (see Fig. 1.63). Indeed,
contact sensors have a high potential for fine positioning as well as simplicity and high
reliability, whereas the positioning accuracy of distance sensors is generally affected by
surface conditions and reflections. Consequently, a combination of laser-type distance
sensors and three-axes strain-gauge contact sensors was judged appropriate.
This newly developed control scheme was validated on the full-scale mock-up while in-
stalling a 4T module with high positioning accuracy. The installation was successfully
achieved due to the passive compliance of the manipulator, similar to what JET engineers
achieved later during the installation of the ICRH antenna (see p. 39).
Figure 1.62: IVT prototype (image courtesy of
JAERI)
Figure 1.63: Location of sensors (image courtesy
of JAERI)
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Figure 1.64: Unloaded and loaded manipulator positions (source: JAERI)
(a) (b)
Figure 1.65: Dynamic deflection of the rail during module installation without (a) and with (b)
vibration control (image courtesy of JAERI)
Although teaching-playback techniques suitably addressed the issue of load transfer be-
tween the blanket module and its wall-mounted support, the whole system still suffered
from a lack of repeatability in the mechanical positioning of the manipulator before grasp-
ing the module (error in the order of ±25 mm). To ensure the required 5 mm position
accuracy and 1◦ angular accuracy between the gripping hole and the gripper, JAERI
engineers adopted a machine vision system as a non-contact sensing solution and visual
servoing as control scheme. Visual servoing (VS), a.k.a. vision-based robot control, is a
technique using information from a vision sensor to control the motion of a robot. In basic
VS applications, a camera is mounted at the tip of a manipulator and the manipulator
moves so the current picture matches a reference picture (c.f. section 2.3).
First, a low-resolution radiation-resistant camera was chosen (2 MGy rad-tolerant Chal-
nicon tube camera from Toshiba Teli). Unfortunately, the low resolution of the sensor, in
addition to the simplicity of the shapes to be tracked (two circular gripping holes) made
the VS highly inaccurate. To cope with these issues, a stereovision system was adopted.
It had the additional advantage of providing depth information. JAERI also identified
illumination as a major problem and subsequently mounted a ring light concentrically
with the camera (see Fig. 1.67).
The IVT machine vision system was tested using the full-scale manipulator prototype
and a dummy blanket module [33] (see Fig. 1.66). For this specific test, two inexpensive
commercial off-the-shelf CCD cameras (Flea2 by Point Grey Research Inc. [34]) with
resolutions similar to rad-tolerant tube cameras (640×480) were used. OpenCV was used
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as the real-time computer vision function library to analyse the pictures. The experiment
demonstrated positive results since positioning and angular accuracies of 1 mm and 0.05◦,
respectively, were achieved (see Fig. 1.68).
Figure 1.66: Test setup incl. manipulator,
blanket mock-up, calibration board and cam-
eras (green circles) (image courtesy of JAERI)
Figure 1.67: Diffuse ring light and camera
on the end-effector of the IVT (image courtesy
of JAERI)
(a) (b)
Figure 1.68: Images acquired by the IVT machine vision system: (a) original, (b) image including
the output of a typical features detection algorithm (original image courtesy of JAERI)
Space manipulators
As conventional nuclear power activities started to decline in the 1980s and 1990s, remote
operation technologies migrated towards other fields, including space. Experience gained
from teleoperation within nuclear environments clearly influenced the space shuttle remote
manipulator system and the short-lived Flight Telerobotic Servicer program.
The first robotic arm used in orbit was the Space Shuttle Remote Manipulator System
(SRMS), which was known as Canadarm because it was developed by the Canadian Space
Agency (CSA) (see Fig. 1.69). The SRMS is a 15 m-long six-DOF mechanical arm that
is deployed from the payload bay of the space shuttle in order to manoeuvre and release
a payload [35]. Since its first use in 1981 (space shuttle mission STS-2), it has been used
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more than 100 times during space shuttle flights for various tasks such as payload deploy-
ment, assisting human extravehicular activities, maintaining the Hubble Space Telescope
and building the International Space Station (ISS). After the Columbia space shuttle ac-
cident in 2003, the National Aeronautics and Space Administration (NASA) outfitted the
SRMS with a boom containing instruments to inspect the shuttle’s exterior for possible
damage to the thermal protection system [36].
The Space Station Remote Manipulator System (SSRMS), also known as Canadarm 2, was
the next generation of space remote manipulator systems designed for specific use on the
ISS (see Fig. 1.71) [37]. Launched in 2001, the SSRMS played a key role in the construction
and maintenance of the ISS, both by assisting astronauts during extravehicular activities
and by receiving payloads from the space shuttle’s SRMS. The 17.6 m-long seven-DOF
SSRMS can be equipped with the Special-Purpose Dexterous Manipulator (SPDM) to
facilitate delicate assembly tasks.
The European Space Agency (ESA) will also provide a robotic manipulator system, the
European robotic arm (ERA), for the ISS (Fig. 1.70). Currently scheduled for launch in
2015, it should be attached to the Russian segment of the station [38]. The arm is 11.3 m
long and has seven DOF. Its basic configuration and functionality are similar to SSRMS.
In Japan, the Japanese Experiment Module Remote Manipulator System (JEMRMS),
shown in Fig. 1.71, has been developed by the Japan Aerospace Exploration Agency
(JAXA) [39]. The JEMRMS consists of two components: a 9.9 m-long six-DOF main
arm and a shorter 1.9 m-long six-DOF arm for fine tasks; together, the two arms form a
serial 12-DOF macro-micro manipulator system. After installation, the arm will be used to
handle experiment payloads attached to the exposed facility of the Japanese Experiment
Module [40].
Figure 1.69: SRMS used as a platform for an
extravehicular activity (image courtesy of NASA)
Figure 1.70: European Robotic Arm
(image courtesy of ESA)
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SSRMS
JEMRMS
End-effector
Elbow visual device
Wrist visual device
Figure 1.71: The SSRMS and JEMRMS arms operating on the ISS (image courtesy of NASA)
As explained in section 2.2.7, a robot system comprising a relatively short arm for fine
manipulation mounted on a larger arm for coarse positioning is called a macro–micro
manipulator system. The SSRMS equipped with the SPDM and the JEMRMS are relevant
examples. In these systems, the base body is the interface between the macro arm’s end-
point and the micro arm’s root (Fig. 1.72(a)). When the macro arm is locked after
operating, the system is considered to be a flexible-based manipulator (Fig. 1.72(b)).
The booms of the long-reach arms are usually relatively stiff, but flexibility is gained from
the low stiffness of the joints and gear trains. In addition, lightweight properties and
microgravity make the structure extremely sensitive to vibrations, and the surrounding
vacuum only provides a reduced damping effect to the structure. For these reasons, the
macro subsystems of the SSRMS or JEMRMS are subject to vibrations that may not
decrease for a long time after coarse positioning operations. During fine manipulation,
the macro arms behave as passive flexible structures. Nevertheless, they may still vibrate
as a result of the micro arm’s motion. These vibrations degrade the overall performance
of these systems. Given the astronomical costs of space flights, reducing this time would
(a)
(b)
Figure 1.72: Two basic types of moving base robots: (a) Macro-micro manipulator system, (b)
flexible-structure-based manipulator system
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result in significant cost savings.
Conventionally, the issue of vibrations on the SRMS and the SSRMS has been managed
by increasing well-trained astronauts’ operational skills and by limiting the maximum op-
erational velocity according to the inertia of the handled object. However, if an advanced
controller was introduced, astronauts’ training time could be reduced and the operational
speed could be increased.
To suppress the vibrations affecting the macro arm, a control method called “coupled
vibration suppression control” [41] has been used with some success. In this method, the
micro arm’s motion is adjusted so it damps the vibrations of the macro arm. This specific
trajectory of the micro arm is calculated using feedback from the linear and angular
velocities measured at the end-point. It should be noted that the proposed control method
requires precise information on dynamic characteristics, such as the arms’ inertia and the
exact weight of the payload. Therefore, this limitation could certainly be overcome by
implementing parameter identification or adaptive control features, which would guarantee
the convergence of the control scheme even with imprecise a priori knowledge of the
dynamic parameters.
In the 1990s, a research program aimed at developing new control algorithms for flex-
ible manipulators in space in order to mitigate and compensate for vibrations [42]. In
particular, a planning technique known as “coupling mapping” method (see section 2.2.5)
generates graceful system motions that do not cause excessive excitation of the structural
modes. A second control algorithm known as “inferred end-point control” compensates for
potential residual vibrations in the end-effector using strain measurements, regardless of
uncontrolled vibrations in the supporting structure. More recently, another new approach
for determining the response of the SRMS in handling large, rigid, overhanging payloads
was presented [43].
Conclusion of the industrial review
This brief review collected information on how the problem of vibration control is ad-
dressed in some of the most ITER-relevant robotic devices performing in hostile envi-
ronmental conditions. Although interesting vibration compensation methods have been
found, in particular for RH systems specially designed for fusion applications, the question
of how extreme operating conditions affect the performance of these advanced correction
schemes has, unfortunately, not been addressed.
Telerobotic systems such as those equipping the La Hague reprocessing plant perfectly il-
lustrate the advantages of introducing a man-in-the-loop during operations in constrained
environments such as hot cells or the ITER in-vessel. Nevertheless, no satisfying indus-
trial experience on master-slave systems implicating a flexible arm except the one gained
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through space activities has been identified. In nuclear fusion activities, problems with
stimulating dynamics have, up to now, been sidestepped by using robotic modes and pre-
defined teach files including very smooth trajectories. In terms of load transfer, one can
undoubtedly take advantage of the experience gained at JET and the current develop-
ments on the IVT. The two approaches are quite similar, even though the former is based
on a force/torque measurement and the latter is based on position and contact measure-
ment. The main drawback of these methods is that they both rely on the extensive use
of additional electronics that will presumably either increase the probability of failure of
the system or show poor radiation resistance.
ENEA’s approach to vibrations affecting the IVVS is interesting, although it requires
extensive post-processing, which makes the method unsuitable for real-time applications.
In particular, real-time double integration and noise reduction in the accelerometer signal
are likely to pose difficulties. As a result, the proposed solution deals more with image
enhancement than with vibration control.
Finally, recent developments carried out by JAERI on the IVT machine vision system are
very encouraging. Although they do not deal directly with vibration sensing, they open
up new prospects in the use of radiation-tolerant cameras.
1.2.2 Limitation of commercial off-the-shelf accelerometers
Typical vibration measurement systems include an accelerometer to sense vibrations.
This was illustrated in the previous section with the vibration correction algorithm de-
veloped for IVVS (see p. 41). Recent advances in microelectronic mechanical systems
(MEMS) have produced high-performance, high-accuracy, low-cost commercial off-the-
shelf (COTS) accelerometers. However, if one is interested in measuring vibration am-
plitude, accelerometers require two integrations and are consequently subject to drift in
position measurement. Moreover, in the case of electronics intended for use in radiation
environments, the type of radiation, the dose rates and the integrated dose are factors
that may limit the lifetime and the reliability of the equipment.
In general, mechanical sensors made of metallic parts are very resistant to radiation as long
as their insulators and connectors are not damaged. However, many mechanical sensors,
particularly accelerometers and pressure gauges, also use semiconductor elements, which
are very sensitive to radiation [44–47]. A large majority of the COTS accelerometers are
piezoelectric, piezoresistive or capacitive. Piezoelectric accelerometers are the most com-
monly used sensors for vibration monitoring applications. Usually, piezoelectric sensors
are radiation-tolerant and operate without failure up to 100 kGy. This is confirmed by a
quick market survey on COTS rad-tolerant accelerometers (see Table 1.4).
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Table 1.4: Examples of available rad-tolerant accelerometers
Manufacturer Model Type
Range
(g)
Sensitivity
Total
integrated
dose (TID)
(Gy)
Ref.
Measurement
Specialties
34201A ? ±2 1000 mV/g 10 [48]
Silicon Designs 2430 Capacitive ±2 2500 mV/g 10 [49]
Monitran
MTN
1100-R
? ±80 100 mV/g 105 [50]
Wilcoxon
Research
793R Piezo ±50 100 mV/g 105 [51]
Meggitt Sensing
Systems
Endevco
2273A
Piezo ±1000 3 pC/g 6.2 · 108 [52]
PCB 357B53 Piezo ±150 100 pC/g 106 [53]
The first conclusion of this survey is that the market for radiation-tolerant accelerometers
is very narrow. Most commercially available products are not able to withstand doses at
the level of the kGy. The frequency response of ultrasonic sensors degrade very quickly,
with decreased amplitudes of 20–50% and shifts in their resonance frequencies of 1–2%.
Very few manufacturers claim to offer products able to withstand an integrated gamma
dose in the order of the MGy as required by most of the ITER RH systems. Such is the
case for Meggitt Sensing Systems and PCB, who offer charge output sensors tolerating
high radiation levels. However, the low sensibility of these two products makes them inap-
propriate for our applications. They only generate output signals of a few picocoulombs
(less than 100 pC/g) with very high impedance that can then be converted into voltage
using methods such as a de Sauty bridge. However, vibration control in systems such as
the IVVS or the BRHS requires the detection of accelerations whose maximal values are
0.0395 m/s2, i.e. 0.004× g (1 Hz, 1 mm amplitude) and 1.4220 m/s2, i.e. 0.145× g (3 Hz,
4 mm amplitude) respectively, which would require high sensitivity accelerometers (in the
range of 1000 mV/g or 5000 pC/g at a minimum).
Finally, it should be noted that the radiation resistance claimed by Meggitt Sensing Sys-
tems for their Endevco 2273A model is questionable. Indeed, the qualification of this
component under gamma radiation up to 620 MGy would require between 7 and 10 years
in high-activity 60Co irradiation facilities, such as SCK-CEN’s BRIGITTE [54] or the
Institute of Isotopes’ SSL-01 type irradiator, for an overall cost of some millions of euros.
In conclusion, no COTS accelerometer meets the very specific requirements for vibration
sensing in the ITER in-vessel RH equipment. The customisation and qualification of
existing products or the investigation of cutting-edge concepts (e.g. fibre Bragg grating—
FBG—vibration sensing) might be considered. However, these options would inevitably
involve high development costs.
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1.2.3 The problem of vibration control in the ITER RH equipment
The introduction of man-in-the-loop capabilities in the robotic arms designed for ITER
maintenance would provide useful assistance during unplanned events, such as inspections,
and provide the operator the ability and flexibility to locate and examine unplanned
targets (c.f. IVVS operations). It would also ease peg-in-hole tasks, such as the installation
of heavy modules (c.f. BRHS operations).
However, vibrations due to the high flexibility of the robotic structure are most likely the
main problem identified in such a master-slave mode. Mechanical flexibilities are present
for two reasons: the use of compliant transmission elements for safety reasons and the
design of lightweight and slender structures due to the size and arduous accessibility to
the reactor. These two types of flexibility induce static and dynamic deflections between
the configuration of the joints and the end-effector position, thereby greatly complicating
the motion control. The completion of positioning tasks with the accuracy required would
certainly benefit from the integration of high-level compensation schemes.
From a general standpoint, the stimulation of the structural modes can result from the
following factors:
• a critical trajectory imposed by the operator;
• a collision or interaction with the environment (load transfer, e.g. during installation
of blanket modules); or
• internal non-modelled dynamics (from carried processes, e.g. IVVS rotating prism).
Input-shaping techniques [55, 56] are efficient ways to avoid critical trajectories by adjust-
ing the input command to the actuators in such a way that the vibrational modes are not
excited. Considering the two other origins, the vibrational behaviour of the arm cannot
be foreseen, and it needs to be damped as soon as it occurs.
In the majority of standard industrial applications, additional sensors can be added to a
system to control its flexible states. Unfortunately, conditions that are harsh for humans
are hard on equipment as well. Most of the ITER RH equipment will be subjected to
cumulative radiation doses of several MGy. Many types of mechanical sensors, particularly
accelerometers, are very sensitive to radiation (c.f. section 1.2.2). Moreover, in-vessel
inspections will be carried out within strong, non-uniform magnetic fields. Therefore,
sensors subject to capacitive coupling, such as strain gauges, would suffer from the inherent
high noise due to electromagnetic interferences in addition to the problems raised by
radiation. Using redundant sensors may help limit these issues in some very specific cases,
but utilising many sensors necessitates large wiring bundles and makes the manipulator
design more complex, which also increases the probability of system failure.
Such constraints limit the use of dedicated off-the-shelf electronics to control vibrations
in the ITER in-vessel environment.
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1.3 Scope, objectives and limitations of the thesis
1.3.1 Scope of the thesis
The main aim of this thesis is to control the oscillatory behaviour of a flexible remote
manipulator arm without considering any extra sensors apart from the embedded rad-
hardened vision devices that will inevitably be used to provide real-time visual feedback
to the operators. The tip displacement induced by vibrations is estimated by exploiting
a simple physical model of the manipulator. Using a camera mounted in an eye-in-
hand configuration [57], this model is then readjusted using direct measurement of the
oscillations in the tip with respect to the static environment.
An extensive amount of work has been published on the study of flexible manipulators,
mainly in the 1980s and 1990s. However, the use of vision devices to stabilise an oscillating
arm is quite recent, and it seems this promising solution has not been discussed at length.
Parts of this work continue along the lines of several other works on the vibration control
of flexible links using visual data [58–62]. In particular, [62] proved the feasibility of using
a two-timescale Kalman filter to observe the arm’s vibrational behaviour. However, the
tracking in this previous work is based on the detection of a set of particular markers (red
dots on a plain background). Even if no information is assumed regarding their geometry,
the problem is greatly simplified since the need for robust tracking is toned down.
This thesis addresses the following nine topics:
• Robust tracking of features from an unknown environment: the first issue
addressed in this thesis deals with vibration suppression by using visual data without
any markers or a priori knowledge of the environment. Particular attention must be
paid to obtaining an algorithm whose robustness is ensured at every step.
• Vibration reconstruction using a fusion of visual data and joint move-
ments: in this thesis, the vibration to be rejected must be reconstructed based on
visual data. To ensure that the proposed method is robust against visual troubles,
these data must be fused with the joint movements through a model of the arm.
• Incorporation of time-delayed measurements in a Kalman filter: vision de-
vices have the drawback of a long processing time that yields delayed measurements
and low update rates. Such issues require modifications in the Kalman filter.
• Online estimation of image capture delay based on timestamp exchange:
most VS control algorithms are implemented astride a real-time high sampling rate
controller and a non-real-time supervisor whose sampling rate is aligned with the
camera’s framerate. Exchanging timestamps between these two systems makes it
possible to estimate the image capture time with an accuracy of several ms.
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• Online estimation of image capture delay based on a synchronisation
sensor: for visual servoing applications requiring more accurate estimates of the
image capture delay, one can benefit from using a secondary embarked sensor to
synchronise the delayed visual data with the physical phenomenon. The estimation
of the capture delay is based on the concept of the cross-correlation function.
• Derivation of an advanced computationally light model of a flexible arm:
today, industrial cameras provide framerates enabling the observation of three or
four modes. Classical methods often yield a set of non-linear equations that are
accurate but hardly implementable in real-time (RT) applications. Consequently,
the importance of obtaining a precise but computationally light model of a flexible
arm to be used in the Kalman filter has been emphasised.
• Vibration reconstruction using sinusoidal regression: this thesis also con-
siders sinusoidal regression as an alternative to Kalman filtering. The vibration is
reconstructed under the single assumption that it is mainly sinusoidal.
• Change detection: the previous topic implies performing a least-square regression
over a sliding window. Clearly, the choice of the window length is a critical param-
eter because it is responsible for stability during steady-state and reactivity during
transients. Therefore, this thesis also examines the notion of change detection to
properly adjust the length of the time window.
• Simultaneous joint positioning and vibration rejection: the control problem
is to use the joint torque to track the desired joint position and reject the unwanted
oscillation in the structure.
1.3.2 Objectives
The thesis presented in this document is the following:
In hostile environments limiting the use of usual or dedicated sensors, vibration
control of RH equipment could benefit from the use of all information supplied
by embedded rad-hardened cameras, i.e. by considering vision devices as full
sensors providing quantitative data and not merely as plain visual feedback
providing only qualitative information to the operator.
Consequently, the following are the objectives of the present thesis:
• to make available a study addressing the problems that occur when performing
maintenance operations in a fusion reactor with flexible robotic devices;
• to highlight some promising solutions that could be used as a basis for further
developments during the preliminary design of the ITER remote maintenance system
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and for other applications characterised by particularly hazardous environments
limiting the use of common sensors (e.g. decommissioning activities); and
• to contribute to the already widely explored field of vibration control in flexible robot
arms by promoting vision-based techniques made possible by recent improvements
in vision sensor performance.
1.3.3 Restrictions
Only flexible n-DOF manipulators in free space motions will be considered in this thesis.
Consequently, contact dynamics and force control will not be addressed. The problem of
modelling impact dynamics is also out of the scope of this thesis. Cooperating robots are
left for future studies as well.
1.4 Material presented within the thesis
Most of the results described in this thesis are based on six peer-reviewed publications.
With the exception of the first, all these articles were published with the author of this
thesis as the main author.
The first paper [63] aimed to highlight the problems encountered during the manipulation
of heavy loads with a light structure: vibrations, critical trajectory, etc. This study
mainly provided an opportunity to build a representative, flexible, experimental device
that would be used to validate the upcoming results. With the help of a numerical finite-
element model of the mock-up, preliminary investigations were made to identify the main
contributors to the positioning error.
The second paper [64] presented industrial and academic state-of-the-art studies on flexible
arm modelling and control. Although a significant number of theoretical and experimental
works had been achieved on the topic, no real control strategy of the arm’s internal
dynamics had ever been implemented in industrial RH systems.
In the third [65] and fourth [66] papers, a robust vibration control was presented for a
flexible inspection arm moving in an unknown environment, with an emphasis on academic
development in the former and the benefit to the fusion community in the latter. The
proposed method entailed a vibration estimator that reconstructed the vibrations from
visual data without any a priori knowledge of the surroundings. The whole control scheme
was validated on the single-joint flexible experimental device introduced in [63].
The fifth paper [67] describes an online sinusoidal regression algorithm which makes the
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proposed vision-based vibration control suitable, regardless of the origin of the vibrational
behaviour. To obtain appropriate tracking capability and estimation accuracy, this new
method included the use of a variable-sized window coupled with a signal change detector.
As before, the proposed algorithm was validated on the single-joint mock-up [63] until the
availability of RH system prototypes for ITER makes it possible to test it at full-scale.
The sixth and last paper [68] highlighted the limitations of the capture delay estimation
implemented in the previous works. Consequently, a new method using a synchronisation
sensor was proposed. Based on a cross-correlation technique, a novel algorithm for effec-
tive time-delay estimation was derived. Experimental validation demonstrated that this
method yielded an improved estimation, which could be beneficial to vibration damping.
1.5 Structure and contribution of the thesis
This thesis is organised as follows. Chapter 2 establishes an exhaustive state-of-the-art
on the modelling and control of robotic arm flexibilities and introduces the main concepts
of visual servoing and visual tracking. Chapter 3 proposes a vision-based method to solve
the problem of vibrations affecting remote maintenance operations in fusion reactors. The
proposed technique uses visual features from the tokamak in-vessel environment without
using any a priori knowledge or markers. In particular, section 3.1 considers the problem
of designing an online vibration estimator fusing visual data and joint movements using a
Kalman filter based on a simple model of the arm’s flexibilities. In section 3.2, an advanced
model considering previously neglected inertia terms is derived for use in this Kalman
filter. Section 3.3 considers sinusoidal regression instead of Kalman filtering to reconstruct
the vibration from visual data. Chapter 4 describes the experimental validation of these
theoretical results on a single-axis, flexible test setup. Chapter 5 concludes the thesis.
The primary contributions of the thesis are as follows:
• implementation of a markerless tracker to determine the velocity of a tip-mounted
camera in an untrimmed environment in order to stabilise an oscillating robotic arm;
• modification of an online interaction matrix estimator to make it self-adjustable (i.e.
stable when the arm hardly moves and very sensitive when it moves fast);
• derivation of a multimodal dynamic model to be used for vision-based vibration
control of a flexible rotating beam;
• development of a new vision-based method using sinusoidal regression to reconstruct
the oscillation to be rejected; and
• contribution to the online estimation of the image capture delay for visual servoing
applications with high dynamics.
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2. REVIEW OF THE STATE-OF-THE-ART
The main objective of this chapter is to review the state-of-the-art that has been identified
as relevant to meeting the objectives of this thesis. The modelling of flexible robotic arms
is addressed in section 2.1. Control methodologies specific to flexible robotic arms are
presented in section 2.2. Finally, the main concepts of visual tracking are introduced in
section 2.3.
2.1 Modelling flexible robotic arms
Over the last decade, the control problems of flexible manipulators have been intensively
studied due to the demand of fast, precise robots in various industrial applications. The
strategy presented in most of the literature is not only to control the motion of the rigid
mode with reasonable accuracy but also to control the vibrations of the highest modes
in order to achieve high speeds and precise tip positioning. A considerable amount of
theoretical and experimental research has been carried out in this field from very different
perspectives.
Most control algorithms rely on models of the robots’ dynamic behaviour. In these model-
based approaches, the key to successful control is the model’s accuracy. An arbitrarily
selected model may exclude some significant parameters or, conversely, complicate the
possible identification procedure by including useless parameters.
Flexibility can be considered to be concentrated at the robot’s joints or distributed along
the robot’s links. If this first assumption does not have sound consequences on the mod-
elling step, the resulting models will have quite different properties from a control point
of view. Consequently, cases involving robots with flexible joints and robots with flexible
links will be presented separately.
The topic of flexible robot modelling has been widely covered from very different perspec-
tives, which requires being selective. Therefore, flexibility-oriented design, which is aimed
at stiffening a flexible manipulator by adding structural mass or improving the material
distribution or properties (composite materials with inherent damping, smart materials),
will not be addressed. Non-linear dynamic behaviours arising from large rotations of flexi-
ble structures, which may be attributed to stretching in the axial direction as they deflect,
will not be considered either. A simple linear beam theory is no longer applicable in such a
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situation. Discussions of the non-linear dynamics of multibody mechanical systems com-
posed of Euler-Bernoulli beams can be found in [69, 70]. Finally, other efficient methods
for modelling flexible arms, such as fuzzy logic [71], offer elevated modelling capabilities
and simplicity in the identification phase. These advanced or exotic modelling methods
will not be covered in this review.
This part, dealing with the modelling of flexible robotic arms, is organised as follows
Section 2.1.1 describes a classical, energy-based method for deriving a model of an arm
with flexibilities concentrated in the joints. Section 2.1.2 focuses on the assumed modes
method which is widely used to model flexible links. Of course, joint and link flexibilities
may be present at the same time. Many of the presented results can be extended to
this case as well. Therefore, section 2.1.3 provides a few references for modelling flexible
structures made of both flexible joints and links. Next, the question of modelling moving
flexible arms, which sometimes implies the use of time-dependent boundary conditions,
will be addressed in section 2.1.4 with a special emphasis on rotating beams. The following
relevant topics are discussed and additional information is provided: the impact of elastic
deformation on rigid body displacement (section 2.1.5); model order reduction (section
2.1.6); and the identification of model parameters (section 2.1.7). Finally, section 2.1.8
briefly discusses how the various modelling methodologies presented in this state-of-the-art
review will be used in the developments detailed in Chapter 3.
2.1.1 Modelling flexibilities of the joints
The presence of flexibility in the joints is common in robotics when particular motion
transmission/reduction elements (belts, long shafts, cables, harmonic drives, cycloidal
gears) are used. They can have different purposes, such as improving the dynamic ef-
ficiency of the arm by relocating the actuators next to the base or guaranteeing high
reduction ratios with power-efficient compact devices. Unfortunately, one major draw-
back of such technical solutions lies in their intrinsic flexibility when high forces/torques
are transmitted. This flexibility introduces a complex displacement between the position
of an actuator and the link that it drives. Without a specific control action, an oscillatory
behaviour can be observed at the robot end-effector during free motion as well as some
form of instability during contact tasks.
From a modelling point of view, the advantage of this kind of flexibility is that the defection
can be modelled as being concentrated at the joints. Consequently, the dynamic model of
a flexible-joint/rigid-link robot requires only twice the number of generalised coordinates
compared to the rigid case in order to completely characterise the configuration of all
bodies.
Most previous investigations of the dynamics of flexible joint manipulators have considered
2. Review of the state-of-the-art 61
rotary joints. Although flexible arms involving a prismatic joint [72–74] represent another
interesting problem that may be worth investigating, they will not be addressed in the
present review.
In this section, the dynamic model of a robot with flexible joints is derived using the
Lagrangian approach, which is a variational method based on energy principles. La-
grange’s equations originate from Hamilton’s principle, which is likely the most applied
method for obtaining continuous models. However, unlike Hamilton’s principle, they do
not require integration by parts, which represents the main advantage of this method.
Moreover, the Lagrangian approach permits choosing both discrete and distributed vari-
ables as generalised coordinates. For these reasons, this method can easily be implemented
on a computer. Nevertheless, since they have the same origin, Hamilton’s principle and
Lagrange’s equations usually give the same model for the same set of assumptions.
Complete model
Let us consider a robot with flexible joints as an open kinematic chain composed of n+ 1
rigid bodies (the base and the n links) interconnected by n (rotary or prismatic) flexible
joints and actuated by n drives. From a mechanical point of view, each drive (electrical,
hydraulic, etc.) is an additional rigid body with inertial properties. The masses of the
links are noted mLi and those of the drives are noted mRi. The notations are those
from [75], where more details on the model derivation can also be found. Conventionally,
if reduction gearings are involved, they are modelled as being placed before the joint
deflection occurs.
The following standard assumptions are made.
• Joint deflections are small; therefore, the flexibility effects are limited to the domain
of linear elasticity. Consequently, the elasticity at joint i is modelled by a spring of
stiffness Ki > 0, which is torsional for rotational joints and linear for translational
ones. Most of the time, linear stiffness is considered for flexible joints but non-linear
stiffness characteristics can also be assumed, provided that the map from deflection
to force is invertible.
• The rotors of the actuators are statically and dynamically balanced. This implies
that the inertia and gravity terms of the arm model will be independent of the
drive’s angular position.
• Each motor is located in a position preceding the driven link. The simplest situation
is when the ith motor moves link i and is mounted on link i − 1 with its rotation
axis aligned with the ith joint.
As previously noted, kinematic and dynamic analyses only require 2n frames attached to
the 2n moving rigid bodies: the link frames Li and the motor frames Ri (with 1 ≤ i ≤ n).
The standard Denavit-Hartenberg convention can be used for the definition of the link
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frames Li. The frames Ri are attached to the motor stators and are aligned with the
axes of symmetry of the motors and the z-axis along the spinning direction of the rotor
(see Fig. 2.1). Accordingly, 2n generalised coordinates will be needed. A possible set of
coordinates is given by:
δ =
[
θ , q
]>
∈ R (2.1)
where θ is the vector of the n link positions and q is the vector of the n rotor positions
as reflected through the transmission/reduction gears (see Fig. 2.2).
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Figure 2.1: Arrangement of motors and links in an open
kinematic chain
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Figure 2.2: Schematic representa-
tion of an elastic joint
This choice of variables is particularly convenient for the following reasons:
• the obtained model is formally independent from the reduction ratios;
• these position variables have a similar dynamic range; and
• the arm kinematics only depends on θ (which are already beyond the joint flexibil-
ities); therefore, direct/inverse kinematics problems are identical to cases involving
rigid robots.
It might also be useful to define secondary variables; these can include the following:
• qm, which is the vector of the n drive positions before reduction. These are the
quantities directly measured by encoders mounted on the drives. For a motor di-
rectly placed on the ith joint axis, one has the relation q˙mi = griq˙i , where gri ≥ 1
is the gear ratio at the ith joint;
• δθi = θi − qi, which is the deflection at the ith joint; and
• τi = Ki(qi − θi), which is the quantity measured by a joint torque sensor, whenever
present.
Note that the set (q, δθ) is also commonly used in the literature.
Following the Lagrangian approach, one must express the two types of energy contributing
to the Lagrangian L = T (δ, δ˙)− U(δ).
The potential energy U is due to two factors.
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• Gravity, which is related to the position of the link/motor barycentre:
Ugrav(θ) = Ugrav,link(θ) + Ugrav,motor(θ) (2.2)
• Joint elasticity:
Uelast(θ, q) = 1
2
(θ − q)>K(θ − q) (2.3)
where K is a diagonal matrix of the form K = diag(K1, ..., Kn).
As a result, the following is obtained for potential energy:
U(θ, q) = Ugrav(θ) + Uelast(θ, q) (2.4)
The kinetic energy T is due to two factors.
• The links, which introduce no difference with respect to the standard rigid robot
case:
Tlink = 1
2
θ˙
>
ML(θ)θ˙ (2.5)
where ML(θ) represents the positive-definite symmetric link inertia matrix.
• The rotors:
Trotor =
n∑
i=1
Trotor,i (2.6)
=
n∑
i=1
(
1
2
v>RimRivRi +
1
2
RiωRi
> RiIRi RiωRi
)
(2.7)
where vRi is the linear velocity of the centre of mass of the i
th rotor and RiωRi is
the angular velocity of the ith rotor body. vRi can be expressed as a function of θ
and θ˙ only. According to the assumption made on the drive’s balancing, the rotor
inertia matrix is diagonal:
RiIRi = diag(IRixx, IRiyy, IRizz) (2.8)
with IRixx = IRiyy. Moreover, the angular velocity of the i
th rotor has the general
expression:
RiωRi =
i−1∑
j=1
JRij(θ)θ˙j +
 00
q˙mi
 (2.9)
where JRij(θ) is the j
th column of the Jacobian relating the link velocities θ˙ to the
angular velocity of the ith rotor in the robot chain.
By substituting (2.9) and (2.8) into (2.7), and by expressing q˙m in terms of q˙, it can be
shown that:
Trotor = 1
2
θ˙
> (
MR(θ) + S(θ)B
−1S>(θ)
)
θ˙ + θ˙
>
S(θ)q˙ +
1
2
q˙>Bq˙ (2.10)
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where:
• B is the constant diagonal inertia matrix collecting the rotors’ inertial components
IRizz around their spinning axes;
• MR(θ) contains the rotor masses and, possibly, the rotors’ inertial components
along the other principal axes; and
• S(θ) is a square matrix expressing the inertial couplings between the rotors and the
previous links in the robot chain.
Summing up, the total kinetic energy of the robot is:
T = 1
2
δ˙
>
M (δ)δ˙ (2.11)
=
1
2
[
θ˙
>
q˙>
] [MTOT (θ) S(θ)
S>(θ) B
][
θ˙
q˙
]
(2.12)
with
MTOT (θ) = ML(θ) +MR(θ) + S(θ)B
−1S>(θ) (2.13)
As anticipated, the total inertia matrix M of the robot only depends on θ.
Using the Lagrange equations finally yields the complete dynamic model:[
M(θ) S(θ)
S>(θ) B
][
θ¨
q¨
]
+
[
c(θ, θ˙) + c1(θ, θ˙, q˙)
c2(θ, θ˙)
]
+
[
g(θ) +K(θ − q)
K(θ − q)
]
=
[
0
τ
]
(2.14)
where the inertial terms, the Coriolis and centrifugal terms and the potential terms have
been written separately. In particular, g(θ) = (∂Ugrav(θ)/∂θ)> while τJ = K(q − θ) is
the elastic torque transmitted through the joints.
The first n equations of the dynamic model (2.14) are referred to as the link equations,
whereas the last n equations are referred to as the motor equations.
All non-conservative generalised forces should appear on the right-hand side of (2.14).
When dissipative effects are not considered, only the motor torques τ producing work
on the q variable are present in the motor equations. If the robot end-effector is in
contact with the environment, the 0 in the right-hand side of the link equations should
be replaced by τext = Jθ
>(θ)F , where Jθ(θ) is the robot Jacobian with respect to the
articular positions and F is the vector of the forces/torques acting from the environment
on the robot.
In the presence of energy-dissipating effects, additional terms appear in the right-hand
side of (2.14). For example, viscous friction at both sides of the transmissions and spring
damping yield the term: [
−Fqθ˙ − ζ(θ˙ − q˙)
−Fθq˙ − ζ(q˙ − θ˙)
]
(2.15)
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where the diagonal, positive-definite matrices Fq, Fθ and ζ contain, respectively, the
viscous coefficients on the link side and on the motor side as well as the damping of the
elastic springs at the joints.
Broader forms of non-linear friction can be considered. Note that, in principle, friction
acting on the motor side can be fully compensated by a suitable choice of the control torque
τ , while this is not true for friction acting on the link side due to the non-collocation.
This dynamic model (2.14) also shares some properties with the rigid case:
• the model equations admit a linear parameterisation in terms of a suitable set of
dynamic coefficients, including joint stiffness and motor inertia, which is useful for
model identification and adaptive control;
• the Coriolis and centrifugal terms can always be factorised as Ccc(δ, δ˙)δ˙, in such a
way that matrix M˙ − 2Ccc is skew-symmetric, which is a property used in control
analysis; and
• for robots having only rotational joints, the gradient of the gravity vector g(θ) is
globally bounded in norm by a constant.
Finally, when the joint stiffness is extremely large (K →∞), then q → θ while τJ → τ .
It is easy to check that the dynamic model (2.14) tends towards the standard model of
fully rigid robots.
Reduced model
In general, the link and motor equations in (2.14) are not only dynamically coupled
through the elastic torque τJ at the joints but also through the inertial components of
matrix S(θ) (i.e. at the acceleration level). The relevance of these inertial couplings
depends on the kinematic arrangement of the manipulator arm and, in particular, on the
specific location of the motors and transmission devices. In some cases, the matrix S is
constant (e.g. the planar case) or zero (e.g. for a single link with an elastic joint or for
a robot with n = 2 links having the two motors mounted at the joints and orthogonal).
When this occurs, the dynamic equations can be simplified considerably.
For a generic robot with elastic joints, one can take advantage of the presence of large
reduction ratios (with gri in the order of 100–150) and simply neglect energy contributions
due to the inertial couplings between the motors and the links. This is equivalent to
considering the following simplifying assumption instead of (2.9):
RiωRi =
 00
q˙mi
 (2.16)
which implies that the angular velocity of the rotors is only due to their own spinning.
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As a result, the total angular kinetic energy of the rotors comes down to 1
2
q˙>Bq˙ (since
S ≡ 0), and the dynamic model (2.14) reduces to:
M (θ)θ¨ + c(θ, θ˙) + g(θ) +K(θ − q) = 0 (2.17)
Bθ¨ +K(q − θ) = τ (2.18)
with M (θ) = ML(θ) +MR(θ). Centrifugal and Coriolis torques are reduced to c(θ, θ˙).
The main advantage of this model is that the link and motor equations are dynamically
coupled only through the elastic torque τJ = K(q − θ). Moreover, the motor equations
are now fully linear.
2.1.2 Modelling flexibilities of the links
As illustrated in the previous section, flexibility is a dynamic behaviour in which kinetic
energy, stored in moving inertia, interacts with elastic potential energy, stored in com-
pliant members. In flexible links, inertia and compliance are both distributed along the
structure. For this reason, the dynamics of mechanical systems with distributed flexibility
are described using infinite-dimensional mathematical models.
However, it is extremely difficult to practically design controllers based on such infinite
models. A popular approach is to obtain a finite dimensional dynamic system by trun-
cation and employ this reduced order model to design the controller (c.f. section 2.1.6).
The higher order modes are then treated as disturbances that must be rejected.
Widely used techniques for deriving such finite dimensional descriptions are based on the
experimental modal analysis method [76–78], the analytical resolution of governing par-
tial differential equations (PDE) [79], the lumped elements method, the transfer matrices
method, the assumed modes method, the finite elements method and the Ritz expansion.
Each approach has its own characteristics in terms of complexity and accuracy [80]. Con-
sequently, mathematical models of link flexibility result from a trade-off between accuracy
and ease of implementation.
The lumped-element method (LEM) is a way of simplifying the behaviour of spatially
distributed systems into a topology consisting of discrete entities that approximate the
behaviour of the distributed system under certain assumptions. It is based on the same
mathematical considerations that establish rigid transformation matrices. The 4× 4 ho-
mogenous transformation matrix that describes position can be used to describe deflection
as well. By connecting massless elements and rigid, lumped masses, a linear spatial model
is obtained [81]. The Laplace transformation of these linear equations into the frequency
domain, followed by the conversion of the boundary conditions into a matrix-vector prod-
uct, results in a technique known as the transfer matrix method (TMM) [82].
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Similar to the LEM, the finite element method (FEM), also known as the finite element
analysis (FEA), is a computational technique aimed at expressing a continuously varying
field variable in terms of a finite number of values evaluated at the nodes of a mesh.
The elementary beam theory, which will be presented in the following paragraphs, can be
applied to develop a beam element capable of properly exhibiting a transverse bending
effect. The assembly of these elementary elements is similar in static and dynamic cases;
the global mass/stiffness matrix is directly assembled using the individual mass/stiffness
matrices in conjunction with the element-to-global displacement relations. Then, knowing
the structure’s elastic and inertia characteristics, modal analysis can be performed [83].
As far as these methods (LEM, TMM and FEM) are concerned, if the entire system as-
sembly is procedurally straightforward, the process is quite tedious when carried out by
hand. Moreover, for systems with no energy removal mechanism, the resulting equations
of motion are the same as those given by the Lagrangian approach and the variational
principle. For this reason, these three methods will not be discussed in depth here be-
cause they will not be used in the framework of this thesis. In any case, the modelling
of flexible link manipulators using FEM has been widely covered in the literature; for
further information on this topic, one can refer to [84–87], among other very valuable
contributions.
This section first provides a short introduction on the beam theory. Next the assumed
modes method is presented in detail. This technique assumes linear elasticity and light
damping. Small deflections are assumed, and rotational motions are considered slow
enough that centrifugal stiffening can be ignored.
Introduction to the beam theory
All researchers recognise that the bending effect is the predominant effect in a transversely
vibrating beam. Consequently, the simplest beam model, the Euler-Bernoulli model,
includes strain energy due to bending and kinetic energy due to lateral displacement.
The Euler-Bernoulli model dates back to the 18th century. Jacob Bernoulli (1654–1705)
first discovered that the curvature of an elastic beam at any point is proportional to the
bending moment at that point. His nephew, Daniel Bernoulli (1700–1782), first formulated
the differential equation of motion of a vibrating beam. Later, Leonhard Euler (1707–
1783) used Jacob Bernoulli’s theory in his investigation of the shape of elastic beams under
various loading conditions [88]. The Euler-Bernoulli beam theory is the most commonly
used because it is simple and provides reasonable engineering approximations for many
problems. However, the Euler-Bernoulli model tends to slightly overestimate the natural
frequencies, particularly those of the higher modes. Moreover, the prediction is better for
slender beams than non-slender beams.
The Rayleigh beam theory [89] provides a marginal improvement on the Euler-Bernoulli
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theory by including the effect of rotation of the cross-section. Consequently, it partially
corrects the overestimation of natural frequencies in the Euler-Bernoulli model. Never-
theless, the natural frequencies are still overestimated. In 1937, Davies studied the effect
of rotary inertia on a fixed-free beam [90]. The shear model adds shear distortion to the
Euler-Bernoulli model, which considerably improves the estimate of the natural frequen-
cies. It should be noted that this is different from the “pure shear” model, which only
includes the shear distortion and rotary inertia, and from the “simple shear” model, which
only includes the shear distortion and lateral displacement. Neither the pure shear nor the
simple shear model fits our purpose of obtaining an improved model to the Euler-Bernoulli
model because both exclude the most important factor: the bending effect.
Timoshenko [91] proposed a beam theory that adds the shear effect and the rotation
effect to the Euler-Bernoulli beam. The Timoshenko model is a major improvement for
non-slender beams and high-frequency responses where shear or rotary effects are not
negligible.
Following Timoshenko, several authors have obtained frequency equations and mode
shapes for various boundary conditions. Kruszewski [92] obtained the first three anti-
symmetric modes of a cantilever beam and three antisymmetric and symmetric modes
of a free-free beam. Traill-Nash and Collar [93] obtained and experimentally validated
the expressions for the frequency equation and mode shapes for six common boundary
conditions: fixed-free, free-free, hinged-free, hinged-hinged, fixed-fixed and fixed-hinged.
Huang [94] independently obtained the frequency equations and expressions for the mode
shapes for all six end conditions. The frequency equations are difficult to solve, except in
cases involving simply supported beams. Even when the roots of the frequency equations
are obtained, it is a challenge to present them in a meaningful way.
Despite current efforts [95, 96] to develop a new and better beam theory, the Euler-
Bernoulli and Timoshenko beam theories are still widely used. Detailed derivations of the
Euler-Bernoulli model can be found in [97], but the basics can be described as follows.
A long structural member with forces and moments perpendicular to its long axis is
subject to bending. Static bending relates the moment M at the axial location x to the
displacement v through the following relation:
M(x) = EI(x)
∂2v
∂x2
(2.19)
where E is the elastic modulus of the material and I(x) is the area moment of inertia
around the neutral axis of the cross-section. The deflection at any point is obtained by
integrating this equation from a reference point to a desired point, e.g. from one extremity
of the link to the other.
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This description of compliance can be used when mass is isolated from elasticity. If mass
is distributed throughout the beam with a material mass density per unit volume ρ, the
time t must be incorporated so
µ(x)
∂2v(x, t)
∂t2
+
∂2
∂x
(
EI(x)
∂2v(x, t)
∂x2
)
= 0 (2.20)
Here, µ(x) is the mass density per unit length, which incorporates the material properties
and the cross-sectional area at x. (2.20) is the Euler-Bernoulli equation. As previously
explained, it implicitly assumes a minimal impact of shear distortion and rotational inertia
of the cross-section of the beam, which is valid for long beams.
Torsional deflection of an angle φ results if a twisting moment T around the long axis of
the beam occurs, such that, in the static case, the following takes place:
φ =
TL
Jxϕ
(2.21)
where ϕ is the the shear modulus of the material and Jx is the polar area moment of inertia
arond the neutral axis of the beam. Again, the addition of a distributed mass and the
consideration of the dynamics produces a partial differential equation with independent
variables in space and time:
κ(x)
∂2φ
∂t2
= ϕJx
∂2φ
∂x2
(2.22)
where κ(x) is the rotary mass moment of inertia per unit length of the shaft.
Tension and compression effects should also be acknowledged, although they tend to be
the least significant. The deflection u in the x-direction, which is the long axis of the
member, obeys the partial differential equation of flexibility:
ρ(x)
∂2u
∂t2
= E
∂2u
∂x2
(2.23)
Note that these effects are special cases of the more general elastic behaviour of a member
subject to acceleration and external loading, which is specialised to the member with one
long axis.
Assumed modes
Deriving a state-space model in the time domain is attractive because it enables the use
of powerful state-space control design techniques. Moreover, this approach is compatible
with the non-linear behaviour of arms undergoing excessive motion and experiencing cen-
trifugal and Coriolis forces. The assumed modes method [98] allows the construction of
such a model.
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[76] used the assumed modes method to solve problems related to the control of single-
link flexible manipulators in which the sensors are not collocated with the actuators. [98]
used the recursive Lagrangian formulation to model flexible link manipulators where the
link deflection is assumed to be moderate; thus, the link transformation is represented
in terms of additional modal shapes. [99] presented closed-form equations of motion for
planar robot arms using assumed modes to obtain a finite-dimensional linear model. [100]
studied the accuracy of the modal approximation for a single-link flexible robot arm in
the design of suitable feedback controllers.
The flexible kinematics of the links must be expressed as a sum of basis functions, which
are also known as assumed modes (shapes) Wi(x) with time-variable amplitudes ηi(t):
v(x, t) =
∞∑
i=1
Wi(x)ηi(t) (2.24)
The amplitudes and their derivatives become the states of the model. Joint angles and
their derivatives are also included as the rigid-state variables.
The flexible and rigid kinematics combined describe the position and velocity of every
point on the arm and can be used to express the kinetic energy T and the potential
energy V , as shown in section 2.1.1. These expressions are used in the conservative form
of Lagrange’s equation:
d
dt
∂T
∂θ˙i
− ∂T
∂θi
+
∂V
∂θi
= Fi (2.25)
where Fi is the force performing work as a result of the variations of θi.
Equation (2.25) separates into two equations involving rigid variables and flexible variables
respectively. Then, by grouping the second derivatives of the rigid and flexible coordinates,
one obtains:[
Mrr(θ, e) Mrf (θ, e)
Mfr(θ, e) Mff (θ, e)
][
θ¨
e¨
]
+
[
0 0
0 Ks
][
θ
e
]
=
Ccc(θ, e, θ˙, e˙)
[
θ˙
e˙
]
+ g(θ, e) +R(θ, e, θ˙, e˙, τext)
(2.26)
where θ is a vector of rigid coordinates, usually the joint variables; e are the flexible
coordinates; Mij is the mass matrix for rigid and flexible coordinates corresponding to
the rigid (i, j = r) or flexible (i, j = f) coordinates and equations; Ccc contains the
non-linear Coriolis and centrifugal terms; g captures gravity effects; τext represents the
externally applied forces; and R captures the effect of external forces and all other non-
conservative forces, including friction.
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2.1.3 Modelling flexibilities of joints and links simultaneously
As mentioned in the previous two sections, most studies carried out on flexible manipu-
lators can be categorised into two groups: those considering flexible structures with rigid
joints and those considering rigid structures with flexible joints. However, joint and link
flexibilities may be present at the same time.
[101] describes two approaches for obtaining the dynamic model of a single-DOF robot
manipulator including structural and joint flexibility. A simplified model leads to a set
of decoupled dynamic equations. A more detailed model leads to a set of cross-coupled
dynamic equations. It has been shown that these two models are very close in terms of
small deflection and rotation.
In [102] the authors derived a dynamic model for flexible robot arms with joint and link
elasticity under very general assumptions. Hamilton’s principle is used to derive a dynamic
model for a large class of flexible robot arms. The resultant dynamic model consists of a
distributed-parameter system described by a set of partial differential-integral equations
and a set of dynamic boundary conditions. These dynamic boundary conditions could
degenerate to lower-order differential equations or even to algebraic constraints. In [103],
the dynamic model previously obtained was compared in detail to several other dynamic
models. The one-link arm model includes forces that have been partially or fully neglected
until now: inertia force, centrifugal force and Coriolis force due to deformation. It is also
shown that the dynamic model found for a multi-link flexible robot can be reduced to
the model provided by [98], provided that some assumptions are made. On the other
hand, the model under study does not include axial forces, as shown in other works [72].
However, these forces can easily be included in addition to damping forces.
[104] derives a finite-dimensional dynamic model using only the deformations at the tip
of the link by neglecting the link deformation’s effect on the system’s kinetic energy
and expressing the elastic potential energy in terms of the generalised spring constant
matrix. Although these finite-dimensional approximations are simpler, they may not
provide enough information about the original system, which limits control possibilities.
To avoid this pitfall, [105] chooses to model the flexible links as a chain of rigid sublinks
interconnected by elastic joints. To obtain satisfactory results, one must use a large
number of sublinks with elastic joints to represent a multi-link system. Unfortunately,
this method leads to a high-order system model, which further complicates the controller
design.
In [106], the singular perturbation approach, which has been shown to be promising in
dealing with flexible-joint manipulators, is used to analyse flexible-link manipulators via
the asymptotic perturbation methods applied in [107]. The non-linear partial integro-
differential equation that arises from the dynamics of a one-link flexible robot is derived
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from the extended Hamilton principle. The resulting model considers the effects of the
centripetal forces, centrifugal stiffening and Coriolis. Thereafter, parameters representing
the stiffness of the link and joint compliance are embedded into the dynamics of the
manipulator, and an asymptotic perturbation approach is used to analyse the dynamics.
2.1.4 Modelling of moving flexible arms
One common but simplistic idea in literature is that vibrations are always due to the
robotic arm’s moving parts. However, the arm base itself may be a source of significant
flexibility. For example, if the arm is supported by a rail-mounted structure, the most
appropriate solution to evaluate this source of flexibility might be empirical (c.f. section on
the ITER BRHS, p. 44). In terms of modelling, there is no elastic connection to an inertial
reference frame, and a fundamentally different approach is needed. Such a situation has
been explored by others. [108] presented a model using Timoshenko’s beam theory in
conjunction with an oscillating base oscillatory. The following year, [109] investigated the
flexible beam slewing modelling problem, in which the base of the beam is able to rotate
and translate in a plane.
From a general standpoint, moving flexible structures can be modelled by considering
time-dependent boundary conditions. In such cases, several options are available to model
the vibration of a uniform Euler-Bernoulli beam with classical time-dependent boundary
conditions. If the functions involved are simple, an efficient approach consists of using the
closed-form Laplace transformation [110, 111]. However, it is not always easy to invert
the solution of the obtained closed-form system. A more general transformation known as
Mindlin-Goodman is proposed in [112] and [113] to convert systems with time-dependent
boundary conditions into a forced system with homogeneous boundary conditions. It
introduces four shifting polynomials of the fifth degree. By properly selecting these shifting
polynomial functions, the non-homogeneous boundary conditions are transformed into
homogeneous ones. Thus, the classical approach involving the separation of variables can
be applied to obtain a series solution involving the superposition of eigenfunctions. The
Mindlin-Goodman method has been extended to various types of applications: rods [114,
115], beams [112, 116], membranes [117] and plates [118, 119]. In particular, the vibration
of uniform Timoshenko beams with classical time-dependent boundary conditions was
solved in [120]. Another approach, known as the Williams method, is studied in [121],
which introduces an auxiliary quasi-static problem. The proposed method transforms the
initial system into an alternative one similar to that obtained using the Mindlin-Goodman
method. Applications of the Williams method can be found for rods [115, 122], beams
[123], membranes [124] and plates [125]. Improvements in the Mindlin-Goodman and
Williams methods are discussed in [115, 126, 127].
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A special case involving the modelling of moving flexible arms is the modelling of rotating
beams. Because of the coupling of flexible deformations and rigid motions, the problem
with transverse vibration control in rotating beams is more complex than for non-rotating
beams. The importance of this coupling was observed by [128] for Euler-Bernoulli beams
and by [129] for Timoshenko beams. Dynamic modelling of a rotating-beam system
neglecting the influence of the centrifugal force on transverse deformations was studied by
[130–132] for Euler-Bernoulli beams and by [133, 134] for Timoshenko beams. Considering
the centrifugal stiffening effect, [128] and [135] derived the coupling equations for the
motion of the flexible beam and the rigid body. Rotating beams with tip masses were
studied by [136] for Euler-Bernoulli beams and by [137] for Timoshenko beams along with
the centrifugal stiffening effect. Although [132] does not include the stiffening effect, all
the models above neglect the axial motion of the beam. [138] was the first to propose
a model describing the axial, transverse and rotational motions of a rotating uniform
Euler-Bernoulli beam by including the centrifugal stiffening effect in the derivation. This
model comprises fully coupled, non-linear integro-differential equations derived by using
the extended Hamilton’s principle.
The dynamic response of a loaded rotating beam has been examined by a number of
researchers using various theories with different boundary conditions and considering as-
sorted loads moving at constant [139] or non-constant [140] speed with a time-dependent
[141], displacement-dependent [142] or random magnitude [143, 144].
Finally, structural damping may significantly affect system dynamics and should not be
neglected during the modelling phase. In [145], an explicit expression for the natural
frequencies of an Euler-Bernoulli beam is derived, including damping, modelled by the
partial integro-differential equation proposed by [146]. It is shown that the distribution
of the natural modes is similar to that of a beam with a uniform damping constant acting
opposite to the rate of change of the bending moment. The main results of this paper are
essentially the same as those in [147]. In other words, the attenuation rate is proportional
to the natural frequency when the frequency is high.
2.1.5 Impact of elastic deformation on the rigid body displacement
In most investigations on flexible multi-body dynamics, it is assumed that the elastic
deformation of the mechanical components does not have any significant effect on the rigid
body displacements. Under this assumption, the mechanical system is treated as a rigid
multi-body system. Consequently, rigid body methodologies can be used to determine the
inertia and joint forces that subsequently lead to deformation coordinates after solving a
linear elasticity problem. Finally, the total displacement of the component is obtained by
superimposing the elastic deflection and the rigid motion.
2. Review of the state-of-the-art 74
However, assuming that the elastic deformation does not affect the rigid body cannot
be justified in many applications. As noted in section 2.1.4, the vibrations of a rotating
structure are governed by a set of non-linear differential equations that exhibit a strong
coupling between the rigid displacement and the elastic deformations. This dynamic
coupling is mainly due to the geometric non-linearities that arise from the large rotations
of the structures [148]. Another source of non-linearities is the geometric, elastic, non-
linear, strain displacement relationship. The non-linear geometric stiffness matrix [149,
150] accounts for the geometric stiffening effect, which becomes an important factor in
maintaining the stability of beams as their velocity increases [133, 151]. As a result,
the moments and the products of inertia are no longer constant, which makes control of
lightweight structures harder at relatively high speeds.
[152] demonstrated that instability in the elastic modes could have a significant effect on
the rigid body motion. It was proved that the instability limits depend on the differ-
ence between the axial and bending stiffness coefficients. [153] identified the instability
regions in various combinations of the excitation frequencies, based on the results from
[154], which studied the dynamic stability of ordinary differential equations with periodic
coefficients and derived a criterion for instability.
2.1.6 Model order reduction
Since the theoretical order of a flexible arm is infinite, one should be prepared to deal
with certain issues when controlling it using a finite order model. Various approaches can
be adopted to reduce the order of a model. For example, one may decide to keep the first
finite number of modes and truncate the rest. In this case, the criterion for selecting the
appropriate number of modes is unclear, and truncation usually results in a model with
a higher or lower order than is necessary.
The balanced truncation method [155] is based on a procedure transforming the state
space description of a stable system to a balanced set of coordinates so the input-to-
state and state-to-output couplings are weighted equally. The next step is to find the
singular values that characterise the contribution of each state to the input-output map
of the system. Finally, the states that weakly contribute to the input-output map can be
deleted. However, one limitation of this method is that model reduction using balancing
techniques is only applicable to stable systems [155–158].Very few research articles discuss
the model reduction of unstable systems [159]. Some researches have applied the balancing
method to flexible structures by assuming lightly damped and widely separated modes
[160–162].
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2.1.7 Model parameter identification
Most of the previously described approaches yield models that depend on some physical
parameters for which it is necessary to determine numerical values. Several techniques
can be considered for this purpose.
• One can use data provided by manufacturers and values obtained by geometric
considerations. The main disadvantage of such a method is linked to the necessity
of dismantling the robot to obtain measurements.
• Otherwise, one can use some identification techniques to determine the numerical
values of the model’s parameters. These techniques allow the parameters’ determi-
nation on-site, and the numerical values that are found allow the best correlation
between the mathematical model and the process.
System identification is a common engineering tool [163] that is often used on rigid robots
[164–166]. The identification of robots containing flexibilities has been studied in [167–
170]. In [170], the identification was based on closed-loop data. Some other online identi-
fication schemes are based on input-output autoregressive moving-average (ARMA) rep-
resentations [171–173]. Most of the time, it is necessary to find a compromise between
the model’s complexity and its computational cost [174, 175]. [176] studied the problem
of the minimality of the standard set of parameters. A sufficient condition related to the
choice of the shape functions is given. In [168], the same authors presented a heuristic
method to determine the exciting trajectories for a single-flexible-link planar robot. They
proposed a new method to determine the minimal parameters that are not identifiable
based on the total energy variation principles.
2.1.8 Conclusion of the state-of-the-art in modelling flexible robotic
arms
The robotic equipment involved in the maintenance of ITER is characterised by large
longitudinal and short transverse dimensions, mainly due to the size of the plasma chamber
and the narrowness of its access ports. For this reason, flexibilities in links are deemed
to prevail over joint flexibilities. Consequently, as far as the works carried out within
the present thesis (discussed in Chapter 3 and validated in Chapter 4) are concerned, it
has been decided to model the link flexibilities only. A model derived from the assumed
modes method and similar to the one given in (2.26) has been chosen to build a model-
based vibration control (see section 3.1.1). The question of time-dependent boundary
conditions, which was broached in section 2.1.4, will be addressed again in section 3.2,
where an advanced model of a rotating bending beam is derived. Finally, section 2.1.5
touched on the identification of model parameters. It will benefit to the experimental
works described in Chapter 4.
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2.2 Control of flexible robotic arms
The case of flexible robotic arms is one example of systems in which the number of control
inputs is strictly inferior to the number of mechanical degrees of freedom. This explains
why the design of control schemes to realise standard motion tasks is often more difficult
than for rigid robots. Methods to attenuate the vibratory behaviour of flexible robotic
systems have been widely studied. They can be separated into two main categories:
passive damping control and active damping control.
On one hand, passive approaches consist of either planning the manipulator motion in
advance to prevent the vibratory motion or placing mechanical dampers at the manipu-
lator’s grippers to guarantee the performance [177]. The advantage of such methods is
that the robot position and/or force control strategy does not interfere with the damping
process. However, the main drawbacks are reduced speeds, limited trajectories due to the
design criteria and non-guaranteed stability of the operations.
On the other hand, active control to damp vibrations in flexible manipulators has been
an active theoretical research area for a long time [171, 178, 179]. One option is to attach
sensors, such as strain gauges, directly onto the arm/payload since strain measurements
provide a valuable indication of the state of a flexible link. For uniform, one-link, flexible
robotic arms, [180] and [181] showed that, if the strain signal at the root of the flexible
arm is measured and directly fed back, the closed-loop system becomes asymptotically
stable and the vibration can be suppressed. However, it has previously been mentioned
(see section 1.2.3) that the use of strain gauges in the very specific case of a tokamak
environment is made almost impossible due to the radiation and electromagnetic interfer-
ences. For these reasons, this control strategy, known as direct strain feedback, will not
be addressed in the following sections.
Several works have addressed the problem of payload estimation and load adaptive con-
trol [182–185]. A majority of these methods are based either on model reference adaptive
control (MRAC) [186, 187] or on a two-stage process, in which a system identification
stage is followed by the adaptation of the controller as a function of the identified sys-
tem parameters [183, 188]. Following a general growing interest in genetic algorithms,
the application of neural networks to the adaptive control of flexible manipulators has
been intensively studied over the past two decades [189–192]. Another alternative to
the conventional model-based control techniques consists of using fuzzy logic [193, 194],
which does not require a mathematical model of the plant and can be applied equally to
linear and non-linear systems. Given the stringent regulatory requirements for handling
activated or contaminated materials inside nuclear plants, one can assume that the di-
mensions and weight of the payloads to be handled are accurately known. Even though
erosion may affect the plasma-facing components in fusion reactors, their weight will not
vary by a range larger that a thousandth of a percent. For this reason, previous works
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dealing with online payload estimation—and more generally with adaptive control—will
not be covered by this review.
The following sections are organised as follows. Section 2.2.1 describes different classical
controllers used for the specific control of flexible joints. Section 2.2.2 focuses on classical,
open-loop command generation used to control flexible links. To complete the review of
classical controllers, section 2.2.3 deals with the feedback control of flexible links. Robust
control is addressed in section 2.2.4. Section 2.2.5 presents approaches that are more
specific: sliding mode control, repetitive control, the coupling map method and the sin-
gular perturbation method. Sections 2.2.6, 2.2.7 and 2.2.8 are dedicated to the control of
rotating beams and to more specific considerations about the control of flexible arms in
the framework of RH applications.
2.2.1 Control of flexible joints
This section focuses on the control of manipulators made of flexible joints. The motor
torques in flexible joints, which are used to command the robot, and the disturbance
torques, which are due to joint flexibility, are physically collocated. This is an important
difference with respect to controlling flexibility distributed along the links, which will
be addressed in sections 2.2.2 and 2.2.3. This characteristic is very helpful in rejecting
vibrations and controlling the overall robot motion. For example, it enables the use of
input commands acting before the source of flexibility in order to ensure that output
variables defined beyond the flexibility behave in the desired way.
Proportional-derivative controller
In this section, the problem of controlling the motion of a robot with joint elasticity will
be considered. No trajectory planning is involved in this problem, and a feedback law
must be found in order to achieve asymptotic stabilisation around a desired closed-loop
equilibrium.
To that end, one must define only a constant reference θd (with θ˙d(t) = 0) for the link
coordinates. When the system is at rest, the complete and reduced models obtained in
section 2.1.1 can be used to deduce that a unique set of motor variables qd are associated
with the desired θd:
qd = θd +K
−1g(θd) (2.27)
where K is the joint stiffness matrix and g(θd) is the gravity vector at a steady state. In
such a case, the static torque to be applied at a steady state by any feasible controller is
τ0 = g(θd).
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A major aspect of the presence of joint elasticity is that a feedback control law can gener-
ally depend on four variables for each joint: the motor and link positions and the motor
and link velocities. However, a maximum of two sensors are generally available in most
robots for measurement at the joints: a position sensor (encoder) and, in some cases, a ve-
locity sensor (tachometer). When no velocity sensors are present, the velocity is typically
reconstructed using a suitable numerical differentiation of the position measurements.
In the absence of gravity (e.g. for space applications), a proportional-derivative (PD)
controller based only on motor measurements is sufficient to achieve the desired regulation
task [75]. The closed-loop system will be asymptotically stable provided that the gain
matrices KP and KD of the PD controller are chosen properly:
τ = KP (qd − q)−KDq˙ (2.28)
To design this controller, diverse partial state feedback combinations would be possible,
depending on the available sensing devices. Moreover, mounting a strain gauge on the
transmission shaft would provide a direct measure of the elastic torque τJ = K(q − θ).
Consequently a full-state feedback could be designed to guarantee asymptotic stability
and considerably improve the transient behaviour. However, this would be obtained at
the cost of additional sensors.
The presence of gravity requires the addition of some form of gravity compensation to the
PD controller’s action [195]. In common practice, robot joints are stiff enough to have,
under the load of the robot’s own weight, a unique equilibrium link position associated
with any given motor position. The simplest way to deal with the presence of gravity is
to consider the addition of a constant term that compensates for the gravity load at the
desired steady-state position:
τ = KP (qd − q)−KDq˙ + g(θd) (2.29)
where the gravitational term g(θd) is the same as that for an equivalent rigid robot. Then,
only the error on g(θd) and the uncertainty on the joint stiffnessK affect the performance
of the controller.
Although it is more complicated, another method of compensating for gravity consists of
determining the gravity vector in all configurations during motion, which should normally
offer a better transient behaviour. Nevertheless, the gravity vector depends on the link
variables θ, which are assumed not to be measurable at this stage. It is easy to see that
using g(q), with the measured motor positions in place of the link positions, generally
leads to an incorrect closed-loop equilibrium. Moreover, even if θ were available, adding
g(θ) to a motor PD error feedback has no guarantee of success because this compensation,
which appears in the motor equation, does not instantaneously cancel the gravity load
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acting on the links. Therefore, a PD control with online gravity compensation can be
introduced [196]:
τ = KP (qd − q)−KDq˙ + g(q˜) (2.30)
with
q˜ = q −K−1g(θd) (2.31)
The use of this online gravity compensation scheme typically provides a smoother time
course and a noticeable reduction in positional transient errors.
A possibility for refining the online gravity compensation scheme, again based only on mo-
tor position measurement, is offered by the use of a fast iterative algorithm that elaborates
the measure q in order to generate a quasi-static estimate θ¯(q) of θ [197].
Trajectory tracking
Like for rigid robot arms, the problem of tracking desired time-varying trajectories is
harder for robots with elastic joints than achieving constant regulation. In general, solving
this problem requires the use of full-state feedback and knowledge of all the terms in the
dynamic model.
In this section, two approaches are addressed: the feedback linearisation method and a
simpler linear model-based controller.
Feedback linearisation – The feedback linearisation approach [179], also known as the
inverse dynamics method, is a non-linear state feedback law that leads to a closed-loop
system with decoupled and exactly linear behaviour for each of the n DOF. The tracking
errors along the reference trajectory are forced to be globally exponentially stable, with a
decaying rate that can be directly specified through the choice of the controller feedback
gains. This is the direct extension of the well-known computed torque method for rigid
robots.
However, in the presence of joint elasticity, the design of a feedback linearisation law is
not straightforward. Furthermore, the dynamic model (2.14) will not satisfy the necessary
conditions for exact linearisation when only a static feedback law from the full state is
allowed. Therefore, we will restrict our attention to the more tractable case of the reduced
dynamic model (2.18) and only briefly sketch the more general picture [198].
Let us consider the reduced model defined by (2.17) and (2.18), and let the reference
trajectory be specified by a desired smooth link motion θd(t). The control design will
proceed by system inversion using the current measures of the state variables (θ, q, θ˙,
q˙). The outcome of the inversion procedure is the definition of a torque vector τ in the
form of a static-state feedback control law, which cancels the original robot dynamics and
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replaces it with a desired linear and decoupled dynamics of a suitable differential order.
In this sense, the control law stiffens the dynamics of the robot with elastic joints. The
feasibility of inverting the system from the chosen output θ without causing instability
problems (related to the presence of unobservable dynamics in the closed-loop system
after cancellation) is a relevant property of robots with elastic joints. In fact, this is the
direct generalisation of the non-linear, multiple-input multiple-output (MIMO) case of
the possibility of inverting a scalar transfer function in the absence of zeros.
Let us rewrite the link equation in a compact form equivalent to (2.17):
M (θ)θ¨ + n(θ, θ˙) +K(θ − q) = 0 (2.32)
where n(θ, θ˙) = c(θ, θ˙) +g(θ). None of the above quantities depends instantaneously on
the input torques τ . Therefore, by differentiating twice one obtains:
M (θ)θ[4] + 2M˙ (θ)θ[3] + M¨ (θ)θ¨ + n¨(θ, θ˙) +K(θ¨ − q¨) = 0 (2.33)
where q¨ now appears. The motor acceleration is at the same differential level of τ in the
motor equation:
Bq¨ +K(q − θ) = τ (2.34)
thus, by replacing q¨ from (2.34), we get:
M (θ)θ[4] + 2M˙ (θ)θ[3] + M¨ (θ)θ¨ + n¨(θ, θ˙) +Kθ¨ = KB−1[τ −K(q − θ)] (2.35)
We note that, using (2.32), the last term K(q − θ) in (2.35) may also be replaced by
M (θ)θ¨ + n(θ, θ˙).
Since the matrix H(θ) = M−1(θ)KB−1 is always non-singular, an arbitrary value u can
be assigned to the fourth derivative of θ by a suitable choice of the input torques τ . The
matrix H(θ) is known as the decoupling matrix of the system, and its non-singularity
is a necessary and sufficient condition for imposing a decoupled input-output behaviour
using non-linear, static-state feedback.
Moreover, (2.35) indicates that each component θi of θ needs to be differentiated four
times in order to be algebraically related to the input torques τ . Since there are n link
variables, the total sum of the relative degrees is 4n, which is equal to the dimension of the
state of a robot with elastic joints. All these facts taken together lead to the conclusion
that when inverting (2.35) to determine the input τ that imposes θ[4] = u there will be
no other dynamics left other than the one appearing in the closed-loop input-output map.
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Consequently, the control law:
τ = BK−1
[
M (θ)u+ M¨ (θ)θ¨ + 2M˙ (θ)θ[3] + n¨(θ, θ˙)
]
+
[
M(θ) +B
]
θ¨ + n(θ, θ˙)
(2.36)
leads to a closed-loop system described by:
θ[4] = u (2.37)
The complete control law (2.36) is expressed only as a function of the linearising coordi-
nates (θ, θ˙, θ¨, θ[3]). Considering today’s technology in the field, it is feasible to have a
set of sensors for elastic joints measuring the motor position q (and, possibly, its velocity
q˙), the joint torque τJ = K(q − θ) and the link position θ in a reliable and accurate
way. Therefore, only one numerical differentiation may be needed to obtain an accurate
estimate of θ˙ and/or τ˙J . Note that, depending on the specific sensor resolution, it may
also be convenient to evaluate θ using the measures of q and τJ as q −K−1τJ .
Moreover, it is easy to see that the following three sets of 4n variables (θ, θ˙, θ¨, θ[3]) , (θ,
q, θ˙, q˙) and (θ, τJ , θ˙, τ˙J) are all equivalent state variables for a robot with elastic joints
and are related by globally invertible transformations. Therefore, under the assumption
that the dynamic model is available, the feedback linearising control law (2.36) can be
completely rewritten in terms of the more conventional state (θ, q, θ˙, q˙) or, taking
advantage of a joint torque sensor, in terms of (θ, τJ , θ˙, τ˙J).
Based on (2.37), the trajectory tracking problem is solved by setting
u = θd
[4] + k3(θd
[3] − θ[3]) + k2(θ¨d − θ¨) + k1(θ˙d − θ˙) + k0(θd − θ) (2.38)
where it is assumed that the reference trajectory θd(t) is at least three times continuously
differentiable and the diagonal matrices k0,..,k3 have elements such that
s4 + k3,is
3 + k2,is
2 + k1,is+ k0,i, i = 1, ..., n (2.39)
are Hurwitz polynomials. The choice of the gains k0,i,...,k3,i can be made by a pole
placement procedure.
When the link and motor inertia values are very different from each other, or when the
joint stiffness is very large, the above fixed choice of gains has the drawback of generating
control efforts that are too large. In those cases, a more tailored set of eigenvalues can be
assigned by adjusting their placement as a function of the physical data of robot inertia
and joint stiffness.
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When compared to the computed torque method for rigid robots, this feedback lineari-
sation control for trajectory tracking requires the inversion of the inertia matrix M (θ)
and the additional evaluation of the inertia matrix derivatives and of other terms in the
dynamic model.
This feedback linearisation approach can also be applied without any changes in the
presence of viscous or smooth friction at the motor and link side. The inclusion of spring
damping leads instead to a third-order decoupled differential relation between the auxiliary
input u and θ, thus leaving an n-dimensional unobservable, but asymptotically stable,
dynamics in the closed-loop system. In this case, only input-output (and not full-state)
linearisation and decoupling is achieved.
Linear control design – The feedback linearisation approach yields a rather complex
non-linear control law. The main advantage of globally enforcing linear and decoupled
behaviour on the trajectory error dynamics can be traded off with a control design that
achieves only local stability around the reference trajectory but is much simpler to imple-
ment and may run at higher sampling rates.
A simpler tracking controller combines a model-based feed-forward term with a linear
feedback term using the trajectory error. The linear feedback locally stabilises the system
around the reference state trajectory, whereas the feed-forward torque is responsible for
maintaining the robot along the desired motion when the error has vanished.
Using full-state feedback, two possible controllers of this kind are:
τ = τ0 +KP,q(qd − q) +KD,q(q˙d − q˙) +KP,θ(θd − θ) +KD,θ(θ˙d − θ˙) (2.40)
and
τ = τ0 +KP,q(qd −Q) +KD,q(q˙d − q˙) +KP,J(τJ,d − τJ) +KD,J(τ˙J,d − τ˙J) (2.41)
These trajectory tracking schemes are the most common in the control practice for robots
with elastic joints. In the absence of full-state measurements, they can be combined with
an observer of non-measurable quantities. An even simpler realisation is:
τ = τ0 +KP (qd − q) +KD(q˙d − q˙) (2.42)
which uses only motor measurements and relies on the results obtained for the regulation
case.
The different gain matrices used in (2.40), (2.41) and (2.42) must be tuned using a linear
approximation of the robot system. This approximation may be obtained at a fixed
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equilibrium point or around the actual reference trajectory, which leads to a linear time-
invariant or a linear time-varying system, respectively.
Finally, it should be noted that such a control approach to trajectory tracking problems
can also be used for robots with flexible links.
2.2.2 Command generation for flexible links
The trajectory undertaken by a flexible arm can dramatically affect the consequences of
its flexibility. Purely open-loop anticipation of the flexible dynamics has been used to
create motion profiles in which the motion itself cancels the oscillation created by earlier
motions. This strategy—referred to as command shaping—adjusts the input command
to the joint actuators so vibrations are eliminated [199, 200]. This can be accomplished
either by colouring the input so no energy is injected around the flexible modes [201],
filtering out the frequencies around the flexible modes using a notch filter [55], constructing
input commands from versine or ramped sinusoid functions [202], extending the inverse
dynamics approach to flexible robots [203] or implementing a near-minimum-time open-
loop optimal control [204].
The validity of these methods depends on the exact knowledge of the flexible structure
dynamics. Some of these algorithms can be modified to provide robustness with respect
to the unknown dynamics, but the trade-off is in the speed of the transient response.
Due to space constraints, only the input-shaping and inverse dynamics techniques will be
discussed in the following sections.
Input shaping
Input shaping is a feed-forward vibration-reduction technique implemented by convolving
a sequence of impulses with a desired system command to produce a shaped input that
is then used to drive the system (see Fig. 2.3).
Time0
(a)
Time0 ¢ 2¢
1st impulse response
2nd impulse response
3rd impulse response
Shaped response
(b)
Figure 2.3: Effect of a shaper on a vibratory system: (a) single impulse, (b) single impulse
shaped by a three-term shaper
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An input shaper is designed by solving a set of equations that limit the dynamic response
of the system. Many types of constraint equations will yield acceptable input shapers,
and several types of shapers have been determined in closed form. Their use only requires
evaluating simple equations using estimates of the natural frequencies and damping ratios
to obtain the amplitudes and time locations of the impulses that compose the input
shaper.
The simplicity of implementation is illustrated in Fig. 2.4, where the relationships between
the filter parameters and the mode parameters are:
Coefficient 1 =
1
1− 2 cosωd∆ exp(−ζωd∆) + exp(−2ζωd∆) (2.43)
Coefficient 2 =
−2 cosωd∆ exp(−ζωd∆)
1− 2 cosωd∆ exp(−ζωd∆) + exp(−2ζωd∆) (2.44)
Coefficient 3 =
exp(−2ζωd∆)
1− 2 cosωd∆ exp(−ζωd∆) + exp(−2ζωd∆) (2.45)
where
• ωd = ω
√
1− ζ2: damped natural frequency
• ζ: damping ratio
• ∆: selected time delay, an integer number of samples
Coefficient 1
Coefficient 2
Coefficient 3
Delay ¢
Delay 2¢
+
Input
Shaped
output
Figure 2.4: Block diagram representation of the command-shaping algorithm
Many papers have been published on input shaping since its original presentation [56].
Although it was mainly developed for linear systems, it has also shown effectiveness in
various ways for non-linear systems. First, non-linear shaping schemes can be developed
to directly target non-linear dynamics [205, 206]. However, this approach tends to be
computationally expensive, and its results are generally limited to single-mode vibratory
systems. Second, input shaping developed for linear systems can be made very robust
against modelling errors [56, 178]. In particular, robustness has been enhanced by using
more output impulses and the appropriate selection of impulse spacing, which translates
into satisfactory performance in slightly non-linear systems. Third, input shaping can be
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performed adaptively so changing dynamics can be compensated for. [207] investigated
command shaping for systems with varying parameters and presented an adaptive tech-
nique for kinematic structures that vary their configurations. In [208], command shaping
is accomplished with adaptive filters based on the crane dynamic model. [209] imple-
mented an adaptive input-shaping scheme that keeps the length of the impulse sequence
to a minimum, thereby minimising any time-delay effects. The identification of critical
parameters (modal frequencies) is performed in the frequency domain because frequency
domain methods converge faster, are relatively insensitive to noise and do not suffer from
over- or under- parameterisation [173].
Due to its ease of implementation and robustness to modelling errors, input shaping has
been implemented in applications ranging from precision machinery [178, 210] to large
gantry cranes [211]. In particular, a large gantry crane operating in a nuclear environ-
ment was equipped with input shaping to enable swing-free operation and precise payload
positioning [212]. Input-shaping techniques were also proposed as a method for reducing
residual vibrations in long-reach manipulators. [213] presented experimental verification
of a command-shaping boom crane control when the source of payload oscillation was
attributed to the operator’s commands without addressing the question of external dis-
turbances.
The constraint equations used to design an input shaper usually require positive values for
the impulse amplitudes. However, motion times can be significantly reduced by allowing
the shaper to contain negative impulses [214]. The equivalence of time-optimal control and
special negative input shaping has been demonstrated [215] and explored [216]. Similarly,
[217] proved that minimum-time zero-vibration (ZV) and zero-vibration and derivative
(ZVD) shapers are equivalent to traditional time-optimal control. An important conse-
quence of this equivalence is that many properties and numerical procedures relating to
well-studied time-optimal control techniques can be applied to the relatively newer field of
input shaping. A comparison of positive and negative input shapers [218] demonstrated
that the former provide a higher level of vibration reduction and robustness compared to
negative shapers. On the other hand, when using negative input shapers such as spec-
ified negative amplitude zero-vibration (SNA-ZV) or zero-vibration derivative derivative
(ZVDD) shapers, the response time is slightly improved at the expense of a decrease in
the level of vibration reduction.
Input shaping is a form of finite impulse response (FIR) filtering. However, input shapers
and traditional filters such as Butterworth or Chebyshev have key differences. Input
shapers are not designed as pass bands. Furthermore, they are usually designed in the
time domain, not the frequency domain. This allows shapers to account for damping in
mechanical systems, whereas most traditional FIR filters assume undamped frequencies.
Since input shapers have been identified as a special class of FIR filters, conventional FIR
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filters can also be successfully used for robust vibration suppression provided that cer-
tain design requirements are properly addressed [219]. Similar properties have also been
demonstrated for infinite impulse response (IIR) filters [220]. Although input shapers, FIR
filters and IIR filters show attractive vibration suppression properties, they present differ-
ent characteristics in terms of time delay, robustness to system changes, residual vibration
and computational costs. A thorough comparison of these filters has been performed in
[221] to fully evaluate the advantages and drawbacks of each filter type. Input shaping is
incontestably more effective on mechanical systems than traditional digital filtering [222].
Moreover, IIR filters introduce larger delays as a general rule than FIR filters. However,
their overall performance in certain cases can be better than that obtained using FIR
filters [223].
Inverse dynamics
In contrast to the limited amount of knowledge required about a system for input shap-
ing, the inverse dynamics of a flexible link manipulator require advanced knowledge of
the system. This can cause problems in cases involving non-modelled, high-frequency
dynamics or variations in a plant’s parameters. An appropriate model, such as the one
discussed in section 2.1.2, is required. Consequently, the method is conceptually simple
but often requires a large amount of computation. This method was previously presented
in relation to flexible joint control in section 2.2.1.
A compensator obtained using this method may be used as an open-loop or a closed-loop
control [224]. In cases using closed-loop control, the method may be used in two ways:
as a part of the closed-loop controller or as a feed-forward compensator. [225] showed
that the performances of these two closed-loop schemes are similar, particularly when no
perturbations occur. However, the feed-forward control scheme may be more stable.
When inverting the dynamics of a flexible link arm, the following issues should be consid-
ered:
• multi-link flexible arm dynamics are non-linear and coupled; therefore, calculating
the inverse arm dynamics requires a large amount of computation;
• flexible arms are typically non-minimum phase systems; therefore, inverting their
dynamics produces unstable controllers and unbounded control signals;
• when moving a flexible arm, nearly undamped vibrations appear in the mechanical
structure; the frequencies of these vibration typically vary with the relative position
of the links; and
• controllers are usually implemented on a computer; therefore, the discretisation of
these controllers affects the inverse dynamics model.
[226] described the application of a discrete model inversion technique to the feed-forward
control of single-link flexible arms. The behaviour of the discrete controller differs from
2. Review of the state-of-the-art 87
the continuous controller when the sampling rate is low compared to the dynamics of the
system.
[227] analysed a design method of a robust tracking control system of a one-link flexible
arm using inverse dynamics. This design method constructs a two-degrees-of-freedom
control system with feedback and feed-forward parts. The feedback controller is devoted to
robust stability against internal disturbances (non-modelled dynamics) and performance
robustness against external disturbances (friction forces), while the feed-forward part is
devoted to enhancing performance towards an a priori reference trajectory eliminating
undershoot and overshoot of the response and shortening the settling time.
2.2.3 Feedback control of flexible links
Extensive research has been conducted on the feedback control of flexible links. Quite
often, flexibility in links is controlled in the same way as concentrated flexibility in joints.
[76], among others, showed that most feedback techniques presented for joint control also
work for flexible link arms, even if the non-collocated nature of the system worsens the
sensitivity to modelling errors.
Position control of a single-link flexible beam has been investigated using an output feed-
back controller with a shaft encoder and a slope sensor used as feedback signals [145]. In
a case using a flexible robot arm controlled by a feedback law based on a reduced-order
model requiring only one sensor and one actuator, [228] suggested that the position of the
sensor had to be as close to the support of the arm as possible to obtain a stable response.
When direct sensing of the flexibility is not possible, state observers have been widely used
to design feedback controllers. For large spatial structures [229] or civil engineering [230],
modal observers [231] or estimators [232] allow the reconstruction of the modal state.
To prevent possible instabilities due to structure interference phenomena, Meirovitch and
his team developed independent modal control strategies that are entirely designed in
the modal space and focused on maintaining independence in the feedback equations in
the controlled system [233]. They suppressed the boundary problems related to modal
observation by using modal filters based on the orthogonal properties of the modes.
Observer designs for flexible-link robots described by ordinary differential equations (ODE)
has also been studied [147, 234]. [235] considered an observer design for linear flexi-
ble structures described by FEM. [236] presented a method to construct observers for
linear second-order distributed-parameter systems using parameter-dependent Lyapunov
functions. [237] applied the contraction theory [238] to an observer design for a class
of linear distributed-parameter systems. The damping forces were included in the last
two cases. Thus, exponentially stable observers can easily be designed. [239] designed
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an exponentially stable observer for a motorised Euler-Bernoulli beam described using
a combination of ODE, PDE and a set of static boundary conditions. As opposed to
the works in [147, 234, 235, 240], the proposed observer design method was based on an
infinite-dimensional model. The stability of this observer was proven using semigroup
theory; however, the inertial forces of the tip load were initially omitted. These results
were extended by considering the tip load’s dynamics during the observer design.
2.2.4 Robust control
H2-optimisation
Since a flexible robot arm is an infinite dimensional plant, various approaches have been
proposed to approximate an original model with finite dimensional models [76, 241, 242].
For the finite dimensional models, the difficulty with control, as pointed out in [76], is
the non-collocatedness of actuators and sensors. [77] showed that the arm studied in [76]
could be controlled with better performance by compensators designed by employing the
stable factorisation method in conjunction with H2-optimisation.
Sensitivity analysis and H∞ control
Using the sensitivity analysis, one can find the stable domain of parameter uncertainties
in cases where linear quadratic (LQ) optimal control law is employed. [243] showed
how to analyse the sensitivity of a mathematical model against parameter uncertainties.
[244] described the relationship between the sensitivity analysis and the control law. For
sensitivity analysis, the control law is designed first, and the domain in which the closed-
loop system is stable is examined second. For robust control law, the admissible domain
of parameter uncertainties is determined first and then the control law is designed. The
robust control method procedure is inverse to the sensitivity analysis. The robust control
law is contained by the H∞ control method [245].
[246] used the H∞ control method to show that the stability condition for a scalar system
depends on the arbitrary parameters of the control law. It was shown that the stability
domain could be enlarged by increasing the arbitrary parameters.
In [247], the control system uses an inner loop for the control of the hub position on which
the base of the arm is clamped. The inner loop has a high bandwidth compared to the
arm dynamics. The outer loop uses only the measurements of the tip position (obtained
from two measurements), and the plant input is the reference to the inner position loop.
Discrete-time models of the arm (including the internal hub position loop) are directly
estimated from data and used to design a robust digital controller by combining the
pole placement with the shaping of the sensitivity functions. While the robust control
design used in [247] belongs to the “H∞-culture”, it differs with respect to the standard
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H∞-approach by the means used to shape the sensitivity functions. In the standard
H∞-approach, one iteratively selects an appropriate weighting filter and carries out for
each selected filter a H∞-optimisation on the weighted sensitivity function to meet the
desired specifications. In the approach proposed in [247], the iterations are carried out
by scanning the sensitivity functions in the frequency domain and correcting it in each
frequency region where the specifications are violated. A comparative evaluation of the
two approaches for the control of a very flexible mechanical transmission [248] has shown
that the standard H∞-approach gives neither better performance nor a simpler controller.
The results obtained in H∞-optimisation are highly dependent upon the weighting filter
used. A systematic design of these filters for very flexible mechanical structures does not
seem to be available yet.
Linear quadratic Gaussian (LQG) control
In [87], the control objective is to regulate the load angular position to the desired reference
input, which is subject to bounded variations of the load mass and the load position. A
linear quadratic Gaussian (LQG) control is chosen to represent a simple optimal control
scheme, which by nature does not provide a robustness guarantee. The authors use
LQG to compare with a well-known robust control technique: loop shaping. Although
the linear quadratic regulator (LQR) control inherits robustness properties [249], this is
not the case for the LQG technique. [250] introduced the loop transfer recovery (LTR)
method to recover robustness of the LQG system. The assumptions of the LQG theory
seriously mismatch several industrial control problems. Accurate models may not be
available, and the external disturbances’ statistical properties are not known in advance.
For industrial flexible arms, some parameters, such as payload mass and position, are
known to be within some operating range. Therefore, it is necessary to incorporate these
parametric uncertainties in the design procedure. The loop-shaping method, which is
based on Nyquist stability criterion, is selected since it is a simple robust control technique
that requires only a basic background in control theory.
Although the LQG algorithm does the necessary work in cases involving a one-link flexible
arm, it has its limitations and drawbacks [251]. For example, the robust behaviour of the
system cannot be guaranteed, the controller must be re-designed for different loads and
it cannot be applied to the multi-link flexible manipulator.
[252] proposed two different“robust”or“deterministic”controllers applied to a single-input
multiple-output system with a 6× 6-large system matrix. A similar design procedure can
also be applied to a MIMO system. The designed controllers have performance char-
acteristics (such as overshoot, response time and insensitivity to parameter variation)
equivalent to LQG controllers. However, their main feature is that their performance is
guaranteed if the real-time change of the uncertain system parameters remains within
some prescribed boundaries. A reduced order observer provides feedback information
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needed for the controllers (i.e. the state vector of the system) in this design. The reduced
order observer is an optimised version of a full-state observer, the main function of which
is to provide real-time information about the state of the system if it is not available from
the system’s measurable output and input.
µ-synthesis
[253] showed that the µ-synthesis technique applied to a suitable model can lead to the
design of robust controllers for single-link and two-link flexible robot manipulators. The
designed controllers are robust against high-frequency dynamics, noise corruption and
uncertainty in the frequency variations. Different combinations of feedback signals are
used to derive the control laws. All designed controllers use hub angle information and
one of the following pieces of sensor measurement information: relative tip deflections,
relative tip accelerations or hub angular rates. It is worth mentioning that when hub
angle and hub angular rate feedback were used, the authors were not able to design a
robust controller for the two-link flexible robot manipulator.
2.2.5 Sliding-mode control
The theory of sliding-mode control (SMC) has now been developed to the point that
its robustness and performance are demonstrated on a wide variety of MIMO systems
[254, 255]. In principle, a sliding-mode control consists of a control law that switches with
infinite speed to drive the system on a specified state trajectory, which is known as the
sliding surface, and is capable of keeping the state on this surface. The control variable
becomes the duration of a constant input rather than its amplitude. [254] proposed an
original discontinuous control that introduces a trade-off between robustness and tracking
accuracy. Clearly, this type of control is intrinsically non-linear and falls into the broader
class of pulse modulated control systems. One remarkable characteristic of sliding-mode
control is that its design can be performed using analytical tools typical of linear systems.
It is well known that sliding-mode control systems are an established, robust method
of controlling uncertain systems [256]. Sliding-mode control systems for flexible arms
have been studied by many authors since the 1990s [257–259]. In most of these works,
a discontinuous approach is employed to design the controller and analyse its stability.
However, the discontinuous approach is approximated by a differentiable one when the
control laws are implemented. Thus, a difference exists between the theoretical analysis
and the practical implementation. Further, the upper bounds of the uncertainties are
usually assumed as a priori knowledge, which may not be easily obtained in practice.
[260] aimed to improve the performance of the end-point of a flexible arm in terms of
robustness to non-modelled dynamics and parameter variations and to reduce vibrations in
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the transient and steady state. For this purpose, a chattering free-sliding-mode technique
[261] is designed forcing the angular position of the hub unit to track a desired trajectory
while minimising the strain.
In [262], the higher-order vibration modes are treated as disturbances and are compensated
for by introducing a disturbance observer. Thus, a reduced-order model is obtained for
the flexible arm. Further, because the payload mass can generally not be determined, the
system parameters are usually unknown. Therefore, the tip position control of the flexible
arm can be attributed to the control problem for the systems with uncertainties, in which
the upper and lower bounds of the uncertainties are unknown. By expressing the obtained
system in state space, the sliding-mode control input is designed so the state converges
to the sliding surface. The sliding-mode surface is designed so that the dynamics of the
closed-loop system on this surface are stable. The traditional discontinuous control input,
which may result in chattering, is modified by a differentiable one. The stability of the
closed-loop system is analysed based on this approach, which uses the fact that a part of
the control input is the approximate estimate of the uncertainties. The upper and lower
bounds of the uncertainties are adaptively updated online.
In [263], the sliding-mode-based partial feedback linearisation control method has been
applied to the setpoint control of a single-flexible-link arm for the tip position. The results
have been compared with the PD-based controller’s performance. The proposed method
has been proven to improve the performance.
In [264], various issues raised by the design of sliding-mode controllers have been analysed
in detail. Among these issues, the most important are the design of the sliding surface
and the reduction of the chattering phenomenon.
In [265], a time-varying sliding surface is proposed to minimise the reaching phase without
increasing the chattering for a second-order variable structure system. The sliding surface
initially passes initial conditions that are given arbitrarily and subsequently moves towards
a predetermined sliding surface by rotating and/or shifting. This method is applied to a
single-link flexible manipulator to develop a sliding-mode controller for effective vibration
suppression. After establishing the dynamic model characterised by a non-collocated
control system, a sliding surface that guarantees a stable sliding-mode motion on the
sliding surface itself is constructed via the LQR approach. The surface is then modified to
adapt to arbitrarily given initial conditions for the reduction of the reaching phase. Next,
a discontinuous control law satisfying the sliding condition is designed for the uncertain
system that considers the frequency and damping ratio variations. A decoupled reduced-
order observer is formulated to estimate velocity state variables, while the position state
variables are obtained directly from output sensor measurements (joint angle sensor, tip
position sensor and strain gauges).
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In [266], the trade-off between the SMC’s robustness and tracking accuracy is reduced
using an online perturbation estimation process. The resulting controller is appropriately
known as a sliding-mode control with perturbation estimation (SMCPE). In [267], an
additional robustness mechanism is suggested by selecting the time-varying sliding surfaces
utilising the frequency-shaping techniques. Frequency shaping used in conjunction with
SMCPE (FS-SMCPE) penalises the tracking errors at certain frequency ranges. This
combination provides two advantages:
• it filters out certain frequency components of the perturbations, therefore eliminat-
ing the possible excitation of the non-modelled dynamics; and
• it drives the state to the desired trajectory despite the perturbations.
[268] proposed applying the FS-SMCPE technique to the inertia wheel problem and com-
pared the results to other control techniques presented in [269] and [270]. The performance
index in [267] is modified to introduce a prescribed degree of stability for fast, accurate
motion control.
The disturbance estimator proposed in [271] has a form similar to the SMCPE. However,
it does not include state derivative terms (included in the SMCPE) that may cause un-
desirable noise and chattering in the estimation process. Instead, the integrated average
value of the imposed disturbance is used over a certain sampling period to avoid noise and
chattering phenomena. It has been demonstrated through experimental implementation
that the proposed control methodology can offer accurate estimations of the imposed dis-
turbance, thus providing superior control performance of the system subjected to external
disturbance.
Repetitive control
Repetitive control is a technique whose main property is tracking with zero steady-state
error periodic references and rejecting periodic disturbances in the transient and steady
state [272, 273]. Applications for trajectory tracking after repetitive learning can be found
in [274] for single-link arms and in [275] to control a two-link flexible manipulator, which
combines repetitive control with fuzzy logic. These controllers work if the arm has to
follow a repetitive closed trajectory and need to repeat the trajectory several times until
the flexibility effects are cancelled.
The approach in [276] is completely different from the previously mentioned works because
it does not need to iterate in repetitive trajectories. The proposed control system is
composed of two terms. The first term is designed to attain a fast tip response for the
arm, and the second term, which is the repetitive subsystem, cancels the higher-order
steady-state vibrations. Such a design makes this controller very simple and easy to tune,
and it cancels the vibrations very quickly. Moreover, it only needs feedback from two
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signals: motor angle and torque measured by a strain gauge placed on the base of the
arm.
One main drawback is that this repetitive control can only be applied if the vibration
modes of the arm are a multiple of a basic frequency. In order to achieve this, some
changes must be introduced in the mechanics of the arm by adding some point masses at
specified link locations.
Coupling map based planning algorithms
While the input-shaping method works successfully with linear systems such as simple one-
link manipulators, relatively few studies have examined problems with flexibly supported
manipulators. These studies have largely examined problems in terrestrial or industrial
systems by focusing on the controls using and end-point control or an equivalent [277].
A method known as the coupling map (CM) has been proposed for studying“graceful path”
motions. The CM shows how the non-linear dynamic characteristics of a manipulator can
be exploited to develop planning algorithms that find manipulator motions in joint space
resulting in a minimum transfer of energy between the manipulator and its supporting
structure. This minimises the amount of support vibration excited by the manipulator’s
motion. [278] explores the non-linear dynamic characteristics of a rigid manipulator, such
as the SPDM, mounted on a highly flexible supporting structure, such as the SSRMS (see
section 1.2.1). The non-linear nature of the system makes it possible to plan paths taken
by the rigid manipulator between given end-points that reduce its dynamic disturbance
to the elastic supporting structure and, hence, its vibrations. These paths may also be
used in conjunction with filtering techniques to find the velocity profiles along the paths
that further reduce vibration levels. These reduced vibration paths are planned using the
CM, which is an analytical tool describing non-linear dynamic interaction between the
manipulator and its elastic base. The CM evolved from a technique called the enhanced
disturbance map (EDM), which has proven effective in understanding the problem of
dynamic disturbances to free-flying spacecraft caused by manipulator motions and in
finding paths that reduce such disturbances [279].
Singular perturbation method
An efficient control strategy based on a singular perturbation approach was proposed
in [280]. A two-timescale analysis of the system is performed: a slow subsystem that
is similar to a rigid arm and a fast linear subsystem in which the slow state variables
play the role of parameters. A composite control [281] is then adopted; a slow model
following control can be first designed to track a desired joint trajectory, and a linear
fast state feedback control stabilises the deflections along the trajectory. The flexible
state variables that model the deflections of the arm along the trajectory can be sensed
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through strain gauge measurements [242]. For full state feedback design, however, the
derivatives of the deflections must be estimated.
2.2.6 Control of rotating beams
Applications that require control of a rotating beam generally face many problems re-
garding sensors’ placement on the beam, such as high speeds and high centrifugal forces.
Usually, classic Euler-Bernoulli beam theory is applied in the controller design dedicated
to rotating beams. The assumed-modes method is then used to obtain the discretised
finite-dimensional dynamic model of vibration control [136, 282]. Some techniques, such
as the optimal control [136, 282], shear force feedback control [283] and sliding-modes
control [265], have been used to suppress vibrations. However, when coupling transverse
flexible deformations and rigid motions, a concept to control the attitude of the rigid hub
can be introduced to suppress the transverse vibration of the beam. One such technique
is the momentum exchange feedback (MEF) control [284]. By combining this technique
with other control methods, such as the positive position feedback approach [285], the
vibration suppression can increase effectively.
[286] proposed the control of a rotating beam mounted on a rigid hub using a linear
quadratic regulator, which required placing the sensor and actuator on the rotating beam.
[287–289] all suggested placing sensors at various locations along the span of the beam for
monitoring and control purposes. However, their research focused on either non-rotating
beams or large space structures.
Another challenge faced by many research studies dealing with the vibration control in
flexible rotating beams is that they are limited to deterministic models of the system. In
reality, however, structural and mechanical system components often exhibit considerable
stochastic variations in their properties. Thus, the characteristics of a structure corre-
sponding to these properties show some stochastic variations. This makes it necessary to
consider the uncertainties of system parameters if highly reliable models and/or control
schemes are to be utilised.
To eliminate the need for sensor placement on rotating flexible beams, [290] proposed a
linear quadratic estimator (LQE) technique for estimating the vibration of any point of a
rotating flexible beam undergoing large planar deformation and subject to measurement
noise. Starting from a non-linear model of the beam-hub system, a reduced-order linear
model is obtained using FEA [291]. The LQE, whose optimal Kalman gains are determined
from the steady-state solution of a Riccati differential equation, reconstructs the system
state, including the transverse deflection of the beam.
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2.2.7 Macro-micro manipulator
The concept of a macro-micro manipulator system was introduced by Sharon and Hardt
[292]. A compact, high-bandwidth manipulator was mounted on the end of a larger one,
and the former was controlled to compensate for inaccuracy due to the latter. In other
words, a long-reach macro-manipulator is characterised by a “slow” response due to its
size, while a short-reach micro-manipulator is characterised by a modest work volume
with fast, precise manipulation capability. Such manipulator systems are also referred
to as flexible structure-mounted manipulator systems (FSMS). This concept has evolved
over the years to meet two primary types of application demands: nuclear waste clean-up
[293, 294] and space robotics [295].
The simplest method of designing the controller is to assume that no coupling exists
between the subsystems and to partition the control design into a macro-controller, i.e.
controlling the macro-manipulator in the global frame, and a micro-controller, i.e. control-
ling the micro-manipulator in response to a reference input. Because the micro rides on
the macro, a dynamic coupling will take place between the two that degrades performance
but does not cause instability when the micro reference input is static. [296] developed
independent controllers for a macro/micro system, in which the macro was a two-link
flexible manipulator. [297] used the micro as a proof mass actuator to control the macro’s
vibrations. This work only examines the applicability of using the micro control torques
to damp the macro’s vibration and ignores system performance issues. [298] addressed
the use of the micro to damp the macro’s vibrations when the task occurred outside the
mini’s workspace. Simulations illuminate the shortcomings of partitioning the control.
Once the task enters the mini’s workspace, the mini not only stops damping the vibration
modes but also allows the energy previously removed from the macro to return to the
macro subsystem. The performance of the system can be quite poor.
The literature shows that three main control subtasks can be identified for a single-arm
FSMS:
• base vibration suppression control [297, 298];
• design control inputs that induce minimum vibrations (the “reactionless path track-
ing”) [299]; and
• end-point control in the presence of vibrations [76, 300].
Most of the time, these control subtasks have been tackled separately. Only a few at-
tempts have been made to combine control subtasks into one controller with improved
performance [299, 301]. [302] proposed a composite control law capable of solving all three
control subtasks described above. This composite control combines two methods devel-
oped earlier for free-flying space robot control and for flexible-link manipulator control.
It uses a vibration suppression control law similar to the one in [303].
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2.2.8 Master-slave systems
Some conventional bilateral control methods have been developed for a master-slave ma-
nipulator (MSM) [304–306]. However, all arms were controlled as rigid arms in these
conventional MSM systems. Two main problems arise in controlling a flexible master-
slave manipulator (FMSM) system consisting of a conventional compact rigid master arm
and a flexible slave arm. The first is the vibration of the slave arm. In an FMSM, an
operator controls the slave position using a master arm. In this case, when vibrations
occur in a slave arm, it becomes difficult to detect the position of said slave. The second
problem is the deformation of a flexible link. When an operator adds a large force to an
object through a flexible slave arm, the link deforms or breaks easily. For these reasons,
vibration control and precise control of the reflection force are necessary. As illustrated
in the previous sections, many researchers have studied the vibration control of a flexible
arm. However, they only dealt with a flexible slave arm. In an FMSM, the operator di-
rectly controls a flexible slave arm using a master arm. A few studies have been conducted
on the control method and the control design method for this system.
[307] presented an alternative control architecture of an FMSM based on the concept of
dual compliance models following control with the vibration control. The key idea of this
concept is to design each compliance model considering the elasticity of a master and
slave arm. In [308], an assist control method was proposed for positioning tasks with a
master-slave system with elasticity in the slave arm [307].
In general, it is difficult to discuss the stability of a master-slave system because an oper-
ator and an environment are both included in a system. For this reason, it is important
to discuss the passivity of the input-output relations of a master-slave system. [309] rep-
resented these relations as a two-terminal network model and proposed a controller based
on the passivity. Moreover, from the viewpoint of passivity, [310] proposed an alternative
control algorithm for a scaled tele-manipulation system based on a task-oriented virtual
tool. The stability of the resultant system was analysed based on the system’s passivity,
and the total stability was guaranteed for a human operator and a passive environment.
The passivity-based control of flexible manipulators has been discussed in [311]. [312]
discussed the robust passivity of multi-link, flexible manipulators. It was shown that
when the joint angular velocity and the joint torque are regarded as the input and output
variables, respectively, the controlled input–output system becomes robust and stable by
using control laws based on passivity. In [313], the passivity of a one-DOF FMSM system
under a symmetric bilateral control configuration was studied. The distributed-parameter
model of a rigid master–flexible slave (RMFS) system was derived using Hamilton’s princi-
ple, which consists of two ODEs of the master and slave angles and a PDE with boundary
conditions for the bending vibration of a slave arm. The passivity of the FMSM system
was proven for positioning and pushing operations using the Lyapunov method.
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2.2.9 Conclusion of the state-of-the-art on the control of flexible
robotic arms
As demonstrated above, the topic of controlling flexible robot manipulators has been
widely covered from very different perspectives. The objective of this thesis is not to
invent yet another control scheme. As reflected in its title, it focuses instead on the
problem of vibration sensing.
The idea of estimating the vibration of a rotating flexible beam using the LQE technique,
which was introduced in section 2.2.6, will be at the centre of the model-based vibration
control scheme described in section 3.1.
Although a variety of control methods have been presented, the LQR approach will be used
as a controller in the works detailed in Chapter 3 and validated in Chapter 4. A crucial
property of LQR controllers is that their state-feedback closed-loop is asymptotically
stable and robust against process uncertainty (in observable and controllable systems).
These inherent robustness properties make LQR controllers particularly suitable to vision-
based vibration control, the performance of which is likely to be affected by outliers
resulting from the extraction of visual features. For further information on the properties
of LQRs, one can refer to chapter 39 of [314]. The question of LQ visual servoing will also
be touched upon briefly in section 2.3.1.
Although they will not be considered in the following chapters, the input-shaping tech-
niques presented in detail in section 2.2.2 would be very efficient to avoid that critical
trajectories imposed by the remote operator stimulate the flexible modes of the system.
In such a case, the output of the input shaper could be convolved with the feed-forward
command resulting from the LQR.
Finally, for the works carried out within the present thesis, other kinds of controllers that
would have allowed a performance comparison will not be implemented. Nevertheless,
previous works on CMs and the control of macro-micro and master-slave systems (re-
spectively touched upon in sections 2.2.5, 2.2.7 and 2.2.8) remain very relevant to RH
operations, particularly in applications such as the ITER BRHS or the ITER MPD.
2.3 Visual servoing
The idea of suppressing vibrations on a flexible robotic arm using a camera resembles the
concept of visual servoing. Visual servo control refers to the use of computer vision data
to control the motion of a robotic arm. This visual information may be acquired by a
stationary camera or a camera directly mounted on the arm. The latter configuration is
known as the eye-in-hand configuration. Other configurations may be envisaged (camera
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mounted on a pan-tilt head, for instance), but the theory behind these cases is usually
similar to the above-mentioned eye-in-hand problem.
The two basic approaches in visual servoing are image-based visual servo (IBVS) control
and position-based visual servo (PBVS) control; both were developed in the late 1980s
[315]. While the first approach only uses information that is immediately available from
the camera image (2D coordinates), PBVS considers a set of 3D parameters, which in-
volves the geometric interpretation of the information extracted from the camera image.
Hybrid approaches also exist that are based on a combination of 2D and 3D servoing.
PBVS control schemes [316, 317] use the pose of the camera with respect to a reference
coordinate frame. Computing this pose from an image requires the 3D model of the ob-
served object or environment to be known. However, for obvious reasons (evolution of
the tokamak topology in time, difficulties distinguishing between similar in-vessel compo-
nents), such an approach may pose a challenge in solving the problem addressed by the
present thesis. Therefore, position-based visual servo will not be considered in the present
review.
In this section, we will only consider the image coordinates of interest points as visual
features. However, since the scene observed by a camera cannot always be conveniently
described by a collection of points, other geometrical primitives can be used [318]: seg-
ments, straight lines, spheres, circles and cylinders. Recent works also considered using
the image moments corresponding to planar objects of any shape [319, 320]. Stereovision
problems posed by the use of multicamera systems will not be addressed either. Switching
schemes and the potential field approach will not be touched upon. Finally, we will limit
ourselves to considering a stationary target, meaning that changes in the image will only
depend on the camera’s motions.
This third and last part of the state-of-the-art review is organised as follows. The basic
principles of image-based visual servo control are described in section 2.3.1, where the
concept of interaction matrix is introduced using the formalism established by several
major references in the field of visual servo [57, 321, 322]. An example of a widely
used velocity controller is presented, and the question of vision-based optimal control is
addressed. In practice, approximating the interaction matrix is often required; this topic
is therefore addressed in section 2.3.2. The question of controlling eye-in-hand systems
offering less than six degrees of freedom is discussed in section 2.3.3. Section 2.3.4 deals
with the problem of feature selection and tracking. Finally, section 2.3.5 briefly discusses
how the various visual servo concepts presented in this state-of-the-art review will be used
in the developments detailed in Chapter 3.
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2.3.1 Basics of image-based visual servo control
The general aim of vision-based control is to minimise an error (t) defined by:
(t) = ξ(m(t),a)− ξ∗ (2.46)
where ξ represents a set of r visual features.
Visual servo control schemes mainly differ in the manner in which the visual features
are defined. Traditional image-based visual servo control (IBVS) schemes [315] generally
use the image-plane coordinates m(t) of a set of interest points to define ξ, but it is
also possible to use the parameters of a set of image segments. a corresponds to a set
of additional parameters characterising the vision system, such as the camera’s intrinsic
parameters or the 3D models of the observed objects. The vector ξ∗ contains the desired
values of the visual features. In this review, this vector will be assumed to be constant
(i.e. motionless target).
The selection of relevant image features will be discussed later in this review (see section
2.3.4). Once the vector ξ is built, the most straightforward control scheme may consist of
a velocity controller. This approach requires defining the relationship between the time
variation of ξ and the spatial velocity of the camera vc = (υc,ωc), where υc and ωc
respectively denote the instantaneous linear and angular velocities of the origin of the
camera frame. We consider here the motion control of a camera attached to the end
effector of a six-DOF arm in an eye-in-hand configuration.
The relationship between ξ˙ and vc is given by:
ξ˙ = Lξvc (2.47)
where Lξ ∈ Rr×6 is the interaction matrix related to ξ.
Using (2.46) and (2.47), the relationship between the camera velocity and the tracking
error  is obtained:
˙ = Lξvc (2.48)
Considering vc as the controller input, an exponentially converging speed control scheme
ensuring ˙ = − 1
τ
 can be achieved with:
vc = −1
τ
L+ξ  (2.49)
where L+ξ ∈ R6×r stands for the Moore-Penrose pseudoinverse of Lξ. If r = 6 and
det(Lξ) 6= 0, Lξ is fully invertible; this leads to the system input vc = − 1τL−1ξ .
2. Review of the state-of-the-art 100
In practice, it is almost impossible to accurately set the terms of Lξ. Consequently, an
approximation of the interaction matrix must be considered (see section 2.3.2). This leads
to the slightly altered control law:
vc = −1
τ
L̂+ξ  = −
1
τ
L̂+ξ (ξ − ξ∗) (2.50)
in which L̂+ξ denotes the approximation of the interaction matrix pseudoinverse. Inserting
(2.50) into (2.48) leads to the closed-loop equation:
˙ = −1
τ
LξL̂
+
ξ  (2.51)
Equation (2.51) characterises the real behaviour of the closed-loop system, which is to
some degree different from ˙ = − 1
τ
 as long as LξL̂
+
ξ 6= I, where I is the identity matrix.
The speed control presented in the previous paragraphs is the basic scheme implemented
by most visual servoing applications. However, it is also possible to design controllers
optimising the system performance in various ways. An example of LQG control design is
given in [323] and [324], in which gains are chosen in order to minimise a linear combina-
tion of state and control inputs. This approach explicitly balances the trade-off between
tracking errors (by driving  to zero) and robot motion. A similar concept is proposed
in [325], in which the positioning task and joint limit avoidance constraints are consid-
ered simultaneously. One difficulty in multicriteria optimal control is found in properly
defining constraints that might often be contradictory. In some cases, this would lead to
the visual servo task failing due to local minima in the cost function to be minimised. To
avoid this problem, which is classical in robotics, [326] and [327] proposed applying the
gradient projection method to visual servoing.
2.3.2 Estimation of the interaction matrix
Let us take ξ = (x, y), which are the coordinates of an interest point in the acquired
image. For a point whose 3D coordinates are X = (X, Y, Z) in the camera frame and
whose 2D coordinates in the image plane are (x, y), we obtain by projection [328]:
x = X/Z = αc(xu − cu)/fc (2.52)
y = Y/Z = (xv − cv)/fc (2.53)
where m = (xu, xv) are the 2D coordinates of the point expressed in pixel units; and the
set of camera intrinsic parameters a is composed of cu and cv, which are the coordinates
of the image centre (point of intersection of the image plane with the optical axis); fc,
which is the focal length; and αc, which is the aspect ratio induced by non-square sensors.
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Taking the time derivative of equations (2.52) and (2.53), we reach:
x˙ = X˙/Z −XZ˙/Z2 = (X˙ − xZ˙)/Z (2.54)
y˙ = Y˙ /Z − Y Z˙/Z2 = (Y˙ − yZ˙)/Z (2.55)
Moreover, the velocity of the 3D point can be related to the camera spatial velocity by:
X˙ = −υc − ωc ×X (2.56)
Inserting (2.56) into (2.54) and (2.55), and using (2.52) and (2.53), we obtain a system
that can be written as such:
ξ˙ = Lξvc (2.57)
where the interaction matrix Lξ is given by
Lξ =
[
− 1
Z
0 x
Z
xy −(1 + x2) y
0 − 1
Z
y
Z
1 + y2 −xy x
]
(2.58)
Only three points ξ = (ξ1, ξ2, ξ3) are necessary to control a six-DOF manipulator.
Concatenating the interaction matrices obtained for these three points results in Lξ =
[Lξ1,Lξ2,Lξ3]
>. However, with such an interaction matrix, in some configurations Lξ is
singular and four global minima cannot be distinguished [329].
Consequently, more than three points are usually considered.
As discussed in section 2.3.1, using a matrix L+ξ directly deduced from (2.58) in the control
scheme ensures an exponential decrease in the error . The parameter Z in (2.58) is the
depth of the 3D point expressed in the camera frame. Therefore, this approach implies
estimating the current depth Z of each point at each iteration of the control scheme [57].
As a result of the local asymptotic stability of such a control scheme, the trajectories of
the points in the image are almost straight lines when the error is small. Nevertheless,
the induced 3D motion can be very unsatisfactory when the error is large.
Several strategies can be used to obtain the estimate L̂+ξ of the interaction matrix pseu-
doinverse to be used in a control law. One possibility is to choose L̂+ξ = L
+
ξ∗ . In this case,
Lξ∗ is the value of Lξ for the desired final position and is consequently constant. Only
the desired depth of each point must be set, which greatly simplifies the visual servo. Al-
though its output converges, such a controller is generally characterised by unsatisfactory
2D and 3D trajectories when the error is large. As an alternative, [330] recently proposed
using L̂+ξ = (Lξ/2 + L
∗
ξ/2)
+. However, since Lξ is involved, the current depth of each
point still must be available. This method provides satisfactory performance in practice
and smooth trajectories in the image and the 3D space.
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In all the above-mentioned methods, the camera’s intrinsic parameters are involved in the
calculation of x and y. In practice, evaluating these parameters accurately is often difficult.
For this reason, using an analytical estimation of L̂+ξ in (2.49) is sometimes impossible,
and one may decide to numerically estimate the interaction matrix using either an oﬄine
learning step or an online estimation scheme. In both cases, the proposed methods rely on
the observation of a variation of the visual features due to a known or measured camera
motion.
When opting for an oﬄine learning step, it is possible to estimate Lξ from (2.47) and a
set of Nc independent camera motions (Nc ≥ 6) by solving:
LξMc = Mξ (2.59)
where the columns of Mc ∈ R6×Nc and Mξ ∈ Rr×Nc are respectively formed with the
set of camera motions and the corresponding motions of the features. The least square
solution is given by L̂s = MξM
+
c . It is also possible to directly estimate the numerical
value of L+ξ , which provides a better behaviour in practice [331]. Methods based on
neural networks have also been developed to estimate Lξ [332, 333].
As far as methods estimating the interaction matrix online are concerned, they usually
discretise (2.47) and use an iterative updating scheme to refine L̂ξ at each stage [334–336].
The main benefit of using such numerical estimations in the control scheme is to avoid
the modelling and calibration steps. It is particularly useful when using features whose
interaction matrix cannot be obtained in an analytical form. On the other hand, one
drawback of these methods is that they do not allow analyses of theoretical stability and
robustness.
2.3.3 Joint-space control of eye-in-hand systems
In the previous sections, we considered the motion control of a six-DOF eye-in-hand
camera using the six components of the camera velocity for controller input. For robotic
devices with fewer degrees of freedom that are therefore unable to achieve the six-DOF
motion of the camera, the control law must be expressed in the joint space. The general
equation of such a system can be written:
ξ˙ = Jξθ˙ +
∂ξ
∂t
(2.60)
Here, ∂ξ
∂t
is the time variation of ξ due to the potential object motion (assumed to be null
here). n is the number of robot joints. Jξ ∈ Rr×n is the feature Jacobian matrix, which
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is linked to the interaction matrix by the following relationship:
Jξ = Lξ
cTnJθ(θ) (2.61)
where Jθ(θ) is the robot Jacobian expressed at the end-effector and
cTn is the transfor-
mation matrix between the camera frame and the end-effector frame, which is usually
assumed to be constant if the camera is rigidly attached to the end-effector.
From here, it is possible to apply the same procedure as the one described in section 2.3.1
to design a joint-space control ensuring the exponential decrease of :
θ˙ = −1
τ
Ĵ+ξ − Ĵ+ξ
∂̂
∂t
(2.62)
2.3.4 Visual tracking
Visual tracking is a broad term used in very diverse problems. Two kinds of vision-based
tracking can be distinguished.
• “Outside-in” tracking, in which cameras observe moving objects within a scene from
fixed positions. A fixed transformation matrix is present between the repective
coordinate systems of the scene and of each camera.
• “Inside-out” tracking, in which the camera is attached to a moving object and ob-
serves a static scene. In this case, the relation between scene coordinates and camera
coordinates changes over time.
Despite some commonalities, these two concepts differ in various aspects, such as the size
of the tracked objects, acceptable size of the scene, accuracy of the results and, therefore,
algorithmic possibilities. Due to the nature of the problem addressed by the present thesis,
only the second approach will be touched upon in the following sections.
Determining the self-motion of a camera represents a key step in a large number of
computer vision applications. A large majority of the existing visual motion-tracking
algorithms employ visual features (shape, edges, colour, corners, etc.) to estimate the
instantaneous position of a tracked object in the camera image or the instantaneous pose
of the camera in the 3D environment. By estimating this position/pose from video frame
to video frame, an object tracker generates the trajectory of the object/camera over time.
To achieve this, some algorithms require that reference objects remain in the field of the
camera, while others implement continuous detection of features to compensate for lost
information.
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In recent decades, a number of visual tracking systems/algorithms have been developed,
each with their own advantages and restrictions. They usually differ in motivation, aim
or implementation. Nevertheless, one tracking cycle can generally be described as follows.
Each time a frame is acquired, a detector identifies candidate features for tracking, and
a feature descriptor is computed for each of these candidates. This descriptor is then
compared to the descriptors of the features selected in the previous frame. Usually, this
matching step is limited to features belonging to the same area of the image. As a feature
is tracked, it becomes a series of two-dimensional coordinates (a “track”) representing the
position of the feature across a series of frames. From there, most tracking algorithms
compute the feature displacement using optical flow or other differential techniques. The
generally high number of matched features allows for the removal of outliers before being
used for 2D motion tracking or to calculate 3D information.
According to [337], the most desirable properties of a visual feature are its locality (the
feature should be local in order to be less sensitive to deformations and occlusions), its
distinctiveness (the feature should be easily distinguished and permit a low false-positive
rate), its accuracy (the feature should be accurately localised), its quantity (the number of
detected features should be sufficiently large and controllable), its efficiency (the feature
should be detected fast enough to allow for time-critical applications) and its repeatability
(the same feature should be detected in spite of changing viewing conditions). Clearly,
the importance of these different properties depends on the application, and compromises
have to be made quite often. For instance, distinctiveness and locality are competing
properties and cannot be fulfilled simultaneously.
The most common visual features include the following.
• Colour: Colour features are perhaps the most basic features of an image. They are
defined within a particular colour space. In image processing, no specific colour space
prevails over the others. The red, green, blue (RGB) colour space is frequently used,
although its dimensions are highly correlated. Another colour space particularly
used in the area of object tracking is the hue, saturation, value (HSV) space, which
has the specificity of separating the image intensity from the colour information.
• Edges: Edge features are a set of adjacent points of a high gradient magnitude that
form a boundary between two image regions (see Fig. 2.5(b)). Theoretically, this
boundary can have any shape; however, edge detection algorithms usually apply ad-
ditional constraints to limit their outputs to specific patterns (straight lines, smooth
curves, etc.). Compared to colour features, they are less sensitive to illumination
changes.
• Corners: Also known as interest points, corner features were originally strongly
linked to the concept of edges and represented the intersection of two edges or rapid
changes in their direction (see Fig. 2.5(c)). For this reason, corners can be defined
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as sets of adjacent points characterised by high levels of curvature in the image
gradient. They have a local two-dimensional structure, whereas edges are locally
one-dimensional. It should be noted that corner features do not only correspond
to corners in the traditional sense but also to isolated local intensity maxima or
minima (bright spots on a dark background or vice versa).
• Blobs: Blob features represent areas of an image that are too smooth to be identified
by a corner detector (see Fig. 2.5(d)). Contrary to edges and corners, which deal with
points, blobs provide complementary information on the image in terms of regions.
For this reason, they are sometimes also referred to as regions of interest. However,
since the difference between a region and a point depends greatly on the distance
between the camera and the scene, many blob detectors may also be regarded as
interest-point detectors.
• Ridges: In contrast to edges, which draw the boundary of an object, ridge features
are curves capturing the major axis of symmetry of elongated objects. They are
usually harder to extract than edge, corner or blob features.
• Optical flow: Optical flow is a field of vectors describing the apparent motion of
the brightness pattern, i.e. the displacement within a region of pixels of constant
brightness from one frame to another. It renders the motion of visual objects caused
by the relative movement between the camera and the scene.
• Texture: Texture features represent the spatial distribution of colours or intensities
in a specific region of an image. They can be seen as repeating patterns of local
intensity variations that are too fine to be distinguished as separate objects. Whereas
colour characterises a single pixel, texture is a common property to a group of pixels
and is often used to quantify properties such as smoothness and regularity. Like
edge features, texture features are less sensitive to illumination changes than colour
features.
As mentioned above, every tracking method requires a feature detection mechanism. Many
algorithms have been proposed to accomplish this task. The most common of these can
be categorised as interest point detectors, segmentation techniques, background subtrac-
tors and supervised classifiers. Only corner detectors will be addressed in the following
paragraphs, but the reader can refer to [332, 338–340] for further information on the other
types of detectors.
Corners are among the most low-level features used for tracking. Although there is no
specific definition for what makes a point interesting, Shi and Tomasi provided a pragmatic
explanation in [341]: “the right features are exactly those that make the tracker work best”.
In order to identify interest points, Moravec’s corner detector [342] computes the gradient
of image intensity in 4× 4 patches in the horizontal, vertical, diagonal and anti-diagonal
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Figure 2.5: Examples of image features: (a) original image, (b) edges, (c) corners, (d) blobs
directions. The minimum of these four values defines the score of each patch. A point is
declared interesting if its score is a local maximum in a 12× 12 window.
Inspired by the previous approach, the Harris corner detector [343] computes the gradient
of image intensity for every pixel in the horizontal and vertical directions. The second
moment matrix M is calculated in the near neighbourhood; [343] proposed using a Gaus-
sian window, but a simpler rectangular window can also be chosen. Since the eigenvalues
and eigenvectors of M characterise the curvature and shape of the window intensities, the
eigenvalues λ1 and λ2 can be used to determine whether the pixel is a corner (λ1 andλ2
are both large) or whether it belongs to an edge (λ1  λ2 or λ1  λ2) or to a uniform
region (λ1 and λ2 are both small). To avoid the explicit computation of λ1 and λ2, [343]
assigns the following score to each pixel:
ScoreHarris = λ1λ2 − k · (λ1 + λ2)2 = det(M)− k · [trace(M)]2 (2.63)
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where k is a constant tuning parameter. A point is declared interesting after undergoing
thresholding and non-maximum suppression.
The second moment matrix of the windowed image also forms the basis of the Fo¨rstner
detector [344] and the Kanade-Lucas-Tomasi (KLT) tracking method by Shi and Tomasi
[341]. In the latter, a confidence score is computed for each candidate point using the
smallest eigenvalue of M . A point is declared interesting after thresholding of this score
and rejection of the candidates close to each other. Since they are both based on the
measure of the image intensity variations, the Harris and KLT detectors usually identify
the same set of corners in practice. One main difference is the additional constraint within
the KLT algorithm that imposes a certain distance between the detected interest points.
Although the matrixM defined above is invariant to both rotation and translation, it is not
invariant to affine transformations or projections. [345] proposed an approach to make the
Harris detector robust under different image transformations. The scale-invariant feature
transform (SIFT) method [346] generates a set of difference-of-Gaussians (DoG) images by
convolving the image with Gaussian filters at different scales. Candidate interest points
are then selected from the minima and maxima of the DoG images. After eliminating
candidates that are low contrast or are located along the edges, the remaining corners are
assigned orientations from the gradient maximum across the neighbourhood. Generally
the SIFT detector generates a high number of interest points compared to other algorithms
because it accumulates points from different scales and resolutions. Other affine-invariant
detectors are proposed in [347, 348].
A comparative evaluation of these commonly-used corner detectors can be found in [349].
To provide a complete picture, other, more specific intensity-based corner detectors are
described in [350–352].
After points of interest have been identified, a feature descriptor must be computed for
each of them so they can be identified and matched across frames. Most of the time a
given visual feature can be represented in various manners. For instance, an edge can be
represented in each image point as a Boolean variable describing whether an edge is present
or not at that point. Alternatively, this Boolean variable can be replaced by a certainty
measure and combined with information on the edge orientation. Similarly, the colour
of a specific region can either be represented by its average value or by more complex
descriptions, such as a colour histogram [353], colour moments [354], colour coherence
vector [355] or colour correlogram [356]. Each of these representations of a feature is
referred to as a feature descriptor. In some cases, a very detailed feature descriptor may
be necessary to solve a specific problem, but this occurs at the cost of higher computational
complexity. Therefore, selecting a suitable feature type and descriptor is a key requirement
in visual tracking applications. Ideally, the descriptor should capture the surrounding
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texture and be invariant to changes in illumination, scale and rotation.
The most basic description of a corner is the image patch around the corner itself, which
only requires subsampling the image at given locations. This descriptor is not affected by
uniform illumination changes; however, it is far too simplistic to offer any of the desired
invariance properties mentioned above.
A more advanced feature descriptor is used in the SIFT method, in which the scale and
orientation assigned to each corner define a new local coordinate system. There, an
orientation histogram of B bins is computed in N ×N Gaussian-weighted patches around
the various corners. The descriptor consists of the N ×N ×B histogram values.
A comparison of commonly used feature descriptors and usual detector-descriptor combi-
nations can be found in [357].
After a set of visual features has been detected and described, the last stage of each
tracking method consists of the object tracker itself. [358] separates the most frequent
tracking methods into three categories.
• Point tracking: Point-tracking algorithms [359–361] associate points in consecutive
frames on the basis of their previous state, which usually includes position and
motion. This approach requires an external feature detector in order to identify the
tracked objects in every frame.
• Kernel tracking: Kernel-tracking algorithms [362–364] are based on the utilisation of
a coarse representation of the tracked object’s shape and appearance (the “kernel”).
It can be, for instance, a rectangular template or an ellipsoid region associated with
an histogram. Features are tracked by examining consecutive frames to determine
the motion of the kernel in terms of rotation, translation and affine transformation.
• Silhouette tracking: Silhouette-tracking algorithms [365–367] require a more detailed
representation of the tracked object, such as its appearance density, its initial con-
tour and/or its motion parameters. Given the object model, silhouettes are tracked
by either shape matching or contour evolution.
Since they represent a good compromise between oversimplified and overdetailed repre-
sentations of the object, only kernel-tracking methods will be addressed in the following
paragraphs. As mentioned earlier, kernel-tracking techniques estimate the parametric mo-
tion of features that are represented by a simple shape regions (rectangle, ellipse). These
algorithms usually differ in terms of the number of tracked objects, appearance repre-
sentation and motion calculation. Tracking multiple objects is useful for cases involving
interactions between several objects (partial or complete occlusion for instance) or be-
tween an object and the background. This specific case, in which the background and all
moving objects are explicitly tracked, will not be addressed in the following paragraphs,
which will rather focus on single-object tracking.
2. Review of the state-of-the-art 109
In methods using a multiview appearance model, different views of the object are exam-
ined oﬄine in order to overcome the problem of major changes in the object appearance
during tracking. These methods require prior knowledge of the object to be tracked.
Template matching is more widely used in practice because of its relative simplicity and
the possibility of generating models online. The main limitation of template-matching
algorithms is their high computation cost due to the brute force search for the object
template (usually intensity or colour patterns) throughout each frame. To decrease this
computational burden, one option is to limit the object search to the vicinity of its pre-
vious positions. More sophisticated algorithms have also been proposed to overcome the
high computational cost of brute force searching [364, 368].
Another kernel-based approach consists of computing the translation of the rectangular or
ellipsoid region using an optical flow method. This computation, which is only carried out
in the neighbourhood of the feature, can either be algebraic [369] or geometric [370]. Shi
and Tomasi proposed the KLT tracker, which iteratively computes the translation d of a
N ×N patch centred on a corner. Once the corner location is updated, the KLT tracker
evaluates the quality of the tracked patch by computing the following affine transformation
between corresponding patches in consecutive frames:
δξ = Dξ + d (2.64)
where D is a deformation matrix and d is the translation of the patch. The tracker
then computes a measure of dissimilarity based on the sum of square difference between
coinciding patches. If this dissimilarity is high the feature is discarded; otherwise, it is
kept for the next tracking cycle.
To conclude, commonly used feature trackers are now able to track several hundreds of
points up to 60Hz or higher. Nevertheless, most of these fast visual feature trackers are
limited by the speed of detection of new features and often require all the CPU’s available
processing power. For this reason, it is important to select a suitable type and associated
descriptor of the features to be tracked, which is a key requirement in visual tracking
applications.
2.3.5 Conclusion of the state-of-the-art on visual tracking
Since the 1990s, visual servoing and visual feature tracking have been major areas of
research in the field of computer vision. Because one thesis would not be enough to
review all the works carried out in these respective domains, the present state-of-the-art
review has briefly introduced their main trends; only the theoretical elements that will be
used in Chapter 3 have been presented in detail.
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The concept of the interaction matrix will be employed in section 3.1.1 in order to build a
model of a flexible arm equipped with a camera mounted in an eye-in-hand configuration.
An online interaction matrix estimator will be implemented in section 3.1.6.
In order to evaluate the motion of the camera in its static environment, an inside-out
visual feature tracking system will be used. Due to the nature of the main problem
addressed by the present thesis (vibration sensing in a nuclear environment) such a system
requires visual tracking to be robust, accurate and fast enough to be computed in real-
time. For these reasons, the KLT feature-tracking algorithm discussed in section 2.3.4
will be implemented in section 3.1.4.
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3. DEVELOPMENTS: VIBRATION CONTROL USING
VISUAL FEATURES FROM THE ENVIRONMENT
The main objective of this thesis is to investigate the feasibility of controlling a remotely
operated flexible arm’s oscillatory behaviour without considering any extra sensor besides
the embedded vision devices that will inevitably be used to provide operators real-time
visual feedback. In this chapter, vision processes are viewed as full sensors providing
quantitative data that can be processed by the control scheme and not only as plain
visual feedback providing qualitative information.
In section 3.1, the vibration to be rejected is reconstructed from visual data. To ensure
that the proposed method is robust against visual perturbations, this data is fused with the
joint movements derived from a simple model of the manipulator. To that end, a Kalman
filter is used. Its equations have been modified to deal with delayed measurements and
low update rates resulting from the long processing time inherent to vision devices.
However, one unforeseen effect of such a model-based control is the impact on the beam
behaviour of hitherto neglected inertia terms as sudden transient articular accelerations
are applied to the system to damp the oscillations. Consequently, section 3.2 suggests
replacing the model used in the prediction step of the proposed Kalman filter with a
more sophisticated, multimode dynamic model. Particular attention is paid to obtaining a
computationally light model without making any detrimental compromises to its accuracy.
This change should make the overall scheme more efficient by decreasing the prediction
error during control.
Although the proposed vibration sensing method provides successful results, it still has
one main drawback. The Kalman filter used as a vibration estimator is based on a model
whose input can be either joint acceleration or applied torque. Consequently, the problem
addressed remains unsolved when the vibration is not due to joint dynamics but rather
to an embedded process or a shock with the environment. The camera may perceive a
vibration, whereas the internal input-output model still believes the arm is stationary,
which is detrimental to the accuracy of the estimation. Section 3.3 remedies this problem
by considering sinusoidal regression instead of a Kalman filter to reconstruct the vibration
from the visual data. Since the only assumption made here is that the vibration has a
sinusoidal shape—which is verified strictly if one aspires to damp only the fundamental—
the proposed method adapts well for any vibration of any origin.
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Finally, in methods such as online sinusoidal regression or vibration estimation from a
Kalman filter, synchronisation between the measured signal and the physical vibrational
phenomenon is critical to properly damp vibrations. Therefore, section 3.4 revisits the
capture delay estimation performed in previous sections, highlights its limitations and
proposes a novel algorithm for effective time delay estimation based on a cross-correlation
technique with a synchronisation sensor.
3.1 Robust model-based vibration control
Following the developments in [65] and [66], this section addresses the problem of de-
signing an online vibration estimator using a camera without any a priori knowledge of
the environment (see Fig. 3.1). It is also assumed that no markers have been placed in
this environment. The first step involves evaluating the velocity of the environment in
the camera basis. To that end, the KLT feature-tracking algorithm, which extracts and
tracks features from the camera images, has been implemented. An M-estimator rejects
the outliers from this set of features that possibly result from the extraction noise and
provides a robust estimation of the environment’s overall displacement as seen by the
camera. Afterwards, this signal is filtered and its low-dynamic part is used to reconstruct
the interaction matrix, which relates the motion of the environment in the 2D image and
the motion of camera in the 3D world. In the last step of the proposed algorithm, the
online estimated interaction matrix and the high-dynamic part of the image features dis-
placement both feed a discrete time Kalman filter. Due to visual data’s long processing
time, the Kalman filter is modified to deal with delayed measurements.
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Figure 3.1: Principle of the vibration estimator
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The following sections are organised as follows. After deriving a dynamic model of an n-
DOF flexible link robot arm in sections 3.1.1 and 3.1.2, section 3.1.3 describes a two-time
scale state observer that reconstructs the arm’s vibrations from delayed visual measure-
ments obtained by an eye-in-hand-mounted camera. Sections 3.1.4, 3.1.5 and 3.1.6 present
in detail how the velocity of the camera is evaluated from the online tracking of visual
features. Section 3.1.7 describes the LQR chosen to address the control problem.
3.1.1 System equations
As the ITER remote maintenance equipment is characterised by large and slender struc-
tures, flexibilities in links are deemed to prevail over joint flexibilities. Let us consider a
robotic arm consisting of n flexible links, which are rigidly attached to n rotating frames
subjected to a vector of external torques τ (t) (see Fig. 3.2).
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Figure 3.2: Schematic of the considered n-DOF flexible link robot arm
Its state-space model is constructed using the assumed modes method (see section 2.1.2).
High order vibrational modes are neglected. By applying the standard procedure based
on Lagrange equations, two dynamic equations similar to (2.26) can be written as follows:
Mrr(θ, e)θ¨ +Mrf (θ, e)e¨+ Cr(θ, e, θ˙, e˙) + gr(θ, e) = τ (3.1)
Mfr(θ, e)θ¨ +Mff (θ, e)e¨+Kse+ Cf (θ, e, θ˙, e˙) + gf (θ, e) = 0 (3.2)
where θ = [θ1...θn]
> is the vector of the n joint angles and e = [e1...em]> is the vector of
the m deflections variables. Mrr, Mrf , Mfr and Mff are inertia matrices. Mrf and
Mfr are such that Mfr = Mrf
>. Ks is a stiffness matrix, Cr and Cf are the centrifugal
and Coriolis torques and forces vectors, gr and gf are gravitational terms vectors and τ
represents the joints’ input torques.
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Since remote maintenance operations deal with relatively slow motions, the following will
assume that the action of Cr and Cf can be neglected. Similarly, the action of viscous
friction on the links is neglected. Joint friction is only considered as a term impacting the
rigid motion. In addition, the influence of the deflections on the gravity terms is ignored.
Thus, the non-linear dynamic model given by (3.1) and (3.2) can be approximated by a
linear model around a given steady-state position. Such an equilibrium is characterised
by the following conditions:
gr(θs) = τ0 (3.3)
Kse0 + gf (θs) = 0 (3.4)
where e0 is the static deflection for a given steady-state joint position θs and τ0 is the
constant torque that balances gravity.
Let us consider δe = e − e0 and δτ = τ − τ0 as the deviations of e and τ from their
respective static values. After subtracting (3.3) from (3.1) and (3.4) from (3.2), the
following linearised model is obtained:[
Mrr Mrf
Mrf
> Mff
]
︸ ︷︷ ︸
M
[
θ¨
δ¨e
]
+
[
0 0
0 Ks
]
︸ ︷︷ ︸
K
[
θ
δe
]
=
[
I
0
]
︸︷︷︸
U
δτ (3.5)
As shown in section 2.1.2, the lower part of (3.5) can be seen as the dominant equation
for the vibrational behaviour. It can be extracted from system (3.5) and expressed as the
following state-space model:[
δ˙e
δ¨e
]
=
[
0 I
−Mff−1Ks 0
][
δe
δ˙e
]
+
[
0
−Mff−1Mrf>
]
θ¨ (3.6)
Equation (3.6) fully describes the vibrational dynamics of the considered arm. One could
also decide to include δτ in this model by replacing θ¨ in the lower part of (3.5) with its
expression in the upper part. As further explained below, this choice is mainly motivated
by the ease of measuring θ¨ as the model input rather than δτ . With this model, an
observer of the deflection deviation δe can be built provided that a measurement equation
is added to (3.6). In the present case, the measurement is made using visual data taken
from feature points of the static environment projected in the image plane.
The velocity ξ˙ of these 2D features can be related to the velocity vc of the eye-in-hand-
mounted camera using the interaction matrix (see section 2.3.1):
ξ˙ =
∂ξ
∂pc
vc = Lξvc (3.7)
An online estimator of Lξ will be described in section 3.1.6. The velocity of the tip camera
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vc depends on the rigid motion θ˙ and the elastic motion e˙ of the arm:
vc =
∂pc
∂θ
θ˙ +
∂pc
∂e
e˙ = Jθθ˙ + Jee˙ (3.8)
From (3.7) and (3.8), one can deduce the following:
ξ˙ = LξJθθ˙ +LξJee˙ (3.9)
where Jθ and Je refer to the Jacobian matrices of the end-point with respect to the
articular positions and the deflection variables, respectively.
Following the developments in [62], let us consider that the velocity ξ˙ of the features can
be split in a low dynamics component ξ˙low and a high dynamics component ξ˙high. It is
plausible to assume that ξ˙low mainly results from the articular movement, whereas ξ˙high
mainly results from the vibration. Therefore, by considering the linear approximation of
ξhigh for a deflection e around e0:
ξhigh ≈ ξhigh,0 +LξJe (e− e0) (3.10)
which can be written according to the state vector of (3.6):
δξhigh ≈
[
LξJe 0
] [δe
δ˙e
]
(3.11)
Consequently, the process to be estimated can be expressed as the following continuous
state-space model:
x˙1(t) = A1x1(t) +B1θ¨ +w1(t) (3.12)
z1(t) = C1x1(t) + v1(t) (3.13)
where x1 =
[
δe δ˙e
]>
and z1 = δξhigh. w1 and v1 are the usual white Gaussian noises,
with the respective covariances Q1 and R1. The matrices A1, B1 and C1 are defined by:
A1 =
[
0 I
−Mff−1Ks 0
]
B1 =
[
0
−Mff−1Mrf>
]
C1 =
[
LξJe 0
]
3.1.2 Incorporation of the acceleration estimation
The robust vibration estimation algorithm described throughout this section is based on
the dynamic model (3.12); therefore, it assumes that the joints’ accelerations θ¨ are known
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exactly. As is commonly the case in robotics, only the joint positions θ are available from
optical encoders and the joint velocities θ˙ and accelerations θ¨ must be estimated from
these discrete-time quantised signals. The classic Euler approximation combined with
low-pass filtering can be considered, but it yields poor results at high sampling rates.
Moreover, such filtering often excessively smoothes the measurement of transient dynam-
ics that stimulate the flexible arm but cannot be considered in the vibration estimator.
Consequently, stochastic methods are preferred to deterministic ones in order to reduce
the variances while reconstructing the accelerations. A more sophisticated method to
estimate the velocities is to use an optimised Kalman filter for the following continuous
model [371]:
x˙2(t) = A2x2(t) + Γ2w2(t) (3.14)
z2(t) = C2x2(t) + v2(t) (3.15)
where x2 =
[
θ θ˙ θ¨
]>
. The white, zero-mean Gaussian noise w2(t) is a surrogate for
the jerk θ[3], which must be considered as a wide-band signal for better reconstruction.
Its covariance Q2 may be regarded as a filtre parameter to be adjusted. v2(t) represents
the quantisation error, which is assumed to be white, zero-mean, and of constant variance
R2. The matrices A2, C2 and Γ2 are defined by the following equations:
A2 =
0 I 00 0 I
0 0 0
 C2 = [I 0 0] Γ2 =
00
I

Therefore, systems (3.12–3.13) and (3.14–3.15) can be merged by incorporating the joint
position, velocity and acceleration as part of the state and reconstructing the latter from
the encoder measurement:
x˙(t) = Ax(t) +w(t) (3.16)
z(t) = Cx(t) + v(t) (3.17)
where x =
[
θ θ˙ θ¨ δe δ˙e
]>
, z =
[
θmeas δξhigh
]>
, w(t) and v(t) are zero-mean
white Gaussian noises whose covariances are Q and R, respectively:
Q =
[
Γ2Q2 Γ2
> 0
0 Q1
]
R =
[
R2 0
0 R1
]
The matrices A and C are defined by the following equations:
A =
 A2 0(3n×2m)
0(2m×2n) B1 A1
 C =
 C2 0(n×2m)
0(1×3n) C1

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In order to verify the state observability of the system (3.16–3.17), let us calculate the
observability matrix O ∈ R(n+r)(3n+2m)×(3n+2m) defined by:
O =

C
CA
CA2
...
CA3n+2m−1
 =

I 0 0 0 0
0 0 0 LξJe 0
0 I 0 0 0
0 0 0 0 LξJe
0 0 I 0 0
...
...
...
...
...

(3.18)
The rank of O is the size of the largest collection of linearly independent columns or
rows. From its first 3n + 2r rows, it is clear that O is of rank 3n + 2m if and only
if LξJe has full rank m. As stated in section 2.3.2, only three points are necessary to
control a six-DOF manipulator. However, in this case, there will exist configurations for
which Lξ is singular. For this reason, more than three points are usually considered.
Consequently, if the r visual features are chosen so LξJe has full rank (m ≤ 6), then O
has full rank (3n+ 2m) and the given system is completely state-observable. From here,
a linear state observer can be designed using a discrete steady-state Kalman filter whose
gains are optimised for the above assumed noises.
3.1.3 Incorporation of delayed measurements in the Kalman filter
Let us consider that the linear discrete system derived from the continuous system (3.16–
3.17) is observed by non-delayed measurements where the process and measurements are
both influenced by additive Gaussian noises:
xk+1 = Akxk +wk (3.19)
zk = Ckxk + vk (3.20)
where the noise vk and wk are independent (respective constant variances R and Q). Ak
is assumed to be invariant (Ak = A).
The optimal state estimator minimising the variance of the estimation error will then be
a Kalman filter:
xˆ−k = Axˆ
+
k−1 (3.21)
P−k = AP
+
k−1A
> +Q (3.22)
Kk = P
−
k Ck
>[CkP
−
k Ck
> +R]−1 (3.23)
xˆ+k = xˆ
−
k +Kk[zk −Ckxˆ−k ] (3.24)
P+k = [I −KkCk]P−k (3.25)
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Compared to other kinds of sensors used in robotics, vision devices have the disadvantage
of a long processing time. This leads not only to delayed measurements but also to
potentially low update rates. In this work, the visual data measurement δξhigh is delayed
by about one sample and is updated approximately every 60–70 ms (sometimes 100 ms)
depending on the load of the supervisor computer that runs a non-real-time operating
system (OS). On the other hand, the estimation of δe is expected to be performed at the
servo rate, i.e. every 10 ms.
To overcome these two issues, the method described in [372] should be followed and the
results should be extended using the following proposals. A two-timescale Kalman filter
composed of four blocks is considered (see Fig. 3.3).
• Block #1: the time update equations (3.21) and (3.22) are executed at the servo
rate; these estimate the state variables as quickly as needed to achieve a stable and
accurate control.
• Block #2: the measurement update equations (3.23), (3.24) and (3.25) correspond-
ing to the optical encoder measurement are also executed at the servo rate; these
correct the state estimation regarding the measured articular position.
• Block #3: an adaptable delay compensator [forthcoming equation (3.27)] extrapo-
lates the measured visual data to the present time using past and present estimates.
• Block #4: the camera measurement update equations [forthcoming equations (3.28),
(3.29) and (3.30)] are executed at the visual data refresh rate; these refine the state
estimation regarding the measured image features displacement.
Servo rate:  1{10ms (fixed)
Visual data
refresh rate:
60{70ms 
(varying)
Block #1:
Time update equations
Block #2:
Encoder measurements 
update equations
Block #4:
Camera measurements 
update equations
Block #3:
Flexible-size delay 
compensator
zextrap
xa posteriori
z
xa priori^
^
Figure 3.3: Modified Kalman filter
An important point to be noted is that the time update equations, which are intrinsically
stable, never stop predicting the state vector. As a result, this method is robust against
practical limitations, such as a limited field of view, partial occlusions or camera failure.
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In order to avoid phase-lag between the real state and the estimated state, it is necessary
to consider the delay due to the visual features’ processing time. To that end, one can
use a delay compensator that extrapolates the measured output to the present time using
past and present estimates. The delay is assumed constant in [62], which is quite limiting.
When the visual data processing application runs on a non-real-time OS, the delay can
vary significantly and it is almost impossible to predict if previous measurements are fused
in this delay period. Therefore, the method proposed by [62] has been adapted in order
to obtain a variable delay compensator.
Let us consider that the output corresponding to the visual data in system (3.19–3.20) is
delayed by an indeterminate number of samples ∆N . The new output equation is:
z∗k = C
∗
sxs + vk
∗ (3.26)
where the covariance of v∗k is R
∗ and s = k−∆N . This delayed measurement cannot be
fused using the regular Kalman filter equations (3.21–3.25), but it requires some modifica-
tions in the structure of the filter. If the measurement z∗k is delayed by ∆N samples and
fused at time k, the data update should reflect the fact that the ∆N data updates from
time s to k. Therefore, the state and covariance estimates have all been affected by the
delay. A new optimal Kalman gain is computed in order to minimise the variance of the
estimation error that is also affected by the delay. The measurement update equations of
this modified discrete-time Kalman filter can then be written:
zextk = z
∗
k +C
∗
kxˆk −C∗s xˆs (3.27)
Kk = M∗PsC∗s
>[C∗sPsC
∗
s
> +R∗]−1 (3.28)
xˆ+k = xˆ
−
k +Kk[z
ext
k −Ckxˆ−k ] (3.29)
P+k = P
−
k −KkC∗sPsM∗> (3.30)
where:
M∗ =

I if ∆N = 0
∆N−1∏
i=0
(
I −K′k−iCk−i
)
A if ∆N > 0
(3.31)
The prime on K ′ means that these Kalman gain matrices have been calculated using a
covariance matrix updated at time s with the covariance of the delayed measurement.
This method guarantees all time-optimality and limits the computational burden, in con-
trast to other approaches [373]. From a practical point of view, it should be noted that
the measurement equations of blocks #2 and #4 can be merged and executed together
when the visual data is updated.
In this section, a dynamical model of the arm’s vibrational behaviour has been established.
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Its output is the reconstructed measurement of the tip deflection to be controlled. The
model inputs are the measurements of the joint angle and the environmental fast move-
ment seen by the camera. The following subsection will explain how this measurement is
derived from the camera images.
3.1.4 Tracking features from the environment
In order to evaluate the velocity of the environment in camera-base coordinates and there-
fore deduce the velocity of the camera in the static environment coordinate system, the
KLT feature-tracking algorithm has been implemented. It is assumed that no a priori
knowledge on the environment is available and that no markers have been placed in this
environment.
As the manipulator and its tip-mounted camera move, the patterns of image intensities
change in a complex way. This image motion can be represented by an affine motion field
δξ = Dξ + d where D is a deformation matrix and d is the translation of the window’s
centre. The tracking goal is to select a pool of features and determine the parameters
that appear in the deformation matrix D and the displacement vector d.
Feature selection in image processing usually deals with extracting attributes resulting
in some quantitative information of interest. An appropriate feature is a textured patch
with high-intensity variations in both x and y directions, e.g. a corner or an edge. The
particularity of the KLT algorithm (see section 2.3.4) lies in the fact that it is designed to
select features that are more than traditional “interest” measures, which are often based
on a preconceived and arbitrary idea of what a suitable feature is; therefore, the features
are not guaranteed to be the most reliable for the tracking algorithm. On the contrary,
the selection criterion of the KLT tracker is defined suitably with the tracking method;
consequently, it selects the features that make the tracker work best. As a result, the
selection criterion is optimal by construction and makes KLT trackers extremely robust.
When tracking the selected features through a sequence of images, the algorithm defines
a measure of dissimilarity that quantifies each feature’s change in appearance between
the first and the current image. If it has changed too much, it is discarded (see Fig. 3.4).
When features are lost, the proposed algorithm replaces them by finding new features
in the next image in order to keep a constant pool of features. To ensure that the
newly detected features do not correspond to already detected features, a mask image
containing the current pool of tracked features is built; new features that match this
mask are filtered out. To avoid optical distortion, features in the image borders are also
discarded. Last, a minimum distance between the extracted features is set to secure a
representative estimation of the environment displacement (to be discussed in section
3.1.5).
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Affine consistency check
Translational
model of motion
Figure 3.4: Tracking method
As shown in Fig. 3.5, the spatial distribution of the tracked features tends to be relatively
regular due to the above-mentioned minimum distance between them. In addition, the
selected features are concentrated in the centre of the image.
(a) (b)
Figure 3.5: Examples of tracked features in an unknown and “untrimmed” environment (close-
ups of the JET ITER-like wall)
Thanks to this KLT algorithm, visual features are tracked from one image to the other.
A set of 2 × r coordinates corresponding to the r tracked features is obtained for each
image.
3.1.5 Robust estimation of feature displacement
As stated in section 3.1.1, the quality of the vibration reconstruction is based on the
accuracy of the environment displacement measurement. Indeed, because of the feature
extraction noise, outliers can corrupt the state observer and the Lξ estimator. Robust
statistics is employed to minimise the influence of these outliers. This makes it possible to
recover the structure that best fits the majority of the data while identifying and rejecting
deviating substructures.
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M-estimators can be considered a more general form of maximum likelihood estimators
(MLE) because they permit the use of different minimisation functions that do not nec-
essarily correspond to normally distributed data. This class of estimators can be written
as:
δˆξ = argmin
δξ
[
r∑
i=1
Λ(δXi, δξ)
]
(3.32)
where Λ is an influence function (Huber’s, Cauchy’s, etc.). Tukey’s influence function has
been chosen to obtain a proper estimation of the environment displacement in the image:
Λ(χ) =
{
1
6
[1− (1− χ2)3] if |χ| ≤ 1
1
6
if |χ| > 1 (3.33)
where χ = δX−δξ
h×MAD . MAD represents the median absolute deviation estimator and h is
a tuning parameter that adjusts the asymptotic efficiency of the obtained M-estimator.
This influence function completely rejects outliers by giving them a zero weight. This
prevents detected outliers from having any effect on δˆξhigh, which is particularly suitable
for this work. The output of the above-described M-estimator is δˆξ, which can be filtered
and used as one of the two inputs of the Kalman filter described in sections 3.1.1, 3.1.2
and 3.1.3.
3.1.6 Online interaction matrix estimator
The vibration estimator built in section 3.1.1 assumes that the velocity of the tip camera
can be related to the velocity of the image features through the interaction matrix.
As mentioned in section 2.3.1, analytically determining this matrix is not simple. The
camera’s intrinsic parameters (focal distance, image centre coordinates, aspect ratio, dis-
tortion coefficients) and the depth estimation (translations and rotations between the
camera and the features) must be considered.
Several online interaction matrix estimators have been proposed to deal with changing
or unknown environments (see section 2.3.2). In these methods, the matrix is estimated
recursively by simply observing the process without using any a priori model or introducing
any extra calibration movements.
The estimation of the interaction matrix using the Broyden method [374] is an underde-
termined problem. A family of solutions can be chosen as Broyden updating formulas.
Among this infinite number of solutions, [334] proposes an estimator that can be formu-
lated as:
Lˆξ,t − Lˆξ,t−dt = (δξlow,t − Lˆξ,t−dt∆θt) ∆θt
> WtJ
+
θ
%+ ∆θt
> Wt ∆θt
(3.34)
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where ∆θt = θt − θt−dt. W (t) and %(0 ≤ % ≤ 1) denote a full-rank weighting matrix
and a forgetting factor, respectively. Its goal is not to estimate the true parameters of Lξ
but to provide an estimation Lˆξ that satisfies the following relation at any time:
ξ˙low = LˆξJθθ˙ (3.35)
For this reason, the estimated parameters do not necessarily converge with the true phys-
ical values.
Nevertheless, the estimation algorithm would display improved stability if it considered
data over a period of time instead of just the previous iteration. To that end, “population-
based” methods [375] have been introduced for calibrating a linear model based on several
previous iterates. This can be easily accomplished using a recursive least squares (RLS)
algorithm with exponential data weighting that minimises a cost function based on the
change in the affine model. This is achieved by adopting the covariance matrix P (t− dt)
as the weighting matrix W (t):
Lˆξ,t = Lˆξ,t−dt +
(∆ξlow,t − Lˆξ,t−dt∆θt) ∆θt> Pt−dtJ+θ
%+ ∆θt
> Pt−dt ∆θt
(3.36)
Here, P (t) denotes a covariance matrix:
Pt =
1
%
(
Pt−dt − Pt−dt ∆θt ∆θt
> Pt−dt
%+ ∆θt
> Pt−dt ∆θt
)
(3.37)
As shown previously, the behaviour of this method depends on the forgetting parameter %,
which can be tuned from 0 to 1 and ponders previous movements. % compromises between
information provided by old data from previous movements and new data that is possibly
corrupted by noise. This kind of RLS algorithm has a memory approximately equal to
1
1−% . Strictly speaking, the proposed estimator is valid only when Lξ is time-invariant, but
the proposed forgetting factor % makes this method valid when the system moves slowly.
In [376], a novel approach for uncalibrated visual servoing was presented. This approach
uses an RLS algorithm with a modified stabilising term in (3.37) only, which depends
linearly on Pt−dt.
Surprisingly, no previous work has proposed adopting an adaptive forgetting factor in
(3.36) and (3.37). Therefore, a memory term %(θ˙) that self-adjusts—exactly as a gain-
scheduling technique would do in control theory—depending on the range of camera mo-
tion should be considered and set as follows:
• If the camera does not move (Jθθ˙ ' 0), % is set at 1. The new information is
averaged with all past data, and the system is not very sensitive and is very stable.
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• If the camera moves fast (Jθθ˙  0), % is set close to 0. The system only becomes
sensitive to observed data.
• Between these two extreme cases, % varies linearly between 1 and 0. The old data are
weighed less and less, and the estimator tracks the time-varying interaction matrix.
This method performs a robust estimation of the image interaction matrix with a quite low
sensitivity to noise and a relatively high repeatability. This adaptive algorithm demon-
strates high stability and improves sensibility to sudden camera movements compared to
classic fixed-parameters, Broyden-based methods.
3.1.7 Controller design
The control problem is to determine the torque vector δτ such that the joint rotation
vector θ tracks the desired trajectory θd with a suitable accuracy while δe converges to
zero as quickly as possible. For this reason, each joint can be regarded as a single-input
multiple-output (SIMO) system. A common approach in the control of such systems
involves the design of LQR controllers. To that end, the linear state-space representation
of the entire flexible arm, including rigid and flexible modes, is used. The following can
be deduced from (3.5):
x˙(t) =
[
0 I
−M−1K 0
]
︸ ︷︷ ︸
Ac
x(t) +
[
0
−M−1U
]
︸ ︷︷ ︸
Bc
δτ (t) (3.38)
yc(t) =
[
I 0 0 0
]
︸ ︷︷ ︸
Cc
x(t) (3.39)
with x = [θ δe θ˙ δ˙e]>.
In order to verify the state controllability of the system (3.38–3.39), let us calculate the
controllability matrix C ∈ R(2n+2m)×n(2n+2m) defined by:
C =
[
Bc AcBc Ac
2Bc . . . Ac
2n+2m−1Bc
]
=
[
0 −M−1U . . . −(−M−1K)n+m−1M−1U
−M−1U 0 . . . 0
]
(3.40)
The rank of C is the size of the largest collection of linearly independent columns or rows.
It is clear that rank(Bc) = rank(AcBc) = n. As far as the other columns of C are
concerned, two cases are to be considered:
• if n ≥ m, then rank(Ac2Bc) = rank(Ac3Bc) = m; consequently, one obtains
rank(C) = rank([Bc AcBc Ac2Bc Ac3Bc]) = 2n+ 2m; and
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• if n < m, then rank(AckBc) = n for k ∈ [2, 2n+2m−1]; since n(2n+2m)−2n ≥ 2m
for all positive integers n and m, one obtains rank(C) = 2n+ 2m.
Consequently, C has full rank (2n+ 2m) and the pair (Ac, Bc) is controllable.
LQR techniques involve choosing a control law δτ = L1yc −L2x that stabilises the con-
trolled output vector yc to its desired values yd = θd while minimising the quadratic cost
function:
J =
∫ ∞
0
(
X(t)>QLQRX(t) + δτ (t)>RLQRδτ (t)
)
dt (3.41)
where the penalty matrices QLQR and RLQR are symmetric, positive, semidefinite and
symmetric, positive, definite matrices, respectively. The optimisation horizon for the
summation is the stopping time step for the cost function.
Due to the coupled dynamics of the arm, the control of the low-dynamic rigid motion
subsystem will be made much easier if the fast-dynamic elastic vibration subsystem is
controlled as quickly as possible. Consequently, the component of QLQR related to δe
(and δe˙) must be chosen to be large in comparison with those related to θ (and θ˙).
Finding L1 and L2 that minimise J involves solving the following Riccati equation [377]:
Y Ac +Ac
>Y − Y BcRLQR−1Bc>Y +QLQR = 0 (3.42)
where Y is the 2(n+m)× 2(n+m) matrix to be determined.
Finally, the feed-forward and feedback matrices L1 and L2 can be set as follows:
L2 = RLQR
−1Bc>Y (3.43)
L1 =
(
Cc(Ac −BcL2)−1Bc
)−1
(3.44)
Fig. 3.6 illustrates the entire control scheme, including the vibration estimator and the
LQR controller.
3.2 Advanced model of a rotating bending beam
An all-in-one method was proposed in the previous section to solve the problem of vi-
bration suppression using visual features without any markers or a priori knowledge of
the environment. The tip displacement induced by vibrations is estimated by exploiting
a simple physical model of the manipulator. Using a camera mounted in an eye-in-hand
configuration, this model is readjusted using direct measurement of the tip oscillations
with respect to the static environment. Since the joint torque is the only available input
to make the arm follow the desired trajectory while the tip deflection converges to zero,
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Figure 3.6: Diagram of the control scheme
a LQR has been chosen to address the control problem.
When a vibration occurs, sudden transient articular accelerations are applied to the system
to damp the oscillations. However, if the proposed method yields globally satisfactory
results (see section 4.2), one unforeseen effect of such a control is the impact on the beam
behaviour of previously neglected inertia terms.
The primary objective in this section, which builds on the results of [64], is to remedy that
problem by considering these additional terms in the derivation of the dynamic model of
the manipulator. This change should make the overall scheme more efficient by decreasing
the prediction error.
A considerable amount of theoretical and experimental research has been carried out over
the last decade on obtaining exact multimode dynamic models for flexible-link manipu-
lators (see section 2.1.2). Their derivation through energetic considerations often yields
a set of non-linear equations that are accurate but not implementable easily in real-time
applications. Consequently, this section endeavours to obtain a computationally light
model without making any detrimental compromises to its accuracy. Manufacturers now
provide industrial viewing systems that can achieve framerates up to 250fps. Even by nar-
rowly respecting the Nyquist–Shannon sampling theorem [378], the vision-based method
described previously would allow observation of up to three or four modes within the
0–100 Hz range.
The following sections are organised as follows. Section 3.2.1 derives the equation of
motion and boundary conditions of a loaded, flexible beam rotating freely in a vertical
plane. The beam’s natural frequencies and mode shapes are obtained in section 3.2.2.
Section 3.2.3 demonstrates the orthogonality of the mode shapes. Next, 3.2.4 establishes
the dynamic response of the rotating flexible beam using the eigenfunction expansion
method. In section 3.2.5, the state observer obtained in section 3.1.3 is modified in order
to consider this new model.
3. Developments: vibration control using visual features from the environment 127
3.2.1 Equation of motion and boundary conditions
Due to its slender design, the link is modelled by a homogeneous and isotropic rotating
beam of length L. Its density and Young’s modulus are denoted ρ and E, respectively.
Its moment of inertia I and cross-section S are constant. The beam is free to rotate in a
vertical plane and bends longitudinally; however, it is considered stiff in lateral bending
and in torsion. In addition, the beam is subjected to its own weight and a tip load is
attached to its free end. It is assumed to be rigidly attached to a rotating frame subjected
to an external torque τ (t).
One could choose to include τ as an external force acting on the system. Instead, it is
considered that τ only affects the rotating rigid frame while the beam is only subjected
to gravity and inertia forces. This choice, already made in section 3.1.1, is particularly
relevant when it is easier to measure θ¨ as the model input rather than τ .
As in section 2.1.2, v(t) is the transverse displacement away from the straight, undeflected
position. In this section, τ , θ¨ and all the other link or joint variables are one-dimensional.
Therefore, normal fonts are adopted instead of bold fonts for these variables for ease of
reading.
From Euler-Bernoulli formalism, the governing differential equation of the beam motion
is given by:
EIv′′′′(x, t) + ρSv¨(x, t) + ρSxθ¨(t) + ρSg cos θ = 0 (3.45)
where “ ′ ” represents the derivative operator regarding space and “ ˙ ” represents the
derivative operator regarding time.
Without a loss of generality, this differential equation can be expressed around a given
steady-state position. Such an equilibrium is characterised by the following equation:
EIv′′′′0 (x) + ρSg cos θ = 0 (3.46)
where v0(x) represents the static deflection along x for a given joint position θ. The
well-known analytic expression of v0(x) is given by:
v0(x) = −Mpg cos θx
2
6EI
(3L− x)− ρSg cos θx
2
24EI
(x2 + 6L2 − 4Lx) (3.47)
Let us consider δv(x, t) = v(x, t)− v0(x) as the deviation of v from its static value. Sub-
tracting (3.46) from (3.45) provides the following simpler equation, in which the gravity
term no longer appears:
EIδv′′′′(x, t) + ρSδ¨v(x, t) + ρSxδ¨θ(t) = 0 (3.48)
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The initial conditions of the problem can be deduced from the static case:
δv(x, 0) = v(x, 0)− v0(x) = 0 (3.49a)
δ˙v(x, 0) = 0 (3.49b)
δ¨v(x, 0) = 0 (3.49c)
The boundary conditions to be satisfied by v(x, t) in the dynamic case are mainly the same
as those to be satisfied by v0(x) in the static case. Consequently, most of the boundary
conditions regarding δv(x, t) are null except the last one, which includes inertia terms:
δv(0, t) = 0 (3.50a)
δv′(0, t) = 0 (3.50b)
δv′′(L, t) = 0 (3.50c)
EIδv′′′(L, t) = Mp
(
δ¨v(L, t) + Lδ¨θ(t)
)
(3.50d)
Since condition (3.50d) is non-homogeneous, a new variable w(x, t) is introduced and
defined as follows:
w(x, t) = δv(x, t) +
(
2x2
L
− 4x
3
3L2
+
x4
3L3
)
︸ ︷︷ ︸
g(x)
δθ (3.51)
where g(x) is chosen so that g(0) = 0, g(L) = L, g′(0) = 0, g′′(L) = 0 and g′′′(L) = 0.
This change of variable yields an homogeneous system of boundary conditions:
w(0, t) = δv(0, t) = 0 (3.52a)
w′(0, t) = δv′(0, t) = 0 (3.52b)
w′′(L, t) = δv′′(L, t) = 0 (3.52c)
EIw′′′(L, t) = Mpw¨(L, t) (3.52d)
The new differential equation of motion is given by:
EIw′′′′(x, t) + ρSw¨(x, t) = f(x, t) (3.53)
with
f(x, t) =
8EI
L3
δθ(t) + ρS(g(x)− x)δ¨θ(t) (3.54)
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The initial conditions for this new problem are then:
w(x, 0) = g(x)δθ0 (3.55a)
w˙(x, 0) = g(x) ˙δθ0 = 0 (3.55b)
w¨(x, 0) = g(x) ¨δθ0 = 0 (3.55c)
if one assumes that the beam is initially stationary.
The equation of motion, boundary conditions and initial conditions form an initial-
boundary-value problem that can be solved using separation of variables and eigenfunction
expansion.
3.2.2 Natural frequencies and mode shapes
Let us consider the homogeneous problem by setting f(x, t) = 0 in order to obtain the
natural frequencies and the eigenfunctions. By splitting w(x, t) into two functions such
that w(x, t) = W (x)η(t), the equation of motion (3.53) can be separated into two ordinary
differential equations:
W ′′′′(x)− k4W (x) = 0 (3.56)
η¨(t) + ω2η(t) = 0 (3.57)
k is related to the angular frequency ω by the dispersion relation:
k4 =
ρS
EI
ω2 (3.58)
which can be re-written into the expression of ω by introducing the dimensionless param-
eter λ:
ω =
√
EI
ρS
λ2
L2
(3.59)
Equation (3.59) clearly shows that the natural frequencies in this model are the result of
the competition between inertia forces and spring forces. The natural frequencies combine
two terms:
•
√
E
ρ
, which characterises the intrinsic properties of the material (elasticity E, density
ρ), and can be seen as the speed of sound in the beam; and
• 1
L2
√
I
S
, which characterises the geometry of the structure (length L, section S, inertia
I).
The general solutions of (3.56) and (3.57) can be written using the following equations,
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respectively:
W (x) = a1 sin(kx) + a2 cos(kx) + a3 sinh(kx) + a4 cosh(kx) (3.60)
η(t) = b1 cos(ωt) + b2 sin(ωt) (3.61)
where a1, a2, a3, a4, b1 and b2 are constant coefficients.
Note that the boundary conditions can be expressed only in terms of the spatial function
W (x):
W (0) = 0 (3.62a)
W ′(0) = 0 (3.62b)
W ′′(L) = 0 (3.62c)
W ′′′(L) +
Mpk
4
ρS
W (L) = 0 (3.62d)
Considering that (3.60) must satisfy this set of boundary conditions, a linear system of
four equations is obtained:
0 1 0 1
1 0 1 0
− sin(kL) − cos(kL) sh(kL) ch(kL)
F41 F42 F43 F44


a1
a2
a3
a4
 = {0}4×1 (3.63)
with
F41 = − cos(kL) + Mpk
ρS
sin(kL)
F42 = sin(kL) +
Mpk
ρS
cos(kL)
F43 = ch(kL) +
Mpk
ρS
sh(kL)
F44 = sh(kL) +
Mpk
ρS
ch(kL)
The determinant of the above matrix must be null to avoid the trivial solution {0}4×1 for
the coefficients to identify. The equation obtained by setting this determinant to 0 is the
frequency equation:
1 + cos(kL)ch(kL) +
Mpk
ρS
(cos(kL)sh(kL)− sin(kL)ch(kL)) = 0 (3.64)
which can only be solved for a discrete set of λi = kiL. This infinite number of roots
are dimensionless wave numbers, which can be translated into natural frequencies using
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(3.59):
ωi =
√
EI
ρS
λ2i
L2
(3.65)
The frequency equation (3.64) includes the ratio between the tip payload and the beam’s
own weight. Therefore, this relation could be simplified regarding the specific conditions
of the achieved task.
The corresponding spatial solutions Wi(x) are called eigenfunctions or mode shapes. Up to
this point, the coefficients a1, a2, a3 and a4 are unique up to a multiplicative constant. This
remaining constant is usually determined by normalising the mode shapes for convenience
(see section 3.2.3).
By solving system (3.63) and keeping a1 as the multiplicative constant, (3.60) becomes:
Wi(x) = a1
(
sin(kix)− sinh(kix)
)
− a1 si + shi
ci + chi
(
cos(kix)− cosh(kix)
)
(3.66)
where ci, si, chi and shi correspond to the constants cos(kiL), sin(kiL), cosh(kiL) and
sinh(kiL), respectively. Wi denotes the i
th eigenfunction, which corresponds to the natural
frequency ωi. Since a1 is an arbitrary constant, let us choose it so Wi can be written
Wi = Ai · Yi where Yi(0) = 0 and Yi(L) = 1. This leads to the following:
a1 = Ai1
2
ci + chi
schi − cshi (3.67)
where schi and cchi denote the constants sin(kiL) ch(kiL) and cos(kiL) ch(kiL), respec-
tively.
Therefore, (3.66) becomes the following:
Wi(x) = Ai · Yi(x) (3.68)
with
Yi(x) =
1
2
ci + chi
schi − cshi
(
sin(kix)−sinh(kix)
)
−1
2
si + shi
schi − cshi
(
cos(kix)−cosh(kix)
)
(3.69)
3.2.3 Orthogonality conditions
In order to obtain the forced response of the beam, the eigenfunction expansion method is
used. Therefore, the orthogonality conditions of the eigenfunctions must be established.
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The spatial equation of the homogeneous problem (3.56) can be written using the operator
formalism:
K(Wi) = ω2iM(Wi) (3.70)
where the operators K and M are expressed by:
K(Wi) = EI d
4Wi
dx4
(3.71)
M(Wi) = ρSWi (3.72)
K and M are self-adjoint (with corresponding boundary conditions) if:∫ L
0
[
W>i K(Wj)−W>j K(Wi)
]
dx = 0 (3.73)
∫ L
0
[
W>i M(Wj)−W>j M(Wi)
]
dx = 0 (3.74)
Note that condition (3.74) is automatically satisfied. Using (3.70), (3.73) can be written
as:
(ω2j − ω2i )
∫ L
0
W>i M(Wj)dx = 0 (3.75)
Since ω2j 6= ω2i for j 6= i, the integral part of the above equation must be zero:∫ L
0
W>i M(Wj)dx = 0 for j 6= i (3.76)
This is the orthogonality condition for the eigenfunctions. When j = i, the eigenfunctions
can be normalised by setting the integral equal to 1:∫ L
0
W>i M(Wi)dx = 1 for i = 1, 2, 3... (3.77)
Combining (3.75) and (3.76) leads to the following:∫ L
0
W>i M(Wj)dx = δij (3.78)
where δij is the Kronecker delta.
Choosing Ai so ||Wi|| =
∫ L
0
W>i M(Wi)dx = 1 leads to the following:
A2i =
4k (cshi − schi)2 /ρS
3 (1 + cchi) (cshi − schi) + kL (si + shi)2
(3.79)
Finally, by substituting the expression for the operator K into (3.70) and integrating by
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parts twice, the boundary conditions satisfy the following relation:[
WiW
′′′
j −WjW ′′′i
]L
0
+
[
W ′jW
′′
i −W ′iW ′′j
]L
0
= 0 (3.80)
Therefore, in the boundary-value problem considered, K andM are self-adjoint operators
and the eigenfunctions Wi are orthogonal to each other and define an orthonormal base
of functions.
3.2.4 Dynamic response
The eigenfunction expansion method assumes that the solutions of equation (3.53) w(x, t)
and the forcing function f(x, t) can both be represented as a summation of eigenfunctions
(the spatial solution to the homogeneous problem) multiplied by functions of time that
are still to be determined:
w(x, t) =
∞∑
i=1
ηi(t)Wi(x) (3.81)
f(x, t) =
∞∑
i=1
fi(t)M(Wi(x)) (3.82)
Although the functions Wi(x) are already known, the time-dependent functions ηi(t) must
be found before solving the dynamic problem. The expressions for ηi(t) can be obtained
by applying the operator M to (3.81), multiplying it by W>j and integrating over the
domain (0 ≤ x ≤ L):∫ L
0
W>j M(w(x, t))dx =
∞∑
i=1
ηi
∫ L
0
W>j M(Wi)dx (3.83)
Simplifications can be made using the orthonormality conditions given in (3.78):
ηi(t) =
∫ L
0
W>j M(w(x, t))dx (3.84)
Similarly, fi(t) can be found by multiplying (3.82) by W
>
j and integrating over the domain
(0 ≤ x ≤ L):
fi(t) =
∫ L
0
W>j f(x, t)dx (3.85)
Developing f(x, t) leads to the following:
fi(t) = fi(δθ(t), δ¨θ(t)) = αiδθ(t) + βiδ¨θ(t) (3.86)
with
αi =
∫ L
0
8EI
L3
Widx =
8EIAi
kL3
(1 + cchi − ci − chi)
(shci − schi) (3.87)
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βi =
∫ L
0
ρS (g(x)− x)Widx
=
ρSAi
k5L3
8 (1 + cchi − ci − chi) + k3L3 (si + shi)
(shci − schi)
(3.88)
Substituting the assumed solution (3.81) and the forcing function (3.82) into the equations
of motion (3.53) leads to the following:
∞∑
i=1
d2ηi(t)
dt2
M(Wi(x)) +
∞∑
i=1
ηi(t)K(Wi(x)) =
∞∑
i=1
fi(t)M(Wi(x)) (3.89)
Then, using (3.70), multiplying by W>j (x) and integrating over the domain (0 ≤ x ≤ L)
results in:
d2ηj(t)
dt2
+ ω2i ηj(t) = Fj(t) (3.90)
The initial conditions ηi(0) and [dηi/dt]t=0 are obtained from the initial conditions regard-
ing w(x, 0) and w˙(x, 0), using (3.55a), (3.55b) and (3.84).
ηi(0) =
∫ L
0
W>i M(w(x, 0))dx
=
8ρSAiδθ0 (1 + cchi − ci − chi)
L3K5 (shci − schi) +
ρSLAiδθ0 (1 + cchi)
K (shci − schi)
(3.91)
η˙i(0) =
∫ L
0
W>i M(w˙(x, 0))dx = 0 (3.92)
Solving (3.90) yields:
ηi(t) =
1
ωi
∫ t
0
fi(τ) sinωi(t− τ)dτ︸ ︷︷ ︸
(fi(t)∗sinωit)
+ηi(0) cosωit+
1
ωi
[
dηi
dt
]
t=0
sinωit (3.93)
Even though this expression is of no practical use, it is interesting to explicate its physical
meaning. ηi(t) is composed of two terms:
• the first term corresponds to the filtered generalised forces around the natural fre-
quency ωi; and
• the second term corresponds to the projection of the initial conditions into the modal
base (cosωit , sinωit).
3.2.5 Modification of the internal model of the Kalman filter
As in [65], let us consider δe as the deviation of the tip deflection from its static values:
δe(t) = δv(L, t) (3.94)
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Using (3.51), (3.68) and (3.81), δe can be re-written as:
δe(t) =
∞∑
i=1
Aiηi(t)− Lδθ (3.95)
Consequently, the process to be estimated can be expressed as the following continuous
state-space model:
x˙(t) = Ax(t) +w(t) (3.96)
z(t) = Cx(t) +w(t) (3.97)
where x =
[
δθ δ˙θ δ¨θ η η˙ δe
]>
and z =
[
δθmeas δξhigh
]>
. w(t) and w(t) are the
usual white and zero-mean Gaussian noises. The matrices A and C are defined by:
A =

0 1 0
0 0 1 03×(2p+1)
0 0 0
0n×(3+p) Ip×p 0p×1
α 0p×1 β −ω2 0p×(p+1)
0 −L 0 01×p A 0

C =
 1 01×(2p+3)
01×(2p+3) LξJe

In these matrices p is the number of modes to control. −ω2 represents a p × p diagonal
matrix whose diagonal entries are the −ω2i given by (3.65), A is the 1 × p vector whose
components are the Ai given by (3.79), α is the p × 1 vector whose components are the
αi given by (3.87), β is the p× 1 vector whose components are the βi given by (3.88), Lξ
refers to the interaction matrix relating the velocity of the tip camera to the velocity of
the image features and Je refers to the Jacobian matrice of the end-point with respect to
the deflection variable.
3.3 Alternative vibration sensing method based on online
sinusoidal regression
Although the method described in section 3.1 and enhanced in section 3.2 provides suc-
cessful results, it has one main drawback. The Kalman filter used as a vibration estimator
is based on a model whose input can be either the joint acceleration or the applied torque.
Consequently, the control problem remains unsolved if the vibration is not due to the joint
dynamics but to an embedded process or an impact. The camera may perceive a vibra-
tion, whereas the internal input-output model still believes the arm is stationary, which
is highly detrimental to the accuracy of the estimation.
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Following the developments in [67], this section remedies that problem by considering
sinusoidal regression instead of a Kalman filter to predict the current deflection from the
delayed visual data (see Fig. 3.7). In spite of the great versatility of the solutions it
provides, sine regression has not been used extensively to address engineering problems
such as vibration control. Since the only assumption made here is that the vibration has
a sinusoidal shape—which is verified if one only aspires to damp the fundamental—the
proposed method is well-suited for vibrational behaviours of any origin. Two regression
methods are put forward and compared based on their complexity and the results they
yield. To limit the trade-off between suitable tracking capability and the quality of vibra-
tion reconstruction, these algorithms are performed over a variable-length sliding window.
Since the proposed method is no longer based on a physical model of the arm, it is
unnecessary to express this deflection in the 3D world to perform an effective control.
Consequently, it is no more necessary to estimate the interaction matrix as it was in
section 3.1. This greatly simplifies the implementation of the scheme.
Eventually, an estimation of the arm vibration δˆξhigh is obtained in pixel units and is
projected onto an orthogonal basis. Afterwards, and as in section 3.1, this estimation
directly feeds an LQR that makes the end-point follow the desired trajectory using an
inverse Jacobian procedure, while δˆξhigh is brought to zero as quickly as possible.
Estimated vibration
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M-estimator
Online
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regression
Images from the 
unknown environment
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Environment fast
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Figure 3.7: Principle of the modified vibration estimator
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After a general introduction to sinusoidal regression in section 3.3.1, sections 3.3.2 and
3.3.3 present an exact solution and a simplified method to solve the proposed problem,
respectively. Section 3.3.4 describes the principles of the variable-length sliding window
and the change detection mechanism used to automatically adjust its length.
3.3.1 Real-time sinusoidal regression
To obtain a robust prediction of the vibration to be rejected, sinusoidal regression is
performed using the data (ti, yi) received from the feature tracker. The following sinusoidal
function is considered:
f(t) = a+ b sin(ωt) + c cos(ωt) (3.98)
The proposed objective is to determine the values of the parameters a, b, c and ω that
cause this function to best fit the observed data provided by the feature tracker.
Many popular parameter estimation algorithms have been proposed, including blockwise
or recursive least squares (BLS/RLS), instrumental variables, maximum likelihood and
extended Kalman filter. However, to the best of the author’s knowledge, none of these
algorithms seems perfectly adapted to the vibration suppression problem. The desired
algorithm must meet the following requirements:
• it must be an online estimation process;
• it must track time-varying parameters because the amplitude of the oscillation is
likely to change over time;
• it must be extremely reactive to enable the controller to damp an abruptly occurring
vibration as soon as it appears; and
• it must be fitted to prediction purpose due to visual data’s long processing time.
Least-square (LS) regression techniques are preferred to other estimation processes due
to their computational effectiveness and completeness. They provide good results with
relatively moderate data sets. In addition, out-of-date data should be discarded as new
data is collected to facilitate time-varying parameter tracking. This can be achieved
by employing a weighting scheme that decreases the effect of old data exponentially,
e.g. through variable forgetting factors [379, 380]. However, such algorithms generally
provide attractive results in reconstructing signals, but their tracking capability remains
limited because old data are never completely discarded. Sliding windows are useful in
the sense that they explicitly discard old data. Up to this point, any recursive LS method
performed over a fixed-size sliding window is likely to fit most of the requirements above.
Nevertheless, the statistical properties of these algorithms, which represent their main
advantage in some cases, may not be suitable for estimating abrupt changes in parameters.
The objective of the following sections is to present an optimal, suitable parameter esti-
mation algorithm for highly time-varying systems. The basic idea behind achieving this
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objective is to use a sliding window BLS algorithm in which the window length is adjusted
by a signal change detection algorithm. To this end, a new variable-length sliding window
LS scheme has been developed to provide the following:
• reactive parameter tracking during transients to enable quick damping of undesirable
vibrations; and
• high-quality estimation accuracy at the steady state to avoid soliciting the actuator
during endurable minor oscillations.
Consequently, the proposed scheme involves solving a non-linear LS problem online; the
exact solution to this problem will be provided in section 3.3.2. However, accurate RH
operations rely on RH tools’ appropriate force feedback capabilities, and the servo compu-
tational time is generally expected to be within 1 ms for stable and transparent interactions
within the environment. Implementing a robust sinusoidal regression algorithm at such a
high servo rate is far from trivial. Therefore, a much more easily implementable method
is proposed in section 3.3.3.
3.3.2 Exact solution
Since it has been chosen to estimate the set of parameters using LS, the criterion to be
minimised is the sum of the squares of the residuals:
a,b,c,ω =
N∑
i=1
(yi − f(ti))2
=
N∑
i=1
(yi − (a+ b sin(ωti) + c cos(ωti)))2
(3.99)
The best way to solve such a problem is to come down to a linear regression form. To
that end, a differential equation can be used; this equation’s solution is considered the
sinusoidal function:
f(t) = a− 1
ω2
d2f(t)
dt2
(3.100)
The criterion (3.99) yields a linear system where the two unknowns are a and ν = 1/ω2:
a,b,c,ω =
N∑
i=1
(yi − a+ νy′′i )2 (3.101)
Unfortunately, this method is practically ineffective because the computation of the second
derivative y′′i from the data (ti, yi) usually leads to a large deviation. In contrast, the
numerical computing of integrals is far less problematic. Therefore, an integral equation
can be used instead of (3.100):
f(t) = −ω2G(t) + P(t) (3.102)
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where G(t) is the second antiderivative of f(t), such as G′(t) = g(t) = F (t) and F ′(t) =
f(t). P(t) is a second-order polynomial depending on the parameters a, b, c and ω and
the arbitrary constants of integration C1 and C2:
P(t) = 1
2
aω2t2 + C1ω
2t+ a+ C2ω
2 = βt2 + γt+ δ (3.103)
Thus, by posing α = −ω2, (3.102) can be re-written as:
f(t) = αG(t) + βt2 + γt+ δ (3.104)
in which α, β, γ and δ are unknown, but they can be estimated using linear regression.
Here, (3.99) yields to:
a,b,c,ω =
N∑
i=1
(
yi −
(
αG(ti) + βt
2
i + γti + δ
))2
(3.105)
whose minimum can be found by setting its gradient to 0, provided that the vector G(ti)
has previously been computed. This can be achieved by using the usual numerical inte-
gration algorithms. From this point, let us assume that F (ti) and G(ti) are computed
according to the initial conditions F (0) = 0 and G(0) = 0. The constants of integration
C1 and C2 are now fully determined and can be related respectively to b and c:
C1 =
b
ω
C2 =
c
ω2
(3.106)
Minimising (3.105) leads to the linear system:
(
∂
∂α
)
(α0,β0,γ0,δ0)
= −2
N∑
i=1
(
yi −
(
α0G(ti) + β0t
2
i + γ0ti + δ0
))
G(ti) = 0(
∂
∂β
)
(α0,β0,γ0,δ0)
= −2
N∑
i=1
(
yi −
(
α0G(ti) + β0t
2
i + γ0ti + δ0
))
t2i = 0(
∂
∂γ
)
(α0,β0,γ0,δ0)
= −2
N∑
i=1
(
yi −
(
α0G(ti) + β0t
2
i + γ0ti + δ0
))
ti = 0(
∂
∂δ
)
(α0,β0,γ0,δ0)
= −2
N∑
i=1
(
yi −
(
α0G(ti) + β0t
2
i + γ0ti + δ0
))
= 0
(3.107)
Its solution can be written in the matrix form:
α0
β0
γ0
δ0

︸ ︷︷ ︸
X0
=

ΣG2(ti) Σt
2
iG(ti) ΣtiG(ti) ΣG(ti)
Σt2iG(ti) Σt
4
i Σt
3
i Σt
2
i
ΣtiG(ti) Σt
3
i Σt
2
i Σti
ΣG(ti) Σt
2
i Σti N

︸ ︷︷ ︸
M0
−1 
ΣyiG(ti)
Σyit
2
i
Σyiti
Σyi

︸ ︷︷ ︸
Y0
(3.108)
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where conventionally Σ =
N∑
i=1
.
Then, ω0, a0, b0 and c0 can be deduced:
ω0 =
√−α0 (3.109)
a0 = −2β0
α0
(3.110)
b0 =
γ0√−α0 (3.111)
c0 =
2β0
α0
+ δ0 (3.112)
An expression of the sinusoidal function that best fits the data received from the feature
tracker over a period of time is now available. From this expression, the tip deflection
can readily be predicted between the present time and the next data reception, assuming
that only slight changes can affect the frequency and amplitude of the oscillation.
3.3.3 Simplified method based on the M-estimation of the frequency
Since an estimation of the first vibrational modes of the robotic structure is often available,
the use of a simplified method with the advantage of a reduced computational cost can
also be considered.
When ω can be considered a known parameter, the optimisation only concerns parameters
a, b and c and the problem is directly reduced to a linear LS problem. As in section 3.3.2,
the minimum of the sum of squares is found by setting its gradient to 0, which leads to
the following set of equations:
N∑
i=1
(yi − (a1 + b1si + c1ci)) = 0
N∑
i=1
(yi − (a1 + b1si + c1ci)) si = 0
N∑
i=1
(yi − (a1 + b1si + c1ci)) ci = 0
(3.113)
where si and ci refer to sin(ωeti) and cos(ωeti), respectively, for simplicity’s sake. ωe is
the estimated value of the vibration angular frequency.
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The solution of system (3.113) can be written in the matrix form:a1b1
c1

︸ ︷︷ ︸
X1
=
 N Σsi ΣciΣsi Σs2i Σsici
Σci Σsick Σc
2
i

︸ ︷︷ ︸
M1
−1  ΣyiΣyisi
Σyici

︸ ︷︷ ︸
Y1
(3.114)
Equation (3.114) lays the foundations for a simpler implementation of online sinusoidal
regression, provided that the parameter ωe can be evaluated separately. To that end, it
is assumed that an initial evaluation of ωe reasonably close to the real value is known.
This can be easily obtained through computer-aided modal analysis performed on the
computer-aided design (CAD) representation of the robotic device.
Eventually, an online vibration predictor based on sinusoidal regression is obtained. Its
principle is illustrated in Fig. 3.8.
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Figure 3.8: Principle of the online sine regression (simplified method)
Since the quality of the vibration reconstruction is heavily based on the accurate evaluation
of the vibrational frequency, this estimate ωe is updated online by detecting the zero-
crossing of the {yi} sequence, which is supposed to happen every half-period. However,
due to the feature extraction noise and potential temporary disturbances, multiple zero-
crossings over short periods of time may corrupt this raw data. To minimise the influence
of these outliers, robust statistics can be employed again, which makes it possible to
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recover the structure that best fits the majority of the computed values of ωe over a
window while identifying and rejecting deviating substructures.
As in the feature tracker (see section 3.1.5) this is achieved by using a robust M-estimator,
which can be considered a more general form of an MLE [381] because it permits the use
of different minimisation functions not necessarily corresponding to normally distributed
data. Such an estimator can be written as:
ωˆ = argmin
ω
[
N∑
i=1
Λ(ωei, ω)
]
(3.115)
where Λ is an influence function (Tukey’s, Huber’s, etc.) that can be chosen in such a
way to provide the estimator’s desirable properties in terms of bias and efficiency.
For this reason, four different M-estimators have been compared to each other in order to
obtain the most appropriate estimation of ωe.
1. The Huber estimator [382] asymptotically reduces the influence of outliers toward
zero. Its influence function is given by:
Λ(χ) =
{
1
2
χ2 if |χ| ≤ h
h|χ| − 1
2
h2 if |χ| > h (3.116)
where χ = ωe−ω
MAD
. MAD represents the median absolute deviation estimator. With
h = 1.345, this estimator assumes that all values within the bounds of 95% of the
data are 100% correct and gradually reduces the probability of features outside this
region.
2. Tukey’s estimator [383] completely rejects outliers by giving them a zero weight. Its
influence function is:
Λ(χ) =
{
1
6
[1− (1− χ2)3] if |χ| ≤ 1
1
6
if |χ| > 1 (3.117)
where χ = ωe−ω
h×MAD . MAD still represents the median absolute deviation estima-
tor and h is still a tuning parameter that adjusts the asymptotic efficiency of the
obtained M-estimator. The value h = 4.6851 gives 95% efficiency on the standard
normal distribution.
3. Cauchy’s estimator [384] provides a gradual attenuation of the outliers:
Λ(χ) =
h2
2
ln[1 + χ2] (3.118)
where χ is defined as in the previous estimator. The 95% asymptotic efficiency on
the standard normal distribution is obtained with h = 2.3849.
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4. The Geman-McClure influence function [385] tends to further reduce the effect of
large errors:
Λ(χ) =
χ2/2
1 + χ2
(3.119)
with χ defined as in Huber’s estimator.
In many practical situations, the choice of the influence function is not critical to obtaining
a precise and robust estimate, and different choices will give similar results in terms of
improvement over classical estimation techniques. Section 4.4 in the next chapter will
present an experimental comparison of these four estimators and will show that Tukey’s
and Cauchy’s functions are both suitable.
3.3.4 Variable-length sliding window / change detection mechanism
Sections 3.3.2 and 3.3.3 described two vibration prediction methods based on sinusoidal
regression over a sliding window. The performance of these algorithms obviously depends
on the window length. When the window length is longer, the estimation accuracy is
higher. On the other hand, when the window is shorter, the parameter estimation is
more responsive. Therefore, one main feature of the proposed approach lies in its ability
to quickly adapt the window length as soon as a change in the system parameters is
detected to achieve the best performance in the transient and steady states.
When sudden changes occur, the window will be harshly shrunk to its minimal size. Then,
it will progressively expand until it returns to its original length in order to maintain
steady-state performance. When a continuous signal change occurs, the window will be
shrunk or expanded progressively, depending on the rate of change, until the end of the
change is detected. This algorithm is illustrated in Fig. 3.9.
As long as no change is detected, the sliding window keeps a size of Nmax values. Nmax
is chosen to provide the best estimation accuracy as possible. Based on experience, this
implies that the window entails about one period of the vibration, which results in:
Nmax = kn
⌊
1
2piωe∆t
⌋
(3.120)
where kn is an adjusting factor. When a sudden change is detected, the window size is
set to Nmin, which must be adjusted experimentally to obtain the desired responsivity.
Finally, when a progressive change is detected, the window size is intermediate and varies
linearly with the normalised change rate υ:
N = (1− υ)Nmax + υNmin (3.121)
To automatically initiate and complete the window length adjustment, a change detection
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scheme must be used. This change detection mechanism must also distinguish the sudden
emergence of a vibration from the progressive growth of a previously negligible vibration.
Consequently, the following features are vital to this scheme:
• detect the onset of a change;
• distinguish a gradual change from an abrupt one;
• estimate the change rate when a gradual change occurs; and
• detect the termination of a change.
Several different ways exist to detect parameter changes in a system [386]. To be as
reactive as possible, a change detection scheme is implemented based on the last received
measurement rather than the last estimated set of parameters or the last prediction f(ti),
which are inherently averaged over a window. Assuming that the variations of ω are
correctly evaluated by the M-estimator described in section 3.3.3, a change in the arm’s
vibrational behaviour will only affect the amplitude of the oscillation. Such a change can
be detected by monitoring changes in the signal variance.
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Figure 3.9: Window length adjustment strategy
3. Developments: vibration control using visual features from the environment 145
No time dependence is present between the observations. The objective is to monitor
the stability of the variance of the time series (y, t) defined by the independent sequence
{yi}i≥1 of normal random variables with mean yi and variance σ2i .
First, let us assume that σ21 ' · · · ' σ2i ' σ20. By observing the data, the goal is to detect
if a change occurs in the variance by testing the following hypothesis:
H0 : σ
2
1 ' · · · ' σ2i ' σ2 (3.122)
against the alternative:
H1 : σ
2
1 ' · · · ' σ2i−1 6= σ2i = σ2∗ (3.123)
In the present case, σ∗ is considered unknown whereas σ is assumed to be known and
computed at every cycle.
To that end, the statistical test defined as follows can be used:
B =
N∑
j=1
(j − 1)(yj − yi)2
(N − 1)∑Ni=1(yi − yi)2 (3.124)
This is derived from the Bayesian test proposed by [387], which assumes that the initial
level of variance and the mean are computed and known under H0. It yields a value
between 0 and 1 that is symmetrically distributed about the mean 0.5.
The type of signal change will be reported if B exceeds conveniently pre-set thresholds:
B =

≥ Γ+a abrupt change
Γ+g ≤ ... < Γ+a gradual change
Γ−g < ... < Γ
+
g no change
< Γ−a ... ≤ Γ−g abrupt change
≤ Γ−a abrupt change
(3.125)
The careful choice of Γ−g , Γ
+
g , Γ
−
a and Γ
+
a is imperative because it directly affects the
probability of missed detections and false alarms.
3.4 Online estimation of the time-varying capture delay
In previous sections, a vibration sensing method using a vision sensor led to very promising
results. The main advantage of this approach is to sidestep problems related to the
use of noisy or biased signals from accelerometers or strain gauges. Conversely, vision
devices have the disadvantage of a long processing time, which leads not only to delayed
measurements but also to low update rates.
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The most common method to deal with delay in a control system is to decrease the servo
gains to increase damping, thus making the system more robust in the presence of a time
delay. In addition to the class of controllers that are robust in relation to time delays,
another approach involves accurately estimating the delay itself in order to predict the
quantity that must be controlled.
In [60], the controller design is split into two separate problems using a composite control
technique; fast feedback stabilises the oscillatory dynamics while a slower visual servo
ensures that the current image asymptotically reaches the desired one. With the aim
of implementing this fast feedback, a Kalman filter is fed by strain gauge measurements
without the camera data being considered at all for vibration control. In such a case, the
problem of damping out the vibrations does not suffer from delays or low rates inherent
to visual data. Going further, [61] considers camera data in order to improve the system’s
ability to damp vibrations. A Kalman filter is used to fuse the measurements coming from
the different sensors to improve the signal-to-noise ratio. Experimental validation shows
that considering the strain gauges and the camera yields smaller residual tip vibrations.
However, the authors do not explain how these desynchronised signals are fused together
in the state observer.
Only visual data were used in section 3.1 to estimate tip vibration and joint movement.
The proposed two-timescale Kalman filter considered the delay due to image processing by
extrapolating the measured output to the present time using past and present estimates.
To that end, the variable delay ∆N was estimated using timestamps. A timestamp
identifies the current time of an event in a given timeframe. If this identifier is chosen
to be generated by the servo controller, it may correpond to the servo cycle number and
is consequently given with millisecond precision. Such a precision makes the timestamp
exchange mechanism suitable for synchronisation purposes between networked computers
or applications. In section 3.3, which considered online sinusoidal regression instead of
Kalman filtering to reconstruct the vibration, the same timestamp exchange approach
was used to predict the current deflection from delayed visual data.
These methods are expected to yield satisfying results. However, ensuring robustness of
the controller towards roughly estimated time delays may not always be sufficient, and
an accurate online estimation of the delay between the physical phenomenon and the
measured signal is likely to be necessary to properly reject the vibration. By estimating
the image delay from the exchange of timestamps between the real-time high-sampling-
rate controller and the non-real-time supervisor whose sampling rate is aligned to the
camera framerate, the uncertainty regarding the camera exposure time is not considered.
Including this duration to the estimated delay is expected to improve the vibration re-
construction.
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Consequently, the alternative method described in this section involves using a sec-
ondary sensor that is synchronous—but potentially noisy and biaised due to its expo-
sure to radiation—in order to properly estimate the delay and enable the correct re-
synchronisation of the vibration measurement with the physical phenomenon. On one
hand, clean but delayed visual data should be used to properly estimate the tip displace-
ment; on the other hand, noisy but synchronous inertial data should be used to readjust
this visual data in time.
The primary contribution of this section, which follows the developments in [68], is to
propose an online delay estimator. This estimator is based on a cross-correlation technique
that explicitly computes the time delay between the two signals cited above. Since the
proposed cross-correlation function is partially computed recursively, the computational
load of the proposed algorithm is limited.
The following sections are organised as follows. After a short refresher on image capture
by vision sensors, section 3.4.1 highlights the main limitation of the delay estimation by
timestamp exchange as performed in sections 3.1 and 3.3. Section 3.4.2 describes the
method proposed to estimate the time-varying capture delay of a vision sensor performed
online and with a high accuracy.
3.4.1 Limitation of the delay estimation by timestamp exchange
Synchronisation between the measured oscillatory signal and the physical vibrational phe-
nomenon is critical to properly suppressing vibrations. Unfortunately, when the visual
data processing application runs on a non-real-time OS, the delay can vary substantially.
In this section, a description of the delay estimation performed in sections 3.1 and 3.3 is
given and the main limitation of this method is discussed.
Delay estimation based on timestamp exchange
An all-in-one method was proposed in section 3.1 to solve the problem of vibration sup-
pression by using visual features acquired by an eye-in-hand-mounted camera in the ab-
sence of any markers and a priori knowledge of the environment. In section 3.3, an online
sinusoidal regression was performed over a sliding window to analytically identify the
measured vibration. Based on the identified function and the estimated capture delay, a
prediction step estimates the vibration to reject at the present time.
As with most visual servo control algorithms, these methods are implemented across two
systems:
• a controller running a real-time application as quickly as needed to perform a stable
and accurate control (constant refresh rate τc in the order of 1 ms); and
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• a supervisor computer running a non-real-time OS and managing the image acqui-
sition (varying refresh rate τs in the order of 14–16 ms).
The two computers can exchange data through various means, such as via the user data-
gram protocol (UDP).
One simple method to estimate the capture delay relies on the exchange of timestamps.
During operations, timestamps are exchanged between the real-time high-sampling rate
controller and the non-real-time supervisor, whose sampling rate is aligned to the camera
framerate. This principle is illustrated by Fig. 3.10.
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(Windows)
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P: Deflection prediction E: Estimation of the sine PP: Post-processing
C: Control A: Acquisition of the image D: Data transfer
Figure 3.10: Time diagram of communication between the real-time manipulator controller and
the non real-time supervisor running the camera driver
Each controller cycle begins with the current timestamp nc being sent to the supervisor.
This timestamp is stored in a buffer and is used only if the application on the supervisor
side asks for it. Otherwise, the buffer is overwritten at the next cycle. After the timestamp
is sent, a second buffer is read to determine if new visual data is available. If new data
is available, a regression is performed. Otherwise, the controller completes the prediction
and control steps.
Each supervisor cycle begins by reading the timestamp buffer. Consequently, the time
the image capture begins is known with an accuracy of about 1 ms. Let us call the
initial timestamp ni. At the end of the supervisor cycle, the visual data and the initial
timestamp feed the data buffer. Therefore, when the controller reads this buffer, the
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current timestamp nc and the initial timestamp ni are available. The capture delay is
computed as the difference of these two times:
∆ = (nc − ni) τc (3.126)
Basics on camera capture
To properly justify why the above method is not absolutely satisfying, let us first cover
some basics regarding camera capture.
Let us consider either a CCD or a CMOS sensor, which are equipped in most digital
cameras today. An image is recorded in this sensor in three phases: reset of the pixel rows
to be exposed, exposure of pixel rows and sensor read-out. Several operational modes
exist.
• In triggered operation, the sensor is on stand-by and exposes one image immediately
after the occurrence of a trigger event. Therefore, the exposure and the image read-
out are performed sequentially, and the achievable framerate depends directly on
the exposure time.
• In freerun mode, the camera sensor internally exposes one image after another at
the set framerate. In this mode, the exposure and the read-out are performed
simultaneously, which enables the maximum camera framerate to be achieved.
In freerun, however, the sensor cells must not be exposed during the read-out process. As
a result, camera sensors use mechanical or electronic shutters. Depending on the sensor
type, either the rolling or global shutter method is used (see Fig. 3.11). CCD sensors use
the global shutter method; it is also used in some low-resolution CMOS sensors. On a
global shutter sensor, all pixel rows are reset and then exposed simultaneously. At the
end of the exposure, all rows are synchronously moved to a darkened area of the sensor.
The pixels are then read out row-by-row. Exposing all pixels offers the advantage that
fast-moving objects can be captured without geometric distortions. On the other hand,
sensors based on global shutters are usually more complex in design and are therefore
more expensive than rolling shutter sensors. In the rolling shutter method, the pixel rows
are reset and exposed one after the other. At the end of the exposure, the lines are read
out sequentially. Unfortunately, this results in a time delay between the exposure of the
first and the last rows, and captured images of moving objects are partially distorted.
Consequently, the only advantage of such sensors is their reduced price. Rolling shutter
sensors offer a higher fill factor compared to global shutter sensors, and they are less
expensive to manufacture.
For the purpose of this thesis, a CMOS sensor with an electronic global shutter was used
in freemode. The use of this sensor allowed framerates up to 60–70 fps.
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Figure 3.11: Schematic of the global & rolling shutter methods in freerun mode
On the limitation of such a method
In freerun mode, the exposure time is usually set to the reciprocal value of the framerate.
As mentioned above, let us consider that the camera achieves a framerate of 60–70 fps.
The exposure time is close to 15 ms; there is no way of knowing when, during these
15 ms, the image is taken. In other words, the capture instant is uncertain in the range
of ±7 controller cycle and cannot be accurately computed based on the initial timestamp,
according to ni × τc.
For most of visual servoing application, this is not a problem because the main time
constants are much larger. In this work, where the goal is to estimate an oscillation
whose frequency is in the order of 2–3 Hz, a wrong estimation of this delay of 7 controller
samples would lead to an 11.4% error in the signal amplitude. In the worst case scenario,
an error in the delay estimation of 15 controller samples would lead to a 24.4% error in
the signal amplitude.
What made the online vibration estimation proposed in section 3.3 efficient is that the si-
nusoidal function parameters were identified over a sliding window of size N (3 ≤ N ≤ 20).
Therefore, it is expected that the vibration control could benefit from a better estima-
tion of the image capture delay. This could be done using a synchronisation sensor, for
example.
3.4.2 Delay estimation using a synchronisation sensor and cross-
correlation
In this section, an alternative method for estimating the capture delay is described. It
involves using a secondary sensor, which is synchronous but prone to noise due to radia-
tion, to synchronise the delayed visual data with the physical oscillation. The proposed
approach to estimate the capture delay is based on the concept of cross-correlation.
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For two periodic signals x(n) and y(n) having the same period of Ns samples, the cross-
correlation is defined as:
Cxy(m) = 1
Ns
Ns∑
n=1
x(n)y(n−m) = 1
Ns
Ns∑
n=1
x(n+m)y(n) (3.127)
This correlation function also has a period of Ns samples.
Let us consider a periodic signal z(n) and two derived signals x(n) and y(n). x(n) consists
of the signal z(n) plus an additive white Gaussian noise v(n), and y(n) corresponds to
the signal z(n) delayed by n0 samples:
x(n) = z(n) + v(n) (3.128)
y(n) = z(n− n0) (3.129)
Now, let us look at the cross-correlation between y(n) and x(n) during M samples (M is
much greater than Ns):
Cyx(m) = 1
M
M∑
n=1
y(n)x(n−m) (3.130)
By replacing the expressions of x(n) and y(n) into (3.130), one obtains:
Cyx(m) = 1
M
M∑
n=1
z(n− n0)[z(n−m) + v(n−m)] (3.131)
Developing this relation yields:
Cyx(m) = 1
M
M∑
n=1
z(n− n0)z(n−m) + 1
M
M∑
n=1
z(n− n0)v(n−m) (3.132)
which can be re-written as:
Cyx(m) = 1
M
M∑
n=1
z(n− n0 +m)z(n) + 1
M
M∑
n=1
z(n− n0 +m)v(n) (3.133)
Finally, the cross-correlation can be expressed by:
Cyx(m) = Czz(m− n0) + Czv(m− n0) (3.134)
This result shows that the cross-correlation consists of two terms: the auto-correlation
Czz(m − n0) of the periodic signal shifted in time and the cross-correlation Czv(m − n0)
between the periodic signal z(n) and the corrupting noise v(n) also shifted in time. On
one hand, Czv(m− n0) is usually rather small due to the random nature of noise and the
independence of the signal and noise. On the other hand, Czz(m− n0) is larger. It is also
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periodic and has peaks at m = n0, Ns+n0, 2Ns+n0, etc. Thus, by examining Cyx(m), the
delay n0 can be estimated very easily.
Consequently, in order to estimate the capture delay, such a cross-correlation computation
can be employed over a fixed-size sliding window on the signals coming from the noisy
inertial sensor and the delayed visual data. The size of the window must be large enough to
include at least one period of the cross-correlation. Since no new information is received
between two consecutive sets of visual data (i.e. for a duration of τs), the delay ∆ is
assumed to be constant during this period. The same value of ∆ can be used to predict
the vibration until the next data reception from the supervisor. However, one can take
advantage of this time to refine the estimation of ∆.
Nevertheless, one last difficulty must be overcome. The capture delay changes for each
set of visual data, but the cross-correlation is computed over at least one period of the
sinusoidal signals. Consequently, one must consider the P values received after the last
supervisor refreshment more highly than previous ones. To do so, let us re-write (3.130)
and explicitly consider the last P measured values:
Cyx(m) = 1
M
M∑
n=1
y(n)x(n−m)
=
1
M
M−P∑
n=1
y(n)x(n−m) + 1
M
M∑
n=M−P+1
y(n)x(n−m)
=
M − P
M
Coldyx (m) +
P
M
Cnewyx (m)
= Coldyx (m) +
P
M
(Cnewyx (m)− Coldyx (m))
(3.135)
where Coldyx (m) represents the cross-correlation computed from the values before the last
reception of visual data and Cnewyx (m) represents the cross-correlation from the latest values.
From (3.135), the new estimate value of Cyx(m) can be regarded as the old estimate Coldyx (m)
plus a correction term.
All the measured values throughout (3.135) have the same weight. In the present case,
as with any non-stationary system, recently measured values should be weighed more
heavily. One method to achieve this is to introduce a forgetting factor ρ:
Cyx(m) = Coldyx (m) +
ρP
(1−ρ)(M−P )+ρP
(Cnewyx (m)− Coldyx (m)) (3.136)
ρ is such that 0 ≤ ρ ≤ 1. Note that, for ρ = 1
2
, all the data has the same weight and
(3.136) is equivalent to (3.135).
Finally, the capture delay ∆ is defined by n0×τc with n0 as Cyx(n0) = max [Cyx(m)]0≤m≤Ns .
3. Developments: vibration control using visual features from the environment 153
3.5 Conclusion on the development of a vision-based vi-
bration control scheme
The scientific contributions of this thesis have been discussed in this chapter.
In section 3.1, a vision-based vibration control was presented for a flexible robot arm. The
proposed control scheme entails a vibration estimator that reconstructs the vibrations
from visual data without any a priori knowledge of the surroundings. It is based on a
robust feature-tracking algorithm that feeds a state observer modified to cope with delayed
measurements. This state observer includes a simple dynamic model of the arm, which
was then replaced by a more advanced, multimode dynamic model in section 3.2.
Next, section 3.3 described an alternative vibration sensing method using online sinusoidal
regression. This approach enables the vision-based control of flexible arms subjected to
vibrations of any origin. The proposed method involves performing a regression over a
variable-size moving window coupled to a signal change detector, which should yield good
tracking capability and estimation accuracy.
Because the performance of the vibration control is expected to increase with the precise
synchronisation of the vibration measurement with the physical phenomenon, section 3.4
presented an online estimator of time-varying image-processing delays based on a cross-
correlation technique. This algorithm explicitly computes the time delay between the
visual data and the output of a synchronisation sensor.
The experimental validation of these various theoretical results will be presented in the
next chapter.
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4. RESULTS: EXPERIMENTAL VALIDATION
After a short description of the test bed, this chapter successively presents the experi-
mental validation of the theoretical results discussed in sections 3.1 to 3.4 of the previous
chapter. First, the vibration is estimated using the proposed two-timescale state observer,
in section 4.2. Then, the internal model of the Kalman filter is replaced by the advanced
model, which is validated in section 4.3. In section 4.4, the alternative method using
sinusoidal regression is assessed. Finally, section 4.5 validates the ability of the cross-
correlation technique, described in section 3.4.2, to accurately estimate a time-varying
capture delay.
4.1 Description of the experimental set-up
Until the availability of a robotic arm destined for ITER makes the implementation of
this scheme on a complete RH system possible, a validation campaign has been carried
out on the experimental mock-up shown in Fig. 4.1 [63].
Accelerometer
(for validation)
IDS uEye camera
Laser tracker 
Leica LTD800
(for validation)
(a) (b)
Figure 4.1: Flexible mock-up at CEA LIST site, in Fontenay-aux-Roses
The mock-up consists of the following materials:
• an actuated joint (capacity ' 1000 N.m) driven by a motor through an Harmonic-
Drive-based speed reducer;
• a 3 m-long circular beam with a calibrated tip mass (see Table 4.1);
• a 5000 cpr optical encoder to measure the joint position;
• a tip-mounted industrial camera IDS uEye UI-122xLE (resolution 640× 480);
• a triple-axis accelerometer LIS3LV02DQ; and
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• a laser tracker Leica LTD800 to validate the tip position (accuracy = 5.10−5 m,
frequency ' 500 Hz).
A detailed description of the joint and its speed reducer will not be given in the present
document since a patent application on their concept is currently being examined. One
can simply note the slight flexibility of the joint, which is based on a double Harmonic
Drive. Nevertheless, given the dimensions of the attached beam, it will be assumed that
most of the system flexibility is distributed along the beam and the joint will therefore be
considered rigid.
The circular cross-section beam has been chosen to allow homogenous and easily assessable
deformations. Its maximal deflection is 65 mm with a 30 kg load attached at its extremity.
Table 4.1: Parameters of the studied beam
Parameter Symbol Value Unit
Length L 3 m
Cross-section area S 4.55× 10−4 m2
Density ρ 7850 kg.m−3
Young’s Modulus E 210× 109 N.m−2
Moment of inertia I 2.3468× 10−7 m4
Tip mass Mp 14.1 kg
Establishing the system equations from (3.5) is made clear due to the limited number of
freedom: [
MpL
2 ML
ML M
][
θ¨
δ¨e
]
+
[
0 0
0 3EI
L3
][
θ
δe
]
=
[
I
0
]
δτ (4.1)
Its two first natural frequencies can be measured as 2.44 Hz and 27 Hz, respectively.
However, Fig. 4.2 shows that the second mode completely vanishes in approximately one
second due to internal damping. Other upper modes can also be neglected.
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Figure 4.2: Open loop step response of the beam
Therefore, only one mode is considered at first glance since the fundamental oscillation
clearly penalises predominantly the performance of the position control. The presence of
the second mode will be reconsidered in section 4.3.
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Figure 4.3 illustrates the accordance of this simplified model output with experimental
data coming from the embarked accelerometer.
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Figure 4.3: Comparaison between model output and experimental data from accelerometers
The joint controller runs the real-time OS VxWorks, whose sampling time has been set to
10 ms first (validation of the overall control scheme) and to 1 ms afterward (validation of
the advanced model, the sinusoidal regression algorithm and the capture delay estimator).
The overall vision-based application is based on the ViSP software [388]. Its cycle has been
monitored around 15 Hz first (section 4.2) and around 60–70 Hz later (sections 4.3, 4.4 and
4.5). The joint friction and gravity torques applied on the beam have been compensated
considering measurements from a rigid bar of the same weight. The KLT algorithm has
been implemented using the OpenCV implementation, which is computationally the most
efficient at the present time. The tracker contains a pool of 20 features, and it considers
10 × 10 windows for each. The minimum distance between features has been set to 30
pixels and the quality factor to 0.01. To avoid the jitter effect on the actuator, the
vibration control is only performed if the oscillation amplitude exceeds a threshold set to
5 pixels (camera resolution: 640× 480).
4.2 Experimental results on vibration control using un-
known visual features
This section presents the experimental validation of the vision-based vibration control
designed in section 3.1.
Displaying an example of the obtained Lξ would not make sense because it does not
necessarily converge towards values having a physical meaning (see section 3.1.6). Instead,
it is quite eloquent to rebuild the low-filtered camera velocity ˜˙ξlow from the angular velocity
and the estimatedLξ, and to compare it to the measured camera velocity. Fig 4.4 validates
the benefit of the proposed method. The best results are obtained for min(%) = 10−3 and
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θ˙limit, which characterises the self-adjustment of % set to 10
−3 rad/s. The error between
the rebuilt and measured velocities is ≈ 14.1%; this error increases to 46.5% when % is
set at 0.4.
The robustness of the environment displacement estimation is greatly improved by the
use of the Tukey M-estimator. For example, the displacement estimation of a static scene
disturbed by fleeting partial occlusions yields a temporal standard deviation σ of 0.012979.
In comparison, the same estimation made by a classic mean and a trimmed mean yields
σ = 1.619542 and σ = 0.017504, respectively.
Next, the behaviour of the link with and without the vibration suppression scheme can be
compared. As illustrated by Fig. 4.5, the response of the controlled system is very sensitive
to the choice of the penalty matrix QLQR. In the case of the 4
th curve of Fig. 4.5, priority
has been given to the position control. The desired joint position is reached quickly, but
a slight overshoot occurs on δe. Alternatively, priority can be given to the vibration
compensation. The 3rd curve of Fig. 4.5 shows that the joint is a bit slower to reach its
desired position, but the vibration is damped much better.
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Figure 4.4: Camera velocity rebuilt from dif-
ferent interaction matrix estimators
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4.3 Experimental validation of the advanced model
This section describes the validation of the advanced model derived in section 3.2.
During these trials, the flexible link has been subjected to stimulating accelerations. Fig-
ure 4.6 shows the comparison between the tip position simulated with the proposed model
and the one simulated with the model used in section 4.2. They are both compared to the
measurements obtained with the accelerometer. This signal has been low-pass filtered in
forward and reverse directions during post-processing in order to be representative of the
vibration without any delay. Note that the model output is in complete accordance with
the experimental data.
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Figure 4.6: Outputs from the proposed model and the former model compared to measurement
data
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Figure 4.7 illustrates the increased accuracy of the obtained model during the emergence
of a vibration. By considering previously neglected inertia terms, the above-described
model more properly weighs the mode shapes corresponding to the upper modes. Model
errors are given in Fig. 4.8. To complete this section, Fig. 4.9 illustrates how the proposed
model fits the data received from the visual feature tracker.
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Figure 4.9: Comparison between model output and data from visual tracking
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4.4 Experimental results on online sinusoidal regression
This section presents the experimental validation of the developments described in section
3.3 on the proposed vibration-sensing method based on online sinusoidal regression.
Figs. 4.10, 4.11 and 4.12 illustrate the proposed algorithm’s ability to predict the vibration
with a fairly high accuracy in the presence of sudden and progressive amplitude changes.
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Figure 4.10: Result of the prediction (normalised amplitude)
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Figure 4.11: Bayesian test B(t)
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In this experiment, Nmin and Nmax have been set to 3 and 20, respectively. An abrupt
variance change is first detected around t = 2.7 s. The window size is directly shrunk
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to Nmin and then expanded quickly back to Nmax before the progressive damping of the
vibration makes the window size decrease again to approximately N = 10. Once this
progressive variance change stops, around t = 12 s, the window expands stepwise to its
full length. To distinguish a gradual change from a sudden one, Γ−g , Γ
+
g , Γ
−
a and Γ
+
a have
been set to 0.45, 0.55, 0.3 and 0.7, respectively. The example chosen also illustrates the
proposed algorithm’s response to two other gradual changes around t = 17 s and t = 25 s.
Fig. 4.13 highlights the benefit of using a variable-sized window over a fixed-sized window.
In cases involving abrupt changes, the vibration prediction is very reactive and yields very
accurate results, whereas one period used to be necessary to properly predict the vibration
with N fixed to Nmax.
This quality vibration reconstruction relies on a suitable estimation of the vibrational
frequency. Fig. 4.14 compares the frequency evaluation performed with the four robust
estimators described in 3.3.3 with both theoretical values and the results obtained by a
classical trimmed mean. Around t = 20 s, the tip payload suddenly changes to alter the
frequency of the oscillation. Whereas the trimmed mean is clearly corrupted by outliers,
the M-estimators yields a robust estimation of ωe. Because it does not completely discard
the outliers, Huber’s estimator provides results that are less accurate than the others.
Since it also decreases the influence of correct data, the Geman-McClure estimator is too
sensitive to noise. Tukey’s and Cauchy’s influence functions provide quite similar and
effective results.
The raw frequency estimation based on zero-crossing yields a mean error, a maximum
error and a relative standard deviation of  = 185%, max = 1679% and σ = 449%, respec-
tively. Using a classic trimmed mean yields  = 37.76%, max = 361.0% and σ = 91.42%.
In comparison, the same estimation made by the Tukey M-estimator yields  = 1.59%,
max = 6.29% and σ = 1.71%.
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Figure 4.14: Frequency robust estimation
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4.5 Experimental results on the online estimation of the
capture delay
This section validates the capture delay estimator designed in section 3.4. This experi-
mental work is based on the data collected during the previous work on the test mock-up,
which became unavailable while performing the activity described in this section.
As in sections 4.1 and 4.2, only the fundamental, which is situated around 2.5 Hz in
the case of this representative experimental setup, is expected to be damped. Fig. 4.15
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Figure 4.15: Available measurements when the capture delay is estimated using a synchronisa-
tion sensor: (a) accelerometer signal (normalised), (b) visual data (normalised), (c) predicted
oscillation (normalised)
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illustrates the vibration reconstruction when the capture delay is estimated as described
in section 3.4.2. Figs. 4.15(a) and 4.15(b) depict the accelerometer signal and the visual
data, respectively. Several comments can be made regarding these graphs. First, the
accelerometer signal is clearly too noisy to perform a quality vibration rejection, all the
more because this signal has been obtained from a non-irradiated sensor. In addition, the
signal resulting from the visual tracking is far cleaner. However, note that an important
delay (of 1/10 s) exists between these two graphs. That this delay is variable explains
why the sinusoidal oscillation seen by the camera is so distorted. Fig. 4.15(c) illustrates
the proposed algorithm’s ability to properly predict a clean vibration measurement that
is synchronised with the physical phenomenon. It is sampled at the controller sampling
rate; the crosses indicate only the visual data refreshment times.
The delay time variability is highlighted in Figs. 4.16 and 4.17, which show how the
cross-correlation function between the accelerometer signal and visual data enables an
accurate estimation of the capture delay. Note that in the selected period of time the
capture delay is comprised between 70 ms and 76 ms. During the whole test, its mean
value was ∆¯ = 74 ms while its standard deviation was σ∆ = 6.4 ms. Such a result might
partially be explained by the uncertainty of the capture instant, as explained in section
3.4.1. However, the supervisor runs a non-real-time OS; this variability of the capture
delay is more likely due to unpredictable changes in the computer load.
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Fig. 4.18 compares the two methods described in sections 3.4.1 and 3.4.2, respectively. On
one hand, there is no significant difference regarding the general shape of the predicted
oscillations obtained with these two methods. In both cases, the sine regression algo-
rithm does its job and the classic Pearson product-moment correlation coefficient (0.9981
and 0.99424, respectively) shows that the reconstructed signals are both very close to
decreasing sinusoids. On the other hand, Fig. 4.18(a) also highlights the fact that the de-
flection estimation is roughly synchronous with the accelerometer signal, i.e. the physical
phenomenon, when the capture delay is computed using the correlation method, which
is clearly not the case when it is measured using timestamps. Fig. 4.18(b) depicts the
errors between the predicted oscillations and the accelerometer signal, which has been
cleaned up oﬄine with a zero-phase filter. During the selected period of time, which is
reprentative of all the measurements, the mean errors are 15.1% and 2.2% of the sine
amplitude using the timestamp method and the correlation method, respectively. In ad-
dition, the maximum error on the deflection estimation can add up to one-third of the
deflection maximal amplitude using the timestamp method, while it is around 5.7% using
the correlation method. In other words, by yielding a better estimation of the camera
capture delay, the proposed method enables an average reduction of the sine regression
error of 70% to 80%, which is clearly beneficial to the vibration rejection scheme.
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Figure 4.18: Comparison between the two methods: (a) predicted oscillations (normalised), (b)
error between the prediction and the physically synchronous signal from the accelerometer
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5. CONCLUSIONS
The general idea defended within the present thesis is the feasibility of controlling the
oscillatory behaviour of remote flexible robotic arms by extracting and exploiting quanti-
tative data from on-board cameras that provide real-time visual feedback to the operators.
This makes particular sense in the context of fusion reactor maintenance, for which the
higher availability of radiation-tolerant vision sensors compared to suitable high-sensitivity
accelerometers has been demonstrated.
The great majority of the results described in this thesis are based on six peer-reviewed
publications [63–68]. With the exception of [63], all these articles were published with the
author of this thesis as the main author.
In section 3.1, a vision-based vibration control was presented for a flexible inspection arm
moving in an unknown and unmarked environment. The proposed control scheme entails
a vibration estimator that reconstructs the vibrations from visual data without any a
priori knowledge of the surroundings. To that end, a robust tracker based on the KLT
algorithm feeds a two-timescale Kalman filter in which some of the measurements are
delayed. In other applications, this modified Kalman filter could be extended to multiple-
sensor systems with different delays and refresh rates. In addition, the issue of estimating
the interaction matrix online was addressed and an adaptive method was proposed to
ensure the stability and sensibility of the estimation, no matter what the camera velocity
might be. The control scheme was validated on a single-joint flexible mock-up.
In section 3.2, a multimode dynamic model was proposed to implement the vision-based
vibration control of a flexible rotating beam. Particular attention was paid to obtaining
a computationally light model without making any detrimental compromises regarding
its accuracy. The resulting analytic expressions were combined into a new Kalman filter
process matrix. The proposed model was also validated on the single-joint mock-up.
An online sinusoidal regression algorithm was described in section 3.3. It enables the
vision-based vibration control of long-reach arms that is well-suited for vibrational be-
haviours of any origin. To obtain good tracking capability and estimation accuracy, the
proposed method includes the use of a variable-size window coupled to a signal change
detector. This vibration reconstruction algorithm was validated on the same test setup.
Finally, section 3.4 proposed simultaneously using the clean but delayed visual data and
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the noisy but synchronous inertial data to properly reconstruct the end-effector displace-
ment of a flexible manipulator. Consequently, an online algorithm to estimate time-
varying image-processing delays was described. It is based on a cross-correlation tech-
nique that explicitly computes the time delay between the visual data and the output of
a synchronisation sensor. Because of its recursive formulation, the computational load of
this algorithm is quite limited. Synchronisation of the vibration measurement with the
physical phenomenon using the proposed method was demonstrated through an experi-
mental example. In addition to allowing the control of flexible manipulators, this method
could be extended to monitoring any periodic phenomenon with a vision device.
Out of the two alternatives proposed in this thesis (Kalman filering vs. sinusoidal regres-
sion), it is not easy to postulate which is the most promising. On one hand, even though
the method described in section 3.1 is particularly robust against visual troubles, such as
partial occlusions or camera failure, it is not adapted to cases in which vibrations occur
due to contact with the environment or an embedded moving device. On the other hand,
the method presented in 3.3 is well-suited no matter the vibration’s origin, but it entails
no model of the system that could provide the algorithm with particular robustness.
Regarding the level of contribution, one method clearly prevails over the other one. The
method based on two-timescale Kalman filtering is an extension of previous works into
a more general context; the environment is unknown and absolutely untrimmed. Conse-
quently, the major contribution of this piece of work lies in the all-in-one method in itself.
In addition, it entails minor contributions giving more robustness to the whole algorithm
(e.g. a self-adjustable memory term). On the other hand, the online sinusoidal regression
is an entirely new concept for reconstructing vibrations from low-data-rate sensors.
At this stage, one limitation common to both algorithms is the computation of the en-
vironment average displacement from frame to frame. The choice of averaging is purely
technical, as it helps to reduce the computational cost of the algorithms and allows to
increase the camera framerate. However, when observing a complex environment, object
features located at different distances from the camera result in image features moving
with different velocities. The displacement of image features corresponding to close objects
tends to increase the average, while the displacement of image features corresponding to
distant objects tends to decrease it. For this reason, considering the environment overall
displacement is by definition an approximation; it is strictly correct if the camera observes
a normal plane. Although the proposed algorithms have demonstrated to work efficiently
on non-normal planes, an alternative left to future works would consist in considering a
field of displacements (including depth-related information) and not only the estimation of
an average displacement. This should allow to predict the vibration with higher accuracy.
Another criticism that may be raised against this thesis concerns the legitimacy of the
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validation process since it involves a single-axis rigid-joint flexible-link mock-up, whereas
most of the theoretical developments deal with multi-axes arms. However, the stated goal
of the test setup was not to build an entire n-DOF demonstrator but to prove the feasibility
of the proposed principles on the simplest device. Now, if one considers a complete, fully
actuated, n-DOF robotic arm (e.g. ITER’s MPD or Tore Supra’s AIA), the control of its
end-effector can be seen as a collocated problem. The estimated vibration will thus be
projected onto an orthogonal basis and suppressed using only the motion of the relevant
module. Of course, this strategy cannot prevent the middle parts of the structure from
oscillating. Therefore, one relies upon internal damping to stabilise the entire structure
as long as the gripper or the diagnostic tool plugged at the tip does not vibrate.
Finally, another limitation of this work is caused by the experiment not being performed
in realistic conditions where the accelerometer would have been seriously affected by the
environment. This may be by-passed by using a previously irradiated accelerometer. How-
ever, such an experimental setup would have required authorisation from the competent
nuclear regulatory authority, which would be far beyond the framework of this study.
As stated in the introduction, this thesis only considers flexible n-DOF manipulators in
free space motions. However, in most of the considered applications, it is necessary to
control not only the position and vibration of the manipulators but also the force exerted
by the end-effector on an object or the environment. Force control of flexible manipulators
with a concentrated mass has been extensively studied in recent years [389, 390]. Based on
the singular perturbation analysis, which has been widely described in the literature [391],
a rigid-joint robot model may be considered for the design of the Cartesian impedance
controller. However, force control of flexible link manipulators is essentially still an open
problem due to the distributed nature of the models being used. Consequently, the results
of this thesis could be extended in future works towards contact dynamics studies or force
control following, for instance, the works in [392–394].
The extension to cooperative control of several flexible robots is left for future studies as
well. Such works could originate from [395], which considers robust cooperative control of
two one-link flexible arms whose bending vibration and torsional vibration are coupled.
These results could eventually be extended to higher-level tasks. Using suitable algorithms
would allow the extraction of not only corner features but also more complex geometric
shapes (see Fig. 5.1). It would not only make it possible to reject perturbations but also
to follow trajectories defined by the in-vessel components themselves, such as the edges
between two blanket modules. That would be vision-based trajectory tracking.
In conclusion, let us review the threefold purpose of the present thesis.
The first stated objective of this work was to make a preliminary study available addressing
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Figure 5.1: Possible prospect: vision-based trajectory tracking using geometric shape recognition
vibration issues during the performance of in-vessel maintenance operations with flexible
robotic devices. The second objective was to highlight some promising solutions that
could be used as a basis for further developments during the preliminary design of the
ITER remote maintenance system. To that end, half of the scientific papers published on
the works presented herein were submitted to a journal dedicated to fusion engineering.
In addition, the results of this thesis were presented and discussed at several international
conferences on fusion, which builds confidence that some key players within the fusion
community are aware of this thesis’ achievements.
For these reasons, the first two objectives of this thesis are believed to have been met.
The third and last goal of this thesis was to contribute to the already widely explored
field of vibration control of flexible robot arms by promoting vision-based techniques made
possible by recent improvements in vision sensor performance. With the benefit of hind-
sight, a short update to the state-of-the-art of vision-based vibration control techniques
shows that the works presented in this thesis have already been referenced by a number
of publications. Beginning with the developments described in chapter 3, [396] proposed
a vision-based vibration control employing radial basis function networks to regulate the
control parameters of a PD-controlled flexible manipulator. Still in the robotics domain,
[397] and [398] experimentally compared six visual oscillation-sensing approaches for a
three-DOF flexible-link robot arm equipped with an eye-in-hand RGB-D camera. Based
upon this comparison, the authors proposed a scene-adaptive method for camera motion
reconstruction. The proposed scheme adaptively selects the best sensing approach ac-
cording to the scene texture and depth profile, which is a way of resolving one of the
limitations admitted in the above paragraphs. In [399], the same authors compared three
predictive signal processing approaches to compensate for the delay inherent in the vision
sensor. The results of these last two papers were synthesised in [400].
As a result, the contribution of this work to the overall effort of developing vision-based
techniques to control flexible robot arms is acknowledged and, for this reason, it is gladly
observed that the third objective of this thesis has been fully achieved.
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