Abstract-A new approach to control design for large-scale systems using variable structure systems (VSS) theory is presented. Multilevel control concepts are used to decompose a large control problem into a two-level algorithm such that each subsystem is stabilized with local discontinuous controllers and higher level corrective control is designed to take into account the effect of interactions among the subsystems. Two numerical examples are discussed as illustrations.
I. INTRODUCTION
Research in the past several years [I] , [Z] have shown that the theory of variable structure systems (VSS) provides a powerful approach to the control system synthesis of scalar as well as multivariable systems. By introducing sliding modes in the control system, one can achieve stabilization, disturbance rejection, and low sensitivity to plant parameter variations. For the multivariable case a very useful approach, the control hierarchy method, has been proposed by Utkin [l] . Recently, some new results [3] , [4] have been presented for the stabilization of a class of interconnected nonlinear systems by means of a decentralized VSS controller.
In this note we present a hierarchical [5] VSS control technique for large-scale systems. The fact that the control is invariant to measurable disturbances in the image of the input matrix makes VSS theory a natural approach for the control of interacting systems. The design approach presented in this paper is to obtain local discontinuous controllers for stabilization at the subsystem level and a higher level corrective control to account for the interactions. It is also shown that if the Luenberger [6] canonical form is used. then certain invariance conditions are satisfied which completely reject the effect of interactions. 
where 
In order that the sliding mode occurs, all trajectories in the vicinity of u, = 0 must be directed towards it, i.e., u,u, <o.
(4)
Since (3) multiplied by any arbitrary scalar does not change the position of the hyperplane. it can always be assumed that c,? 6, > 0. The control signal u i is then any function such that the following inequalities are satisfied:
A,JXJ a,<0
A,x,+ X A ijX j a,>0. 
(6)
In order to satisfy inequality (4). it is essential that for the existence of a sliding regime both u,, and u,, are present. The suggested form of control (6) provides the sliding mode if the phase point has already entered the vicinity of the hyperplane.
Design of Local Controllers
To synthesize functions of the type of inequality (7) . consider
The switching limits
can be obtained as in Itkis [7] .
Design of the Corrective Controller
For the corrective action we have to satisfy inequality (8) . u,~ can be found as the function of u ; , assuming all the matrices elements of x, to be bounded (ID The switching limits of t$,j are obtained as elements of the row vector
and <PV xjo,<0.
If rank (b i ) = rank (!1,:,4,~), then the corrective signals will neutralize completely the effect of the interaction matrices [SI. The form of (12) is identical to the global obtained by Siljak [5] where the gains are the product of the input matrix generalized inverse and the interaction in order to minimize the effect of interactions. It can be shown [9] that (cf (12) is a generalized inverse of the input matrix b i .
Transformation to Input Decentralized Forms
If matrix B of (1) is not in the input decentralized form, a method [6] for transforming an m-input controllable system into a set of scalar controllable subsystems can be used. An alternative to this is to use the method proposed by Siljak [5] which, however, does not always decompose the system into controllable subsystems. The particular canonical form [6] is of interest in VSS design as certain invariance conditions are satisfied.
Given a system described by (1) and assuming it to be controllable, find a transformation matrix M such that when the system is in the sliding mode, by the method of equivalent control [11
Note that the transformed matrices satisfy the following rank conditions
Hence, using the invariance conditions of Drazenovic [SI we have 
Thus, when the system is in the sliding mode and condition (19) is satisfied, invariance to the effect of interactions is obtained. The equations of the sliding hyperplanes of the system of (16) can be represented as
The u : and u, are obtained as described previously.
If the rank conditions for invariance to off-diagonal elements are satisfied, the composite system has the same eigenvalues as those placed at the subsystem level, whereas, they are shifted when the conditions are not satisfied. However, in either case the corrective action is necessary in order to attain the sliding mode. For subsystem 1, using the method described in Itkis [7] . Let The eigenvalues of the subsystems in the sliding mode are -1 and -5 and that of the composite system is the same as the interactions neutralized by the corrective control.
IV. CONCLUSIOKS
We have presented a simple two-level procedure which extends the theory of sliding modes in VSS to large-scale systems. The stabilization problem of large multivariable systems is reduced to VSS design of scalar systems. The design problem is split into two subproblems: local switching controllers are designed at the subsystem level and at the second level a corrective controller is obtained which accounts for the interactions between the subsystems. Physically, however. both controls are required to achieve the sliding mode. The results of this note will hopefully enhance the application of VSS theory to large-scale systems.
I. INTRODUCTION
Detailed examination of linear systems having random parameters have been motivated by certain application problems encountered in such areas as macroeconomic systems control [I] , systems having human operators in the control task [Z] ? cases in which random rounding errors are introduced during computer control [3] . and in the control of randomly sampled continuous-time systems [4] . In this note. the following discrete stochastic model The possibility of stabilization of system (1.1) by infinite-horizon controllers have been investigated in [5] and later by [6] whose results are applicable to more general noise models. The use of a constant feedback, finite but sliding-horizon optimal controller in stabilizing (I.1) was initiated by [7] . In the present work. we will be interested in the certainty equivalent control of system (1.1) by which it is meant that a controller will be constructed based on the system constaint in which the random quantities of system (1.1) are replaced by their expected values. For the particular stochastic control problem posed by (1.1). the certainty equivalence controller is known not to lead to an optimal solution [8] . In the following, bounds on the uncertainties (variances) of the scalar noise sequences will be found which will not 
