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Some properties of physical systems can be characterized from their
correlations. In that framework, subsystems are viewed as abstract de-
vices that receive measurement settings as inputs and produce measure-
ment outcomes as outputs. The labeling convention used to describe these
inputs and outputs does not affect the physics; and relabelings are eas-
ily implemented by rewiring the input and output ports of the devices.
However, a more general class of operations can be achieved by using cor-
related preprocessing and postprocessing of the inputs and outputs. In
contrast to relabelings, some of these operations irreversibly lose infor-
mation about the underlying device. Other operations are reversible, but
modify the number of cardinality of inputs and/or outputs. In this work,
we single out the set of deterministic local maps as the one satisfying two
equivalent constructions: an operational definition from causality, and an
axiomatic definition reminiscent of the definition of quantum completely
positive trace-preserving maps. We then study the algebraic properties of
that set. Surprisingly, the study of these fundamental properties has deep
and practical applications. First, the invariant subspaces of these transfor-
mations directly decompose the space of correlations/Bell inequalities into
nonsignaling, signaling and normalization components. This impacts the
classification of Bell and causal inequalities, and the construction of assem-
blages/witnesses in steering scenarios. Second, the left and right invertible
deterministic local operations provide an operational generalization of the
liftings introduced by Pironio [J. Math. Phys. , 46(6):062112 (2005)]. Not
only Bell-local, but also causal inequalities can be lifted; liftings also apply
to correlation boxes in a variety of scenarios.
Denis Rosset: physics@denisrosset.com
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Our motivation is to provide a formal study of the transformations of behaviors in
correlation scenarios. By behavior, we mean a joint conditional probability distribu-
tion on devices spanning subsystems. While such transformations have been studied
before [3, 12, 19], no detailed study exists that also encompasses scenarios with possi-
ble signaling. Indeed, scenarios involving signaling directions are increasingly relevant
in the study of indefinite causal orders (see e.g., Refs. [4, 9, 21, 23]). In this context,
we consider two possible definitions of local transformations and show that they single
out the same class of maps. We then study the geometric and algebraic properties of
local transformations. Geometrically, we show that local transformations decompose
the correlation space they act upon into invariant subspaces. We identify these invari-
ant subspaces with properties such as normalization or signaling, and show that a
natural decomposition of the correlation space follows. Algebraically, we explore how
local transformations compose, and study their invertibility. We show that invertibility
corresponds to the lifting of either behaviors or Bell-like inequalities.
Our manuscript is divided in three parts. Part I provides the foundations for the
rest of the manuscript. It formally defines scenarios, behaviors, Bell-like inequalities,
local transformations and their actions. In particular, this part singles out the class
of local transformations studied in the rest of the work. Definitions and results are
provided in Section I while longer proofs are relegated to Section 2.
Part II studies the invariant subspaces of local transformations: Section 4 and
Section 5 address the single party and multi-party cases respectively. We present
in Section 6 three applications: the equivalency of Bell-like inequalities under affine
transformations and nonsignaling constraints (generalizing the approach of Ref. [28]
to signaling scenarios); the optimization of the variance of Bell inequalities when
used as statistical estimators (generalizing Ref. [25]) and the decomposition of assem-
blages/witnesses in steering scenarios. Section 7 contains proofs.
Part III studies reversible transformations. We study composition of local trans-
formations in Section 8, before motivating a definition of liftings as generic trans-
formations between equivalent inequalities/behaviors in Section 9. In Section 10, we
consider transformations that create equivalent behaviors from existing behaviors. We
show that a richer class of such transformations exist compared to liftings of inequal-
ities. We also show that in the nonsignaling scenario where Alice has ternary inputs
and outputs, and Bob has binary inputs and outputs, all boxes are either local, or
liftings of the PR-box from the CHSH scenario. In Section 11, we make an exhaustive
inventory of liftings of Bell inequalities, and show that the class of transformations
considered by Pironio [24] is complete. However, our construction applies also to sig-
naling scenarios; we demonstrate that causal inequalities are also affected by lifting
redundancies.
4
Part I
Local transformations
In the first part of our manuscript, we formally define the objects under study: sce-
narios, behaviors, correlation sets, Bell expressions and Bell-like inequalities, and how
local transformations act on them. An excellent preliminary read is the review by
Brunner et al. [8], as our approach is more mathematical. The main question we ad-
dress is the transformation of boxes, which represent the subsystems in a correlation
scenario that possibly includes signaling. We define local transformations using two
approaches: one based on causality (past events cannot depend on future events), and
one based on axioms that transformations should obey (such as preserving nonneg-
ativity and normalization). We show that both definitions single out the same class
of local transformations. In addition, we show that local transformations mirror the
positive-but-not-completely-positive property of quantum channels [6]. Here, to show
that a local transformation is positive but not completely positive, we will need a sig-
nalling distribution (Prop. 1). Previous works addressed similar questions. Barrett [3]
considered normalization-preserving transformations in generalized probabilistic the-
ories. Due to the nonsignaling constraints, his description of transformations has re-
dundancy; he considers equivalence classes of those and shows that each equivalence
class contains a stochastic-like transformation. The same transformations were stud-
ied in greater detail in Ref. [19]. These stochastic-like transformations corresponds to
the local transformations we study in this Part, although our approach removes the
ambiguities. Another work by de Vincente [12] lists families of local transformations
(without claim of exhaustiveness); we recover the operations he lists as subset of our
transformations; see also our Part III where we decompose local transformations in
detail.
This part is structured as follows. In Section 1, we provide the definitions used in
the manuscript: scenarios (Section 1.1), behaviors (or probability distributions, Sec-
tion 1.2), describe partial or full nonsignaling conditions (Section 1.3), deterministic
and local behaviors (Section 1.4). This sets up the stage to tackle local transformations
(Section 1.5), where the causal and axiomatic definitions are stated to be equivalent
in Proposition 1. We then move to characterize such transformations as mixtures
(Proposition 2) of deterministic transformations (Section 1.5.2). We define correlation
sets closed under local transformations in Section 1.6; the boundary of such sets is
characterized by Bell-like inequalities (Section 1.7), which we decompose as a linear
functional associated with an upper bound. We conclude the Section by demonstrat-
ing how Bell-like inequalities transform under local transformations (Proposition 4).
Some proofs of these results were moved to Section 2 to simplify the presentation.
1 Definitions and preliminary results
Parties, devices, subsystems or players in a Bell correlation scenario are usually or-
dered alphabetically as A(lice), B(ob), C(harlie), D(ave) and so on. We work in the
setting where a referee chooses inputs at random and sends them to the parties. After
suitable processing, the parties provide outputs that are collected by the referee who
estimates the correlations among the parties. One can also think of the parties as
devices that take measurement settings as input and produce measurement outcomes.
As our description is abstract, we are not concerned by these details and use the
terminology party/input/output.
1.1 Scenario
A scenario is composed of a number of devices labeled A, B, . . . . Most of our definitions
and results are stated in the two-party case; except when explicitly mentioned, the
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multi-party generalization is straightforward. The devices receive inputs taken from
finite sets; without loss of generality, the device A receives x ∈ {1..X}, while the
device B receives y ∈ {1..Y }. The integers X and Y are the numbers of input values.
The devices’ outputs also have finite cardinality, but their number can depend on the
input. When the device A receives the input x, it outputs a ∈ {1..Ax}; respectively
for the input y the device B outputs b ∈ {1..BY }. The cardinality of the party/device
A is given by the sequence A = (A1, . . . , AX) and similarly for B. When necessary,
we will use additional devices C and D with inputs z and t, and outputs c and d, the
rest of the notation being easily deduced.
For example, a two-party
nonsignaling scenario has
ENS = {(A,A), (B,B)}, whereas
the two-party scenario used to
study indefinite causal orders in [7]
has E = ENS ∪ {(A,B), (B,A)}.
Depending on the underlying causal structure, there will be restrictions on the
correlations between inputs and outputs of distinct parties, for example due to the
impossibility of faster-than-light communication.
The signaling directions of a scenario are described by the set of pairs E = {(s, t)},
where s, t ∈ {A,B, . . .} and s can signal to t. For simplicity, we define that (s, s) ∈ E
for all s.
Definition 1. A scenario S is defined by the cardinality of its parties (A,B, . . .) and
the signaling directions E.
The interpretation of those signaling directions is clarified in Section 1.3.
1.2 Behaviors
We recall that the Kronecker
product is defined, for ~x ∈ Rn and
~y ∈ Rm as
~x⊗ ~y =
(
x1~y
. . .
xn~y
)
.
The behavior of devices is fully described by the distribution PAB|XY(ab|xy). We
enumerate the coefficients of that distribution in a column vector ~PAB ∈ A ⊗ B.
More precisely, for dA =
∑
xAx, vectors in the space A = RdA correspond to the
enumeration of the coefficients of the single party distribution PA|X(a|x) obtained
by first incrementing the index a and then x. The same holds for B and for the
spaces of the subsequent parties. We fix the enumeration in ~PAB by requiring that
the coefficient order in ~PAB corresponds to the Kronecker product ~PA ⊗ ~PB when
PAB|XY(ab|xy) = PA|X(a|x) PB|Y(b|y).
As A, B and A⊗B are vector spaces, they include elements that do not correspond
to proper probability distributions. We define their nonnegative subsets
(A⊗ B)+ =
{
~PAB ∈ A⊗ B : ∀a, b, x, y, PAB|XY(ab|xy) ≥ 0
}
, (1)
while the normalized subset is
(A⊗ B)Σ =
{
~PAB ∈ A⊗ B : ∀x, y,
∑
ab
PAB|XY(ab|xy) = 1
}
. (2)
Combining those two definitions, we denote by (A⊗B)Σ+ = (A⊗B)Σ∩ (A⊗B)+ the
set of normalized, nonnegative behaviors. Those definitions were made for two-party
behaviors; but similar definitions apply to single party behaviors (for example A+,
AΣ).
1.3 Nonsignaling conditions
We now describe the nonsignaling constraints [8] for two-party distributions. Without
loss of generality, we consider the case where B does not signal to C, that is (B,C) /∈ E.
The behavior PBC|YZ(bc|yz) then obeys the nonsignaling constraint:∑
b
PBC|YZ(bc|yz) =
∑
b
PBC|YZ(bc|y′z) , ∀c, y, y′, z . (3)
Let us now consider the multi-party case. The multi-party definition is
relevant to understand the
decomposition of the correlation
space into nonsignaling and
signaling subspaces in Part II, and
can be skipped at first reading.
To simplify the notation in the definition
below, and in a few other parts of the manuscript, we temporarily group the parties
into sets such as {A1, A2 . . .} depending on their role in the nonsignaling conditions.
6
Definition 2. In a given scenario, we consider all subsets of parties that obey the
condition below, where we relabel the parties for convenience, and enumerate the corre-
sponding nonsignaling constraints. We consider a source subset of parties {B1,B2, . . .},
and a target subset {C1,C2, . . .} such that no source signals to a target: (Bi,Cj) /∈ E.
The remaining parties are enumerated {A1,A2, . . .}. To simplify the notation in the
equation below, we regroup the variables A = (A1,A2, . . .), X = (X1,X2, . . .) and the
indices a = (a1, a2, . . .), x = (x1, x2, . . .), and similarly for the two other sets of parties.
The behaviors of that scenario obey the constraint:∑
ab
PABC|XYZ
(
abc
∣∣xyz) = ∑
ab
PABC|XYZ
(
abc
∣∣xy′z) , ∀c, x, y, y′, z . (4)
We now revert to the original enumeration A, B, C, ... of the parties.
1.4 Deterministic and local behaviors
Let IA be the inputs of the parties that can signal to A, with A itself included (i.e.
x ∈ IA always):
IA = {input(P ) : (P,A) ∈ E} . (5)
and the same for IB and B, and so on. Then, a deterministic behavior is written
PAB...|XY...(ab . . .|xy . . .) = PA|IA(a|IA) PB|IB(b|IB) . . . , (6)
where PA|IA , PB|IB , . . . are deterministic distributions with coefficients in {0, 1}.
It is straightforward to verify that such behaviors obey the nonsignaling conditions
of Definition 2. We define now local behaviors.
Definition 3. A local behavior is a convex mixture of deterministic behaviors.
By linearity, local behaviors obey the nonsignaling conditions of Definition 2.
1.5 Local transformations
Consider a device A with cardinality A. We can apply processing before and after
operating the device: for example preprocess its input or postprocess its output. These
extra operations can even be correlated. As a consequence of this processing, the
resulting device can have a different structure A
′
, for example with additional inputs
or outputs. As we will see, such transformations can be used to adapt any device to
a given structure, possibly losing information in the process.
A few examples for A = (2, 2) and
maps A → A. The permutation of
inputs is written
ΛIFA =
0 0 1 00 0 0 1
1 0 0 0
0 1 0 0
 ,
while output randomization is
ΛRNDA =
1
2
1 1 1 11 1 1 1
1 1 1 1
1 1 1 1
 .
Formally, given ~PA ∈ A, we look for a map ΛA : A → A′ such that ~P ′A′ = ΛA ~PA.
In our probabilistic setting, the map ΛA has to be linear to preserve convexity. Hence,
we write ΛA as a matrix in RdA′×dA . The row space of Λ is implicitly indexed by
(a′, x′), while its column space is indexed by (a, x). The probability distribution ~PA
transforms to ~P ′A′ :
PA′|X′(a′|x′) =
X∑
x=1
Ax∑
a=1
Λ(a′,x′),(a,x)PA|X(a|x) . (7)
This notation is compatible with the tensor product structure; for example, when
applying ΛA on the party A but leaving B untransformed, we write:
~P ′A′B = (ΛA⊗1B)· ~PAB , P’A′B|X′Y(a′b|x′y) =
∑
ax
Λ(a′,x′),(a,x)PAB|XY(ab|xy) , (8)
with 1B : B → B the identity map, and ~P ′A′B ∈ A′ ⊗ B.
Not all matrices ΛA correspond to a sound transformation.
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1.5.1 Causal and axiomatic definitions
The subset of local maps can be defined in two equivalent ways, which we investigate
below. We can first ask that any processing should follow causality. For example, the
postprocessing of outputs can depend on the input but not the other way around. See also the definition of
1W-LOCC transformations in
Refs. [17, 20].Definition 4 (Causal local transformations). Causal local maps are composed of an in-
put preprocessing step PX|X′(x|x′) and an output postprocessing step PA′|XAX′(a′|xax′)
such that
PA′|X′(a′|x′) =
∑
ax
PX|X′(x|x′) PA′|XAX′(a′|xax′)︸ ︷︷ ︸
Λ(a′,x′),(a,x)
PA|X(a|x) , (9)
where PX|X′(x|x′) and PA′|XAX′(a′|xax′) are probability distributions.
The second way is to define axioms that local transformations should obey. For
example, the processing should preserve normalization and the nonnegativity of coef-
ficients, even when applied in arbitrary multi-party scenarios. Note that all the maps we consider
are normalization preserving. This
is in contrast with the quantum
case, where CP maps are not
necessarily completely positive and
trace preserving (CPTP). Our
definitions and proofs still apply
when requiring a weaker condition:
Behaviors can be subnormalized by
a factor that is constant over all
input combinations; and that
positive/completely positive maps
preserve the consistency of
subnormalization across inputs,
but can modify that factor.
Definition 5 (Positive and completely positive (CP) local transformations). A local
transformation ΛA : A → A′ is called positive if and only if it maps all normalized,
positive behaviors to normalized, positive behaviors, i.e.,
~PA ∈ AΣ+ ⇒ ΛA ~PA ∈ AΣ+ . (10)
A local transformation ΛA : A → A′ is called completely positive if and only
if it maps all joint normalized, positive behaviors A,B to joint normalized, positive
behaviors A′, B via partial application on the first, i.e.,
~PAB ∈ (A⊗ B)Σ+ ⇒ (ΛA ⊗ 1B) · ~PAB ∈ (A′ ⊗ B)Σ+ , (11)
for all cardinalities B and all scenarios, including those with signaling from A to B.
Proposition 1. Causal local transformations (Definition 4) are equivalent to com-
pletely positive local transformations (Definition 5).
Proof. Causal transformations are completely positive by the rules of probability
theory. The converse is proven in Section 2.1.
We provide here an example that illustrates that complete positivity is required.
Let ΛA : A → A with A = (1, 1); the device A provides a choice of two inputs but
always returns the same outcome. It is clear that ~PA = (1, 1)> is the only normalized
behavior corresponding to that device. The following map ΛA is positive and preserves
normalization. Actually, it leaves the only possible ~PA invariant:
ΛA =
(
2 −1
−1 2
)
. (12)
Nevertheless (ΛA ⊗ 1B) fails to preserve nonnegativity when applied on the signaling
behavior
PAB|XY(ab|xy) =
{
1 if b = x ,
0 otherwise,
(13)
with the device B having a single input with binary outputs B = (2).
We move towards the algebraic characterization of local maps.
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1.5.2 Deterministic local maps
Deterministic local
transformations are studied in
greater details in Section 8.2.
We now consider transformations of the form (9) where PX|X′ and PA′|XAX′ are
deterministic. As x is fully determined by x′, it is sufficient to consider local maps of
the form
Λ(a′,x′),(a,x) = PA′|AX′(a′|ax′) PX|X′(x|x′) (14)
with deterministic distributions PA′|AX′ and PX|X′ , as pictured on Figure 1. We pro-
vide now a compact notation for those deterministic local maps.
A
Figure 1: General form of a deter-
ministic local map.
Definition 6. A local deterministic map ΛA is fully determined by the mapping of
inputs
ξ : {1..X ′} → {1..X} , ξ : x′ 7→ x , (15)
and the mapping of outputs α = (α1, . . . , αX′), eventually conditioned on x′:
αx′ :
{
1..Aξ(x′)
}→ {1..A′x′} , αx′ : a 7→ a′ , (16)
so that
Λ(a′,x′),(a,x) =
{
1 if x = ξ(x′) and a′ = αx′(a) ,
0 otherwise.
(17)
1.5.3 All local transformations
We now arrive at our main characterization.
Proposition 2. All causal (or, equivalently, completely positive) local transformations
can be written as a convex mixture of deterministic local maps
ΛA =
∑
i
pi ΛiA (18)
where
∑
i pi = 1, pi ≥ 0 and the ΛiA satisfy Definition 6.
Proof. See Section 2.2.
1.6 Correlation sets
Figure 2: The vector space A⊗B
contains normalized and nonnega-
tive probability distributions (A⊗
B)Σ+. In quantum information,
we customarily distinguish the sub-
space NS obeying the nonsignal-
ing conditions of Definition 2, the
set of quantum correlations [18] Q
and the local set L of Definition 3.
The set of local behaviors is closed under local transformations.
Proposition 3. Let ~PAB be a local behavior according to Definition 3, and ΛA, ΛB
be local transformations according to Proposition 2. Then (ΛA ⊗ΛB) ~PAB is a local
behavior.
Proof. (Sketch). Remark that a deterministic local transformation applied to a de-
terministic behavior produces a deterministic behavior. The result follows from the
convex decomposition of the local behavior into deterministic behaviors, and the convex
decomposition of the local transformation into deterministic local transformations.
Many types of correlation sets are convex, in particular when the underlying sce-
nario allows for shared randomness between all parties. We are particularly interested
in the convex correlation sets that are closed under local transformations. This is
the case for the set of quantum correlations [18] or almost quantum correlations [22].
Some convex correlation sets are polytopes. For example, the local, nonsignaling [8]
and causally ordered sets [7] are polytopes.
By the hyperplane separation theorem [26, Corollary 11.4.2], if a correlation vector
~PAB is not part of some convex correlation set KAB, there exists a linear inequality
that separates that vector from the set:∑
abxy
φ(a, b, x, y) PAB|XY(ab|xy) ≤ u , (19)
a property we formalize below.
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1.7 Bell expressions and Bell-like inequalities
It would be a mistake to think of
ΦAB and ~PAB as members of the
same vector space. Bell expressions
and probability vectors do not
transform alike. Their invariant
spaces are different, as
Propositions 7 and 2 show.
Moreover, the “inner products”
ΦAB · Φ′AB or ~PAB · ~P ′AB would
have little physical justification.
A Bell expression is a linear map (or linear form) ΦAB : A ⊗ B → R. Formally,
ΦAB is an element of the dual vector space (A⊗B)∗. If we identify probability vectors
~PAB with column vectors, then Bell expressions are row vectors with real coefficients
φ(a, b, x, y) so that
ΦAB ~PAB =
∑
abxy
φ(a, b, x, y) PAB|XY(ab|xy) . (20)
We use the following convention: We write column vectors/behaviors using latin letters
with a vector arrow (as in ~P), row vectors/Bell expressions using greek letters without
an arrow (as in Φ), and matrices/linear maps using bold greek letters (as in Λ).
PR box
Figure 3: The CHSH inequality is
also a L-inequality certifying that
the PR box correlations are not
part of the local set L.
Formally, the membership certificates presented in (19) are defined as follows (see
example in Figure 3).
Definition 7. A K-inequality (ΦAB, u) is a Bell expression ΦAB ∈ (A ⊗ B)∗ along
with an upper bound u ∈ R such that:
~PAB ∈ KAB ⇒ ΦAB ~PAB ≤ u , (21)
where KAB is a convex set closed under local transformations.
1.7.1 Transformations of Bell expressions
Remember that local transformations act on behaviors as matrix-vector multiplication.
For ~PA ∈ A, ΛA : A → A′:
~P ′A′ = ΛA ~PA, PA′|X′(a′|x′) =
∑
ax
Λ(a′,x),(a,x) PA|X(a|x) . (22)
We can also define an action of local transformations on Bell expressions. Note that the order of source and
target spaces is reversed between
ΛA and ΛA′ .
Let
ΛA′ : A′ → A be a local transformation, and ΦA : A → R a Bell expression. Then
Φ′A′ = ΦA ΛA′ defines a Bell expression that takes a behavior in A′, applies the
transformation ΛA′ to obtain a behavior in A and finally evaluates the original ΦA on
the transformed behavior. This corresponds to the row-vector-matrix multiplication
φ′(a′, x′) =
∑
ax
φ(a, x) Λ′(a,x),(a′,x′) . (23)
Formally [27, Chap. 3], this action
of local transformation corresponds
to the adjoint of ΛA′ : A′ → A,
usually written Λ†A′ : A∗ → A′
∗.
We easily verify the following proposition.
Proposition 4. Let (ΦAB, u) be a K-inequality with ΦAB ∈ (A⊗B)∗. Let ΛA′ : A′ → A
and ΛB′ : B′ → B be local transformations. Then (Φ′A′B′ , u) with Φ′A′B′ = ΦAB(ΛA′ ⊗
ΛB′) is also a K-inequality.
Proof. Shift the application of (ΛA′ ⊗ΛB′) to ~PA′B′ and note that, by definition, the
correlation set KAB is closed under local transformations.
2 Proofs
Here we provide proofs of the preceding propositions.
2.1 Completely positive local transformations are causal
We prove Proposition 1 in two steps: First we show that CP local maps are conditional
probability distributions, then we prove the proposition, i.e., CP local maps can be
understood as a combination of pre- and post-processing.
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Lemma 1. CP local maps ΛA : A → A′ correspond to conditional probability distri-
butions of the form PA′X|AX′ , i.e.,
∃PA′X|AX′ : Λ(a′,x′),(a,x) = PA′X|AX′(a′, x|a, x′) . (24)
Proof. Let ΛA act on the first part of some joint device ~PAB ≥ 0 which is defined as
follows:
A = (A1, . . . , AX) ,
B = (B1, . . . , BX) with Bi = max
x
Ax ,
PAB|XY(a, b|x, y) = δa,y|Ax δb,x , (25)
where y|Ax = ((y − 1) mod Ax) + 1. This device takes takes two inputs and swaps
them, where additionally the output a is truncated to the range 1, . . . , Ax appropriate
for input x. The distribution PAB|XY transforms to PA′B|X′Y via
PA′B|X′Y(a′, b|x′, y) =
X∑
x=1
Ax∑
a=1
Λ(a′,x′),(a,x)PAB|XY(a, b|x, y) .
Since ΛA is completely positive, we have
∀a′, b, x′, y :PA′B|X′Y(a′, b|x′, y) ≥ 0 ,
∀x′, y :
Ax′∑
a′=1
By∑
b=1
PA′B|X′Y(a′, b|x′, y) = 1 .
By plugging Equation (25) into the above equations, we obtain that the following is
nonnegative for every choice of a′, b, x′, y:
X∑
x=1
Ax∑
a=1
Λ(a′,x′),(a,x)δa,y|Ax δb,x = Λ(a′,x′),(y|Ab ,b) ,
and that the following sums to 1 for every choice of x′, y:
Ax′∑
a′=1
By∑
b=1
X∑
x=1
Ax∑
a=1
Λ(a′,x′),(a,x)δa,y|Ax δb,x =
Ax′∑
a′=1
By∑
b=1
Λ(a′,x′),(y|Ab ,b) .
So, ΛA is a nonnegative function on four variables with the property that the sum
over a′ and b yields 1: It is a probability distribution of the form PA′X|AX′ .
By invoking the above Lemma, we prove Proposition 1.
Proof of Proposition 1. Suppose towards a contradiction that there exist some val-
ues x′0, x0, a0, a+ where
S :=
∑
a′
PA′X|AX′(a′, x0|a0, x′0) <
∑
a′
PA′X|AX′(a′, x0|a+, x′0) =: Q ,
i.e., the probability that ΛA outputs x0 depends on the value of A. If we would apply
this CP local map on the device
PA|X(a|x) = δx,x0δa,a0 + (1− δx,x0)δa,a+ ,
then normalization is not preserved:∑
a′,x,a
PA|X(a|x) PA′X|AX′(a′, x|a, x′0)
=
∑
a′,x,a
(
δx,x0δa,a0 + (1− δx,x0)δa,a+
)
PA′X|AX′(a′, x|a, x′0)
=
∑
a′
PA′X|AX′(a′, x0|a0, x′0) +
∑
a′,x 6=x0
PA′X|AX′(a′, x|a+, x′0)
= S + 1−Q < 1 .
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2.2 Local transformations as convex mixtures of deterministic transforma-
tions
Thanks to Proposition 1 we can identify the CP local map ΛA with PX|X′PA′|XAX′
and ΛiA with PX|X′,I=iPA′|AX′,I=i. Thus, in order to prove Proposition 2, we have to
show that PX|X′PA′|XAX′ can be written as a convex combination of deterministic
distributions PX|X′,I=iPA′|AX′,I=i.
Proof of Proposition 2. First, we decompose PX|X′ and PA′|XAX′ as convex combina-
tions of deterministic distributions:
PX|X′(x|x′) =
∑
ξ
PΞ(ξ) δx,fξ(x′) ,
PA′|XAX′(a′|x, a, x′) =
∑
ω
PΩ(ω) δa′,gω(x,a,x′) ,
where fξ and gω are functions. From this, we get
PX|X′(x|x′)PA′|XAX′(a′|x, a, x′)
=
∑
ξω
PΞ(ξ) PΩ(ω) δx,fξ(x′)δa′,gω(x,a,x′)
=
∑
ξω
PΞ(ξ) PΩ(ω) δx,fξ(x′)δa′,gω(fξ(x′),a,x′) .
Now, we define a random variable I = Ξ× Ω:
PI(i) = PI(ξ, ω) := PΞ(ξ) PΩ(ω) ;
and a function
g′i(a, x′) := gω(fξ(x′), a, x′) .
We conclude the proof by noting that
PX|X′(x|x′) PA′|XAX′(a′|x, a, x′) =
∑
i
PI(i) δx,fξ(x′)δa′,g′i(a,x′) .
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Part II
Invariant subspaces
We now motivate the analysis of the invariant subspaces of local transformations.
In particular, those invariant subspaces correspond to physical properties such as
normalization, or being nonsignaling. Indeed, local transformations map normalized
behaviors to normalized behaviors. As they act locally, they map nonsignaling be-
haviors to nonsignaling behaviors. As normalization and nonsignaling constraints are
written using linear equalities, they restrict the linear subspaces of which behaviors
can be part of. This second part of our manuscript is structured as follows. Below,
we provide an overview of the goals of this part using a concrete example, and show
how single party invariant subspaces are linked to the multi-party structure. In Sec-
tion 4, we construct the invariant subspaces of local transformations for the single
party case. We consider the multi-party case in Section 5, and identify the normal-
ization, nonsignaling and signaling subspaces in arbitrary scenarios. Applications are
discussed in Section 6: the equivalence of Bell-like inequalities, the optimization of
their statistical properties, and the decomposition of assemblages/steering witnesses
in steering scenarios. Finally, Section 7 proves the uniqueness of the decomposition
into invariant subspaces, and collects longer proofs of the preceding sections. This last
section is more technical than the rest of the manuscript and should be skipped at
first reading.
3 Motivation
To verify our understanding of
that notation, we give a concrete
example here. With the ordering of
coefficients defined in Section 1.2,
we describe the PR box
correlations with the vector
~PAB = (P(11|11) ,P(12|11) ,
P(11|12) ,P(11|22) ,
. . . ,P(22|22))>
that is
~PPRAB = (1, 0, 1, 0, 0, 1, 0, 1, 1,
0, 1, 0, 0, 1, 0, 1)>/2
while the CHSH inequality ΦCHSHAB
has coefficients
ΦCHSHAB = (1,−1, 1,−1,−1, 1,
− 1, 1, 1,−1,−1, 1,−1, 1, 1,−1)
and we verify ΦCHSHAB ~P
PR
AB = 4. In
the bases described above, these
vectors decompose as
~PPRAB = ~ZA ⊗ ~ZB+∑
xy
(−1)(x−1)(y−1) ~CxA ⊗ ~CyB
while
ΦCHSHAB =∑
xy
(−1)(x−1)(y−1)γxA ⊗ γyB .
Consider a two-party scenario with binary inputs and outputs without signaling
between Alice and Bob. The behavior vector ~PAB has 16 coefficients; however normal-
ization constraints (2) and nonsignaling constraints (Definition 2) reduce the degrees
of freedom needed to describe the behavior to 8. Indeed, any nonsignaling behavior
has a description using the correlators [31]
A = (−1)a−1 , B = (−1)b−1 , (26)
with their expectation values compactly written
〈Ax〉 =
∑
a
(−1)a−1PA|X(a|x) , 〈By〉 =
∑
b
(−1)b−1PB|Y(b|y) ,
〈AxBy〉 =
∑
a,b
(−1)(a−1)(b−1)PAB|XY(ab|xy) . (27)
for a, b, x, y = 1, 2; The behavior ~PAB can be reconstructed with
~PAB = ~ZA⊗ ~ZB+
∑
x
〈Ax〉 ~CxA⊗ ~ZB+
∑
y
〈By〉 ~ZA⊗ ~CyB +
∑
xy
〈AxBy〉 ~CxA⊗ ~CyB , (28)
where
~ZA = ~ZB =
1
2

1
1
1
1
 , ~C1A = ~C1B = 12

1
−1
0
0
 , ~C2A = ~C2B = 12

0
0
1
−1
 , (29)
using the coefficient enumeration convention of Section 1.2. The correlator nota-
tion provides several advantages: A behavior is specified using a minimal number
of coefficients, Bell inequalities/expressions can be written in a canonical form un-
der nonsignaling constraints, and it directly expresses the nature of correlations, for
example whether marginals are uniformly random or not.
At the single party level (~PA ∈ R4), we base our exploration of invariant subspaces
on the following observation.
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Proposition 5. Let ~PA be an element of A such that
∑
a PA|X(a|x) = c, for all x
and a constant c ∈ R, but otherwise arbitrary. Let ~P ′A = ΛA ~PA be the behavior after
local transformation by an arbitrary ΛA. Then
∑
a′ P’A′|X′(a′|x′) = c.
Proof. ΛA is a mixture of deterministic transformations. For a single element in this
decomposition:∑
a′
P’A′|X′(a′|x′) =
∑
a′ax
PA′|AX′(a′|ax′) PX|X′(x|x′) PA|X(a|x) (30)
=
∑
x
PX|X′(x|x′)
∑
a
PA|X(a|x)︸ ︷︷ ︸
=c
= c .
An invariant subspace VA ⊂ A is such that any ~PA ∈ VA has image ΛA ~PA ∈ VA.
Our observation is that there are nontrivial subspaces of A (read different from 0 or A)
which are invariant. A first invariant subspace is spanned by {~C1A, ~C2A}, as
∑
a
~CxA = 0.
As local transformations preserve normalization itself (the value of the constant
c in Proposition 5), another invariant subspace is spanned by {~ZA, ~C1A, ~C2A}. The last
invariant subspace is the space R4 itself, for which we complete our basis with a fourth
vector ~SA = (1, 1,−1,−1)>/2, such that elements of the chain
0 ⊂ span
(
~C1A, ~C
2
A
)
⊂ span
(
~C1A, ~C
2
A, ~ZA
)
⊂ span
(
~C1A, ~C
2
A, ~ZA, ~SA
)
= R4 = A (31)
are invariant subspaces of local transformations. We will prove later that no other
decomposition in terms of invariant subspaces is possible.
The basis
{
~C1A, ~C
2
A, ~ZA, ~SA
}
induces a basis of the dual space A∗, which we write{
γ1A, γ
2
A, τA, σA
}
. It is uniquely defined if we require that
γxA ~C
x
A = τA ~ZA = σA ~SA = 1 (32)
and all other contractions equal to zero.
First, we have the map
σA = (1, 1,−1,−1)/2 (33)
that verifies that the normalization of ~PA is balanced:
σA ~PA =
∑
a
PA|X(a|1)−
∑
a
PA|X(a|2) . (34)
The subspace of A for which σA ~PA = 0 is exactly V = span
(
~C1A, ~C
2
A, ~ZA
)
. Now, for
any local transformation ΛA and any ~PA ∈ V, we have
σA (ΛA ~PA) = 0 ⇔ (σA ΛA) ~PA = 0 , (35)
and thus (σA ΛA) ∈ span (σA), and span (σA) is an invariant subspace of A∗. As can
be easily verified, another invariant subspace is given by span (σA, τA), with τA =
(1, 1, 1, 1)/2; we remark that σA ~PA = 0 and τA ~PA = 1 are constraints obeyed by
all normalized behaviors, and normalization is preserved by local transformations.
Finally, the dual basis is completed by γ1A = (1,−1, 0, 0) and γ2A = (0, 0, 1,−1). Thus,
the elements of the chain
0 ⊂ span (σA) ⊂ span (σA, τA) ⊂ span
(
σA, τA, γ1A, γ
2
A
)
= A∗ (36)
are invariant subspaces of A∗.
We note that the value of the correlators (27) can be recovered using these dual
basis elements:
〈Ax〉 = (γxA ⊗ τB) ~PAB, 〈By〉 = (τA ⊗ γyB ) ~PAB, 〈AxBy〉 = (γxA ⊗ γyB ) ~PAB . (37)
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Finally, we remark that the above derivation was made for a two-party scenario with-
out any signaling directions. As we will see later, but can be verified explicitly by the
reader, signaling from A to B is represented by the subspace span
(
~SA
)
⊗ span
(
~C1B , ~C
2
B
)
,
while signaling from B to A is represented by the subspace span
(
~C1A, ~C
2
A
)
⊗span
(
~SB
)
.
As a conclusion of this overview, we see that a pertinent decomposition of the two-
party behavior space comes directly from the decomposition of the invariant subspaces
of single parties.
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4 Invariant subspaces of single party correlations
The constructions below can be
generalized to arbitrary local
transformations ΛA : A → A′,
where A 6= A′. The generalization
is left to the reader, but the end
result will be that the upper
triangular form of Figure 4 applies
to those maps as well.
We now study the invariant subspaces of the local transformation ΛA : A → A,
for a party A of arbitrary cardinality. As ΛA acts on behaviors and Bell expressions,
we will study invariant subspaces of A and its dual A∗.
4.1 Linear forms
From Section 1.7, we recall that a linear form ΦA : A → R is an element of the dual
space A∗. In the single party case, a useful example is the trace out map τA : A → R,
defined as:
τA ~PA =
1
X
∑
ax
PA|X(a|x) =
∑
ax
τA(a, x) PA|X(a|x) , τA(a, x) = 1/X . (38)
We observe that τA ~PA = 1 for all normalized distributions. Linear forms are written
explicitly using their coefficients φA(a, x) such that
ΦA ~PA =
∑
ax
φA(a, x)PA|X(a|x) . (39)
In the two-party case, linear forms respect the tensor structure, such that:
(ΦA ⊗ ΦB)~PAB =
∑
abxy
φA(a, x)φB(b, y)PAB|XY(ab|xy) , (40)
and even partially applied
~P ′B = (ΦA ⊗ 1B)~PAB ⇔ P’B|Y(b|y) =
∑
ax
φA(a, x)PAB|XY(ab|xy) . (41)
We observe that (τA ⊗ τB) ~PAB = 1 for all normalized distributions, and that
(τA⊗1B) ~PAB provides the marginal distribution ~PB for x chosen uniformly at random.
4.2 Notation for the Euclidean basis
If A was equipped with an inner
product 〈·, ·〉, we could use the
same basis for A and its dual,
sending each basis element ~ei to
the dual element 〈~ei, ·〉. We do not
have a meaningful inner product at
hand, and as we will see, the
spaces A and A∗ have different
decompositions into invariant
subspaces. Thus, the usual
approach based on orthogonal
representations of finite or
compact groups cannot work here.
Our definitions for linear algebra
are based on [27], in particular
Chapter 3. We summarize in this
subsection the definitions required
to understand the statements. The
precise formulation of invariant
subspaces and the proofs given in
Section 7 are based on the
representation theory of
associative algebras [15]; however
in the present section we keep the
jargon to a minimum.
By identification A ∼ RdA , we enumerate the elements of the standard basis on
x ∈ {1..X} and a ∈ {1..Ax} (recall the definitions from Section 1.1). We denote byJa|xKA the basis element which has a single nonzero coefficient equal to one in the
(a, x) position, such that
~PA =
∑
a,x
PA|X(a|x) Ja|xKA . (42)
We enumerate Ja|xK∗A the basis elements of A∗, such that
Ja|xK∗A ~PA = PA|X(a|x) . (43)
The bases {Ja|xKA}a,x and {Ja|xK∗A}a,x are dual ([27, Theorem 3.11]) in the sense
that Ja′|x′K∗A Ja|xKA = δa,a′δx,x′ (44)
with δ the Kronecker delta. This notation will be invaluable to define compactly a
more appropriate basis of these spaces.
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4.3 Generalized correlators
Example: Let A have binary inputs
and A1 = 3 outputs for x = 1 and
A2 = 2 outputs for x = 2, i.e.
A = (3, 2). Then
~ZA = (1/3, 1/3, 1/3, 1/2, 1/2)>,
~S1 = (1/3, 1/3, 1/3,−1/2,−1/2)>,
~C1|1 = (1, 0,−1, 0, 0)>/3,
~C2|1 = (0, 1,−1, 0, 0)>/3,
~C1|2 = (0, 0, 0, 1,−1)>/2.
We now consider a basis of A and A∗ that describes the physics at hand. We first
define the uniformly random behavior:
~ZA =
X∑
x=1
Ax∑
a=1
1
Ax
Ja|xKA , (45)
the correlation vectors:
~C
i|x
A =
Ji|xKA − JAx|xKA
Ax
, x ∈ {1..X} , i ∈ {1..Ax − 1} , (46)
Motivating a unique form for those
definitions is one goal of the
present manuscript. Part of it
comes from the existence of
invariant subspaces, while other
choices come from existing
conventions used in the field
(Section 7.4).
and the normalization-violating or signaling vectors:
~SkA =
Ak∑
a=1
X
Ak
Ja|kKA − X∑
x=1
Ax∑
a=1
1
Ax
Ja|xKA , k ∈ {1..X − 1} . (47)
We write
ZA = span
(
~ZA
)
, CA = span
({
~C
i|x
A
}
ix
)
, SA = span
({
~SkA
}
k
)
(48)
the subspaces spanned by those vectors.
4.3.1 Basis of the dual space
Example: let A = (3, 2) as above.
Then τA = (1, 1, 1, 1, 1)/2,
σ1A = (1, 1, 1,−1,−1)/2,
γ
1|1
A = (2,−1,−1, 0, 0),
γ
2|1
A = (−1, 2,−1, 0, 0) and
γ
1|2
A = (0, 0, 0, 1,−1).
Now, we move to the space A∗ of Bell expressions. We define the normalization
checking linear forms σxA ∈ A∗:
x ∈ {1..X} , σxA =
Ax∑
a=1
Ja|xK∗A , (49)
so that σxA ~PA = 1 for normalized distributions. From those, we can express the trace
out form of Eq. (38) that verifies overall normalization (τA ~PA = 1) and discards
parties:
τA =
1
X
X∑
x=1
σxA . (50)
Uniform normalization is checked by the forms σkA:
σkA =
σkA − σXA
X
, k ∈ {1..X − 1} , (51)
so that σkA ~PA = 0 for normalized distributions. We complete our basis by the forms
γ
i|x
A : Note that γ
i|x
A corresponds to the
usual binary correlators when
Ax = 2, which were discussed in
the introductory Section 3. Writing
〈Ax〉 = PA|X(1|x)− PA|X(2|x), we
have, for normalized ~PA:
σ1A ~PA = 0, τA ~PA = 1 and
γ
1|x
A ~PA = 〈Ax〉.
γ
i|x
A ~PA = Ax Ji|xK∗A −∑
a
Ja|xK∗A , x ∈ {1..X} , i ∈ {1..Ax − 1} , (52)
We now identify subspaces of A∗:
Z∗A = span (τA) , S∗A = span
({
σiA
}
i
)
, C∗A = span
({
γ
i|x
A
}
ix
)
(53)
where the subspace Z∗A corresponds to linear maps that take a constant value on nor-
malized distributions, while S∗A corresponds to normalization-checking forms; finally
C∗A corresponds to the forms that extract the correlation data from behaviors.
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~C
i|x
A ∈ CA ~ZA ∈ ZA ~SkA ∈ SA
γ
i′|x′
A ∈ C∗A δi′,iδx′,x 0 0
τA ∈ Z∗A 0 1 0
σk
′
A ∈ S∗A 0 0 δk′,k
Table 1: Relations between linear forms and subspaces when computing φ(~v) for ~v ∈ V where φ
is a linear form and V a subspace.
4.4 Basis duality and projection on subspaces
The bases given above are dual to each other.
Proposition 6. Let
{
~ZA
}
∪
{
~C
i|x
A
}
∪
{
~SkA
}
be a basis of A for x ∈ {1..X}, k ∈
{1..X − 1} and i ∈ {1..Ax − 1}. Let {τA} ∪
{
γ
i′|x′
A
}
∪
{
σk
′
A
}
also be an basis of A∗,
for x′ ∈ {1..X}, k′ ∈ {1..X − 1} and i′ ∈ {1..Ax − 1}. Those two bases are dual to
each other. In particular, the only nonzero contractions are
τA ~ZA = 1, γi
′|x′
A ~C
i|x
A = δi′,iδx′,x, σk
′
A ~S
k
A = δi′,i , (54)
as shown in Table 1.
Proof. Left to the reader.
This means that for ΦA ∈ C∗A or Z∗A or S∗A, and ~PA ∈ CA or ZA or SA, the product
ΦA ~PA can be nonzero only for pairs of vectors in (C∗A,CA), (Z∗A,ZA) and (S∗A,SA).
Keeping the interpretation of behaviors as column vectors and linear forms as row
vectors, we obtain the following corollary.
Corollary 1. The projectors on the subspaces ZA, CA and SA are written:
ΠZA = ~ZA · τA, ΠCA =
∑
ix
~C
i|x
A · γi|xA , ΠSA =
∑
k
~SkA · σkA . (55)
And as we see below, the projectors ΠZA and ΠZA + ΠCA are uniquely defined by
invariance under local transformations.
4.5 Decomposition of invariant subspaces
The bases above are motivated by the following decomposition.
0
0
1
Figure 4: Block diagonal form of
a local map ΛA in the basis given
by the subspaces C, Z and S.
Proposition 7 (Simple version). The space A decomposes as the series of subspaces
invariant under local transformations
0 ⊂ CA ⊂ CA ⊕ ZA ⊂ CA ⊕ ZA ⊕ SA = A (56)
and the decomposition is unique.
Proof. See Section 7, where it is reformulated as Proposition 18.
Note that the proposition allows freedom in the definition of the subspace ZA; only
the direct sum CA ⊕ ZA is unique, not the factor ZA itself. We show in Section 7.4.1
that ZA and SA are uniquely determined if we ask additionally that both subspaces
are invariant under relablings of outputs, and that τA averages uniformly over inputs.
Proposition 7 can be reformulated by saying that the local transformation ΛA has a
block triangular form as in Figure 4. This block triangular form extends
to maps ΛA : A → A′ between
spaces of different cardinalities.
This decomposition induces a decomposition of
the dual space A∗. We observe that S∗A is zero for elements of CA⊕ZA, and that S∗A⊕Z∗A
is zero for elements of CA; Lemma 4 in Section 7 provides the following corollary.
18
Corollary 2. The space A∗ decomposes as the series of subspaces invariant under
local transformations
0 ⊂ S∗A ⊂ S∗A ⊕ Z∗A ⊂ S∗A ⊕ Z∗A ⊕ C∗A = A∗ (57)
and the decomposition is unique.
We now discuss two impacts of this decomposition at the single party level.
4.6 Impact on single party behaviors
Using the linear forms defined above, the normalization constraint is equivalently
written:
Ax∑
a=1
PA|X(a|x) = 1 or σxA ~PA = 1 , x ∈ {1..X} (58)
which we split into
τA ~PA = 1 and σkA ~PA = 0 , k ∈ {1..X − 1} . (59)
Using the dual basis relations (Proposition 6), we see that any normalized ~PA can
be written as
~PA = ~ZA + ~C, ~C ∈ CA , (60)
as ~PA cannot have support in SA (because σiA ~PA = 0), and its coefficient in ZA is
fixed by τA ~PA = 1.
4.7 The Collins-Gisin basis
Another description of the nonsignaling space is given by the Collins-Gisin basis. These definitions apply directly to
the multi-party case by performing
the change of basis on each
component of the tensor product
space. For example, in the CHSH
scenario, the Collins-Gisin basis for
Alice is given by
(1,PA|X(1|1) ,PA|X(1|2))> and the
Collins-Gisin basis for Bob is
(1,PB|Y(1|1) ,PB|Y(1|2))>. The
resulting tensor product has 9
elements: one constant
normalization, 4 single party
marginals and 4 two-party
coefficients.
Given a probability distribution described in that basis, the distribution in the full
space is readily reconstructed. For example, for A = (3, 2),
PA|X(1|1)
PA|X(2|1)
PA|X(3|1)
PA|X(1|2)
PA|X(2|2)
 =

0 1 0 0
0 0 1 0
1 −1 −1 0
0 0 0 1
1 0 0 −1

︸ ︷︷ ︸
GA

1
PA|X(1|1)
PA|X(2|1)
PA|X(1|2)
 . (61)
As GA is not square, its inverse is not uniquely defined. We can resolve this by
prescribing the following. We write G+A for the matrix that satisfies G
+
A GA = 1
(and thus is a pseudoinverse), and require that GA G+A is a projector on the CA ⊕ ZA
subspace. The inverse coresponding to the example above is
G+A =
1
12

6 6 6 6 6
10 −2 −2 2 2
−2 10 −2 2 2
3 3 3 9 −3
 . (62)
In the general case, the matrix GA has the following form:
GA =

~f1 K1 0 0 . . .
~f2 0 K2 0
~fA 0 0 K3
...
 , ~fx =
(
~0αx
1
)
, Kn =
(
1αx
−~1>αx
)
, (63)
where αx = Ax − 1, while ~0n ∈ Rn is the vector of all zeros and ~1n ∈ Rn is the vector
of all ones.
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Proposition 8. The following matrix G+A satisfies GA G
+
A = 1 so that G
+
A GA is a
projector on the CA ⊕ ZA subspace.
G+A =

~1>A1/X ~1
>
A2
/X ~1>A3/X . . .
H11 H12 H13
H21 H22 H23
H31 H32 H33
...
 ,
Hxx =
(
1αx−µx1αx×αx −µx~1αx
)
,
Hi 6=j = νx1αi×Aj ,
µx = (n− 1)/(XAx) ,
νx = 1/(XAx) ,
(64)
where 1m×n ∈ Rm×n is the matrix of all ones.
Proof. Left to the reader (straight forward calculation).
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5 Invariant subspaces of multi-party correlations
We now consider the invariant subspaces of multi-party correlations. In particular, we
link the multi-party normalization and nonsignaling constraints (Definition 2) and
the decomposition defined in Section 4. We study first the two-party case and provide
explicit characterizations; we then discuss multi-party generalizations.
5.1 Two-party distributions
We consider the space A⊗B of two-party behaviors and its dual (A⊗B)∗ containing
two-party Bell expressions. Due to the tensor structure, for any invariant subspace
VA = CA, CA ⊕ ZA or CA ⊕ ZA ⊕ SA , (65)
(and the same for VB), the subspace VA⊗VB is invariant under ΛA⊗ΛB for arbitrary
local transformations ΛA and ΛB. Our goal is now to provide an interpretation for
the nine combinations CA ⊗ CB, CA ⊗ (CB ⊕ ZB) and so on.
Proposition 9. The behavior ~PAB is normalized if and only if (iff.) it satisfies the
following constraints:
(τA ⊗ τB) ~PAB = 1 and (σkA ⊗ τB) ~PAB = (τA ⊗ σlB) ~PAB = (σkA ⊗ σlB) ~PAB = 0 .
(66)
In addition, a normalized ~PAB is nonsignaling from A to B iff. it satisfies
(σkA ⊗ γj|yB ) ~PAB = 0 , (67)
and nonsignaling from B to A iff. it satisfies
(γi|xA ⊗ σlB) ~PAB = 0 . (68)
In these definitions, the indices i, j, k, l, x, y run over their respective domains.
Proof. Remark that
(σxA ⊗ σyB ) ~PAB = 1, ∀x, y , (69)
simply expresses the normalization constraint
∑
ab PAB|XY(ab|xy) = 1. As in Sec-
tion 4.6, we split that constraint into
(τA ⊗ τB) ~PAB = 1, (τA ⊗ σlB) ~PAB = (σkA ⊗ τB) ~PAB = (σkA ⊗ σlB) ~PAB = 0 (70)
for all i, j. This provides an interpretation for the four subspaces (ZA⊕SA)⊗ (ZB⊕SB).
We consider now the constraint that A does not signal to B. It is written∑
a
PAB|XY(ab|xy)− PAB|XY(ab|x′y) = 0 ⇔
[
(σxA − σx
′
A )⊗ 1B
]
~PAB = 0 (71)
for all b, x, x′, y. Without loss of generality, we can fix x′ = X to the last input value.
Then the nonsignaling constraint becomes:
(σkA ⊗ τB) ~PAB = (σkA ⊗ γj|yB ) ~PAB = (σkA ⊗ σlB) ~PAB = 0 . (72)
Compared to the normalization constraint (70), only (σkA⊗γj|yB ) ~PAB = 0 is new, which
leads us to identify SA⊗CB as the A→ B signaling subspace. A similar argument shows
that CA⊗SB corresponds to the B→ A signaling subspace, and that (γi|xA ⊗σlB) ~PAB = 0
is the B → A nonsignaling constraint not covered by normalization.
Regarding the correlation space A⊗ B, we obtain the following characterization.
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Proposition 10. Any behavior ~PAB has the form
~PAB = ~ZA ⊗ ~ZB + ~PnonsigAB + ~PA→BAB + ~PB→AAB (73)
where the nonsignaling component ~PnonsigAB is in (ZA ⊗ CB) ⊕ (CA ⊗ ZB) ⊕ (CA ⊗ CB),
signaling A→B is expressed by ~PA→BAB ∈ SA ⊗ CB, and signaling B→A is expressed by
~PB→AAB ∈ CA ⊗ SB. A graphical summary is displayed in Figure 5.
1 0
00
A→B
B→A
A
B AB
Normalization
Signaling from→to
Nonsig. marginals
or full correlations
Figure 5: Subspaces in two party
(A,B) scenarios.
Signaling directions are allowed or
forbidden depending on the
scenario definition: see Section 1.1.
Proof. Looking back at Proposition 9, normalization fixes the component in ZA ⊗ ZB,
and forbids components in ZA ⊗ SB, SA ⊗ ZB and SA ⊗ SB. The signaling components
CA ⊗ SB and SA ⊗ CB were identified from the signaling constraints. Remain the
interpretation of ZA⊗CB, CA⊗ZB and CA⊗CB. Remark that elements in CA⊗CB are
sent to zero when tracing out one of the parties, either using (τA⊗1B) or (1A⊗τB). Thus,
CA⊗CB corresponds to joint correlations. On the other hand, CA⊗ZB disappears when
tracing out B, and thus corresponds to the marginal correlations of A; similarly for
ZA⊗CB, which disappears when tracing out A, and represents the marginal correlations
of B.
5.2 Normalization and (non)signaling subspaces in multi-party scenarios
We now move to the multi-party case. For n parties, the space A ⊗ B ⊗ C ⊗ . . .
decomposes as
A⊗ B ⊗ C ⊗ . . . = (SA ⊕ CA ⊕ ZA)⊗ (SB ⊕ CB ⊕ ZB)⊗ (SC ⊕ CC ⊕ ZC)⊗ . . . (74)
We consider a single term VA⊗VB⊗VC⊗ . . . in the expansion of the decomposition
above, with VA ∈ {SA,CA,ZA}, VB ∈ {SB,CB,ZB}, and so on, so that after expansion
of the tensor products we are left with 3n subspaces. The question is now to identify
what a given subspace corresponds to. We count using nS, nC and nZ how many
times each subspace is present, with nS + nC + nZ = n. To ease the notation in
the propositions below, we reorder the parties such that A1, . . . , AnZ correspond to
subspaces of type Z; that B1, . . . , BnS correspond to subspaces of type S, and finally
C1, . . . , CnC correspond to subspaces of type C.
We are now ready to generalize the Propositions 9 and 10 to the multi-party case.
We will consider the different combinations of subspaces separately.
1 0
00
0 0
0 0
A→B
B→A
A→C
B→C AB→CB→AC
A→BC
C→A
AC→BC→AB
BC→A
C→B
A
B
ACC
BC ABC
AB
Normalization
Signaling from→to
Nonsig. marginals
or full correlations
Figure 6: Subspaces in three party
(A,B,C) scenarios; note that we
have ordered the components as
Z, C and S for clarity.
Proposition 11 (Normalization). The subspaces with nC = 0 correspond to normal-
ization subspaces. For nZ = n and nS = 0, we have the constraint
(τA1 ⊗ τA2 ⊗ . . .) ~PA1A2... = 1 , (75)
and thus, for ~P, the component in the ZA1⊗ZA2⊗. . . subspace is fixed to ~ZA1⊗ ~ZA2⊗. . ..
For nS = n and nZ = 0, we have the constraint
(σk1B1 ⊗ . . .⊗ σ
knS
BnS )
~PA1...BnS = 0 , (76)
while when nZ, nS > 0, we obtain
(τA1 ⊗ . . .⊗ τAnZ ⊗ σ
k1
B1 ⊗ . . .⊗ σ
knS
BnS )
~PA1...BnS = 0 , (77)
for all k1, . . . , knS , and there cannot be a component in the ZA1 ⊗ . . .⊗ ZAnZ ⊗ SB1 ⊗
. . .⊗ SBnS subspace for any normalized behavior ~P.
Proof. See Section 7.5.
The subspaces with nC > 0 and nS = 0 correspond to nonsignaling correlations.
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Proposition 12 (Nonsignaling correlations). Any deterministic nonsignaling behavior
has nonzero support in the subspace ZA1 ⊗ . . .⊗ ZAnZ ⊗ CC1 ⊗ . . .⊗ CCnC .
Proof. See Section 7.6.
With our definition of the trace out map (38) and the duality relations of Proposi-
tion 6, we remark that the subspaces of B1⊗ . . .⊗BnS ⊗C1⊗CnC express the marginal
distribution PB1B2...C1C2...|Y1Y2...Z1Z2...(b1b2 . . . c1c2 . . .|y1y2 . . . z1z2 . . .) after the par-
ties A1, A2 have been traced out using a uniform input distribution P(x1x2 . . .) =
1/(X1X2 . . .).
Proposition 13 (Signaling correlations). Let nS > 0 and nC > 0. If (Bi, Cj) /∈ E for
all i, j, i.e. no Bob signals to any Charlie, then the behaviors of that scenario obey the
constraint:
(τA1 ⊗ τA2 ⊗ . . .⊗ σl1B1 ⊗ σl2B2 ⊗ . . .⊗ γ
k1|x1
C1 ⊗ γ
k2|x2
C2 ) ~P = 0 , (78)
and thus do not have a component in the subspace
ZA1 ⊗ . . .⊗ ZAnZ ⊗ SB1 ⊗ . . .⊗ SBnS ⊗ CC1 ⊗ . . .⊗ CCnC . (79)
Proof. See Section 7.7.
A graphical summary is displayed in Figure 6 for the three party case.
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6 Applications
We now discuss a few applications. We discuss in the first part (Section 6.1) the equiv-
alence of Bell-like inequalities due to the normalization and nonsignaling constraints.
In the second part (Section 6.2) we generalize the method proposed in [25] to optimize
the variance of Bell inequalities used as statistical estimators. Finally, we present a
decomposition of assemblages/witnesses applicable to steering scenarios (Section 6.3).
6.1 Equivalence of inequalities
For more parties: define
τAB... = τA ⊗ τB ⊗ . . ., and select
the {µi} as the linear forms
corresponding to subspaces that
are not present (Propositions 11
and 13).
The equivalence of inequalities under affine constraints was studied in [28] for
nonsignaling scenarios. The construction presented in that paper generalizes readily
to scenarios involving signaling directions, as we show now. We group the linear
constraints present in Proposition 9 as
τAB ~PAB = 1, µi ~PAB = 0 (80)
where τAB = τA⊗τB, and {µi} is a set of linearly independent forms having value zero
for correlations in the considered scenario. A complete definition of
equivalency is given in Section 9.3.
We say that inequalities are equivalent
when they define the same hyperplace in the affine space constrained by Eq. (80).
Definition 8. With τAB and {µi} as defined above, the K-inequalities (ΦAB, u) and
(Φ′AB, u′) are affine equivalent if
Φ′AB = s (ΦAB + t τAB +
∑
i
wi µi), u′ = s(u+ t), (81)
for s > 0 and t, wi ∈ R.
This definition is sound because the µi will lead to a zero-contribution and τAB to
a constant t.
6.1.1 Checking equivalence and canonical representatives
While the above condition can be checked by solving a linear system, we prefer to
find a method that takes any (ΦAB, u) to a canonical representative. The idea of a
canonical representative is to have an expression that follows some recipe and that
is as minimal as possible; e.g., we will project away all the components of expAB
which are irrelevant. Note that Proposition 9 and its corollary splits the space A⊗B
into a normalization subspace ZAB = ZA ⊗ ZB, allowed subspaces such as CA ⊗ ZB
and forbidden subspaces such as ZA ⊗ SB, with the exact grouping depending on the
allowed signaling directions. We group the allowed subspaces (with the exception of
ZA⊗ZB) into Γ, while the forbidden subspaces are grouped into Ω; the corresponding
dual elements are also grouped into Γ∗ and Ω∗ such that
A⊗ B = ZAB ⊕ Γ⊕ Ω, (A⊗ B)∗ = Z∗AB ⊕ Γ∗ ⊕ Ω∗ . (82)
Remark that the linear forms in Ω∗ evaluate to zero on allowed behaviors. Thus, {µi}
is a basis of Ω∗.
Recalling the subspace projectors given by Corollary 1, we write ΠZ the projector
on the normalization subspaces:
ΠZ = ΠZA ⊗ΠZB . (83)
We also write ΠΓ (resp. ΠΩ) the projector on the Γ subspace (resp. Ω):
ΠΓ = ΠZA⊗CB + ΠCA⊗ZB + ΠCA⊗CB + . . . , ΠΩ = ΠZA⊗SB + ΠSA⊗ZB + . . . . (84)
The projectors defined so far act on behaviors. Recall that the adjoint Π†Z is a
fancy name for the
row-vector-matrix multiplication
action of ΠZ.
However, if ΠZ has image in the
ZAB subspace, its adjoint operator Π†Z : (A⊗ B)∗ → (A⊗ B)∗ has image into Z∗AB.
Then, the canonical form of ΦAB is obtained by either:
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• Projecting ΦAB to Φ′AB = ΦAB ΠΓ, and shifting u′ = u − ΦAB ~ZA ⊗ ~ZB. This
projection is relevant when the same Bell expression is equipped with a variety
of bounds corresponding to various convex sets of interest (local, quantum, . . . ).
The projected Bell expression Φ′AB is independent of the bound u considered.
This is the approach used in our classification of Bell inequalities [28].
• Projecting and shifting ΦAB to Φ′AB = ΦAB (ΠZ + ΠΓ)−u (τA⊗ τB) while u′ = 0.
The resulting Bell inequality is fully characterized by Φ′AB, which is an element
of the dual of the convex set of interest KAB. The projection depends on the
original bound u.
After projection and shift, we have two options to fix the scale factor in order to define
a unique representative.
• If Φ′AB has rational coefficients, fix the scale by writing the expression with
relatively prime integers.
• Otherwise, use an arbitrary norm such that the 1-norm or ∞-norm to set
||ΦAB|| = 1.
Note that in both cases, this projection, shift and rescale procedure commutes with
relabelings of inputs and outputs (see Section 7.4.1).
6.2 Optimizing the variance of inequalities
Consider the use of a Bell expression ΦAB on experimental data to evaluate the vio-
lation of a Bell inequality. The experimental data corresponds to a random variable
~P runAB with covariance matrix Σ(abxy),(a′b′x′y′); for example, ~P runAB can be obtained by
computing the relative frequencies
Prun(ab|xy) = Nabxy∑
abNabxy
(85)
where Nabxy are the event counts. In a previous work [25], we showed that the CH and
CHSH Bell inequalities, while equivalent under Definition 8, correspond to different
statistical estimators of the Bell expression value. In particular, while the mean of the
estimated value is unchanged when switching between CH and CHSH, the variance
differs.
In [25, Appendix D], we showed that the form of a Bell expression can be tuned
to minimize the variance of the random variable ΦAB ~P runAB . The terms that are tuned
correspond to the subspace Ω spanned by the {µi} of Eq. (80). Our previous work
presented a subspace decomposition valid only for the CHSH scenario (two parties,
binary inputs and outputs). By following the same construction, we obtain that the
Bell expression Φ?AB with optimal variance has the form: In this computation, when theinverse is not defined, it should be
replaced by the Moore-Penrose
pseudo-inverse.
Φ?AB = ΦAB(ΠΩ −ΠΩ(ΠΩΣΠΩ + ΠΩ)−1ΠΩΣΠΩ) , (86)
where ΠΩ has been defined in Eq. (84) and
ΠΩ = 1−ΠΩ = ΠZ + ΠΓ . (87)
6.3 Decomposing steering witnesses and assemblages
Consider a two-party steering scenario where Alice is device-independent and Bob
device-dependent; for an introduction to the concepts, see the reference [10]. The
main object of study is an assemblage σ = {σa|x}a,x. We write HB the space of
Hermitian operators for device B, whose underlying Hilbert space has dimension d.
We easily identify σ ∈ A ⊗ HB. Steering witnesses F = {Fa|x} are elements of the
dual space (A ⊗ HB)∗. The space HB is an inner product space and thus self-dual.
While we already know the decomposition of A, we need to decompose HB.
25
Lemma 2. Under completely-positive-trace-preserving (CPTP) maps, which are the
relevant local transformations for density matrices, the space HB decomposes as
0 ⊂ CB ⊂ CB ⊕ ZB = HB (88)
where
ZB = {α1d s.t. α ∈ R}, CB = {ρ ∈ HB s.t. tr ρ = 0} . (89)
Proof. Decompose HB as a representation of unitary maps, which form a subset of
CPTP maps, to obtain a subspace spanned by 1 and a subspace corresponding to
traceless matrices. Invariant subspaces of CPTP maps are necessarily coarser; we
easily verify that ZB is not invariant under nonunital CPTP maps, while CB is an
invariant subspace.
Note that ZB and CB are orthogonal subspaces. Consider now the decomposition
of A⊗ HB = (CA ⊕ ZA ⊕ SA)⊗ (CB ⊕ ZB), we obtain the following result.
Proposition 14. A quantum assemblage has the form
σ = 1
d
~ZA ⊗ 1d + ∆, ∆ ∈ (ZA ⊗ CB)⊕ (CA ⊗ ZB)⊕ (CA ⊗ CB) . (90)
Proof. By definition, quantum assemblages satisfy∑
a
σa|x − σa|x′ = 0, 1
X
∑
a,x
σa|x = ρB,
1
X
∑
a,x
tr σa|x = 1 . (91)
The leftmost constraint translates to (σiA ⊗W ) σ = 0 for all W ∈ H∗B and implies the
middle constraint. These constraints forbid elements in the SA⊗ (CB⊕ZB) space. The
rightmost constraint translates to (σiA ⊗ 1) σ = 1 where 1 is interpreted as the linear
form 1(ρ) = tr ρ, and fixes the element in ZA ⊗ ZB to (~ZA ⊗ 1d)/d.
Then, as for Bell-like inequalities, the bound of steering witnesses can be shifted
using the component in (ZA ⊗ ZB)∗, and steering witnesses are equivalent under the
addition of arbitrary terms in (SA ⊗ HB)∗.
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7 Proofs and technical details
This Section contains technical details and proofs. While it should be skipped at first
reading, it reveals the underlying algebraic structure of local transformations.
7.1 Preliminary definitions
Compared to our early work [25] that used representation theory of finite groups, we
have two complications in the present study. First, the space A is not an inner product
space. Second, the set of local transformations is not a group: It contains irreversible
transformations. We start by establishing the formalism in which we provide our proof,
following mostly the lecture notes [15].
7.1.1 Algebraic structure of local transformations
Our decomposition is based on representation theory, where the matrices ΛA are
representations of objects we now identify.
First, recall that any local transformation ΛA can be written as a convex combina-
tion of deterministic local maps. Deterministic local maps are described by the pair
s = (ξ, α) according to Definition 6.
Proposition 15. The set of deterministic local maps A → A, represented by pairs
s = (ξ, α), is closed under composition (given in Section 8.2.3), has an identity element
e (given by having all ξ, αx′ identity maps themselves). It is thus a monoid which we
write DetA.
An alternative route for the
present study is to consider the
irreducible representations of the
monoid DetA according to [33].
However, the study of those
representations requires more
knowledge about the structure of
DetA than the pedestrian
approach we develop here.
As local transformations are convex (and thus linear) mixtures of deterministic
transformations, we consider the set
L = {L : L =
∑
s∈DetA
λs · s, λs ∈ R} (92)
of formal sums which form a real vector space. We add the composition rule, for
L =
∑
s∈DetA λs · s and M =
∑
t∈DetA µt · t:
L ·M =
∑
s,t∈DetA
(λsµt)(s ◦ t) . (93)
Using Definition 6, each s corresponds to a matrix ΛA(s). The formal sum L
corresponds to a real matrix ΛA(L)
ΛA(L) =
∑
s∈DetA
λs ΛA(s) . (94)
When
∑
s λs = 1 and λs ≥ 0, the resulting ΛA(L) is a local transformation by Propo-
sition 2. However, the same ΛA can correspond to different convex decompositions L.
In that case, by a slight abuse of
terminology, we say that VA is a
representation of L.With this construction, the set L is an associative algebra. By linearity and asΛA(L M) = ΛA(L) ΛA(M), this algebra has a representation L 7→ ΛA(L) on the
vector space A.
7.1.2 Invariant subspaces, subrepresentations and derived representations
We now describe subrepresentations of A and representations that can be derived
from subrepresentations.
Definition 9. A subspace V ⊂ A is an invariant subspace under the maps {ΛA : A → A}
if the following holds: For all ΛA and all ~v ∈ V, the image (ΛA ~v) is in V.
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The invariant subspace V, through the restriction of ΛA : A → A to V → V is a
subrepresentation of the associative algebra L. If V, in turn, has no nontrivial invariant
subspace, then V is an irreducible representation of L.
Given a subrepresentation of A, we can generate other representations of L. First,
we look at the invariant subspaces of A∗ under the action of the adjoint Λ†A. Example: Consider a device withbinary inputs and outputs
A = (2, 2). Consider the subspace
V spanned by all the deterministic
behaviors ~v1 = (1, 0, 1, 0)>,
~v2 = (1, 0, 0, 1)>, ~v3 = (0, 1, 1, 0)>,
~v4 = (0, 1, 0, 1)>. This subspace
has dimension three and is
invariant under local
transformations. Its annihilator is
spanned by ν = (1, 1,−1,−1) and
is also invariant under local
transformations; it corresponds to
the form that checks whether a
distribution has the same
normalization factor accross inputs.
Recall that the order of coefficient
enumeration has been discussed in
Section 1.2 and the annihilator has
been informally discussed in
Eq. (33).
For a
subspace V ⊂ A, we define the annihilator space V0 ⊂ A∗
V0 = {Φ∈ A∗ s.t. Φ ~v = 0 for all ~v ∈ V} (95)
which has dimension dimV0 = dimA− dimV.
Proposition 16. The space V0 is an invariant subspace of A∗.
Proof. Let Φ∈ V0. Then (Φ ΛA) is in V0 as well: For all ~v ∈ V, we have (Φ ΛA) ~v = 0
as (ΛA ~v) ∈ V.
The quotient space A/V is defined as the set of equivalence classes of the relation:
~x ≡V ~y if ~x− ~y ∈ V . (96)
It is a vector space but not a subspace of A. To emphasize that its elements
correspond to elements of A up to an element of V, we write these elements as ~w+V
for ~w ∈ A.
Proposition 17. The quotient space A/V is a representation of L.
Proof. For all ~v ∈ V, we have ΛA(L)
(
~w + ~v
)
= ΛA(L) ~w + ΛA(L) ~v︸ ︷︷ ︸
≡0
.
It is easier to study A/V through an explicit basis of its annihilator V0.
Lemma 3. Let V be a representation of A and V0 its annihilator. Let {νi}di=1 be a
basis of V0 (let us remind that those basis elements are linear forms). We consider the
map f : A → Rd that evaluates those linear forms:
f : ~v 7→ ~q = (q1, . . . , qd) , (97)
where the qi are computed according to qi = νi ~v. Then the image of f is isomorphic
to A/V, and affords a representation of L.
Proof. See [27, Theorem 3.16].
7.1.3 Filtrations
We are now looking at decompositions of the space A and its dual.
Definition 10. A filtration is a chain of subspaces
0 = V0 ⊂ V1 ⊂ . . . ⊂ Vn = A (98)
such that each Vi is invariant and affords a subrepresentation of the algebra L.
We denote the zero vector space by
0.
A filtration provides a decomposition of the dual space A∗.
Lemma 4. Let 0 = V0 ⊂ V1 ⊂ . . . ⊂ Vn = A be a chain of invariant subspaces of A
under ΛA. Then
0 = V0n ⊂ V0n−1 ⊂ . . . ⊂ V01 ⊂ V00 = A∗ (99)
is a chain of invariant subspaces of A∗.
Proof. The invariance of V0i has already been proved above. For Vi−1 ⊂ Vi implies
V0i ⊂ V0i−1, see [27, Theorem 3.14].
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7.2 Subspace decomposition
We now move to the proof of the uniqueness of the decomposition presented in Propo-
sition 7. According to [15, Lemma 2.8], every finite dimensional representation admits
a finite filtration such that the successive quotients Vi/Vi−1 are irreducible, and ac-
cording to the Jordan-Hölder theorem [15, Section 2.7], this filtration is unique up to
the permutation of subspaces.
While it is not difficult to verify that the stated invariant subspaces in Proposition 7
are indeed invariant (at least for concrete cases), proving the irreducibility of the
successive quotients is more involved.
Proposition 18. [Technical version of Proposition 7] The representation ΛA(·) of L
admits the filtration
0 ⊂ CA ⊂ CA ⊕ ZA ⊂ CA ⊕ ZA ⊕ SA = A , (100)
such that the successive quotients are irreducible.
We now prove Proposition 18.
7.2.1 Irreducibility of CA
We first show that CA is a subrepresentation of L. By linearity, it is sufficient to
consider the action of elements of DetA on CA. Let s = (ξ, α) ∈ DetA be an abstract
deterministic map and ~PA ∈ CA while ~P ′A = ΛA(s) ~PA. By definition, CA is the
maximal subspace of A such that σx ~PA = 0 for all x. We verify easily that σx′ ~P ′A =
σξ(x′) ~PA = 0, and thus ~P ′A ∈ CA. Thus CA is a subrepresentation of A.
We assume that at least one Ax > 1 such that the subspace CA is nonzero. We
show that this space CA is irreducible using the following lemma, noting that CA is
spanned by the vectors ~Ci|jA defined in Eq. (46).
Lemma 5. Given a nonzero ~PA ∈ CA, we can construct a basis vector ~Ci|jA for
arbitrary i, j using an appropriate deterministic map in s = (ξ, α) ∈ DetA, such that
ΛA(s) ~PA = w ~Ci|jA (101)
for some w 6= 0.
Proof. The proof is straightforward. As
∑
a PA|X(a|x) = 0 but ~PA 6= 0, at least one
input x = ν has some nonzero coefficients {PA|X(a|ν)}a. We use the input mapping
ξ(x′) = ν for the deterministic map, and consider now the output mappings αx′ :
{1..Aν} → {1..Ax′}. For x′ 6= j, we set αx′(a) = 1, which sets the coefficients for
(a′, x′ 6= j) to zero. For x′ = j, we fix the input x = ν and consider for which a the
source vector ~PA has corresponding positive, negative or zero coefficients. If the sum
of the positive coefficients is w+ and the sum of the negative coeficients is w−, by
σν(~PA) = w+ + w− = 0 we have w+ = −w−. Then, to form the basis vector ~Ci|jA ,
it is sufficient to send the positive-valued outputs to a′ = i, and the negative-valued
outputs to a′ = Aj , while the zero-valued outputs can be sent anywhere. The scheme
is also illustrated in Figure 7.
7.2.2 Decomposition of A/CA
We have now the chain 0 ⊂ CA ⊂ A, and study whether the quotient A/CA is
irreducible. As the {σx}x provide a basis of the annihilator C0A, we use Lemma 3 with
the observation that σx′ ~P ′A = σξ(x′) ~PA under local transformations. The subspace of
elements with homogenous normalization, σx ~PA = ω for all x, is invariant under DetA.
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Figure 7: We provide an illustration of the irreducibility of the subspace CA for the party structure
A = (3, 2), and thus for the space A = R5. This figure illustrates the notation used in the later
Section 8. Left: The abstract deterministic local maps are composed of a mapping of inputs ξ
(white arrows) and, given this input mapping, a mapping of outputs αx′ (black arrows). Right:
We consider a source vector ~c = (u, v, w, ζ0, ζ1) where ζ0, ζ1 are arbitrary and some of the u, v,
w are nonzero. In our example, we have u, v < 0 and w > 0 while u+ v + w = 0 by definition.
We then display the deterministic local maps that construct the three basis vectors ~C1|1A , ~C
2|1
A
and ~C1|2A .
It is thus sufficient to complement CA with a single vector ~PA obeying σx ~PA = ω for
all x to obtain a new invariant subspace.
However, there is some freedom in the choice of this new vector. We make a choice
here to proceed with the proof, the motivations will become clear in Section 7.4: We
require ZA to be invariant permutation of outputs, and then only choice is a vector
proportional to the uniformly random distribution ~ZA. We fix the scaling so that ~ZA
is a properly normalized probability distribution.
Note that the space ZA spanned by ~ZA is not invariant under deterministic local
maps. However, the space CA⊕ZA is invariant, as is the quotient space (CA⊕ZA)/CA
given by ω ~ZA + CA for ω ∈ R. This quotient space has dimension one and thus corre-
sponds to an irreducible (trivial) representation. As such, it cannot be split further.
7.2.3 Decomposition of A/(CA ⊕ ZA)
We verify that the quotient space Q = A/(CA ⊕ ZA) is irreducible. A basis of the
annihilator (CA ⊕ ZA)0 is given by the maps σiA ∈ A∗, for i = 1, . . . , X − 1. Thus, Q
is isomorphic to RX−1 through the map
f : Q → RX−1, ~q 7→ ~v = (σ1A ~q, . . . , σX−1A ~q) , (102)
as discussed in Lemma 3. When applying a local transformation to an element of Q,
only the input mapping ξ modifies ~v, the output mapping α is irrelevant as σiA sums
over all output values. Thus, we study the action of local transformation through
their input mappings only. We now show that Q is irreducible, and start with any
nonzero element ~v. Using suitable permutations, we can transform ~v such that its first
two coefficients obey v1 6= v2. We then consider local transformation where the input
mappings preserve the last input: ξ(X) = X. Then, the action on ~v is such that:
~v′ = ΛA(s)|Q ~v =⇒ v′i′ = vξ(i′) for i′ = 1, . . . , X − 1 . (103)
Now, for i = 1, . . . , X − 1, we define the input mapping family {ξi}i
ξi(x′) =

1 if x′ = i
2 if x′ 6= i and x′ < X
X if x′ = X
(104)
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which generates the vectors (v1, v2, . . . , v2) and (v2, v1, . . . , v2) until (v2, v2, . . . , v1),
which together provide a basis of RX−1. This shows that Q is irreducible, which
completes the decomposition. Note that the kernel of the representation ΛA(s)|Q
is the set of all deterministic maps with an input mapping ξ corresponding to the
identity.
7.3 Unicity of the decomposition
By the Jordan-Hölder theorem [15, Theorem 2.18], the decomposition is unique up
to permutation of quotients. In the decomposition above, we picked CA as an irre-
ducible representation of L at the start of the chain. Let us look now at the other two
candidates to place at the start of the chain through their kernels.
The quotient (CA ⊕ ZA)/CA corresponds to a trivial representation, its kernel is
the set of all deterministic transformations DetA. The kernel of the quotient A/(CA⊕
ZA) is the set of deterministic maps with identity input mapping, which we write
OutA ⊂ DetA. However, it is impossible to find an invariant subspace of A whose
kernel contains OutA (except in the pathological case where all Ax = 1, but then the
dimension of CA would be zero anyway). Thus CA has to be the first subspace in the
chain.
The remaining freedom is whether we can find another irreducible representation
in the quotient A/CA. As observed in Section 7.2.2, the annihilator of CA has basis
{σx}x=1,...,X . Thus, the quotient space is isomorphic to RX through
h : A/CA → RX , ~PA + CA 7→ ~u = (σ1(~PA), . . . , σX(~PA)) , (105)
and deterministic maps transform ~u → ~u′ by mapping its coefficients u′x′ = uξ(x′).
Now, note that any invariant subspace of that quotient space has to include the vector
~u0 = (1, . . . , 1), as it is proportional to the result of the action of a deterministic map
with ξ(x′) = cte. The subspace spanned by ~u0 is itself invariant, and corresponds to
the trivial representation of DetA, which has to be the next quotient space in the
composition series. This completes the proof of the unicity of the decomposition.
7.4 Fixing the degrees of freedom afforded by the Jordan-Hölder theorem
We used the Jordan-Hölder theorem to prove the uniqueness of our decomposition in
a chain of subspaces
0 ⊂ CA ⊂ CA ⊕ ZA ⊂ CA ⊕ ZA ⊕ SA = A (106)
but does not prescribe the form of the ZA and SA subspaces; nor it does prescribe a
particular convention for the basis vectors used to construct those subspaces. Thus,
how do we motivate the convention proposed in Section 4.3?
7.4.1 Defining the subspaces ZA and SA
We first consider the problem of singling out the subspaces ZA and SA. For that, we
use two principles:
• The subspaces ZA and SA should be invariant under any permutation of outputs,
as the labeling of outputs has no physical relevance (see [25]).
• The trace out form τA should correspond to the computation of a marginal proba-
bility distribution using a uniformly random distribution of inputs PX(x) = 1/X,
where X is the number of inputs, as the labeling of inputs has no physical rele-
vance.
Invariance under permutation of outputs fixes the subspace ZA as already discussed
in Section 7.2.2. The subspace SA, of dimension X − 1, is mostly determined by
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invariance under output permutation, which leaves X degrees of freedom. To remove
the last degree of freedom, we use the duality relation τA ~PA = 0 for ~PA ∈ SA, with
the form τA fixed by the second principle.
7.4.2 Choice of basis elements
The remaining freedom to fix in Section 4.3 is the choice of the particular basis
elements. We use the following guiding principles:
1. We reuse existing conventions as much as possible. In the case of binary outputs,
our notation should be compatible with binary correlators.
2. The basis conversion matrices have straightforward structure and are written
using rational coefficients with small numerators/denominators.
3. Pure signaling correlations (for example with b = x) have coefficients in the
corresponding signaling subspace equal to the identity matrix (interpreting the
matrix rows as the source space S and columns as the target space C).
The correlation vectors ~Ci|xA are such that the dual elements γ
i|x
A correspond to the
generalized correlators presented in [2, Appendix], which satisfies 1. and 2. The vector
~ZA is fixed by normalization. The signaling vectors ~SiA are then chosen to satisfy 3.
7.5 Proof of Proposition 11
First, remark that normalization prescribes:∑
a1a2...b1b2...
PA1A2...B1B2...|X1X2...Y1Y2...(a1a2 . . . b1b2 . . .|x1x2 . . . y1y2 . . .) = 1 , (107)
for all x1, x2, . . . , y1, y2, . . ., which is equivalent to
(σx1A1 ⊗ σx2A2 ⊗ . . .⊗ σ
y1
B1 ⊗ σ
y2
B2 ⊗ . . .) ~P = 1 , (108)
for the same indices. We remark that {σx1A1}x1 spans the same subspace as {τA1} ∪
{σk1A1}k1 . Thus we rewrite the above constraint either as:
(τA1 ⊗ τA2 ⊗ . . .⊗ τAnZ ) ~P = 1 (109)
when nS = 0 or
(τA1 ⊗ τA2 ⊗ . . .⊗ σl1B1 ⊗ σl2B2 ⊗ . . .) ~P = 0 (110)
for all l1, l2, . . . when nS > 0, and the r.h.s. value is obtained by substituting the
definitions (50) and (51).
7.6 Proof of Proposition 12
Due to the existence of a CC1 subspace, we cannot have the cardinality (C1)z1 = 1 for
all z1. We assume that the output cardinalities for z1 = 1 is (C1)z1=1 > 1; when this
is not true, the proof is adapted by replacing z1 = 1 by one of the inputs z1 that has
cardinality (C1)z1 > 1. The same assumption is made about C2 and so on.
We consider the deterministic nonsignaling behavior
PA1A2...C1C2...|X1X2...Z1Z2...(a1a2 . . . c1c2 . . .|x1x2 . . . z1z2 . . .) =
PA1|X1(a1|x1) PA2|X2(a2|x2) . . .PC1|X1(c1|x1) PC2|X2(c2|x2) . . .
where each single party distribution is deterministic such that a1 = a2 = . . . =
c1 = c2 = . . . = 1. To prove that ~PA1A2...C1C2... has support in the aforementionned
subspace, we have
(τA1 ⊗ τA2 ⊗ . . .⊗ γ1|1C1 ⊗ γ
1|1
C2 ⊗ . . .) ~P = [(C1)z1=1 − 1] [(C2)z2=1 − 1] . . . 6= 0 , (111)
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as τA1 ~PA1 = 1, . . . , and
γ
1|1
C1
~PC1 = (C1)z1=1 − 1 (112)
by (52). Now, the proposition stated that any deterministic behavior has support
in the considered subspace. Due to the tracing out, the deterministic value of the
outputs a1, . . . , anZ do not impact the proof. Nevertheless, we assumed that c1 =
. . . = cnC = 1. This does not lose generality. We use a relabeling of outputs to bring
the outputs to c1 = . . . = cnC = 1. As the subspace considered is invariant under local
transformations, and the transformation is reversible, the proposition follows.
7.7 Proof of Proposition 13
We remind Definition 2, and write after summing over x:∑
xab
PABC|XYZ
(
abc
∣∣xyz)
−
∑
xab
PABC|XYZ
(
abc
∣∣xy′z)
 = 0, ∀c, y, y′, z . (113)
Fixing all y′ to the last input value, we get
(τA1 ⊗ τA2 ⊗ . . .⊗ σy1B1 ⊗ σ
y2
B2 ⊗ . . .1C1 ⊗ 1C2 ⊗ . . .) ~P = 0 . (114)
This is a vector equation as we left the subspaces C1, C2, . . . unaffected. We get the
proposition by replacing the identity maps by the γ..., which corresponds to the sub-
spaces not already covered by Propositions 11 and 12.
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Part III
Liftings
We now start the third part of our manuscript, and study the reversibility of local
transformations. In particular, we link invertible transformations to the liftings of Bell
expressions presented by Pironio [24], in which specific local transformations process
Bell expressions to create new expressions in scenarios with additional inputs and/or
outputs. When the original expression corresponds to a facet of the local polytope, the
new expression also corresponds to a local facet. This implies that some local facets in
scenarios of complex structure test actually correlations with a simpler structure, so
these Bell expressions are preferably studied in their simpler form. The present section
expands on [24] in two directions. We prove that the transformations listed in [24]
are exhaustive, and generalize them to signaling scenarios. We also study liftings of
behaviors, for example of nonsignaling boxes.
This part of our manuscript is structured as follows. First, in Section 8, we provide
an overview and the relevant definitions. Second, in Section 10, we discuss reversible
transformations of behaviors, which correspond to liftings of boxes. Finally, Section 11
addresses reversible transformations of Bell expressions, which corresponds to liftings
of Bell-like inequalities.
For simplicity, the arguments in this part are presented for a nonsignaling two-
party scenario, as the generalization to the multi-party case is straightforward. To
avoid prime symbols burdening the notation, we use liberally the letters A, B, C, D,
E, F. The context easily identifies which particular subsystem the spaces A,B, . . . are
attached to.
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8 Properties of deterministic local transformations
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Not left invertible
any
map
Figure 8: Examples of transforma-
tions and left invertibility. A solid
arrow corresponds to a transition
probability of 1, while dotted ar-
rows correspond to 1/2.
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any
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Figure 9: Examples of transforma-
tions and right invertibility.
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Figure 10: Graphical representa-
tion of deterministic local maps,
see Figure 7 for a complex exam-
ple.
We first discuss deterministic stochastic matrices, and their invertibility proper-
ties, as deterministic local transformations can be seen as their generalization. We
then complete the characterization of deterministic local transformations made in
the previous sections. In particular, we introduce three representations of local trans-
formations: an abstract formulation using the pair of mappings (ξ, α), a graphical
representation and a representation as a block matrix, all of which play a role in this
Part III of our manuscript. We also provide the composition rule of deterministic local
transformations, and their decomposition into pure input and output maps.
8.1 Local transformations as generalized stochastic matrices
Consider a scenario where A and B have only one input X = Y = 1. Then, any local
transformation Λ : A → B has a particularly simple form
∀a, b, Λb,a ≥ 0 , ∀a,
∑
b
Λb,a = 1 , (115)
which corresponds to a column-stochastic matrix, not necessarily square. In such sim-
ple scenarios, deterministic local transformations are matrices with a single coefficient
equal to 1 in each column. We look at the cases where such a transformation can be
reversed. For that, we need a left inverse element Λ-1L such that
∀~PA, ~PA = Λ-1L Λ ~PA , (116)
which implies that Λ-1L Λ = 1 and thus that Λ is left-invertible. This is possible
only if Λ has at most one nonzero element in each row; otherwise, components of ~PA
are mixed in a nonreversible manner. This also implies that the number of outputs
cannot decrease: B1 ≥ A1. We illustrate left-invertibility in Figure 8 by considering
Λ as the biadjacency matrix [1] of a bipartite edge-weighted graph. The vertices on
the right represent the output values a = 1, . . . , A1, while the vertices on the left
represent b = 1, . . . , B1. When the transformation is deterministic, notice that the
graph represents a deterministic mapping α : {1..A1} → {1..B1}; and left-invertible
deterministic transformations correspond to injective α that preserve distinctness.
The matrix Λ is right invertible if there exists a right inverse element Λ-1R such
that Λ Λ-1R = 1. We easily check that right invertible Λ have {0, 1} coefficients with
at least one nonzero coefficient per row. Those matrices have necessarily A1 ≥ B1, and
correspond to deterministic mappings with α surjective. A graphical representation
is given in Figure 9.
We see easily that left- and right-invertible transformations do not change the
number of outputs (A1 = B1) and correspond to permutation matrices. For later use,
we define row-stochastic matrices as matrices with nonnegative entries with each row
summing to 1.
The present section only applies to local transformations with X = Y = 1. The
next sections will study left and right-invertible deterministic local transformations
with X,Y > 1, but we need to complete a few definitions before that.
8.2 Deterministic local transformations
The definition of deterministic local maps was only sketched in Section 1.5.2. We recall
that Λ : A → B deterministic corresponds to a mapping of inputs ξ : {1..Y } → {1..X}
and a sef of output mappings αy :
{
1..Aξ(y)
}→ {1..By} such that
Λ(b,y),(a,x) =
{
1 if x = ξ(y) and b = αy(a),
0 otherwise.
(117)
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8.2.1 Graphical representation of deterministic local maps
The corresponding graphical representation is shown in Figure 10, and already used
in Figure 7. A first structural level corresponds to the input mapping, which goes
from the target input y to the source input x. Then, for each target input y, we have
a mapping of the outputs corresponding to the source input x = ξ(y).
8.2.2 Deterministic local transformations as block matrices
Consider the matrix representation of a deterministic local transformations Λ : A → B.
We split the source and target vector spaces as follows
A = RA1 ⊕ . . .⊕ RAX , B = RB1 ⊕ . . .⊕ RBY , (118)
and decompose accordingly Λ as a block matrix
Λ =

H11 H12 . . . H1X
H21 H22 H2X
...
HY 1 HY 2 HY X
 , Hyx ∈ RBy×Ax . (119)
Deterministic local maps impose a specific structure on the blocks Hyx. As the
deterministic Λ has nonzero coefficients for input pairs (x, y) such that x = ξ(y), that
prescribes that the nonzero blocks are Hy,ξ(y). When viewed as a block matrix, Λ
has the sparsity pattern of a row-stochastic matrix: a single nonzero element in the
column x for each y. Now, for given y, the block Hy,ξ(y) is fixed by the map b = αy(a);
thus Hy,ξ(y) is a column-stochastic matrix: a single nonzero element in the row b for
each column a.
Consider the deterministic map
from A = (3, 2) to B = (2, 2, 2)
given by ξ = (1, 1, 2), α1 = (1, 2, 2),
α2 = (1, 1, 2) and α3 = (2, 1),
where we described the maps ξ and
αy by their images. Then Λ
1 0 0 0 0
0 1 1 0 0
1 1 0 0 0
0 0 1 0 0
0 0 0 0 1
0 0 0 1 0

has a row-stochastic block sparsity
pattern (
1 0
1 0
0 1
)
while the individual nonzero blocks
are column-stochastic. This map
factorizes as a pure input map(
1 0
1 0
0 1
)
followed by a pure output map
with diagonal blocks
H11 =
(
1 0 0
0 1 1
)
,
H22 =
(
1 1 0
0 0 1
)
, and
H33 =
(
0 1
1 0
)
.
8.2.3 Composition rules
Consider the deterministic local maps
ΛAB : A → B, ΛBC : B → C, ΛAC : A → C (120)
such that ΛAC = ΛBC ΛAB, where we used the labels A, B, C to describe transforma-
tions of the same device. We describe those maps by the (input, output) mappings
s = (ξ, α), t = (ψ, β), u = (ζ, γ) (121)
in that order, such that u = t s.
As we have ξ : {1..Y } → {1..X} and ψ : {1..Z} → {1..Y }, and should have
ζ : {1..Z} → {1..X}, we easily deduce
x = ζ(z) = ξ(ψ(z)) ⇒ ζ = ξ ◦ ψ . (122)
For the outputs, we have b = αy(a) and c = βz(b), thus γz :
{
1..Aζ(z)
} → {1..Cz}
should be
c = γz(a) = (βz ◦ αy)(a) = (βz ◦ αψ(z))(a) ⇒ γz = βz ◦ αψ(z) . (123)
8.2.4 Decomposition into pure input and output maps
Among the deterministic local maps, we single pure input maps ΛI, where all αy are
identity maps, and pure output maps ΛO, where ξ is the identity.
Proposition 19. Any deterministic local map ΛA : A → C can be factored as the
composition of a pure input map ΛI : A → B followed by a pure output map ΛO : B →
C:
ΛA = ΛO ΛI . (124)
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Proof. We construct the decomposition using the pure input map ΛI that has the
same input mapping ξ as ΛA, but all output mappings equal to the identity. The
output mappings of ΛA are written αz and are indexed by the target input z. Thus,
ΛO is given by an identity input mapping and all the output mappings of ΛA.
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9 Defining liftings
We now motivate our definition of liftings, through the equivalency of expressions or
behaviors, when using local transformations to maximize the average payoff.
9.1 Maximal violations of a Bell inequality
The motivation of our study comes from the maximal violation of a Bell inequality
that can be obtained for given devices of known behavior.
Definition 11. The maximal average payoff of the behavior ~PCD ∈ C ⊗ D under the
Bell expression ΦAB ∈ (A⊗ B)∗ is written 〈ΦAB〉?~PCD where
〈ΦAB〉?~PCD = maxΛC,ΛD ΦAB
(
(ΛC ⊗ΛD) ~PCD
)
, (125)
By convexity, it is sufficient to
consider deterministic local maps
instead of generic local
transformations.
and the maximization is done over all deterministic local maps ΛC : C → A and
ΛD : D → B.
Note that under that definition, all relabelings of CHSH provide the same test for
a given behavior. Or, given a Bell inequality, all relabelings of the PR box provide
the same violation. The definition also allows testing Bell inequalities with behaviors
that do not have the same cardinality, thus removing an element of arbitrariness in
the process.
9.2 Equivalent behaviors
We now precise the notion of equivalency of behaviors.
Definition 12. Two behaviors ~PCD ∈ C ⊗ D and ~PEF ∈ E ⊗ F are equivalent if, for
any Bell expression ΦAB ∈ (A⊗ B)∗ of arbitrary cardinality, we have
〈ΦAB〉?~PCD = 〈ΦAB〉
?
~PEF
. (126)
For example, if ~PCD corresponds to a relabeling of the inputs and outputs of ~PEF ,
then both behaviors are equivalent. Inputs and outputs relabelings are reversible
transformations. More generally, we can speak of interconvertible transformations.
Definition 13. Two behaviors ~PCD ∈ C ⊗ D and ~PEF ∈ E ⊗ F are interconvertible
if there exists deterministic maps ΛC, ΛD, ΛE and ΛF (types clear from the context)
such that
~PEF = (ΛC ⊗ΛD) ~PCD, ~PCD = (ΛE ⊗ΛF ) ~PEF . (127)
Forgetting about D and F (see
below) and for C = (2, 2),
E = (3, 2), a pair of
interconvertible maps is given by
ΛC =

1 0 0 0
0 1 0 0
0 0 0 0
0 0 1 0
0 0 0 1

and
ΛE =
1 0 0 0 00 1 1 0 0
0 0 0 1 0
0 0 0 0 1
 ,
where ΛC is a fine graining of
outputs, while ΛE is a coarse
graining of outputs.
The latter definition implies the former.
Proposition 20. Interconvertibility implies equivalency.
Proof. For that, we apply the statement below in two directions. Let ΦAB be an
arbitrary Bell expression and ~PEF = (ΛC ⊗ΛD) ~PCD. Then
〈ΦAB〉?~PEF ≤ 〈ΦAB〉
?
~PCD
. (128)
This is easily proven from Definition 11 and the composition of deterministic maps
(Proposition 15).
We single out behavior lifitings as deterministic transformations ΛC ⊗ΛD that can
be applied to any ~PCD, such that the resulting ~PEF can be converted back. Due to
the tensor structure, it is sufficient to consider first transformations that apply only
to the first device. We are thus looking at the deterministic maps ΛC : C → E with a
corresponding ΛE : E → C such that
((ΛE ◦ΛC)⊗ 1) ~PCD = ~PCD . (129)
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The technicality concern
degenerate scenarios where the
device C cannot signal, and has at
least two inputs, say z = 1, 2 that
have only one output:
A1 = A2 = 1. We do not get any
information from the device C
when using z = 1, 2, and
correlations of other parties are not
affected due to nonsignaling. Then,
local transformations that affect
only those inputs cannot then be
distinguished from the identity.
Modulo a small technicality (see margin note), this implies that ΛC is left invertible
(ΛE ◦ΛC = 1); note that in general, the left inverse ΛE is not unique. To summarize,
we find behavior liftings in the set of left invertible deterministic local maps, which
are studied in Section 10.
9.3 Equivalent Bell expressions
We now adapt the concepts of equivalence and interconvertibility to Bell expressions.
Definition 14. Two Bell expressions ΦAB ∈ (A ⊗ B)∗ and ΦCD ∈ (C ⊗ D)∗ are
equivalent if, for any behavior ~PEF ∈ E ⊗ F of arbitrary cardinality, we have
〈ΦAB〉?~PEF = 〈ΦCD〉
?
~PEF
. (130)
We also derive a notion of interconvertibility of Bell expressions.
Definition 15. The Bell expressions ΦAB and ΦCD are interconvertible if there exists
deterministic maps ΛA, ΛB, ΛC and ΛD, types clear from context, such that
ΦCD = ΦAB (ΛC ⊗ΛD), ΦAB = ΦCD (ΛA ⊗ΛB) . (131)
The equivalent of Proposition 20 is given below.
Proposition 21. Interconvertibility of Bell expressions implies equivalency.
Proof. Let ~PEF be an arbitrary behavior and ΦCD = ΦAB (ΛC ⊗ΛD) . As in Proposi-
tion 20, we have
〈ΦCD〉?~PEF ≤ 〈ΦAB〉
?
~PEF
. (132)
Thus, if ΦAB and ΦCD are interconvertible, they are equivalent. Now, expression
liftings are deterministic transformations ΛC ⊗ΛD that apply to any ΦAB and create
an expression ΦCD interconvertible with ΦAB. Considering only the first device, we
are looking at deterministic maps ΛC : C → A and ΛA : A → C such that
ΦAB [(ΛC ◦ΛA)⊗ 1] = ΦAB , (133)
which, modulo the same technicality as before, implies that ΛC ◦ΛA = 1 and thus that
ΛC is right invertible. In general, the right inverse ΛA is not unique, and we will find
expression liftings among right invertible deterministic local transformations, which
will be studied in Section 11.
9.4 Liftings, reorderings, relabelings
Some deterministic local maps have a left and right inverse. Among those, we single
out:
An example of a pair of
reorderings is given by
ΛA =

0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 0 0 0 0
0 1 0 0 0

and
ΛC =

0 0 0 1 0
0 0 0 0 1
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
 .
• Permutations of inputs and outputs that do not modify the cardinality A. They
are maps of the form ΛA : A → A and correspond to the subgroup of invertible
elements in the semigroup/monoid of local deterministic maps DetA (see Propo-
sition 15). We name those elements relabelings; we will study them in detail in
another work [14].
• Permutations of inputs and outputs that modify the cardinality A (up to a
permutation). They are maps of the form ΛA : A → C such that a unique
ΛC : C → A has the property that
ΛC ◦ΛA = 1A, ΛA ◦ΛC = 1C . (134)
We name those elements reorderings.
We now consider left or right invertible maps that are neither relabelings or re-
orderings. The left invertible maps are behavior liftings, while the right invertible maps
are expression liftings. We study them in detail in Section 10 and Section 11.
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10 Behavior liftings
Recall that in Section 9.2, we defined behaviors liftings as the deterministic trans-
formation ΛA : A → C that can be applied to any ~PAD, such that the resulting
~PCD = (ΛC ⊗ 1) ~PAD can be converted back; this implied that ΛA is left invertible,
i.e. there exists ΛC such that
ΛC ◦ΛA = 1 . (135)
We now characterize such left invertible transforms.
10.1 Left invertible local transformations
The main idea is a follows. For the map ΛA to be left invertible, there must be at
least one target input z that corresponds to each source input x, with the output
processing reversible. This implies that the number of inputs Z ≥ X.
Proposition 22. Any left invertible map ΛA : A → C can be decomposed into the
composition of a map ΛL : A → B and a ΛR : B → C:
ΛA = ΛR ◦ΛL (136)
such that
• The map ΛL has the elongated block diagonal form (following Section 8.2.2)
ΛL =

L11 0 . . .
L21 0
... 0
0 L12
0 L22
0
...

, (137)
such that each column contains one {L1x} or several {L1x, L2x, . . .} column-
stochastic deterministic matrices, and the first block of each column L1x is left-
invertible.
• The map ΛR corresponds to a reordering/relabeling of inputs that does not
transform outputs.
Proof. We study left invertible maps ΛA : A → C, which are characterized by an
element s of the form
s = (ξ, α), ξ : z 7→ x, αz : a 7→ c . (138)
along with their left inverses ΛC : C → A, characterized by an element t of the form
t = (ζ, γ), ζ : x 7→ z, γx : c 7→ a . (139)
Remember that g ◦ f = id implies
that f is injective and g is
surjective.
We require ΛC ◦ ΛA = 1, and thus t ◦ s = e; for what follows, we remember the
composition rules of Section 8.2.3.
According to Eq. (122), we have ξ ◦ ζ = id. Thus ξ is surjective: All original inputs
have to be present in ΛA ~PA. The surjectivity of ξ : {1..Z} → {1..X} implies that
X ≤ Z, so that the number of inputs cannot decrease.
According to Eq. (123), we have γx ◦ αζ(x) = id for all x; all γx are surjective
while those αz with z in the image of ζ are injective. This implies that for each x,
there is a z in the preimage set ξ−1(x) such that αz : {1..Ax} 7→ {1..Cz} is injective.
When ξ−1(x) = {z}, then the corresponding output mapping must be reversible.
When ξ−1(x) = {z1, z2, . . .}, the input z corresponds to a source input x with many
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clones. One of the clones, say z1, has to correspond to a reversible output mapping;
it will be used to reverse the local transformation with ζ(x) = z1. The other clones
{z2, . . .} can use an arbitrary output mapping. For z = ζ(x), we have Ax ≤ Cz, so that
the corresponding number of outputs cannot decrease. The form of the proposition
follows easily by doing first the cloning of inputs and their transformations, and then
reordering the clones into their final place.
10.2 Types of output transformations
We interpret the proposition as follows. Any diagonal behavior lifting ΛL can be
decomposed into a pure input transformation and a pure output transformation. The
input transformation operates on inputs by reordering and possibly cloning them.
The presence of several blocks in a column corresponds to the case of cloning inputs.
Considering now the output transformation, we distinguish several cases for the blocks
Lix. When i = 1, the block Lix must be left invertible, meaning it is of either of the
following types.
I. The block Lix is square and the cardinality of outputs Cz = Ax does not change.
The block is simply a permutation matrix, and corresponds to an output rela-
beling.
II. The block Lix is not square, the cardinality of outputs Cz > Ax increases. It cor-
responds to a fine-graining of outputs, along, possibly, a permutation of outputs,
as in Figure 8.
For i > 1, two additional types are possible.
III. The block Lix assigns a deterministic output c, and corresponds to a matrix
with a single row identically 1.
IV. The block Lix of mixed type: It is neither a relabeling (I), a fine-graining (II) or
a deterministic assignment (III).
10.3 Example
The PR box correlations ~PAD are expressed in the scenario with A = (2, 2) and
D = (2, 2) by the probability distribution
PAB|XY(ab|xy) =
{
1
2 if a⊕ b = x y ,
0 otherwise.
(140)
We now lift this behavior to the scenario with C = (3, 3, 3) and D = (2, 2) un-
changed. For that, we enumerated the 5832 = 36 23 deterministic local transforma-
tions ΛA : A → C, of which 2592 are left invertible and thus correspond to behavior
liftings. From these deterministic transformations, we obtained 1944 unique lifted
behaviors, all of which are extremal points of the nonsignaling polytope [8] in the
scenario (3, 3, 3) ⊗ (2, 2). In addition, that scenario has 33 · 22 = 108 deterministic
extremal boxes. Together the deterministic boxes and the lifted PR boxes form the
2052 vertices of the nonsignaling polytope: Thus, that scenario does not exhibit new
nonsignaling boxes.
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11 Lifting expressions
To lift expressions, we are looking at a right invertible deterministic map ΛC : C → A,
such that any Bell expression ΦAD can be lifted into the expression ΦCD = ΦAD (ΛC⊗
1), and the transformation is reversible, ΦAD = ΦCD (ΛA ⊗ 1), because ΛA : A → C
is the right inverse of ΛC .
11.1 Right invertible local transformations
We characterize liftings of expressions as follows.
Proposition 23. Any right invertible map ΛC : C → A can be decomposed into the
composition of a transformation ΛR : C → B and a transformation ΛL : B → A:
ΛC = ΛL ΛR (141)
where
• the transformation ΛR is a reordering/relabeling of inputs that does not affect
outputs,
• the transformation ΛL is a lifting and has the elongated block diagonal form
ΛL =
 L1 0 . . . 0 0 . . .0 0 L2 0 . . ....
 (142)
where each row contains a single nonzero block Lz, and the blocks Lz are right-
invertible.
Proof. We now characterize the set of right invertible deterministic maps ΛA : A → C,
characterized by
s = (ξ, α), ξ : z 7→ x, αz : a 7→ c . (143)
along with their right inverses ΛC : C → A, characterized by
t = (ζ, γ), ζ : x 7→ z, γx : c 7→ a . (144)
so that ΛA ◦ΛC = 1C , and thus s t = e.
According to the composition rule (122), we have ζ ◦ ξ = id; thus ξ is injective.
The injectivity of ξ : {1..Z} → {1..X} implies that X ≥ Z.
According to the composition rule (123), we have αz ◦ γξ(z) = id for all z; thus the
αz are surjective. The surjectivity of αz :
{
1..Aξ(z)
}→ {1..Cz} implies Aξ(z) ≥ Cz.
Using Proposition 19, we write ΛA = ΛO ΛI. If ξ is bijective, then ΛI is simply a
reordering of inputs. If it is not, then ΛI removes some inputs. Now, moving to ΛO.
If all αz are bijective, then the action of ΛO is a relabeling of outputs. Otherwise, as
αz is surjective, its action corresponds to a coarse-graining of outputs.
The interpretation using an elongated block diagonal form follows by reordering
inputs separately.
In essence, the zero columns correspond to inputs that are removed by the trans-
formation, while the output transformations correspond to coarse-graining of outputs.
Both those nonreversible transformations actually discard information; however, when
these right invertible deterministic transformations act on a Bell expression, they
create a (seemingly) more complicated expression, as the evaluation of that expres-
sion corresponds to: Take a behavior in a complex scenario, discard information and
evaluate a Bell expression in a simpler scenario. Note that the transformations thus
identified correspond to the input and output liftings described in [24].
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11.2 Example: causal inequalities
We are concerned with probability distributions PAB|XY which arise from causal or-
derings of the two parties Alice and Bob. The assumption on causality says that either
one party is in the causal past of the other, or that both parties cannot communi-
cate [23]. Thus, such a distribution is called causal if it admits a decomposition
PAB|XY = pPA|XPB|AXY + (1− p)PA|BXYPB|Y , (145)
where with probability p Alice can be thought of being in the past of Bob, and with
probability 1− p Bob is in the past of Alice (note that the nonsignaling terms can be
absorbed in any of the two summands). This decomposition induces causal inequalities
(a Bell-like inequality) with which one can test whether a given distribution can be
decomposed as above.
Our results on liftings are not only applicable to Bell inequalities that test whether
a distribution is nonlocal, but also to these causal inequalities. We continue by pro-
viding a short example.
A simple causal inequality (a facet of the causal polytope) for two parties with
binary inputs and binary outputs is [7]:
Pr(A = Y,B = X) ≤ 12 , (146)
and is called the Guess Your Neighbours Input game: We are concerned with the
probability that Alice guesses Bob’s input and that, simultaneously, Bob guesses Al-
ice’s input. It is easy to see that in a setup where Alice is in the past of Bob, or
Bob in the past of Alice, or both parties are space-like separated, or even in any
convex combination thereof, the inequality is satisfied. To adopt our notation, we
rewrite this inequality as a Bell expression ΦAB ∈ (A ⊗ B)∗, where φ(a, b, x, y) = 1
for a = y ∧ b = x and 0 otherwise. In this notation, every causal distribution PAB|XY
satisfies ΦAB ~PAB ≤ 2.
We now lift this expression to a new scenario where Bob has one output in addition.
This is done by the use of the local map 1⊗ Λ with
Λ =

1 0 0 0 0 0
0 1 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 1
 . (147)
So, we get
Φ′AB′ = ΦAB(1⊗ Λ) , (148)
with
φ′(a, b, x, y) =

1 for a = y ∧ b = x
1 for a = y ∧ x = 2 ∧ b = 3
0 otherwise.
(149)
Since this is a lifiting, it does not help to detect non-causal behaviors as compared
to the initial 2-outputs inequality. As a sanity check, we verified with the help of
CDD [16] that this inequality is indeed a facet of the causal polytope for two parties
with a binary input and a binary output for Alice, and with a binary input and ternary
output for Bob. This polytope consists of
• 24 non-negativity facets
∀a, x, y ∈ {0, 1}, b ∈ {0, 1, 2} : PAB|XY(a, b|x, y) ≥ 0 ,
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• 48 lazy guess your neighbours input (LGYNI) facets
∀a, x, y ∈ {0, 1}, b ∈ {0, 1, 2},
∀c, d, e, q, r, s ∈ {0, 1} : q 6= r ∨ q 6= s ∨ r 6= s
Pr
(
(x⊕ c)(a⊕ d⊕ y) = 0 ∧ (y = e ∨ ((b = 0 ∧ x = qy)∨
(b = 1 ∧ x = ry) ∨ (b = 2 ∧ x = sy)))
)
≤ 34 ,
• 144 guess your neighbours input (GYNI) facets
∀a, x, y ∈ {0, 1}, b ∈ {0, 1, 2},
∀c, d, q0, r0, s0, q1, r1, s1 ∈ {0, 1} : qi 6= ri ∨ qi 6= si ∨ ri 6= si
Pr
(
y = c⊕ dx⊕ a∧
((b = 0 ∧ x = qy) ∨ (b = 1 ∧ x = ry) ∨ (b = 2 ∧ x = sy))
)
≤ 12 ,
where we adopted the notion of Ref. [7]: inputs and outputs are labeled starting with 0.
The lazy guess your neighbours input facets are facets where each party guesses the
other party’s input conditioned on her or his input.
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Part IV
Conclusion
John Bell’s [5] work on the EPR Paradox [13] is a milestone for the foundations of
quantum theory. His work provided a new language to study and characterize how
physical objects behave: it is now common to study correlations allowed by physi-
cal theories, and their limits. Bell inequalities are exemplary, as they formulate the
boundaries of the correlations attainable in agreement with a local hidden variable
model. If we find that a Bell inequality is violated by the use of some physical system
or theory, then we must conclude that the system or theory is in disagreement with
at least one of the assumptions of any local hidden variably model. This approach has
been extended to incorporate other concepts or assumptions, leading to other Bell-like
inequalities (see e.g., Ref. [23] in the case of definite causal order). However, a com-
prehensive study of the mathematical structure of correlations and Bell inequalities
was partly missing.
In this work we studied behaviors as well as Bell-like inequalities, and showed that
these objects are dual to each other. Then, we showed which local transformations
can be applied to behaviors or inequalities: our answer is that local transformations
correspond to preprocessing and postprocessing with memory. We reached the same
conclusion by taking two natural but different approaches: one based on causality
(causes precede effects), and one inspired by quantum theory, where maps are re-
stricted to be completely positive (local transformations must preserve normalization
and nonnegativity of probability distributions, even when applied to a joint distribu-
tion).
After that, we studied the properties of these transformations.
In a geometric approach, we studied invariant subspaces of local transformations.
We showed that local transformations can be decomposed into parts representing non-
signaling, signaling, and normalization constraints. This allows a compact description
of both behaviors and Bell-like inequalities, in particular when partial signaling is al-
lowed. We generalized a number of earlier results to scenarios where (partial) signaling
is involved: the equivalence of Bell-like inequalities, the optimization of the variance
of Bell statistical estimators. We also showed how our approach translates to steering
scenarios.
In the algebraic approach, we studied how local transformations compose. We
showed how the liftings of Pironio [24] arise from invertibility of local transforma-
tions. We generalized the known definition of liftings to apply it to behaviors, and to
signaling scenarios as well.
We finish by discussing a few open questions that remain.
Since we managed to apply liftings to causal inequalities, it is natural to ask which
generalizations remain to be explored. We briefly showed how to apply our technique
to steering scenarios; however, the generalization to quantum resources of arbitrary
type [29, 30] remains to be done – for example, which liftings apply to teleportages [11].
Local transformations will also apply to nonlinear causal incompatibility inequalities,
derived for classical hidden variables [35] or quantum sources [34]. In the study of
causal order, process matrices are mathematical objects in a generalization of quantum
theory [23] that allow for violations of causal inequalities; it remains to be seen if our
approach might shed a light on the structure of those processes.
We observed that deterministic local transformations form a monoid; while we
explored the representations of that monoid, its structure could be explored, as it
corresponds to a generalization of the transformation monoid [32].
Finally, while we know how to recognize liftings of Bell inequalities [28], the ques-
tion of recognizing automatically that some behavior is a lifting is still open.
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