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a b s t r a c t
This paper presents a BEMD based image compression method based on the multi-
resolution characteristics of BIMF. First, an image pyramid of an original image is formed
by the down-sampling technique, and then a cascade feedback compression framework is
constructed based on the spatial similarity property of the BIMFs at different resolutions.
The image compression scheme is implemented by coding the decomposition result at
the lowest resolution level. Experimental results show the effectiveness of the proposed
method.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
With the rapid development of remote sensing technology, large amounts of image data can be acquired easily which
causes enormous stress on storage systems and networks. Thus, image compression techniques are therefore highly
important for image storage and communication. Generally speaking, image compression techniques are broadly classified
as lossless and lossy. Since the lossy schemes can producemuch higher compression ratios than the lossless ones,many lossy
methods have been developed, such as the discrete cosine transform (DCT), pyramid coding, vector quantization, and fractal
codingmethods, and so on. Among these lossymethods, the discretewavelet transform (DWT) basedmethods, JPEG2000 for
example, are frequently studied and used in applications. But for the DWT based methods, there are also several problems
which are not resolved; how to select the best wavelet base, for example, is still a problem. Besides the base selection, the
standard two-dimensionalwavelet transform techniquemay not be an optimal analysis tool for describing two-dimensional
spatial information because it can only represent functions that are smooth away from ‘‘point singularities’’ but not ‘‘linear
singularities’’ [1]. New image codingmethods such as improved versions of SPIHT coding [2], directionlets basedmethods [3],
and other methods that integrate DWT and fractal coding [4] or DCT [5] are therefore still being explored.
The technique of empirical mode decomposition (EMD) is a breakthrough in signal analysis, in expressing the original
signal as a sum of intrinsic mode functions (IMFs) whose characteristics are a reflection of the intrinsic physical meanings
of the original signal. As Norden E. Huang pointed out, EMD is a powerful tool for analyzing nonlinear and non-stationary
data [6]. Recent research has also revealed other advantages of the EMDmethod over other time–frequency analysis tools [7].
For example, EMD can adaptively choose the basis functions and produce the corresponding IMF components for signals of
many different types.When applied in combinationwith othermethods, EMD is also particularly useful for analyzing signals
with noisy backgrounds. Furthermore, EMD is a more flexible tool than wavelet transform because of its self-adaptation
property and full data-drive capacity. In fact, the EMD method is already widely used in many fields such as signal de-
noising, feature extraction, etc. [8]. Being an expansion of the EMD method in the two-dimensional field, Bi-dimensional
EMD (BEMD) is a newanalyticalmethod for imagemulti-scale analysis that has the ability to decompose images into narrow-
band signals. Already, the BEMD method has been applied to fields as diverse as texture analysis, feature extraction, image
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Fig. 1. Understanding the EMD process from the frequency perspective.
fusion and image de-noising [9]. In image compression, Guang-Tao Ge et al. investigated how the method can be used to
compress the low frequency components of an image [10].
All EMD and BEMD researches conducted so far, however, have been restricted to the nature and properties of IMFs and
BIMFs. This paper extends these limited research scopes by further exploring the characteristics of the BEMD process. Using
BEMD and the property of spatial similarity between the BIMFs of any pair of adjacent resolutions, an image compression
scheme is then constructed along the lines of the cascade feedback coding model. The two key parts of this compression
scheme are the spatial similarity property and the cascade feedbackmodel for encoding. The space similarity propertymakes
it possible to estimate the BIMF at both high and low resolution levels, thus resulting in compression. The cascade feedback
framework is used to estimate the BIMF and compensate for errors thatmay adversely affect the quality of the reconstructed
images after decoding.
2. The basic ideas of EMD and BEMD
A signal can be decomposed intomany frequency components (which are called IMFs) adaptively by EMD. The basic idea
of EMD can be described as follows.
Let f (x) be the signal that will be decomposed. Suppose that f (x) can be expressed as
f (x) =
n−
i=1
IMFi(x)+ r(x),
where IMFi(x) is the i-th IMF of the original signal and r(x) is the corresponding residue. Each IMF satisfies the following
two conditions:
(1) the numbers of extrema and zero-crossings are either equal or differ by at most 1;
(2) the mean value of the envelopes defined by the local maxima and minima is zero at every point.
By extending EMD to the 2D case, the BIMF computations are described as follows:
(1) initialization: denote the original image I(x, y) by h10(x, y), i.e. h10(x, y) = I(x, y);
(2) identify all extrema of h10(x, y), including all maximum and minimum points;
(3) use a surface-fitting technique and the extrema to compute the envelope surfaces mmax(x, y) and mmin(x, y) for the
maximum point set and minimum point set respectively;
(4) compute the envelope meanmlk(x, y) using the following equation:
mlk(x, y) = [mmax(x, y)+mmin(x, y)]/2
(5) subtractmlk(x, y) from hl(k−1)(x, y) to get hlk(x, y) = hl(k−1)(x, y)−mlk(x, y).
Steps (2)–(5) are then repeated until the first BIMF is obtained. IMF1 denotes the first IMF, IMF1 = hlk(x, y). Indeed, IMF1
contains the finest scale of the image with a corresponding residue r1 = h10(x, y)− IMF1. By repeating the above procedure
for r1, the original image is decomposed into n empirical modes with the corresponding residues rn.
Essentially, the BEMD procedure divides the original image into many high and low frequency components iteratively as
shown in Fig. 1.
The abbreviations in Fig. 1 have the following meanings: OS for the original signal; HOS and LOS for the sub-images of
OS at high and low frequencies after BIMF1 has been computed; HLOS and LLOS for the high and low frequency components
of LOS.
3. The multi-resolution analysis of BEMD
3.1. The image multi-resolution pyramid model
To study the spatial similarity between two adjacent image levels, an image pyramid for the image concerned has to be
constructed first. Here, a simple image pyramid is constructed as follows.
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By using the down-sampling technique to the original image f0(x, y) with size N × N , an image f1(x, y) with size
(N/2)× (N/2) can be obtained; that is
f1(x, y) = REDUCE(f0(x, y)). (1)
In general, we have
fi+1(x, y) = REDUCE(fi(x, y)), (2)
where REDUCE(•) is a down-sampling operator. The resolution of the output image is reduced to half after using this opera-
tor. By repeating this procedure, an image pyramid is then obtainedwith image levels f0(x, y), f1(x, y), . . . , fi(x, y), fi+1(x, y),
. . . , fJ(x, y).
3.2. Spatial similarity analysis of BIMF
We consider two particular aspects of the spatial similarity property of BIMFs, namely (a) the number of extreme points
of IMFs with different image levels and (b) the spatial distribution of the extreme points of IMFs with different image levels.
3.2.1. The number of extreme points of IMFs with different image levels
By down-sampling the original image f0(x, y) i times, we get image fi(x, y) whose resolution level is denoted by i. Now
consider the relationships between the BIMFs of fi(x, y) and fi+1(x, y). Decomposition results show that the functions BIMF2,
BIMF3, BIMF4, . . . of the image fi(x, y) are very similar to the functions BIMF1, BIMF2, BIMF3, . . . of the image fi+1(x, y) after
BEMD. This spatial similarity relation is particularly useful for image compression. We now investigate this relation from
two aspects, which are the distribution of extreme points and the degree of correlation between BIMFs.
According to BEMD, the characteristics of the BIMFs are determined by its extreme points. Let us denote BIMF1 of
fi(x, y) by fi_IMF1 and that of fi+1(x, y) by fi+1_IMF1. The other functions are named in a similar manner. We analyze
the relationships between the functions by studying the locations and distribution of the extreme points. By studying
the experiments, the extreme points of fi+1_IMF1 and fi_IMF2 are found to have very similar locations. Furthermore, by
actually calculating the number of extreme points of fi+1_IMF1 and fi_IMF2’s, it is found that their total numbers are also
approximately the same. As an example, the numbers of extreme points of the Barbara image are computed for different
levels. The number of extreme points of the BIMF1 with size 32× 32, the BIMF2 with size 64× 64, and the BIMF3 with size
128× 128 are all approximately equal to 130. Similarly, the numbers of extreme points of the BIMF1 with size 64× 64, the
BIMF2 with size 128× 128, and the BIMF3 with size 256× 256 are all about 500.
Next,we investigate the number of extremepoints of the IMFs at different image levels in anotherway. The BIMFs are first
grouped according to their similarity relationships. More precisely, the BIMFs along each dashed oblique line are classified
into one group (as shown in Fig. 2) which is called a ‘‘BIMF series’’ and the number of extreme points in each member of
a BIMF series is regarded as a random process. The variance of this random process is then recorded after normalization
and if there is only one member in the BIMF1 series of an image which is just the BIMF1 of the original image, then this
BIMF series will be regarded as having no statistical value. The other five BIMF series, namely the BIMF2 to BIMF6 series,
are computed to show that their variances have significant similarities as well as numerical differences in the number of
extreme points. By computing in this case, it can be found that the number of extreme points is very stable over all image
levels. The residuals contain only a very small number of extreme points which can be conveniently neglected.
3.2.2. Spatial distribution of extreme points of IMFs with different image levels
The BIMFs of the test images are first grouped into their BIMF series. The extreme points of the BIMFs in the BIMF series
are then preserved and their 3D vectors computed as described in [11]. Each BIMF is divided into 8 ∗ 8 = 64 areas and a 2D
serial number is given to each area. The number of extreme points in each area is then calculated and a 3D vector constructed
by combining the 2D serial number of the area and the number of extreme points. The areas of all pairs of corresponding
3D vectors (which will also have the same 2D serial number) are then compared and the one with more extreme points
is denoted by ‘‘max’’. The other one is denoted by ‘‘min’’. In this way, two groups of values are obtained and denoted by
max 1, . . . ,max 64 and min 1, . . . ,min 64. The similarity distance value is then computed as
similarity_distance = 1−

64−
i=1
min
i
 64−
j=1
max
j

. (3)
Clearly, BIMF pairs with near-identical extreme point distributions have near-identical number of extreme points in
corresponding areas. For all BIMF series, the BIMFmemberwith the largest resolution is taken as the reference for computing
the similarity distances of other members. Experimental results also show this fact. The relationship between IMFs of
adjacent image levels is represented in Fig. 2. A strong correlation between the BIMFs at two neighboring resolutions is
revealed in the above studies and this property (multi-resolution correlations) can be used for image compression.
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Fig. 2. The space similarity relationships between the BIMFs.
4. Multi-resolution compression based on BEMD
4.1. The algorithm principle
By the spatial similarity analysis of the BIMFs, we have
fi_IMF2 ≈ ZOOM(fi+1_IMF1), (4)
where the operator ‘‘ZOOM ’’ causes the resolution of the output image to double. To encode the sub-image fi(x, y), it suffices
to encode the BIMF1 of the sub-image fi+1(x, y). As the resolution of fi+1_IMF1 is only half of that of fi_IMF2, the information
that must be compressed is greatly reduced. The encoding strategies of the other BIMFs of fi(x, y) are the same.
It is impossible, however, to estimate the first BIMF1 of the original image from the knowledge of any BIMFs at any
resolution by using the spatial similarity property. A feedback model of the decoded result is therefore introduced to
overcome this problem. Specifically, the BIMF1 of fi(x, y) is obtained by subtracting fi(x, y) from the feedback image which
is computed by setting a decoder in the encode part. Effectively, the encoded bit stream is decoded and fed back to fi(x, y)
so that all the BIMFs of fi(x, y) can be estimated from the lower level fi+1(x, y).
4.2. The flowchart of the algorithm
Based on the algorithm principle, a new image compression algorithm is designed, as shown in Fig. 3.
To give an illustration of the coding and decoding procedure in detail, let the down-sampling level be 2.
The coding part:
Step 1: Down-sample the original image to get a low resolution image.
Step 2: Perform BEMD on the low resolution image and get its BIMF1 and residual.
Step 3: Perform DCT on both the IMF1 and the residual to get the first part of the bit stream.
Step 4: Decode the first part of the bit stream and zoom in, then feed it back to the upper level resolution image.
Step 5: Perform DCT on the result of the subtraction of the feedback image from the original image and get the second part
of the bit stream for the difference value.
The decoding part:
Step 1: Decode the BIMF1 and residual of the low resolution image. Then zoom in to get the residue of the restored image.
Step 2: Decode the BIMF1 estimation of the image at higher resolution.
Step 3: Add up the results of Steps 1 and 2 above to get the restored image of the original.
5. Experimental results and discussion
The performance of the proposed method was tested by experiments using comparison methods such as JPEG and
JPEG2000. Several standard images were selected for the first experiments. The differences of the decoded images provided
by JPEG, JPEG2000 and the proposed methods are very slight. The second group of tested images is shown in Fig. 4.
By observing the decoded images provided by above methods, it can be found that they are very similar. To assess the
effectiveness of the proposed method objectively, the peak-signal-to-noise ratio (PSNR) and the mean structural similarity
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Fig. 3. Flow diagram of the compression scheme.
(a) Data 1. (b) Data 2. (c) Data 3.
Fig. 4. Four remote sensing images for testing the performance of the proposed method.
(MSSIM) are used tomeasure the distortion degree of the decoded images. The values of PSNR andMSSIM for the two groups
of images are listed in Table 1.
Table 1 clearly shows that the proposed method produces the greatest PSNR and MSSIM values for every test image,
thus giving credence to the claim that the proposed approach outperforms JPEG and JPEG2000. Several other remote
sensing images are also used to test the performance of the proposed methods; the experimental results show its excellent
compression capability.
6. Conclusions
A new image compression scheme based on BEMD is proposed in this paper. This scheme is better than many existing
image compression algorithms in two importantways. Firstly, it uses the spatial similarity property of BIMFs to remove large
amounts of redundancies by estimating BIMFs at high resolution levels. Secondly, it uses a feedback strategy for the coding
part, thus making it possible to estimate BIMF1 and code distortion compensations. The quality of the restored images is
greatly improved by using this scheme.
The coding scheme proposed in this paper is both flexible and scalable to a certain extent to allow the decomposition
and down-sampling levels to change with the evolving requirements of the system and resulting in a much enhanced
compression efficiency. The superiority of the proposed method over the traditional JPEG and JPEG2000 techniques is
illustrated by the experimental results shown in this paper.
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Table 1
Quality of decoded images evaluated using different metrics.
Image (bpp) Algorithm PSNR MSSIM
Baboon (1.20)
JPEG 29.57 0.8670
JPEG2000 28.23 0.8277
Proposed method 29.68 0.8694
Couple (1.00)
JPEG 31.95 0.9150
JPEG2000 29.81 0.8601
Proposed method 32.04 0.9157
Woman (0.9)
JPEG 33.25 0.9187
JPEG2000 31.54 0.8889
Proposed method 33.45 0.9198
Lena (0.8)
JPEG 32.86 0.9230
JPEG2000 31.24 0.8956
Proposed method 32.98 0.9260
Data 1 (1.00)
JPEG 32.7980 0.9168
JPEG2000 30.4337 0.8786
Proposed method 33.1613 0.9226
Data 2 (1.20)
JPEG 31.9724 0.9229
JPEG2000 29.6449 0.8876
Proposed method 32.2078 0.9270
Data 3 (0.70)
JPEG 37.2030 0.9326
JPEG2000 35.0612 0.9035
Proposed method 37.4937 0.9354
References
[1] L.C. Jiao, S. Tan, F. Liu, Ridgelet theory: from ridgelet transform to curvelet, Chinese Journal of Engineering Mathematics 22 (5) (2005) 761–773.
[2] T.H. Chiang, L.R. Dung, A VLSI progressive coding for wavelet-based image compression, IEEE Transactions on Consumer Electronics 53 (2) (2007)
569–577.
[3] V. Velisavljevic, B. Beferull-Lozano, M. Vetterli, Space–frequency quantization for image compression with directionlets, IEEE Transactions on Image
Processing 16 (7) (2007) 1761–1773.
[4] Y. Iano, F.S. da Silva, A.L.M. Cruz, A fast and efficient hybrid fractal-wavelet image coder, IEEE Transaction on Image Processing 15 (1) (2006) 98–105.
[5] E. Elharar, A. Stern, O. Hadar, B. Javidi, A hybrid compression method for integral images using discrete wavelet transform and discrete cosine
transform, Journal of Display Technology 3 (3) (2007) 321–325.
[6] N.E. Huang, S.S.P. Shen, Introduction to the Hilbert–Huang transform and its related mathematical problems, Hilbert–Huang transform and its
application, in: Interdisciplinary Mathematical Science, vol. 1, World Scientific, 2005.
[7] S.J. Loutridis, Damage detection in gear systems using empirical mode decomposition, Journal of Engineering Structures 26 (12) (2004) 1833–1841.
[8] L.Y. Sun, et al., Study on acoustic emission detection for pipeline leakage based on EMD signal analysis method, Journal of Vibration and Shock 26 (10)
(2007) 161–195.
[9] J.C. Nunes, S. Guyot, E. Delechelle, Texture analysis based on local analysis of the bidimensional empirical mode decomposition, Journal of Machine
Vision and Applications 16 (3) (2005) 177–188.
[10] G.T. Ge, E.F. Sang, Z.F. Liu, Z.Z. Zhang, Image low frequency trend compression. Wavelet Analysis and Pattern Recognition, 2007. ICWAPR ’07.
International Conference on Volume 1, 2–4 Nov. 2007, pp: 174–178.
[11] W. Han, W. Wu, High speed image retrieving based on color and edge points distribution characteristics, Journal of Shanghai Teachers University 28
(3) (1999) 50–55.
