This evaluation involves -functions and h (2; m):
Abstract. In response to a letter from Goldbach, Euler 1 Introduction
We will use the usual de nitions and identities involving the Riemann zeta function , the beta function , the gamma function ?, and the digamma or psi function ; especially 2 Proof of identity (1) We make use of the following identity. Since a n (n + 1) m (4) provided that the nal series is absolutely convergent.
With the use of (4), identity (2) and Euler's identity (3) can be proved in a uni ed way. We will therefore prove both of them here, but remind the reader that Euler and Nielsen gave an algebraic (integral-free) proof of (2).
We need the following easily veri ed generating functions: We therefore have, on using (4) by (5) . From this we get identity (3).
Similarly, we have, again on using (4) However, it will simplify matters considerably if we augment this matrix by allowing j; k to run from 1 to n, and then multiply alternate rows by ?1.
De ne, therefore, the n n matrices A; B; C; M by = BCA = AA = I, and that the matrix group generated by A, B and C is the permutation group on 3 symbols, but we will not use this.)
Proof of (7a) We also have, by Lemma 2(i),
Now, combining equation (10) from which Euler's formula follows (with the use of the re ection formulas for h (n + 1; n); : : : ; h (2n ? 1; 2)).
In the even case, s + t = 2n, the equations will in general not be uniquely solvable, except for n = 2 and n = 3. In these cases, our re ection and decomposition formulas, together with (3), immediately yield the asserted values for h (2; 2) and h (2; 4). For n > 3, however, the corresponding The use of instead of alone greatly simpli es the form of these equations. The two re ection formulas can be found in Nielsen's book 8] on page 47, while Nielsen uses slightly di erent decomposition formulas. He uses these to prove, e.g., Obviously, we have one equation less than the number of unknowns, so we need an additional equation. As it turns out, the equation which will naturally occur here is as can be shown using the matrix identities (7){(9) for the matrices A; B; C. Now, one could give explicit formulas for h (s; t); a (s; t); a (s; t) by applying N ?1 to r. However, things do not simplify quite as nicely as in the nonalternating case. We therefore choose to leave matters in this somewhat more implicit state. Let us just remark that the following formulas can be proved in that way: These were proved by R. Sitaramachandra Rao in 10]; he gives them in a more complicated fashion than we do here, though.
Finally, we note that D. Zagier (private communication) has informed us that he is studying the modular-function properties of h (s; t). His work provides, inter alia, an alternative and elegant abstract method of showing that the h (s; t) must evaluate in terms of zeta functions when s + t is odd.
