Abstract-Accelerators such as graphics processors (GPUs) have become increasingly popular for high performance scientific computing. Often, much effort is invested in creating and optimizing GPU code without any guaranteed performance benefit. To reduce this risk, performance models can be used to project a kernel's GPU performance potential before it is ported. However, raw GPU execution time is not the only consideration. The overhead of transferring data between the CPU and the GPU is also an important factor; for some applications, this overhead may even erase the performance benefits of GPU acceleration.
I. INTRODUCTION
In recent years, graphics processing units (GPUs) have been increasingly used to accelerate scientific computing applications. The motivation is clear: a high-end GPU can provide approximately 6x higher memory bandwidth and 21x higher computational throughput than a high-end CPU. 1 For many applications, these massive computational resources can provide a substantial performance improvement. But the GPU is not a panacea; some applications are not a good fit for the GPU's highly parallel architecture and will see little or no benefit from being ported to a GPU [14] . This realization may not occur, however, until substantial porting effort has already been expended.
To address this challenge, previous work has described GROPHECY, a framework for projecting the best achievable GPU execution time given a high-level code representation referred to as a code skeleton [15] . GROPHECY automatically explores a number of different optimization approaches and projects the execution time for each transformation, without the need to implement and tune GPU code. It takes into account several application-specific factors automatically, such as data parallelism, memory access patterns, control flow divergence, and computational intensity.
However, the GPU computation time alone does not represent the total execution time of a GPU application. A discrete GPU has a physically separate memory from the CPU 2 , and data consumed and produced by a GPU kernel must be explicitly copied 3 by the CPU program to and from the GPU's memory across the PCIe bus. For some applications, the time required for this data transfer may be larger than the actual computation time on the GPU; this is true for all of the applications and all but one of the data sets we study in this paper.
Clearly, data transfer overhead is an important factor to consider when determining whether it will be worthwhile to accelerate a workload on a GPU; even if the GPU provides a substantial speedup on the computation, the data transfer overhead may lead to the GPU taking more time overall [4] . Moreover, the amount of data to be transferred depends on the input data and the dataflow among multiple kernels. In some cases, the data transfer overhead is so high that it can only be mitigated if the same data is reused by multiple kernels.
In this paper, we extend GROPHECY to account for data transfer time. The resulting framework, GROPHECY++, provides users with a much more accurate projection of the expected benefit of porting an application to the GPU. Our contributions are three fold:
1) We present a simple but accurate model for predicting PCIe transfer time that requires only two measurements to derive parameters for a specific hardware system. 2) We develop data usage analysis based upon the data flow of the modeled GPU kernels to determine what data needs to be transferred between the CPU and GPU. 3) By integrating the data usage analysis and the transfer time model into GROPHECY and predicting the perfor- mance of real applications, we empirically demonstrate the importance of modeling data transfer overhead for GPU performance prediction. Our technique is not application or system specific. We validate the technique using CUDA applications, but the technique could also apply to OpenCL. The data usage analysis is general enough to apply to various workloads. The PCIe bus model is constructed automatically for each new system.
We have experimented with GROPHECY++ on a production data analysis and visualization machine at Argonne National Laboratory, using four different workloads with various input scenarios. On average, the errors in the predicted kernel execution time and data transfer time are only 15% and 8%, respectively. By augmenting the predicted kernel execution time with the predicted transfer time, we reduce the average error in the predicted GPU speedup from 255% to 9%.
II. BACKGROUND

A. Development of GPU-accelerated Code
In order to accelerate an application using GPUs, one first has to identify time-consuming parts of an application and extract them as kernels. These kernels, provided with sufficient data parallelism, must be re-implemented using a GPU programming language such as OpenCL [9] or CUDA [16] .
A significant amount of effort is often spent on tuning a GPU kernel implementation. With GPUs able to execute hundreds of parallel threads, memory throughput often becomes the performance bottleneck. As a result, programmers have to carefully manage data allocation and movement in order to improve reuse and better exploit the computational capabilities. This in turn may require modifications in how a kernel is parallelized. In general, there is a large transformation space to be searched during tuning, and many seemingly promising transformations may result in reduced performance.
B. Data Transfer Overhead
A discrete GPU contains its own memory, separate from the memory used by the CPU. Before executing a kernel, space must be allocated in GPU memory and any requisite input data must be explicitly copied from CPU memory to GPU memory. Likewise, after a kernel completes, any output data required by the CPU must be explicitly copied back from GPU memory. Transfers between GPU and CPU memory occur over the PCI Express (PCIe) bus, which has an effective bandwidth of approximately 3, 6, or 12 GB/s for PCIe versions 1, 2, and 3, respectively. In many systems, the PCIe bandwidth may be an order of magnitude slower than the CPU's memory bandwidth and close to two orders of magnitude slower than the GPU's memory bandwidth. The overhead of transferring data between the CPU and the GPU can potentially outweigh any performance improvements due to GPU execution.
For example, consider a simple program that adds together two large vectors. Vector addition is an extremely data parallel operation, which would appear to make it particularly well suited to the GPU. Assume we plan to run the program on a system containing an Intel Xeon E5645 CPU and an NVIDIA Quadro FX 5600 GPU, which provide peak memory bandwidths of 32 and 77 GB/s, respectively. Because vector addition involves little computation on each element, we would expect the program to be bandwidth-bound on both devices. Therefore, we would expect the GPU to complete the vector addition approximately 77 32 = 2.4x faster than the CPU. But if the input vectors are located in CPU memory, we must first transfer them to GPU memory. Similarly, if the output vector will be consumed by a program running on the CPU, then we must transfer it back to CPU memory. Both of these transfers occur over the PCIe bus, which has an effective bandwidth of about 3 GB/s. Thus, taking into account data transfer time, the CPU will actually complete the entire vector addition about 32 3 ≈ 10x faster than the GPU. For many applications, we must consider data transfer time in order to make an appropriate decision about whether to leverage a GPU.
C. GPU Performance Projection Framework
Due to the uncertainty in performance gains and the cost of tuning GPU code, application developers often ponder the viability of using GPUs to benefit their science and whether it is indeed worth investing the time and effort to port their code. However, to obtain a reasonable understanding of the GPU performance potential, one needs to consider the dynamics between the system hardware and the application behavior. In particular, it is necessary to estimate how the application may be transformed to exploit the hardware capability to its maximum. Different transformations may result in performance that is orders of magnitude apart.
We have previously proposed a GPU performance projection framework named GROPHECY [15] , which estimates the GPU performance of a computation kernel. Figure 1 illustrates the overall framework using a pedagogical example of matrix multiplication. The input to GROPHECY is a simplified description of the corresponding CPU code, referred to as a code skeleton. A code skeleton summarizes the high level semantics of a kernel, including loops, parallelism, computation intensity, and data access patterns. With the code skeleton, GROPHECY is able to explore various code transformations, synthesize performance characteristics for each transformation, and then supply the characteristics to a GPU performance model to project the execution time of a particular transformation. The GPU performance model can be configured to reflect different GPU architectures. Eventually, GROPHECY projects the best achievable performance and the transformations necessary to reach that performance.
GROPHECY, however, only models GPU computation time and does not account for data transfer overhead. In order to project the overall performance resulting from GPU acceleration, we extend GROPHECY to include a performance model for CPU-GPU data transfer and the capability to detect what data needs to be transferred.
III. PROJECTING DATA TRANSFER OVERHEAD
A. Framework Overview
We have added to GROPHECY the capability to model and project data transfer overhead between the CPU and GPU. The extended framework, GROPHECY++, can project how a piece of CPU code may perform if offloaded to a GPU, without implementing and tuning GPU code.
The dashed box in Figure 1 illustrates where our extension lies in the overall framework. The extension has two major components: a data usage analyzer and an empirical model of the PCIe bus. Based on the transformed code skeleton proposed internally by GROPHECY++, the data usage analyzer determines what data needs to be transferred to and from the GPU. The time for each transfer is calculated using the PCIe bus model. Their sum, the projected data transfer overhead, is then added to the projected kernel execution time to obtain the overall GPU-accelerated performance of the workload. The rest of this section describes these two components in more detail.
B. Identifying Transferred Data
As described in prior work [15] , a Bounded Regular Section (BRS) [5] can be used to represent the range of array elements accessed by each statement across all nesting loops. The INTERSECT operator detects overlap among BRSs and the UNION operator merges BRSs. These operations, combined with information about whether an access is a load or a store, allow GROPHECY to determine the dependencies among BRSs.
To determine what data needs to be transferred from the CPU to the GPU, we maintain a list of BRSs that are read but are not previously written. The UNION of all such BRSs is data that needs to be transferred to the GPU. The UNION of all written BRSs is data that needs to be transferred back from the GPU. Users can optionally provide hints to specify written data that serve as temporaries. Temporary data need not be transferred back to the CPU. Each individual array is assumed to be transferred separately, although in practice transferring multiple small arrays together as one may provide a minor performance benefit at the cost of more substantial program modifications.
In irregular applications such as sparse linear algebra, the BRS is unknown. In such scenario, GROPHECY++ uses the conservative assumption that all elements in the sparse array may be referenced, and therefore must be transferred, unless users provide additional hints.
C. Modeling Data Transfer Overhead
One way to potentially reduce the data transfer overhead is to take advantage of pinned (page-locked) CPU memory, allocated using the CUDA function cudaHostAlloc, which is an alternative to the more common pageable CPU memory, allocated using the C standard library function malloc. Figure 2 shows the transfer time using pinned and pageable memory for both CPU-to-GPU and GPU-to-CPU transfers. Note that the Y-axis (and X-axis) is log-scaled, which understates the performance difference at large transfer sizes.
With the exception of CPU-to-GPU transfers smaller than 2KB, a transfer using pinned memory is always faster than an equivalent transfer using pageable memory. Figure 3 demonstrates this clearly by plotting the speedup of pinned memory transfers relative to pageable memory transfers. In this paper, we assume the use of pinned memory since it is advantageous in most typical use cases. In future work we may extend our framework to automatically explore the tradeoff between the two types of memory.
Although we might hope to model the data transfer time in an analytical way, there exists too much variation in transfer times across different systems due to both hardware and software differences. Instead, we construct a simple empirical model, based on only two parameters, that is accurate as well as inexpensive to generate and use. GROPHECY++ automatically measures the values of the two parameters for each new system on which it runs.
We can see from Figure 2 that the time to transfer data across the PCIe bus between the CPU and GPU memories consists of a fixed overhead representing the latency of sending the first byte, α, plus the time required to send each subsequent byte, β, which corresponds to the inverse of the transfer bandwidth. Thus, the time to transfer d bytes can be modeled (b) GPU to CPU. Fig. 2 . Transfer time for pinned and pageable memory for a range of transfer sizes. Note that both axes are log-scaled. Each time is the arithmetic mean of 10 separate transfers, measured on the system described in Section V.
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with the following linear 4 equation:
For small transfers (<1KB), the α term dominates and the slope is effectively zero; for large transfers (>1MB), the βd term dominates. On the system we use in this paper, α is on the order of 10 us and the transfer bandwidth (1/β) is approximately 2.5 GB/s. To determine α, we measure the transfer time t S of a single byte; we then set α = t S . To determine β, we measure the time t L of a large transfer of size s L = 512MB 5 and then set β = tL sL . Both t S and t L are averaged across ten runs to reduce the impact of noise. These two measurements are performed by a simple synthetic benchmark, which is automatically invoked by GROPHECY++ when run on a new system. GROPHECY++ then uses the linear model given in Equation 1 to predict expected transfer times.
To demonstrate the accuracy of the simple linear model, Figure 2 plots both the predicted transfer time and the measured transfer time for transfers using pinned memory. For both directions of transfer, the predicted time closely matches the actual time. More detailed validation of the model is presented in Section V-A.
IV. METHODOLOGY
A. Experimental Setup
As described previously, GROPHECY explores a number of different optimization strategies for a given kernel and predicts the resulting performance for each [15] . For the purposes of this paper, the predicted kernel execution time is the predicted time of the best-performing version of the kernel. The real kernel execution time is measured using a hand-coded version of the kernel that employs the same optimization strategies 
suggested by GROPHECY. The predicted data transfer time is generated using the linear model described earlier. The real data transfer time is measured using the same manually ported CUDA implementation, which employs pinned memory. The total GPU time, whether predicted or measured, is simply the sum of the kernel and transfer times. For applications with multiple kernels, the total GPU time is the sum of the execution times of all kernels and their collective data transfer times. The total CPU time is the execution time of the same portion of the application that has been ported to the GPU. The GPU speedup is the total CPU time divided by the total GPU time. For all experiments, the measured time represents the arithmetic mean of ten separate runs. For iterative applications, the number of iterations is one unless otherwise noted.
We run the CPU and GPU implementations on a single node of a production data analysis and visualization cluster at Argonne National Laboratory. The system contains a hyperthreaded quad-core Intel Xeon E5405 CPU running at 2.00 GHz and an NVIDIA Quadro FX 5600 GPU; the GPU is a PCIe v1 device and is installed in an x16 slot. The system is configured with SUSE Linux Enterprise Server 10 SP3, CUDA 2.3, and NVIDIA graphics driver version 260.19.36.
B. Benchmarks
To quantify the impact of augmenting GROPHECY with a data transfer model, we use four benchmarks that are key components in representative applications in the areas of medical imaging, microprocessor design, fluid dynamics, and quantum physics. SRAD, HotSpot, and CFD are benchmarks found in the Rodinia benchmark suite [2] . Stassuij is extracted from a production application in DOE's INCITE program. The three Rodinia applications all have multiple data sets of varying sizes.
The baseline implementations of the benchmarks are implemented in C++. The GPU implementations are parallelized using CUDA, while the CPU implementations are parallelized using OpenMP and executed with 8 threads.
CFD is an unstructured-grid, finite-volume solver for the 3D Euler equations for compressible flow. The core part of the benchmark is spread over three GPU kernels. The two kernels are separated in order to enforce global synchronization so that an array can be consumed before it is updated. The data size in CFD represents the number of particles being simulated.
HotSpot is an ordinary differential equation solver over a structured grid which is used to estimate micro-architecture temperature. Every element is computed by gathering a 3 × 3 neighborhood of elements (i.e., the stencil) from the input array. Multiple invocations of the same kernel across several iterations can be fused together. The data size in HotSpot represents the size of the grid.
SRAD is a diffusion method to remove speckles from ultrasonic and radar imaging applications without destroying important image features. It has two kernels: the first one generates diffusion coefficients, and the second one updates the image. Data dependency among the two kernels involves several arrays, and each data-parallel task in the consumer kernel depends on several tasks in the producer kernel. The data size in SRAD represents the size of the image.
Stassuij lies in the core of Green's Function Monte Carlo [8] , [18] , which performs Monte Carlo calculations for light nuclei. It multiplies a 132 × 132 sparse matrix of real numbers with a 132×2048 dense matrix of complex numbers. The sparse matrix is represented in CSR format with three vectors.
CFD, HotSpot, and SRAD are all iterative applications. In CFD, three separate kernels are invoked each iteration; in HotSpot and SRAD, each iteration corresponds to a single kernel invocation. For all three applications, the amount of data transferred is independent of the number of iterations: a fixed amount of input data is transferred to the GPU before the first iteration, and a fixed amount of output data is transferred back to the CPU after the final iteration. The relative performance of the GPU and CPU depends on the number of iterations: as the number of iterations grows, the data transfer overhead is amortized over a larger amount of computation, and the speedup of the GPU over the CPU increases. If we ignore the data transfer time, the speedup is fixed regardless of the iteration count. Table I shows the measured kernel execution time and data transfer time for all four applications, as well as the fraction of overall time consumed by data transfer and the total amount of data transferred. For all applications and data sets, with the exception of HotSpot's smallest data set, the transfer time is greater than the kernel execution time. This means that % % % % % .% .% .% .% .% 0% 0% 0% 0% 0%
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accurately predicting transfer times is crucial to providing a useful estimate of the overall GPU execution time.
V. RESULTS
We first validate the proposed data transfer model using a synthetic benchmark, and then explore the impact of using the model to predict the overall performance of real applications.
A. Data Transfer Model Validation
To validate the transfer time model, we use a synthetic benchmark to measure the actual transfer time for all transfer sizes that are a power of two, ranging from 1B to 512MB. To characterize the model's accuracy, we use the error magnitude, defined as the absolute value of the percent difference between the predicted and measured values. Figure 4 shows the error magnitude for each transfer size, for transfers both to and from the GPU. The maximum errors are 6.4% and 3.3% for CPUto-GPU and GPU-to-CPU transfers, respectively. The relative error is larger at smaller data sizes and is essentially zero for all transfer sizes larger than 1MB.
To quantify the overall prediction error, we compute the arithmetic mean error magnitude across all transfer sizes. The average errors are only 2.0% and 0.8%, respectively. Almost all of error in the GPU-to-CPU prediction and approximately half of the error in the CPU-to-GPU prediction is due to inherent variation in the transfer time. If we run the synthetic benchmark across the complete range of transfer sizes twice, and use the measured values from the first run to predict the values we expect to observe in the second run, the average errors are 1.0% and 0.7%, respectively. near the center of the chart) represent a particular transfer that, inexplicably, has high variability. In approximately half of the runs, the measured time matches the predicted time fairly closely, but in the other half of the runs, the measured time is more than two times slower than the predicted time. Overall, the average prediction error across all transfers is 7.6%. Figure 6 plots the overall transfer prediction error magnitude versus the overall kernel prediction error magnitude for all applications and data sizes. For CFD, the kernel prediction error dominates. For HotSpot and SRAD, both kernel and transfer errors are relatively small at most data sizes, on the order of 10% or less. The transfer error is roughly twice the kernel error at the smallest data sizes for both applications. Note that we present the error magnitude (the absolute value of the error) for simplicity. But all of the errors, with the exception of one of the kernel predictions for HotSpot and the only kernel prediction for Stassuij, are actually negative, meaning that the predicted time is less than the measured time. Figure 7 shows the predicted and measured speedup of CFD for three different data sizes. Accounting for the transfer time in CFD is critical because the transfer time makes up, on average, two thirds of the total execution time. Because of this, and also because the kernel time is underpredicted by an average of 32%, the predicted GPU speedup that only takes into account kernel time is more than four times the actual speedup! By accounting for the overhead of data transfer, we can predict the GPU speedup with an error of only 16%. Figure 8 shows the predicted and measured speedup for CFD's largest data size as the number of iterations increases. Taking into account the data transfer time greatly increases the prediction accuracy for small iteration counts; the predicted speedup with data transfer time remains more than twice as accurate (i.e., the error magnitude is more than twice as small) for iteration counts less than 18. As the iteration count grows large, the transfer overhead becomes negligible relative to the execution time, and the predicted speedups both with and without the transfer time converge. In the limit, as the number of iterations approaches infinity, the error is 22.6%.
B. Application Performance
1) CFD:
2) HotSpot: Figure 9 shows the predicted and measured speedup of HotSpot for three different data sizes. At the smallest data size, despite a relatively large 18% error in the predicted transfer time, the predicted overall GPU speedup has an error of only 17%. At larger data sizes, the prediction error is only 4%. However, without modeling data transfer, the predicted GPU speedup is two times higher than reality for small data sizes and four times higher for large data sizes. Figure 10 shows the measured and predicted speedup as a function of the number of iterations for HotSpot's largest data size. Unlike for CFD, the predicted speedup that takes into account data transfer time remains fairly accurate even for large iteration counts, due to a better prediction of the kernel execution time. The predicted speedup with data transfer time remains more than twice as accurate as the predicted speedup without transfer time for iteration counts as large as 70. In the limit, both prediction methods have an error of only 1.9%. Figure 11 shows the predicted and measured speedup of SRAD for three data sizes. The error in the predicted transfer time at the smallest data size is 24%, larger than for any other data size in any application. Despite this relatively large error, accounting for data transfer time still significantly increases the overall prediction accuracy, reducing the error in predicted GPU speedup by nearly tenfold, from 241% to 25%. At the larger data sizes, the improvement is even greater: the average speedup error is reduced from 186% to 5%. Figure 12 shows the measured and predicted speedup for different iteration counts for SRAD's largest data size. The data-transfer-aware prediction is extremely accurate at all iteration counts, because the errors in both the predicted kernel time (0.7%) and the predicted transfer time (1.9%) are so small. For all iteration counts less than 228, the data-transferaware prediction is more than twice as accurate as the kernelonly prediction. In the limit, as the number of iterations goes to infinity, the prediction error is only 0.75%.
3) SRAD:
4) Stassuij:
For the previous three applications, not taking into account data transfer time resulted in a significantly overpredicted GPU speedup, but it did not result in a misprediction of whether the GPU implementation would be faster or slower than the CPU implementation. 6 In other words, despite significant mispredictions in the magnitude of the speedup, the kernel-only prediction still correctly predicted whether 6 This is not to discount the importance of the magnitude of the predicted speedup. For example, the speedup of 7.8x predicted (using only the kernel time) for one of the data sets for HotSpot makes a compelling argument for porting that kernel to the GPU, and perhaps might even justify the purchase of special hardware; the actual speedup of 1.5x is much less compelling. or not the speedup would be greater than one 7 . Stassuij is unlike the previous applications in that regard: the kernelonly predicted speedup is 1.10x, indicating an overall increase in performance from using the GPU, but the actual GPU speedup, with data transfer overhead included, is only 0.39x, representing an overall slowdown. Taking into account data transfer time results in a predicted speedup of 0.38x, an error of only 1.6%. Table II shows the error in the predicted speedup for all applications and data sets. In addition to the error achieved by predictions based on only the kernel time and both the kernel time and the data transfer time, we also present the error achieved by predictions based on only the data transfer time. Because data transfer time represents around two-thirds of the total execution time for most of the kernels we study, using the transfer time instead of the kernel execution time to predict the overall GPU speedup reduces the average prediction error across the four applications from 255% to 68%. Using both the transfer and kernel times together further reduces the average prediction error to only 9%.
C. Overall Performance
VI. RELATED WORK
Performance models have been increasingly used for application tuning over complex or large scale systems [3] , [12] , [17] . These models target performance over a cluster or a heterogeneous platform, with a focus on the modeling and optimization of communication and scheduling among nodes. Lee et al. [13] used machine learning techniques to model the relationship between tunable parameters and application performance. Snavely et al. [19] proposed a framework for performance modeling and prediction, in which traces are used to characterize application signatures. All of these techniques must measure or profile application statistics over each type of node and assume code already exists for each architecture.
Several GPU performance models have been proposed [1] , [6] , [10] , [21] . These techniques predict and analyze the performance of GPU codes for accessible GPUs. However, GPU performance models alone are not able to transform CPU code structures for optimization on GPUs, let alone project GPU performance from CPU code. In addition, they do not take into consideration the overhead of data transfer between the CPU and the GPU. We provide a holistic approach to project GPU performance from CPU code, by modeling both code transformations and data transfer overhead.
There exist compiler techniques that automate the data transfer between the CPU and GPU [7] . By analyzing data usage at the granularity of an allocation unit, the data consumed and produced by the GPU kernel can be identified implicitly. Our performance modeling framework could help such a technique optimize the compiler transformation, by identifying which array sections need to be transferred and whether it is worthwhile to offload data to the GPU.
Several other empirical techniques have been proposed to project cross-platform performance. Yang et al. [20] profiled partial execution of an application on different platforms to infer relative full-application performance. Lee and Brooks [11] estimated application performance over different microarchitectural configurations using regression modeling, which was trained according to an initial set of performance data. Different from the above approaches, our projection is cast without the need to re-implement the code on a different platform. In addition, we also project the data movement overhead for partially offloading a workload to a different architecture.
VII. CONCLUSION
In this paper, we present GROPHECY++, a framework that projects the overall GPU speedup from abstract CPU code. We extend the existing GROPHECY framework with the capability to model and project the overhead of data transfer between the CPU and GPU. The key components in our extension include a data usage analyzer and a PCIe bus model. The former determines the amount of data to be transferred given a sequence of kernels, and the latter estimates the transfer time given the amount of data. By including the data transfer overhead in the predicted performance, users are provided with a more holistic estimation of the performance that can be gained from GPU acceleration and whether it is worthwhile to port their existing CPU code to the GPU.
We demonstrate in this paper that data transfer overhead is an important factor to consider when modeling performance. The overall speedup with and without data transfer can differ by 7x or more. In fact, for some workloads, the data transfer overhead may turn a GPU speedup into a slowdown. We have tested GROPHECY++ with four benchmarks, utilizing different input data sets and varying numbers of iterations. On average, we achieve a prediction error of 8% on the data transfer overhead and 9% on the overall GPU speedup.
For future work, we plan to expand the scope of the data transfer overhead modeling to explore the tradeoffs of using different types of memory (i.e., pinned and pageable) and account for the overhead of memory allocation. In addition, we plan to validate our model on a wider range of applications as well as hardware systems.
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