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Abstract
The original model problem is the two-dimensional heat conduction problem with vanishing initial data and a given
Neumann-type boundary condition. In particular, certain choices of the representation formula for the heat potential yield
the hypersingular heat operator equation of the rst kind. In this paper we concentrate on the problem of solving this
hypersingular integral equation. Our approximation method is a Petrov{Galerkin method, where we use collocation with
respect to the space variable and Galerkin method with respect to the time variable. The trial functions are tensor products
of piecewise cubic (space) and piecewise linear (time) smoothest splines. Stability and convergence of the resulting scheme
is proved when the spatial domain of the original heat conduction problem is a disc. c© 2000 Elsevier Science B.V. All
rights reserved.
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1. Introduction
The theory of the boundary element method applied to homogeneous heat conduction problems
has evolved vastly during the last decade. The basis of the analysis has been the coercivity property
of the single-layer heat operator as well as that of the hypersingular heat operator in appropriate
anisotropic Sobolev spaces [15,2,12]. Thus, the theory of the Galerkin boundary element method
was available. However, from the practical point of view, the collocation method is more attractive.
Hamina and Saranen [11] proved stability and convergence of the spline collocation method provided
that the spatial domain is a disc. This analysis was generalized by Hamalainen and Saranen [6] to
the case of general spatial domains with a smooth boundary, provided that the parametrization is
with respect to the arclength. Unfortunately, the order of convergence with respect to the L2-norm is
E-mail address: martti.hamina@ee.oulu. (M. Hamina)
0377-0427/00/$ - see front matter c© 2000 Elsevier Science B.V. All rights reserved.
PII: S 0377-0427(99)00301-5
230 M. Hamina / Journal of Computational and Applied Mathematics 115 (2000) 229{243
not of optimal order. A rather complete discussion of the topic can be found in monograph [5]. The
idea of the analysis is to prove that, in the case of the circular boundary, an equivalent Galerkin
method is available. The case of the general boundary is treated by using a compact perturbation
technique. This is in fact a modication of work [1], where Arnold and Wendland applied a similar
approach to the elliptic case.
Later Hamina proposed a Petrov{Galerkin method, where collocation is used with respect to the
space variable and a Galerkin method is used with respect to the time variable. The Galerkin-type
approach with respect to the time variable allows a simplied analysis as well as reduced regularity
requirements. The method is still quite easy to implement, because the time integrations can be eval-
uated exactly. This idea was used with some nonlinear problems [9] as well as with the single-layer
heat operator equation [8]. In this work, we consider the hypersingular heat operator equation. The
present analysis could be adapted also to the framework of a more general convolutional parabolic
boundary integral operator. As an example, we mention the single-layer heat operator. The proof is
based on an equivalent Galerkin method, which is available for circular boundaries. The analysis
leads to the use of some nonstandard anisotropic Sobolev norms. We obtain stability and suboptimal
convergence of the scheme when the trial functions are tensor products of piecewise cubic (space)
and piecewise linear (time) smoothest splines. The approach applies to quasi-uniform meshes. The
generalization of the analysis to general smooth spatial boundaries by using a compact perturbation
as well as optimal order convergence results remain to be performed.
Costabel and Saranen [3] have recently obtained optimal order convergence results for spline
collocation methods for parabolic convolutional boundary integral operators. They use direct Fourier
analysis, and therefore a uniform mesh is required.
2. Boundary integral formulations
We rst introduce some boundary integral approaches for solution of the homogeneous heat equa-
tion with vanishing initial data. For more details, see [12]. More precisely, we consider the Neumann
problem with prescribed heat ux across the boundary
@t− = 0 in QT = 
  (0; T );
@n(x) = g (x; t) on T =    (0; T );
(x; 0) = 0; x 2 
:
(1)
In terms of the fundamental solution of the heat equation
E(x; t) =
8><
>:
1
4t e
−jxj2=4t ; t > 0;
0; t60;
(2)
the classical single-layer and double-layer heat potentials V and W are dened by the expressions
(V)(x; t) =
Z t
0
Z
 
(y; )E(x− y; t − ) d y d; (x; t) 2 QT ; (3)
(W)(x; t) =
Z t
0
Z
 
(y; )@nyE(x− y; t − ) d y d; (x; t) 2 QT : (4)
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Let (jT ; @njT ) be the Cauchy data on the boundary. For suciently smooth boundary densities
 and , the heat potential
(x; t) = (V)(x; t)− (W)(x; t); (x; t) 2 QT (5)
combined with the boundary behaviour of the single-layer and double-layer potential, and their
normal derivatives @nV, @nW yields
jT =S  + (12 I −D ); (6)
@njT = (12 I +D0 ) +H : (7)
Here, the boundary integral operators are the single-layer heat operator S , the double-layer heat
operator D , the spatial adjoint of the double-layer heat operator D0 , and the hypersingular heat
operator H . The representation formulas are respectively, for x 2  
(S )(x; t) =
Z t
0
Z
 
(y; )E(x− y; t − ) d y d;
(D )(x; t) =
Z t
0
Z
 
(y; )@nyE(x− y; t − ) d y d;
(D0 )(x; t) =
Z t
0
Z
 
(y; )@nxE(x− y; t − ) d y d;
(H )(x; t) =−@nx
Z t
0
Z
 
(y; )@nyE(x− y; t − ) d y d:
Here, @nx denotes the exterior normal derivative at x 2  . The direct boundary integral method is,
in the case of the Neumann problem, based on the heat potential
=Vg  −W: (8)
Boundary relation (6) yields a boundary integral equation of the second kind
(12 I +D ) =S g : (9)
This approach has a very well-established theory. Even problems involving nonlinearities have been
analysed. For more details, see [9] and the references given there. On the other hand, boundary
relation (7) yields the hypersingular heat operator equation of the rst kind
H  = (12 I −D0 )g : (10)
In certain anisotropic Sobolev spaces, Eqs. (9) and (10) are uniquely solvable, and the solution 
is the interior limit of the heat potential  on the boundary.
We assume that the boundary curve has the smooth, regular, one-periodic parametric representation
x : R!   such that the Jacobian is positive, it is jx0()j> 0. Then, the hypersingular heat operator
can be written as
(Hu)(; t) =−
Z t
0
Z 1
0
u(’; )@n()@n(’)E(x()− x(’); t − )jx0(’)j d’ d:
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We emphasize that the kernel function has strong singularity, and appropriate regularization methods
are needed in actual numerical computations. However, we do not discuss these aspects in this
article.
Using the notation u(; t)=u (x(); t), we obtain (H u )(x(); t)=(Hu)(; t): Thus, the equation
on the boundary transforms to the integral equation
(Hu)(; t) = f(; t); (; t) 2 R [0; T ]; (11)
where f(; t) = 12g (x(); t) + (D
0
 g )(x(); t). In the case of the circular boundary of radius r, the
boundary integral operator H is of the convolutional type:
(Hu)(; t) =
X
n2Z
Z
R
h(n; )u^(n; )ein2+it d: (12)
Here, the Fourier coecient is dened by u^(n; ) =
R 1
0
R
R u(; t)e
−in2−it dt d: Representation (12)
follows from the fact that the kernel
−@n()@n(’)Er(− ’; t − ) =−@n()@n(’)
0
@exp

−r2sin2((− ’))=(t − )

4(t − )
1
A= ~h(− ’; t − )
is a function of the dierence of the coordinates. Therefore, the hypersingular heat operator H
satises formally the following commutation relations:
@s(Hu)(; t) = (H(@
s
’u))(; t); s= 1; 2; (13)
J (Hu)(t) =H(Ju)(t): (14)
Here, J denotes the mean-value functional (Ju)(t):=
R 1
0 u(; t) d:
3. Spaces
From now on, we consider functions which are 1-periodic with respect to the spatial variable.
First, for any r 2 R, let Hr be the Sobolev space of 1-periodic functions on R. The anisotropic
spaces are dened by Hr;s:=H 0(R;Hr) \ Hs(R;H 0); r; s>0: See [13,14]. With RT = R  (0; T ),
the space Hr;s(RT ); r; s>0; 0<T <1 is the space of restrictions to RT of functions belonging to
Hr;s. The Hilbert space Hr;s(RT ) = H 0((0; T );Hr) \ Hs((0; T );H 0); 0<T <1 is endowed with
the norm
k u kHr; s(RT ) =
Z T
0
k u(; t) k2Hr dt+ k u k2Hs((0; T );H 0)
1=2
; 0<T <1:
We also use equivalent norms dened by
k u k2Hr; s(RT ) =
Z T
0
k u(; t) k2Hr dt +
Z T
0
Z T
0
k u(; t)− u(; ) k2H 0
jt − j1+2s dt d; 0<s< 1 (15)
and
k u k2Hr; s(RT ) =
Z T
0
k u(; t) k2Hr dt +
Z 1
0
k u(; ) k2Hs(0; T ) d; 06s61: (16)
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Moreover, the vanishing initial condition is described by utilising the subspace
Hr;s00 (RT ) = fu ju= U jRT : U 2 Hr;s; U (; t) = 0; t < 0g; 0<T <1:
The negative order spaces H−r;−s00 (RT ) for 0<r< 1; 0<s< 12 are the dual spaces H
−r;−s
00 (RT ) =
(Hr;s00 (RT ))0. We notice that H
r; r=2
00 (RT ) = Hr; r=2(RT ) for 0<r< 12 . Let C(RT ) be the space of con-
tinuous functions f(; t) on the closure RT of RT such that f is 1-periodic with respect to the
variable . Furthermore, we dene the space C00(RT ) = ff 2 C(RT )jf(; 0)  0g. Next, we recall
the Sobolev embedding theorem. In the anisotropic spaces, the embedding
Hr; r=200 (RT )C00(RT ); r > 32 (17)
is continuous. For the proof, see [5,6].
For the analysis, the following coercivity property is crucial [12].
Theorem 1. The hypersingular heat operator
H : Hr; r=200 (RT )! Hr−1; (r−1)=200 (RT ); r> 12 ; (18)
is an isomorphism. Furthermore, it is coercive such that
(Hwjw)>c k w k21=2;1=4; w 2 H 1=2;1=400 (RT ): (19)
Here, the duality pairing extends the H 0;0(RT ) inner product.
Next, we discuss the space of approximations. Let 0=0<1<   <N =1 be a mesh, with h=
maxfn+1−ng. The mesh is called quasi-uniform if maxfn+1−ng=minfn+1−ng6C; where C>1
is a constant. We denote by S3h ([0; 1]) the space of one-periodic, piecewise cubic smoothest splines.
Note, that S3h ([0; 1]) is an N -dimensional linear space with basis functions f3ngNn=1. Analogously,
we dene the quasi-uniform grid 0 = t0<t1<   <tM = T , k = maxftm+1 − tmg. With respect to
the time variable, we consider the case of piecewise linear splines generated by the basis functions
(m= 1; : : : ; M)
1m(t) =
8>>>>>><
>>>>>>:
1 +
t − tm
tm − tm−1 if tm−1<t< tm;
1− t − tm
tm+1 − tm if tm6t < tm+1;
0 otherwise:
The trial functions on the space-time boundary are tensor products
S3;1h; k :=S
3
h ([0; 1]) S1k; [0; t] =
(
vjv(; t) =
MX
m=1
NX
n=1
m;n 3n ()
1
m(t); m;n 2 R
)
;
where f 3n gNn=1 and f1mgMm=1 are the one-dimensional basis functions.
Since our method uses pointwise values, it is essential that the imageHu is continuous. According
to the Sobolev embedding theorem (17) this condition is true if u 2 Hr; r=200 (RT ), r > 52 . We remark
that the inclusion
Sd; dth; k Hr; r=2(RT ); r <minfd + 12 ; 2dt + 1g
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is generally valid for the tensor product spline spaces. In particular, S3;1h; k Hr; r=200 (RT ); 52 <r< 3.
Next, we recall some basic approximation results. The associated one-dimensional orthogonal pro-
jection operators are P3h : H
0 ! S3h and P1k : H 0(0; T )! S1k; [0; T ]. The following approximation result
is true [4]:
k u− P3hu kHr 6chs−r k u kHs ; u 2 Hs; 06r6s64; r < 72 :
With respect to the time variable, we use the approximation property
k u− P1k u kHr(0; T ) 6cks−r k u kHs(0; T ); u 2 Hs(0; T ); 06r61;
where u satises the initial condition u(0)= 0 and s=1 or 2. Thus, the estimate for the two-dimensional
L2-projection P3;1h; k :=P
3
h ⊗ P1k = P1k ⊗ P3h : L2(RT )! S3;1h; k is
k u− P3;1h; ku kr; r=2 6c(h(s−r) + k (s−r)=2) k u ks; s=2; u 2 Hs;s=200 (RT ) (20)
for 06r62, s = 2 or 4. Compare also [2,15]. For quasi-uniform meshes fng and ftmg, we have
the one-dimensional inverse estimates [4]
k  kr 6 ch−(r−s) k  ks;  2 Sdh ; s6r <d + 12 ;
k  kr 6 ck−(r−s) k  ks;  2 S1k; [0; T ]; s6r61:
4. Petrov{Galerkin approximation
Our Petrov-Galerkin approach uses interpolation with respect to the space variable and L2-projection
with respect to the time variable. For this, we dene Q3;1h; k :=I
3
h ⊗ P1k = P1k ⊗ I 3h , where I 3h : Hr ! S3h ,
r > 12 , is the interpolation operator. The discrete equation corresponding to the equation Hu=f is:
nd u 2 S3;1h; k such that
Q3;1h; kHu = Q
3;1
h; kf: (21)
This operator equation is equivalent to the following system of equations.
Find u 2 S3;1h; k such thatZ T
0
1m(t)(Hu)(n; t) dt =
Z T
0
1m(t)f(n; t) dt; n= 1; : : : ; N; m= 1; : : : ; M: (22)
In this section, we prove that the problem setting (21) is equivalent to a certain Galerkin problem.
For this, we dene the bilinear forms
B(w; v) = (@2wj@2v) + (JwjJv); (23)
B(w; v) = (@2wj@2v) + (JwjJv): (24)
Here J is the trapezoidal rule approximation to the mean-value functional
(Ju)(t):=
NX
n=1
n+1 − n−1
2
u(n; t):
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Using the orthogonality conditions (@sujJu)=0; (@sujJu)=0; s=1; 2; : : : we may rewrite the bilinear
forms
B(w; v) = ((@2 + J )wj(@2 + J )v);
B(w; v) = ((@2 + J)wj(@2 + J )v):
Theorem 2. Let u 2 Hs;s=200 (RT ), s> 52 be the solution of the equation Hu= f. Then the function
u 2 S3;1h; k is a solution of problem (21) if and only if
B(Hu; v) = B(Hu; v); v 2 S3;1h; k : (25)
Proof. We denote ~w =Hu − f; and consider the condition
B( ~w; v) = 0 for all v 2 S3;1h; k : (26)
It is known that the operator @2 + J : S
3
h ! S1h is an isomorphism between the one-dimensional
periodic spline spaces. Therefore, we can choose the basis functions vm;n of the trial space S
3;1
h; k such
that
(@2 + J )vm;n(; t) = 
1
m(t) 
1
n ();
where  1n is the 1-periodic Courant’s basis function such that for  2 [0; 1]
 1n () =
8>><
>>:
1 + (− n)=(n − n−1); n−1<<n;
1− (− n)=(n+1 − n); n <<n+1;
0 otherwise:
Then we obtain by partial integration
B( ~w; vm;n) = ((@2 + J) ~wj(@2 + J )vm;n) = ((@2 + J) ~wj1m 1n )
=−(@ ~wj1m@ 1n ) + (J ~wj1m 1n )
=−
Z T
0
1m(t)

~w(n; t)− ~w(n−1; t)
n − n−1 −
~w(n+1; t)− ~w(n; t)
n+1 − n

dt
+J 1n
NX
n=1
n+1 − n−1
2
Z T
0
1m(t) ~w(n; t) dt: (27)
Suppose rst that u satises the discrete equations, which means thatZ T
0
1m(t) ~w(n; t) dt = 0 for all n= 1; : : : ; N; m= 1; : : : ; M: (28)
According to (27) the bilinear form B( ~w; v) reduces to a linear combination of integrals of type
(28) and consequently B( ~w; v) = 0 for all v 2 S3;1h; k .
Conversely, assume that (26) is valid. For all v 2 S3;1h; k also Jv 2 S3;1h; k . The identity
B( ~w; Jv) =
Z T
0
(J ~w)(t)(Jv)(t) dt (29)
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together with (24) impliesZ T
0
(J ~w)(t)(Jv)(t) dt = 0; v 2 S3;1h; k ; (30)
(@2 ~wj@2v) = 0; v 2 S3;1h; k : (31)
As in (27), formula (31) yieldsZ T
0
1m(t)

~w(n+1; t)− ~w(n; t)
n+1 − n −
~w(n; t)− ~w(n−1; t)
n − n−1

dt = 0 (32)
for 16n6N; 16m6M . Let m be xed. Then we have for all n= 1; :::; NZ T
0
1m(t)
~w(n+1; t)− ~w(n; t)
n+1 − n dt =
Z T
0
1m(t)
~w(n; t)− ~w(n−1; t)
n − n−1 dt = Cm: (33)
Using the periodicity of ~w with respect to , we obtain
NX
n=1
( ~w(n; t)− ~w(n−1; t)) = ~w(N ; t)− ~w(0; t) = 0: (34)
On the other hand, (33) implies
Cm=Cm
NX
n=1
(n − n−1) =
NX
n=1
Z T
0
1m(t)( ~w(n; t)− ~w(n−1; t)) dt
=
Z T
0
1m(t)
NX
n=1
( ~w(n; t)− ~w(n−1; t)) dt
which with (34) gives Cm = 0. Inserting this back to (33), we haveZ T
0
1m(t) ~w(n; t) dt =
Z T
0
1m(t) ~w(0; t) dt; 16n6N: (35)
Finally, according to (30), (35)
0 = J 3n
NX
n=1
n+1 − n−1
2
Z T
0
1m(t) ~w(n; t) dt = J 
3
n
Z T
0
1m(t) ~w(0; t) dt: (36)
Since J 3n is nonzero, the value of the integral
R T
0 
1
m(t) ~w(0; t) dt vanishes and, due to formula (35),
all integrals of type (28) vanish. Thus, u satises the Petrov{Galerkin equations (21).
5. Stability analysis
Here we prove the unique solvability of discrete equations (21), if the spatial discretization pa-
rameters are small enough. This result is a consequence of the coercivity estimate for the bilinear
form B(Hu; v), which yields stability and convergence of the method. For shortness, we introduce
the notation
&v&r; s= k @2v kr; s + k Jv kr; s : (37)
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In any space of functions, where this expression is well dened and nite, it gives a seminorm.
However, in the subspace of the approximating functions &&s; s=2 denes a norm.
Lemma 3. The mapping v 7! &v&s; s=2 is a norm in the space S3;1h; k , −16s< 32 .
The proof is an obvious modication of the result given in [11]. Our next aim is to establish the
required coercivity of the approximating bilinear form with respect to the norm &&1=2;1=4. For our
method, it is enough that this property is valid in the subspace S3;1h; k .
Lemma 4. Let u; w 2 Hs;s=200 (RT ); s> 52 . Then we have the continuity
jB(Hu; w)j6c1&u&1=2;1=4&w&1=2;1=4; u; w 2 Hs;s=200 (RT ) (38)
and the coercivity
B(Hw; w)>c2&w&
2
1=2;1=4; w 2 Hs;s=200 (RT ): (39)
The perturbation due to the trapezoidal rule approximation is small in the sense that
jB(Hu; w)− B(Hu; w)j6ch(&u&0;0 +&u&0;1=2)&w&0;0; (40)
for all u; w 2 Hs;s=200 (RT ). In particular,
jB(Hv; v)− B(Hv; v)j6ch(1 + k−1=4)&v&21=2;1=4; v 2 S3;1h; k : (41)
Therefore also the approximating bilinear form is coercive,
B(Hv; v)>c3&v&
2
1=2; c1=4; v 2 S3;1h; k (42)
for 0<h6h0; h4−6c0k, > 0 and h0 is suciently small.
Proof. The proof is based on the commutation relations (13), and (14) on suitable classes of func-
tions. We observe that the regularity u 2 Hs;s=200 (RT ); s> 52 guarantees that &u&1=2;1=4 is nite.
Therefore also B(Hu; w) is nite for u 2 Hs;s=200 (RT ), s> 52 . We have with (13), and (14)
B(Hu; w) = (H@2uj@2w) + (HJujJw): (43)
The mapping property of the hypersingular heat operator gives
jB(Hu; w)j6 kH@2u k−1=2;−1=4k @2w k1=2;1=4 + kHJu k−1=2;−1=4k Jw k1=2;1=4
6 c(k @2u k1=2;1=4k @2w k1=2;1=4 + k Ju k1=2;1=4k Jw k1=2;1=4)
6 c&u&1=2;1=4&w&1=2;1=4;
which proves (38). Estimate (39) follows from (43) combined with the coercivity of the hypersin-
gular heat operator
B(Hw; w) = (H@2wj@2w) + (HJwjJw)
> c(k @2w k21=2;1=4 + k Jw k21=2;1=4)>c&w&21=2;1=4:
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In order to estimate the approximation error, we rst observe that
jB(Hu; w)− B(Hu; w)j = j((J − J)(Hu)jJw)j
6 k (J − J)(Hu) k0;0k Jw k0;0 :
(44)
Dene ~w=Hu. Since (J −J) ~w(; t) is independent of the variable , we have through the accuracy
of the trapezoidal rule
k (J − J) ~w(; t) k =j(J − J) ~w(; t)j6ch k ~w(; t) kH 1 : (45)
Here a straightforward estimate yields
k (J − J) ~w k20;06 c
Z T
0
j(J − J) ~w(; t)j2 dt6ch2
Z T
0
k ~w(; t) k2H 1 dt
6 ch2(k @ ~w k20;0 + k J ~w k20;0)
and hence, with the commutation properties
k (J − J)Hu k0;06 ch(k @Hu k0;0 + k JHu k0;0)6ch(kH@u k0;0 + kHJu k0;0)
6 ch(k @u k1;1=2 + k Ju k1;1=2)
6 ch(k @2u k0;0 + k @u k0;1=2 + k Ju k1;0 + k Ju k0;1=2)
6 ch(&u&0;0 +&u&0;1=2):
The required estimate (40) follows from (44). Finally, the inverse inequality gives for all v 2 S3;1h; k
k (J − J)Hv k0;0k Jv k0;0
6ch(&v&0;0 +&v&0;1=2)&v&0;06ch(1 + k
−1=4)&v&
2
1=2;1=4
proving (41). Hence, the approximating bilinear form is coercive in the subspace of trial functions.
The main result of this section is the following error bound.
Theorem 5. Assume that u 2 Hs;s=200 (RT ), s> 52 and Hu = f. Then, for all 0<h6h0, h4−j6c0k,
> 0 and h0 is suciently small, there exists a unique solution u of the Petrov{Galerkin equations
(21). Moreover, we have the approximation result
&u− u&1=2;1=46C inf
v2S3;1h; k
(&u− v&1=2;1=4 + h&u− v&0;1=2): (46)
Proof. For u 2 Hs;s=200 (RT ), s> 52 the discrete problem (21) is, according to Theorem 2, equivalent
to the equation
B(Hu; v) = B(Hu; v); v 2 S3;1h; k : (47)
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If 0<h6h0, the existence of a unique solution for the nite-dimensional problem (47) follows from
the coercivity (42), since &v&1=2;1=4 is a norm in the subspace S
3;1
h; k . With (42), and (47),
c2&u − v&21=2;1=46B(H(u − v); u − v) = B(H(u− v); u − v)
= B(H(u− v); u − v)
+B(H(u− v); u − v)− B(H(u− v); u − v)
6 c(&u− v&1=2;1=4 + h&u− v&0;1=2)&u − v&1=2;1=4;
which yields (46), since
&u− u&1=2;1=46&u− v&1=2;1=4 +&v− u&1=2;1=4
6C(&u− v&1=2;1=4 + h&u− v&0;1=2)
for all v 2 S3;1h; k .
6. Convergence analysis
The nal aim is to establish L2-convergence for the discrete solution. Based on the error estimate,
we rst discuss the asymptotic accuracy of the approximation when the error is measured by means
of the norm & &1=2;1=4. For the proof of the convergence results, we make additional regularity
assumptions about the solution of the equation Hu= f.
Lemma 6. Assume that u 2 H 4;200 (RT ). Then we have the approximation results
&u− P3;1h; ku&0;06c(h2 + k) k u k4;2 : (48)
&u− P3;1h; ku&1=2;1=46c(h3=2 + k3=4) k u k4;2 : (49)
Proof. In order to prove (48), we rst observe the decompositions
@2(I − P3;1h; k)u= (I − P1k)@2u+ P1k @2(I − P3h)u; (50)
@2(I − P3;1h; k)u= @2(I − P3h)u+ @2P3h(I − P1k)u: (51)
For the rst term in (50) we obtain
k (I − P1k)@2u k20;06 c
Z 1
0
k (I − P1k)@2u(; ) k2H 0(0; T ) d
6 ck2
Z 1
0
k @2u(; ) k2H 1(0; T ) d
6 ck2 k @2u k20;1 6ck2 k u k24;2 : (52)
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In the case of the latter term in (50), we use L2-stability of the orthogonal projection as well as the
one-dimensional approximation properties as follows:
k P1k @2(I − P3h)u k20;06 c k @2(I − P3h)u k20;0 6c
Z T
0
k @2(I − P3h)u(; t) k2H 0 dt
6 c
Z T
0
k (I − P3h)u(; t) k2H 2 dt6ch2(s−2)
Z T
0
k u(; t) k2Hs dt
6 ch2(s−2) k u k2s;0 6ch2(s−2) k u k2s; s=2; 26s64: (53)
Furthermore, the mean-value term satises
k J (u− P3;1h; ku) kr; r=2 6c(h4−r + k (4−r)=2) k u k4;2; 06r62; (54)
and approximation property (48) follows from estimates (50), (53), and (54).
In order to prove (49), we write
k @2(I − P3;1h; k)u k1=2;1=4 6c k @2(I − P3;1h; k)u k1=2;0 +c k @2(I − P3;1h; k)u k0;1=4 =T1 + T2
and estimate the terms T1 and T2. We obtain, by using decomposition (51) together with the
one-dimensional approximation properties, inverse estimates and the stability of the projection oper-
ator
T16 c k @2(I − P3h)u k1=2;0 +c k @2P3h(I − P1k)u k1=2;0
6 c k (I − P3h)u k5=2;0 +c k P3h(I − P1k)u k5=2;0
6 ch3=2 k u k4;0 +ch−1=2 k (I − P1k)u k2;0
6 ch3=2 k u k4;2 +ch−1=2k k u k2;1 6ch−1=2(h2 + k) k u k4;2 :
Analogously, (50) yields
T26 c k (I − P1k)@2u k0;1=4 +c k P1k @2(I − P3h)u k0;1=4
6 ck3=4 k @2u k0;1 +ck−1=4 k P1k @2(I − P3h)u k0;0
6 ck3=4 k u k4;2 +ck−1=4h2 k u k4;0 6ck−1=4(h2 + k) k u k4;2 :
Finally, the previous estimates combined with (54) give
&(I − P3;1h; k)u&1=2;1=46T1 + T2+ k J (I − P3;1h; k)u k1=2;1=4 6c(h3=2 + k3=4) k u k4;2
proving (49).
From Theorem 5 and Lemma 6 we obtain
Theorem 7. Let Hu= f, such that u 2 H 4;200 (RT ). Then the Petrov{Galerkin approximation u 2
S3;1h; k dened by (21) furnishes the asymptotic error estimate
&u− u&1=2;1=46c(h3=2 + k3=4) k u k4;2 : (55)
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Moreover, suppose that and h4−6c0k6ch2, where h6h0, and h0 is suciently small. Then we
have the asymptotic estimate
&u− u&1=2;1=46ch3=2 k u k4;2 : (56)
Note that the asymptotic order of convergence with respect to the &&0;0 remains the same
&u− u&0;0= k @2(u− u) k0;0 + k J (u− u) k0;0 6ch3=2 k u k4;2 : (57)
Finally, we have the following result for the L2-convergence.
Theorem 8. Under the assumptions of Theorem 7
k u− u k0;0 6ch3=2 k u k4;2 :
holds
Proof. We choose 0 = 0(t) such that
(u− u)(0; t) =
Z 1
0
(u− u)(’; t) d’= (J (u− u))(t):
The integral representation
(u− u)(; t) = (J (u− u))(t) +
Z 
0
@’(u− u)(’; t) d’
yields the estimate
j(u− u)(’; t)j26j(J (u− u))(t)j2 +
Z 1
0
j@’(u− u)(’; t)j2 d’:
This gives by integration k u− u k0;0 6 k @(u− u) k0;0 + k J (u− u) k0;0 :
The assertion follows by repeating the process above, taking into account that J@(u−u)=0 and
applying (57).
7. Concluding remarks
This paper does not contain any material on computational techniques. It proposes a projection
method, where the trial functions are tensor products of piecewise cubic (space) and piecewise linear
(time) smoothest splines, and gives stability and convergence results. These are the lowest-order
tensor product splines which full the assumptions on the smoothness of the boundary density.
Note, that the given analysis applies also to the case of the single-layer heat operator equation as
was shown in [8]. The technique used in the present work slightly generalizes the results given in [8],
and renes the analysis to the case of such convolutional pseudodierential operators, which roughly
saying ‘decrease smoothness’. An open question for further research is, whether the perturbation
argument used in [5,6] would generalize the analysis to cover also the case of smooth boundaries.
Another open problem is that of nding optimal order estimates when the grid is quasi-uniform.
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We recall that the matrix elements concerning the single-layer heat operator equation as well as the
double-layer heat operator equation can be integrated exactly with respect to time. Numerical eval-
uation of the spatial integrals leads to integrands with the so-called exponential integral functions.
Some discussion on the structure of the discrete equations as well as computational details with
numerical results has been given in [10,11,5,15].
Recent experiments concerning some boundary element methods for the single-layer and double-
layer heat operator equations corresponding to the two-dimensional potential problem has been
reported in [7]. In addition to the standard spline collocation methods numerical tests are given
concerning a modied quadrature method (MCQ), where collocation with respect to time is com-
bined with a modied quadrature method with respect to the spatial variable. Numerical experiments
indicate that the convergence rates for the MCQ method are similar to those of pure collocation
method.
The kernel function of the hypersingular heat operator has strong singularity, and appropriate
regularization methods are needed in actual numerical computation of the matrix elements appearing
in Eq. (22). Some regularizations are based on partial integration, and therefore calculations lead
to expressions involving the discretized roughly saying ‘more regular’ heat operators. Thus, good
understanding of dierent dicretization methods (collocation methods, quadrature methods) of the
heat operators is required. However, these aspects are subject to further research.
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