Brain networks and the dynamics that unfold upon them are of vital importance at many scales of 20 systems neuroscience. The parameterization of generative models from empirical data (inverse 21 modelling) has become of great utility to theoretical understanding in this domain. However, it has 22 become difficult to infer mechanisms of spontaneous neural activity with existing tools due to the 23 adoption of simplifying model assumptions that appeal to steady-state approximations of neural 24 dynamics. In this work we describe a framework employing Approximate Bayesian Computation 25 (ABC) for the inversion of neural models that can be used to flexibly model any statistical feature of 26 empirically recorded data without assuming any specific form of dynamics. Further, we demonstrate 27 how Bayesian model comparison can be applied to ABC fitted models to facilitate the selection of 28 competing dynamical hypotheses. This work provides a validation of this approach in the context of a 29 West et al. (2019): Mechanistic Inference of Brain Dynamics with ABC bioRxiv_v1.0 27/09/2019 preprint_v1.0
However, both data-driven and forward modelling approaches exhibit shortcomings. Data driven 1 methods (i.e. functional connectivity) are agnostic to the underlying generative process and so no 2 inference is made as to mechanisms, only hierarchies of relationships between putative neural sources. 3
On the other hand, forward modelling approaches incorporate large amounts of biological detail and 4 often involve high dimensional models with large numbers of unknown parameters. This complexity 5 often makes it necessary to take an exploratory approach to system identification but without any formal 6 quantification as to how well a model can explain a given set of experimental data . 7 In order to formalize model parameterization and identification, inverse modelling approaches such as 8
Dynamical Causal Modelling (DCM; [35] ) use model optimization to estimate a set of latent parameters 9 that best reproduce the summary statistics of some experimentally observed data. Furthermore, DCM 10 adopts a form of Bayesian optimization that allows for the deployment of Bayesian model comparison 11 in order to make an empirically informed decision as to the best candidate hypothesis given some data 12 [36, 37] . Whilst powerful, inverse modelling invokes a parameter search that requires numerous 13 evaluations of a given model. To render inference tractable, methods such as DCM take steps to reduce 14 the disease [41] [42] [43] . Parkinsonian dynamics have been the subject of numerous past modelling studies 1 [44] [45] [46] [47] [48] . To date, the majority of models have investigated the emergence of pathological beta band 2 power (however, see 49, 50) , whereas recent findings have implicated burst like intermittencies in these 3 rhythms as a hallmark of the disease state [12, [51] [52] [53] [54] . 4
The combination of: a) a well-defined anatomical network [55] [56] [57] ; and b) a well characterised 5 electrophysiological feature of the disease (i.e. beta rhythms) makes the cortico-basal ganglia system 6 well suited to examining structure and activity relationships. In the present work we will retain steady 7 state data features (spectra and directed functional connectivity) as the basis on which to invert models 8 of connectivity but use a framework that does not restrict model dynamics. Thus, complex features such 9
as intermittency in oscillations (e.g. Parkinsonian beta bursts) contribute to the model output and are 10 open to be explored in post-hoc simulations of the fitted system. 11
In this paper we formulate a generic framework based on ABC for the inversion of forward models of 12 neural dynamics and model selection. We will use Parkinsonian network dynamics as a context in which 13 to set up example implementations and validation. This work provides to our knowledge the first 14 application and validation of the ABC framework to large scale neuroscience by demonstrating 15 convergence of models upon the data, consistency of the optimization, uniqueness of solutions, robust 16 system identification, application of model comparison to biological networks, and demonstrate the 17 scalability of the platform to investigate larger and increasingly complex model spaces. Additionally, 18
we provide a post-hoc analysis of simulations from fitted models and compare their temporal dynamics 19 (specifically beta bursts) with that measured in empirical data. 20 2 Results 21 2.1 Approximate Bayesian Computation for Model Inversion and 22 Comparison 23 
Formulation of the Framework 24
The main results of this paper assess the validity of a framework utilizing Approximate Bayesian 25 Computation (ABC; 58,59) for the inference of mechanistic models of neural connectivity. In the 26 examples presented here we use coupled neural mass models [60,61] to describe the population activity 27 of a network with a structure similar to that used in previous studies investigating the cortico-basal-28 ganglia-thalamic network [44] [45] [46] . We however adapt the state equations such that they explicitly 29 incorporate delays and stochastic inputs that can be integrated to provide time domain simulations that 30 are equivalent in form to the original field potential recordings (see methods and supplementary 31 information for details). This renders their solutions ill-suited to inversion with deterministic 32 optimization schemes such as Variational Bayes. Instead we use a method based on sequential ABC data using a common data transform (i.e. a summary statistic of the data) that allows the fit of the model 1 to the data to be assessed (figure 1B; blue box). This model fit provides a measure by which parameter 2 samples are either rejected or carried forward to generate a proposal distribution depending on some 3 threshold model score. When the process in figure 1C is iterated with a shrinking tolerance schedule, 4 ABC can be used to approximate the posterior parameter distribution at convergence (figure 1C; orange 5 box). Finally, if the process described above is repeated over several competing models then the 6 approximate posterior distribution may be used to assess each model's fitness via model comparison 7
( figure 1D ; purple box). The exact details of each process outlined in the figure are given in the relevant 8 methods sections of this paper. 9 2.2 Convergence Properties of ABC Applied to a Simple Model of 10 the Pallido-Subthalamic Subcircuit 11 We provide an example model inversion in figure 2 to demonstrate that the ABC algorithm converges 12 to yield close approximations to the empirical summary statistics. This example uses a simple forward 13 model of a basal-ganglia subcircuit comprising the reciprocally connected subthalamic nucleus (STN) 14 and external segment of the globus-pallidus (GPe) shown in figure 2A . Specifically, this model was fit 15 to the autospectra and NPD (an estimate of directed functional connectivity with results originally 16 reported in [40] ; see methods) estimated from the empirical data (local field potentials recorded from a 17 rodent model of Parkinsonism; see methods for experimental details). By tracking the value of the 18 evaluated objective function (estimated with R 2 ) over iterations (figure 2B) we demonstrate a fast-rising 19 initial trajectory in the first 15 iterations that eventually plateaus towards convergence. This iteration 20 history is well fit by a logistic function (shown by purple dashed line). In figure 2C and D the simulated 21 features (autospectra and NPD respectively) gradually move closer to the empirically estimated features 22 with each iteration of the algorithm. By the 25 th iteration, the optimization reaches convergence criteria 23 (change in R 2 < 0.002) and posterior densities over parameters are stable and unimodal. Overall, fits 24 reach 40% explained variance for the autospectra (figure 2C; R 2 = 0.41) and 25% for the functional 25 connectivity estimates (figure 2D; R 2 = 0.25). 26
The evolution of the proposed marginal densities (figure 2E) demonstrates that over the optimization, 27 parameter means, and variances deviate significantly from the prior. Estimation of some parameters is 28 better informed by the data than for others, as indicated by the different precision of the proposal 29 densities (for example the parameter density outlined in blue exhibits reduced posterior precision). 30
Additionally, learnt multivariate structure in the joint parameter densities is apparent from the 31 correlation matrices ( figure 2F ). As all priors were initiated with diagonal covariance, any significant 32 dependencies between parameters were informed by the data. The evolution of these matrices shows 33 the emergence of distinct correlated modes. For instance, the parameters numbered 6, 7, and 8 bound into a correlated mode. The appearance of correlated modes acts to effectively reduce the 1 dimensionality of the optimization problem: when estimating effective dimensionality of the parameter 2 space by estimating the number of significant principle components (see methods) we find that 3 optimized models show a reduction of 50-70% from that of the prior. 4 This section of the results addresses two concerns regarding the validity of the proposed framework: (i) 3 the consistency of the ABC scheme in its estimation of model parameters across multiple instances of 4 the optimization, and (ii) the uniqueness of posterior parameter estimates upon data arising from 5 different generative models. This is achieved using the multi-start approach [66] described in the 6 methods (section 4.6.2) in which we perform 10 instances of the algorithm on upon two separate 7 datasets. The results of the multistarts are shown in Figure 3 . 8
The evolution of the objective function (R 2 ) over the progress of the ABC optimization is presented in 9 figure 3A. This demonstrates that all the multi-starts converge to ~50% explained variance for both sets 10 of data. The value of R 2 reached by convergence is 0.55±0.02 for dataset A and 0.51±0.02 for dataset 11 B showing consistency in the accuracy at convergence across the starts. In figure 3B , the average log-12 precision of the marginal densities is tracked over the progress of the optimization. These data show 13 that across all initializations, the average precision of the posterior densities (1/σ = 0.025) was four 14 times smaller than the initial priors at 1/σ = 0.1 demonstrating that parameters estimates were well 15 constrained by the data. 16
In figure 3C , we present the maximum a posterior (MAP) estimates for each parameter across the multi-17 starts. The posterior means were weighted by their precision (as described in the methods) such that 18 parameters that were poorly informed by the data tended towards zero. In figure 3C , there are clear 19 differences between parameters inverted upon the two separate sets of data (red versus blue bars; 20 asterisks indicate significant t-tests). For instance, the mean STN time constant (2 nd group of bars from 21 the left) is smaller for data A compared to B. Other parameters were well informed by the data, but not 22 different between either data sets (e.g. GPe time constant; 1 st set of bars from the left). A third category 23 of parameters were poorly inferred from the data (e.g. input gain to GPe; 3 rd set of bars from the left) 24
where both estimates are close to zero deviation from the prior mean. 25
Finally, we apply statistical testing to the MAP estimates to determine (i) estimator consistency and (ii) 26 differentiability with respect to empirical data. To determine (i): estimator consistency, we applied a 27 one-sample Hotelling test within a 10-fold, leave-one-out cross-validation to each set of MAP estimates 28 from the multi-start. For both samples of parameters estimated from data A and B we find there to be a 29 0% rejection of the null hypothesis that the mean of the fold is significantly different from that of the 30 left-out sample. This suggests that samples are consistent between initializations. To test (ii): that the 31 posteriors were differentiated by the data on which they were estimated, we apply the Szekely and Rizzo 0.001). This finding is supported by a MANOVA test that demonstrates that the two data sets are 1 significantly segregated by their posterior parameter means (D = 1, P < 0.001). 2 Visualization of the parameter space using multidimensional scaling (MDS) confirms the segregation 3 of the posterior samples into two clusters determined by the datasets from which they are estimated. 4
These results confirm that the ABC optimization is consistent across initializations and that its output 5 is determined by the empirical data. 6
Face Validation of the Model Comparison Approach 7
To verify that the model comparison approach provides a valid identification of the original generative 8 model of the data (c.f. face validity) we constructed a confusion matrix (as detailed in the methods 9 section 4.6.3) using variations on the STN/GPe model presented in the previous sections and shown in 10 figure 4A. In the case of validity, the analysis should correctly identify the system that originally 11 generated the data (i.e. the best model scores should lay along the diagonal of the confusion matrix). 12
In figure 4B we present the estimated posterior model probabilities P(M|D) derived from exceedance 13
probabilities computed on the joint model space (see methods). This analysis demonstrates that, in terms 14 of accuracy, the most probable models lie on the diagonal of the confusion matrix showing that the 15 comparison of models by their posterior accuracies is enough to correctly identify the generating model. 16
In figure free parameters) there are inflated divergences in the first column. These are the result of a large 1 deviation of posteriors when attempting to fit the data generated from the alternative models. This shows 2 that a post-hoc analysis of model parameter deviation (using KL divergence) can be used to discriminate 3 models which have been overfitted. When combining these two measures into the ACS metric (accuracy 4 minus complexity) in figure 4D , it is seen that the best fitting models are still correctly identified even 5 when accounting for the increased complexity of posterior parameter densities. These results 6 demonstrate that the model comparison approach can properly identify models from which the data 7 originated, thus providing a face validation of the model comparison procedures. 8 2.5 Utility of Model Comparison for Biological Problems: 9 Investigating Hypotheses of the STN/GPe Circuit 10 Having established the face validity of the model comparison approach, we next demonstrate its 11 application to estimating biological parameters within the STN/GPe circuit (figure 5). We again use the 12 three models of the circuit introduced in section 2.3 and test their ability to explain the observed 13 autospectra and directed functional connectivity. Namely, we test a set of three models (figure 5A) with: blue trace) similar to that seen in vivo [12, 67] . Please see results section 2.7 for a fuller analysis of 20 simulated bursts in comparison to empirical and surrogate data. 21
The summary statistics of the inverted models are shown alongside that of the data in figure 5B . It is 22 apparent that model 1 (blue) can generate good fits to the autospectra (R 2 = 0.54) and functional 23 connectivity (R 2 = 0.17) estimated from the empirical recordings (black). Neither of the other two 24 models give good fits to either autospectra (R 2 = -2.5 for model 2 in red; R 2 = -1.6 for model 3 in green; 25 please see methods for interpretation of negative values of R 2 ) or functional connectivity (R 2 = -6.1 for 26 model 2; R 2 = -0.5 for model 3). 27
In this simple example it is clear from the posterior distributions of the R 2 values in figure 5C that model 28 1 is the best fitting model and corresponds well to the known biology of the circuit [68] . We however 29 demonstrate that the model comparison framework can yield a quantitative assessment of the relative 30 model performances. In figure 5C the distributions of the model fits are shown as violin plots of the 31 model accuracies (in terms of the R 2 of the empirical data features). Model 1 has a distribution that far 32 exceeds the other two models in terms of its accuracy.
Using the median R 2 of all models as a common baseline, the exceedance probability is computed as an 1 approximation to the model evidence ( figure 5D ). Model 1 shows a P(M|D) = 0.98. A more interpretable 2 comparison can be made by computing the Bayes factor between Model 1 and 2 (the 3 Figure 
-Application of ABC inversion and model comparison to competing models of the STN/GPe circuit. (A)
Three competing models of the STN/GPe circuit were fitted using ABC. Model 1 (blue) has reciprocal coupling whilst models 2 (red) and 3 (green) show coupling biased towards STN excitation or GPe inhibition respectively. Two-second samples of simulated time series generated from the inverted models are given below the model diagrams. fails to account for the multiple peaks in the autospectra, with models showing a preference for fitting 26 the largest peak around 20 Hz. There is also a systematic overestimation of the directed functional 27 connectivity (NPD) from cortex to subcortex. When the R 2 of the fitted models are segregated between 28 their autospectra and functional connectivity, the latter is more accurately fitted (M 5.2; R 2 = 0.45) than 29 for the power (M 5.2; R 2 = -0.3). It is also found that the simplest models in families 1 and 2 can fit the 30 data to a reasonable degree (R 2 ~ 0.2) although inspection of the distributions of model accuracies in 31 7B indicates that poor posterior precision over model parameters means that model fitness is variable.
In all cases the models containing the subthalamopallidal excitatory connection (M x.2) perform better 1 than those without (M x.1) and in good agreement with known Parkinsonian electrophysiology [68]. 2
Notably we find that the model families 3 and 6 that both lack indirect pathway connections perform 3 poorly with many of the posterior distributions of model fits falling far below the median of the whole 4 model space. In the case of M 6.1 where there is a non-negligible exceedance probability, we see this shows alternating periods of quiescence and bursting that is shared with the empirical data but absent 2 in the surrogate series. When filtered at 14-30 Hz, it is apparent that some of these fluctuations occur in 3 the beta range. These bursts are again absent in the filtered white noise surrogate. These comparisons 4 were formalized by segregating the data into bursts and comparing distributions of burst amplitude and 1 duration (figure 8B and C). 2
In figure 8B we show that the burst amplitudes occur with similar spread between the three sets of data. 3
However, the peak rate of occurrence is over twice as large for the empirical (16 bursts min -1 ) and 4 simulated (20 bursts min -1 ) data when compared to the surrogate (8 bursts min -1 ). Analysis of the 5 distribution of burst durations (figure 8C) shows that the median burst length is around 100ms for all 6 data analysed. However, the distribution of burst durations in the empirical data exhibit an elongated 7 tail up to 350ms (up to 5 cycles of 14 Hz) that is well matched by the simulated data. In this paper we have formulated a framework for the inference of latent variables from implicit 12 generative models of neural dynamics based upon a sequential Monte Carlo approach to ABC. Further, 13
we provide a first-pass evaluation of these procedures with application to models and data typically 14 used in large scale neuroscience. This work has shown that given a suitable model, the framework will 15 reliably yield valid and useful results. Firstly, we have examined the convergence properties of our 16 modified sequential ABC algorithm and shown that parameter estimates converge to yield accurate 17 reproductions of summary statistics of empirical data. Importantly, using multistarts we demonstrate 18 that these estimates are consistent across multiple instances of the same inversion, and that model 19 parameters are uniquely determined by the data features from which they have been estimated. This 20 validation is important as reproducibility studies have shown that optimization algorithms (such as the 21 deterministic schemes used in DCM) are prone to local minima [69] . Furthermore, we have tested the 22 capacity for a model comparison framework based upon ABC to properly identify the correct generative 23 models of data, in a way similar to that done for steady-state DCM [35] . 24
We apply these techniques to two biological problems, i.e. the STN/GPe subcircuit and the full model 25 space of the cortico-basal-ganglia-thalamic circuit. Results from these analyses have demonstrated that 26 inference using ABC can yield biologically relevant results useful for the post-hoc in-silico analysis of 27 the brain networks of interest. Finally, we provide an analysis of the fitted model and demonstrate that 28 its temporal dynamics (i.e. beta bursts) have features that are like that observed in empirical recordings. 29
Comparison with Existing Techniques 30
The limited resolution of biological recordings means that researchers typically have incomplete 31 observations of the system that they are trying to understand. To make inference, a biologist has to connect the dots between points of observation, as for example when a neuroscientist must approximate 1 the unseen paths taken by information propagating between two observed parts of the brain. In the 2 introduction we reviewed three approaches: data driven functional connectivity, forward modelling, and 3 finally, data-constrained inverse modelling. We argue that inverse modelling strategies provide the 4 optimal way to infer neural connectivity, even if the need for model optimization and the computational 5 complexity of the inverse problem may make that a difficult proposition. 6
The enthusiasm for inverse modelling approaches in systems neuroscience has led to an expansive effort 7
to develop generic frameworks such as DCM that can be applied broadly across different modalities of novel statistical techniques to determine these phenomena is well underway, the tools to provide a 9 mechanistic explanation for these features are currently lacking. A large body of theoretical work 10 accounts for how these dynamics may be achieved [83,84] but there is up till now a major difficulty in 11 inferring how to link data with theory. 12
To date, approaches that aim to infer parameters of models associated with these types of behaviours 13 have typically taken the approach of characterization of the pseudo-equilibria associated with each state. 14 with an explanation of the mechanisms that generate the underlying itinerancy. 23
Steady state assumptions have been used previously to make inverse modelling of neural data more 24 computationally amenable [35,88] by restricting the potential operating behaviour of a candidate system 25 to assume that it rests near or at equilibrium. To relax these constraints, we have adopted ABC for 26 neural model inversion to facilitate the exploration of mechanisms of complex brain dynamics. Beyond 27 the typical priors specifying beliefs over parameter values, it is also possible to supply information 28 regarding the expected behaviour of a system's evolution. In this study, dynamical priors restrict 29 solutions of the inversion to regimes in which there is neither entirely stable (convergent) or unstable 30 (divergent) solutions. This is important for several reasons: a) to ensure that stochastic innovations play These priors are based upon the observation that resting state neural data is both noisy and non-1 stationary. By making no assumptions as to the causes of these non-stationarities, it would be possible 2 in the future to elucidate mechanisms that are responsible for the features of interest by using ABC 3 model comparison in combination with fitting to summary statistics of the time dynamics themselves 4 (rather than the steady state features as is done currently). Additionally, using the posterior estimates 5 over parameters, these models can be taken forward into other analysis tools such as XPPAUT [89] that 6 are designed for numerical analysis of dynamical systems in order to make an identification of a model's 7 bifurcation structure, the existence of equilibria, and the role of stochastic fluctuations in shaping the 8 dynamics of the inverted systems. improbable that sampled pseudo-data will lie anywhere close to the actual data. Fortunately, for 17 biological models there is often a good degree of a priori knowledge as to the potential range of values 18 in which a parameter is likely to fall. For instance, in the case of neural transmission delays we know 19 that neural activity takes anywhere from a minimum of 1 ms up to a maximum of ~ 50ms to propagate 20 which allows the precision of prior parameter densities to be well constrained. This is a benefit of using 21 biophysically rooted models over more abstract, phenomenological models where the range of potential 22 parameter values are unknown. 23
As well as issues regarding uninformative priors, all optimization algorithms are subject to the 'curse 24 of dimensionality' by which the exponential increase in the volume of the search space with each new 25 parameter effectively means that any practical sampling procedure will be extremely sparse. the joint parameter densities from the non-parametric marginals. This facilitates the binding of 2 parameters into correlated 'modes' that can reduce the effective volume of the parameter space to be 3
searched. 4
It is also important to note that in the case of ABC for model selection, the usage of a Bayes factor 5 derived from an approximate posterior model probability can be problematic in the case of adoption of 6 an insufficient summary statistic [96] . Necessary and sufficient conditions on summary statistics to 7 ensure consistency in Bayesian model selection have been previously described [97] . Despite this, 8 approaches such as the validation performed here for model identification arguably provide the most 9 flexible methods to determine the usage of a given statistic for data reduction. 10
Model comparison methods such as the one presented here have been criticized for covering only a 11 finite hypothesis space and so 'winning models' are on the surface only the most plausible of a small 12 selection of candidates [98, 99] . It has been stated previously that this hypothetically infinite model 13 space can be effectively reduced by specifying prior model probabilities [100], a decision implicit in 14 the selection of a finite space of candidate models to be tested. This comes from a desire to test only 15 models that may be expected to be reasonable a priori, and to ask hypotheses that are experimentally 16 useful. For instance, in the model space presented in figure 6 , we include models lacking STN → GPe 17 feedback for purposes of demonstrating that the model comparison framework can identify models with 18 poor anatomical grounding. In a real case of model comparison, we advocate a utilitarian selection of 19 candidate models [101] where including hypotheses where there is no strong a priori reasoning is not 20 considered useful. 21
Conclusions 22
Overall, we have presented a novel framework for parameter estimation and model comparison for 23 models of large-scale neural activity. This framework provides a robust method by which non-stationary 24 brain dynamics may be explored in terms of their underlying neural dynamics. We have demonstrated 25 that this framework exhibits convergence upon empirical data; provides consistent results; can identify 26 true generative models; can determine biologically plausible models; and shows initial evidence that 27 this platform can be scaled to larger models and datasets. Whilst this work constitutes a first validation 28 and description of the method, more work will be required to establish its validity in the context of more 29 complex models as well as statistics of non-stationary properties of neural dynamics. Nevertheless, this 30 
23
The generative and observation models both require parameters and initial states to be evaluated. We take the initial states as 24 zero and let the system evolve for an initialization of three seconds to allow for an initial transient that is then removed. For 25 optimization parameters are either be fixed or variable. In the case of variable parameters (parameters to be fit), the 26 experimenter sets a prior density encoding their a priori beliefs about the values that the parameters take. This is encoded 27 through a mean and variance for each parameter, with the variance encoding the inverse-precision of a prior belief. In this way 28 fixed parameters can be thought as being known with complete confidence. We take the majority of prior values for parameters 
24
The ABC algorithm is illustrated in figure 1C (orange box) and follows the procedure below. Probability densities are given 1 by (⋅) parameters are indicated by ; models by M; data by D; and distances by ρ. Samples are indicated by hat notation (i.e. To avoid sample wastage across iterations, we store the particles from step (2) and their resulting distance from the data (step We set an adaptive tolerance schedule that facilitates sampling from a sequence of increasingly constrained target distributions.
18
The tolerance schedule is specified by a gradient on the expected distance of the next set of samples: 25 gradient is recalculated using a modified tolerance * that is computed using the median distance between the sample 1 pseudo-data from that real (i.e. * = ̃, where ~ indicates the median). Thus parameterizes the coarseness of the 2 optimization. If is very large (e.g. >99% of N) then the algorithm will converge slowly but accurately, whereas if is very 3 small (e.g. 1% of N) the algorithm will be inaccurate and biased. We set to be the two times the estimated rank of the 4 parameter covariance matrix i.e. As the modelling is explicitly concerned with regimes in which dynamics are non-stationary, we explicitly incorporate this 28 into the prior specification of model dynamics. Concretely, we reject simulations in which there is either strong periodicity in 29 the envelope of the signal, or if the envelope is divergent, respective signs of a signal that is either close to equilibrium or 30 unstable. We define the envelope S as the magnitude of the analytic signal computed from the Hilbert transformed broadband 31 signal ( ) = | ( ( )|. We compute envelope periodicity using the autocorrelation (scaled to unity at zero-lag) of this signal 32 and remove signals with statistically significant correlations at lags ±2ms. To determine divergence, we test for monotonicity 33 of the envelope by applying a non-parametric rank correlation test. In the case of a divergent signal, ranks will be significantly 34 increasing or decreasing and so we remove signals with statistically significant correlation. Models failing these criteria are 35 automatically removed by setting their R 2 to -∞. In the process of model-based inference, hypotheses must be compared in their ability to explain the observed data. In this 38 section we describe a method [62, 109] in which models fit with ABC can be formally compared. At convergence ABC 39 approximates the posterior parameter distribution ( | 0 ) that may be used to approximate the model evidence ( | 0 ). and the data is identical between models, then the exceedance probabilities may be compared to yield the model that gives the 6 most accurate fit. In practice we set * to be the median distance of all sets of models. In order to compare models a Bayes 7 factor K can be constructed: 14
This is a simplification of the full multivariate divergence and ignores the dependencies between variables encoded in the 17 posterior covariance. We use the full multivariate divergence (given in supplementary information IV) that makes a Gaussian 18 approximation to the marginals, whilst accounting for their covariance structure. This is a reasonable approximation to make 19 as we only expect densities to be non-Gaussian in the proposal densities. Given that the algorithm has reached convergence, determine directionality. For a detailed formulation of the method see [116] ; and for its validation see [117] . We ignored the 28 remove noise as well as to reduce them to their main components (peaks). This was achieved via fitting of a sum of one, two, 1 or three Gaussians to the spectra using the adjusted R 2 as a guide for selecting the most appropriate sum of Gaussians. This 2 allows the spectra to be reduced to a smooth sum of normal modes corresponding to the main peaks in the spectra (i.e. alpha 3 (8) (9) (10) (11) (12) , low beta (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) and high beta/gamma frequencies (21-30 Hz)). Empirical and simulated data were transformed 4 similarly to produce equivalent autospectra and NPD. The simulated data did not undergo regression of 1/f background in the 5 autospectra; nor Gaussian smoothing of the data features as the simulations aimed to approximate the smoothed data features 6 as directly as possible. In both cases these additional transforms may be misappropriated by the optimization procedures to 7 yield superficially close fits. To test whether the ABC estimator will: a) yield parameter estimates that are unique to the data from which they have been 17 optimized; and b) yield consistent estimation of parameters across multiple instances of the schema, we performed a multi-18 start. We performed two procedures of ten multi-starts for a single STN/GPe model (using identical priors). The two multi-19 starts were identical except for the data to which they were fitted. Over the evolution of each optimization, the posterior 20 parameters are reported as the maximum a posteriori (MAP) estimates taken as the median of the marginal distributions.
21
When testing the point (a)-that parameter estimates are unique to the data from which they are fitted -we performed a 10-fold 22 cross-validation procedure in which we used a one-sample Hotelling procedure to test for significant difference of each fold's 23 mean from that of the left-out sample. We report the probability of the folds that yielded a significant test, with high probability 24
indicating that the left-out MAP estimates are likely to deviate from the rest of the fold. In this way we can identify the 
32
To test the face validity of the model comparison framework, we constructed a confusion matrix, an approach commonly used 33 in machine learning to examine classification accuracy. Three different models of the STN/GPe network were fit to the 34 empirical data and then using the fitted parameters three synthetic data sets were simulated. We chose a model with reciprocal To test the biological utility of model comparison, we used the simple STN/GPe model and investigated the role of reciprocal 2 coupling. We fitted the three models from the previous section to the data from the STN and GPe and performed a model 3 comparison to identify the best explanations for the data. From a wide body of anatomical and computational evidence it is 4 expected that feedback between the STN and GPe is a probable generation mechanism of subcortical beta rhythms. Thus, we 5 expect that models with asymmetric connectivity will perform poorly. In order to demonstrate the scalability of the optimization and model comparison framework, we used the space of 12 models 8 described below. We individually fitted the models and then performed model comparison to select the best fitting model. A 9 set of null models were included which are anatomically implausible. If model selection performed correctly, then it is expected 10 that these models would perform poorly.
11
To investigate the importance of known anatomical pathways in reconstructing the observed steady state statistics of the 12 empirical local field potentials (i.e. autospectra and NPD), we considered a set of competing models. Specifically, we look at 
22
We considered these six families and divide them into two sub-families that do or do not include the subthalamopallidal (STN In order to analyse beta bursts [12] , we apply a narrowband filter in the beta range and then define burst events with respect to 38 a threshold on the amplitude envelope. Specifically, data were filtered using a two-pass, Butterworth filter between 14-30 Hz 39 and filter order optimized. The magnitude of the Hilbert transformed narrowband series is used to compute the amplitude 40 envelope of the signal. We then set a threshold at the 75 th percentile of the envelope. Suprathreshold events that are shorter 41 than 1.5 periods of the highest frequency bound are excluded. Burst amplitudes are reported as the mean of the envelope during the burst. Durations are reported as the total amount of time that the burst remains suprathreshold. When plotting histograms, 1 we normalize counts by the total duration of the data in order to give burst frequency in terms of occurrence rates (burst min -2 1 ).
3
We apply this analysis to data from a white noise surrogate, an example 6-OHDA experimental recording, and simulated data 4 from ABC fitted models. Surrogate and simulated data lengths were matched to that of the experimental series (100s). 5 5 Acknowledgments and Funding funding support from the Leverhulme Trust (RPG-2017-370). We thank Peter Magill and Andrew 10 Sharott at the Brain Network Dynamics Unit, Oxford University for making available the experimental 11 data used in this study. We thank all authors of the publicly available toolboxes used in this paper. 
