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Abstract
The paper deals with the issue of (possibly nonrigid) motion identification from a sequence of degraded images. In particular
the central problem is the one of proper pixel selection: the information content of each pixel is the basis of the pixel selection
procedure. After the general setting of the problem we give some identifiability conditions. Then the pixel selection procedure is
presented. Finally, the procedure is validated against simulated images of moving objects. It appears, that is enough to process few
percent of the total pixel number without any significant decrease of the estimation accuracy.
c© 2008 Elsevier Ltd. All rights reserved.
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1. Introduction
The basic problem we deal with in this paper is the following. Given a sequence of data zi ∈ R, i = 1, 2, . . .
depending in a known way on a (unknown random) vector X ∈ Rn of parameters with some additive noise
ni , i = 1, 2, . . .:
zi (X) = gi (X)+ ni i = 1, 2, . . . , (1)
to process data zi , i = 1, 2, . . . in order to evaluate X .
As such, this is a classical estimation problem, for which a number of general recipes are available (such as
maximum likelihood estimation, least squares estimation, Bayesian estimation).
A dynamical version of the problem allows X to possibly depend on the index i , in which case the generalized form
of (1) needs to be coupled with a suitable description of the evolution of X with i . This case is indeed conceptually
wider than the one described in (1) if the latter evolution is nondeterministic.
Usually, each zi calls for a certain cost to be acquired, as well as another cost to be conveniently processed in order
to improve the estimate of X . The question then naturally arises: is this worthy? That is, is the improvement over the
estimate of X , which presumably will follow acquisition and processing of a given zi , worth the cost?
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This is the central issue we shall consider here, with specific attention to image processing and motion estimation.
In order to attempt any answer, we first need to evaluate the incremental information content carried by zi .
This might be done using the well-known definition of the Kullback average information Ii [1–4]. Ii evaluates the
mean distance between the actual probabilistic dependence linking θ and zi , and their hypothetical independence.
More precisely, let us assume that the probabilistic description of X and zi , (conditioned upon all previous data
z j , j = 1, 2, . . . , i − 1), is characterized by marginal densities pX and pzi , and joint density pX,zi . Then the average
incremental information Ii that zi adds to that one already available from previous data is given by:
Ii = E
[∫
Rn
∫
R
(
ln
pX,zi (ξ, ζ )
pX (ξ)pzi (ζ )
)
pX,zi (ξ, ζ ) dζdξ
]
, (2)
where the mean value E is meant with respect to all previous data.
Clearly, Ii (implicitly) depends on the actual ordering of the data. It also obviously depends on the statistics of X
conditioned on previous data, the statistics of noise ni and the functional relationship gi between X and zi . The value
of Ii will provide a sound basis to decide about acquisition and processing of zi . General results about (2) establish
[2,3] that Ii is always nonnegative, and that Ii = 0 if and only if
pX,zi (ξ, ζ ) = pX (ξ)pzi (ζ ), (3)
or equivalently that Ii = 0 if and only if X, zi are stochastically independent.
The issue of evaluating the incremental information carried in by each measurement zi is of paramount importance
in the sequential decision theory (with applications for instance to performance of clinical tests, or of invasive and/or
destructive tests).
In the following, we shall focus attention to the context of image processing. In particular, the aim is to estimate the
parameter vector X , describing the motion and deformation of a known object, from a sequence of degraded images.
It is worth noting that, when processing images, there is no point in considering the cost of acquisition of single pixels.
Indeed, the measurement procedure obviously acquires the grey level of all pixels at a time. Thus in the pixel selection
we should only consider their processing cost.
Rigid motion estimation from a sequence of degraded images has been already considered by various authors: see
for instance the recent contributions [5,6]. The issue of the selections of the most relevant pixels in image processing
has been dealt with using deterministic selection algorithms, which are either based on the pixel grey level [7–9] or
predefined by fixed patterns [10–14] or adaptive patterns [15].
The nonrigid motion estimation problem has also been considered in a recent paper [16], where the motion
and deformation class are defined and a sequential procedure over all pixels is proposed for the above-mentioned
estimation purpose. The procedure is implemented by a series of updating steps corresponding to the processing of
the image pixels and a forecast step to propagate the estimate between a frame and the next one.
The aim of the present paper is to improve the procedure proposed in [16] by adding a convenient pixel selection
algorithm based on their intrinsic information content. Some first results along this line have already appeared in [17].
In the next section we shall recall the framework and the basic results of [16]. In Section 3 we shall deal with the
basic problem of identifiability. In Sections 4 and 5 we shall propose a procedure to select the most informative pixels
out of a given image in the sequence, so as to keep the computational burden below a given threshold and, at the
same time, preserve the quality of the resulting estimate. Finally in Section 6 we shall present some numerical results
showing how the previously proposed procedure [16] may be significantly improved with respect to the computational
effort.
2. Motion estimation: Model formulation and basic results
It is convenient here to recall the framework and the basic results of [16], to which we refer for additional details.
The problem is to estimate the motion parameter vector X of a known object from a sequence of 2-dimensional
degraded images. The 9-dimensional vector X describes a superposition of rigid motion and affine deformation. At
each time t , the first three components of X (t) define the three position variables of a rigid motion in R2, the second
three ones are the corresponding time derivatives (velocities), and the last three ones define the deformation.
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More precisely, denoting by x(t) the position at time t of a point lying in x(t0) at time t0, the motion transformation
ϕ is given by:
x(t) = ϕ(x(t0); X (t)) = R(X (t))P(X (t))x(t0)+ T (X (t))
=
(
cos X1(t) − sin X1(t)
sin X1(t) cos X1(t)
)(
eX7(t) X8(t)
X8(t) (eX9(t) + X28(t))e−X7(t)
)
x(t0)+
(
X2(t)
X3(t)
)
, t ∈ [t0, t f ], (4)
the motion itself is defined by a stochastic affine differential equation for X (t):
dX (t) = A(t)X (t)dt + b(t)dt + B(t)dw(t), (5)
where A(t) accounts for possible elastic and viscosity effects, b(t) accounts for possible known trends and w is a
6-dimensional Wiener process affecting the dynamics of X by the diffusion matrix B(t). The initial condition X (t0)
for (5) is a 9-dimensional random vector, with distribution pi(0). Due to the very definition of the entries in X (t0),
pi(0) will be such that X (t0) = 0, i = 1, 2, 3, 7, 8, 9 with probability 1.
As far as the measurement equation is concerned, we assume that at each discrete time ti i =, 2, . . .M ,
t0 ≤ t1 < t2 < · · · < tM ≤ t f , an image is acquired. Let us denote by U a finite subset of R2, with cardinality
N , which is the set of image pixels. For each x ∈ U , we have a grey level zi (x), such that zi = {zi (x), x ∈ U } is a
noisy blurred version of the object image.
Typically, from (4) we see that x(t0) ∈ U , does not imply x(t) ∈ U . Thus, here and in the following, with an abuse
of notation, the definition of ϕ is modified by (a.e.) substituting the outcome of (4) by its nearest element in U .
For each ti , a subsetUi ofU is defined, which is the subset ofU of the pixels in the i th frame we intend to process.
We assume each Ui is suitably ordered, that is we assume:
Ui = {x i1, x i2, . . . x iNi }, i = 1, 2, . . .M,
where Ni is the cardinality of Ui and x ij , j = 1, 2, . . . N , is the j th pixel in Ui.
The problem of selecting sets Ui along with their cardinalities Ni will be dealt with in Section 4.
We consider the following measurement equation:
zi (x) =
∫
R2
NΣb(i)(x − ξ) fi (ξ)dξ + ni (x) = gi (x, X (ti ))+ ni (x), (6)
where fi (ξ) is the grey level that the object produces at time ti and pixel ξ , NΣb(i) is a 2-dimensional blurring Gaussian
kernel with zero mean and covariance matrix Σb (i), ni (x) is a Gaussian additive noise, with zero mean and variance,
σ 2ni , assumed independent of any other n j (x
′), with j 6= i and/or x ′ 6= x . In the following, for the sake of simplicity,
X (ti ) will be denoted by X (i).
The image fi depends on the motion parameter vector X (ti ) in the sense that:
fi (ξ) = ft0
(
ϕ−1 (ξ ; X (i))
)
, (7)
with ft0 the (known) image of the object at time t0 and ϕ
−1 inverse function of ϕ:
x(t0) = ϕ−1(x(t); X (t)) = P−1(t)R−1(t)(x(t)− T (t)). (8)
The expression of the inverse matrix P−1(X (t))R−1(X (t)) can be easily deduced from (4).
As it appears from (6) and (8), the measurement equation turns out to be highly nonlinear with respect to the
motion vector X (i) to be estimated. Again in [16] a procedure to compute such an estimate is given, which includes
a prediction step and an updating step.
We now define by =zi, j the σ -algebra induced by the set of grey level measurements from the pixel x (1)1 up to x (i)j
and by pi(i | j) the probability density of X (i) conditioned on =zi, j . By continuity we define =zi,0 = =zi−1,Ni−1, i =
1, 2, . . .M .
As far as the prediction step is concerned, for ti ≤ t < ti+1, the estimate and the relevant covariance matrix for the
estimation error are respectively:
Xˆ (t |ti ) = E(X (t) |=zi,Ni ), (9)
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Ψeˆ (t |ti ) = E
[
(Xˆ (t |ti )− X (t))(Xˆ (t |ti )− X (t))T|=zi,Ni
]
. (10)
The following propagation equations hold:
dXˆ (t |ti ) = A (t) Xˆ (t |ti ) dt + b (t) dt, (11)
dΨeˆ (t |ti ) = A (t)Ψeˆ (t |ti ) dt +Ψeˆ (t |ti ) AT (t) dt + B (t) BT (t) dt. (12)
Initial conditions for (11) and (12) are respectively Xˆ (ti |ti ) and Ψeˆ (ti |ti ). In particular, should pi(i |Ni ) be Gaussian,
then, due to the affine character of Eq. (5), pi(i + 1|Ni ) would be Gaussian as well, so that it would be completely
identified just by its mean value and covariance matrix, provided by (9) and (12) at t = ti+1.
While the prediction step is requested once we completed the information relevant to the measured image at time
ti , no prediction obviously occurs when we proceed from one pixel x
(i)
j to the next one x
(i)
j+1, 1 ≤ j ≤ Ni − 1, within
the pixel of the same image.
Any new pixel that is to be processed calls for an updating step, based on the Bayes formula. In order to circumvent
the difficulty due to the nonlinear character of the measurement equation (6), we will linearize the measurement
equation itself for zi (x
(i)
j ) around the last available estimate for X (i), denoted by Xˆ(i | j − 1). This is clear for
j = 2, . . . N i . For j = 1, Xˆ(i + 1|0) has to be interpreted as the outcome of the prediction step (11), with initial
condition Xˆ (i |Ni ).
A similar notation will be used for the error covariance matrix Ψeˆ(i | j − 1). Again, for j = 1,Ψeˆ(i + 1|0) stands
for the outcome of the prediction step (12), with initial condition Ψeˆ(i |Ni ).
The linearization allows the Gaussian structure for pi(i | j) to be (approximately) preserved across the updating step
as well. Thus, once we assume pi(0) to be Gaussian, the probability density pi(i | j)will be (approximately) determined
by its mean value and error covariance matrix. These ones, in the updating step, are provided by the following Markov
estimate iterative schemes:
Xˆ(i | j) = Xˆ(i | j − 1)+
Ψeˆ(i | j − 1)hTi
(
x (i)j , Xˆ(i | j − 1)
)
hi
(
x (i)j , Xˆ(i | j − 1)
)
Ψeˆ(i | j − 1)hTi
(
x (i)j , Xˆ(i | j − 1)
)
+ σ 2ni
×
[
zi
(
x (i)j
)
− gi
(
x (i)j , Xˆ(i | j − 1)
)]
i = 1, 2, . . .M, j = 1, 2, . . . Ni , (13)
Ψeˆ(i | j) = Ψeˆ(i | j − 1)−
Ψeˆ(i | j − 1)hTi
(
x (i)j , Xˆ(i | j − 1)
)
hi
(
x (i)j , Xˆ(i | j − 1)
)
Ψeˆ(i | j − 1)
hi
(
x (i)j , Xˆ(i | j − 1)
)
Ψeˆ(i | j − 1)hTi
(
x (i)j , Xˆ(i | j − 1)
)
+ σ 2ni
i = 1, 2, . . .M, j = 1, 2, . . . Ni , (14)
where:
hi
(
x (i)j , Xˆ(i | j − 1)
)
=
∂gi
(
x (i)j , X (ti )
)
∂X (ti )
∣∣∣∣∣∣
X (ti )=Xˆ(i | j−1)
=
∫
R2
NΣb(i)(x − ξ)
d ft0(ω)
dω
∣∣∣∣
ω=ϕ−1
(
ξ,Xˆ(i | j−1)
) ∂ϕ−1 (ξ, η)
∂η
∣∣∣∣
η=Xˆ(i | j−1)
dξ. (15)
In the computation of (15), ft0 and therefore
d ft0 (ω)
dω are assumed (analytically or numerically) a.e. to be known, while
∂ϕ−1(ξ,η)
∂η
may be analytically derived from (8).
3. Identifiability conditions
In order to investigate the well-posedness of the motion estimation problem, let us introduce a few notations. Let
X¯ ∈ R9M denote the set of values the motion variables take at measurement times i = 1, 2, . . .M :
X¯ = {X (i), i = 1, 2 . . .M}.
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The initial distribution pi(0) along with the dynamical model (5) induces a probability measure PX¯ over R
9M , which
will enjoy a density pX¯ (with respect to the Lebesgue measure). Let ΩX¯ denote the support of PX¯ , defined as:
ΩX¯ = {ξ ∈ R9M : pX¯ (ξ) > 0}.
Moreover, let us denote by Z¯ the vector of the measurement values to be processed:
Z¯ =
{
zi
(
x (i)j
)
, i = 1, . . .M, j = 1, 2 . . . Ni
}
,
and let PZ¯ , pZ¯ respectively denote the probability measure of Z¯ and its density.
From (6) we have:
Z¯ = G(X¯)+ n¯, (16)
where:
G(X¯) =
{
gi (x
(i)
j , X (i)), i = 1, 2, . . .M, j = 1, 2, . . . Ni
}
,
n¯ =
{
ni (x
(i)
j ), i = 1, 2, . . .M, j = 1, 2, . . . Ni
}
.
Definition 3.1. Given ft0 and PX¯ , two motions X¯
′, X¯ ′′ ∈ ΩX¯ are undistinguishable if:
pZ¯ |X
(
.|X¯ ′) = pZ¯ |X (.|X¯ ′′) , pZ¯ − a.e.
Proposition 3.2. Given ft0 and PX¯ , two motions X¯
′, X¯ ′′ ∈ ΩX¯ , the following statements are equivalent:
- X¯ ′, X¯ ′′ are undistinguishable
- G(X¯ ′) = G(X¯ ′′)
- ft0
(
ϕ−1x (i)j , X¯ ′(i)
)
= ft0
(
ϕ−1x (i)j , X¯ ′′(i)
)
, i = 1, 2, . . .M, j = 1, 2, . . . Ni .
Proof. Noting that from (16) the density pZ¯ |X¯ (.|ξ) is Gaussian, with mean vector G(ξ) and covariance matrix given
by diag{Σi , i = 1, 2, . . .M}, with Σi = σ 2ni Ii , and Ii the Ni × Ni identity matrix, properties (a) and (b) appear to be
equivalent.
From (6) and (7) with a discretization over the pixel lattice we have:
gi (x
(i)
j , X (i)) =
Ni∑
k=1
NΣb(i)
(
x (i)j − ξ (i)k
)
ft0(ϕ
−1(ξ (i)k , X (i))).
Therefore the vectors G(X¯) and:{
ft0(ϕ
−1(ξ (i)k , X (i))), i = 1, 2, . . .M, k = 1, 2, . . . Ni
}
,
are related by a linear transformation, which turns out to be nonsingular due to the identifiability property of mixtures
of Gaussian densities [18]. Then equivalence of properties (b) and (c) follows.
We now are able to define and discuss the basic property of identifiability of the motion, given ft0 and the sequence
Z¯ of available measurements. 
Definition 3.3. Given ft0 and PX¯ , we say that the motion is identifiable if no pairs X¯
′, X¯ ′′ ∈ ΩX¯ exist which are
undistinguishable.
Obviously any motion estimation procedure should rely on the property of identifiability of the motion itself.
Following Proposition 3.2, this is equivalent to the invertibility of G over ΩX¯ .
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4. Motion estimation: How to select pixels
It is time now to provide hints for the selection of sets Ui and their cardinalities Ni , i = 1, 2, . . .M . The aim is
obviously to keep Ni as low as possible, so as to reduce the computational burden, and at the same time not to lose
significant information.
The selection of Ui will be based on the incremental information carried by each pixel. Considering the specific
form that Eq. (2) takes when applied to our setup, the average incremental information carried by the pixel x (i)j (with
respect to the information already provided by all previously processed pixels x (h)k , h = 1, 2, . . . i−1, k = 1, 2, . . . Nh
and x (i)k , k = 1, 2, . . . j − 1) is:
I
(
x (i)j
)
=
∫∫ ln pX (i),zi(x (i)j )
(
ξ, ζ |=zi, j−1
)
pi(i | j − 1)(ξ)p
zi
(
x (i)j
)(ζ |=zi, j−1)
 pX (i),Z¯ (ξ, ζ¯ ) dζ¯dξ
=
∫∫ ln pzi(x (i)j )|X (i) (ζ |ξ)
p
zi
(
x (i)j
)(ζ |=zi, j−1)
 pX (i),Z¯ (ξ, ζ¯ ) dζ¯dξ, (17)
where the last equality holds due to the assumption of independence of the measurement noise samples ni
(
x (i)j
)
.
Thus, for each frame, one might a priori select the cardinality Ni << N (according to the computational capability)
and then use I
(
x (i)j
)
to rank all pixels of the frame and choose the Ni most informative ones.
This line requires:
- to a priori choose an ordering among the pixels of the frame
- to compute I
(
x (i)j
)
as in (17) for all pixels of the frame, averaging over all possible previously measured grey
levels.
However, this procedure would provide a result which in general will depend on the (arbitrarily chosen) ordering.
Moreover, the required computational burden is expected to be exceedingly large.
An iterative procedure, which overcomes the ordering problem as well as the averaging task, is that one which
for each frame ranks the pixels x (i)j according to the “modified” incremental information content, which is obtained
from (17) by conditioning with respect to =zi,0. This amounts to looking at each x (i)j as the first pixel to be considered,
whichever value j takes, immediately after having processed the (by then known) content of frames 1, 2, . . . i − 1.
Conditioning with respect to that content may be waived out.
With the notation:
Z¯ (i−1) =
{
zh(x
(h)
j ), h = 1, 2, . . . i − 1, j = 1, 2, . . . Nh
}
,
Eq. (17) may be put in the form:
I
(
x (i)j
)
=
∫∫ ∫ ln pzi(x (i)j )|X (i) (ζ |ξ)
p
zi
(
x (i)j
)
|Z¯ (i−1)(ζ |ζ¯ (i−1))
 pX (i),zi(x (i)j ),Z¯ (i−1)
(
ξ, ζ, ζ¯ (i−1)
)
dξdζdζ¯ (i−1)
=
∫∫∫ ln pzi(x (i)j )|X (i) (ζ |ξ)
p
zi
(
x (i)j
)
|Z¯ (i−1)(ζ |ζ¯ (i−1))
 pzi(x (i)j )|X (i) (ζ |ξ) pi(i |0)(ξ)pZ¯ (i−1)(ζ¯ (i−1))dξdζdζ¯ (i−1). (18)
From (18) it appears that a “modified” incremental information content I˜
(
x (i)j
)
due to the pixel x (i)j is given by:
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I˜
(
x (i)j
)
=
∫ ∫ ln pzi(x (i)j )|X (i) (ζ |ξ)
p
zi
(
x (i)j
)
|Z¯ (i−1)(ζ |ζ¯ (i−1))
 pzi(x (i)j )|X (i) (ζ |ξ) pi(i |0)(ξ)dξdζ. (19)
Under a linearization approximation for the measurement equation around Xˆ(i |0), and the Gaussian assumption
for pi(0), already considered in Section 2, the computation of I˜
(
x (i)j
)
may be carried out. Indeed, p
zi
(
x (i)j
)
|X (i) (·|ξ)
and p
zi
(
x (i)j
)
|Z¯ (i−1)(·|ζ¯ (i−1)) turn out to be both Gaussian distributions, the first one with mean value gi (x
(i)
j , Xˆ(i |0))−
hi (x
(i)
j , Xˆ(i |0))
(
ξ − Xˆ(i |0)
)
and variance σ 2ni , and the second one with mean value gi (x
(i)
j , Xˆ(i |0)) and variance
σ 2ni + hi
(
x (i)j , Xˆ(i |0)
)
Ψeˆ(i |0)hTi
(
x (i)j , Xˆ(i |0)
)
.Then we have:
I˜
(
x (i)j
)
= −
∫ ∫
ln
√
2piσ 2ni pzi
(
x (i)j
)
|X (i) (ζ |ξ) pi(i |0)(ξ)dζdξ
−
∫∫ (ζ − gi (x (i)j , Xˆ(i |0))− hi (x (i)j , Xˆ(i |0)) (ξ − Xˆ(i |0)))2
2σ 2ni
p
zi
(
x (i)j
)
|X (i) (ζ |ξ) pi(i |0)(ξ)dζdξ
−
∫∫
ln p
zi
(
x (i)j
)
|Z¯ (i−1)
(
ξ, ζ¯ (i−1)
)
p
zi
(
x (i)j
)
|X (i) (ζ |ξ) pi(i |0)(ξ)dζdξ
= − ln
√
2piσ 2ni −
1
2
+ ln
√
2pi
[
σ 2ni + hi (x (i)j , Xˆ(i |0))Ψeˆ(i |0)hTi (x (i)j , Xˆ(i |0))
]
+
∫∫ (ζ − gi (x (i)j , Xˆ(i |0)))2
2
[
σ 2ni + hi (x (i)j , Xˆ(i |0))Ψeˆ(i |0)hTi (x (i)j , Xˆ(i |0))
] p
zi
(
x (i)j
)
|X (i) (ζ |ξ) pi(i |0)(ξ)dζdξ
= − ln
√
2piσ 2ni −
1
2
+ ln
√
2pi
[
σ 2ni + hi (x (i)j , Xˆ(i |0))Ψeˆ(i |0)hTi (x (i)j , Xˆ(i |0))
]
+ σ
2
ni + hi (x (i)j , Xˆ(i |0))Ψeˆ(i |0)hTi (x (i)j , Xˆ(i |0))
2
[
σ 2ni + hi (x (i)j , Xˆ(i |0))Ψeˆ(i |0)hTi (x (i)j , Xˆ(i |0))
]
= ln
√√√√σ 2ni + hi (x (i)j , Xˆ(i |0))Ψeˆ(i |0)hTi (x (i)j , Xˆ(i |0))
σ 2ni
= 1
2
ln
(
1+ hi (x
(i)
j , Xˆ(i |0))Ψeˆ(i |0)hTi (x (i)j , Xˆ(i |0))
σ 2ni
)
= 1
2
ln
1+ S
(
x (i)j
)
σ 2ni
 , (20)
where:
S
(
x (i)j
)
= hi (x (i)j , Xˆ(i |0))Ψeˆ(i |0)hTi (x (i)j , Xˆ(i |0)). (21)
As a conclusion, for each frame the most informative pixels will be chosen on the basis of their ranking according to
(21).
5. An empirical pixel selection procedure
Here we suggest an empirical iterative procedure to compute the setUi+1 along with its cardinality Ni+1, givenU1
and N1. As a first step, we choose Ui = U and Ni = N .
The procedure to determine Ui+1 and Ni+1 include the following three operations:
(a) compute S(x) for all pixels in Ui according to (21):
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Fig. 1.
S (x) = hi+1(x, Xˆ(i + 1|0))Ψeˆ(i + 1|0)hTi+1(x, Xˆ(i + 1|0)), (22)
(b) choose an N¯  N and rank all pixels in Ui according to the decreasing value of (22); then select the set Vi+1 of
the first N¯ ones
(c) deduce Ui+1 as an expansion of Vi+1 which accounts for the current estimate of X (i + 1) (mean value Xˆ(i + 1|0)
and covariance matrix Ψeˆ(i + 1|0)).
While operation (a), (b) are already defined, operation (c) might be carried out along various empirical recipes. The
guiding line is to expand Vi+1 with a rate which accounts for the last available velocity estimates.
A possible procedure which allows one to carry out (c) without a too heavy computational burden is to assume:
Ui+1 =
{
x ∈ U : ∃ y ∈ Vi+1 : ‖x − y‖ ≤
(
1 ∨ β
∑
r=4,5,6
∣∣∣Xˆr (i + 1|0)∣∣∣)} , (23)
where β is a suitably chosen positive expansion coefficient.
6. Validation of the procedure
To validate the procedure, and in particular the pixel selection process, we extensively applied it against a number
of simulated images of moving objects, with different shapes, motions, downgrading parameters [19].
Here two cases are reported as instances of how the procedure is effective, in particular in the sense of decreasing
the computational burden while substantially keeping the same accuracy level.
In both cases, the motion and image degradation are defined by the same parameters values as follows (blocks in
the A (t), B (t) matrices are 3× 3):
A (t) =
0 I 00 0 0
0 0 0
 B (t) =
 0 0B ′ (t) 0
0 B ′′ (t)
 ,
B ′ (t) =
0.0001 0 00 0.16 0
0 0 0.09
 B ′′ (t) =
0.02 0 00 0.02 0
0 0 0.01
 .
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Fig. 2.
Fig. 3.
As far as the vector b(t) is concerned we have assumed in the first and in the second cases respectively:
b (t) =

0
0
0
−0.01 cos(pi t/12)
0.8 cos(pi t/12)
0.7 cos(pi t/12)
0.05sign{12− t}
0.1sign{12− t}
0.1sign{12− t}

, b (t) =

0
0
0
0.03
0.2
0.1
0.05sign{12− t}
0.1sign{12− t}
0.1sign{12− t}

.
Finally, in both cases, we have assumed:
Σb (t) = I σ 2ni = 10−2.
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Fig. 4.
Fig. 5.
Images were 100× 100 pixels. We chose N¯ = 30, M = 24, ti+1 − ti = 1.
For both cases 1 and 2 we reported: – the 24 frames (Figs. 1 and 4, respectively) – the outcome of the estimation
procedure for β = 1, 4 (Figs. 2 and and 5, respectively) – the effect of variation of β in the range 0.5–2.0 (Figs. 3 and
6, respectively) on the total mean square estimation error:
eT =
9∑
r=1
√√√√ 1
M
M∑
i=1
(
Xr (i)− Xˆr (i |0)
)2
,
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as well as on the percentage of processed pixels:
p =
1
M
M∑
i=1
Ni
100× 100 .
The above simulations show that the estimation procedure is quite satisfactory. In particular it appears that there is
no point in increasing the number of processed pixels beyond few percent of the total number, since this would not
lead to any significant increase in the estimation accuracy.
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