of critical points is known; indeed, the n + 2 equations f(x*) -Pn*(xk*) = ( -1) ~ to, k = 1, ••• , n + 2, constitute a set of n + 2 linear equations for o and the Ti+1 coefficients of Pn*(x). lî xi < x2 < ■ ■ ■ < xn+i is any set of n + 2 points of the interval -1 í iá 1, and we write f(xk) -Pn(xk) = ( -l^^E, k = 1, ■ ■ ■ , n + 2, these equations determine E and the n + 1 coefficients of Pn(x), and the function i? of the n + 2 variables (zi, • • • , xn+2) has an absolute maximum at (x*, ■ ■ ■ , xn+2). Thus, the derivative of E with respect to each of the n variables x2, ■ • • , xn+i is zero at (x*, ■ ■ ■ , xn+2), and this implies that the derivative of each of the n + 1 coefficients of P"(x) with respect to each of the n variables x2, ■ ■ ■ , Xn+i is zero at (xi*, ■ • • , x"+2). Hence, these coefficients are insensitive to small changes of the variables (x2, ■ ■ ■ , xn+i) when these variables have the values x*, ■ • ■ , xn+i and xi = x*, xn+2 = xn+i ■
The method by which we determine P"*(x) is an iterative one. Let us suppose that the points ±1 are critical points, so that there are n interior critical points, which we denote, changing slightly our previous notation, by x* < x* < ■ ■ • < x"*. Let us suppose further, that we are in possession of a polynomial, Pn(m(x), of degree ^n, which we term our entering polynomial and which possesses the following property: The difference/(x) -Pnm(x) assumes extreme values of alternating sign at n + 2 points of the interval -1 j¡ X j£ 1. We denote by Xim, • • • , xnw approximations to the second, third, • • • , (n + l)st of these points and we regard xi(1), ■ • • , xnw as approximations, in the first cycle of an iterative procedure, to Xi*, ■ ■ ■ , xn*. We determine the approximating polynomial of degree ¿n, Pnw(x), with which we end the first, and begin the second, cycle of this procedure by means of the n+1 linear equations obtained by eliminating Em from the n + 2 linear equations
Denoting.« -1) -P"<0,(-1) by 50(1),/(^(1)) -Pnm(xkll)) by bka), k = 1, • • • , n, and/(l) -P"<0)(1) by bn+i, we can write these n + 2 equations as
where bP"m(x) denotes the polynomial, of degree ^n, PnW(x) -Pn(0)(x). Ea) is conveniently eliminated by combining the last n + 1 of these n + 2 equations alternately by addition and subtraction with the first, and the n + 1 coefficients of bPnm(x) sire obtained by solving the resulting n+1 linear equations. Then the coefficients of Pnm(x) are obtained by adding each of the coefficients of 5P"<0,(x) to the corresponding coefficients of Pn(m(x).
The first step in the second cycle of the iterative procedure is the determination of new approximations Xi2), and determine, as before, the coefficients of oPnm(x). If, to the number of decimals we are using, the n + 2 numbers 50, • • • , Sn+1 are equal in absolute value and alternating in sign, the coefficients of oPnm(x) are all zero and the approximating polynomial, P"i2)(x), with which we end the second cycle is the same as the approximating polynomial, Pnm(x), with which we began it. In a previous publication [2] we determined the numbers xi, ■ ■ ■ , xn in each cycle by solving the equation D[f(x) -Pn(x)] = 0, where Pn(x) is the approximating polynomial, of degree ;£»> with which we begin the cycle, but the less exacting method of the present paper is equally effective.
It remains only to describe the selection of our entering polynomial approximation, Pnm(x), of degree ^ n, and the determination of the approximations XiW, ■ ■ ■ , xna) to the n points of the interval -1 < x < 1 at which D[f(x) -P"m(x)] is zero. On setting x = cos 6, we see that/(x) becomes a function, F(6), of 0 defined over 0 ^ Ö ^ 7T, and we write the Fourier cosine series of F(d) as Joo + a-i cos 6 + a2 cos 26 + • • • . Then cos m6 is a polynomial function, Tm(x), of x of degree m, which is known as the mth Chebyshev polynomial, m = 0, 1, 2, ■ • • , and |a0 + aiTi(x) + a2T2(x) + • • • is known as the Chebyshev expansion of f(x). The sum of the first n + 1 terms of this Chebyshev expansion of f(x) is a polynomial function, of degree ^n, of x, and it is this polynomial function that we take as Pnm(x). We say that Pnm(x) is furnished by the truncated Chebyshev expansion (the truncation taking place at the term which involves Tn(x)). Now f(x) -P"m(x) = an+1Tn+i(x) + • • • , and we take as our approximations to the n points of the interval -1 < x < 1 at which D\f(x) -Pnm(x)] = 0 the n points of this interval at which D[Tn+i(x)] = 0, it being assumed that an+i ^ 0. (If f(x) is odd its Chebyshev expansion is of the form axTx(x) + a3T3(x) + • • • and n = 2m is even; then we truncate this Chebyshev expansion at the term involving T2m_i(x), and we take as our approximations to the m points of the interval 0 < x < 1 at which D[f(x) -P" (0)(x) The number a must be greater than 1; we use the value indicated in order to check the work of Hastings. Setting £ = (a + x)/(a -x), the polynomial P4*(x) which we determine will be an approximation to log £ over the interval 10 ^ £ 1 0*. The discrepancy between this approximation and the similar one presented in our earlier paper [2] is attributable to the premature termination of the iterative procedure in that reference, which stemmed from the erroneous belief that the precision of the coefficients of the approximating polynomial was comparable to that of the maximum difference between that polynomial and the given function. In this example the quantities s/4' have all become stabilized to 10 decimal places, whereas the coefficients of the corresponding approximating polynomial are subject to errors of approximately a unit in the eighth decimal place. This behavior of the coefficients is due to the relatively small value of the determinant of the system of equations used for their evaluation. Calculation of such coefficients to ten-place accuracy generally will require double-precision operations.
Hastings [3] gives as an approximating polynomial of degree 4, whose graph is arbitrarily required to pass through the origin, the following 0.9974442x -0.4712839x2 + 0.2256685x3 -0.0587527x\ for which the maximum departure from In (1 + x) over the interval 0 á x ^ 1 is 0.0000710, in contrast to the value 0.0000607, attained by the Chebyshev approximating polynomial of the same degree. We observe in this example that the entering polynomial approximation, P3 (x), is so good that the maximum of | cos (7r/4)x -P3(0)(x) |, over -1 Si x Si 1, is 0.0019314, which exceeds the corresponding maximum of | cos (ît/4)x -P*(x) \ by less than 0.52 per cent.
Example 5. f(x) = cos (ir/2)x, n = 5.
There are two positive interior critical points, x* and x2*, and our first-cycle approximations are Xi(1> = cos 7r/3 = J and x20) = cos x/6 = 3 /2. The Chebyshev expansion of cos (7r/2)x is Jo(ir/2) -2J2(tt/2)T2(x) + ■ ■ ■ , and our entering polynomial approximation, of degree four, is P6<0)( Since 0 and 1 are critical points, the coefficients of the approximating polynomial Pik)(x), with which we end the fcth cycle (k = 1, 2, ••■) satisfy the relation 2ak) + ßik) + y{k) = 1, and this implies that the coefficients of P6*(x) satisfy the relation 2a* + ß* + y* = 1. We find that P6(1)(x) = 0.999403304 -1.22796880x2 + 0.223990272x4.
In the second cycle we obtain xi<2) = 0.497202761, x2 (2) License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Hence, we conclude that
