Abstract-We show the existence of codes for anytime coding over compound channels -i.e. codes that operate without knowledge of the transition probabilities of the communication channel. The anytime error exponent achieved is the same as if the decoder were given the probabilities governing the realized channel and allowed to do maximum likelihood decoding. Because of the equivalence between system stabilization over noisy feedback channels and communication over noisy channels, the results immediately give sufficient conditions for stabilization over compound channels.
I. INTRODUCTION
A fundamental control problem is the tracking and stabilization of an unstable process. When the observers and controllers are not co-located, the details of communication techniques used to transmit sensor data from observer to controller can severely impact overall control performance. In many cases the classic communication system structures and paradigms posed by Shannon do not suffice. Anytime codes have proved a basic tool in the solution of this problem [1] . Work in this area has usually assumed that there is a precise and perfectly known model for both the plant and the communication constraint.
However, in many communication contexts there is uncertainty about the probabilistic model for the channel law. Such uncertainty can have a substantial impact on the performance of block-coded communication systems. In a control application where delay and error requirements can be very tight, the degradation incurred may be intolerable.
These considerations motivate us to study an extension of anytime coding to so called "compound channels." In this setting, the channel law is modeled as being known only to within a (possibly non-finite) set of possibilities. The code must be chosen without knowledge of which channel law will be realized, and the decoder must operate universally without knowledge of the channel law selected by nature. The difference between universal anytime-coding and universal block-coding (see, e.g., [2] and [3] for an extensive review) is that in the anytime setting data bits are not all realized prior to transmission; rather they are realized in a on-line fashion as they would be at the observer of a control system.
In control applications the "anytime reliability" of the code proves to be crucial. This is closely connected to the code's error exponent performance. We bound the error exponent achieved by our scheme. We provide the same performance guarantee as is demanded of a universal decoder for a compound channel in the the block coding context: the error exponent performance of the code for whatever channel is realized must (asymptotically) match that achieved if the decoder were to be told the channel law (in which case it could perform maximum likelihood decoding). Naturally, if the channel law were known at design time one might chose to use a code matched to the channel. But, given that the code design must be fixed knowing only the set of possible channel laws, meeting the reliability function of maximum likelihood decoding is the most one can ask.
Applying this result to the context of stabilization over a communication channel described in [1] , this means that the observer and controller induced by the approach here will achieve a sense of stabilization in terms of r1-moments stabilized that will be depend on the channel that is actually selected by nature. If nature picks a channel that has a higher random coding error exponent at the appropriate rate, then the closed-loop system will be stable for higher ri-moments.
II. NOTATION
We use serifed-fonts x to indicate sample values, and sansserif x to indicate random variables. Bolded fonts are reserved to indicate length-n sample or random vectors, x = x' and x = x'. A subsequence such as ,lxXl+l,... SCn is denoted as xn. Distributions are indicated with lower-case p, e.g., x is distributed according to px(x). Sets and their elements are denoted as, e.g., x C X, and their cardinality by IX . We use standard notation for types, see, e.g., [2] . If a sequence x is of type P is we write x C Tp and if y is in the V-shell of x we write y C Tv (x). We write the joint distribution of this (x,y) as P x V.
III. MAIN RESULT
In this section we state the main contributions of this paper. We define an anytime code and its delay-dependent error exponent. We define a compound channel and state a lower bound on the achievable exponent of this class of codes for compound channels.
The techniques we use are adapted from those developed for universal block codes in [2] . Familiarity with those results is useful, but not assumed. We first developed ideas of universal streaming decoders in the closely related context of sequential Slepian-Wolf coding [4] , [5] .
Definition 1: A randomized anytime code for a channel with input set X and output set Y is a pair of sequence of mappings ({Ej},{Dj}) where j = 1,2,... Si Bi X, (1) Dj : yi >,3i, (2) where B is the data set and common randomness, shared between encoder and decoder, is assumed. The latter allows us to randomize the mapping independently of the data and channel sequences.
In this paper we study the delay-dependent reliability of anytime codes. We use bn to denote the input data sequence known by the encoder at time n, and bn-A (yn) to denote the delay-A decoder estimate. For compactness of notation we suppress the explicit dependence on yn and simply write An- An error exponent E > 0 is said to be achievable at rate R for a given channel if there exists a rate-R anytime code such that 1
IV. PROOF
The proof of our result proceeds in three main steps. First, we break the error events down into their delay-dependence. Then we introduce the decoding rule and use the characteristics of the codebook generation process to simplify the expression of error probability. Finally we show how the resulting expression can be bounded by an exponential that decays in A.
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Note that the order of limits is important since the total transmission time n is allows to go to infinity faster than the A else we would be asking for decisions about bits before they are available at encoder.
For simplicity of exposition, in this paper we assume a constant B = 2R and further that R is integer. Neither assumption is fundamental. Non-integer and non-rational rates can be accommodated by allowing a time-varying Bj satisfying B' = 2LnRj for all n. As long as the decoding delay A >> 1IR, the results derived closely approximate those of the non-integer case. Since this condition is always true in the large delay limit, the lower bound on the error exponent that we derive applies to both integer and noninteger rates R. Eany,univ (R)
In the conditioning on the data sequence in (5), B is the data alphabet. In (6)- (7) we decompose the error event into a number of mutually exclusive events by partitioning all possible data estimates b into disjoint sets defined by the time I of the first sample in which they differ from the true data sequence b. In (8) we condition on the randomly generated codebook C and the observed sequence y. The codebook is independent of the data sequence while the observation depends on both the codebook and the data sequence. Note that the sum over C in (8) is a shorthand that denotes the marginalization over all codeword realizations. We choose the codewords to be mutually independent and identically distributed. The error probability therefore does not depend on the particular codeword transmitted and so in (9) we can assume that the realized data sequence is the all-zeros sequence. (Recall that for simplicity of presentation we assume that R is integer.)
We now introduce our universal decoding rule. Each suffix comparison in (10) uses a maximum mutual information decoding rule (operating just on the suffix). The error exponent of maximum mutual information and maximum likelihood block decoding have the same reliability function, see, e.g., [2] . The overall reliability will be determined by the shortest suffix comparison, the one of length A. Therefore we expect reliability to decay exponentially in A.
The reason we use this "maximum suffix-mutualinformation" decoder rather than the standard maximum mutual information decoder [2] is that each suffix comparison has a polynomial term in the suffix length n -I + 1 that results from summing over the type class of possible channel laws. This term multiplies an exponential decay in n -I + 1. If we were to use straight block maximum mutual information decoding the polynomial term would be in n which would dominate the decay in n -I + 1 for large n and all finite 1. The decay of the probability of decoding error on messages with delay would thus differ from bit-position to bit-position. This is not acceptable for anytime coding and is incompatible with any sense of "steady state" behavior in a control system. We now continue our derivation by indicating the events that lead to errors in the decoding rule (10) . Errors are only made if two events occur. First, some erroneous information sequence matches the true information sequence up to a certain point. And second, after that point the suffix of the corresponding erroneous codeword and observation have a empirical mutual information greater than that between the suffix of the transmitted codeword and the observation. or by a scalar index, e.g., x(j), where j C {1, 2, .. ,2nR.
We identify message j 1 with the all-zeros data sequence, i.e., x(1) = x(OnR). Our usage will be clear from the context. In (13) we use the union bound and the fact that the codewords are identically distributed and mutually independent. We use the notation 1 [.] for the indicator function. Because the decoding rule is a pairwise comparison, in (14) we need only consider the particular codeword under consideration, determined by b and marginalize out the rest. We generate the symbols in each codeword in an independent and identically distributed manner. Therefore, in (15) we can marginalize out the prefix of the non-transmitted codeword under consideration. Similarly we marginalize out the prefix of the true codeword and the observation. In (16) there are 2(n-1+1)R data sequences that satisfy the conditions given in (15). In (17) we define P to be the type of the length-(n -I + 1) suffix of the transmitted codeword Xn7, and V to be the conditional type relating x7 to y[n. p and V are similarly defined by x7 and The last inequality, bounding the probability that a fixed y falls in the V shell of any x picked uniformly at random from type class }p is proved in [2, p. 164] . 
(21)
In (19) we use the fact that x is generated in an i.i.d. manner from the distribution Q and the true channel law is W. In (21) we incorporate the polynomial into the exponent. Namely, for all a > 0, b > 0, there exists a K such that Za < K2b(z-1) for all z > 1. Therefore in (21) the a > 0 can be set arbitrarily small. Pulling out the exponent in A, the remaining summation is a sum over decaying exponentials, and can be bounded by a constant. Combining this constant with K gives the constant K' in (22) .
Since the channel law W is not used in the decoding rule (10) , (22) holds for all W. Therefore, choosing Q as in Thm. 1 and taking the limits defined in (3) means that the exponent defined in Thm. 1 is universally attained.
V. APPLICATION TO STABILIZATION: A NEW SUFFICIENT CONDITION
The sufficiency results of [1] say that the r1-moment of the closed-loop state of a scalar system with unstable open-loop gain A can be made bounded if a fixed channel is available whose random coding error exponent Er (log A) > r log A. Viewed in a different way, it says that the r1-moments of the closed-loop system will be finite until q E (log ). Moreover, [1] shows that this can be done using a very simple "nearly memoryless" encoder structure based on random binning. The result here implies that if the same basic encoder structure is used based on the input distribution Q, then the closed-loop rI-moments up to infp,v D(P x VIIQ x W) + I(P, V) -log Al± (23) logA will be finite when the decoding rule given here is used.
While the results in (4) give no easily computable bound on this, the solution (given in [6] ) to exercise 5.23 in [7] This bound is quite conservative, but has the advantage of giving an easy to evaluate sufficient condition for the compound channel capacity C(oV) only in terms of the size IYI of the channel output alphabet, the unstable gain A, and the desired moment r1. The interesting fact is that the rate overhead to get the r1-moment stabilized seems to grow proportional to r, log A.
VI. CONCLUSION
In this paper we have developed universal anytime codes for compound channels. The decoding rule for these codes is different from that of universal channel codes. In particular we must use a suffix-decoding rule. The resulting exponent achieved is identical to the random coding exponent of block coding for compound channels.
The main challenge of the presented algorithm is that as n -> oc, the decoding complexity grows without bound since the decoder is required to revisit all decoding estimates with every channel output. Initial work in complexity-limited anytime decoders (for a fixed and precisely known channel model) is presented in [8] .
Furthermore, as applied to control with communication constraints, the results here suffer from the same limitation as [1] . They only address closed-loop performance obliquely through the question of which r1-moments are guaranteed to be finite. As far as more standard notions of closed-loop performance go, it would be interesting to see how the results here interact with Tatikonda's sequential rate distortion framework of [9] ,
[0], [11] . In particular, it would be interesting to see if there are ever situations where Dseq (C(W)) can be attained in closed-loop.
