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All-optical experiments at the high-intensity frontier offer a promising route to unprecedented pre-
cision tests of quantum electrodynamics in strong macroscopic electromagnetic fields. So far, most
theoretical studies of all-optical signatures of quantum vacuum nonlinearity are based on simplifying
approximations of the beam profiles and pulse shapes of the driving laser fields. Since precision tests
require accurate quantitative theoretical predictions, we introduce an efficient numerical tool facil-
itating the quantitative theoretical study of all-optical signatures of quantum vacuum nonlinearity
in generic laser fields. Our approach is based on the vacuum emission picture, and makes use of
the fact that the dynamics of the driving laser fields are to an excellent approximation governed by
classical Maxwell theory in vacuum. In combination with a Maxwell solver, which self-consistently
propagates any given laser field configuration, this allows for accurate theoretical predictions of
photonic signatures of vacuum nonlinearity in high-intensity laser experiments from first principles.
We employ our method to simulate photonic signatures of quantum vacuum nonlinearity in laser
pulse collisions involving a few-cycle pulse, and show that the angular and spectral distributions of
the emitted signal photons deviate from those of the driving laser beams.
I. INTRODUCTION
The omnipresence of quantum fluctuations makes the
vacuum of quantum electrodynamics (QED) far from
being trivial. Quantum fluctuations of charged parti-
cles mediate effective couplings between electromagnetic
fields, supplementing Maxwell’s linear theory of classical
electrodynamics in vacuo with nonlinear self-interactions
of the electromagnetic field [1–4], as reviewed, e.g., in
Ref. [5–14]. Such vacuum nonlinearities have no classical
analogue and are rather elusive in experiments.
Prominent theoretical proposals of all-optical signa-
tures of quantum vacuum nonlinearity include vacuum
birefringence [15–26], photon-photon scattering in the
form of laser-pulse collisions [27–33], quantum reflection
[34, 35], photon merging [36–42], photon splitting [43–
47], and QED vacuum-fluctuation-triggered interference
effects in multiple beam configurations [48–50]. While
QED vacuum nonlinearities in macroscopic electromag-
netic fields so far have not been directly verified experi-
mentally, laboratory searches of vacuum birefringence in
macroscopic magnetic fields [51–53] have already demon-
strated the need for high field strengths and, at the same
time, a high signal detection sensitivity. Besides, vac-
uum birefringence might also be relevant for the optical
polarimetry of neutron stars [54–56].
In a series of recent papers [20, 22, 32, 57–59], it has
been argued and demonstrated that such signatures can
conveniently be analyzed within the vacuum emission
picture [57]. In this picture, no distinction between pump
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and probe fields is made. Instead, one formally stud-
ies the process of signal photon emission from the quan-
tum vacuum subject to the electromagnetic fields of all
driving laser pulses. Given that the diameters of the in-
teraction/strong field-volume are much smaller than its
distance to the detectors, as is typically the case in high-
field experiments, the precise microscopic origin of the
signal photons within the interaction volume cannot be
resolved and the interaction volume appears point-like.
The kinematics of all outgoing signal photons can then
be characterized by common-origin wave vectors ~k. A
non-vanishing signal photon amplitude constitutes a –
potentially measurable – signal of quantum vacuum non-
linearity. In the absence of vacuum fluctuations of par-
ticles with photon interactions, the signal photon ampli-
tude is identical to zero. Due to the fact that the effects
of QED vacuum nonlinearities are very small in typical
experimental scenarios based on present and near-future
laser technology, it amounts to an excellent approxima-
tion to assume the dynamics of the driving laser pulses to
be governed by classical Maxwell theory in vacuum. This
corresponds to neglecting quantum vacuum nonlinearity
induced modifications of the driving fields themselves,
such as beam depletion and other forms of back-reaction.
The latter requires numerical solvers for the full nonlin-
ear effective theory [60–62].
Up to now, theoretical studies of all-optical signatures
of quantum vacuum nonlinearity have typically involved
various simplifying approximations of the beam profiles
and pulse shapes of the driving laser fields, such as plane-
wave based models, constant crossed fields amended with
a pulse shape envelope, or more realistic laser pulses in
the paraxial approximation. However, any such approx-
imation inherently limits the accuracy of predictions for
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2experiments, and thus the precision with which theory
can be tested. In the present article, we substantially
advance the theoretical modeling of all-optical signatures
of QED vacuum nonlinearities in experimentally realis-
tic field configurations by evaluating the effect in generic
laser fields, manifestly fulfilling Maxwell’s equations in
vacuum.
To this end, we rely on a few well-justified and para-
metrically controlled fundamental approximations de-
tailed below, and employ a Maxwell solver, recently put
forward in Ref. [63], to numerically solve the dynamics
of the macroscopic electromagnetic fields driving the vac-
uum emission effect self-consistently. This facilitates the
study of all-optical signatures of QED vacuum nonlinear-
ities in very generic, experimentally relevant electromag-
netic fields in full 3+1 space-time dimensions. Most im-
portantly, our approach allows us to easily overcome the
limitations of any approximation for the laser beams. No
ad-hoc ansatz for the temporal pulse profile is required,
allowing for the study of all-optical signatures of QED
vacuum nonlinearities in arbitrary, experimentally deter-
mined ’real world’ laser fields.
For electric and magnetic fields of strengths below
the critical electric and magnetic fields, given by Ecr =
m2ec
3/(e~) ≈ 1.3× 1018 Vm and Bcr = Ecr/c ≈ 4× 109 T,
respectively, the effective self-interactions are paramet-
rically suppressed with powers of E/Ecr and B/Bcr. If
these electromagnetic fields in addition vary on spatial
(temporal) scales much larger than the Compton wave-
length (time) λC = ~/me ≈ 3.86 · 10−13 m (τC = λC/c ≈
1.29 · 10−21 s) of the electron, they can be considered as
locally constant, and the Heisenberg-Euler effective La-
grangian [2] formally derived for infinitely extended con-
stant fields can be used for their study.
State-of-the-art high-intensity lasers reach peak fields
E = O(1014)Vm and B = O(106)T, implying that E 
Ecr and B  Bcr. Moreover, their typical scale of varia-
tion is given by the laser wavelength λ = O(1)µm, clearly
fulfilling λ  λC. Correspondingly, for all-optical stud-
ies of QED vacuum nonlinearities in high-intensity laser
fields, we can limit ourselves to the perturbative weak-
field limit of the Heisenberg-Euler effective Lagrangian.
In the Heaviside-Lorentz System with c = ~ = 1, adopted
throughout this article, its leading contribution corre-
sponding to a quantum vacuum fluctuation induced effec-
tive quartic self-interaction of the electromagnetic field is
given by [1]
L1-loopHE '
m4e
8pi2
1
45
( e
m2e
)4
(4F2 + 7G2). (1)
Here F = 14FµνFµν = 12 ( ~B2 − ~E2) and G =
1
4Fµν(
?F )µν = − ~B · ~E are the scalar invariants of
the electromagnetic field, and (?F )µν = 12
µναβFαβ is
the dual field strength tensor; our metric convention
is gµν = diag(−1,+1,+1,+1). Deviations from a full-
fledged QED calculation in manifestly inhomogeneous
electromagnetic fields are suppressed parametrically by
a factor of (υ/me)2, where υ ∼ 1/λ denotes the typical
frequency/momentum scale of variation of the electro-
magnetic fields [64, 65]. In addition, note that the ex-
pression given in Eq. (1) amounts to the result of a one-
loop computation. Contributions from higher loops are
parametrically suppressed with the fine-structure con-
stant α = e
2
4pi ' 1137 , such that we can expect Eq. (1)
to allow for the reliable study of all-optical signatures of
QED vacuum nonlinearity driven by high-intensity lasers
with an accuracy on the one percent level. Equation (1)
constitutes the typical starting point of theoretical stud-
ies of all-optical signatures of quantum vacuum nonlin-
earity available in the literature, and also the present
article is based thereon.
Our article is organized as follows: After briefly sum-
marizing the underlying formalism in Sec. II, we present
our novel vacuum emission solver in full detail in Sec. III.
Here, we explain how the self-consistent propagation of
the driving laser fields is implemented by means of a
Maxwell solver. We put special emphasis on how to fix
the spectral amplitudes characterizing the driving laser
fields in order to accurately describe experimentally real-
istic beam profiles and pulse shapes. The primary focus
of Sec. IV is on benchmarking our numerical tools in
situations where the paraxial approximation is expected
to provide a reasonable description of the driving laser
fields. After considering the effect of signal photon emis-
sion from a single high-intensity laser pulse, we focus on
the collision of two laser pulses of the same parameters.
Section V is devoted to the discussion of first results on
the frequency and angular distribution of scattered pho-
tons for tightly focused femtosecond laser pulses. One
of the driving laser pulses is assumed to be a few-cycle
pulse, challenging the applicability of the paraxial ap-
proximation. We show that the spatio-temporal envelope
of tightly focused femtosecond laser pulses significantly
affects both the angular and frequency distribution of
the emitted photons. This underlines the importance
of an accurate description of the driving high-intensity
laser pulses and demonstrates the great potential of our
approach for the quantitative study of all-optical signa-
tures of quantum vacuum nonlinearities from first prin-
ciples. Finally, we end with conclusions and an outlook
in Sec. VI.
II. FORMALISM
As detailed in Ref. [57], the zero-to-single signal pho-
ton transition amplitude to a state of wave vector ~k and
transverse polarization p ∈ {1, 2} is given by
S(p)(~k) =
∗µ(p)(~k)√
2k0
∫
d4x eikx jµ(x)
∣∣∣∣
k0=|~k|
, (2)
3where ∗µ(p)(~k) is the polarization vector characterizing the
polarization state p, and
jµ(x) = 2∂
α ∂L1-loopHE (F )
∂Fαµ
(3)
is the single signal photon current induced by the
macroscopic electromagnetic field Fµν , which amounts
to the superposition of all prescribed fields driv-
ing the effect. Using spherical coordinates ~k =
k(cosϕ sinϑ, sinϕ sinϑ, cosϑ), it is straightforward to
show that the unit vectors perpendicular to ~k can be
parameterized by a single angle β, as
~e⊥(β) = ~e1(~k) cosβ + ~e2(~k) sinβ , (4)
where we introduced the orthonormal vectors
~e1(~k) =
 cosϕ cosϑsinϕ cosϑ
− sinϑ
 , ~e2(~k) =
 − sinϕcosϕ
0
 . (5)
An alternative representation of these vectors is
~e1(~k) =
1
kkxy
 kxkzkykz
−k2xy
 , ~e2(~k) = 1
kxy
 −kykx
0
 , (6)
with kxy =
√
k2x + k
2
y and k =
√
k2xy + k
2
z . Equation (4)
can be employed to span the transverse polarizations of
signal photons of wave vector ~k. Using a linear polariza-
tion basis, we define
µ(p)(
~k) =
(
0, ~e⊥(βp)
)
, with βp = β0 +
pi
2
(p− 1) (7)
and a suitably chosen β0 The signal photon current (3)
derived from the terms given explicitly in Eq. (1) is cubic
in Fµν , and results in the following expression for the
signal photon transition amplitude [59],
S(p)(~k) =1
i
1
2pi
m2e
45
√
α
pi
k
2
( e
m2e
)3
×
{
cosβp
[I11(~k)− I22(~k)]
+ sinβp
[I12(~k) + I21(~k)]}, (8)
where we made use of the definition
Iij(~k) =
∫
d4x ei(
~k·~x−kt) ~ei · ~Uj , (9)
with
~U1 = 2 ~E( ~B
2 − ~E2)− 7 ~B( ~B · ~E) ,
~U2 = 2 ~B( ~B
2 − ~E2) + 7 ~E( ~B · ~E) ,
(10)
encoding the dependence on the electromagnetic fields
driving the vacuum emission process. In the present pa-
per, we consider the driving electromagnetic fields to be
delivered by lasers.
In summary, the determination of the vacuum emission
amplitude boils down to performing the four-dimensional
Fourier integrals in Eq. (9) for given spacetime dependent
fields ~E(x), ~B(x). The differential number of signal pho-
tons of polarization p follows from the modulus squared
of Eq. (2) and is given by [57]
d3N(p)(~k) =
d3k
(2pi)3
∣∣S(p)(~k)∣∣2 . (11)
Accordingly, the differential number of signal pho-
tons of arbitrary polarization is given by d3N(~k) =∑2
p=1 d
3N(p)(~k). Upon summation over both transverse
polarizations p, the dependence on the angle β0 drops
out completely as it should: the orientation of the polar-
ization basis does not matter.
III. NUMERICAL IMPLEMENTATION
A. Fourier integrals
As we aim at evaluating signal photon numbers in
generic laser fields, we perform the Fourier integrals (9)
numerically. To this end, we first note that Eq. (9) does
not correspond to a 4D Fourier transform, but rather
amounts to a 3D Fourier transform with an additional
temporal integration, the reason for this being the fact
that k = |~k| is not an independent variable for on-shell
signal photons.
Various methods of discretization are available for per-
forming the 3D Fourier transform and the 1D integral.
For simplicity, we adopt a uniform Cartesian grid for
space and time, leading to
Iij(~k) =
∫
dt e−ikt
∫
d3x ei
~k·~x~ei · ~Uj
≈
∑
n
∆t e−iktn FFT3[~ei · ~Uj ] , (12)
where FFT3 denotes a 3D discrete Fourier transform us-
ing a fast Fourier transform algorithm. For simplicity,
we perform the time integration by a simple trapezoidal
rule.
The requirements on the extent and resolution of the
Cartesian grid depend on the details of the considered
electromagnetic fields. Given that a field is characterized
by a set of spatial and temporal frequencies υ, the fact
that the polynomials ~Uj defined in Eq. (10) are cubic in
the field immediately implies the need to resolve all fre-
quencies in a range including 3υ. The temporal extent
needs to cover the whole interval in which the driving
electromagnetic fields are strong enough as to induce sig-
nificant contributions to the vacuum emission signal. For
collisions of two or more laser pulses, this typically cor-
responds to the time interval, where the pulses overlap.
Aiming at the study of the effect of self-emission from
a single laser pulse, the relevant longitudinal scale is of
4the order of the maximum of the pulse duration and the
Rayleigh range. Analogously, the spatial extents need to
be large enough to cover the entire interaction/strong-
field volume. In case vastly different scales are intro-
duced by the driving fields or specific long-time observ-
ables [66, 67], multiscale methods may be advantageous.
An example study of the convergence properties of the
algorithm is sketched in the appendix.
Depending on the specific scenario under considera-
tion, these constraints lead to very different requirements
on the computational resources. In its current implemen-
tation, our code uses single node parallelization: Simple
scenarios can be run in a few seconds with a few hundred
megabytes of memory, while more complex scenarios re-
quire tens of hours and hundreds of gigabytes of memory
on a high performance node. An MPI enabled version of
the code might be a desirable option in the future.
B. Driving laser fields
The most direct approach towards the realistic mod-
eling of the driving laser fields, serving as input in the
above routines, is to specify them as a set of initial data,
and numerically implement their self-consistent propaga-
tion according to free Maxwell theory in vacuum. This
procedure guarantees that – up to discretization effects
– the driving laser fields exactly fulfill Maxwell’s equa-
tions in vacuum. This is our approach of choice, which
is implemented here for the first time.
Another option is to model the electric and magnetic
fields by explicit analytic solutions of Maxwell’s equa-
tions in vacuum that can be directly evaluated for any
space-time coordinate. As a main drawback, this ap-
proach is limited to a subset of fields. It does not fully
extend to all relevant fields, in particular, tightly focused
and ultrashort laser pulses. A first step towards the de-
scription of a focused Gaussian high-intensity laser beam
has been the paraxial approximation. With regard to the
vacuum emission picture, this approach has been put for-
ward by Refs. [32, 59], modeling the driving laser pulses
as leading (zeroth) order paraxial Gaussian beams sup-
plemented with a finite pulse duration. The paraxial ap-
proximation is valid for small diffraction angles θ ' w0zR ,
where w0 and zR are the beam radius in the focus and the
Rayleigh range, respectively. For a beam of wavelength
λ, the latter is given by zR =
piw20
λ . Explicit analytical
expressions for the electric and magnetic fields up to or-
der θ11 have been worked out [68–72]. The leading order
paraxial approximation only accounts for terms of order
θ0.
To benchmark our results obtained from the self-
consistent numerical Maxwell solver, we adopt the parax-
ial approximation up to order θ5 [71], supplemented
with a finite pulse duration τ by an overall factor of
exp{−(~ˆκ ·~x− t)2/(τ/2)2}, where the unit vector ~ˆκ points
along the laser’s beam axis; cf., e.g., Ref. [65]. Since
we mainly aim at benchmarking our novel numerical ap-
proach with results based on multi-cycle paraxial fields,
the dominant signal photon emission channels are inde-
pendent of the phase of the beam; cf., e.g., Refs. [20, 22].
In the remainder, we ignore possible constant phase
shifts.
Our focus is on exact numerical solutions of Maxwell’s
equations in vacuum closely resembling experimentally
realistic field profiles. Particularly in the benchmark sce-
narios, these solutions are modeled after the correspond-
ing analytical approximations. Let us already emphasize
here that these comparisons are by no means unique:
generically, various exact numerical solutions can be in-
voked to closely resemble a single analytical approxima-
tion in the region of interest.
C. Field decomposition
As detailed in Ref. [63], our numerical solver of
Maxwell’s equations in vacuum makes use of complex
representations for all electromagnetic potentials, fields
and associated amplitudes. Linearity of Maxwell’s equa-
tions guarantees that real and imaginary parts of a com-
plex solution satisfy these equations individually. By
contrast, a manifestly real representation of the fields
is needed for the determination of the vacuum emis-
sion amplitude. Correspondingly, we switch to man-
ifestly real-valued fields by means of the prescription
~E(x) → <{ ~E(x)} ≡ ~E(x) and ~B(x) → <{ ~B(x)} ≡ ~B(x)
for the formalism detailed in Sec. II.
Our aim is to ensure that the driving laser fields which
can be considered as ensembles of propagating on-shell
photons (k = |~k|) fulfill Maxwell’s equations in vacuum
exactly. To this end, we rely on a complete representa-
tion of the electromagnetic potentials in radiation gauge,
Aµ ≡ (0, ~A) and ~∇ · ~A = 0, with
~A(x) =
∫
d3k
(2pi)
3 e
i~k·~x ~˜A(t,~k) , (13)
where we have defined
~˜A(t,~k) = e−ikt
2∑
p=1
~ep(~k) ap(~k) . (14)
We span the two linear polarizations transverse to ~k by
the unit vectors ~ep(~k) defined in Eqs. (5) and (6). A
specific field configuration is realized by a suitable choice
of the complex spectral amplitudes ap(~k). Any possible
choice for the spectral amplitudes constitutes a viable
solution of Maxwell’s equations.
Defining the spatial Fourier transforms of the asso-
ciated electric ~E(x) = −∂t ~A(x) and magnetic ~B(x) =
~∇× ~A(x) fields analogous to Eq. (13), we obtain
~˜E(t,~k) = e−ikt ik
[
~e1(~k) a1(~k) + ~e2(~k) a2(~k)
]
, (15)
~˜B(t,~k) = e−ikt ik
[
~e2(~k) a1(~k)− ~e1(~k) a2(~k)
]
. (16)
5It is straightforward to verify that these expressions fulfill
the transversality conditions
~k · ~˜E(t,~k) = ~0 , ~k · ~˜B(t,~k) = ~0 , (17)
as well as the spectral analogue of the Maxwell-Ampere
equation,
~˜E(t,~k) + ~ˆk × ~˜B(t,~k) = ~0 , (18)
where ~ˆk = ~k/k.
The advantage of the complex representation of the
fields is that it allows for a clear distinction of Fourier
modes with wave vectors of opposite sign. Contrarily,
purely real-valued fields inevitably mix Fourier modes
with wave-vectors of opposite sign. This is obvious from
the fact that real-valued fields can be expressed as
~E(x) = 1
2
∫
d3k
(2pi)
3 e
i~k·~x ~˜E(t,~k) + c.c. , (19)
and analogously for ~B(x); c.c. denotes the complex con-
jugate.
D. Spectral amplitudes
The remaining task is to fix the spectral amplitudes
ap(~k) such as to reproduce the macroscopic electromag-
netic fields of experimentally realistic high-intensity laser
pulses in position space.
1. Extraction from model fields
Starting point of this endeavor often is a model field
configuration exhibiting the desired properties. The
latter is specified by the complex fields ~Em(t0, ~x) and
~Bm(t0, ~x) at all spatial coordinates ~x and a fixed time t0.
The fact that the fields ~Em(t0, ~x) and ~Bm(t0, ~x) typi-
cally do not correspond to exact solutions of Maxwell’s
equations in vacuum comes along with violations of the
transversality conditions (17), such that in general
~k · ~˜Em(t0,~k) 6= ~0 , ~k · ~˜Bm(t0,~k) 6= ~0 . (20)
Here, we have employed the inverse of Eq. (13) to trans-
form the fields to momentum space. This implies that,
contrarily to Eqs. (15) and (16), ~˜Em(t0,~k) and ~˜Bm(t0,~k)
cannot be spanned by the vectors ~ep(~k) alone, inhibiting
a simple inversion for the associated spectral amplitudes.
In response, we do not aim at extracting the spectral
amplitudes from the model fields, but instead define man-
ifestly transverse fields based on the model input. The
electromagnetic fields constructed along these lines ex-
actly fulfill Maxwell’s equations in vacuum. More specif-
ically, our strategy is to assume these fields to be given
by Eqs. (15) and (16) and define the spectral amplitudes
ap(~k) in terms of ~˜Em(t0,~k) and ~˜Bm(t0,~k) based on a
suitable projection. Such an ad hoc prescription is of
course not unique and various choices are possible. How-
ever, all the prescriptions discussed below should result
in field configurations closely resembling the model fields
at t = t0, if the latter violate the transversality conditions
only mildly.
Having manifestly complex model fields at our dis-
posal, a rather generic prescription is to define the spec-
tral amplitudes motivated by the structure of Eq. (15)
as
ap(~k) := e
ikt0
1
ik
~ep(~k) · ~˜Em(t0,~k) . (21)
Inserting Eq. (21) into Eq. (15), we obtain
~˜E(t,~k) = e−ik(t−t0)
[
~˜Em(t0,~k)− ~ˆk
(
~ˆk · ~˜Em(t0,~k)
)]
, (22)
where we have made use of the fact that the unit vectors
~e1, ~e2 and ~ˆk form a complete orthonormalized basis of
R3.
For the special case of laser pulses polarized in z di-
rection in the focus and beam axes in the xy-plane, one
might want to match the z component of the electric
field, leaving all other components of the fields to be de-
termined self-consistently by Maxwell’s equations in vac-
uum. Taking into account that ~e2 ·~ez = 0, where ~ez is the
unit vector in z direction, Eq. (15) prompts us to define
a1(~k) := e
ikt0
1
ik
1
~ez · ~e1~ez ·
~˜Em(t0,~k) . (23)
For completeness, also note that ~e1|kz=0 ∼ ~ez. The spec-
tral amplitude a2(~k) is not at all constrained by this
condition and can be chosen freely. For convenience, in
the benchmark calculations employing this prescription
in Sec. IV below, we use a2(~k) := 0.
2. Definition via analytic map
An alternative strategy to fix the spectral amplitudes
ap(~k) is to analytically map the desired position-space
laser pulse profile into the spectral domain, manifestly
ensuring the electromagnetic fields constructed along
these lines to exactly solve Maxwell’s equations in vac-
uum. While this strategy is capable of defining spec-
tral amplitudes modeling focused laser pulses of various
shapes, it is naturally limited to specific analytic field
profiles.
This approach has recently been adopted in Ref. [73],
for constructing a pulse model in momentum space,
which reproduces the zeroth order paraxial result in the
limit of weak focusing. Here, all laser photons fulfill
k⊥  k, with k2⊥ = k2 − (~ˆκ · ~k)2. In our conventions,
6the spectral representation modeling a laser pulse featur-
ing a transversal and timelike Gauss shape with beam
axis directed along ~ˆκ reads
~˜Aspecm (t,
~k) =e−ikt
1
ik
~⊥
pi
3
2
2
Θ(~ˆκ · ~k) ~ˆκ ·
~k
k
× E0τw20 e−(
w0
2 )
2k2⊥−( τ4 )2(k−ωL)2 , (24)
where ωL denotes the laser photon energy, w0 is the beam
waist, τ is the pulse duration, and E0 is the electric peak
field amplitude. The corresponding position-space field
is focused at ~x = 0 and reaches its maximum in the focus
at t = 0.
Choosing the vector ~⊥ as constant and perpendicu-
lar to the beam axis, i.e., ~ˆκ · ~⊥ = 0, we generically
have ~k · ~⊥ 6= 0, such that Eq. (24) would no longer
be interpretable as being generated by an ensemble of
real propagating photons. However, defining the spectral
amplitudes associated with the spectral model field (24)
analogously to Eq. (21) as
ap(~k) = ~ep(~k) · ~˜Aspecm (t = 0,~k) , (25)
and upon insertion into Eqs. (14)-(16), we obtain the
explicit spectral expression of this laser pulse model
which does not exhibit the above deficiency: it solves
Maxwell’s equations in vacuum, fulfills the transversality
conditions (17) even for constant ~⊥, and reproduces the
zeroth-order paraxial result in the limit of weak focusing.
E. Real-valued input fields
As discussed in the context of Eq. (19) above, real-
valued electromagnetic fields inevitably mix Fourier
modes with wave vector of opposite sign. In order to
make use of the output of standard simulation tools pro-
viding real-valued fields, e.g., a particle-in-cell (PIC) sim-
ulation, a proper reconstruction of the full spectrum for
any real-valued solution is nevertheless needed. This goal
can be achieved as outlined in Ref. [63]: first, we note
that Eq. (18) can alternatively be represented as
~˜E(t,~k)− ~ˆk × ~˜B(t,~k) = 2 ~˜E(t,~k) . (26)
On the other hand, for real-valued fields it is easy to
see that modes of wave-vector −~k fulfill Eq. (18) with
opposite sign,
~˜E(t,~k)− ~ˆk × ~˜B(t,~k) = ~0 .
In turn, the prescription
~˜E(t,~k)→ ~˜E(t,~k)− ~ˆk × ~˜B(t,~k) (27)
can be employed to disentangle the modes propagating
in opposite directions, and hence to fully reconstruct the
corresponding complex representation.
IV. BENCHMARKS
In this section, we benchmark our numerical code
by evaluating the vacuum emission signals in self-
consistently propagating laser fields, modeled according
to different orders of the paraxial approximation, with
the corresponding direct calculation using the approxi-
mate fields. After considering the effect of signal pho-
ton emission from a single high-intensity laser pulse in
Sec. IVA, we focus on the collision of two laser pulses of
the same parameters in Sec. IVB.
A. Self-emission from a single laser pulse
We start by considering the process of signal photon
emission from a single linearly polarized laser beam. This
effect has no plane wave analogue, as the scalar invari-
ants of the electromagnetic field vanish identically for
plane wave fields, i.e., F = G = 0 [4]. The same is true
for Gaussian beams at zeroth order in the paraxial ap-
proximation [65]. It can however become sizable for laser
beams with large angular apertures [74]. For definiteness,
here we compare only integrated photon numbers and not
differential quantities. Apart from the total number Ntot
of signal photons of arbitrary polarization, we also deter-
mine the number N⊥ of signal photons polarized perpen-
dicular to the driving laser beam in its focus. Because of
its distinct polarization which facilitates a clear signal-
to-background separation, the latter might constitute a
prospective signature for experiments.
More specifically, we compare results for Ntot and N⊥
for different orders of the paraxial approximation for
Gaussian beams supplemented with a finite Gaussian
pulse duration with exact solutions of the wave equation
in vacuum, propagated self-consistently with our numer-
ical code. Our notations are such that if the order of
the paraxial approximation is n, it accounts for contri-
butions up to (including) θn. As detailed in Sec. III, the
exact solutions are constructed such as to mimic the ap-
proximate ones at a given time t0. Here, we choose t0
as the time when the laser pulse reaches its maximum
amplitude in the beam focus; in our comparisons with
the paraxial approximation, the fields of the respective
order of this approximation define the model fields intro-
duced in Sec. III to construct the fields propagated by
our Maxwell solver. This construction is not unique and
different prescriptions are possible.
In this context, we exemplarily adopt three different
choices. Namely, we
(i) define the spectral amplitudes of the fields propa-
gated by the Maxwell solver as in Eq. (21),
(ii) employ the prescription (23),
(iii) use only the real part of the complex paraxial elec-
tromagnetic fields to define the model fields, then
reconstruct the full complex field via the strategy
7outlined in Sec. III E, and finally fix the spectral
amplitudes by Eq. (21).
We emphasize that the results obtained from option (iii)
are expected to differ quite substantially from those of
options (i) and (ii), the reason being that the strategy
devised in Sec. III E to extract the full complex spectrum
from real-valued fields is tailored to electromagnetic fields
fulfilling Maxwell’s equations in vacuum exactly. As vi-
olations of the transversality conditions by approximate
solutions are inevitable, distortions of the spectrum of
the complex fields constructed along these lines can be
expected. As a consequence, fields with a priori distorted
spectrum are propagated by our Maxwell solver and devi-
ations form the results of (i) and (ii) are to be expected.
However, one might hope that these deviations are di-
minishing with increasing order of the paraxial approxi-
mations.
For comparison, we also provide results based on the
specific spectral pulse model [73] discussed in detail in
Sec. IIID 2.
Figure 1 shows the corresponding results for a one
petawatt class laser (wavelength λ = 800 nm, pulse en-
ergy W = 25 J and duration τ = 25 fs) with beam axis in
the xy-plane, which is focused to a beam waist of w0 = λ
and polarized along ~ez in the focus. The pulse energy of
a laser pulse propagating along ~ex and focused at x = 0
is related to its electromagnetic fields as
W =
∫
dt
∫
dy
∫
dz (~ex · ~S)
∣∣
x=0
, (28)
with Poynting vector ~S = ~E × ~B. In our numerical cal-
culations, the peak-field amplitude of the driving laser
pulse is normalized such that the total field energy put
into the system is kept fixed. For the configurations con-
sidered below involving several pulses, we use a similar
normalization, partitioning the energy into the individual
pulses as desired.
We first focus on the results for Ntot. While the phe-
nomenon of self-emission from a single laser beam cannot
be resolved by the zeroth order paraxial approximation, it
clearly sets in from its first order onwards. Differences be-
tween higher-order approximations decrease rapidly, and
a convergence behavior of the result for Ntot can already
be inferred from the first few orders depicted in Fig. 1.
The results obtained with the options (i) and (ii) are es-
sentially indiscernible, and do not vary much with the
order of the paraxial approximation. For instance, at
fifth order in the paraxial approximation, we obtain (i):
Ntot = 2.761 × 10−4 and (ii): Ntot = 2.758 × 10−4; a
direct calculation using the paraxial fields yields a some-
what larger value of Ntot = 2.890 × 10−4. These values
imply a finite relative difference of roughly ' 5% between
the results of (i), (ii) and a direct calculation of the effect
in paraxial fields.
We emphasize that a relative offset of this order is not
surprising, even though the paraxial fields of the respec-
tive order serve as model fields for (i) and (ii). As the
FIG. 1. Benchmark results for the total number Ntot of signal
photons and the number N⊥ of signal photons polarized per-
pendicular to the driving laser beam (λ = 800 nm, W = 25 J
and τ = 25 fs) in the focus w0 = λ. For different orders of
the paraxial approximation, we compare the result of a direct
evaluation using the paraxial electromagnetic fields (labeled
“paraxial”), with the analogous results employing electromag-
netic fields which mimic the paraxial fields in the focus, but
exactly fulfill Maxwell’s equations in vacuum. The latter are
constructed via the prescriptions (i)-(iii) discussed in the main
text. For reference, we also depict the results based on the
spectral pulse model detailed in Sec. IIID 2 (labeled “spec-
tral”). The latter is constructed such that it reproduces the
zeroth order paraxial fields in the limit of weak focusing.
paraxial fields are solving Maxwell’s equations in vacuum
only approximately, even a perfect match at t0 will in-
evitably result in deviations between the results obtained
by a direct evaluation of the vacuum emission signal in
paraxial fields and those based on the electromagnetic
fields propagated self-consistently according to Maxwell’s
equations in vacuum with our numerical code. The rea-
son for this is the different evolution of these field con-
figurations as a function of time: as the determination of
the signal photon numbers involves a Fourier transform,
and thus an integration over all space-time coordinates,
these differences clearly impact the obtained signal pho-
ton numbers. At the same time, the outcomes of two
different, equally legitimate, choices to define the phys-
ical fields associated with a given model field, such as
(i) and (ii), should match each other better and better
8with increasing order of the paraxial approximation for
the model field. Given that convergence is reached, in
the sense that the signal photon numbers extracted from
two successive orders in the paraxial approximation do no
longer change (at the desired accuracy), also this relative
offset saturates. At fifth order of the paraxial approxi-
mation, the results of (i) and (ii) for Ntot agree within
an accuracy of 10−6.
For the same reasons, the signal photon numberNtot =
3.160 × 10−4 based on the spectral pulse model, cf.
Sec. IIID 2, lies somewhat above the plateau formed by
the results of (i) and (ii) in Fig. 1 (top): Even though
it retains the zeroth order paraxial result in the limit of
very weak focusing, the position-space fields associated
with the spectral pulse model [73] detailed in Sec. IIID 2
deviate from all considered model fields at t = t0 (and
thus for all t), and therefore describe a slightly different
laser pulse profile. The relative deviation of this result
from the one of (i) and (ii) at fifth order of the parax-
ial approximation is ' 14%. In this sense, our results
demonstrate that the precise number of signal photons is
very sensitive to the quantitative spatio-temporal struc-
ture of the driving laser fields.
Besides, as indicated by the plateaus approached in
Fig. 1 throughout all orders, the outcomes of (i) and (ii)
are remarkably stable with respect to variations of the
order of the paraxial approximation. The latter observa-
tion suggests that already the zeroth-order paraxial elec-
tromagnetic fields at t0 allow for a good estimate ofNtot if
propagated self-consistently with our Maxwell solver; the
explicit results at this order are (i): Ntot = 2.368× 10−4
and (ii): Ntot = 2.957 × 10−4. This is even more im-
pressive as a direct evaluation of Ntot from the zeroth-
order paraxial fields would be completely off, yielding
Ntot = 0. On the other hand, in accordance with our
expectations the results of option (iii) differ rather sig-
nificantly from those of (i) and (ii). The fact that the
former exhibit a finite offset with respect to the latter
even in the plateau region beyond second order paraxial
approximation in Fig. 1 indicates that initial transver-
sality violations can induce noticeable deviations in the
predicted signal photon numbers. Similar trends can be
inferred for N⊥. However, in this case the deviations for
different orders of the paraxial approximation and dif-
ferent prescriptions (i)-(iii) to construct the driving elec-
tromagnetic fields are far more pronounced. This is not
surprising, as N⊥ is very sensitive to the precise polar-
ization configuration of the driving laser beam. More
specifically, at fifth order paraxial approximation an ex-
plicit calculation based on the paraxial fields results in
N⊥ = 7.893 × 10−8, while our Maxwell solver yields (i):
N⊥ = 9.129× 10−8 and (ii): N⊥ = 8.904× 10−8. Hence,
the relative difference of the results for N⊥ obtained via
the prescriptions (i), (ii) and the explicit paraxial cal-
culation is ' 13%. For comparison, the spectral pulse
model results in N⊥ = 2.722× 10−7 signal photons.
For completeness, Fig. 2 shows the behavior of Ntot
and N⊥ as a function of the F -number, defined as F =
FIG. 2. Integrated signal photon numbers Ntot and N⊥ for
a single linearly polarized Gaussian high-intensity laser pulse
(λ = 800 nm, W = 25 J, τ = 25 fs) focused to a beam waist of
w0 = Fλ. The depicted data points are based on the spectral
pulse model detailed in Sec. IIID 2. The lines connecting the
data points are linear interpolations to guide the eye.
w0/λ. The harder the beam is focused, i.e., the smaller F ,
the larger are the signal photon numbers. This reflects
the fact that the numbers of attainable signal photons
scale with the peak field strength of the driving laser
pulse. Our results plotted in Fig. 2 imply that for the
considered one petawatt class laser the integrated signal
photon numbers per laser shot are smaller than unity for
all considered focusing parameters.
For beams focused to F & 2, the curves for Ntot and
N⊥ are roughly parallel to each other, and thus exhibit a
similar scaling with F ; in this parameter regime we have
N⊥/Ntot ' 10−4. In fact, their decay with F reasonably
matches the scaling behavior Ntot ∼ N⊥ ∼ 1/F 8 inferred
from an analytical analysis of the process of signal photon
emission from a single focused laser beam, modeled by
first order paraxial fields [75].
Towards smaller values of F , the scaling starts to devi-
ate, reaching N⊥/Ntot . 10−3 for F = 0.7. This behav-
ior can be understood by noting that the perpendicular
polarized component is very sensitive to the polarization
of the driving laser pulse in the vicinity of the beam fo-
cus: For comparatively weakly focused beams, the elec-
tromagnetic field vectors of the driving laser pulse are
to a very good approximation perpendicular to its beam
axis in this region, implying that the photons constitut-
ing this beam are essentially all polarized in the same
direction. The latter is given by the direction of the elec-
tric field vector of the driving laser in the focus. This is
different for harder focused beams, where deviations due
to the finite angular spread of the photons constituting
the driving beam become sizable within the strong-field
volume. These deviations generically come along with
finite perpendicular polarization components of the driv-
ing laser fields, enhancing the overlap with the perpen-
dicularly polarized signal photon channel. On the other
hand, this enhancement of N⊥ does not have any direct
9impact on experiments seeking to separate the vacuum
emission signal from the incident beam by polarisation,
as these focusing effects at the same time inevitably intro-
duce a perpendicular polarization component in the driv-
ing laser beam. Correspondingly, perpendicularly polar-
ized photons do no longer provide a distinct signature of
quantum vacuum nonlinearity.
In any case, aiming at the effect of signal photon emis-
sion from a single high-intensity laser beam as a signature
of QED vacuum nonlinearity in experiment, detailed con-
siderations of the kinematics of the signal photons with
regard to the photons constituting the driving lasers are
necessary. In general, conclusions about the experimen-
tal requirements for measuring the effect cannot be drawn
on the level of integrated quantities. We emphasize that
a more detailed analysis is possible with our code, which
provides access to both the angular emission characteris-
tics of the signal photons as well as to their spectral and
polarization properties. However, as already the inte-
grated numbers Ntot and N⊥ are quite small, measuring
signal photon emission from a single high-intensity laser
beam with state-of-the-art technology seems rather diffi-
cult. This motivates us to focus on multi-beam scenarios,
as discussed in the following section.
B. Collision of two laser pulses
In this section, we consider the collision of two high-
intensity laser pulses. Apart from the special case of a
co-propagation geometry, the superposition of two laser
beams generically results in non-vanishing scalar field in-
variants F and G. This is even true for non-focused
plane-wave fields. In turn, the signal-photon emission
amplitude (8) is expected to be significantly enhanced in
comparison to single beam scenarios. Throughout this
section we assume two high-intensity lasers of the one
petawatt class with the same parameters as the single
laser in Sec. IVA, i.e., λ = 800 nm, W = 25 J and
τ = 25 fs, at our disposal. These laser pulses are as-
sumed to collide under optimal conditions, i.e., are fo-
cused to the same focal spot at ~x = ~0, and reach their
peak fields in the focus exactly at the same time. To al-
low for a straightforward comparison with the results of
Sec. IVA, we assume both lasers to be polarized along
~ez in their foci, and their beam axes to be confined to
the xy-plane. This lets us define the integrated numbers
of signal photons of arbitrary polarization Ntot and sig-
nal photons polarized perpendicular to the driving laser
beams N⊥ as in Sec. IVA.
1. Counter-propagation geometry
In a counter-propagation geometry [57, 76], we study
the convergence behavior of the numbers Ntot and N⊥ as
a function of the order of the paraxial approximation. As
in Sec. IVA, we adopt the three different prescriptions
FIG. 3. Benchmark results for the signal photon numbers
Ntot and N⊥ attainable in the head-on collision of two high-
intensity laser pulses of the same parameters (λ = 800 nm,
W = 25 J, τ = 25 fs), focused to w0 = λ and polarized along
~ez in the focus. The pulses are assumed to collide under
optimal conditions, i.e., are focused to the same focal spot
and are synchronized to reach their peak fields in the focus
exactly at the same time. We extract Ntot and N⊥ by di-
rectly evaluating the signal photon amplitude in the paraxial
fields of the respective order (labeled “paraxial”), and based
on driving electromagnetic fields which are exact solutions of
Maxwell’s equations in vacuum. The latter are constructed
via the prescriptions (i)-(iii) detailed in the main text, using
the respective-order paraxial fields as model fields. Here, the
results of (i) and (iii) fall essentially on top of each other and
are indiscernible. For reference, we also depict the results
based on the spectral pulse model detailed in Sec. IIID 2 (la-
beled “spectral”). The latter is constructed such that it re-
produces the zeroth order paraxial fields in the limit of weak
focusing.
(i)-(iii) introduced above to construct the corresponding
electromagnetic fields propagated self-consistently by our
Maxwell solver at each order of the paraxial approxima-
tion.
Figure 3 depicts the corresponding results; in contrast
to Fig. 1, we employ a linear scale here. We infer that
for higher orders in the paraxial approximation all results
based on field configurations propagated self-consistently
with our Maxwell solver utilizing the prescriptions (i)-
(iii) tend to converge to similar values. This is true for
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FIG. 4. Integrated signal photon numbersNtot andN⊥ for the
head-on collision of two laser pulses of the same parameters
(λ = 800 nm, W = 25 J, τ = 25 fs). Both pulses are focused
to w0 = Fλ, are polarized along ~ez in the focus, and are
assumed to collide under optimal conditions. We fit the data
for Ntot (solid black line) and N⊥ (dashed black line) inferring
Ntot ∼ 1/F 4 and N⊥ ∼ 1/F 8. The depicted data points are
based on the spectral pulse model detailed in Sec. IIID 2.
both Ntot and N⊥, and differs from the case of a single
driving beam, where the results of (iii) deviate substan-
tially from those of (i) and (ii); cf. Sec. IVA. More
specifically, a direct calculation in the fifth order parax-
ial fields yields Ntot = 269.8 (N⊥ = 0.1271), while the
corresponding results based on the self-consistent propa-
gation of the driving laser fields with our Maxwell solver
are (i): Ntot = 260.4 (N⊥ = 0.1210), (ii): Ntot = 260.1
(N⊥ = 0.1224) and (iii): Ntot = 260.4 (N⊥ = 0.1210). In
turn, for Ntot the relative difference between the results
of (i)-(iii) and the direct paraxial calculation is ' 4%.
For N⊥ we find a relative difference of ' 8%.
Given the significant deviation of the results of (iii)
from those of (i) and (ii) for the case of a single laser
beam in Sec. IVA, the compatibility of the results of all
prescriptions (i)-(iii) for the colliding beam case might
seem rather surprising. However, this behavior can be
easily understood: While the fields of a single driving
laser pulse fulfill F ∼ G ∼ O(θ2), with θ ' 1piF  1 for
all considered values of F , for colliding beams we gener-
ically have F ∼ G ∼ O(θ0) [68, 69]. This implies that
the signal photon emission amplitude (8) from a single
laser beam is parametrically suppressed by a factor of
θ2 relative to scenarios involving the collision of multi-
ple beams. Correspondingly, the effect of the inevitable
transversality violations deteriorating the reconstruction
of the full complex spectrum from the real parts of the
paraxial model fields via prescription (iii) can be negli-
gible for colliding beams, but sizable for the single beam
case.
In Fig. 4, we study how the results for Ntot and N⊥
scale with the F -number, assuming both pulses to be
focused to w0 = Fλ. From fits to the data points for Ntot
and N⊥ determined at different values of F , we infer the
scalings Ntot ∼ 1/F 4 and N⊥ ∼ 1/F 8, corresponding to
FIG. 5. Signal photon numbers Ntot and N⊥ induced in
the collision of two identical high-intensity laser pulses (λ =
800 nm, W = 25 J, τ = 25 fs). The beam axes are confined to
the xy-plane. Both pulses are focused to w0 = λ, are polar-
ized along ~ez in the focus, and are assumed to collide under
optimal conditions. Here, our main focus is on comparing the
results of a calculation which approximates the driving laser
fields as zeroth order paraxial fields, with analogous results
based on exact solutions of Maxwell’s equations in vacuum.
More specifically, for the exact solutions we exemplarily show
results based on prescription (ii), adopting the zeroth order
paraxial fields as model fields, and based on the spectral pulse
model detailed in Sec. IIID 2, which is also modeled after the
zeroth order paraxial fields. Particularly for N⊥, discrepan-
cies between the results based on approximate and exact so-
lutions of Maxwell’s equations in vacuum are clearly visible.
the solid and dashed black lines in Fig. 4. This behavior
is in perfect agreement with analytical predictions for
the limit of zR  τ , inferred from zeroth-order paraxial
approximation along the lines of Refs. [22, 26]. Here, we
have zR/τ = (piλ/τ)F 2 ' 0.36F 2, such that the above
criterion is clearly met for F & 5.
2. Arbitrary collision angles
In a next step, we consider collisions of the two driv-
ing laser pulses under an arbitrary angle in the xy-plane.
Figure 5 shows the corresponding results for Ntot and
N⊥ plotted as a function of the collision angle ϕcoll. A
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collision angle of 0◦ amounts to co-propagating beams,
and ϕcoll = 180◦ corresponds to the counter-propagation
geometry discussed in the previous section. We present
results obtained by directly adopting the zeroth-order
paraxial approximation for the description of the driv-
ing laser pulses, and modeling the latter by exact solu-
tions of Maxwell’s equations in vacuum, propagated self-
consistently by our numerical code. In addition, we show
the results obtained with the spectral pulse model intro-
duced in Sec. IIID 2, reproducing the zeroth-order parax-
ial approximation in the limit of weak focusing. This
is an important comparison, as previous state-of-the-art
studies aiming at the realistic modeling of the driving
focused laser pulses are exclusively resorting to zeroth-
order paraxial fields.
Even though tiny quantitative differences are clearly
visible in Fig. 5 (top), the results for Ntot obtained by all
three prescriptions are in good qualitative agreement for
all collision angles. As highlighted by the inlay depict-
ing Ntot using a logarithmic vertical scale, an important
principle difference occurs in the regime ϕcoll = 0◦ . . . 45◦:
while the zeroth-order paraxial results approach Ntot = 0
for ϕcoll → 0◦, the spectral data saturate at a finite value
of Ntot = 2.528 × 10−3. Analogously, using the zeroth-
order paraxial fields as model fields in prescription (i), we
find Ntot = 1.894× 10−3 for ϕcoll → 0. Given the sensi-
tivity of the inferred signal photon numbers on the details
of the laser pulse observed in Secs. IVA and IVB1, the
difference of the latter numbers is not surprising.
The clear discrepancy of these numbers from the out-
come of a direct calculation based on zeroth-order parax-
ial fields can be traced back to the effect of signal pho-
ton self-emission. In the limit of ϕcoll = 0◦, the two
co-propagating laser beams combine to form a single
beam of double pulse energy. As discussed in detail in
Sec. IVA, this phenomenon is not accounted for by the
paraxial approximations of zeroth order. As the effect
scales with the cube of the laser energy, we can infer
the spectral result at ϕcoll = 0◦ by rescaling the cor-
responding single-beam value of Ntot = 3.160 × 10−4
from Fig. 1 (top) with a factor of 23, resulting in Ntot =
2.528×10−3. Similarly, rescaling the signal photon num-
ber Ntot = 2.368×10−4 obtained with prescription (i) at
zeroth order paraxial approximation in Fig. 1 (top), we
find Ntot = 1.894 × 10−3 in perfect agreement with the
value quoted above.
Analogous deviations are also encountered for N⊥.
However, as obvious from Fig. 5 (bottom), differences
in the values of N⊥ between a direct evaluation in
zeroth-order paraxial fields and self-consistently propa-
gated fields are particularly evident for larger collision
angles. While the calculation employing the zeroth-order
paraxial approximation for the driving fields predicts a
clearly pronounced maximum for ϕcoll ≈ 130◦, the anal-
ogous calculations based on exact solutions of Maxwell’s
equations in vacuum do not feature this peak at all. In
turn, for this collision angle the zeroth-order paraxial
approximation overestimates the number of perpendic-
ularly polarized photons by a factor of ≈ 7. Our findings
thus revise the recent results of Ref. [59] based on zeroth-
order paraxial pulses. It is important to understand the
origin of this substantial difference: the observable N⊥
is defined with respect to the polarization vector of the
driving laser beams in the focus. A crucial property of
the zeroth-order paraxial approximation is the existence
of a globally constant polarization vector (for linearly
polarized fields), immediately implying that formally all
photons constituting the zeroth-order paraxial beam are
polarized exactly in the same way and do not at all fea-
ture a perpendicularly polarized component. At the same
time, N⊥ is quantitatively suppressed in comparison with
parallelly polarized signal photon contributions by orders
of magnitude. On the other hand, a self-consistently
propagating pulse no longer exhibits a global polariza-
tion vector. In turn, outside the beam focus the driving
laser photons generically have a non-vanishing overlap
with the perpendicular polarization mode. Even though
deviations may be suppressed by powers of small angles,
this nontrivial polarization overlap can lead to substan-
tial corrections of the perpendicularly polarized signal
photon numbers.
This clearly illustrates the fact that quantitative pre-
dictions using the zeroth-order paraxial approximation
for pulse models need to be treated with care for specific
observables, even if the paraxial approximation seems
parametrically justified. As a check, the relevance of
higher-order contributions can be assessed by systemati-
cally increasing the accuracy of the paraxial approxima-
tion, as illustrated in Figs. 1 and 3, or by directly resort-
ing to exact solutions of Maxwell’s equations in vacuum
to describe the driving laser pulses as becomes possible
with our method.
Of course, for the case of laser fields which can be de-
scribed as Gaussian pulses, the paraxial approximation
is very helpful as it provides analytic expressions for the
electromagnetic fields [68–72]. However, we emphasize
that the numerical approach devised here is by no means
limited to these cases and allows us to consider driving
laser fields of arbitrary profiles, thereby facilitating un-
precedented studies of all-optical signatures of quantum
vacuum nonlinearities. Pursuing such studies is our goal
for the future.
V. RESULTS
To highlight the great potential of our new numerical
code, let us consider the collision of two high-intensity
laser pulses in a parameter regime where the paraxial
approximation can no longer be viewed as trustworthy,
and a laser pulse description beyond the paraxial approx-
imation becomes absolutely essential.
To this end, we study the collision of two high-intensity
laser pulses of the same wavelength λ = 800 nm under an
angle of ϕcol = 135◦. Both pulses are focused to w0 = λ
and polarized along ~ez in the focus. Their beam axes lie in
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the xy-plane. Without loss of generality, one laser pulse is
assumed to propagate along the positive x-axis (ϕ = 0◦,
ϑ = 90◦). This pulse has an energy of W0◦ = 50 J and
a duration of τ0◦ = 5 fs. The energy and duration of the
other pulse are W135◦ = 30 J and τ135◦ = 30 fs, respec-
tively. To simplify the somewhat time consuming step
of initializing the driving electromagnetic fields from nu-
merical input data, such as the output of a PIC simula-
tion, here we invoke the spectral pulse model (24) with
~⊥ = ~ez and define the spectral amplitudes of the input
laser pulses via Eq. (25); cf. Sec. IIID 2 for the details.
Note, that within a time interval of 5 fs light travels a
distance of about 1.5 µm, such that for the above param-
eters we have τ0◦ ≈ 1.9λ. Hence, the pulse duration τ0◦
of the laser pulse propagating along the positive x-axis
is of the same order as its wavelength λ. This represents
a parameter regime where the conventional paraxial ap-
proximation – which is actually a beam approximation,
and does not at all account for a finite pulse duration
– can no longer be considered as trustworthy. A laser
pulse description beyond the paraxial approximation is
absolutely essential for the precise quantitative study of
this collision scenario.
Figure 6 (top) depicts the differential number dNdϕ dcosϑ
of driving laser photons N for this scenario for the full
solid angle. Analogously, Fig. 6 (bottom) shows the dif-
ferential number dNtotdϕ dcosϑ of signal photons of arbitrary
polarization Ntot. As to be expected, the signal pho-
tons are predominantly emitted in the forward directions
of the driving laser beams. The signal photons emit-
ted in directions (ϕ ≈ 0◦, ϑ ≈ 90◦) and (ϕ ≈ 135◦, ϑ ≈
90◦) can be interpreted as originating from the driv-
ing laser with beam axis along (ϕ = 0◦, ϑ = 90◦) and
(ϕ = 135◦, ϑ = 90◦), respectively. They experience mu-
tual quasi-elastic scattering. Accordingly, we label them
as Ntot,0◦ and Ntot,135◦ . Inversely to the driving laser
pulses, for which N0◦ > N135◦ , the signal photon num-
bers fulfill Ntot,0◦ < Ntot,135◦ . The reason for this behav-
ior is the scaling of the effect with the photon numbers
of the two laser pulses [59]: Ntot,0◦ ∼ N0◦(N135◦)2 and
Ntot,135◦ ∼ N135◦(N0◦)2. Besides, Fig. 6 clearly illus-
trates that the angular divergences of the two distinct
signal photon emission peaks are larger than the diver-
gences of the driving laser pulses. This behavior is to be
expected from analytical considerations of the collision
of two focused laser pulses [26].
Figure 7 shows the energy spectra of the laser (top) and
signal (bottom) photons as a function of the longitude ϕ;
to this end the latitude ϑ has been integrated out. More
specifically, we depict the differential numbers d
2N
dωdϕ (top)
and d
2Ntot
dωdϕ (bottom), where we have made use of the fact
that the modulus of the signal-photon wave vector equals
the signal photon energy, i.e., ω = k. Apart from the
clear differences in the absolute numbers of driving laser
photons and induced signal photons, these spectra unveil
additional distinct features. The spectra of the driving
laser pulses in Fig. 7 (top) are symmetric with respect
FIG. 6. Differential numbers dN
dϕ dcosϑ
and dNtot
dϕ dcosϑ
of laser
photons N (top) and signal photons Ntot (bottom) plotted
for the full solid angle; longitude ϕ, latitude ϑ. We consider
the collision of two high-intensity laser pulses of the same
wavelength (λ = 800 nm) with beam axes in the xy-plane un-
der ϕcoll = 135◦; the directions of the beam axes are marked
by black crosses in the top figure. Both pulses are focused
to w0 = λ and polarized along ~ez in the focus. The pulse
propagating along the positive x-axis (ϕ = 0◦,ϑ = 90◦) has
an energy of W0◦ = 50 J and a duration of τ0◦ = 5 fs. The
energy and duration of the other pulse are W135◦ = 30 J and
τ135◦ = 30 fs, respectively. As to be expected, the signal pho-
tons are predominantly emitted in the forward directions of
the driving laser beams. Note that the main emission direc-
tions marked by black crosses in the bottom figure do not
coincide with the beam axes of the driving laser beams, but
are slightly shifted outside the xy-plane. Besides, as high-
lighted by the white contour lines, the signal-photon peaks
do not exhibit a rotational symmetry about the respective
main emission direction and exhibit a wider angular distribu-
tion than the incident beam.
to their beam axes, are peaked at the laser frequency
ω, and reach their maxima in strict forward direction,
i.e., at ϑ = 0◦ and ϑ = 135◦, respectively. For the sig-
nal photons, this symmetry is broken and both emission
channels exhibit obvious asymmetries. The peak values
in Fig. 7 (bottom) are shifted by a few degrees from the
forward directions of the driving beams, such that the
angle between these peaks is somewhat larger than the
collision angle of the driving beams ϕcoll = 135◦ in Fig. 7
(top). This behavior is also visible in Fig. 6. In particular
for the signal photons originating from the shorter laser
pulse propagating along ϕ = 0◦, the peak value is shifted
to higher energies ω > ωL. On the other hand, especially
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FIG. 7. Differential numbers d
2N
dωdϕ
and d
2Ntot
dωdϕ
of laser photons
N (top) and signal photons Ntot (bottom). We consider the
collision of two laser pulses with beam axes in the xy-plane
under an angle of ϕcoll = 135◦. The two pulses of different
energy (W0◦ = 50 J, W135◦ = 30 J) and duration (τ0◦ = 5 fs,
τ135◦ = 30 fs) have the same wavelength and beam waist (λ =
w0 = 800 nm) and are polarized along ~ez in the focus. Here,
the radial coordinate measures the signal photon energy ω in
units of the laser frequency ωL. Note, that the two maxima
(black crosses) in d
2Ntot
dωdϕ
are notably shifted from the dashed
circle marking the condition ω = ωL and that the angular
distribution is also significantly wider.
the signal photons emitted about ϕ = 135◦ are shifted to
higher energies ω & ωL for ϕ < 135◦, and lower energies
ω . ωL for ϕ > 135◦. The combined effect on the signal
photon spectrum after integration over ϕ can be inferred
from Fig. 8 depicting results for the spectral distribu-
tions dNdω and
dNtot
dω . While the photons of the driving
FIG. 8. Comparison of the spectral distributions of laser pho-
tons N (lines) and signal photons Ntot (symbols) for the colli-
sion of two laser pulses with beam axes in the xy-plane under
an angle of ϕcoll = 135◦, highlighting the different decay be-
haviors of the laser and signal photon spectra, and the emer-
gence of an asymmetry in the signal photon spectrum. The
two pulses of different energy (W0◦ = 50 J, W135◦ = 30 J) and
duration (τ0◦ = 5 fs, τ135◦ = 30 fs) have the same wavelength
and beam waist (λ = w0 = 800 nm) and are polarized along ~ez
in the focus. Here, we distinguish between components prop-
agating in directions about ϕ = 0◦ and ϕ = 135◦. The signal
photons emitted at an angle of ϕ ' 0◦ (135◦) can be consid-
ered as originating from the driving laser pulse propagating in
ϕ = 0◦ (135◦) direction, and being scattered quasi-elastically
off the other laser pulse. To allow for a straightforward com-
parison of their decay properties, the curves have been nor-
malized such that the areas below them agree.
pulses are symmetrically distributed about ω = ωL, the
signal photons show a clear spectral distortion with re-
spect to this symmetry axis. As both the laser photons
and the associated signal photons are highly directional
(cf. Figs. 6 and 7), allowing for their clear spatial sepa-
ration, we distinguish between components propagating
in directions about ϕ = 0◦ and ϕ = 135◦. All the curves
depicted in Fig. 8 have been normalized such that upon
integration over ω the same number is obtained.
The spectral distributions of the driving laser photons
N0◦ and N135◦ are peaked at the laser photon energy
ω = ωL, and are – to a good accuracy – symmetric with
respect to ωL; rather small shifts arise from consider-
ing the differential with respect to the frequency. By
contrast, the maxima of the spectral distributions of the
signal photons Ntot,0◦ and Ntot,135◦ are prominently dis-
placed from the laser photon energy: The former (latter)
is shifted to a somewhat higher (lower) energy, indicating
a spectral asymmetry.
In a next step, we analyze the widths and decay be-
haviors of the various depicted curves in Fig. 8. While
the curve associated with Ntot,0◦ essentially parallels the
one for N0◦ in its width and decay behavior, the curve
for Ntot,135◦ is much wider and decays much slower than
the one for N135◦ . To understand this behavior, recall
that the signal photons Ntot,0◦ (Ntot,135◦) can be inter-
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preted as originating from the driving laser pulse prop-
agating in ϕ = 0◦ (135◦) direction, and being scattered
quasi-elastically at the other laser pulse; cf. above. Ob-
viously, the interaction time of the laser pulses is de-
termined by their temporal overlap which critically de-
pends on the shorter pulse duration. In turn, the signal
photon channels can be characterized by pulse durations
τ ∼ τ0◦ < τ135◦ . A shorter pulse duration translates to a
larger peak width in the energy spectrum and vice versa.
This clearly explains why the spectral distributions for
Ntot,135◦ , Ntot,0◦ and N0◦ are wider than that for N135◦ .
As an interesting feature, the signal photon spectra ex-
hibit kinematical and spectral asymmetries in compari-
son with the spectrally symmetric driving pulses. These
effects can be explained by the manifestly asymmetric
collision scenario, involving different pulse shapes, and
by the fact that the signal photons emitted in a given
direction are effectively induced by the scattering pro-
cess off a moving intensity profile: the signal photons are
predominantly induced at times and positions where the
intensity of the other field acting as scatterer are max-
imal. From the perspective of the photons of a given
laser pulse traversing the other one, these intensity max-
ima are reached at different times at the front and rear
side of the scatterer, thereby naturally sourcing a spectral
asymmetry.
The different spectral widths and decays of the signal
photons Ntot,135◦ and the laser photons N135◦ might po-
tentially be employed to distinguish the signal photons
from the photons constituting the driving laser pulses.
We plan to investigate the potential of this idea in a ded-
icated follow up study.
Finally, note that this effect can be considered as the
time domain analogue of the effect of signal photon scat-
tering out of the forward cone of a weakly focused probe
laser pulse in the collision with a more tightly focused
pump pulse in the spatial domain. It has recently been
argued that the latter phenomenon may constitute an im-
portant means to enhance the signal-to-background sep-
aration in all-optical vacuum birefringence experiments
[20, 22, 26].
VI. CONCLUSIONS AND OUTLOOK
In this article, we have significantly advanced beyond
previous theoretical studies of all-optical quantum vac-
uum nonlinearities at the high-intensity frontier. The
new numerical tool devised here is tailored to study
all-optical signatures of QED vacuum nonlinearities in
generic laser fields. As no simplifying approximations
of the beam profiles and pulse shapes of the driving
laser fields are needed, it allows us to overcome previ-
ous simplifying assumptions on the beam profiles and
pulse shapes, and to obtain quantitative predictions in
realistic field configurations available in experiment. To
achieve this goal, we have combined the vacuum emission
picture with an efficient numerical Maxwell solver, which
self-consistently propagates the driving laser fields from
any given initial field configuration, manifestly ensuring
the latter to fulfill Maxwell’s equations in vacuum at all
space-time coordinates.
In turn, our approach resolves the obvious mismatch
of analytical approaches studying signatures of quantum
vacuum nonlinearities in electromagnetic fields which
solve the wave equation only approximately, such as,
e.g., plane-wave based models, crossed-field models with
pulse-shape envelopes or pulsed paraxial beams. This
is of particular importance as the deviations of results
derived from approximate vs. exact solutions of the
wave-equation are typically hard to assess quantitatively.
They, however, amount to a critical unknown, limiting
the achievable accuracy of predictions for experiments
based on approximations of the driving laser fields. In the
present article, we have carefully assessed their impor-
tance in various benchmark scenarios, and demonstrated
that depending on the specific scenario under consider-
ation, such deviations can be sizable. For definiteness
and a more straightforward comparison of the obtained
results, throughout all benchmark scenarios we have fo-
cused on integrated photon numbers.
Moreover, to illustrate the substantial potential of our
code for the quantitative study of optical signatures of
QED vacuum nonlinearity, we have investigated a sce-
nario where a moderately long tightly focused high-
intensity laser pulse is brought into collision with a sub-
stantially stronger few-cycle pulse. As the pulse duration
is of the order of the wavelength, conventional approxi-
mations are no longer applicable in this case. Here, we
put special attention on the spectra of the driving laser
photons and the attainable signal photons. We note that
the spectral and angular distribution of the emitted pho-
tons deviates from that of the input beams, e.g., giving
rise to kinematical and spectral asymmetries. This high-
lights the need for a full description of the laser field for
precision experiments.
Given the high flexibility and efficiency of our numer-
ical code to self-consistently propagate initial data char-
acterizing any possible driving laser field configuration
conceivable in experiment, we are confident that it consti-
tutes an important tool for the accurate theoretical study
of all-optical signatures of QED vacuum nonlinearities in
generic high-intensity laser pulse collisions. In particu-
lar, it facilitates precise quantitative first-principles pre-
dictions for dedicated all-optical discovery experiments
of quantum vacuum nonlinearities at the various high-
intensity laser facilities coming online just now, such
as CILEX [77], CoReLS [78], ELI [79] and SG-II [80].
Besides, aiming at exploring more visionary parameter
regimes, such as ultrastrong high-intensity laser pulses
reaching field strengths of the order of the Schwinger
critical field, our approach can be readily extended to
account for higher order self-couplings of the external
electromagnetic fields [2], higher orders in the derivative
expansion [81, 82], and higher loop orders [83, 84] of the
Heisenberg-Euler effective Lagrangian.
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FIG. 9. Log-log plot showing convergence of the total number
of signal photons Ntot as a function of the number of time
steps Nt for various grid sizes ~N~x (specified by (Nxy, Nz)).
The two pulses (pulse energy W = 25 J, duration τ = 25 fs,
wavelength λ = 800 nm) focused to w0 = λ and polarized
along ~ez collide under an angle of ϕ2 = 135◦. The results
are presented in terms of the mean relative error MRE with
respect to the numerical result determined with the highest
resolution (Ntot = 78.36).
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Appendix A: Convergence test
In addition to the benchmark tests described in the
main text, we now detail the convergence behavior of our
numerical method. The code of the Maxwell solver itself
has been verified by quantitative comparison of raw data
as also produced by alternative solvers [63]. The present
vacuum emission solver has also been benchmarked with
the code developed in [59] in the overlapping regime of
validity. For a convergence test of the new code in a
regime which has remained unexplored so far, we use the
total number of signal photons Ntot attainable in the col-
lision of two high-intensity laser pulses as an observable
example. In absence of a quantitative reference result in
this regime, we perform a self-consistency test of the data
under variations of the numerical control parameters.
Within our Maxwell solver we can tune 8 different,
purely numerical parameters. Four of these are Nt spec-
ifying the number of time steps involved in a computa-
tion and ~N~x determining the number of grid points per
direction. In addition, we have the four length param-
eters determining the spacetime volume of the sampling
region, Lt ×Lx ×Ly ×Lz. The choice of the latter is es-
sentially dictated by the spacetime volume of the interac-
tion region of the pulse foci. A choice of O(1 . . . 10) times
the typical length or time scales (pulse width, Rayleigh
range, pulse duration) guarantees in our case that the
error is exponentially small in this length ratio. Hence,
we focus here on the total number of grid points and
study the dependence of the observable on these control
parameters.
As in the main part of this work, we focus on the colli-
sion of two identical laser pulses (pulse energy W = 25 J,
duration τ = 25 fs and wavelength λ = 800 nm) un-
der an angle of ϕ = 135◦ in the xy-plane, focused to
w0 = λ and polarized along ~ez in the focus. These laser
pulses are assumed to collide under optimal conditions,
i.e., are focused to the same focal spot at ~x = ~0, and
reach their peak fields in the focus exactly at the same
time t0 = 0. We begin our calculations at ti = −50 fs,
before the two pulses collide, and terminate at tf = 50 fs,
when there is no significant beam overlap any more
(Lt = 100 fs). For the spatial sampling region, we choose
Lxy ≡ Lx = Ly = 50 µm and Lz = 30 µm; thus the field
strengths at the boundaries reach maximally ∼ 7% of the
peak field strengths, i.e., ∼ 0.5% of the peak intensity.
Further out, the amplitudes fall off exponentially reduc-
ing the error correspondingly. A full calculation using
a lattice of size Nt = 2400, Nxy = 768 and Nz = 256
to discretize a box of size Lt = 37.2λ, Lxy = 62.5λ and
Lz = 37.2w0 yields Ntot = 78.36 signal photons. In the
direction perpendicular to the collision plane, i.e., the z
direction in our case, the width w0 is the relevant scale
rather than the wave length λ. In the present case, how-
ever, we have w0 = λ. We use this result for Ntot as a
reference value for the following discussion.
In Fig. 9, the mean relative error for the total signal
photon number MRE(Ntot) compared with the reference
value is displayed for various coarser grid resolutions. As
expected, a large number of grid points in the spatial co-
ordinates ~x cannot compensate a poor resolution in time
t and vice versa. However, there seems to be a significant
increase in accuracy as soon as Nt and Nxy reach ∼ 300.
This behavior is directly connected to the fact, that we
have to properly resolve the substructure of the pulses.
As the vacuum emission amplitude scales cubically with
the field strength, every frequency component υ present
in the input fields can translate to frequency components
3υ present in the integrand of the zero-to-single photon
transition amplitude (2). In order to properly resolve
these frequency components in the spatial Fourier trans-
form as well as in the temporal integration, six grid points
per shortest length scale along the x, y or z axis as well as
per shortest time scale occurring in the input fields are
required as an absolute minimum.
The box size in x and y directions is kept fixed at
Lxy = 62.5λ in accordance with the reference calculation.
At 6 points per cycle, a total of Nxy = 375 grid points
is needed for a proper resolution of the integrand. The
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same argument holds also for the time component: the
length of the time interval is Lt = 37.2λ; hence, having
a total of Nt = 224 grid points in time is a prerequisite
for resolving the relevant frequency scale. As a result,
the minimal configuration in Fig. 9 which fulfills the
requirements, Nxy = 384 and Nt = 300, yields a mean
relative error of 2.3× 10−7%.
Analogous analyses have been performed for all con-
figurations considered in this work, yielding similar out-
comes in terms of precision and accuracy. In order to
obtain reliable results with an error well below the per
mille level, such considerations serve to adjust the nu-
merical control parameters governing the size and the
number of sampling points of the discretized spacetime
volume.
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