Sampling the parameters of high-dimensional Continuous Time Markov Chains (CTMC) is a challenging problem with important applications in many fields of applied statistics. In this work a recently proposed type of non-reversible rejection-free Markov Chain Monte Carlo (MCMC) sampler, the Bouncy Particle Sampler (BPS), is brought to bear to this problem. BPS has demonstrated its favourable computational efficiency compared with state-of-the-art MCMC algorithms, however to date applications to real-data scenario were scarce. An important aspect of practical implementation of BPS is the simulation of event times. Default implementations use conservative thinning bounds. Such bounds can slow down the algorithm and limit the computational performance. Our paper develops an algorithm with exact analytical solution to the random event times in the context of CTMCs. Our local version of BPS algorithm takes advantage of the sparse structure in the target factor graph and we also provide a framework for assessing the computational complexity of local BPS algorithms.
Introduction
CTMCs have widespread applications ranging from multi-state disease progression to phylogenetics (Yin and Zhang, 2012) . However, the estimation of parameters in CTMCs is a challenging problem when incomplete data observations are only available at a finite number of time points. This is the case in a wide range of applications, for analyzing censored survival data (Kay, 1977) , for describing panel data under Markov assumptions (Kalbfleisch and Lawless, 1985) , for characterizing multi-state disease progression (Jackson et al., 2003) , and for inferring evolutionary processes (Jukes and Cantor, 1969; Zhao et al., 2016 ) using biological sequences.
An (homogeneous) CTMC is a continuous-time stochastic process taking values on a finite or countable set. The parameters involved in a CTMC are used to characterize the transitions between states and the distributions of the intervals between two consecutive transitions. The parameters are organized into a rate matrix. If the sample paths have been completely observed continuously over a finite time interval, statistical inference is straightforward. However, a more typical situation is that only partial observations of the states on a finite number of time points are available. For high dimensional rate matrices, efficient posterior inference is challenging. In particular, despite several algorithmic advances (Moler and Van Loan, 2003) , matrix exponentiation, which is required to compute the marginal distributions of CTMCs, is still computational expensive.
In the following, we will make use of a flexible framework to parameterize rate matrices (Zhao et al., 2016) , which subsumes much of the earlier parameterizations (Kimura, 1980; Hasegawa et al., 1985) . This previous work used off-the-shelf Adaptive Hamiltonian Monte Carlo (AHMC) methods and did not exploit the sparsity often found in the parameterization of high-dimensional rate matrices.
In order to exploit sparsity, we make use of recently developed Monte Carlo schemes based on non-reversible PDMPs. In particular, we build our samplers based on the nonreversible rejection-free dynamics proposed in Peters et al. (2012) in the physics literature and later developed for statistical applications in Bouchard-Côté et al. (2018) . It has been shown by Neal (2004) ; Sun et al. (2010) ; Chen and Hwang (2013) ; Bierkens (2016) that non-reversible MCMC algorithm can outperform reversible MCMC in terms of mixing rate and asymptotic performance. Related sampling schemes have been developed including continuous-time Monte Carlo algorithms and continuous-time Sequential Monte Carlo algorithms (Fearnhead et al., 2016; ), but we focus on proof-of-concept applications of the BPS algorithm in this work.
In the BPS algorithm, the posterior samples of a variable of interest are continuously indexed by the position of a particle that moves along piecewise linear trajectories. When encountering a high energy barrier (low posterior density value), the particle is never rejected but instead the direction of its path is changed after a Newtonian collision. A key algorithmic requirement is to efficiently determine the bouncing time of the particle. Most existing work (Fearnhead et al., 2016; Vanetti et al., 2017; use conservative bounds from thinning algorithm of an inhomogeneous Poisson Process (PP) to sample the collision time. Conservative bounds can lead to computational inefficiency of the algorithm. Bouchard-Côté et al. (2018) has obtained analytical solutions to the collision times under certain simple scenarios such as Gaussian distribution. Our paper provides an exact analytical solution for the important special case of CTMC posterior inference.
Moreover, if the target posterior distribution is composed of a product of factors, where each factor only depends on a small subset of the variables of sampling interest, BPS can be further sped up using a "local," sparse version of the algorithm. Whereas BouchardCôté et al. (2018) only provided real-data benchmarks for global BPS, we provide real data benchmarks for the local BPS algorithm.
To summarize, we make the following contributions:
• A novel sampler combining HMC and LBPS to efficiently sample from CTMCs while maintaining the techniques of auxiliary variables used in Zhao et al. (2016) under the Bayesian GLM parameterization of rate matrices for CTMCs.
• A characterization of a class of sparse factor graphs when LBPS is efficient.
• A running time analysis for one iteration of LBPS for both general factor graphs and factor graphs with sparse structure, and a running time analysis for the special case of our proposed algorithm LBPS-HMC in one iteration under a Bayesian GLM model with sparsity structure in the factor graph.
• A proof-of-concept application on protein evolution to demonstrate on real data the computational efficiency of LBPS compared with classical state-of-the-art HMC algorithms.
• Analytical solutions to the bouncing time for each factor of the factorized posterior density of CTMCs to boost the computational efficiency. In comparison, previous work use thinning algorithms to either obtain analytical conservative bounds (BouchardCôté et al., 2018) or construct approximate bounds via predictive models using local regression .
The remaining of the paper is organized as follows. In Section 2, we introduce the notation and basics of CTMCs, review the Bayesian GLM rate matrix parameterization, provide the background of BPS and LBPS, and the target posterior density of the problem. In Section 3, based on Bayesian GLM rate matrix parameterization, we propose the Bayesian GLM chain General Time Reversible model (GTR), which characterizes the exchangeable rate between a pair of states based on the current pair and also its nearest neighbour pair defined according to physiochemical property similarities. This is also the model we use throughout our paper. In Section 4, we propose the notion of strong sparsity for a family of factor graphs, where LBPS can be efficient by taking advantage of the sparsity structure we defined. We also provide a running time analysis for one iteration of LBPS for general factor graphs and factor graphs with sparse structure according to our definition. In Section 5, the sampling scheme combining HMC and LBPS is proposed for CTMCs under our Bayesian GLM chain GTR model. For notation simplicity, we denote the combined sampling scheme as LBPS-HMC throughout this paper. We have also provided the running time analysis for one iteration of LBPS-HMC under a Bayesian GLM chain GTR model. Later, we compare our novel sampler to state-of-the-art methods using only HMC kernel via numerical experiments in Section 6. We use synthetic datasets to demonstrate the better scalability of our novel algorithm as the dimension of the parameters increases. We then provide a proof-of-concept real data application on protein evolution in Section 7. Finally, we discuss the advantages and potential extensions of our work in Section 8.
Problem setup and notations

CTMCs notation
We first introduce some notation for CTMCs. More background on CTMCs can be found in Norris (1998); Guttorp and Minin (2018) . We use the same notation as Zhao et al. (2016) . An (homogeneous) CTMC is a continuous-time stochastic process {X(t) : t 0} taking values on a finite or countable set X . Throughout the paper, we assume X is finite and X = {1, 2, . . . , |X |}. Denote {X n , n 0} as the sequence of states visited in the continuous time path {X(t)}, and let A n be the corresponding times when the state changes. A rate matrix Q indexed by X is used to describe the instantaneous transition rate for each pair of distinctive states in X . For example, q x,x represents the instantaneous rate between x and x , where x ∈ X , x ∈ X , x = x . The diagonal elements of Q are negative and enforce the constraint that each row sums to zero. The absolute values of the diagonal elements represent the rate parameter of an exponential distribution, used to characterize the waiting time spent on each state. We denote the initial state distribution as p ini (·). Given the rate matrix Q, the transition probability matrix is P Q (∆) = exp(∆Q) = ∞ j=0 (∆Q j )/j!, for ∀∆ 0. We use π = (π 1 , π 2 , . . . , π |X | ) to represent the stationary distribution. For a stationary chain, π i represents the proportion of time that the chain stays at state i in equilibrium. We denote z(x) := (n(x), h(x), c(x)) as the sufficient statistics of N fully observed CTMC paths (example shown in Figure 1 ), where n x represents the number of paths started at state x, c x,x denotes the number of jumps from state x to x and h x indicates the total time spent in state x. The density of N fully observed paths given Q over time interval length ∆ is
Usually, these paths are only partially observed at finite number of points τ 0 , τ 1 , . . . , τ n with states y 0 , y 1 , . . . and y n . We use Y to represent the observed path. Assuming there is no error in the observation of the states, the density over this single path is
is the length of the time interval between two consecutive observations.
The question of interest is often to estimate the rate matrix given partially observed paths. Pointwise evaluation of Equation 2 can be done in O(|X | 3 ) using diagonalization method to evaluate the matrix exponential. We reduce the computational cost by introducing the substitution mapping auxiliary variables (instantiated via uniformization algorithms) as described in Zhao et al. (2016) . With the augmented sufficient statistics, the density of the paths is given by Equation 1.
Bayesian GLM parameterization
We describe here a sparse rate matrix parameterization built in the framework of Zhao et al. (2016) . This is useful since we propose Bayesian GLM chain GTR model in Section 3 on the basis of Bayesian GLM reversible rate matrix parameterization (Zhao et al., 2016) . We first review briefly the Bayesian GLM unnormalized reversible rate matrix parameterization:
The parameters of interest are w, where w = w u w b . We introduce the set of unordered distinct pairs of states as X unordered,dist. := {{x, x } ∈ X 2 : x = x }. In Equation 3, we introduce bivariate feature functions φ : X unordered,dist. → R p 2 . In Equation 4, we introduce univariate feature functions ψ : X → R p 1 . We have p 1 + p 2 = p and w ∈ R p . The weights corresponding to the univariate features ψ are denoted as univariate weights w u and the weights related to the bivariate features φ are denoted as bivariate weights w b .
The connection between Bayesian GLM model and GTR model is discussed in details by Zhao et al. (2016) . Zhao et al. (2016) have proved that the Bayesian GLM model can be used to represent any rate matrices under GTR parameterization equivalently. Here, we review this construction since the notation will be needed to introduce our new sparse model in Section 3.
Recall that in a GTR model, Q is parameterized by the stationary distribution π = (π 1 , π 2 , . . . , π |X | ) and exchangeable parameters θ x,x , where q x,x = θ {x,x } π x . Under the reversibility assumption, we have θ {x,x } = θ {x ,x} . In total, there are p 2 = |X |(|X | − 1)/2 exchangeable parameters θ {x,x } under reversibility. We define a map η: X unordered,dist. → {1, 2, . . . , |X |(|X |−1)/2} such that the ith element of bivariate features φ gtr : X unordered,dist. → R p 2 is defined as:
where the ith feature φ gtr i ({x, x }) is equal to one if and only if the pair of unordered states {x, x } is mapped to ith exchangeable parameter via η({x, x }). To ensure the reversibility of the rate matrix, we require that η({x, x }) = η({x , x}). Under the definition of φ gtr , any rate matrices can be represented under Bayesian GLM rate matrix parameterization with feature function φ gtr .
Bayesian inference
Under the Bayesian GLM rate matrix parameterization defined in Equation 3-6, the parameters of interest are w. We place a prior on w with density denoted by g w (w). Following Zhao et al. (2016) , we use a Normal distribution with mean zero and precision κ for g w (w). We assume the observations are partially observed states y 1 , y 2 , . . . , y k at a finite number of time points τ 0 , τ 1 , . . . , τ k on each sample path. The density over one single path is given in Equation 2. Under the Bayesian GLM parameterization, we denote the density by g x|w (X |Q(w)). Following Equation 2, we obtain:
Thus, the target posterior density is given by
where U (w) represents the negative log of the unnormalized posterior density function. In Equation 9, the second term involves the computation of matrix exponential. Zhao et al. (2016) have shown that classical MCMC algorithms are inefficient to sample from Bayesian GLM models for CTMCs. However, state-of-the-art methods such as HMC require the gradient of the target posterior density. A single gradient evaluation of Equation 8 will take a running time of Θ(|χ| 5 ) (Zhao et al., 2016) . To circumvent the computational difficulties, we follow the substitution mapping techniques introduced in Zhao et al. (2016) to augment the sufficient statistics of the partially observed sample path of CTMCs given the two end-point states at two consecutive observation time points and ensure that the sampling algorithm still converges to the desired equilibrium distribution. Given the partially observed states of the starting and ending states of a CTMC path over time interval ∆, we can simulate a full path conditional on the end-points and time interval ∆ according to Equation 1 using cached uniformization techniques described in Zhao et al. (2016) . Following Equation 1, the negative unnormalized posterior log-density for N full paths of CTMCs given w with augmented sufficient statistics is
Background on BPS and LBPS
Basics of BPS
The BPS belongs to the type of emerging continuous-time non-reversible MCMC sampling algorithms constructed from PDMPs (Davis, 1984) . It was first proposed by Peters et al. (2012) , formalized, developed, and generalized by Bouchard-Côté et al. (2018) ; Vanetti et al. (2017) . We use three key components to describe PDMPs:
The deterministic dynamics: a system of differential equations that characterize the process' deterministic behaviour between jumps.
The event rate: a function that determines the intensity of jumps at each state.
The transition distribution: a probability measure that determines the next state of the process according to certain transition kernel.
BPS is a special case of PDMPs with certain choices of the three aforementioned components. We denote the state of PDMPs by Y = (W , V ), which encodes the position and velocity of the particle. Let ζ(w, v) = ζ(v)ζ(w), where ζ(v) represents the standard multivariate Gaussian distribution and ζ(w) represents target posterior distribution of interest. The BPS keeps ζ(w, v) invariant. We denote U (w) as the associated energy function, which is the negative log of the unnormalized target posterior density function and is assumed continuously differentiable. In BPS, the specific choices for the three components are:
The deterministic dynamics:
The event rate: the intensity λ(w, v) = max{0, ∇U (w), v } of an inhomogeneous PP according to which the jumps take place.
The transition distribution: a Dirac centered at (w, T w (v)), where
To ensure the ergodicity of the Markov chains, refreshment events also happen at random times while the velocity are refreshed according to certain distributions such as a standard Normal distribution. In summary, we present the BPS algorithm in Algorithm 1.
Basics of LBPS
If the target posterior density ζ(w) can be represented as a product of positive factors in Equation 11,
Algorithm 1 BPS algorithm 1: Initialization: Initialize the particle position and velocity 
4:
Set τ i ← min(τ bounce , τ ref ).
5:
Update the position of the particle via
:
If τ i = τ bounce , obtain the next velocity v (i) by applying the transition function T w (i) v (i−1) .
8:
where F is the set of index for all factors in the target density and N f represents the subset of variables connected to factor f , then a "local" version of BPS referred to as LBPS can be computationally efficient by taking advantage of the structural properties of the target density, especially if the target density has strong sparsity property described in definition 2. When LBPS is used, computationally cheaper refreshment scheme such as "local refreshment" (Bouchard-Côté et al., 2018) is often used by exploiting the structure for the factor graph. In the local refreshment scheme, one factor γ f is chosen uniformly at random first and only the components of v with indices corresponding to variables N f are resampled. The candidate collision time is recomputed only for the extended neighbour factors γ f of γ f , where
Now we present a brief description of LBPS algorithm and we will see how sparsity plays an important role in improving the computational efficiency. Detailed description about an efficient implementation of LBPS via the priority queue can be found in Bouchard-Côté et al. (2018) . If the target unnormalized posterior density can be factorized according to Equation 11 , its associated energy function is
where
We define the local intensity λ f (w, v) and local transition function T f w (v) for factor γ f as:
It is worth noting that for variables that are not the neighbour variables for factor γ f , T f w (v) k = v k . In LBPS, the next collision time is the first arrival time of a PP with intensity λ(w, v) = f ∈F λ f (w, v). We can sample the first arrival time via the superposition algorithm for a PP. We sample τ f for each factor γ f from a PP with intensity λ f (w, v) = max{0, ∇U f (w), v }. The first arrival time for PP with intensity λ(w, v) is
Once a bounce event takes place, LBPS only needs to manipulate a subset of the variables and factors. To be specific, if we denote f * as the factor index such that τ f * = min f ∈F τ f , we use γ f * to denote the collision factor. Following the priority queue implementation described in Bouchard-Côté et al. (2018) , LBPS will update the position of neighbour variables for the collision factor γ f * and then apply the corresponding local transition function T f * w (v) to update the velocity. Next, the algorithm will sample the candidate bounce time of the next event for all the extended neighbour factors γ f for factor γ f * such that N f ∩ N f * = ∅. If strong sparsity is satisfied for a family of factor graphs, then the number of neighbour variables for the collision factor grows much slower than the dimension of the parameter space and is negligible compared with the dimension of the parameter space. The number of operations needed to update the position of the neighbour variables is negligible compared to the dimension of the parameter space. When computing the candidate collision time for the extended neighbour factors, the number of factors involved is also negligible compared to the total number of factors in the factor graph, which is desirable in LBPS. We need to point out that although LBPS manipulates a subset of variables and factors, each local bounce will lead to changes in all the variables not just the neighbour variables connected with the current collision factor.
Proposed Bayesian GLM chain GTR model
In Section 2.2, we introduced a function η({x, x }) which embeds state transitions into the integer. We will call this η an "order function" into the η-provided order. Here we use such order function to model the exchangeable rates between each pair of states through the current pair and its nearest neighbour pair. Thus, we would like to find an order of each pair of distinctive states that is biologically meaningful so that they can share statistical strength. Take protein evolution as an example. Most frequent amino acids exchanges take place between residues with similar physicochemical properties. Under the Bayesian GLM chain GTR model we proposed below, we assume that mutations between two pairs of amino acids sharing one common state are expected to have similar exchangeable rates if the unshared distinctive states between the two pairs have similar physicochemical properties. We would like to find an ordering η({x, x }) such that amino acid pairs that are nearest neighbours share the most similar physicochemical properties given one common state. The Nearest Neighbour Pairwise Amino Acid Ordering (NNPAAO) Algorithm (described in Appendix F) proposed in Section 7 provides an ordering of amino acid pairs that satisfies such property. We denote it as η dist ({x, x }) since the order is determined based on the Euclidean distance between amino acids defined in Equation 18. Given this ordering, neighbour pairs share more biological similarities than non-neighbour pairs.
In this paper, based on the intuition of η dist ({x, x }), we define a novel Bayesian GLM chain GTR model with feature function
where i = 1, 2, . . . , |X |(|X | − 1)/2. If we set η((x, x )) = η dist ({x, x }), the intuition of the Bayesian GLM chain GTR model is that the value of each exchangeable parameter θ {x,x } depend on {x, x } and its neighbour pair denoted as {x , x }. Its neighbour pair satisfies that |η({x , x }) − η({x, x })| = 1. Equivalently, we can define the Bayesian chain GTR model through the exchangeable parameters θ {x,x } (w b ) by plugging in the definition of φ
For simplicity, we focus on the simple example of chains, but it does not need to be a chain. Other sparse graphs would also be suitable. We provide a general characterization of the running time analysis for both arbitrary factor graphs and factor graphs with sparse structure in Section 4.2. The chain GTR model is general since it is able to represent all rate matrices. We provide this proof in Appendix A.
4. Characterization of factor graphs where LBPS can be efficient
Strong sparsity of factor graphs
A factor graph is bipartite graph used to represent the factorization of a function. We proposed our notion of sparsity for factor graphs. The sparsity definition is useful in analyzing the computational performance of LBPS. The standard notion of sparsity of a complete graph G = (V, E) refers to |E| = o |V | 2 , where |E| represents the number of edges and |V | represents the number of vertices in the graph. However, the definition of the sparsity defined in our paper is different and more stringent than the conventional definition of sparsity. The motivation for proposing the sparsity definition for factor graphs is we expect LBPS to be efficient when strong sparsity (shown in definition 2) is satisfied.
Definition 1. Given a factorization of a function
the factor graph G = (w, Γ, E) consist of variables w = {w 1 , w 2 , . . . , w p }, set of factors Γ = {γ 1 , γ 2 , . . . , γ m } and edges E. An undirected edge exists between factor γ f and variable w k iff w k ∈ N f . The neighbour variables for factor γ f is denoted as N f , N f ⊂ {w 1 , w 2 , . . . , w p }. The neighbour factors for variable w k is S k := {γ f :
In Figure 2 , we use the following factor graph to illustrate definition 1:
Figure 2: For factor γ 2 , its neighbour variables N 2 = {w 1 , w 2 }. Its extended neighbour variables N 2 = {w 1 , w 2 , w 3 }. Its extended neighbour factors S 2 = {γ 1 , γ 2 , γ 3 , γ 4 }.
Given definition 1, we define the strong sparsity for factor graphs below. We need a family of factor graphs, where the number of factors and the dimension of the variables can go to infinity. For simplicity, we omit m from notation N
Definition 2. A factor graph G = (w, Γ, E) consist of w = {w 1 , w 2 , . . . , w p }, Γ = {γ 1 , γ 2 , . . . , γ m } and edges E, the strong sparsity requires that max
The strong sparsity reflects that for any factor in the factor graph, the number of its extended neighbour factors and extended neighbour variables grows much slower than the dimension of the parameter space and is ultimately negligible compared with the dimension of the parameter space and the total number of factors in the factor graph. We will show later that the factor graph under our proposed sampling scheme satisfies the strong sparsity property.
Running time analysis of LBPS for factor graphs
Recently, there have been research (Deligiannidis et al., 2018; Andrieu et al., 2018) investigating the scaling limits of samplers constructed from PDMPs including BPS and Zig-zag processes. However, up to date there is no running time analysis for LBPS. Our running time analysis provides a framework for assessing the computational cost for one iteration of LBPS under both a general factor graph G = (w, Γ, E) and also factor graphs satisfying strong sparsity property in definition 2.
In G = (w, Γ, E), we have variables w = {w 1 , w 2 , . . . , w p } and factors Γ = {γ 1 , γ 2 , . . . , γ m }. We introduce some notations which are needed in the analysis. Denote
Denote the cost for computing the collision time for a factor γ f as c f and c * = max 
k representing the initial position, and velocity and t
k represents the velocity after the ith collision or refreshment event and t (b) If a refreshment event takes place and a local refreshment scheme (described in Section 2.4.2) is used:
i. Pick a factor uniformly at random and refresh the velocity: O(|N * |). ii. Update the position of the neighbour variables for the selected factor, compute the collision time for the extended neighbour factors and update the corresponding collision time in the priority queue:
Thus, assuming there are L 1 collision events and L 2 refreshment events when the particle travels along a fixed trajectory length, the total running time for LBPS is:
For a factor graph with no sparsity, the total running time for LBPS is
For a factor graph with strong sparsity, the total running time for LBPS is
where 0 α 1 < 1, 0 α 2 < 1. However, we need to mention that our running time analysis is part of a larger picture since we do not discuss the computational cost to obtain approximately one independent sample. We will leave the scaling limit of L 1 and L 2 with dimension to future work.
Methodology
Achieving strong sparsity through LBPS-HMC alternative
In this section, we first provide an overview of our proposed sampling scheme summarized in Algorithm 2. We provide strong sparsity property of a family of factor graphs in definition 2, where LBPS can be efficient. Our sampling scheme combines both HMC and LBPS denoted as LBPS-HMC instead of using only LBPS since under the combined sampling scheme, the strong sparsity in definition 2 is satisfied for the target factor graph representation of the potential energy function augmented with the sufficient statistics z(x) := (n(x), h(x), c(x)) defined in Equation 10. If we only use LBPS kernel, the strong sparsity of the corresponding factor graph representation is not satisfied. Due to the parameterization of the stationary distribution of w u in Equation 4, for any factor in the factor graph, its extended neighbour variables and extended neighbour factors include all the variables and factors in the factor graph. Thus, LBPS will not be efficient. We explain this in details in Section 5.2. We provide the analytical solution to the collision time for different categories of factors in Section 5.3.1 and Section 5.3.2. Finally, we provide the running time analysis for one iteration of LBPS-HMC under our proposed Bayesian GLM chain GTR rate matrix parameterization.
Factor graph representation under LBPS-HMC
In this section, we show the motivation for proposing a combined sampling scheme using HMC to update the univariate weights w u and using LBPS to update the bivariate weights w b instead of using only LBPS to update w = w u , w b . We refer to the second sampling scheme using only LBPS as a naive sampling scheme. We illustrate this through the factor graph representation for the potential energy function with augmented sufficient statistics defined in Equation 10 under the combined sampling scheme and naive sampling scheme Algorithm 2 Proposed sampling scheme LBPS-HMC for CTMCs
Initialize weights w 0 = (w u , w b ) from N (0, 1), where w u represents the weights corresponding to univariate features to obtain the stationary distribution and w b represents the weights associated with bivariate features used to compute the exchangeable parameters. 2: for i = 1, 2, . . . , N , do
3:
Compute the rate matrix Q given w (i−1) under Bayesian GLM rate matrices.
4:
Use an end-point sampler (Tataru and Hobolth, 2011; Rao and Teh, 2013) to simulate a path given time interval ∆ e with two consecutive observations observed at time points e = (t, t + 1) of the time series according to Equation 1 using the cached uniformization technique.
5:
Compute the aggregate sum of the sufficient statistics of all time series obtained in Step 4.
6:
Update univariate weights w u for the stationary distribution via HMC:
where L and are tuning parameters representing the number of leapfrog jumps and step size in HMC. Function evaluation and gradient calculation required by HMC are described in Equation 20 and Equation 21 in Appendix B.
7:
Update bivariate weights w b used to compute the exchangeable parameters:
where T is the tuning parameter in LBPS representing the fixed length of the trajectory. 8: end for separately. Here, without loss of generality, we omit the Normal factors coming from the prior distribution of w.
For simplicity, under both sampling schemes, we illustrate the problem using DNA evolution since there are only four states in the state space, where |X | = {A, C, G, T }. Under the naive sampling scheme, we are considering a Bayesian GLM rate matrix with GTR features instead of the chain GTR features since the parameterization for bivariate weights w b is simpler. Each exchangeable parameter θ x,x = exp(w x,x ) only depends on one element of the bivariate weights. While in the chain GTR model, each exchangeable parameter depends on two bivariate weight elements except θ {x,x } depends on one bivariate weight w b 1 when η({x, x }) = 1 according to the definition in Equation 15. The root cause that makes the naive sampling scheme undesirable is that the parameterization of the stationary distribution makes w u common neighbour variables for all factors. This is true for either models with GTR features or chain GTR features. Thus, under the naive sampling scheme, we present the factor graph under a Bayesian GLM rate matrix with GTR features for DNA evolution in Figure 3 . In this figure, w u = (w A , w C , w G , w T ) is used to obtain the stationary distribution. For example, π A (w) = exp(w A )/ (exp(w A ) + exp(w C ) + exp(w G ) + exp(w T )). The bivariate weights w b = (w AC , w AG , w AT , w CG , w CT , w GT ) are used to obtain the exchangeable parameters, for example, θ AC = exp(w AC ). As shown in Equation 10, all factors such as C x,x , H x,x depend on rate matrix element q x,x (w) = θ x,x (w b )π x (w u ), thus all factors have neighbour variables w u . This indicates that for any factor, its extended neighbour factors includes all other factors since they all share common neighbour variables w u . In both models, the number of factors is O(|X | 2 ). Once a collision takes place, the candi- lution when using only LBPS to update w, where H x,x and C x,x represent the sojourn time factor and transition count factor for states (x, x ), where
In the graph, we leave out the other half of the transition count factors and sojourn time factors for the symmetric pair of states (x , x) such as H CA , C CA , H GA , C GA , . . . for representation simplicity.
date collision time for an order of O(|X | 2 ) extended neighbour factors need to be computed under a naive sampling scheme. This can be computationally expensive under a large state space X and is not desirable. To resolve the computational issue, we propose a sampling scheme using HMC to sample w u and LBPS to sample w b respectively. Under our proposed sampling scheme and Bayesian GLM chain GTR parameterization, the factor graph is shown in Figure 4 . In this situation, we provide the factor graph for a model with chain GTR features instead of GTR features since later in the real data analysis of the protein evolution, we are considering a model with chain GTR features. We illustrate here why a model with chain GTR features has only a constant number of extended neighbour factors for any bivariate factor in DNA evolution when |X | = 4. This conclusion generalizes naturally to protein evolution when |X | = 20. Thus, the strong sparsity of the factor graph is satisfied under Bayesian GLM chain GTR using LBPS-HMC.
Regardless of the size of the state space X , we prove that for any {x, x } ∈ X unordered,dist. , any sojourn time factor H x,x or transition count C x,x has at most twelve extended neighbour factors and three extended neighbour variables under Bayesian GLM chain GTR using the proposed sampling scheme. For the pairs of states {x, x }, when η({x, x }) = |X |(|X |−1)/2, the twelve extended neighbour factors of factor H x,x or C x,x include the factors only connected with w b i and w b i+1 , where i = η({x, x })−2, η({x, x })−1, and η({x, x }). Similarly, for the pair of states {x, x } such that η({x, x }) = |X |(|X | − 1)/2, H x,x or C x,x has eight extended neighbour factors, where each of the eight factors is only connected with Figure 4 : Factor graph when using Bayesian GLM representation of our proposed chain GTR model for DNA evolution when using HMC to update univariate weights w u and LBPS to update bivariate weights w b , where w = (w u , w b ).
w b i and w b i+1 , where i = η({x, x }) − 2 and η({x, x }) − 1. All factors have three extended neighbour variables w b η({x,x })−1 , w b η({x,x }) and w b η({x,x })+1 , except that factor H x ,x or C x ,x has two extended neighbour variables w b 1 and w b 2 when η({x , x }) = 1. Thus, when updating the position of extended neighbour variables or computing the candidate bounce time for extended neighbour factors of the collision factor, there is only a small constant number of extended neighbour variables and extended neighbour factors involved. We can conclude that the factor graph in Figure 4 satisfies the desirable strong sparsity in definition 2. In the next section, we will show that we can derive analytical solution to the candidate bounce time for each category of factors.
Analytical bounce time solution to related factors
In this section, we decompose the potential energy U (w) in Equation 10 with augmented sufficient statistics into a sum of factors and organized them into the following categories:
Initial count factor: π x := −n x log(π x (w)), for all x ∈ X , with π x representing the initial count factor but π x (w) denotes the stationary distribution for state x given w.
We derive the analytical solution to the collision time for sojourn time factors and transition count factors respectively. The analytical collision time solution for a Normal distribution can be found in Bouchard-Côté et al. (2018) , so we focus on the other factors.
Local sojourn time factors
We first sample the energy gap − log(E) > 0 with E ∼ U(0, 1). It represents the difference between the energy denoted as E 0 at the current position of a particle and a higher energy denoted as E 0 − log(E) in the parameter space. Our task is to determine the collision time that the particle can travel along the energy ladder given its current velocity until it hits the energy barrier E 0 − log(E) in the ith iteration.
Under a reversible model, the corresponding potential energy of the particle is:
The potential energy after a time interval ∆:
. We observe that the particle is travelling to a higher energy area if and only if v, φ({x, x }) > 0. Therefore, we set
We denote c = − log(E) > 0 and obtain:
Local factors for transition counts
Similarly, the transition count factor for pairs of states (x, x ) in the ith iteration is −c
x,x (w 0 ) , and the gradient is −c
x,x φ({x, x }). Thus, the corresponding potential energy of the particle is:
We sample E ∼ U(0, 1), set c = − log(E), U (w 0 + v∆) − U (w 0 ) = c, and obtain:
Running time analysis of LBPS-HMC
In Section 4.2, we have provided the running time analysis of LBPS under a general factor graph G. In this section, we provide the running time analysis of LBPS-HMC alternative under Bayesian GLM chain GTR model for CTMCs. Recall that the computational cost for a factor graph G with sparse property is given in Equation 16:
assuming there are L 1 collision events and L 2 refreshment events when the particle travels along a fixed trajectory length.
In the special case of using LBPS-HMC under Bayesian GLM chain GTR for CTMCs, we have c * O (1) 2. Update the univariate weights w u using HMC: O(L 0 |X |), where L 0 represents the number of leapfrog steps in one HMC iteration. When updating w u , the number of non-zero entries for all possible features is |X |.
3. Update the bivariate weights w b using LBPS: O(L 1 log |X | + L 2 log |X |). This is obtained by plugging α 1 = α 2 = 0 into Equation 16, where α 1 = α 2 = 0 is obtained since we have N * O(1) and S * O(1). A local refreshment scheme is adopted.
Thus, the total cost of one iteration of our LBPS-HMC alternative takes
In comparison, one HMC iteration for Bayesian GLM chain GTR takes O L|X | 2 + |X | 3 since the total number of non-zero entries for all possible features of Bayesian GLM chain GTR is |X |(|X |+1)/2 using only HMC, where L is the number of leapfrog steps in one HMC iteration. In our experiments, we find that |X |, log |X | are both lower order terms compared with |X | 2 using HMC. This also explains why our LBPS-HMC is more computationally efficient than HMC. The running time analysis discussed here is not a whole story since we do not provide information on how L 1 and L 2 should be scaled in order to obtain a constant number of effective samples. To provide the readers an idea of how L in HMC scales, consider the case of normally distributed random vectors of dimension p with an identity covariance matrix. This is not the same as our problem or any real practical problem, but it may shed light on how the number of leapfrog steps L scales with dimensionality for some problems.
To reach a nearly independent point, the number of leapfrog updates under the independent and identically distributed normal case grows as O p 1 4 (Neal et al., 2011) , where p is the dimension of the parameters. For LBPS, under the independent and identically distributed normal distribution with dimension p or weakly dependent case, we expect L 1 to grow as O(p).
Experiments
All numerical experiments are run on Compute Canada resources "cedar" with Intel "Broadwell" CPUs at 2.1Ghz and an E5-2683 v4 model. A detailed description of "cedar" can be found at https://docs.computecanada.ca/wiki/Cedar. The algorithm is implemented in Python 3.6.4. The implementation of the code can be found at https://github.com/ zhaottcrystal/rejfreePy_main. Across all experiments, the Effective Sample Size (ESS) is evaluated via the R package mcmcse (Flegal et al., 2012) . We set the first 30% of the posterior samples as the burnin period to be discarded.
All our synthetic datasets are simulated under a Bayesian GLM chain GTR rate matrix parameterization. We assign a standard Normal distribution as the prior over both the univariate weights and the bivariate weights, which are both generated from U(0, 1) across all simulation studies. The refreshment rate of LBPS is set to one and the number of leapfrog jumps and the stepsize of each jump are set as L = 40 and = 0.001 in HMC. The combination of the two tuning parameters are simply chosen among the ones with the best computational efficiency given multiple combination of the parameter values.
All synthetic experiments generate 500 sequences given a total length of the observation time interval as three and the states of all sequences are observed every 0.5 unit time under a Bayesian GLM chain GTR with different dimensions of rate matrices. Later in this paper, we use "LBPS" for short to represent the combined sampling scheme LBPS-HMC, which uses HMC to sample the univariate weights and LBPS to sample the bivariate weights. When HMC sampling scheme is mentioned later, it refers to the sampling scheme using HMC to sample all the weight parameters w = w u , w b .
In both the experiments using synthetic datasets in Section 6 and the real pair of data sequences in Section 7, we conduct computational efficiency comparison via ESS per second and we also check the correctness of the two samplers. For the synthetic data experiments, we perform Exact Invariance Test (EIT) in the spirit of Geweke (2004) , compare the density of the posterior samples between the two samplers and compute the Absolute Relative Difference (ARD) defined in Appendix I. Since the two algorithms share the same limiting distribution, as we increase the number of iterations of the Markov chains, after an initial burnin period, the distribution of the posterior samples obtained from the two algorithms will be more and more similar and both will become closer to the target posterior distribution. For higher dimensional rate matrices, since the total number of parameters is O(|X | 2 ), it is hard to display the density plots for all parameters, we use ARD as the metric to describe the similarities between the posterior samples from the two algorithms. Smaller values of ARD indicate more similarities. In Section 7 with the real data sequences, we only use ARD to check the similarity between the distributions of the posterior samples from the two algorithms and show the results in Appendix I.
Correctness check of LBPS and HMC using exact invariance test
To check the correctness of our software implementation and derivation of analytic collision times, we use Kolmogorov-Smirnov tests to formally check that marginal-conditional and successive conditional distributions coincide, in the spirit of Geweke (2004) . We performed tests on both LBPS and HMC kernels on various dimensions of the rate matrices (see Appendix D).
To further validate the correctness of LBPS and HMC, we compare the distribution of the posterior samples collected from LBPS and HMC respectively. The shared synthetic dataset is generated under an 8-by-8 Bayesian GLM chain GTR. The prior distribution for w is standard Normal distribution. We obtain 40,000 and 10,000 posterior samples from LBPS and HMC separately with first 30% of the samples discarded. As we have a longer chain for both algorithms, we expect their density plots should be closer. We use the density plot of all exchangeable parameters in Figure 5 to illustrate this. The boxplot is provided in Figure 9 in Appendix E. We also provide summary statistics of the posterior samples among different parameters. 
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Computational efficiency comparison between LBPS and HMC
In order to explore the scalability of our algorithm as the dimension of the parameters increases, we compared the ESS per second in the log 10 scale among all the parameters for different size of the rate matrices. The larger values of the ESS per second indicate better computational efficiency of the algorithm. The dimension of the rate matrices ranges from 5-by-5, 10-by-10, . . . to 30-by-30. We obtain a total number of 60,000 posterior samples from LBPS and 10,000 samples from HMC. To speed up the actual running time of the experiments, for rate matrices of dimension lower than 15-by-15, the trajectory length is fixed as 0.1. For rate matrices with higher dimensions, the trajectory length is shortened to 0.05. According to the Bayesian GLM chain GTR model parameterization, the number of exchangeable parameters is |X |(|X | − 1)/2. The result is displayed in Figure 6 .
From Figure 6 , we can see that when the dimension of the weight parameters is low, for a 5-by-5 rate matrix, HMC has better performance than LBPS. As the dimension increases, it shows that the minimum of the ESS per second for LBPS outperforms HMC. The larger variation in ESS per second of HMC in the violin plot in Figure 6 indicates that HMC is not efficient in exploring certain directions of the parameter space. This result suggests that LBPS has superior computational performance as the dimension increases. We suggest that LBPS should be adopted for high-dimensional CTMCs inference problems.
ESS per second using different trajectory lengths of LBPS comparisons
The computation efficiency of HMC has been found to depend highly on the choices of the tuning parameters, which are the number of leapfrog jumps L and the size of each jump . Various strategies (Wang et al., 2013; Hoffman and Gelman, 2014; Zhao et al., 2016) have been developed to effectively tune the parameters. LBPS also involves a tuning parameter, which is the fixed trajectory length. Thus, it is of interest to examine whether the computational efficiency of LBPS is sensitive to different choices of the trajectory length.
We simulate a synthetic dataset from a 20-by-20 rate matrix with 190 exchangeable parameters. A 20-by-20 rate matrix is chosen since it has the same dimension as protein evolution in the real data analysis. The synthetic dataset is the same when we perform sampling using LBPS with different trajectory lengths.
We use ESS per second as the metric to evaluate the computation efficiency of LBPS with different trajectory lengths. Our summary statistics include the minimum, first quantile, mean, median, third quantile and maximum of the ESS per second across 190 exchangeable parameters. 40,000 posterior samples of the parameters of interest are obtained using our algorithm. The actual walltime (in seconds) of our algorithm with fixed trajectory lengths at 0.025, 0.1, 0.15, 0.2 and 0.25 are shown in Table 1 . Since the first 30% of the samples are discarded, the actual running time used to calculate the ESS per second are scaled by 70% of the total walltime in Table 1 The results are shown in Figure 7 . We have found that except the maximum of the ESS per second, the computational efficiency of LBPS is similar with different values of the trajectory length. Especially the minimum of ESS per second is very robust to different choices of trajectory lengths. The longer the trajectory lengths, the better performance of the maximum of the ESS per second. Similar conclusions are achieved in our real data analysis. The minimum of the ESS per second is more important than the maximum since the performance of a sampler depends on the direction that is the hardest to sample.
Real Data Analysis
Background
We use the real dataset from Zhao et al. (2016) with 641 amino acid sequences and each sequence has 415 sites from the protein kinase domain family. It is available at https:// github.com/zhaottcrystal/rejfreePy_main/tree/master/Dataset. In phylogenetics, the evolutionary process is often inferred using multiple homologous biological sequences under a evolutionary tree with the same rate matrix across the tree. For simplicity, we estimate the rate matrix from a pair of sequences. we pick randomly a pair of amino acid sequences to study the rate matrix from its posterior distribution.
In Section 2.2, we have provided intuition behind the chain GTR model since we assume that the exchangeable rates between a pair of states is affected by its neighbour pairs with similar biological properties. Then another question arises as how to pick a reasonable ordering of the pairs of amino acids to allow neighbour pairs share similar biological properties. According to He et al. (2011), we determine the ordering of pairs of amino acids regarding their closeness based on their pairwise Euclidean distance defined by their physiochemical properties. The distance satisfies nonnegative, reflective, symmetric, and triangle properties and is given by Grantham (1974) as :
where c = composition, p = polarity, v = molecular volume, and α, β, γ are defined in Grantham (1974) . Larger pairwise distance indicates less similarity between pairs of amino acids, where mutation between them may be deteriorative. On the contrary, smaller distance indicates more similarities and tendencies to mutate between them. The pairwise Euclidian distance between amino acids is given Table 3 in He et al. (2011) . We provide this table in Appendix F of our paper. Given the distance in Appendix F, the ordering of pairs of amino acids regarding their closeness is determined according to our proposed NNPAAO Algorithm 3 in Appendix G. Some notations are introduced to help understand the algorithm. Denote AminoAcidDist as the pairwise Euclidean distance between amino acids shown in Appendix F, X as the state space of 20 amino acids and X unordered,dist. as the set of unordered pairs of distinct amino acids, where |χ| = 20 and X unordered,dist. = 190. The algorithm outputs a dictionary AminoAcidsPairRank with keys from X unordered,dist. and the value associated with each key represents the rank of this amino acid pair. Neighbour pairs indicate closeness for similarities.
The algorithm first picks the amino acid pair with the smallest positive Euclidean distance from Appendix F, which is pair "IL", where D(I, L) = 5. The nearest neighbour to "IL" is chosen among two candidate pairs which has either the smallest nonzero distance to "I" or "L", which are "IM" with D(I, M)=10 or "LM" with D(L, M)=15. Among them, we pick the pair with a smaller distance and this pair is defined as the nearest neighbour to "IL", which is "IM". Next our current pair is set as "IM" and similarly, we find the nearest neighbour to "IM" and we keep searching the nearest neighbour for the current pair until we have iterated over all pairs in X unordered,dist. .
Numerical results: computational efficiency comparison
We provide the correctness check via ARD between the two samplers in Appendix I. We compare the computational efficiency of LBPS and HMC via comparing the summary statistics of ESS per second across 190 exchangeable parameters of a 20-by-20 reversible rate matrix using the protein kinase domain family dataset in Zhao et al. (2016) . Figure 8 demonstrates the computational advantages of using LBPS over HMC. The trajectory lengths of LBPS is chosen as 0.1, 0.15 and 0.2. We find that when the trajectory length is set at 0.2, LBPS outperforms HMC across all summary statistics of ESS per second. The minimum of ESS per second of HMC is markedly worse than LBPS, this implies that the inefficiency of HMC to explore certain direction of the parameter space. Under a fixed trajectory length of LBPS, there is not big difference between the first quantile and third quantile of the ESS per second across all parameters. It indicates that LBPS has similar computational efficiency across different directions of the parameter space. In Table 2 , we provide the ESS runing HMC for 811380 seconds (9.4 days) compared with the ESS of LBPS only running 81.25% of the walltime of HMC, which further demonstrates the superior performance of LBPS compared with HMC. A traceplot scaled by running time of a selected exchangeable parameter showing better mixing using LBPS compared with HMC is provided in Figure 10 in Appendix H. 
Min
Discussion
In this paper, we have developed a computationally efficient sampling scheme combining LBPS and HMC to explore high dimensional CTMCs under a novel Bayesian GLM chain GTR rate matrix. In this model, we assume that the the mutation rates of the amino acid evolutionary processes depends on its neighbour pairs with similar physiochemical properties.
We provide a framework for assessing the running time of our algorithm. We define the notion of sparsity through extended neighbourhood of each factor in the factor graph where LBPS can be efficient while taking advantage of the sparse structure. We analyze the computational cost of one iteration of our algorithm for general factor graphs with no sparsity and factor graphs with strong sparsity. In terms of the computational performance, we find that HMC may have difficulty in exploring with certain directions of the parameter space since there is a big discrepancy between ESS per second among different parameters and the minimum of ESS per second for HMC is much worse than LBPS. In the contrary, the computational performance of LBPS is similar across different directions of the parameter space. In the real application, LBPS outperforms HMC for all chosen summary statistics of ESS per second and especially the minimum of the ESS per second.
Moreover, via protein evolution, we provide the first proof-of-concept real data application for LBPS to explore high dimensional CTMCs compared with HMC. The experiment results suggest that LBPS may have great potential to explore high dimensional CTMCs. This shows promises for evolutionary processes such as codon evolution (Anisimova and Kosiol, 2008) with a large state space. Our sampling algorithm also has the potential to be applied to co-evolution of groups of interacting amino acids residues which is also modelled under large rate matrices.
For phylogenetic applications, the current limitation of our algorithm is that it only works for unnormalized, reversible rate matrices since only under this situation, the analytical solution to the collision time can be obtained. It is customary in phylogenetics to use normalized rate matrix, where the normalization ensures that the expected number of mutations is one given one unit time. To resolve the issue, for example, for pairwise sequences, we can first set the branch length to one unit length and obtain posterior distribution for an unnormalized reversible rate matrix. Later we can normalize the rate matrix by multiplying the normalization coefficient and the normalizing coefficient can be served as the estimate for the branch length.
It is also possible to combine our method with Bayesian variable selection techniques (Ishwaran et al., 2005) and a binary version of BPS (Pakman, 2017) to detect the features that have a large effect on the underlying CTMCs. To further facilitate the computational efficiency of our sampling algorithm, it is worth exploring adaptive version of the algorithm to choose the tuning parameter in LBPS wisely.
Appendix A. Connection between Bayesian GLM GTR model and Bayesian GLM chain GTR model
We have defined φ gtr in Section 2.2 such that any GTR rate matrices can be represented via the Bayesian GLM rate matrix parameterization. Our objective is to prove that there exists w * such that for any rate matrices under the Bayesian GLM parameterization, for ∀w, q (rev)
x,x (w) can be represented under the Bayesian GLM chain GTR parameterization. Zhao et al. (2016) have shown that for any rate matrix Q, we can find weights w such that Q (x,x ) = q x,x (w) = exp w b , φ gtr ({x, x }) π x (w u ) under the Bayesian GLM GTR model. In the Bayesian GLM chain GTR model, we show that there exists w * such that
Thus, we can set w u * = αw u for any α ∈ R so that π x (w u ) = π x (w u * ), for ∀x ∈ X . By plugging the definition of φ gtr and φ chain in Equation 7 and Equation 15 respectively, we require that:
, for η({x, x }) = 2, 3, . . . , X |(|X | − 1)/2),
for η({x, x }) = 1.
Set p = X |(|X | − 1)/2), it is equivalent to solve
We obtain the solution w b * = Bw b , where 
Appendix B. Gradient Computation for Univariate Weights in the HMC step under combined sampling scheme
In our proposed sampling scheme combining HMC and LBPS described in Algorithm 2, we use HMC to update only the univariate weights w u and LBPS to update the bivariate weights w b , respectively. Since HMC requires the gradient information for w u , we provide the gradient computation for w u in the HMC step of our combined sampling scheme under a reversible, unnormalized rate matrix. We review that the augmented joint density given the sufficient statistics z(y) := (n(y), h(y), c(y)) for a sample CTMC path y under a reversible, unnormalized rate matrix is:
Under the combined sampling scheme, w u and w b are updated respectively. In the ith iteration of the combined sampling scheme LBPS-HMC, while using HMC kernel, only w u is the parameter we need to update. The exchangeable parameters are fixed at the values obtained in the (i − 1)th iteration denoted as θ {x,x } w b i−1 . To simplify the notation, we denote θ {x,x } w b i−1 as θ {x,x } . Thus, Equation 19 can be rewritten as:
Thus, the gradient of the augmented joint density with respect to w u is:
where:
Appendix C. Gradient Computation for Univariate and Bivariate Weights using only HMC kernel as benchmark sampling algorithm
To investigate the computational efficiency of our combined sampling scheme using HMC and LBPS, we choose the benchmark sampling algorithm using only HMC kernel to update all the parameters, which is w = w u , w b . Since HMC requires the gradient of w, we derive it in Equation 19:
Appendix D. EIT Results
In Table 3 and Table 4 , it is shown that our proposed new algorithm has passed the EIT since all the pvalues are bigger than a threshold of 0.05/n, where n represents the number of parameters in the test while taking multiple comparisons into account. For example, n = 10 while testing the exchangeable parameters. Similarly, we display the test results for using HMC in Table 5 and Table 6 : EIT for exchangeable parameters using HMC for both the stationary distribution and the weights of the exchangeable parameters.
Appendix E. Posterior samples comparison between LBPS and HMC
In this section, we provide the summary statistics including the minimum, first quantile, median, mean, third quantile and maximum of the ARD which is defined in Equation 22 , across all exchangeable parameters between samples obtained from one single run of LBPS-HMC and HMC in Table 7 under the 8-by-8 Bayesian GLM chain GTR model described in Section 3. We also provide the boxplot comparison of the posterior samples collected from LBPS and HMC under the same set-up in Figure 9 .
Min. 1st Quantile Median Mean 3rd Quantile Max. 1.4%
1.16% 2.70% 3.05% 3.63% 12.06% Table 7 : Summary of ARD across exchangeable parameters between HMC and LBPS.

Appendix I. Correctness check via ARD between two samplers
Theoretically, we have the same prior distribution and likelihood for the parameters (weights) of interest, LBPS-HMC and HMC share the same posterior distribution. Thus, if we have longer chains for both algorithms, their density of the posterior samples should be closer and closer. We evaluate this via ARD:
ARD(x, y) = |x − y| max(x, y)
, for ∀x, y > 0. Figure 12 and Table 8 demonstrate the ARD across all exchangeable parameters between HMC and LBPS with trajectory length 0.2. Since the maximum value of ARD is 44.4%, so we further check whether the value will decrease as expected when we have a longer chain. We have found that the difference between the two algorithms in terms of ARD becomes smaller and smaller when we run both algorithms for a longer period. This is also the case when conducting our simulation studies. We validate this by providing a violin plot in Appendix G comparing the ARD from the current run with the results from a longer run. We denoted the ARD from the current run as "shorter" and the ARD from a longer run as "longer", where HMC had a walltime of 12 days and LBPS had a walltime of 10 days. Each method had a walltime around two days longer than the current run. It has been validated that when we have longer chains, the ARD values will decrease, indicating smaller difference between the two methods. The maximum of ARD dropped from 44% to 37% when we have a longer walltime.
In order to figure out the situations when ARD values are larger for certain parameters, we demonstrate the quantile of ESS in Table 9 and the actual ESS in Table 10 of the exchangeable parameters that have ARD bigger than its 95% quantile between LBPS and HMC. We have found that a relatively bigger difference in the posterior mean between the two methods happens in situations when either they both have low ESS for this parameter compared to other parameters or when LBPS has high ESS such as 97.9% quantile and 94.2% quantile across exchangeable parameters but HMC does not obtain an equivalently high ESS for the same parameter within the same amount or even slightly longer walltime. 
