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(a) active scenario (b) passive scenario (c) augmentations
Figure 1: Our vision of EgoSAR. (a) In an active scenario, the users are wearing or holding a projector that augments a real artifact in a
personalized way: the respective augmentation can only be seen by themselves. (b) In a passive scenario, the users look at a real object from
predefined viewpoints. Each viewpoint offers a different augmentation and is thus personalized. (c) In both scenarios, the real-world object
and the personalized virtual information are visible. The view-dependent personalized information such as curvatures can be superimposed
on the object (c-top) or shown aside, for example for annotations (c-bottom).
ABSTRACT
Common spatial augmented reality techniques use video projection
to superimpose virtual information over a physical scene. As the
augmentation happens directly in the real world, multiple users can
see the augmented scene, however, the augmentation is the same
for all users. We introduce EgoSAR, a new approach that makes it
possible to have a personalized, view-dependent augmentation, in
multi-user environments. Our key idea is to use retroreflective ma-
terial for the personalized experience, in conjunction with spatial
augmented reality, by combining two different light paths. We im-
plemented our approach in two prototypes combining transparency
and either direct or indirect retroreflection. We present two differ-
ent usage scenarios, show results, and experiment applications that
such an approach may provide.
Keywords: Spatial Augmented Reality, Retroreflective & Semi-
Transparent Display
Index Terms: H.5.1 [Artificial, augmented, and virtual realities]:
—
1 INTRODUCTION
Today, augmented reality applications are a popular way to display
virtual information in real worlds, and they are becoming available
to the masses. There are two main categories that are conceptually






Figure 2: Three main surface properties: for the diffuse case, the
light is uniformly reflected in all directions. For the perfectly reflec-
tive case, the light is reflected only in the mirror direction. For the
retroreflective case, the light is reflected in the emitted direction.
the real world that is sensed by, in most cases, a camera, and the
augmentation is displayed on individual consumer screens such as
tablets, smartphones, or glasses. On the other hand, spatial aug-
mented reality (SAR) augments the real world by superimposing
information by video projection, and hence the consumer looks at
the real augmented world directly, and not on a screen. The ap-
plication contexts of both categories are also quite different. In
see-through augmented reality applications, nowadays the user is
autonomous: he or she can choose among the wide variety of ap-
plications that have become available out of the box on the popular
application stores for different domains, such as transport, tourism,
education, archeology, games, just to name a few, and individually
interact with the augmented world [21].
In contrast, in SAR, most of the time the user takes part in a
public event or a public exhibition. Since the initial and formerly
”futuristic” idea of Henry Fuchs to create an office of the future
with shared telepresence created by a sea of cameras and video-
projectors [25], SAR has become mature and is a widely appreci-
ated way for enriching real worlds with virtual information. Appli-
cations range from entertainment [31], medicine [18], archeology
[27], and many more.
One of the major advantages of SAR is that several users can
participate in the same experience. Unfortunately, depending on
the application, this fact can also be a downside: it often translates
to passive users, or one interacting lead user, since the result of in-
teraction is visible to the entire audience. This is especially true
when the video projector is at a fixed location, and when it projects
to a diffuse surface (Figure 2 left ). On the other hand, person-
alized video projectors, such as head-mounted projective displays
(HMPDs [10]), are often used together with a retroreflective mate-
rial that is put in the environment. Retroreflective materials redi-
rect the projection back to the incoming direction (Figure 2 right),
and hence towards the user who is wearing a HMPD, thus creating
a personalized visualization. However, the retroreflective material
that is used is opaque, and consequently the scene behind it is in-
visible, resulting in a limited SAR experience.
In this paper, we propose to overcome this limitation and present
a new approach for a personalized SAR experience in multi-user
environments where the real objects to augment are not occluded.
We also use retroreflection to personalize the experience for the
users being in the direction of the light emitted by video projectors.
In addition, our key idea is to use the retroreflective material in a
way that the users, together with other observers, can also see the
real object that is augmented. We call our approach EgoSAR to
emphasize the personalized spatial augmented reality experience,
and we propose two different implementations of our idea. In the
first one, we use directly a semi-transparent retroreflective film that
is placed in front of the object, and that we specifically designed
for our purpose. In the second implementation, we indirectly use
an opaque retroreflective film that is put sideways between the user
and the object to augment, in conjunction with a beam splitter that
is placed in front of the object at an angle of 45 degrees. With both
implementations, we tend to obtain the best of both worlds: it is still
possible to see the real object, and the retroreflection of the emitting
light enables view-dependent and thus user-specific augmentations.
Despite the early prototyping stage, we already see that our new
method reflects a high potential for a number of applications. We
designed two proof-of-concept applications that are both targeted
to museum exhibitions. We deliberately use this application con-
text because museums have several visitors at a time, and it is cru-
cial to maintain a view of the real artifact to augment. Moreover,
precious artifacts are often protected by a glass pane that we can
naturally use for our augmentation purpose. In the first application,
the visitors that want to have a personalized experience carry their
own projection system (Figure 1(a)). In the second application, the
users do not even need to carry or wear a specialized equipment:
we use multiple video projectors at fixed locations and constrain
the viewpoints of the users by the physical design of the exhibition
space (Figure 1(b)).
The remainder of this paper is organized as follows. In Section
2, we present related work. In Section 3, we present the general
idea of our approach and two application scenarios. In Section 4,
we explain details of the setup and of our implementation. Finally,
in Section 5, we present and discuss our first results, before we
conclude in Section 6 and present directions for future work.
2 RELATED WORK
The first use of the term SAR dates back to 1998 [26]. Ideally,
a diffuse object with smooth geometry is augmented with virtual
information in the user’s physical space by means of a video pro-
jector, observable by multiple users. Since then, various variants
have been developed that can also be attributed to the family of spa-
tial augmented reality applications. In the following, we provide an
overview of existing approaches where some of their characteristics
can be considered close to our objective: creating a personalized
SAR experience in multi-user environments.
Retroreflective displays: Retroreflective material is often used
together with mobile projection systems, such as, for example,
head mounted projective displays (HMPDs). Either by wearing
glasses [10, 8, 9, 7], or without glasses [16, 1], this results in a
personalized experience. A similar system is currently commer-
cialized [3]. However, besides [16] who raise the possibility of us-
ing perforated retroreflective material, to the best of our knowledge,
previous approaches only make the augmentation on an opaque sur-
face without taking into account the scene behind it [11, 16, 1].
Semi-transparent displays: Semi-transparent displays have been
around for some time now, and there is still active research on this
topic. Some semi-transparent displays can be designed as touch-
screens [32] or midair gestures [24], by using reflection [23, 17],
in order to show information about invisible or hidden objects [4].
Recently, Plasencia et al. [17] proposed a semi-transparent screen
based on optical combiners. A scene behind a glass pane is aug-
mented, while preserving the visualization of the real scene in front
of the glass pane. All these approaches have in common that the ex-
perience can be shared between multiple users, however, with only
one single augmentation at a time, no personalized experience is
possible.
Floating images: Aerial Imaging by RetroReflection (AIRR) is a
system that gives the illusion of a floating image, based on a beam
splitter, a retroreflective surface, and a flat screen [33, 28], which
can be associated to a projector array [34]. However, these ap-
proaches are designed to create a floating image, and have not been
used to augment real-world objects’ surfaces.
On the other hand, the Active-shuttered Real Image Autostere-
oscopy (ARIA) creates a floating image by using a system with
a screen, a shutter, and a fresnel lens [22, 29]. This floating image
can be located around a real-world object. However, in this system,
the surface of the real-world object itself cannot be augmented, and
the floating image cannot be located in front of it.
Autostereoscopic/3D displays: Butler et al. [2] proposed a system
where multiple users can see a floating image. Their system is com-
posed of a projector, a high speed spinning diffuser, and a parabolic
mirror. Yoshida et al. [34] proposed a different system for a single
user, based on a beam splitter, a projector array, and retroreflective
material. Note that both approaches involve complex systems, and
the area of visibility is rather small.
Other approaches for multi-user glasses-free autostereoscopic dis-
plays have been explored, either with a 1D array [14] or a 2D array
of projectors [12, 13] combined with diffuser screens. All these
approaches require a quite involved infrastructure (computers, pro-
jectors), and also space. Moreover, only a virtual image can be
generated, and the real object cannot be seen through the system.
The system of Karnik et al. [15], based on a random hole see-
through display, makes it possible to see personalized virtual im-
ages behind real objects. However, even with their strategy for the
management of conflicts, the higher the number of users, the worse
the quality of the images. Moreover, the surface of an object that is
placed inside the system cannot be augmented.
Many other solutions [6] have been explored recently to extend the
resolution in space and direction to reach a full 3D display - the ulti-
mate solution for a multi-user approach. However, to the best of our
knowledge, no solutions have been proposed where transparency
would make it possible to maintain a view of the real scene.
3 OUR APPROACH AND APPLICATION SCENARIOS
A general assumption in SAR is that the support of the projection,
as for example the object to augment, is diffuse. The diffuse ma-
terial bounces the projection in any direction, and so all observers
can see the same augmentation without wearing any equipment.
Our objective is to obtain a personalized augmentation, using a
retroreflective material. As a result, the augmentation is only visible
for the users where the viewing direction is aligned with the projec-
tion direction. A straightforward solution would be to ”paint” the
objects to be augmented with retroreflective material. However, be-
sides the fact that this is not always possible for existing objects
(think of cultural heritage artifacts for example), the surface of the
object itself would be occluded by the material. Our principal idea
is to maintain a view of the real-world objects, and we propose to
mix the retroreflective light path with the light path that is coming
from the real-world objects.
Before getting into details on how to implement our idea (see
Section 4), we present two scenarios where such an approach is
ideally suited:
Active Scenario: As shown in Figure 1(a), multiple users in front
of a showcase may wear or carry individual projection devices, and
the real-object behind the glass pane is augmented in the respec-
tive emitting direction. The individual projection device may be a
HMPD, or any other lightweight projector. Inspired by [30], we
believe that using a small hand-carried projector similar to a flash-
light may leverage the feeling of being ”equipped”. Moreover, a
hand-carried projector can also be used as an interaction device.
Recall that by using retroreflective surfaces, the projection system
and the eyes must be theoretically perfectly aligned. However, we
experienced that the retroreflective behavior of our prototype im-
plementations makes it possible to see the virtual information even
if the viewpoint and the projector are only quasi-aligned (see Sec-
tion 5 for details). Note also that mobile projection systems have
significantly improved recently. In particular, laser pico projec-
tors are well adapted for the mobile setting since they are small,
lightweight, and always in focus. Their rather low brightness is
partly compensated by the fact that the retroreflective material save
almost all the light energy.
Passive scenario: As said above, the retroreflective behavior of our
prototype implementations makes it possible to see the virtual in-
formation even if the viewpoint and the projector are not perfectly
aligned. This makes it possible to design a passive application sce-
nario, as illustrated in Figure 1(b), where multiple projectors are
fixed at different locations. Depending on the position of the user,
different augmentations are shown. For example, different stories
about a same object can be told to the users while they are moving
from one position to another. All the positions where an augmenta-
tion is visible from may be indicated by the design of the exhibition
space. In our example, we propose to paint circles on the floor.
4 IMPLEMENTATION
In order to implement our approach there are several material and
design choices to make. In this section, we first discuss our choice
of the retroreflective material. Then, we show a direct and indirect
way to combine two light paths for mixing retroreflection and trans-
parency (what we call semi-transparent retro in this paper). Finally,
we show how to calibrate our implementations.
4.1 Retroreflective material
At first, we need to determine which material is best suited for
retroreflecting the light. We tested glass beads and micro prisms,
and our tests confirm previous experiences [11] that micro prisms
are better suited for our targeted applications: the retroreflection
happens also around a small angle around the ideal path, contrary
to an energy peak with glass beads. This makes is possible that
the viewing direction does not have to be perfectly aligned with the
projection direction (see Section 5 for details). Consequently, we
decided to use a micro prismatic retroreflective film manufactured
by 3M (ref. 6260) [19].
4.2 Combining the two light paths
In order to combine the retroreflective behavior of the micro prisms
and the light path that is coming back from the real-world object re-
sulting in semi-transparency and retroreflection, we have designed







(a) Direct retroreflection (b) Indirect retroreflection
Figure 3: Illustration of the direct and indirect retroreflection im-
plementations. In both cases, when the user is quasi-aligned with
the projector, he or she is able to see the real object through the
screen, together with the augmentation. For the direct retrore-
flection, the blue/orange line is the semi-transparent retroreflective
glass (a). For the indirect retroreflection, the blue line is the beam-
splitter (b), and the orange line is the retroreflective material (b).
The yellow dotted arrows represents a light ray emitted by the pro-
jector (a, b). The orange dotted arrows correspond to a retrore-
flected ray (a, b). The blue dotted arrows indicate the transmission
that enables to see the object by transparency (a, b). The green dot-
ted ray is the reflection of another ray by the beam splitter (b). The
pink line represents the imaged position of the augmentation.
(a) Direct retroreflection prototype (b) Indirect retroreflection prototype
Figure 4: Overview of the two prototype implementations. The red
line encircles the real object. In the first prototype, the perforated
semi-transparent retroreflective film (in green) is put on a trans-
parent glass pane (in purple). In the second one, two retroreflective
materials (in orange) are placed at 45◦ to the beam splitter (in blue).
Direct retroreflection
The idea of our first prototype is quite straightforward: we created
a semi-transparent retroreflective material to be put on a glass pane
situated in front of an object to augment (Figures 3(a) and 4(a)).
The retroreflective part makes the augmentation visible to the user.
The semi-transparent part allows the light to travel from the scene
behind the glass pane towards the users.
As far as we know, there is no off-the-shelf solution for a semi-
transparent retroreflective glass pane. Therefore, we have proto-
typed it by perforating the retroreflective film (cf. Figure 6-(right)),
and we have fixed it to a glass pane. We perforated the retro-
reflective film with a femtosecond laser (Yuzu model by Amplitude
Systèmes). We envision also to make the perforation with an other
process, such as hole punching. Obviously, the ratio between trans-
parency and retroreflectivity is directly linked to the density of the
holes and their size. The larger the holes or the higher their density,
the more the material is transparent and less retroreflective.
Note that in order to maintain the retroreflective behavior of the mi-
cro prisms, we have to keep them intact. Therefore, we propose
that the step between the holes has to be at least twice the length
of the base line. In the current version, the base line of the micro
prisms has a length of 220µm and a height of 180µm, and we use
a hexagonal mesh of holes, each one with a diameter of 1mm and
with a step of 1.75mm (see Figure 6).
Pros: Since the projection support is a glass pane, the system can be
installed as a classical showcase, for example in a museum. More-
over, because of the retroreflective material’s properties, the glass
pane can be curved or even freeform, allowing different installa-
tions (for example, an object can be augmented from all sides).
Cons: Depending on the distance from the glass pane and the ob-
ject to augment, the virtual object is not imaged at the same depth
as the real one, therefore, the user may have to choose to focus on
the real information or on the virtual augmentation.
Indirect retroreflection
Our second implementation is composed of a retroreflective film
and a beam splitter (Figures 3(b) and 4(b)). The retroreflective film
and the beam splitter are placed at 45◦ from each other. When a ray
hits the beam splitter, it is separated into two different rays, the first
one passing through the beam splitter, while the second one is re-
flected at 90◦. However, contrary to [34, 33, 28], we align the light
source and the viewpoint. Since the retroreflective film is placed at
45◦ from the beam splitter, the reflected ray will be sent back to the
beam splitter, and be separated again into two different rays. One
of it will come back to the light emitter. Since the projector and the
user are quasi-aligned, the user will receive the light emitted from
the projector. Moreover, because of the configuration of the retrore-
flective beam splitter, if the base of the beam splitter is at the same
depth as the real object, the user will see the virtual information as
a floating image, located at the same place as the real object.
We use a commercial one-way mirror film as a beam splitter that
we glued to a sheet of Polyglass (2mm thickness). We advise to
glue the retroreflective film in the interior part of the 45◦ setup in
order to avoid refractive effects that could blur the virtual image.
Pros: We are able to control the location of the floating image by
adjusting the distances from the base of the beam splitter to the
object, and so the virtual information is superimposed on the real
object in the desired plane.
Cons: The system requires more space in front of the object. To
reduce the required space, an alternative version could be a double
beam splitter at 90◦ from each other.
4.3 Calibration
There are several calibrations that are necessary for our implemen-
tations. First, we need to do a geometrical calibration and tracking
so that the virtual information is correctly superimposed over the
real-world scene. Second, we have to adjust the relative intensities
of the two different light paths that are combined.
Geometrical calibration
For the geometrical calibration, we need to realize the stan-
dard steps of SAR applications, together with an additional post-
treatment. More precisely, we need to calibrate the projector (or
camera/projector, depending on the tracking solution). Then, by us-
ing the intrinsic parameters (i.e. focal distances and optical centers),
we instantiate a projection matrix. We compute the intrinsic and ex-
trinsic parameters of our projector/camera setup with [20]. For the
tracking part, we use ArUco [5] in order to locate the physical ob-
ject, the projectors, and the viewpoints in the real space. Finally, we
send the generated image to the projector. At this step, the projected
image should superimpose the real object. However, since a semi-
transparent screen is placed between the user and the real scene, if
the user’s viewpoint is not perfectly aligned with the projector, and
if the image plane is not at the same depth as the real object, the
perceived augmentation will not be aligned with the real object. It
is therefore crucial to take this shift into account (Figure 5).
Relative light intensities
Note that for both approaches, since the energy conservation with
the micro prismatic retroreflective film is high, the brightness of the
projector does not have to be as high as when projecting on diffuse
surfaces. Nevertheless, since for the semi-transparency, we have
to adjust the ratio between the two light paths real/virtual. In our
direct retroreflection implementation, we can control it by modify-









(a) Without perspective correction (b) With perspective correction
Figure 5: With rendering in standard SAR applications, the user
sees the augmentation (pink line) shifted with respect to the real ob-
ject (left). A perspective compensation corrects the problem (right).
Figure 6: Direct retroreflection: In the left and middle images, we
combine the retroreflected augmentation and the view of the object
to illustrate our concept of semi-transparent retroreflection. The top
right image shows our perforated retroreflective film. The bottom
right image shows a close-up where each micro prism is noticeable.
Figure 7: Direct retroreflection: demonstration and residual images
with one projector. In each image, the statue is augmented. Note
the difference of light intensity when the viewpoint is (left) or isn’t
(middle) aligned with the projector. A residual image is perceptible
on the screen, because of the unwanted diffuse/glossy part. The
residual image on the object is almost invisible (right).
control it by choosing a beam splitter with the appropriate reflectiv-
ity/transparency ratio.
5 RESULTS AND DISCUSSION
All our results have been generated with a Vivitek Qumi Q5 pro-
jector, and the statue used in the examples has a height of approxi-
mately 20cm.
Prototype with direct retroreflection: In Figure 6 (left-middle),
we demonstrate what we can obtain with our direct retroreflection
implementation. We clearly see both the object by transparency
through the holes and the augmentation on the retroreflective film.
One goal of EgoSAR is to be suited for a multi-user environment.
Since the first prototype is only composed of retroreflective mate-
rial, it ensures that the augmentation is projected back to each user
that carries or wears a projector in the active scenario, or to the
user that is aligned with a fixed projector’s viewing direction in the
passive scenario. This can be seen in Figure 7, where the augmen-
tation is clearly visible when the user and the projector are aligned
(Figure 7-(left)). The augmentation almost disappeared for another
view direction (Figure 7-(middle)).
However, our prototype also suffers from some limitations. First,
the retroreflective film has some glossy/diffuse parts. This results in
(a) object (b) augmentation (c) annotation
Figure 8: Indirect retroreflection. (a) The object can be seen due to
the transparency. (b) We can superimpose the augmentation. (c) We
can also add floating augmentation, for example for annotations.
a residual image that can corrupt the multi-user experience since it
can be seen at a large set of viewpoints (Figure 7). Since this limita-
tion is directly due to the retroreflective film, we will discuss poten-
tial solutions and improvements in a dedicated paragraph. Another
residual image may be the projection through the semi-transparent
material on the object, but this one is almost invisible (Figure 7-
(right)). In general, since the residual image has a lower intensity
than the retroreflected part, this may be compensated by a direct
and controlled lighting of the object.
Second, we clearly notice the perforation pattern, and this re-
duces the feeling of transparency. This is both a limit of the per-
foration system we used (it was not possible to do smaller and/or
denser holes) and of the retroreflective film itself (we cannot make
separation between holes smaller than the actual size of the micro
prism in order not to loose the retroreflective behavior). The first
limit is simple to improve by using other perforation techniques
(low power laser for example), and the second one requires some
improvements of the retroreflective film. Note also that the size
of the perforated retroreflective material that we produced is rather
small with respect to the already small object. Due to the high pro-
duction cost of the material that we specifically produced with a
femtosecond laser, we could not create a larger sample yet. We are
convinced that our method works much better with a larger sample
since the relative size of the holes decreases.
Prototype with indirect retroreflection: Since the prototype of
our second setup allows to augment a larger area, we have per-
formed more tests, as can be seen in Figures 8 and 1(c). As with
the first prototype, we can see both the object by transparency and
the augmentation, and we can also add annotations.
It is easier to observe the retroreflective property with such a
setup. In this purpose, we rotate the camera around the object by
moving away from the original view direction (i.e., the projection
direction). When aligned, the augmentation intensity is at the max-
imum, as can be seen in Figure 9. After 3◦, the augmentation has
almost disappeared, as confirmed by [10]. This is the expected be-
havior. Moreover, it shows that we do not need to be perfectly
aligned to see the augmentation, and this leads to some flexibilities
in designing the setup.
In our current prototype, some light ghost images can be noticed
(see Figure 10). Our investigations have shown us that this is due
to the optical properties of the one-way mirror film that we use
as a beam splitter: it has a non-negligeable diffuse part. This is
confirmed by the fact that such a ghost image does not appear when
using a pure mirror or a pure transparent glass. This is one of the
directions that we want to improve in the future.
About the two scenarios: as explained above, the personalized
multi-user experience with both scenarios is naturally handled with
the two prototypes. Since the retroreflective material reflects within
a small cone around the perfectly retroreflective path, the retrore-
flective behavior is still present even when the viewpoint is only
quasi-aligned with the projector and the object (Figure 11). This
makes it possible that multiple users can see the augmentation.
Requirements for the retroreflectivity: All these tests show that
the core component of our setups, the retroreflectivity, must be im-
proved. An ideal behaviour would have the following properties.
Initial direction ≃ 2.5◦ ≃ 5◦ ≃ 7.5◦
Figure 10: Illustration of the ghost image when the viewing di-
rection varies compared to the projection direction: a fixed image
appears in the beam splitter. This appears in some particular condi-
tions for the indirect retroreflection implementation.
≃−6.5◦ Initial direction ≃ 6.5◦ ≃ 15◦
Figure 11: In each image, the projector is fixed at a distance of
1.5m of the retroreflective material, and the viewpoint is at a dis-
tance of 5.5m. From left to right, the horizontal distance between
the projector and the viewpoint is -60cm, 0cm, 60cm, and 150cm.
In this example, at least 3 people can see the same augmentation.
(i) The retroreflective material and the beam-splitter have to be as
less diffuse as possible. We still have to investigate such a material.
(ii) A ”non-perfect” retroreflective part enables some flexibilities in
the alignment of the users and the projectors. This is currently the
case with most of the commercialized materials.
(iii) The prisms of the retroreflective material have to be smaller in
order to improve the ratio transparency/retroreflectivity. Going to
nano-sized particles may also make it possible to create a material
able to retroreflect a reduced set of wavelengts that would be used
for the projection systems and transmit the other visible wavelengts.
6 CONCLUSION
We introduced EgoSAR, a new SAR approach that makes it possi-
ble to have a personalized experience in a multi-user environment.
We obtain the personalized experience by exploiting the proximity
of users to projectors that create the augmentations on a retrore-
flective material. The users that are quasi-aligned with a projector
receive the respective light from the projector and thus see the aug-
mentation. In addition to the augmentation, all users can also see
the real-world scene, because we combine the light path from the
augmentation and the light path from the real-world scene.
We presented two prototype implementations of EgoSAR. The
first one uses direct retroreflection on a perforated and thus semi-
transparent retroreflective film that is put on a glass pane, and the
second one uses indirect retroreflection with a beam splitter. We
have shown that both prototype implementations validate our ap-
proach. However, we know that these prototypes are improvable.
For the first approach, this is mainly due to the fact that we did
not find an appropriate off-the-shelf semi-transparent retroreflective
material, and so we had to produce this type of material ourselves.
We are optimistic that this type of material will be further improved
in future, for example with very small prisms that could be created
with nanotechnology.
From an application point of view, we have shown two scenarios
that offer a high potential for our approach. A first active scenario
relies on lightweight projectors that users wear or carry. With these
projectors, several tracked users can participate to a personalized
experience in multi-user environments. Again, we believe that the
evolution of the tracking and projection technology (latency, bright-
ness, resolution) will further push our approach. A second passive
scenario does not even require the users to wear or carry anything,
Initial direction ≃ 1.5◦ ≃ 3◦ ≃ 5◦ ≃ 9◦
Figure 9: Indirect retroreflection - Evolution of the augmentation with respect to the viewing angle (relatively to the projected direction).
but to stand or sit on designated locations where a personalized
augmentation happens. Note that in both cases, the personalized
augmentation can also be mixed with classical SAR by putting a
wide-angle projector inside the showcase.
Besides improving the involved materials and creating first us-
able applications, there are various avenues for future work. We
have made some encouraging tests with polarized light in order to
reduce some residual images that could be projected onto the real
object. Moreover, the augmentation is currently done on a material
that is situated in front of the object, and so it is planar, even when it
is imaged behind the material as in our second approach. We would
like to investigate how to create a non-planar floating augmentation
that adjusts to the geometry of the objects to augment, while main-
taining the personalized experience in multi-user environments.
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