ABSTRACT In this paper we investigate the codebook design of the non-orthogonal multiple access through the spatially-coupled protograph. The optimization is realized by changing the edge connections in the protograph to maximize the sum rate and then permutating the identity matrices in the spatial coupling to improve the girth distribution. The edge connection in the protograph determines the interference at each resource element and the diversity for each user equipment, and the optimization finds the best tradeoff in between. The spatial coupling enlarges or removes the short girths in the protograph in favor of message-passing decoding, which makes the low-complexity detection applicable. The genetic algorithm is employed in the optimizations of both the protograph and the spatial coupling. Numerical results reveal the characteristics of the optimal superposition structures for different SNR regions and the improvement of girth distributions for different spatial coupling mechanisms. The optimized structures demonstrate better error performance than those proposed in the literature.
I. INTRODUCTION
The rapid development of mobile applications poses new challenges to future wireless communications, such as high system capacity, high spectrum efficiency, low power consumption, massive connectivity, etc.. Non-orthogonal multiple access (NOMA) has been considered as one of the candidate techniques to meet these requirements [2] , [3] . By allowing symbols from different user equipments (UEs) superimposed on the same resource element (RE), NOMA can accommodate more user connections and achieve higher transmission efficiency [4] . The design and implementation of multi-carrier NOMA has attracted much attention, where the symbols from multiple UEs are mapped onto a set of REs in the transmission. Different mapping schemes have been proposed in the literature, including sparse code multiple access (SCMA) [5] , [6] , low density spreading (LDS) [7] , [8] , pattern division multiple access (PDMA) [9] , [10] , etc..
The codebook design and optimization in NOMA can be realized by maximizing the system capacity and/or minimizing the error probability of the transmission. According to the information theory, the authors of [11] have derived The associate editor coordinating the review of this manuscript and approving it for publication was Guan Gui. the constellation-constrained capacities for several NOMA schemes in AWGN channels. Alternatively, based on the modulation theory, the closed-form expression of pairwise error probability (PEP) was provided in [12] and [13] for the multidimensional constellation in SCMA systems. Using the aforementioned theoretical tools, the optimization of NOMA codebook can be carried out through the transmit power, the phase rotation, the spreading sequence, etc.. For example, power allocation algorithms were proposed in [14] to maximize the overall utility of an OFDM-NOMA downlink system. In [15] , the authors proposed a power allocation scheme to tradeoff the user fairness and the system throughput. Phase rotation was explored for example in [16] for a shaping gain of the sub-constellation in the SCMA. The spreading sequence, which can be represented by the factor graph of the superposition structure, is also important for the system performance. However, it has not been fully investigated in the literature. In [9] and [10] , the superposition matrix was optimized with constraints in the row weight. A comprehensive research on the design of the factor graph is still missing.
Therefore, in this paper we are dedicated to the design and optimization of the NOMA transmission through the factor graph. In [1] , we have investigated the optimization of factor graphs for a multi-carrier NOMA model. The symbols from different UEs are transmitted through a set of orthogonal REs. The mapping between the UEs and the REs can be described by a superposition factor graph. This factor graph determines both the interference that each RE node has to deal with and the diversity that each UE node can benefit from. In [1] , we aimed to maximize the sum rate of the transmission by optimizing the edge connections of the factor graph. The results reveal that the optimized factor graph is in fact the best trade-off between the interference and the diversity.
The optimization in [1] was targeted for small systems with a limited number of UEs and REs. The idea to perform the optimization directly on the entire factor graph is not applicable for larger systems. Therefore, in this paper we propose to employ the spatially-coupled protograph to model the NOMA transmission. The optimization is carried out on the protograph and on the spatial coupling successively. We first optimize the edge connections of the protograph to maximize the sum rate as in [1] . Then the girth distribution is considered as the objective function to optimize the manner of spatial coupling. By applying the two-stage optimization, the high complexity in the optimization of large structures is avoided; meanwhile, the spatial coupling improves the girth distribution of the factor graph which is favorable for message passing algorithms in the decoding.
In addition to the material presented in [1] , we newly propose in this paper the optimization of spatial coupling to maximize the length of the shortest girth and meanwhile minimize the number of shortest girths. We adopt the girth property from low-density parity-check (LDPC) codes for the optimization of spatial coupling. Two statistical criteria, average minimum girth [17] and girth distribution [18] , are employed in the evaluation. Meanwhile, two expanding mechanisms in the spatial coupling are proposed to trade off the girth distribution and the optimization complexity.
For both optimization problems of the protograph and the spatial coupling, the search for the optimum is complicated due to the enormous number of possible solutions. The traditional convex optimization does not work for this case, and the artificial intelligence (AI) can be applied alternatively. The AI approaches have been first extended from the computer science disciplines to the upper layers of communication framework. Then, the utilization of AI algorithms can be found in the physical-layer, such as channel estimation and prediction [19] , [20] , multiuser transmission and detection [21] , precoding and decoding [22] , [23] , etc. Heuristic algorithm is considered as one branch of AI. For some cases, the heuristic algorithm finds the approximately optimal solution with a satisfactory convergence speed but avoids the large data volume of training.
The edge connections of a factor graph can be described by a binary matrix. Since the elements to be optimized are binary, heuristic algorithm may be more suitable than artificial neural network. Therefore, in this paper we employ the genetic algorithm in the optimization of the factor graph. When optimizing the protograph, the binary elements in the matrix are considered as the genes. In the optimization of spatial coupling, the permutations of the identity matrix are regarded as the genes. Numerical results in terms of sum rate, girth distribution, and bit error rate are provided, which indicate that our optimized factor graphs are superior to those in the literature.
The main contribution of the paper is summarized as follows.
• The paper comprehensively studies the impact of factor graph on the performance of NOMA system. It deals with the most difficult situation in the multiuser transmission where the superimposed signals are allocated with equal power.
• The paper proposes a solution to the deployment of large-scale NOMA systems. The spatial coupling improves the decoding performance, but it does not change the transmission efficiency of the system and the complexity in transmitting each symbol.
• The genetic algorithm is applied in the optimizations of both the protograph and the spatial coupling. It solves the optimization problems that the traditional convex methods cannot work and provides satisfactory results. The rest of the paper is organized as follows. First, we briefly introduce the NOMA model with the representation of factor graph and superposition matrix in Section II. In Section III and Section IV, we select different optimization objectives and carry out the optimization of the protograph and the spatial coupling, respectively. The optimization procedures through the genetic algorithm are described for both cases. The numerical results are provided in Section V, where the bit error rate verifies the sum rate analysis in Section III and the girth distribution in Section IV. In Section VI, we conclude the paper.
II. THE SYSTEM MODEL A. FACTOR GRAPH REPRESENTATION OF NOMA
In this paper we consider a NOMA model where the symbols from the UEs are mapped onto the REs to transmit. The connections between the UEs and the REs are determined by a superposition pattern, which can also be represented by a factor graph. We assume a number of K UEs and N orthogonal REs in the model, resulting in a transmission load of λ = K /N . At the transmitter, the symbol vector from the K UEs is denoted by x = [x 1 , x 2 , . . . , x K ] T . At the receiver, the received signal vector at the REs is written as y = [y 1 , y 2 , . . . y N ] T . We illustrate the mapping from x to y by a factor graph with K = 6 and N = 4 in Fig.1 .
The factor graph describes the connections between the UEs and the REs. Equivalently, these connections can also be represented by a superposition matrix H. The matrix H has N rows corresponding to the N REs and K columns relating to the K UEs. We use h nk to denote the element in the n-th row and the k-th column of H. If the symbol from the k-th UE is transmitted through the n-th RE, h nk = 1; otherwise, h nk = 0. The transmit power p is assumed to be equal at all the REs, and the noises are i.i.d. Gaussian for all the channels. Then the above NOMA transmission can be written as
where
The noise vector is
The superposition matrix associated with the factor graph in Fig From the perspective of matrix, the performance of the NOMA transmission is affected by the density of 1s in H. The weight in a row equals to the number of superimposed symbols on that RE, which constructs the interference that the connecting UE has to deal with. The weight in a column equals to the number of REs carrying that UE's symbol, which indicates the diversity it can benefit from. The density and the distribution of 1s in H need to be optimized for a tradeoff between the interference and the diversity.
For small NOMA structures, the short girth is inevitable in most cases. For example, the thickened edges in Fig.1 constitute a length-4 girth. The existence of short girths is not favorable for the message passing algorithm in the detection. Therefore, in addition to the optimization of H as above, we improve the girth distribution by spatial coupling.
B. SPATIAL COUPLING OF PROTOGRAPH
In the following, we briefly introduce the spatial coupling of protograph [24] , [25] . The protograph is a base factor graph which reflects the characteristics of larger structures. We denote a protograph as (U , R, E), which connects K UE nodes U = {u 1 , u 2 , . . . , u K } to N RE nodes R = {r 1 , r 2 , . . . , r N } though a set of edges E. The expansion from the protograph to larger structures is realized by spatial coupling as shown in Fig.2 . Given a lifting parameter L, each edge and each node of the protograph are copied to a set of size L, respectively. Then, by permutating the connections within each set, the spatially coupled structure is obtained. The matrix representation of the spatially coupled structure is given as
where i,j represents a permutation of the L × L identity matrix or zero matrix. The complexity of the multiuser detection is crucial for NOMA transmissions. The maximum a priori (MAP) detection is optimal, but obviously it costs of high computational complexity. Alternatively, the belief propagation (BP) algorithm can be employed for a acceptable complexity. The BP algorithm holds on the condition of independent messages passing on the edges. However, this is not the case when there exist girths in the factor graph, especially the short girths. The spatial coupling reduces the probability that the UEs map to the same group of REs, so that the short girths are eliminated or enlarged. The spatial coupling exchanges the connections between the nodes without changing the node degrees. Therefore, the transmission load and the processing complexity remains the same on average. The spatial coupling makes the BP algorithm applicable in NOMA.
Meanwhile, when large NOMA systems are deployed, it is not necessary to optimize the entire structure. We can first optimize the protograph and then expand to the large structure by spatial coupling. The complexity in the large-scale optimization can be avoided.
III. OPTIMIZATION OF THE PROTOGRAPH
In this section, we investigate the optimization of NOMA through the protograph. For small systems, we can directly optimize the entire factor graph. For large systems, we can construct a protograph according to the given load. The objective of the optimization is to maximize the sum rate of the transmission. The genetic algorithm is applied to search for the optimal solutions. Based on the performance evaluation, we summarize the characteristics of the factor graph for different SNR regions.
For the ease of representation, in this section we do not distinguish the protograph and the factor graph for the entire structure. The following optimization is applicable for both cases.
A. THE SUM RATE
The NOMA structure consists of K UEs and N REs. For the k-th UE, the constellation alphabet of the modulation is A k with the cardinality M k . The modulated symbol x k is drawn from A k with uniform distribution. We define J as the number of all possible codewords on the K UEs, then
The codeword is denoted by x j for j = 1, 2 . . . J . The receiving vector through the AWGN channel is written as
The mutual information is calculated as [11] I (X;
Obviously, we have
since each UE chooses its symbol from the modulation constellation with equal probability and independently from each other. Meanwhile, the AWGN noise is independent on different REs and uncorrelated with the transmitted symbols. Then, the mutual information I (X; Y) can be rewritten as
Equation (6) is the objective function to be maximized in the optimization. Since it is not convex, we need to find a method to search for the optimum with acceptable complexity. As in the following subsection, we employ the genetic algorithm as the tool for the optimization.
B. OPTIMIZATION THROUGH THE GENETIC ALGORITHM
When applying the genetic algorithm [26] in the optimization, the superposition matrix H is considered as the individual in the population, and the mutual information in (6) is the fitness of each individual. The elements ''0'' and ''1'' in the matrix are genes, and the arrangement of genes constitutes the chromosomes. We assume the population size M , the iteration number T , and the probability of crossover and mutation q c and q m , respectively. The fitness function is written as F. The process of the genetic algorithm for optimizing the factor graph is described in Algorithm 1.
The set A contains all the chromosome codes corresponding to the population S in Algorithm 1. We denote a i ∈ A as the chromosome code of the individual s i ∈ S, and a i is a binary sequence which is the matrix elements arranged in rows. a u and a v are randomly paired chromosomes, and a , u and a , v are obtained by exchanging arbitrary part of their chromosomes. a * u is obtained by changing the gene of a , u at any random location.
The genetic algorithm searches for the optimal solution through individual selection, gene crossover and gene mutation. The searching complexity is linear with M ×T and irrelevant to the size of the matrix. The parameters M , T , q c , q m can be properly selected or adjusted to tune the searching accuracy and the convergence speed.
Algorithm 1 Optimization Based on the Genetic Algorithm
Initialize parameters: M , T , q c , q m Generate the first generation population randomly:
In this part we take a (6-4) system with the load 150% as example to evaluate the performance in terms of mutual information. When applying BPSK modulation, the optimal matrices are provided for different p/σ 2 regions in Fig.3 , where p is the power constraint and σ 2 is the variance of the noise.
It is obvious that the optimal solution is not consistent for different value of p/σ 2 . In the low SNR region, the interference is dominating. Therefore, the superposition matrix should be as sparse as possible. The matrix H1 outperforms the others with column weight 1 and row weight 1 or 2. That is to say, for this case, the UEs prefer to transmit orthogonally so that the interference is controlled as low as possible. With increasing SNR, the optimal superposition matrix tends to be FIGURE 3. The sum rate of (6-4) system with optimal superposition matrices for different p/σ 2 .
denser since the diversity from different REs contributes to the recovery of the transmitted symbols in this case.
A similar optimization is carried out for the system with K = 8 and N = 4, which results in a load 200%. The sum rate and the corresponding superposition matrices are provided in Fig.4 . Based on the similar observation as in Fig.3 , we can draw the same conclusions. When the channel conditions are poor, the matrix should be as sparse as possible, and therefore the interference is as low as possible. For better channel conditions, the matrix becomes relatively denser. The optimal solution is a tradeoff between the interference and the diversity.
At high SNRs, the increased density of 1s in H improves the sum rate of the transmission. However, it inevitably brings in short girths to the structure. From the perspective of decoding, these short girths are not favorable. We will deal with the short girths in the next section.
IV. OPTIMIZATION OF THE SPATIAL COUPLING
In this section, we investigate the effect of spatial coupling. The optimized factor graph we have obtained in the previous section is regarded as the protograph. Then, spatial coupling is applied to the protograph. This provides a method to eliminate the short girths and meanwhile a solution to the deployment of large-scale NOMA systems.
Random permutation of identity matrix can be directly employed in the spatial coupling of protograph. With high probability, the girths can be enlarged. However, the random spatial coupling cannot guarantee that the short girths are eliminated or lengthened as much as possible. There is space for the optimization of the permutations. In the following, we propose a reasonable criterion as the objective function to seek for the optimal spatially-coupled factor graphs. Again the genetic algorithm is employed as the tool in the optimization. According to the statistics, the girth distribution is significantly improved in the optimized structures. 
A. THE GIRTH DISTRIBUTION
The spatially-coupled structure is based on the protograph as we have introduced in Section II. Given the lifting parameter L, each element ''1'' in the base matrix H is replaced with an L ×L permutation matrix, and each ''0'' in H is replaced with a zero matrix. The spatially-coupled superposition matrix H S is of size NL × KL.
In the heuristic search for good LDPC codes with short block lengths, different criteria have been proposed in the literature. Due to the similarity between the LDPC factor graph and the NOMA factor graph, we adopt these criteria in this paper. Since girths of length larger than 12 have little impact on detection performance, we only consider the girths of length G = {4, 6, 8, 10, 12}, and the number of girth G is written as C = [c 4 , c 6 , c 8 , c 10 , c 12 ] . In the following we introduce two statistical methods to count girths: average minimum girth and girth distribution.
1) AVERAGE MINIMUM GIRTH
For a NOMA factor graph, each UE node may be involved in several girths of different length. The shortest girths have the maximum influence on the performance of multiuser detection. A tree can be extended step by step from the UE node to obtain the minimum girth related to it [17] . Since the performance is averaged among all UEs, the average minimum girth of a factor graph is calculated as:
where g i is the minimum girth for UE i. Obviously, the larger the average minimum girth is, the better performance can be achieved.
2) GIRTH DISTRIBUTION
Another statistic criterion is the girth distribution. The number of girths with different lengths can be calculated through the expansion and backtracking of tanner tree [18] . For a given factor graph, we find out the minimum girth and count the number of this girth. The minimum girth is written as g min ∈ G and the corresponding number is denoted as c g min . The girth distribution indicates the connecting characteristics of the factor graph, and it is given as:
where w g min ∈ W , and W = {w 4 , w 6 , w 8 , w 10 , w 12 } are the weight coefficients. The weight coefficients should be well designed, ensuring w i < w i+2 max{c i+2 } , for i ∈ {4, 6, 8, 10}. The term max{c i+2 } means the maximum number of g min = i + 2, and the upper bound of max{c i+2 } can be easily estimated since high accuracy is not required.
B. OPTIMIZATION THROUGH THE GENETIC ALGORITHM
We assume that there are a number of D 1s in H. After the spatial coupling, each element '
. . , L! } consists of all possible permutations of the identity matrix, in which the notation L! means the factorial of L. The genetic algorithm can be used to search for the optimal spatially-coupled structure. All possible permutation matrices are genes, and the arrangement of the genes constitutes the chromosomes of length D. Each chromosome corresponds to a spatially-coupled matrix H S , viewed as an individual. Other parameters and searching procedures can refer to Algorithm 1, except the fitness function F. Both the criteria F 1 and F 2 can be utilized as the objective function in the optimization.
The optimization can be realized in one step or in a multiple-step manner. In the following we introduce the two mechanisms.
1) ONE-STEP OPTIMIZATION
The one-step optimization means that the spatially-coupled structure is obtained through directly expanding L times of the protograph. The genes are L × L permutation matrices. No constraint is set for the expanding manner, and the search space is global. The one-step optimization has a probability to achieve the global optimum, but it suffers from the high complexity due to the large number of gene types.
2) MULTI-STEP OPTIMIZATION
An alternative mechanism is to divide the one-step optimization into several steps. For example, if L = L 1 × L 2 , then the spatial coupling can be realized in two steps. In the first step, the protograph is extended by L 1 times. The optimization is carried out with the L 1 ×L 1 permutation matrices as the genes, and the number of genes is L 1 !. In the second step, the newly generated L 1 -fold structure is considered as the protograph, and it is further extended by L 2 times. The permutation matrices in the second step are of size L 2 ×L 2 , and the number equals L 2 !. The number of gene types is significantly reduced in both steps, i.e., L 1 ! (or L 2 !) is much smaller than L!. As a result, the complexity becomes lower and the convergence gets faster in the genetic algorithm.
C. PERFORMANCE ANALYSIS
In the following, we analyze the performance based on the girth distributions. We first take the (3-2) structure with full connections as an example:
We spatially coupled this protograph by L ∈ {2, 3, 4, 5} times. The girth distribution F 2 is considered as the optimization target, and the optimization is completed in one step. The numbers of the girths in the optimized structures are listed in TABLE 1.
We can see that there are three length-4 girths in the protograph. By spatial coupling, the girth distribution has been gradually improved. The larger the spatially coupled structure is, the larger the minimum girth is obtained. For example, the minimum girth is increased to eight when L ≥ 3. Meanwhile, the number of minimum girths is decreased from L = 3 to L = 5. The objective function F 2 helps to find the optimal structure, not only maximizing the length of the shortest girth, but also minimizing the number of shortest girths.
Similar results can be obtained when F 1 is employed as the fitness function. However, the convergence is not stable for this case. When L = 4, for example, the optimal structures with the maximum F 1 = 8 may have completely different girth distributions: C 1 = [0, 0, 6, 0, 16] and C 2 = [1, 0, 5, 0, 10]. The computational complexity is lower when F 1 is chosen, while the convergence is more stable when F 2 is utilized. We recommend to use the girth distribution F 2 as the objective function in the optimization of spatial coupling.
In the following we provide the girth numbers in the spatial coupling when applying the multi-step optimization. The optimized structure H3 in Fig.3 is employed as the protograph, and the results are listed in TABLE 2. Similar as the previous example, the girth distribution has been gradually improved by spatial coupling. The minimum girth has been enlarged while the number of minimum girth has been decreased. The multi-step optimization also leads to satisfactory results, but the complexity is significantly reduced due to the small number of gene types in each step.
V. BIT-ERROR-RATE PERFORMANCE
In this section, we evaluate the bit-error-rate performance with the optimized factor graphs. We simulate the BERs for the protograph and the spatially-coupled structure, respectively.
A. BER OF THE PROTOGRAPH
In this part, we compare the BER performance between the optimized structures and those proposed in the literature. In the simulations, we first encode each UE's information sequence by a rate-1/2 Turbo code independently. The encoded bits are then modulated by BPSK and transmitted on the REs according to the superposition matrix. At the receiver, iterative detecting and decoding is employed. We apply either symbol-wise MAP detection or BP detection jointly for all UEs. For the symbol-wise MAP detection, the soft information for the symbol of the k-th UE is calculated as follows:
The BP detection algorithm refers to [27] . We choose the superposition matrices H1, H2, and H3 from Fig.3 and plot their BER curves in Fig.5 . The symbolwise MAP detection as in (10) is applied in all the simulations. With the given parameter setup, the matrix H2 is optimal for the SNR region. The BER of H2 has obtained a gain about 2dB comparing with the curve of H3. Comparing with H1, the gap is even larger. We can see that the structure of the superposition significantly affects the error performance of the NOMA system. For a better evaluation, we include the matrices optimized in [10] as well. In fact, H2 is coincident with the optimized matrix with row weight 3 in [10] . Comparing with the one with row weight 2 in [10] , H2 shows advantages in the error floor region.
We carry out a similar comparison for the (8-4) system and plot the BER curves in Fig.6 . The matrix H5 in Fig.4 is selected together with those optimized in [9] . The numerical results show that our optimized matrix H5 outperforms the other two by 1.0dB and 1.5dB, respectively.
The matrices obtained in [9] and [10] are not globally optimal since the row weight is predefined. Contrarily, no constraint is preset in our optimization. All degrees of freedom can be employed when choosing the elements ''0'' and ''1'' for the matrix. As a result, our proposed structure has a higher probability to approach the global optimum.
B. BER AFTER SPATIAL COUPLING
In this section, we evaluate the performance improvement achieved by the spatial coupling. The BER curves with different lifting parameters are plotted in Fig.7 . For these simulations, the BP detection is applied instead of the MAP detection. For a better illustration, we choose the (3-2) structure with full connections as the protograph. We then expand this protograph by L ∈ {2, 3, 4, 5} times and optimize the spatial coupling. The girth distributions of these optimized structures have been listed in TABLE 1. Based on the comparison, we can see that the BER performance improves with the size of spatial coupling. Consistent with TABLE 1, the length-4 girths in the protograph are gradually enlarged and finally eliminated with the increment of coupling times. However, we have to admit that it cannot beat the one with the optimized structure H2 since the latter utilizes all the degrees of freedom in the optimization.
In Fig.8 , we provide the BER evaluation on the random permutations in spatial coupling. The optimized H3 in Fig.3 is employed as the protograph. We can see that the detection cannot succeed by using the BP algorithm while it has succeeded by using the symbol-wise MAP as in Fig.5 . To solve the problem, we spatially coupled the structure by L = 3 times. We present the BER curves of the optimized structure and the structures with random permutations. We find that, even with random permutation, the spatially-coupled structures still have the chance of successful detection and decoding. The girth distribution is generally improved. For H3, C = [5, 11, 6, 0, 0] . With random permutations, C = [6, 7, 16, 37, 114] , [4, 11, 20, 40, 85] and [1, 11, 28, 64, 130] , respectively. The comparison of the BER curves agrees with the girth distributions. Not surprisingly, the optimized structure outperforms the rest with the girth distribution C = [0, 9, 36, 72, 149] . The elimination of length-4 girth results in a better error-floor performance.
VI. CONCLUSION
In this paper we have investigated the codebook design and optimization of non-orthogonal multiple access. The NOMA transmission is modeled by the structure of spatially-coupled protograph. The optimization of the structure is carried out in two steps. First, we maximize the sum rate of the transmission by optimizing the edge connections of the protograph. Then the girth distribution is considered as the objective function to optimize the manner of spatial coupling. The genetic algorithm has been utilized to optimize both the protograph and the spatial coupling. Both the transmission rate and the detection performance have been improved by the optimization with reasonable complexity. The numerical results show that our optimized structures outperform those proposed in the literature.
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