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ABSTRACT
There is a need to develop an algorithm that can determine the relative activities of a mix-
ture of many isotopes in a low-resolution gamma-ray spectrum. While techniques for this
task exist, they require a human operator and are too slow to use on very large datasets of
spectra. Pattern recognition algorithms such as neural networks are prime candidates for
automated isotope identiﬁcation using low-resolution gamma-ray spectra. While algorithms
based on feature extraction such as peak ﬁnding or ROI algorithms work well for well cali-
brated high resolution detectors, for low-resolution detectors it may be more beneﬁcial to use
algorithms that incorporate more abstract features of the spectrum. This is especially true
when analyzing a mixture of isotopes where peak overlap and Compton continuum eﬀects
occlude features of interest. To solve this, an artiﬁcial neural network (ANN) was trained to
predict the presence and relative activities of isotopes from a mixture of many isotopes. The
ANN is trained with simulated gamma-ray spectra, allowing easy expansion of the library
of target isotopes. In this thesis, an algorithm based on an ANN is presented and evaluated
against a series of measured spectra.
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CHAPTER 1
INTRODUCTION
1.1 Introduction and Motivation
Immediately after a nuclear detonation, ﬁrst responders may be collecting a large number
of gamma-ray spectra using handheld low-resolution detectors. These detectors may have
an unknown or poor calibration and each spectrum may be measured for a short amount of
time. Despite these drawbacks, the data is still valuable because it can be used to determine
isotopics of the debris generated by the explosion [1]. The isotopic analysis from these spec-
tra can then be used to characterize the nuclear explosive device and inform nuclear forensics
before more precise chemical analysis can be performed. Trained experts can determine the
isotopics of the debris by analyzing the photopeaks in a spectrum. Due to the complicated
gamma-ray spectrum produced by a large number of radioactive ﬁssion products, many
photopeaks and spectral features will overlap in a spectrum. This feature overlap increases
the diﬃculty of and slows photopeak analysis. Cheaper gamma-ray detectors typically have
lower-resolution than their more expensive counterparts, increasing the chances of overlap-
ping photopeaks and diﬃculty of analysis as the number of photopeaks increases. Despite
this, due to the potential ubiquity of low-resolution detectors over higher-resolution detec-
tors (due to portability and price), the ability to ﬁnd useful information from low-resolution
detectors may aid nuclear forensics eﬀorts.
Traditional automated gamma-ray spectroscopy techniques are not optimized for identi-
fying mixtures of isotopes in low-resolution detectors. Furthermore, isotope quantiﬁcation
typically requires an expert to manually identify and ﬁt photopeaks in a spectrum to cal-
culate the amount of each constituent isotope present in a spectrum. Machine learning
algorithms such as artiﬁcial neural network (ANNs) have proven their ability to solve a large
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variety of complicated problems. For problems where isotopes of interest are diﬃcult to
acquire for academic research, such as isotopes important to nuclear forensics, simulated
gamma-ray spectra can be used to train an ANN. While some work has been done applying
machine learning algorithms to spectroscopy problems, the topic of simulated training data
and an ANNs ability to perform identiﬁcation and quantiﬁcation on mixtures of isotopes us-
ing low-resolution detectors has not been suﬃciently explored [2, 3, 4]. An ANN tailored to
perform isotope identiﬁcation and quantiﬁcation on mixtures of isotopes using low-resolution
gamma-ray spectra has the potential to operate with minimal human intervention.
1.2 Neural Network History
Artiﬁcial neural networks were ﬁrst theorized in the 1940s as a model of how complex biolog-
ical systems like groups of neurons learn and remember [5, 6]. These theories hypothesized
that learning took place by reinforcing neural connections corresponding to correct behav-
ior. The ﬁrst implementation of an ANN came in 1958 in the form of The Perceptron [7, 8].
The Perceptron was a single layer neural network modeling a two-class image recognition
problem. A class is a unique category, like dog and cat or on and oﬀ. There is no limit on
the number of classes a model can attempt to learn. Another single layer neural network
design was ADALINE, created in 1960 [9]. While the ADALINE algorithm shares a similar
architecture with the perceptron, the learning rule is diﬀerent. Unfortunately, the single-
layer perceptron was proven to not work in cases where classes in the data are not linearly
separable [10]. This realization led to a decline in neural network research.
While a single layer network could only solve linearly separable problems, in 1969 it was
also found that a network with multiple layers could solve problems that are non-linearly
separable [10]. The perceptron algorithm was limited to a single layer network due to its
activation function being a non-diﬀerentiable step function. It was soon shown that multiple
ADALINE neurons could be stacked on top of each other, creating a MADALINE network
[11]. Due to its multilayer structure, MADALINE is able to learn non-linearly separable
functions. A MADALINE network was and is still used as an adaptive ﬁlter that removes
echo from phone lines [12].
2
Further advances in ANNs came in the form of learning improvements. Not long af-
ter the success of ADALINE and MADALINE, it was suggested that the concept of error
propagation could be applied to ANNs [13, 14]. Additionally, it was shown that error back-
propogation applied with a diﬀerentiable non-linear activation function was an extremely
powerful method to train ANNs [15]. Algorithms based on the backpropogation of error are
now the most common method to train ANNs.
Currently, ANNs can solve many diverse problems. ANNs have shown promise in everyday
problems such as handwritten zip code recognition [16], ﬁngerprint identiﬁcation [17], and
image recognition [18]; as well as more complicated problems such as lung cancer classiﬁca-
tion based on MRI images [19], estimating surface soil moisture from high-resolution aerial
images of cropland [20], and stock market predition [21].
1.3 Existing Methods for Automated Isotope Identiﬁcation and
Quantiﬁcation
To quantify the total number of counts from a radioisotope in a given spectrum, either the
constituent isotopes must ﬁrst be identiﬁed before quantiﬁcation or identiﬁcation and quan-
tiﬁcation must happen simultaneously. There are many radioisotope identiﬁcation methods
available, but few perform well given a low-resolution gamma-ray spectrum of a mixture of
radioisotopes. Common methods include library comparison algorithms, region of interest
(ROI) algorithms, principle component analysis (PCA), and template matching.
Library comparison algorithms attempt to match photopeak energies found in a gamma-
ray spectrum with those found in a library of known isotope decay energies. Drifts and un-
certainties in detector calibration can lead to misidentifying photopeaks, leading to incorrect
identiﬁcations [22]. To be automated, this method needs an algorithm to extract photopeak
centroids from a spectrum. Photopeak extraction algorithms face diﬃculties when a large
number of photopeaks overlap in a spectrum, such as when a mixture of radio-isotopes are
measured with a low-resolution detector [23].
ROI algorithms search for elevated counts compared to background in a region where
photopeaks are expected to be for diﬀerent radioisotopes. ROI algorithms may operate
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poorly when photopeaks of diﬀerent radioisotopes overlap [22]. For this reason, large iso-
tope libraries will preform poorly using this method. Similarly to the library comparison
algorithm, calibration drift may shift photopeaks into diﬀerent neighboring ROIs, leading to
incorrect identiﬁcation. The ROI method has been used to diﬀerentiate normally occuring
radioactive material (NORM) from special nuclear material (SNM) using plastic scintillators
[24].
PCA can also be applied to radioisotope identiﬁcation. The goal of PCA is to reduce
the dimensionality of a dataset into uncorrelated variables [25]. Using a few of these prin-
ciple components, the data may be represented in a reduced space that contains most of
the information present in the original data. The transformed data can then be clustered
based on isotope identity. Clustering algorithms may include K-means or Mahalanobis dis-
tance [26, 27]. PCA has been applied to isotope identiﬁcation using plastic scintillators [28]
and anomaly detection using both plastic scintillators and NaI detectors [29]. Despite the
progress of PCA in isotope identiﬁcation, there has not been signiﬁcant progress in applying
PCA to separating mixtures of isotopes in gamma-ray spectra.
Template matching algorithms ﬁnd an example in a database of gamma-ray spectra that
most closely matches a measured spectrum. [22]. The database of spectra can contain
multiple detector calibration settings, shielding materials, and source-to-detector distances.
Goodness of ﬁt can be measured using a chi-squared test, euclidean distance, or Mahalanobis
distance. While a suﬃcient amount of example spectra can be used to identify almost
any measured spectrum, the drawback of this method is the time necessary to compare a
measured spectrum to the library and the computer memory necessary to store said library.
This method also may have diﬃculty when mixtures of isotopes are considered, although
work is being done to correct this [30].
1.4 Existing Neural Network Applications to Isotope Identiﬁcation
and Quantiﬁcation
There have been a number of published papers which apply ANNs to automated isotope
identiﬁcation. ANNs have been applied to peak ﬁtting [31], isotope identiﬁcation [2, 3], and
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activity estimation [2, 32]. Many of this work rely on ROI methods [33], feature extraction
[34], high-resolution gamma-ray spectra as the input to the ANN [4], small libraries of
isotopes, and assume perfectly calibrated detectors. ANN training methods created for
high-resolution gamma-ray spectra may not perform well when trained using low-resolution
spectra given the large discrepancy in resolution. ANN training that relies on ROI methods
may not perform well when ROIs overlap signiﬁcantly with large libraries of isotopes.
It has been shown that an ANN may be trained to perform isotope identiﬁcation and
quantiﬁcation using low-resolution NaI gamma-ray spectrum using a library of ﬁve isotopes
[35]. While promising, this study did not include complicated source mixture analysis.
This study also used a library too small to be of practical use. The US Department of
Homeland Security has 31 isotopes in their minimum identiﬁcation standards for radio-
isotope identiﬁers (RIIDs) [36] and many more may be needed for post-detonation nuclear
forensics [1].
1.5 Proposed Solution
The solution outlined in this thesis is to perform radioisotope identiﬁcation and quantiﬁca-
tion simultaneously using an ANN. Skipping automated peak-ﬁtting routines releases the
algorithm from the burden of determining proper peak-ﬁtting subroutines for the variety of
cases in which a peak may be seen. A photopeak can typically be ﬁt using a Gaussian dis-
tribution added to a linear baseline. This baseline changes based on its location in another
photopeak’s Compton continuum. In spectra where peaks overlap, deconvolution techniques
may be needed to resolve constituent peaks. An unknown gain or poorly calibrated detec-
tor will shift photopeaks, further complicating a spectrum. Instead of making deterministic
rules for each of these cases, a machine learning algorithm can be taught to recognize and
handle them automatically.
Traditionally, once photopeaks are found, another algorithm is needed to measure the
locations of peak centroids and additional information (peak area, area uncertainty) to
identify what isotopes are present in a spectrum. This process adds computation time
and again suﬀers from the need to be modiﬁed to handle changes in a spectrum as described
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above. Also, the algorithm that performs identiﬁcation based on peak information must
be tailored to the peak-ﬁtting routine. This requires unique algorithms to be created for
diﬀerent detector materials and sizes, as they change the shape of the spectrum. Using an
ANN with an appropriate training set, these problems can be avoided.
By allowing a machine to learn the important features of a gamma-ray spectrum, the
problem of determining the best analysis technique given a spectrum with signiﬁcant features
overlap and unknown calibration is avoided. This method is ideal for low-resolution gamma-
ray spectroscopy for mixtures of radioisotopes for a number of reasons. Because this method
uses simulated gamma-ray spectra to train the ANN, there is no restriction on the number
of isotopes allowed in the library or their identity. This allows the ANN training set to be
cheaply generated using mixtures of exotic, dangerous, or short-lived isotopes that are not
easily accessible in an academic setting.
Another beneﬁt of using a training set of simulated spectra is that an ANN may be trained
for a speciﬁc scenario using a custom isotope library. The isotope library requirements for a
border patrol, which may focus on distinguishing medical isotopes and NORM from SNM, are
very diﬀerent from the isotope library needed to perform post-detonation nuclear forensics.
A simulated training set also allows the same ANN creation process to be applied to diﬀerent
detector materials. This is because diﬀerent gamma-ray detector materials, such as CZT
or HPGe, create spectra with diﬀerent features. Because spectra can be generated with
diﬀerent photomultiplier tube (PMT) gain values, this method can be insensitive to a range
of gain shift. This insensitivity would allow isotope identiﬁcation and quantiﬁcation to be
performed without prior knowledge of the detectors calibration.
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CHAPTER 2
THEORY
2.1 Neural Networks
2.1.1 Neural Network Architecture
An ANN is a mathematical model that attempts to map an arbitrary function from RM
to RN , where M and N are positive integers. An ANN accomplishes this by mimicking
biological neurons. One example of an ANN architecture is shown in Figure 2.1. This ANN
has N neurons in input layer A, J neurons in hidden layer B, and K neurons in output layer
C. Each neuron in adjacent layers are connected by weights, represented in Figure 2.1 by
arrows connecting neurons.
Figure 2.1: Example ANN with input neurons An, hidden neurons Bj, and output neurons
Ck.
Similar to a biological neuron, the ANN neuron receives input stimuli, performs an oper-
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ation using it, and outputs the resulting signal. The structure and equation governing the
operation of an individual neuron is shown in Figure 2.2.
Figure 2.2: Summary of the operation of a single neuron.
As seen in Figure 2.2, each neuron operates by summing the products of the previous
layers values (A1, A2, ... AN) and each individual weight (w1j, w2j, ... wnj) connecting
the neurons. This summation is analogous to the stimulus a biologic neuron receives from
its dendrites. The stimulus is then operated on by an activation function f , typically a
non-linear function. The output signal is then passed to the next layer of the ANN where
the process repeats. An ANN may be trained by setting the network weights, W, in such
a way that they minimize the error between target values, T, in a training dataset, Y, and
the ANN output given that training dataset, f(Y;W),
argmin
W
Error(f(Y;W),T). (2.1)
Except under simple cases, Equation 2.1 cannot be solved analytically. Numerical methods
for solving this equation include gradient descent through the back-propagation of errors
[14], genetic learning algorithms [37], and Newtons method [38].
2.1.2 Simple Neural Network Example
An example of a very simple one-layer ANN is shown in Figure 2.3. This ANN takes two
inputs (x1 and x2) and performs the operation shown in Figure 2.2. The weights in the
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hidden layer connecting the ith input neuron to the jth output neuron will be represented by
wij. The bias is set to a constant value of 1. This allows the bias to be eﬀectively trained
by changing the weights connecting the bias to the next layer. Using the hyperbolic tangent
function, the network outputs for each class y1, y2, and y3 range from -1 to 1. Using these
outputs, any input can be classiﬁed into a given class if the class’ respective output neurons
value is above zero, or not in a class if the output neurons value is below zero. The equation
for the output of the jth output is given in Equation 2.2, where xi is the i
th input from the
previous layer, and bi is the value of the weight connecting the j
th output to the bias neuron.
yj = tanh(
∑
i
xiwij + bj), (2.2)
To more clearly understand the geometry of the network’s operation, consider the dataset
in Figure 2.4. This dataset is composed of three classes: red, green, and blue. The axes
that deﬁne this dataset are the inputs to the single layer network in Figure 2.3, (x1,x2). If
W is deﬁned to be a vector with elements (w11, w21), a line can be deﬁned perpendicular
to W and shifted by b1||W|| away from the origin in the direction of W. Given appropriate
values for w11, w21, and b1, a line that separates the blue class from the non-blue class can
be created. Any point on the -W side of the line will have y1 < 0, allowing for classiﬁcation.
Similarly, a separating line for the red class using w12, w22, and b2 and a separating line for
the green class using w13, w23, and b3 can be constructed.
The classes in this example dataset are linearly separable, meaning lines can be drawn
completely separating each class. If the classes were not linearly separable, additional hidden
layers would be necessary to compute the function. It has been shown that additional hidden
layers allow the creation of arbitrary decision boundaries [39].
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Figure 2.3: Example of a single-layer neural network with two inputs (x1 and x2), three
classes (y1, y2, y3), and a bias neuron set to one.
Figure 2.4: One possible dataset describing a three class function. Each class is represented
by a diﬀerent color.
2.1.3 Neural Network Training
One of the most common methods of training an ANN is through error backpropagation.
Error backpropagation is a method to minimizes an error function with respect to the weights
connecting neurons as seen in Equation 2.3.
Training the simple, one-layer ANN requires ﬁnding an expression for 2.3. For the following
section, let yi be deﬁned as in Equation 2.2, EMSE be deﬁned as the mean squared error
function, and training data be deﬁned as in Equation 2.4 where xn represents the n
th training
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token and tn represents the n
th binary training target [40]. Note, this derivation would need
to be repeated for a diﬀerent error function. By the chain rule,
dEMSE
dwj
=
dEMSE
dyi
dyi
dwj
. (2.3)
D = (x1, t1), ..., (xn, tn) (2.4)
Equation 2.3 can be solved by ﬁrst evaluating dEMSE
dyi
,
dEMSE
dyi
=
d
dyi
∑
i
(ti − yi)2 (2.5)
=
∑
i
d
dyi
(ti − yi)2 (2.6)
= −2
∑
i
(ti − yi). (2.7)
Evaluating dyi
dwj
,
dyi
dwj
=
d
dwj
tanh(w′xi + b) (2.8)
= tanh′(w′xi + b)
d
dwj
(w′xi + b) (2.9)
= tanh′(w′xi + b)xij. (2.10)
where xij is the j
th feature of the ith training vector. The update rule for the bias vector is
found using
dEMSE
dbj
=
dEMSE
dyi
dyi
dbj
. (2.11)
The expression for dEMSE
dyi
is known from Equation 2.7. Evaluating the other derivative in
2.11,
dyi
dbj
=
d
dbj
tanh(w′xi + b), (2.12)
= tanh′(w′xi + b). (2.13)
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Finally, the gradient of the error function with respect to a single weight can be computed,
dEMSE
dwj
= −2
∑
i
(ti − yi) tanh′(w′xi + b)xij, (2.14)
and a single bias,
dEMSE
dbj
= −2
∑
i
(ti − yi) tanh′(w′xi + b). (2.15)
The derivative in Equations 2.14 and 2.15 can used to update each weight and bias in the
network as deﬁned by
Δwj = −ηdEMSE
dwj
(2.16)
and
Δbj = −ηdEMSE
dbj
(2.17)
where η in Equations 2.16 and 2.17 represents the learning rate of the neural network. The
learning rate and its eﬀect on training will be discussed more thoroughly in a later section.
Gradient descent can also be applied to multi-layer ANN. Given an L-layer network where
the input stimuli to the lth layer training example x is represented by
zx,l = wlax,l−1 + bl (2.18)
where wl is the lth layer’s weight matrix, bl is the lth layer’s bias vector, and the output
activation vector from the (l − 1)th layer is
ax,l−1 = f l−1(zx,l−1) (2.19)
where f l−1 represents the non-linear activation function used in the (l− 1)th-layer. Deﬁning
the output error as
δx,L =
∂C
∂ax,L
 ∂f
l−1(zx,l−1)
∂zx,l−1
, (2.20)
where  is the Hadamard product, the output error can backpropagate to previous layers.
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For each l = L− 1, L− 2, ..., 2 an error can be deﬁned by
δx,l = ((wl+1)T δl+1) ∂f
l(zx,l)
∂zx,l
. (2.21)
The gradient of the cost function as a function of each individual weight and bias can now
be deﬁned as
∂E
∂wjk
= al−1k δ
l
j (2.22)
and
∂E
∂bj
= δlj. (2.23)
Using Equations 2.16 and 2.17, the weights can be updated for a single iteration of backpro-
pogation.
ANNs require some stopping condition to conclude training. One simple stopping con-
dition is ending training when a threshold in network accuracy on a testing set is reached.
Where this simple accuracy test is not applicable, such as for regression training sets, a
condition based on the ANN training error metric can be used.
Early stopping has the beneﬁt of preventing overﬁtting and encouraging generalization.
Early stopping works by removing a small portion of the training data and deﬁning it as
testing data. The ANN is trained using the new training data while some error metric for
both the training and testing set are recorded. As training progresses, the ANN likely will
overﬁt to the training data, leading to an increase in error for the testing dataset. Early
stopping ends training before overﬁtting occurs, as illustrated in Figure 2.5. Because training
is stopped before the error in a dataset unknown to the model increases, generalization, or
the ability for the ANN to correctly identify patterns outside of the training set, is also
improved.
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Figure 2.5: Ideal training and testing error curves.
2.1.4 Hyperparameters
In addition to the weights connecting neurons, ANNs can have additional hyperparameters.
Hyperparameters determine both the networks structure (number of layers, number of nodes
in each layer, activation function for each layer) and how the model learns (learning rate,
momentum, loss function). In the following section, various hyperparameters and their
eﬀects on ANN learning are discussed.
2.1.4.1 Learning Rate
The learning rate is a tunable parameter that aﬀects the magnitude of each weight update.
If η is too small, the network will learn slowly and training will be ineﬃcient. If η is too
large, the network will fail to learn, either by converging to a non-extremum or by diverging.
An example of a small and large learning rate are shown in Figure 2.6
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Figure 2.6: Example training paths for a large learning rate, red, and a small learning rate,
green.
There are many methods to modify η to encourage more eﬃcient learning. One method
to increase the speed of learning is to start with a large η and decrease η as a function of
iteration number. Ideally, this method would lead to quick initial learning when far from an
optima and slower learning near an optima to more ﬁnely explore it. The diﬃculty with this
method is the requirement for a function that slows the learning rate eﬃciently for a given
problem.
2.1.4.2 Learning Momentum
Another method to speed up learning is to add a momentum hyperparameter, μ, to the
weight update algorithm [41],
Δwij(n) = −ηdEMSE
dwj
+ μΔwij(n− 1). (2.24)
Similar to the goal of slowing learning over time described above, the momentum term
attempts to slow learning near optima. The momentum will be large when the weights are
updated at large steps, far from an optima, but will decrease near an optima, allowing slower
learning near an optimum.
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2.1.4.3 Training Algorithms
There are many ANN training algorithms that employ clever learning rate schedules and mo-
mentum functions. These algorithms include but are not limited to: Nesterov’s accelerated
gradient [42], simulated annealing [43], ADADELTA [44], and ADAM [45].
The ADAM optimizer was chosen as the training algorithm for the work presented in
this thesis due to its incorporation of parts of other successful optimization algorithms and
its reported superior performance over these algorithms. Another beneﬁt of the ADAM
optimizer is introduction of only one hyperparameter, the learning rate.
The ADAM optimizer update rule is described below. For the following, gt is the gradient
of the error function with respect to the network parameters at iteration t,
mt = β1mt−1 + (1− β1)gt, (2.25)
is the estimate of the mean of the gradient at iteration t and
vt = β2vt−1 + (1− β2)g2t (2.26)
is the estimate of the variance of the gradient at iteration t. For the following, the variables
β1 and β2 are parameters called decay rates,  is another parameter, and θt represents the
network parameters at iteration t. As described by Kingma and Lei Ba, The default values
for β1, β2, and  are 0.9, 0.999, and 10
−8 respectively [45]. These values were seen to work
well for a variety of problems. While these hyperparameters can also be tuned, it has been
shown that the default values work well for a variety of network architectures and datasets
[45]. The bias-corrected ﬁrst moment estimate is given by
mˆt =
mt
1− βt1
(2.27)
and the bias-corrected second moment estimate is given by
vˆt =
vt
1− βt2
. (2.28)
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Finally, the weight update equation is computed as
θt+1 = θt − η√
vˆt + 
mˆt. (2.29)
2.1.4.4 Cost Function
The choice of cost function to train against depends on the targets the network is attempting
to learn. One of the simplest error functions is the binary accuracy for classiﬁcation,
EBinary =
1
N
N∑
n=1
[yˆn = yn], (2.30)
where N is the total number of output neurons, yn is the ground truth of the n
th output, and
yˆn is the ANN output of the n
th output neuron. While this is a simple function, it penalizes
the model for being close to the answer. Because there is no incremental indication that a
model is improving, this error function is not typically used for gradient descent algorithms.
A simple diﬀerentiable cost function is the mean squared error (MSE) function shown in
Equation 2.31. This function is diﬀerentiable, so gradient descent algorithms can be applied
to it. The MSE function is appropriate when targets are any real number, as in a regression
problem.
EBinary =
1
N
N∑
n=1
(yˆn − yn)2, (2.31)
For classiﬁcation problems, the average cross entropy, shown in Equation 2.32 can be used.
Cross entropy measures how diﬀerent the probability distributions yn and yˆn are from each
other. Because the cross entropy treats yn and yˆn as probability distributions, they are
required to exist in the range [0,1].
E = − 1
N
N∑
n=1
yn log(yˆn) + (1− yn) log(1− yˆn), (2.32)
Because the softmax function can be used for classiﬁcation, it is traditionally used as the
output function for the model when using the cross entropy cost function. The softmax
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function is used in binary classiﬁcation problems to calculate posterior class probabilities
[46].
softmax(zj) =
exp(zj)∑K
k=1 exp(zk)
. (2.33)
2.1.4.5 Weight Regularization
Weight regularization is a hyperparameter that penalizes the ANN when the magnitude of
the weights increases. Because the magnitude of the weights is tied to the complexity of
the model, adding weight regularization attempts to limit complexity and the probability of
overﬁtting.
A common method of incorporating weight regularization is by adding an Ln regularization
term to the error function, as seen in Equation 2.34. Common values for n are 1 and 2.
Adding weight regularization allows the magnitude of the weights to increase only when
there is a comparable reduction in the unmodiﬁed error function.
E˜ = E +
∑
i
λwni . (2.34)
In Equation 2.34, wi is the weight between each neuron in the ANN and λ is the regularization
strength hyperparameter. A larger λ will force the ANN to prefer smaller weights connecting
the neurons. If the parameter λ is too small, the unbounded model complexity may ﬁt only
the training data. If the parameter λ is too large, the ANN will only minimize the Ln error,
failing to learn.
2.1.4.6 Neuron Dropout
Another method to reduce model complexity is neuron dropout. Neuron dropout is the
process of temporarily removing a neuron from the ANN architecture [47]. By randomly
removing neurons from an ANN during training, heavy local codependency between neurons
that could lead to the ANN becoming stuck in a local minimum in the error function, and
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thus overtraining, is discouraged. The frequency with which neurons are removed is called
the neuron dropout rate, which is a hyperparameter.
Almost always, taking the average output of more than one separately trained ANN
improves the performance of the ANN [47]. By applying dropout at each neuron with
the same probability throughout training, the ANN’s architecture changes every iteration.
The makes neuron dropout a cost eﬃcient way to eﬀectively average many diﬀerent ANN
architectures, improving performance.
2.1.4.7 Data Augmentation
Data augmentation changes the data during training using physically realistic transforma-
tions. For example, a training dataset of images can be rotated, ﬂipped, blurred, or color
augmented during training. An example of horizontal ﬂip and a blur augmentation are seen
in Figure 2.7. This cheaply expands the training dataset and discourages overtraining, as
the ANN never observes the exact same image. Both the augmentation method and strength
of said method are hyperparameters.
Figure 2.7: Two examples of data augmentation using an image of a cat. The image to the
left is the original. The top right image is augmented using a horizontal ﬂip. The bottom
right image is augmented using blur.
19
2.1.5 Hyperparameter Optimization
In general, ANNs have many hyperparameters that require optimization. Optimizing these
hyperparameters will lead to more eﬃcient training and more accurate performance when
training is concluded. There are several diﬀerent methods to perform hyperparameter op-
timization for an ANN. These methods may include manual optimization, exhaustive grid
search, and random parameter search.
Manually optimizing parameters is necessary when developing a novel algorithm. This
involves changing hyperparameters and observing how the ANN trains and the ﬁnal error
on a validation dataset. Ideally, the ANN should train quickly and have a low error on a
validation dataset. For many parameters ‘rule of thumb’ values exist that can be used to
ﬁnd parameters that work to some degree. Due to the large hyperparameter space, a manual
search is cost prohibitive if further optimization is desired.
Once a range of parameters is determined through a manual search, multiple methods
are available to explore the parameter space for an optimal solution. One method is an
exhaustive grid search. In a grid search the parameter space is divided into a uniform grid
and the joint performance of all parameters is tested. The grid search method is ineﬀec-
tive for two reasons. First, neural networks may have a large number of hyperparameters
that need to be explored, and the computational requirement to explore the hyperparameter
space increases exponentially with increasing hyperparamters. Second, in practice only a
few hyperparameters dominate performance, but the dominating hyperparameters are dif-
ferent for diﬀerent applications. A grid search may under represent the importance of key
hyperparamters, as seen in Figure 2.8. While this method works, it has been shown that a
random search in the hyperparameter target domain ﬁnds better hyperparameters quicker
than testing equally distributed points in the chosen range [48]. It can also be shown that
given 60 random samples over some space with a ﬁnite minimum, the minimum of those 60
random samples is within 5% of the true minimum with 95% probability [49]. This means
that given a range of hyperparameters, the best performing hyperparameter combination
out of 60 randomly sampled points is very likely to be close to optimal.
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Figure 2.8: A comparison between a grid search and a random search for hyperparameter
optimization when performance is strongly tied to one hyperparameter. The green function
represents the eﬀect of an important hyperparameter on a cost function while the yellow
function represents the eﬀect for an unimportant hyperparameter. Figure reproduced from
[42].
The ability for an ANN to solve a problem depends on the network structure, teaching
method, and the training set to be learned. In the following section, a method for generating
a training set for isotope identiﬁcation and quantiﬁcation is described.
2.2 Training Set Creation
In order to train an ANN, a training dataset is required. For the speciﬁc problem of isotope
identiﬁcation and quantiﬁcation, a few datasets may be useful. Given N isotopes in a desired
library, one possible dataset is N smooth spectra with a training key which consists of an
N-element vector of all zeros except one index which is set to one. This training key is
also known as an N-element one-hot vector. Because it is simple, this dataset would fail
to teach the ANN how a spectrum changes when isotopes are mixed or when count rate
changes. A better solution is to create a dataset of spectra containing randomly mixed
isotopes. Using an N-element training key where the nth element represents the relative
total gross-count contribution encourages the ANN to identify the photopeak, Compton
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continuum, and possible pair production peaks from each isotope. This dataset would be
incredibly diﬃcult and expensive to create by physically measuring many isotope mixtures.
A cheaper, simpler, and more modular method to creating the training set is to simulate it.
The gamma-ray spectra used to train the ANN were simulated by sampling spectra simu-
lated in MCNP6 using a model of an Ortec 905-3 NaI detector [50]. The library of isotopes
used are those identiﬁed by the US Department of Homeland Security as the minimum
identiﬁcation standards for RIIDs [36]:
241Am, 133Ba, 57Co, 60Co, 57Cr, 137Cs, 152Eu, 67Ga, 123I, 125I, 131I, 111In, 192Ir, 40K, 177mLu,
99Mo, 237Np, 103Pd, 239Pu, 240Pu, 226Ra, 75Se, 153Sm, 89Sr, 99mTc, 232Th, 201Tl, 204Tl, 233U,
235U, 238U, and 133Xe.
In addition to these, a background isotope was also included in the library. The back-
ground isotope was created by recording the background in the laboratory for 24 hours. The
background was sampled using the technique described below.
Each spectrum contains between one and ﬁve isotopes from the above set. The range of
isotopes mixed in each spectrum, the library of isotopes, and the detector simulated can be
easily changed. This allows an ANN to be tailor made for a variety of speciﬁc scenarios.
The simulation process used in this work is based on work previously done in our research
group [51]. The process begins with a converged MCNP simulation of an isotope’s gamma-
rays and branching ratios as found in Browne and Firestone [52]. An example of a converged
spectrum is shown in Figure 2.9. This spectrum was generated based on a detector’s PMT
set at 760 V.
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Figure 2.9: Normalized converged MCNP6 simulation of a 60Co spectrum.
Treating each isotope’s converged spectrum as a probability distribution function (PDF)
and integrating over channel number, a cumulative distribution function (CDF) for each
isotope can be created. This CDF can then be sampled using a uniform distribution with the
inverse transform sampling method [53]. Using this method, spectra of any count number can
be quickly generated. An example of the converged spectrum shown in Figure 2.9 sampled
with 103 and 105 counts are shown in Figure 2.10. Using this method both low and high
count scenarios can be simulated.
There are a few limitations to the spectrum simulation process described above. The
main limitation is the lack of scattering geometry and point source without self-attenuation.
This will result in simulated spectra that underestimate true Compton continua. Another
limitation is that count-rate eﬀects are not included. Count-rate eﬀects include sum peaks
and detector dead time. Sum peaks occur when two photons interact with the detector in a
suﬃciently small time window. When this occurs, the energy of the two photons are recorded
as one. When the count rate increases the probability that two photons simultaneously
interact in the detector, and thus the magnitude of the sum peak, increases. An increase in
count rate also increases the detector’s dead time. The detector’s dead time is the period
after a count is recorded that the detector cannot record additional pulses. For NaI(Tl)
based detectors, the dead time is caused by limitations in the detector’s electronics [54].
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These eﬀects cause changes in the spectrum that the ANN is not trained to recognize, which
may lead to poor identiﬁcation performance.
Figure 2.10: Two sampled 60Co spectra using the converged 60Co spectrum shown in
Figure 2.9. The top spectrum was simulated with a total of 103 counts and the bottom
spectrum was simulated with a total of 105 counts.
Spectra were simulated by randomly selecting the number of gross counts in each spectrum
to range between 103 and 105. The total number of counts was randomly sampled between
the chosen isotopes and a spectrum representing background. The background spectrum
is seen in Figure 2.11. The simulated spectrum and the fraction of counts corresponding
to each isotope and background are recorded. Currently, these target contributions include
counts from simulated Compton scattering, so the ANN was taught to include contributions
from gamma-ray photopeaks as well as the Compton continuum. To mimic gain shift due to
calibration drift, a function that randomly linearly rebinned the position of each channel was
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applied to each spectrum. The new spectrum was reconstructed using spline interpolation
with the new bin positions. The magnitude of this shift was randomly chosen within the
range (0.8,1.0). In addition to mimicking gain shift, randomizing the bins increases the
generality of the neural network by inducing a form of data augmentation to the inputs.
Traditionally, data augmentation methods are operated on before each training iteration.
Because the ANN will see each example multiple times, this is not a true form of data
augmentation.
Figure 2.11: A 6 hour spectrum of natural background. This background spectrum was
used to generate the background isotope used in the ANN training set.
Figures 2.12 and 2.13 show reconstructions of a 60Co source using the spectrum simulation
process described above. Note that with a calibration shift that moves each peak centroid
about 75 channels, the rebinning function is still able to accurately reconstruct the photo-
peaks centroid and Compton edge location. The FWHM of the simulated peaks are slightly
larger than those for the real spectra. This may be due to an overestimate of some source
of error in the simulations, such as noise from the detector’s electronics. Also note that
the full Compton continuum is not well represented using this simulation process. This is
because simulated spectra are based on a detector in vacuum. Lab conditions include scat-
tering geometries not included in the simulations. A method to more accurately simulate
spectra would include either mathematically changing the Compton region of each spectrum
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based on Compton scattering physics or including a variety of scattering scenarios in the
simulations. A greater variety of Compton scattering scenarios can be simulated quicker and
cheaper using the former method.
Figure 2.12: In black, a 60Co spectrum recorded using a NaI(Tl) detector for 60 seconds
with the detector PMT set at 740V. In red, a simulated 60Co spectrum with 70000 total
counts shifted by 0.825.
Figure 2.13: In black, a 60Co spectrum recorded using a NaI(Tl) detector for 60 seconds
with the detector PMT set at 760V. In red, a simulated 60Co spectrum with 55000 total
counts and no shifting.
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In this chapter the ANN structure, training method, and a hyperparameter study are
presented. Google’s Python package, TensorFlow [55], was used to create and train the
ANNs used in this paper. TensorFlow allowed for quicker prototyping and testing than
would have been possible coding from scratch. TensorFlow also allowed more ﬂexibility in
constructing diﬀerent neural network architectures than other python packages.
2.3 Chosen Network Architecture
A two-layer ANN was trained to perform relative gross count attribution from a library
of 32 isotopes and background using the spectrum from a 1024 channel NaI detector as
input. Deeper network architectures with additional layers are prone to long training times,
overﬁtting issues, and learning peculiarities. Because of these issues, deeper architectures
were not explored in this work.
The activation function for the hidden layers is the hyperbolic tangent function and the
activation function for the output layer is the softmax function, shown in Equation 2.33.
While softmax is traditionally used for classiﬁcation, it was observed in this work that the
it performed well as a regression model. Because the softmax function restricts the range of
output values to (0,1) and forces the output to sum to one, softmax matches the conditions
necessary to calculate relative class contributions.
The ANN also employs neuron dropout and L2 regularization to combat overtraining. The
choice for hyperparameter values chosen for the ﬁnal ANN are discussed later.
2.4 Training Details
The ANN was trained using the ADAM optimizer. For the training, the ANN was given
batches of 1024-channel spectra normalized by each spectrum’s maximum value. The target
vectors (33 x 1) containing the relative gross-count contribution from each isotope in the
corresponding spectrum. The batch size was 1000 samples randomly picked from a training
set of 105 simulated spectra. Randomly choosing training samples is a process called stochas-
tic learning. Stochastic learning is usually faster than batch learning and often produces a
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better ANN [56]. ANN weights were initialized with zero-mean Gaussian random variables
which had a variance equal to the square root of the number of nodes in the previous layer
[56]. Early stopping was used to terminate training. Training ends when the diﬀerence in
mean cross entropy between the last 10 iterations and the cross entropy between the last 20
and last 10 iterations falls below 10−3.
2.5 Random Hyperparameter Search Results
The ANN presented in this work has the following hyperparameters: number of neurons
in layer 1, number of neurons in layer 2, initial learning rate for the ADAM optimizer, L2
regularization strength, and neuron dropout rate. The ranges of parameters tested are shown
in Table 2.1. The ranges tested were based on a manual search performed by the author.
All ranges were sampled using a logarithmic distribution over their respective range except
the dropout rate. The dropout rate was sampled using a uniform distribution over its range.
Out of 60 random hyperparameter combinations, the hyperparameter combination with
the lowest error is shown in Table 2.1. The error during training for this ANN is shown in
Figure 2.14.
Table 2.1: Range of hyperparameter values tested in a random search optimization
Hyperparameter Final Hyperparameter
Range Values
Number of Neurons in Layer 1 102 - 104 1363
Number of Neurons in Layer 2 102 - 104 318
Initial Learning Rate 10−6- 101 2.20 x 10−4
L2 regularization strength 10
−5- 10−2 1.76 x 10−5
Neuron Dropout Rate 0.0 - 1.0 0.655
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Figure 2.14: Training error curves using optimal hyperparameters found in the random
search. The training dataset error is shown in blue and the testing dataset error is shown
in red.
2.6 Summary
In this chapter, the structure of multi-layer ANNs, methods to train and optimize them,
and a method to create a training set for isotope identiﬁcation and quantiﬁcation have been
described. In the following section an ANN will be presented using these concepts and its
performance on a number of real and simulated spectra will be discussed.
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CHAPTER 3
RESULTS AND DISCUSSION
3.1 Identiﬁcation Performance
The performance of this ANN is shown through a number of real spectra. All spectra in
this section are real without background subtraction. For simplicity, only the ﬁrst 5 largest
relative gross-count contributions are shown. Because the ANN inputs are in the form of
channel number and not bin energy, the spectra in this paper will be displayed as a function
of channel.
Because the output of the ANN is the softmax function, each output has a positive
non-zero value. Because of this, the ANN calculates that each isotope is present in each
spectrum. A minimum relative count contribution threshold can be used to determine what
results can be ignored. The false alarm rate as a function of count contribution threshold for
1000 simulated gamma-ray spectra is shown in Figure 3.1. The 1000 spectra were simulated
using the same method used to produce the training spectra. A false alarm is deﬁned as the
ANN ﬁnding a radio-isotope with a count contribution higher than the threshold that was
not part of the isotopes simulated in said spectrum. Using Figure 3.1, we can determine a
proper count contribution threshold given an acceptable false alarm rate. For example, given
a maximum false alarm rate of 5%, all count contributions less than 0.22 can be ignored.
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Figure 3.1: False alarm rate given a minimum relative count contribution.
3.1.1 Performance on Background
Figure 3.2 shows a 6 hour background spectrum and Table 3.1 shows the output from the
ANN given the spectrum in 3.2. The ANN correctly identiﬁed a spectrum having no isotopes
of interest as being predominantly background. The ANN ignores the clearly visible 1460
keV 40K peak near channel 500. This demonstrated that the ANN correctly identiﬁed that
the entire 40K count contribution is from background and not an outside source.
Figure 3.2: A 6 hour background spectrum. Total number of counts in this spectrum is
1742651.
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Table 3.1: ANN output from Figure 3.2 representing relative gross count contribution
Isotope
Percent
Contribution
Background 0.858
103Pd 0.018
125I 0.015
233U 0.014
192Ir 0.013
3.1.2 60Co
Figure 3.3 shows a 60Co spectrum and Table 3.2 shows the output from the ANN given the
spectrum in 3.3. The 60Co source was placed at a distance that gave approximately the
same count rate on the detector as background. The ANN correctly identiﬁed 60Co and
background as having nearly equal relative count contributions.
Figure 3.3: A 500 second gamma-ray spectrum of a 0.288 μCi 60Co source measured from a
distance of 7.5 cm from the detector face. There are 90003 gross counts in this spectrum.
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Table 3.2: ANN output from Figure 3.3 representing relative gross-count contribution
Isotope
Percent
Contribution
60Co 0.436
Background 0.420
152Eu 0.020
233U 0.018
125I 0.015
3.1.3 152Eu
The ANN also correctly identiﬁed the presence of a single isotope with a spectrum with
a greater number of identiﬁable gamma-ray peaks than 60Co. Figure 3.4 shows a 152Eu
spectrum with the output from the ANN shown in Table 3.3. Similar to the 60Co example,
the 152Eu source had approximately the same count rate on the detector as background.
While the ANN did not ﬁnd a similar relative count contribution for 152Eu and background,
the ANN was able to correctly identify 152Eu as the main non-background isotope. Because
152Eu has more gamma-rays associated with it compared to 60Co, more counts fall in its
Compton continuum. Because the simulated Compton continuum does not match laboratory
conditions, the ANN performs poorly here.
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Figure 3.4: A 500 second gamma-ray spectrum of a 8.84 μCi 152Eu source measured from a
distance of 74 cm from the detector face. There are 76710 gross counts in this spectrum.
Table 3.3: ANN output from Figure 3.4 representing relative gross-count contribution
Isotope
Percent
Contribution
Background 0.588
152Eu 0.115
103Pd 0.022
238U 0.020
40K 0.019
The above examples have clear photopeaks that can be easily identiﬁed by a feature
extraction algorithm. Figure 3.5 shows a 10 second spectrum of the same 152Eu source in
the same position relative to the detector as Figure 3.4. This spectrum has photopeaks that
are much more diﬃcult to identify. Despite the drastic reduction in gross counts, the ANN
was still able to correctly identify 152Eu as the main non-background isotope present, as
seen in Table 3.4. The ANN also ﬁnds a similar gross count contribution between 152Eu and
background in both the 500 and 10 second spectra. This shows the ANN operates similarly
across a large range of gross counts.
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Figure 3.5: A 10 second gamma-ray spectrum of a 8.84 μCi 152Eu source measured from a
distance of 74 cm from the detector face. There are 1569 gross counts in this spectrum.
Table 3.4: ANN output from Figure 3.5 representing relative gross-count contribution
Isotope
Percent
Contribution
Background 0.600
152Eu 0.120
51Cr 0.025
103Pd 0.020
238U 0.018
3.1.4 60Co and 137Cs Mix
To investigate the ANNs ability to identify isotope mixtures, spectra with approximately
equal gross count rates from 60Co, 137Cs, and background were tested. Table 3.5 shows the
ANNs output from a 60Co and 137Cs source with approximately equal count rates on the
detector. The spectrum for this combination is shown in Figure 3.6. The ANN is able to
ﬁnd both 60Co and 137Cs with approximately the same gross count contribution.
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Figure 3.6: A 5 second gamma-ray spectrum of a 0.288 μCi 60Co source measured from a
distance of 7.5 cm from the detector face and a 0.890 μCi 137Cs source. There are 1550
gross counts in this spectrum.
Table 3.5: ANN output from a 5 second gamma-ray spectrum of a 0.288 μCi 60Co source
measured from a distance of 7.5 cm from the detector face and a 0.890 μCi 137Cs source.
Isotope
Percent
Contribution
Background 0.461
137Cs 0.172
60Co 0.140
40K 0.028
89Sr 0.025
Table 3.6 shows the output from the ANN using the same isotope mix and conﬁguration
as above, but increasing the count time from 5 seconds to 60 seconds. The ANN output
is similar for the 5 seconds and 60 seconds example, demonstrating the ANN can identify
simple isotope mixtures through a large range of gross counts.
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Figure 3.7: A 60 second gamma-ray spectrum of a 0.288 μCi 60Co source measured from a
distance of 7.5 cm from the detector face and a 0.890 μCi 137Cs source. There are 18087
gross counts in this spectrum
Table 3.6: ANN output from a 60 second gamma-ray spectrum of a 0.288 μCi 60Co source
measured from a distance of 7.5 cm from the detector face and a 137Cs source.
Isotope
Percent
Contribution
Background 0.476
137Cs 0.133
60Co 0.114
152Eu 0.042
125I 0.034
3.1.5 133Ba and 60Co Mix
The ANN also demonstrated promise in resolving mixtures of more complicated isotopes.
Figure 3.8 shows a 60 second spectrum of both 133Ba and 60Co. The two isotopes were set at
distances such that the relative count rate associated with each isotope was approximately
the same. The ANN correctly identiﬁed both 133Ba and 60Co as the main isotopes present,
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and correctly calculated they have approximately the same total count contribution to the
detector.
Figure 3.8: A 60 second gamma-ray spectrum of a 0.750 μCi 133Ba source measured from a
distance of 17 cm from the detector face and a 0.288 μCi 60Co source measured from a
distance of 7.5 cm from the detector face. There are 16787 gross counts in this spectrum.
Table 3.7: ANN output from Figure 3.8 representing relative gross-count contribution
Isotope
Percent
Contribution
Background 0.325
60Co 0.145
133Ba 0.110
152Eu 0.080
51Cr 0.057
3.1.6 BeRP Ball Results
The ANN had diﬃculty identifying the BeRP ball. The BeRP ball is a 4.48 kg sphere of
α-phase weapons grade plutonium in a 0.3 mm 304 stainless steel cladding. A 60 second
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spectrum of the BeRP ball is shown in Figure 3.9. The ANN saw this spectrum as predom-
inantly background as shown in Table 3.8. This may be due to the fact that each training
example was guaranteed to have background, so in order to minimize error, the ANN at-
tempts to give a large value for background regardless of the spectrum. This may also be
due to the change in background radiation between this spectrum and the ANNs training
set background. Because the BeRP ball was measured at the Device Assembly Facility in
the Nevada National Nuclear Security Site, the background radiation was very diﬀerent from
the background found in Illinois.
Figure 3.9: 60s spectrum of the BeRP ball.
Table 3.8: ANN output from the BeRP ball.
Isotope
Percent
Contribution
Background 0.441
133Xe 0.052
204Tl 0.048
201Tl 0.046
240Pu 0.026
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3.1.7 Algorithm Performance with Shielded Spectra
One method to hide a radioactive source is to place shielding material between the detector
and source. Shielding material will attenuate lower energy gamma-rays stronger than higher
energy gamma-rays, distorting the spectrum. Because the ANN was trained on unattenu-
ated simulated spectra, only isotopes with gamma-ray energies close to each other will be
recognized when attenuated by a shield.
Figure 3.10 shows three 60Co spectra, one without shielding, one shielded by 2.27 mm of
lead, and one shielded by by 5.33 mm of lead. As the amount of shielding material increases,
the photopeaks are attenuated to a larger degree.
Table 3.9 shows the ANN’s output for all three spectra in Figure 3.10. As expected, as
more shielding material is added, the count contribution from 60Co decreases. The decrease
in the count contribution from 60Co is mirrored by an increase in the count contribution
from background. Note that the 5th smallest isotope is the only one that changes with the
addition of shielding. This shows that the ANN can identify a shielded isotope if the isotope
emits energies in a similar range.
Figure 3.10: Three spectra of a 60Co measured 10 cm from the detector face for 480
seconds. The green spectrum is a bare 60Co source, the red spectrum is the 60Co source
attenuated by a 2.27 mm sheet of lead, and the blue spectrum is the 60Co source
attenuated by a 5.33 mm sheet of lead.
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Table 3.9: ANN output from the three 60Co spectra in Figure 3.10.
Bare Source 2.27 mm Lead 5.33 mm Lead
Isotope
Percent
Contribution
Isotope
Percent
Contribution
Isotope
Percent
Contribution
60Co 0.5325 60Co 0.5033 60Co 0.4363
Back 0.3257 Back 0.3437 Back 0.3981
40K 0.0290 40K 0.0248 40K 0.0233
238U 0.0160 238U 0.0172 238U 0.0179
103Pd 0.0130 192Ir 0.0144 89Sr 0.0169
Figure 3.11 shows three 152Eu spectra, one without shielding, one shielded by 2.27 mm of
lead, and one shielded by by 5.33 mm of lead. Note that the peaks in the green spectrum
at lower energies disappear when an attenuator is introduced, while the higher energy peaks
stay relatively the same.
Table 3.10 shows the output of the ANN for each spectra. Without shielding, the ANN
correctly identiﬁes the 152Eu as being the main contributor to the counts in the spectrum.
With 2.27 mm and 5.33 mm of lead, the ANN misidentiﬁes the spectrum as being mainly
background. Because there are still visible peaks in the attenuated spectra, an algorithm
based on photopeak feature extraction may correctly identify the shielded 152Eu spectra.
Because the ANN is taught to recognize bare sources, it cannot identify attenuated sources
when their photopeak energies are very far apart.
An increase in lead shielding for the 152Eu source created a spectrum that does not match
any isotope in the ANN training library. The ANN classiﬁed the unknown pattern as mostly
background. This is evidence that the ANN prefers to classify unknown patterns as back-
ground rather than incorrect isotopes. An ANN may be able to be trained to recognize
shielding in cases where shielding is expected. For post-detonation debris analysis, shielding
is expected to not be an issue.
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Figure 3.11: Three spectra of a 152Eu measured 15 cm from the detector face for 60
seconds. The green spectrum is a bare 152Eu source, the red spectrum is the 152Eu source
attenuated by a 2.27 mm sheet of lead, and the blue spectrum is the 152Eu source
attenuated by a 5.33 mm sheet of lead.
Table 3.10: ANN output from the three 152Eu spectra in Figure 3.11.
Bare Source 2.27 mm Lead 5.33 mm Lead
Isotope
Percent
Contribution
Isotope
Percent
Contribution
Isotope
Percent
Contribution
152Eu 0.3740 Back 0.4038 Back 0.4705
Back 0.2483 60Co 0.0806 60Co 0.0926
131I 0.0594 131I 0.0798 40K 0.0722
51Cr 0.0404 152Eu 0.0738 152Eu 0.0661
99Mo 0.0398 40K 0.0737 89Sr 0.0583
3.2 Measurement of sensitivity to gain shift
The ANN also demonstrated some degree of gain invariance. Sixty second spectra of 60Co
were taken within a range of biases between 730 V to 765 V in steps of 5 V applied to the
PMT. The photopeak channels shifted by an average of 19.4 channels, or 1.89% between
each 5 V change. Figure 3.12 shows the diﬀerence in detector response at the largest and
smallest voltage tested. Table 3.11 shows the 10 largest ANN outputs from the 60Co source
taken in a range of applied voltages. In the range between 740 V to 755 V the ANN ﬁnds
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very similar contributions between 60Co and background. At 730 V, 735 V and 760 V this
ratio starts to change signiﬁcantly, but 60Co and background are still found by the ANN to
be the main count contributors. At 765 V, 60Co and background are found as the highest
count contributors below 40K. This shows that an ANN can be taught to be gain invariant
within a range of applied PMT voltages.
Figure 3.12: Two 60 second 60Co spectra. The PMT was biased at 730 V for the black
spectrum and 765 V for the grey spectrum.
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Table 3.11: Summary of the top 4 ANN outputs from a 60Co source using diﬀerent PMT
voltage settings.
730 V 735 V
Isotope Percent
Contribution
Isotope Percent
Contribution
Background 0.3349 60Co 0.4667
60Co 0.2974 Background 0.2746
89Sr 0.1498 89Sr 0.0841
137Cs 0.0247 241Am 0.0191
740 V 745 V
Isotope Percent
Contribution
Isotope Percent
Contribution
60Co 0.8393 60Co 0.8313
Background 0.0939 Background 0.1042
137Cs 0.0129 40K 0.0096
40K 0.0086 137Cs 0.0088
750 V 755 V
Isotope Percent
Contribution
Isotope Percent
Contribution
60Co 0.8247 60Co 0.8388
Background 0.1070 Background 0.1002
40K 0.0129 40K 0.0101
241Am 0.0078 241Am 0.0069
760 V 765 V
Isotope Percent
Contribution
Isotope Percent
Contribution
60Co 0.7105 40K 0.5814
Background 0.1472 60Co 0.1773
40K 0.0574 Background 0.1467
241Am 0.0134 103Pd 0.0156
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CHAPTER 4
CONCLUSIONS AND FUTURE WORK
A method to perform isotope identiﬁcation and quantiﬁcation based on NaI gamma-ray
spectra using a ANN has been described. This method was shown to be promising for
resolving simple isotope mixtures. The ANN presented was also able to operate in a large
range of detector calibration setting. Despite the presented advantages, there are many ways
in which this work can be improved.
A more thorough study of additional ANN architectures may increase the eﬀectiveness of
this method. A more in depth study of deeper architecture, diﬀerent hidden layer activation
functions, and diﬀerent architectures may increase performance. Deeper ANN architectures
increase the capacity of the ANN to model functions with the downside of being diﬃcult to
train. A more rigorous hyperparameter study may also improve identiﬁcation by ﬁnding a
better combination of hyperparameters.
The ability for an ANN to identify larger isotope libraries is also important. For ap-
plications such as post-detonation nuclear forensics, libraries much larger than 32 isotopes
are needed. Analyzing the capacity for diﬀerent ANN architectures to identify larger iso-
tope libraries would aid in determining if ANNs are a candidate for post-detonation nuclear
forensics.
In this work it has been shown that an ANN may be trained to reliably perform isotope
quantiﬁcation in a mixture of isotopes with some level of detector gain invariance. It would
be interesting to see how far the gain invariance can be stressed given some error. This has
the potential to create gain invariant isotope identiﬁcation algorithms. Creating an algorithm
for gain invariant algorithms removes a large hurtle from automated isotope detection.
While the ANN successfully learned to identify real gamma-ray spectra using simulated
training data based on a MCNP simulation, the MCNP simulation can be improved. The
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MCNP model poorly predicts realistic Compton continua due to a lack of scattering ma-
terials present in the simulation. This may confuse the ANN, as it attempts to ﬁt counts
from both the photopeak and the Compton continuum. A better way to do this is to vary
the continuum and train the ANN to predict only photopeak counts. Doing this will ef-
fectively teach the ANN to recognize and ignore various Compton continua. This may be
achieved by creating several MCNP models with diﬀerent scatter geometries. This may
cause the ANN to overtrain on a small number of scattering geometries. A better method
is to create a Compton continuum perturbation function that generates random continua.
This method would not be vulnerable to overtraining and explores more scattering scenarios
more eﬃciently than creating several diﬀerent MCNP models.
This method is ﬂexible enough to be extended to a variety of detection scenarios through
the training dataset simulation. This includes diﬀerent radiation detectors. Detector ma-
terial such as CZT and HPGe would both beneﬁt from quick isotope identiﬁcation and
quantiﬁcation algorithms. Observing how well the ANN structure translates to diﬀerent
materials would be helpful.
An analysis of the error in network predictions would assist in determining if the ANN
method is feasible for the problem of isotope identiﬁcation and quantiﬁcation using low-
resolution detectors. It may be helpful to predict the error as a function of signal to back-
ground ratio and count rate. Future work will attempt to analyze the ANNs conﬁdence with
its predictions.
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