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ABSTRACT	  
	  
	   Althuru,	   Dharan	   Kumar	   Reddy.	   M.S.	   Department	   of	   Computer	   Science	   and	  
Engineering,	   Wright	   State	   University,	   2014.	   Distributed	   Local	   Trust	   Propagation	  
Model	  and	  its	  Cloud-­‐based	  Implementation.	  	  
	  
	  
	  
World	   Wide	   Web	   has	   grown	   rapidly	   in	   the	   last	   two	   decades	   with	   user	  
generated	   content	   and	   interactions.	  Trust	   plays	   an	   important	   role	   in	   providing	  
personalized	  content	  recommendations	  and	  in	  improving	  our	  confidence	  in	  various	  
online	   interactions.	   We	   review	   trust	   propagation	   models	   in	   the	   context	   of	   social	  
networks,	   semantic	   web,	   and	   recommender	   systems.	  With	   an	   objective	   to	   make	  
trust	  propagation	  models	  more	  flexible,	  we	  propose	  several	  extensions	  to	  the	  trust	  
propagation	   models	   that	   can	   be	   implemented	   as	   configurable	   parameters	   in	   the	  
system.	  We	  implement	  Local	  Partial	  Order	  Trust	  (LPOT)	  model	  that	  considers	  trust	  
as	   well	   as	   distrust	   ratings	   and	   perform	   evaluation	   on	   Epinions.com	   dataset	   to	  
demonstrate	  the	  improvement	  in	  recommendations	  obtained	  by	  incorporating	  trust	  
models.	  We	  also	  evaluate	  in	  terms	  of	  performance	  of	  trust	  propagation	  models	  and	  
motivate	  the	  need	  for	  scalable	  solution.	  	  	  	  
In	  addition	  to	  variety,	  real	  world	  applications	  need	  to	  deal	  with	  volume	  and	  
velocity	   of	   data.	  Hence,	   scalability	   and	   performance	   are	   extremely	   important.	  We	  
review	   techniques	   for	   large-­‐scale	   graph	   processing,	   and	  propose	  distributed	   trust	  
v	  	  
aware	   recommender	   architectures	   that	   can	   be	   selected	   based	   on	   application	  
needs.	  We	   develop	   distributed	   local	   partial	   order	   trust	   model	   compatible	  
with	  Pregel	   (a	   system	   for	   large-­‐scale	   graph	   processing),	   and	   implement	   it	   using	  
Apache	  Giraph	  on	  a	  Hadoop	  cluster.	  This	  model	  computes	  trust	  inference	  ratings	  for	  
all	  users	  accessible	  within	  configured	  depth	  from	  all	  other	  users	   in	  the	  network	  in	  
parallel.	  We	   provide	  experimental	   results	   illustrating	   the	   scalability	   of	   this	  model	  
with	   number	   of	   nodes	   in	   the	   cluster	   as	   well	   as	   the	   network	   size.	   This	   enables	  
applications	  operating	  on	  large-­‐scale	  to	  integrate	  with	  trust	  propagation	  models.	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1	  	  
1.	  Introduction	  
	  
With	  the	  widespread	  usage	  of	  Internet,	  information	  is	  growing	  at	  rapid	  rate,	  
leading	   to	   information	   overload	   problem.	   To	   determine	   reliable	   information	  
sources,	   to	   purchase	   items	   in	   the	   context	   of	   e-­‐commerce	   or	   to	   select	   movies	   to	  
watch	  etc.,	  recommender	  systems	  using	  item	  similarity	  or	  user	  similarity	  techniques	  
are	   employed.	   Recommendation	   models	   based	   on	   collaborative	   filtering	   [8]	   are	  
widely	  used.	  	  
Collaborative	   filtering	   algorithm	  based	   on	   user	   similarity	   suggests	   to	   users	  
items	   they	   might	   like.	   The	   intuition	   here	   is	   to	   find	   users	   that	   are	   similar	   to	   the	  
current	  user	  for	  which	  recommendation	  need	  to	  be	  provided	  based	  on	  the	  common	  
ratings	  between	  the	  users.	  But,	  this	  suffers	  from	  data	  sparsity	  problem.	  For	  example,	  
in	   a	  movie	   recommendation	   system	   (Netflix),	   the	   number	   of	  movies	   is	   very	   large	  
whereas	   the	   number	   of	   ratings	   provided	   by	   a	   user	   is	   very	   small.	   Hence,	   the	  
probability	  of	  finding	  common	  ratings	  between	  two	  users	  is	  low,	  which	  impacts	  the	  
coverage	  and	  quality	  of	  recommendations.	  This	  is	  especially	  prevalent	  for	  cold	  start	  
users,	  i.e.,	  users	  that	  are	  new	  and	  have	  rated	  very	  few	  items.	  Collaborative	  filtering	  
algorithms	  also	  suffer	   from	  the	  copy	  profile	  attack	  wherein	  the	  attacker	  can	  easily	  
simulate	   the	   profile	   of	   target	   user	   to	   influence	   recommendations.
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Trust	  plays	  an	  important	  role	  in	  the	  context	  of	  transacting	  with	  the	  publisher	  
of	  content,	  merchant	  selling	  an	  item	  in	  a	  marketplace,	  users	  recommending	  items	  or	  
movies	  to	  other	  users,	  sensors	  that	  trigger	  events	  for	  alerts	  of	  interest	  etc.	  Trust	  can	  
be	  explicitly	  expressed	  by	  the	  users	  of	  social	  networks	   in	  semantic	  web	  formalism	  
or	  can	  be	  derived	  based	  on	  the	  past	  history	  of	  the	  information	  source	  in	  the	  case	  of	  
Peer-­‐to-­‐Peer	  networks	  and	  sensor	  networks.	   In	   this	   thesis,	  we	  mainly	  concentrate	  
on	  trust	  in	  social	  networks	  that	  can	  be	  used	  to	  improve	  recommendations.	  	  
Rapid	  growth	  of	  web-­‐based	  social	  networks	  and	  semantic	  web	  has	  provided	  
an	   opportunity	   to	   infer	   trust	   from	   the	   connections	   among	   users	   in	   the	   social	  
network.	  Trust	  based	  recommender	  systems	  [3,5,6]	  were	  proposed	  to	  leverage	  the	  
trust	   ratings	   among	   users	   for	   improving	   the	   quality	   of	   recommendations.	   This	   is	  
achieved	  using	  trust	  inference	  models	  that	  infer	  the	  trust	  rating	  for	  the	  target	  users.	  
The	  idea	  is	  that	  since	  a	  user	  can	  have	  small	  number	  of	  connections	  compared	  to	  the	  
total	  number	  of	  users	   in	   the	  network,	   trust	   can	  be	   inferred	  between	   two	  users	  by	  
propagating	   the	   trust	   along	   the	   network.	   Various	   trust	   inference	   algorithms	   have	  
been	  proposed	  based	  on	  probabilistic	  foundation	  [27,	  30,	  33],	  path	  algebra	  such	  as	  
by	  propagating	  and	  aggregating	   trust	  along	   the	  network	  path	   [3,	  6,	  34],	  and	  using	  
local	  partial	  ordering	  on	  trust	  [5].	  We	  will	  review	  these	  models	  in	  detail	  in	  Chapter	  
3.	   	  These	  models	  overcome	  the	  weaknesses	  of	  collaborative	   filtering	  algorithms	   in	  
providing	  recommendations	  with	  increased	  coverage	  and	  quality	  especially	  for	  the	  
case	  of	  cold	  start	  users,	  opinionated	  users	  and	  controversial	  items	  [3,5,6].	  
Real	  world	   applications	   handle	   various	   types	   of	   use	   cases	   and	   datasets.	   In	  
this	  work,	  we	  propose	  several	  extensions	  to	  the	  trust	  propagation	  models	  that	  can	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be	   implemented	   as	   configurable	   parameters.	   These	   extension	   features	   can	   be	  
configured	  based	  on	  the	  application	  requirements.	  	  
Web	  based	  social	  networks	  contain	  hundreds	  of	  millions	  of	  users.	  Also,	   the	  
rate	  at	  which	  new	  connections	  are	  added	  and	  modified	  in	  the	  network	  can	  be	  high.	  
This	   makes	   it	   difficult	   to	   execute	   trust	   models	   in	   sequential	   fashion	   on	   a	   single	  
machine.	  Hence,	   scalable	  model	   is	  needed	   to	   compute	   trust	   for	   large	  networks.	   In	  
this	   research,	  we	   propose	  Distributed	   Local	   Partial	   Trust	   (DLPOT)	   algorithm	   that	  
scales	  to	  the	  number	  of	  machines	  in	  the	  cluster.	  Then,	  we	  implement	  the	  algorithm	  
in	   cloud	   environment	   using	   Epinions.com	   dataset	   and	   provide	   the	   experimental	  
results.	   We	   also	   present	   different	   architectures	   of	   distributed	   trust	   aware	  
recommendation	  systems	  for	  combining	  inferred	  trust	  ratings	  and	  user	  item	  ratings.	  	  
	   Trust	   is	   an	   active	   research	   area	   that	   is	   being	   integrated	   in	   various	  
applications.	   The	   variety	   of	   fields	   that	   trust	   models	   are	   being	   applied	   to	   include	  
information	  retrieval	  systems,	  e-­‐commerce	  systems	  and	  sensor	  networks	  that	  deal	  
with	  hundreds	  of	  millions	  of	  data	  points	  and	  are	  growing	  at	  a	  rapid	  rate.	  Distributed	  
trust	  model	  is	  a	  first	  step	  in	  applying	  the	  trust	  inference	  models	  on	  large-­‐scale	  real	  
world	  data	  sets.	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  1.1.	  Thesis	  Outline:	  
	  
This	  thesis	  reviews	  the	  trust	  propagation	  models	  with	   illustrative	  examples	  
and	  provides	  the	  evaluation	  of	  the	  models	  such	  as	  collaborative	  filtering,	  Golbeck’s	  
Tidal	  trust	  algorithm	  [3]	  and	  Thirunarayan’s	  Local	  Partial	  Order	  Trust	  (referred	  as	  
LPOT	  in	  this	  document)	  model	  [5].	  We	  provide	  the	  algorithm	  and	  implementation	  of	  
LPOT	  model.	  We	  propose	  extensions	  to	  this	  model	  as	  well	  as	  generic	  extensions	  that	  
apply	   to	   all	   trust	   propagation	  models.	   These	   benefit	   real	   world	   applications	  with	  
variety	  of	  data	  sets	  and	  requirements	  to	  choose	  among	  options.	  	  
Tidal	   trust	   and	  LPOT	  models	   are	   implemented	   and	   evaluated	   in	   sequential	  
mode	  on	  a	  dataset	  with	  trust	  ratings	  alone.	  We	  also	  perform	  the	  evaluation	  with	  a	  
different	  dataset	  having	  distrust	  ratings	  as	  well.	  Evaluation	  is	  performed	  to	  measure	  
the	  accuracy	  and	  coverage	  of	  the	  recommendation	  ratings.	  We	  also	  considered	  the	  
recommendation	   quality	   for	   cold	   start	   users,	   opinionated	   users.	   We	   discuss	   the	  
performance	  of	   these	  sequential	  approaches	  with	   increase	   in	  depth	  and	  motivated	  
the	  need	  for	  distributed	  implementation	  for	  better	  performance.	  	  
We	   explain	   the	   properties	   of	   large	   scale	   processing	   on	   distributed	  
infrastructure	   and	   review	  existing	   graph	  processing	  models	   in	  detail.	  We	  propose	  
distributed	   algorithm	   for	   LPOT	   model	   based	   on	   Google	   Pregel	   [9],	   an	   efficient	  
distributed	   graph-­‐processing	   framework.	   We	   use	   Apache	   Giraph	   [14],	   an	   open	  
source	  implementation	  based	  on	  Bulk	  Synchronous	  Parallel	  (BSP)	  model	  leveraging	  
the	  graph-­‐oriented	  nature	  of	  Google	  Pregel	  that	  can	  be	  launched	  as	  a	  Hadoop	  job.	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In	  Chapter	  2,	  we	  review	  the	  background	  and	  related	  work	  in	  regards	  to	  trust	  
definition	   and	   trust	   inference	   models.	   In	   Chapter	   3,	   we	   explain	   trust	   aware	  
recommender	   systems	   architecture	   as	   well	   as	   sequential	   algorithms	   for	  
Collaborative	   Filtering,	   Tidal	   Trust	   and	   LPOT	   algorithm.	   In	   Chapter	   3,	   we	   also	  
provide	   extensions	   to	   LPOT	   as	   well	   as	   trust	   propagation	   models	   in	   general.	   In	  
Chapter	  4,	  we	  develop	  and	  implement	  the	  sequential	  algorithms	  for	  these	  models	  on	  
epinions	   dataset	   for	   trust	   only	   as	   well	   as	   dataset	   having	   both	   trust	   and	   distrust	  
ratings.	   We	   compare	   the	   experimental	   results	   in	   terms	   of	   prediction	   and	  
performance.	  In	  Chapter	  5,	  we	  explain	  the	  capabilities	  required	  for	  large-­‐scale	  graph	  
processing	   and	   comparison	   to	   existing	   graph	   processing	   frameworks.	   We	   also	  
explain	  BSP,	  Pregel	  and	  Giraph	  frameworks	  with	  illustrative	  examples.	  In	  Chapter	  6,	  
we	   propose	   distributed	   algorithm	   for	   LPOT	   model	   based	   on	   Giraph,	   explain	   the	  
algorithm	  with	   illustrative	   examples,	   and	   its	   implementation	   on	  Amazon	  EC2.	  We	  
provide	  the	  experimental	  results	  to	  measure	  the	  performance	  and	  scalability	  of	  the	  
algorithm.	   In	   Chapter	   6,	   we	   also	   provide	   distributed	   trust	   aware	   recommender	  
system	   architectures,	  which	   can	   be	   chosen	   based	   on	   application	   requirements.	   In	  
Chapter	  7,	  we	  provide	  conclusion	  and	  future	  work.	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2.	  Background	  and	  Related	  work	  
	  
This	  Chapter	   covers	   trust	   in	  Computer	  Science	   literature	  with	  emphasis	  on	  
trust	   in	   social	   networks.	  We	   present	   the	   trust	   metrics	   and	   concepts	   that	   are	   the	  
basis	   for	   trust	   inference	   models.	   Then	   we	   motivate	   the	   need	   for	   recommender	  
systems	  and	  advantages	  of	  using	  trust	  in	  recommender	  systems.	  We	  cover	  existing	  
approaches	   for	   trust	   aware	   recommender	   systems	  with	   illustrative	   examples	   and	  
explain	  the	  rationale	  behind	  selecting	  the	  Tidal	  Trust	  and	  Local	  Partial	  Order	  Trust	  
(LPOT)	  models	  for	  evaluation.	  	  
2.1.	  Trust	  in	  computer	  science:	  
	  
	  
	   Trust	  is	  applicable	  in	  many	  domains	  such	  as	  economics,	  psychology,	  political	  
science,	  and	  computer	  science.	  Trust	  plays	  a	  crucial	  role	  in	  human	  interaction	  or	  for	  
that	  matter	  multi-­‐agent	   interaction	   allowing	   people	   to	   take	   informed	   decisions	   in	  
case	  of	  uncertainty.	  Examples	  include	  buying	  a	  product	  from	  an	  unknown	  seller	  in	  a	  
marketplace	  such	  as	  craigslist	  or	  a	  computer	  security	  system	  making	  a	  decision	  to	  
download	  particular	  software.	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   Trust	   interpretation	   within	   computer	   science	   literature	   is	   different	  
depending	  on	   the	  sub-­‐domain.	   	  For	   the	  case	  of	  peer-­‐to-­‐peer	   file	  sharing	  networks,	  
trust	  for	  a	  node	  is	  based	  on	  the	  reliability	  of	  the	  node	  meeting	  the	  standards.	  Hence,	  
in	  this	  case	  trusting	  a	  node	  is	  reputation	  of	  the	  node	  in	  the	  network	  and	  trust	  for	  this	  
node	   is	   same	   for	   all	   the	   nodes	   in	   the	   network.	   For	   social	   networks,	   trust	   is	  more	  
personal	  and	  there	  is	  no	  standard	  truth	  that	  defines	  trust	  for	  a	  specific	  topic	  for	  all	  
users	  in	  the	  network.	  Trust	  depends	  on	  a	  number	  of	  factors	  and	  can	  vary	  based	  on	  
location,	  religious	  beliefs,	  educational	  background	  etc.,	  of	  the	  people	  in	  the	  network.	  
Two	  people	  can	  have	  very	  different	  opinion	  on	  a	   topic	  such	  as	  a	  movie	  or	  a	  book.	  
Hence,	  for	  the	  case	  of	  social	  networks,	  trust	  need	  to	  be	  more	  personal.	  
2.1.1.	  Definition	  of	  Trust:	   	  
	  
	   Definition	   of	   trust	   varies	   among	   researchers	   depending	   on	   the	   discipline.	  
Within	   computer	   science	   literature,	   there	   are	   different	   definitions	   of	   trust	  
depending	   on	   the	   domain	   and	   the	   problem	   being	   tackled.	   In	   this	   work,	   we	  
specifically	  deal	  with	   computing	   trust	   specific	   to	   social	  networks	   so	   that	   it	   can	  be	  
incorporated	   in	   Trust	   aware	   recommendation	   systems.	   We	   give	   the	   definition	   in	  
[18]	  that	  applies	  to	  trust	  models	  for	  social	  networks.	  	  
	   “Trust	  of	  a	  party	  A	  to	  a	  party	  B	  for	  a	  service	  X	  is	  the	  measurable	  belief	  of	  A	  in	  
that	  B	  behaves	  dependably	  for	  a	  specified	  period	  within	  a	  specified	  context”.	  [18]	  
	   This	  definition	  conveys	  a	  lot	  of	  factors	  applicable	  to	  trust	  in	  social	  networks	  
and	  semantic	  web.	  Measurable	  belief	   indicates	  the	  ability	  to	  be	  quantifiable,	   i.e.,	   in	  
social	  networks	  users	   indicate	  how	  much	  they	  trust	  other	  users.	   It	  can	  be	  discrete	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(on	  a	  scale	  of	  1-­‐5	  or	  1-­‐10)	  or	  continuous	  [0,1].	  This	  definition	  covers	  the	  trust	  scope,	  
i.e.,	  the	  domain	  in	  which	  the	  trust	  relationship	  holds	  good.	  Trust	  scope	  is	  important	  
because	  we	  may	  trust	  a	  specific	  person	  in	  giving	  good	  recommendations	  related	  to	  
restaurants	  but	  may	  not	   trust	   that	  person	   for	  party	  decoration	   recommendations.	  
Also,	  it	  indicates	  that	  the	  trust	  duration	  is	  not	  infinite,	  which	  means	  trust	  ratings	  can	  
be	  updated.	  This	   is	  especially	   important	  as	  users	  can	  change	  opinions	  about	  other	  
users.	  Distributed	  trust	  model,	  the	  main	  research	  focus	  of	  this	  thesis	  addresses	  this	  
with	  a	  scalable	  solution.	  
	   Josang	   et	   al.,	   [27]	   gave	  more	   specific	   definition	   considering	   trust	   scope	   as	  
well	  as	  functional	  and	  referral	  trust.	  Trust	  scope	  indicate	  the	  context	  or	  domain	  in	  
which	   trust	   relationship	  holds	   good.	  For	   example,	  user	  A	   trusts	  user	  B’s	   ability	   to	  
perform	  a	  certain	  task	  in	  trust	  scope.	  In	  this	  case	  user	  A	  has	  functional	  trust	  on	  user	  
B.	  If	  user	  A	  trusts	  user	  B	  in	  providing	  good	  recommendations	  to	  perform	  a	  certain	  
task	   in	   a	   specific	   trust	   scope	   then	   user	  A	   has	   referral	   trust	   in	   user	  B	   in	   that	   trust	  
scope.	  	  
2.1.2.	  Trust	  categories:	  	  
	  
	  
	   Artz	  and	  Gil	   [19]	  gave	  a	  good	  overview	  of	   trust	   in	   the	   context	  of	   computer	  
science	  literature	  and	  categorized	  trust	  into	  following	  areas.	  
Ø Policy-­‐based	   trust:	   Managing	   and	   exchanging	   credentials	   and	   enforcing	  
access	  policies.	  Research	  areas	  include	  security	  and	  trust	  negotiation.	  
Ø General	  models	  of	  trust:	   Include	  general	  models	  of	  trust	  with	  applications	  to	  
game	  theory	  and	  agents,	  software	  engineering	  etc.	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Ø Trust	   in	   information	   resources:	   Main	   areas	   include	   information	   retrieval,	  
information	  filtering.	  
Ø Reputation-­‐based	   trust:	   Include	   trust	   in	   peer-­‐to-­‐peer	   networks	   and	   trust	  
metrics	   in	  a	  web	  of	   trust.	  The	  main	  research	  area	  of	   this	   thesis,	  social	   trust	  
falls	  under	  this	  category.	  Reputation	  is	  considered	  as	  a	  measure	  of	  trust	  and	  
each	  agent	  maintains	  reputation	  score	  on	  other	  agents	  forming	  a	  web	  of	  trust	  
(WOT)	   [19].	   This	   forms	   the	   basis	   for	   the	   trust	   in	   social	   networks	   and	  
semantic	  web.	  	  
	  
Golbeck	  et	  al.,	   [20]	  identified	  three	  main	  target	  areas	  for	  trust	   in	  the	  context	  of	  
World	  Wide	  Web.	  	  
Ø Content:	  Trust	  in	  the	  content	  of	  the	  web	  pages,	  i.e.,	  information	  sources	  in	  the	  
web.	  
Ø Services:	   Includes	   Peer-­‐to-­‐Peer	   systems,	   web	   services	   in	   which	   sensitive	  
information	   is	   exchanged	   between	   these	   automated	   services	   and	   it’s	  
paramount	  that	  these	  automated	  services	  need	  to	  be	  trusted.	  
Ø People:	   This	   covers	   trust	   in	   web	   based	   social	   networks	   as	   well	   as	   FOAF	  
framework	   in	  semantic	  web.	   In	   this	   thesis,	  we	  will	  be	  concentrating	  mainly	  
on	  the	  computation	  of	  trust	  in	  this	  area	  and	  applications	  in	  which	  this	  can	  be	  
integrated.	  	  
In	  the	  next	  Section,	  we	  present	  the	  trust	  concepts	  and	  computation	  of	  trust	  in	  the	  
context	   of	   social	   networks	   that	   form	   the	   basis	   for	   trust	   aware	   recommender	  
systems.	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2.2.	  Social	  Trust:	  
	  
	   	  
	   As	   explained	   in	   above	   Section,	   trust	   plays	   a	   key	   role	   and	   is	   being	   used	   in	  
various	   ways	   in	   computer	   science.	   Social	   networks	   are	   one	   of	   the	   key	   web	  
applications	   in	   Web	   2.0,	   growing	   at	   rapid	   rate.	   There	   are	   hundreds	   of	   social	  
networks	   for	   various	   categories	   like	   professional,	   recreation,	   photos,	   dating,	   pets,	  
and	   product	   reviews.	   People	   with	   common	   interests	   can	   share,	   interact	   and	  
collaborate	  in	  these	  networks.	  The	  size	  of	  these	  networks	  range	  from	  a	  few	  hundred	  
to	  hundreds	  of	  millions	  of	  users.	  Users	  can	  provide	  trust	  ratings	  for	  other	  users	   in	  
terms	  of	  the	  information	  and	  product	  recommendations.	  
	   Semantic	   web,	   an	   extension	   to	   World	   Wide	  Web	   is	   designed	   to	   represent	  
information	   in	  machine-­‐readable	   format	   [20].	   Each	   document	   in	   semantic	   web	   is	  
represented	   as	   a	   resource	   and	   can	   be	   identified	   using	  Unique	  Resource	   Identifier	  
(URI).	   Trust	   is	   a	   top	   architectural	   layer	   in	   the	   semantic	   web	   from	   the	   beginning.	  
Within	   semantic	   web,	   trust	   in	   social	   relationships	   plays	   an	   important	   role.	   For	  
example,	  FOAF	  project	   [21]	   in	   semantic	  web	   lays	  down	  a	   framework	   to	  aggregate	  
the	   user’s	   social	   connections	   across	   multiple	   sites.	   FOAF	   defines	   a	   formalized	  
vocabulary	  for	  user	  profiles,	  social	  connections	  [24]	  as	  well	  as	  relationship	  module	  
[23]	  for	  various	  relationships	  among	  users.	  	  FOAF	  has	  a	  trust	  module	  [22],	  wherein	  
users	  can	  provide	  explicit	  trust	  ratings	  for	  other	  people	  within	  a	  specific	  context	  or	  
in	  general.	  
	   As	   web	   is	   becoming	   more	   de-­‐centralized	   and	   open	   in	   terms	   of	   publishing	  
entities	  be	  it	  content,	  product	  or	  movie	  reviews	  etc.,	  it’s	  becoming	  hard	  for	  users	  to	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filter	   and	   select	   the	   right	   entity.	  Users	   rely	  on	   recommendations	  based	  on	   ratings	  
from	  users	  they	  trust	  compared	  to	  other	  recommendation	  techniques	  based	  on	  user	  
similarities	  from	  anonymous	  people	  [25].	  Hence,	  leveraging	  trust	  in	  social	  networks,	  
which	  are	  growing	  at	  rapid	  rate,	  and	  integrating	  it	  into	  recommender	  systems	  in	  the	  
context	   of	   e-­‐commerce	   or	   movies	   etc.,	   has	   become	   an	   active	   research	   area.	  
Integrating	   trust	   from	   social	   networks	   into	   recommender	   systems	   is	   called	   trust	  
aware	  recommender	  systems	  or	  trust	  enhanced	  recommender	  systems.	  	  
	   For	   example,	   Golbeck’s	   Film	   Trust	   [3]	   is	   an	   online	   social	   network	  wherein	  
people	  provide	  trust	  ratings	  among	  them	  as	  well	  as	  rate	  the	  movies	  they	  like.	  Trust	  
aware	   recommender	   systems	   leverage	   the	   trust	   network	   to	   provide	   more	  
personalized	   recommendations.	   The	   basic	   idea	   is	   that	   users	   will	   receive	  
recommendation	  for	  a	  movie	  if	  the	  users	  in	  their	  web	  of	  trust	  rate	  the	  movie	  highly.	  
But,	   in	  a	   typical	  application	   like	  this,	  number	  of	  movies	   far	  exceeds	  the	  number	  of	  
connections	  a	  particular	  user	  can	  have.	  To	  improve	  the	  number	  of	  recommendations	  
that	  can	  be	  provided	  to	  a	  particular	  user,	   trust	  can	  be	  inferred	  between	  users	  that	  
are	   not	   directly	   connected.	   We	   will	   review	   the	   trust	   properties	   and	   metrics	   that	  
form	  the	  basis	  for	  these	  trust	  inference	  models	  in	  the	  next	  Section.	  
2.3.	  Computing	  Social	  Trust:	  	  
	  
	  
In	   trust	  networks,	  most	  of	   the	  users	  are	  unknown	   to	  a	   specific	  user.	   In	   the	  
context	  of	  e-­‐commerce	  recommender	  systems,	  most	  of	  the	  items	  may	  not	  be	  rated	  
by	   the	   user’s	   direct	   trusted	   connections.	   Trust	   computation	   can	   be	   leveraged	   to	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estimate	  how	  much	  to	  trust	  an	  unknown	  user,	  who	  has	  a	  trust	  path	  from	  the	  source	  
user.	   We	   will	   review	   the	   background	   information	   such	   as	   trust	   properties	   and	  
metrics	  for	  computing	  trust	  in	  social	  networks.	  	  
2.3.1.	  Trust	  Properties:	  
	  
	   We	   review	   the	   trust	   properties	   that	   govern	   propagating	   trust	   in	   social	  
networks.	  Propagation	  of	  trust	  values	  in	  the	  network	  are	  used	  in	  many	  trust	  models	  
to	  compute	  trust	  among	  users	  in	  social	  networks.	  	  
2.3.1.1.	  Transitivity:	  	  
	  
	   This	  deals	  with	  how	  trust	  can	  be	  propagated	  along	  the	  users	  in	  the	  network.	  
Intuition	  is	  that	  we	  ask	  trusted	  friend	  for	  opinion	  about	  car	  mechanic	  or	  dentist.	  If	  
the	   friend	   doesn’t	   know	   about	   the	   car	  mechanic,	   he	  might	   use	   or	   get	   the	   opinion	  
from	  his	   trusted	   friend	  and	  convey	   the	  opinion.	  This	  way	   trust	   can	  be	  propagated	  
along	  the	  chain	  of	  connections.	  	  
	  
	  
	  
	  	  
	  
Figure	  2.1.	  Transitive	  property	  of	  trust	  
	  
	   	  
	   Trust	  is	  not	  strictly	  transitive.	  For	  example,	  Alice	  can	  trust	  Bob	  if	  it’s	  a	  direct	  
recommendation	  from	  Bob	  and	  may	  go	  for	  second	  opinion	  if	  the	  recommendation	  is	  
U2
	   	  
U1	   U3	  
U1	  trust	  U2	   U2	  trust	  U3	  
U4
	   	  
U3	  trust	  U4	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from	  Bob’s	  friend.	  Research	  suggests	  that	  recommendation	  accuracy	  degrade	  along	  
the	  chain;	   for	  a	   fixed	  trust	  rating,	  shorter	  path	   lengths	  have	  high	  accuracy	  of	   trust	  
predictions	   [3].	   In	   Figure	   2.1,	   based	   on	   transitive	   relation	   u1	   will	   have	   trust	  
prediction	   for	  u3	  with	  path	   length	  2	  and	  u1	  will	  have	   trust	  prediction	   for	  u4	  with	  
path	  length	  3.	  Considering	  all	  the	  trust	  ratings	  being	  same,	  prediction	  accuracy	  for	  
u3	  will	   be	   higher	   than	   the	   prediction	   accuracy	   for	   u4	   due	   to	   shorter	   path	   length	  
from	   u1	   to	   u3.	   This	   is	   termed	   as	   “trust	   decay”	   that	   is	   being	   applied	   in	   the	  
propagation	  strategies	  for	  computing	  trust.	   	  
	   Transitivity	  holds	  good	  within	  a	  trust	  scope.	  For	  example,	  if	  user	  u1	  trusts	  u2	  
for	   recommending	   party	   decorator	   and	   user	   u2	   trusts	   user	   u3	   for	   recommending	  
restaurant	  then	  trust	  can’t	  be	  propagated	  from	  user	  u1	  to	  u3.	  	  In	  this	  example,	  let’s	  
say	  user	  u2	  is	  a	  party	  decorator	  then	  user	  u1	  has	  trust	  in	  user	  u2’s	  competence.	  In	  
this	  case,	  user	  u1	  has	  functional	  trust	  in	  user	  u2.	  If	  u2	  is	  not	  a	  party	  decorator	  and	  
u1	  trusts	  u2	  for	  recommending	  good	  party	  decorators	  then	  u1	  has	  referral	  trust	  in	  
u2.	  It	  is	  the	  referral	  part	  that	  allows	  transitivity	  in	  the	  trust	  networks	  [27].	  Trust	  will	  
be	  propagated	   transitively	   along	   the	   referral	   nodes	   in	  network	   and	   can	   terminate	  
with	  functional	  trust.	  	  
	   Different	   models	   have	   been	   proposed	   by	   applying	   a	   range	   of	   trust	  
propagation	  operators	  such	  as	  multiplication,	  max,	  min,	  mean,	  and	  harmonic	  mean.	  
This	   also	   depends	   on	   the	   trust	   values	   whether	   continuous	   or	   discrete.	   We	   will	  
discuss	  the	  operators	  in	  more	  detail	  in	  trust	  inference	  models	  Section.	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  Figure	  2.2.	  Distrust	  propagation	  example	  
	  
Transitivity	   property	   does	   not	   hold	   when	   considering	   distrust.	   There	   has	  
been	  research	  on	  integrating	  distrust	  into	  trust	  inference	  model.	  If	  u1	  trusts	  u2	  and	  
u2	   distrusts	   u3	   then	   we	   can	   conclude	   u1	   distrusts	   u3	   to	   a	   certain	   degree.	   But,	  
consider	   the	  scenario	  shown	  in	  Figure	  2.2,	  where	  u1	  distrusts	  u2	  and	  u2	  distrusts	  
u3.	   In	   this	   case,	   it	   can	  be	  argued	   that	  u1	  should	   trust	  u3	  considering	  enemy	  of	  an	  
enemy	  is	  friend.	  Other	  argument	  can	  be	  u1	  should	  distrust	  u3.	  These	  are	  described	  
as	  multiplicative	  and	  additive	  distrust	  propagation	  [28].	  Another	  interpretation	  is	  to	  
ignore	  ratings	  from	  distrusted	  user	  since	  they	  are	  not	  reliable	  [5].	  There	  hasn’t	  been	  
a	  consensus	  on	  propagation	  strategy	  for	  distrust	  and	  it	  depends	  on	  the	  data	  set	  and	  
application.	   LPOT	   model	   and	   the	   proposed	   distributed	   solution	   uses	   the	   last	  
strategy	  of	  ignoring	  ratings	  from	  distrusted	  user	  [5].	  
2.3.1.2.	  Composability:	  	  
	  
	   Trust	  can	  be	  propagated	  along	   the	  network	  using	  chaining	  and	  aggregation	  
techniques.	   Chaining	   involves	   sequential	   composition	   of	   trust	   edges	   along	   the	  
network.	   Aggregation	   technique	   is	   used	   to	   combine	   the	   parallel	   trust	   paths.	   In	  
networks,	  it	  is	  possible	  that	  multiple	  paths	  lead	  to	  the	  target	  user	  and	  this	  property	  
governs	  how	  trust	  can	  be	  aggregated.	  	  
U2
	   	  
U1	   U3	  
U1	  distrust	  U2	   U2	  distrust	  U3	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   In	  Figure	  2.3,	  in	  order	  for	  u1	  to	  infer	  trust	  rating	  for	  u6,	  trust	  ratings	  need	  to	  
be	  composed	  or	  aggregated	  from	  u3,	  u5	  and	  u4	  via	  u2.	  Assuming	  all	  the	  ratings	  are	  
within	  the	  same	  trust	  scope,	  trust	  composition	  depends	  on	  the	  aggregation	  function	  
being	   used	   and	   the	   type	   of	   composition	   algorithm.	  Aggregation	   operators	   such	   as	  
min,	  max,	  mean,	  weighted	  average	  etc.,	  are	  being	  employed	  depending	  on	  the	  trust	  
inference	  model.	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Figure	  2.3.	  Trust	  aggregation	  example	  
	   One	  important	  criterion	  that	  forms	  the	  basis	  for	  many	  of	  the	  trust	  inference	  
algorithms	   lies	   in	   the	  way	   trust	   propagation	   and	   aggregation	   happens	   [29].	   Some	  
models	   [34]	   use	   propagation	   (chaining)	   and	   then	   aggregation	   [FPTA]	   technique.	  
Other	  popular	  technique	  is	  aggregation	  and	  then	  propagation	  (chaining)	  [FATP].	  For	  
Figure	   2.3,	   considering	   multiplication	   as	   propagation	   operator	   and	   average	   as	  
aggregation	   operator,	   we	   will	   show	   the	   trust	   rating	   for	   u4	   depending	   on	   the	  
techniques.	  
U2	  
U3	  
U4	  
U6	  
	  
U1	  
	  
U5	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   In	  Figure	  2.3,	  there	  are	  two	  paths	  from	  u1	  to	  u6.	  For	  the	  case	  of	  FPTA,	  trust	  
propagation	  rating	  for	  u1	  to	  u6	  via	  u2,	  u3	  and	  u5	  yields	  0.9*0.9*0.9*0.5=0.3645	  and	  
via	  u3	   is	  0.9*0.9*0.9=0.729	  Then	  applying	  average	  aggregation	  operator	  results	   in	  
(0.3645+0.729)/2	  =	  0.2187	  using	  FPTA	  technique.	  Considering	  FATP,	  trust	  need	  to	  
be	  aggregated	  at	  u2	  for	  trust	  ratings	  of	  u6	  via	  u3,	  u5	  and	  u4.	  Aggregation	  at	  u2	  for	  
u6	  results	   in	  (0.9*0.9*0.5+0.9*0.9)/2=	  0.6075.	  Then	  trust	  rating	  from	  u1	  to	  u6	  can	  
be	   propagated	   as	   trust	   rating	   from	   u1	   to	   u2	   and	   trust	   rating	   from	   u2	   to	   u6	   that	  
results	  in	  0.6075	  *	  0.9	  =	  0.54675.	  	  
	   Depending	  on	  the	  network,	  FPTA	  and	  FATP	  yield	  different	  results.	  Also	  FATP	  
technique	   is	  more	  de-­‐centralized	  as	   trust	   ratings	  will	  not	  be	  propagated	  along	   the	  
entire	   path.	   Also	   aggregate	   first	   and	   then	   compose	   gives	  more	   importance	   to	   the	  
participating	  user’s	  ratings,	  thereby	  limiting	  trust	  decay.	  	  
	   It’s	   interesting	  to	  see	  how	  distrust	  plays	  role	   in	  trust	  aggregation.	   Josang	  et	  
al.	  [27]	  proposed	  subjective	  logic	  with	  three	  aggregation	  operators	  called	  consensus	  
operators	   considering	   trust,	   distrust	   and	   uncertainty.	   Thirunarayan	   et	   al.	   [5,	   16]	  
came	  up	  with	  local	  count	  based	  semantics	  in	  distinguishing	  trust	  and	  distrust	  during	  
aggregation.	   We	   will	   review	   these	   aspects	   in	   more	   detail	   in	   the	   trust	   inference	  
algorithms	  Section.	  	  
2.3.1.3.	  Personalization:	  
	   	  
	   This	   property	   is	   important	   especially	   in	   the	   context	   of	   social	   trust.	   Trust	  
among	  users	  is	  subjective	  and	  people	  tend	  to	  have	  different	  opinions	  on	  a	  particular	  
user.	  The	  reason	  is	  people	  have	  their	  own	  priorities,	  beliefs	  and	  interests	  that	  may	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be	  similar	  or	  dissimilar	  to	  other	  users	  [3].	  	  Depending	  on	  these,	  when	  and	  how	  much	  
a	  particular	  user	   trusts	   another	  user	  varies,	   and	  as	  mentioned	   in	   the	  definition	  of	  
trust	  in	  Section	  2.1,	  trust	  is	  measurable	  and	  can	  change	  over	  time.	  	  
	   Since	   trust	   is	   subjective	   and	   personalized	   among	   users	   in	   the	   network,	  
research	   [6]	   shows	   that	   local	   trust	   computation	   yields	   better	   quality	   predictions	  
compared	  to	  global	  trust	  in	  social	  network	  applications.	  	  
Global	  trust	  has	  single	  trust	  value	  for	  a	  user	  across	  the	  entire	  network.	  This	  is	  
often	  referred	  to	  reputation	  of	  the	  user	  in	  the	  network	  and	  the	  whole	  community	  in	  
the	  network	  will	  have	  a	  single	  trust	  value	  for	  each	  user.	  	  Page	  rank	  [53]	  to	  determine	  
the	   authority	   or	   reputation	   of	   a	   web	   page	   in	  World	  Wide	  Web	   is	   an	   example	   of	  
global	  trust	  example.	  This	  metric	  works	  best	  for	  scenarios	  where	  there	  is	  a	  yes	  or	  no	  
answer	  to	  measure	  trust	  for	  a	  particular	  user	  (or	  node)	  across	  the	  network.	  For	  the	  
case	   of	   peer	   to	   peer	   networks	   for	   example,	   there	   are	   defined	   standards	   such	   as	  
number	  of	  good	  files	  vs.	  corrupt	  files	  uploaded	  etc.,	  that	  govern	  whether	  a	  particular	  
user	   can	   be	   trusted.	   Trust	  models	   such	   as	   Kamvar	   et	   al.’s	   Eigen	   trust	  model	   [33]	  
computes	   global	   trust	   based	   on	   number	   of	   good	   and	   bad	   transactions	   in	   P2P	  
networks.	  	  
Since	  social	  trust	  is	  more	  personal	  and	  subjective,	  local	  trust	  models	  perform	  
better	   than	  global	   trust	   and	   result	   in	   good	  predictions.	   Local	   trust	  models	  predict	  
different	  value	  of	  trust	  in	  every	  other	  user	  for	  a	  particular	  user.	  Local	  trust	  models	  
are	   computationally	   expensive	   compared	   to	   global	   trust	   as	   trust	   need	   to	   be	  
computed	  for	  each	  user.	  This	  makes	  it	  even	  more	  important	  to	  have	  scalable	  model	  
to	  compute	  local	  trust	  in	  the	  network.	  In	  this	  work,	  we	  review	  and	  compare	  the	  local	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trust	  models	   [4,5,6]	   and	   integrate	  with	   recommender	   systems	   called	   Trust	   aware	  
recommendation	  systems.	  	  
2.3.1.4.	  Asymmetric:	  	  
	  
	   Trust	  between	  two	  users	  may	  not	  be	  same	  within	  a	  trust	  scope	  in	  the	  social	  
network.	  For	  example,	  if	  I	  am	  new	  to	  a	  particular	  area	  and	  need	  recommendations	  
about	  good	  apartments,	  I	  may	  trust	  my	  friends	  who	  have	  knowledge	  of	  apartments	  
in	  that	  area.	  In	  this	  case,	  my	  friend	  that	  I	  trust	  for	  recommending	  good	  apartments	  
may	  not	   trust	  me	   for	  good	  apartment	  recommendations,	  as	   I	  am	  new	  to	   this	  area.	  
This	   is	   a	   common	   property	   as	   even	   within	   friends,	   each	   person	   has	   different	  
background	   and	   expertise.	   Hence,	   how	   much	   mutual	   trust	   each	   has	   of	   the	   other	  
depends	  on	  the	  trust	  scope.	  This	  property	  makes	  trust	  models	  to	  treat	  trust	  network	  
as	  a	  labeled	  directed	  graph	  in	  computation.	  	  
	   These	   properties	   govern	   the	   trust	   computation	   models.	   Other	   important	  
criteria	   applicable	   for	   computation	   is	   the	   type	   of	   trust	   values,	   i.e.,	   discrete	   or	  
continuous,	  that	  we	  go	  over	  briefly	  in	  next	  Section.	  
2.3.2.	  Trust	  Values:	  
	  
Trust	  values	  represented	  by	  users	   in	  the	  social	  network	  plays	  an	  important	  
role	   in	   computing	   trust.	   For	   example,	   if	   trust	   ratings	   are	   given	   as	   real	   value	   in	   a	  
closed	  interval	  [0-­‐1]	  (called	  continuous	  values)	  versus	  discrete	  values	  in	  the	  range	  
of	   say	   0	   to	   5,	   the	   trust	   models	   need	   to	   consider	   appropriate	   propagation	   and	  
multiplication	   operators.	   For	   example,	   multiplication	   may	   work	   for	   continuous	  
values	   between	   0-­‐1	   but	   won’t	   work	   for	   discrete	   values.	   Epinions.com,	   consumer	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opinion	   site	   that	   allows	   users	   to	   express	   trust	   on	   other	   users,	   uses	   binary	   trust.	  
Golbeck	  et	  al.	  [3]	  also	  proposed	  model	  to	  infer	  binary	  trust.	  
	  
Website	   URL	   Relationship	   Trust	  
Values	  
Overstock	  Auctions	   http://auctions.overstock.com	   Business	  Rating	   -­‐2	  -­‐	  +2	  
Personal	  Rating	   0	  –	  5	  
Orkut	   http://orkut.com	   Trust	   0	  –	  3	  
RepCheck	   http://repcheck.com	   Business	  Trust	   0	  –	  5	  
Personal	  Trust	   0	  –	  5	  
Film	  Trust	   http://trust.mindswap.orfg	   Trust	   1	  –	  10	  
Epinions	   http://epinions.com	   Trust	   1,	  -­‐1	  
	  
Table	  2.1.	  User	  trust	  values	  in	  real	  world	  networks	  (Adopted	  and	  extended	  from	  
Golbeck	  et	  al.	  [3]).	  
	  
Earlier	  approaches	  such	  as	  Richardson	  et	  al.	   [30]	  consider	  continuous	  values	  as	  
the	  trust	  ratings	  in	  the	  network.	  Based	  on	  the	  review	  of	  trust	  ratings	  expressed	  by	  users	  
in	  web	  based	  social	  networks	   [3]	  and	  shown	   in	  Table	  2.1,	  most	  of	   the	  networks	  allow	  
users	   to	   specify	   discrete	   valued	   ratings.	   Guha	   et	   al.	   [28]	   pointed	   out	   that	   “While	  
continuous-­‐valued	   trusts	   are	   mathematically	   clean,	   from	   the	   standpoint	   of	   usability,	  
most	   real-­‐world	   systems	   will	   in	   fact	   use	   discrete	   values	   at	   which	   one	   user	   can	   rate	  
another”.	  Considering	  this,	  trust	  models	  [4,	  5,	  6],	  proposed	  algorithms	  that	  are	  based	  on	  
discrete	   valued	   trust	   ratings,	   and	   Bintzios	   et	   al.	   [34]	   model	   allow	   to	   choose	   a	   set	   of	  
propagation	   and	   aggregation	   operators	   based	   on	   the	   type	   of	   trust	   values.	   Thus,	   trust	  
values	  used	   in	   the	  network	  need	   to	  be	  considered	   in	   trust	  models	   for	  computation	  of	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social	  trust.	  
In	  this	  Section,	  we	  reviewed	  the	  properties	  and	  role	  of	  trust	  values	  in	  social	  trust	  
computation.	  We	  will	  review	  the	  trust	  inference	  models	  in	  the	  next	  Section.	  
2.4.	  Trust	  Inference	  Metrics:	  
	  
Trust	   inference	  metrics	  are	  the	  models	  for	  predicting	  the	  trust	  a	  user	  could	  
have	  for	  another	  user	  in	  the	  trust	  network.	  Different	  models	  have	  been	  proposed	  in	  
research	   for	  predicting	   the	   trust	   rating	  between	   two	  users	   in	   the	  network.	   In	   this	  
Section,	  we	  review	  the	  popular	  models	   in	  terms	  of	  the	  technique	  and	  it’s	  pros	  and	  
cons	  especially	  with	  respect	  to	  trust	  in	  social	  networks.	  We	  especially	  compare	  the	  
models	  in	  terms	  of	  properties	  of	  social	  trust	  mentioned	  in	  Section	  2.3,	  with	  trust	  as	  
well	  as	  distrust.	  	  
2.4.1.	  Advogato	  Trust	  Metric	  [31]:	  
	  
	  
	   Levin	  et	  al.	  [31]	  proposed	  this	  metric	  based	  on	  the	  network	  flow	  model	  and	  
evaluated	   on	   the	   Advogato	   data	   set.	   Advogato1	   is	   a	   community	   discussion	   board	  
website	  for	  free	  software	  developers	  and	  this	  metric	  was	  proposed	  to	  discover	  the	  
members	   that	   are	   trusted	   by	   the	   community.	   	   A	   set	   of	   authoritative	   nodes	   in	   the	  
network	  called	  seed	  nodes	  are	  selected	  and	  trust	  will	  be	  calculated	  for	  other	  users	  
with	  respect	  to	  these	  seed	  nodes.	  	  
	  
	  
1	  http://www.advogato.org/	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Users	   in	   the	  Advogato	  network	   can	  be	   certified	   as	   three	   levels:	   apprentice,	  
journeyer,	  and	  master.	  Each	  account	  in	  the	  network	  is	  represented	  as	  a	  node	  in	  the	  
graph	  and	  there	  will	  be	  an	  edge	  from	  node	  s	  to	  node	  t	   if	   there	   is	  a	  certification	  by	  
node	   s	   to	   node	   t	   at	   level	   under	   consideration	   or	   above.	   This	   metric	   composes	  
certifications	  between	  members	  to	  determine	  the	  level	  and	  trust	  of	  the	  member.	  
	   This	  metric	  involves	  three	  steps:	  
• Assignment	  of	  capacities:	   Initial	  capacity	  c	   indicating	  the	  number	  of	  nodes	  
to	  be	   trusted	   is	  assigned	   to	  seed	  node.	  Then	   the	  capacity	   is	   assigned	   to	   the	  
node	   by	   computing	   shortest	   distance	   from	   seed	   node	   to	   each	   node.	   For	  
example,	  if	  the	  initial	  capacity	  is	  10	  and	  seed	  node	  has	  five	  trusted	  nodes	  at	  
next	  depth	   in	  breadth	   first	   search	   then	   the	   five	   trusted	  nodes	  at	  next	  node	  
will	  be	  assigned	  capacity	  of	  2.	  Thus,	  nodes	  closer	  to	  the	  seed	  node	  have	  high	  
capacity,	  which	  decays	  with	  distance	  from	  node.	  
• Conversions	   into	   single	   source,	   single	   sink:	   After	   step	   1,	   we	   have	   single	  
source	  (seed)	  multiple	  sinks	  and	  capacity	  is	  assigned	  at	  each	  node.	  This	  step	  
involves	   converting	   to	   single	   source,	   single	   sink	   as	   standard	   network	   flow	  
algorithms	  operate	  in	  single	  source,	  single	  sink.	  	  
• Computation	  of	  the	  network	  flow:	  This	  step	  involves	  applying	  network	  flow	  
algorithm.	  
Please	   refer	   to	   [31]	   or	   www.advogato.org/trust-­‐metric.html	   for	   more	  
information	  on	  this.	  This	  metric	  is	  attack	  resilient	  by	  identifying	  bad	  nodes	  and	  any	  
nodes	  that	  certify	  bad	  nodes	  and	  cutting	  them	  out	  of	  the	  network.	  Also,	  this	  is	  called	  
group	  metric	  as	  it	  allows	  users	  to	  be	  segregated	  into	  different	  groups.	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Figure	  2.4.	  Capacity	  distribution	  in	  Advogato	  Network	  Flow	  Metric	  
	  
Depending	  on	  the	  number	  of	  users	  selected	  as	  seed	  users,	  this	  can	  be	  categorized	  
as	  global	  or	  local	  trust	  metric.	  If	  one	  node	  is	  selected	  as	  seed	  node	  then	  the	  network	  
flow	  is	  relative	  to	  this	  node	  and	  can	  be	  considered	  as	  local	  metric.	  
One	  drawback	  of	   this	  metric	   is	   in	   distributing	   the	   capacity	   in	   the	   first	   step,	   as	  
trust	   values	  need	   to	  be	  normalized	  within	   that	   capacity.	  Consider	   two	  nodes	  with	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the	  same	  capacity.	  One	  node	  rated	  a	   large	  number	  of	  users	  say	  20	  with	  high	   trust	  
and	   other	   node	   rated	   just	   one	   rating	  with	   same	   trust	   value.	   In	   this	   case,	   capacity	  
distributed	  for	  node	  is	  very	  low	  compared	  to	  the	  capacity	  distributed	  for	  the	  second	  
one	  [3].	  As	  shown	  in	  Figure	  2.4,	  in	  the	  first	  case	  source	  rates	  four	  users	  with	  initial	  
capacity	  8	  then	  each	  user	  will	  get	  capacity	  of	  2.	   In	  the	  second	  case	  capacity	  of	  4	   is	  
propagated	  since	  source	  rated	  two	  users.	  Considering	  trust	  ratings	  are	  same	  in	  both	  
cases,	  capacity	  is	  propagated	  differently	  from	  user	  intended	  ratings.	  Because	  of	  this,	  
trust	  values	  that	  are	  normalized	  and	  propagated	  by	  the	  metric	  are	  different	  from	  the	  
user	  recommended	  trust	  values.	  	  
2.4.2.	  Appleseed	  Trust	  Metric	  [32]:	  
	  
	  
	   Ziegler	  [32]	  conceived	  this	  algorithm	  in	  his	  PhD	  dissertation.	  The	  main	  idea	  
behind	   this	   algorithm	   is	   spreading	   activation	   models.	   A	   source	   node	   is	   activated	  
with	   an	   energy	   E,	   which	   is	   propagated	   to	   the	   neighboring	   nodes	   based	   on	   the	  
following	  rules.	  
• Energy	   E	   is	   distributed	   among	   the	   neighboring	   nodes	   with	   respect	   to	   the	  
normalized	   local	   edge	   weight.	   Basically,	   if	   the	   trust	   rating	   is	   more	   then	  
greater	  portion	  of	  energy	  flows	  along	  the	  edge.	  
• Decay	   factor	   d	   is	   considered	   in	   the	   energy	   propagation.	   If	   energy	   e	   is	  
propagated	  to	  node	  N	  and	  d	  is	  the	  decay	  factor.	  Then,	  (1-­‐d)*(e)	  is	  retained	  by	  
node	  N	  and	  d*e	  is	  propagated	  to	  the	  neighbors	  of	  node	  N.	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Figure	  2.5.	  Appleseed	  trust	  metric	  example	  
	  
This	   algorithm	   considers	   trust	   as	   additive.	   	   Consider	   trust	   ratings	   of	   0.2	   on	   a	  
scale	  of	  [0,1]	  for	  all	  edges	  in	  the	  network	  shown	  in	  Figure	  2.5.	  In	  this	  case	  energy	  is	  
spread	   from	  A	   to	   the	   intermediate	  nodes	  and	   from	   intermediate	  nodes	   to	  B.	  Since	  
these	  are	  composed	  and	  added	  at	  B,	   trust	  propagated	   through	  weak	  trust	  paths	   is	  
added	   at	   B.	   This	   may	   not	   yield	   expected	   results	   and	   threshold	  might	   need	   to	   be	  
added.	  	  
This	  is	  a	  local	  trust	  metric	  and	  provides	  a	  vector	  of	  trust	  values	  that	  indicate	  the	  
trust	   for	   the	   users	   in	   the	   network	   from	   source.	   But	   these	   trust	   values	   are	   the	  
distribution	   of	   energy	   propagated	   to	   the	   nodes	   and	   are	   not	   recommended	   trust	  
values.	  	  Hence,	  these	  values	  indicate	  the	  ranking	  of	  each	  node’s	  trustworthiness	  with	  
respect	  to	  source.	  This	  algorithm	  better	  fits	  systems	  where	  ranks	  are	  appropriate.	  	  
A	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  Richardson	   et	   al.	   [30]	   and	   Kamvar	   et	   al.	   [33]	   trust	   metrics	   are	   based	   on	  
principal	  Eigen	  vector	  and	  provide	  ranks	  of	  trustworthiness	  of	  users	  as	  opposed	  to	  
recommended	  ratings	  similar	  to	  [31].	  	  
2.4.3.	  FACiLE	  [34]:	  
	   	  
	   Bintzios	   et	   al.	   [34]	   proposed	   Faith	   Assessment	   Combining	   Last	   Edges	  
(FACiLE)	   to	   determine	   the	   trustworthiness	   of	   information	   sources.	   Considering	  
social	  networks	  for	  example,	  this	  model	  calculates	  the	  trust	  for	  the	  destination	  users	  
that	   have	   rated	   an	   item	   or	   information	   content	   that	   the	   source	   is	   looking	   for	  
predictions.	  Then	  it	  applies	  operator	  called	  combination	  to	  determine	  the	  rating	  for	  
the	  information	  source	  or	  item.	  	  
In	  Figure	  2.6,	  node	  s	  is	  the	  item	  or	  information	  source	  that	  node	  q	  is	  looking	  
for	   predictions.	   In	   FACiLE,	   inferred	   trust	   rating	   for	   the	   neighbors	   of	   node	   s	   is	  
computed	   using	   path	   algebra.	   This	   model	   proposes	   range	   of	   operators	   such	   as	  
MULTI	  (multiplication),	  HARM	  (Harmonic	  Mean),	  HYBRID	  (either	  MULTI	  or	  HARM	  
depending	   denominator	   value)	   for	   propagation	   and	   MAX	   or	   weighted	   mean	   for	  
aggregation.	   Also	   trust	   threshold	   can	   be	   given	   as	   input	   so	   that	   edges	   below	   the	  
threshold	  will	  be	  ignored	  in	  trust	  calculation.	  For	  the	  rating	  for	  information	  source	  
or	   item,	   which	   is	   referred	   as	   last	   edge	   in	   the	   model,	   combination	   operator	   is	  
proposed.	  Combination	  can	  be	  either	  MAX	  indicating	  the	  most	  trusted	  neighbors	  of	  s	  
from	   source	   and	   get	   the	   trust	   rating	   from	   neighboring	   nodes	   to	   node	   s.	   Other	  
combination	   operator	   is	   weighted	   average,	   which	   calculates	   weighted	   average	   of	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trust	  ratings	  from	  source	  to	  neighbors	  of	  node	  s	  and	  ratings	  from	  those	  neighbors	  to	  
node	  s.	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Figure	  2.6.	  FACiLE	  Illustrative	  example	  (Adopted	  from	  [34])	  
	  
Considering	   MULTI	   as	   propagation	   operator,	   MAX	   as	   aggregation,	   MAX	   as	  
combination,	  and	  threshold	  as	  0.5,	  the	  rating	  for	  node	  s	  from	  node	  q	  in	  Figure	  2.6	  is	  
calculated	  as	  below.	  Rating	   from	  q	  à	  b	   is	   ignored	  as	   it	   falls	  below	  trust	   threshold	  
and	   is	   considered	   as	   no	   information.	   Node	   b,	   one	   of	   the	   neighbors	   of	   node	   s	   is	  
ignored	   and	   for	   the	   other	   neighboring	   node	   d,	   inferred	   trust	   from	   qàcàd	   is	  
calculated	  as	  0.7*0.8=0.56.	  Since	  this	  is	  above	  threshold	  and	  combination	  operator	  
is	  MAX,	  rating	  from	  dàs,	  i.e.,	  0.6	  will	  be	  the	  predicted	  rating	  from	  qàs.	  If	  weighted	  
average	  is	  considered	  as	  combination	  operator	  then	  rating	  will	  be	  0.56*0.6=0.336.	  	  
FACiLE	   provides	   range	   of	   operators	   to	   be	   considered	   for	   propagation,	  
aggregation	   and	   combination.	   Application	   is	   responsible	   to	   apply	   appropriate	  
operator	  based	  on	  the	  dataset,	  use	  cases	  etc.	  Also	  the	  last	  edge	  in	  the	  FACiLE	  model	  
q	  
c	  
b	  
d	  
s	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is	  the	  extension	  of	  calculated	  trust	  ratings	  in	  trust	  network	  (say	  social	  network)	  to	  
recommendations	  of	   these	  user’s	  beliefs	   i.e.,	   ratings	   for	  statements,	   items	  etc.	  This	  
last	  step	  can	  be	  applied	  after	  trust	  calculation	  from	  any	  trust	  model.	  There	  are	  other	  
strategies	  like	  weighted	  collaborative	  filtering	  applied	  for	  this	  scenario	  that	  we	  will	  
consider	  in	  Trust	  Aware	  Recommender	  systems	  Chapter.	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Figure	  2.7.	  FACiLE	  shortest	  path	  example	  
	  
FACiLE	   model	   doesn’t	   take	   shortest	   path	   into	   consideration.	   Hence,	  
information	  from	  direct	  trusted	  neighbors	  can	  be	  ignored	  in	  certain	  cases.	  In	  Figure	  
2.7,	  considering	  trust	  threshold	  0.2	  and	  combination	  function	  as	  MAX,	  the	  predicted	  
rating	   from	   qàs	   is	   0.7.	   Even	   though	   q	   directly	   distrusts	   b,	   inferred	   rating	   from	  
qàaàb	  is	  considered	  in	  this	  model.	  This	  shows	  the	  model	  doesn’t	  give	  importance	  
to	  direct	  trust	  rating	  versus	  inferred	  rating.	  	  
	  
2.4.4.	  Mole	  Trust	  [35]:	  
	  
	   Massa	  et	  al.	  [35]	  proposed	  the	  mole	  trust	  local	  trust	  metric.	  Main	  idea	  behind	  
this	  method	   is	  walking	   the	   trust	  network	   from	  source	  node	  and	  propagating	   trust	  
q	  
b	  
a	  
s	  
0.1	  
0.9	  0.9	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along	  the	  edges	  to	  compute	  trust.	  This	  model	  works	  in	  two	  steps.	  First,	  the	  cycles	  in	  
the	  network	  are	  removed	  by	  deleting	  the	  edges	  from	  a	  node	  to	  another	  node	  that	  is	  
already	   visited	   by	  walking	   from	   the	   source.	   This	   step	   ensures	   users	   encountered	  
within	   shortest	   path	   from	   the	   source	   only	   are	   considered.	   This	   forms	   the	   Direct	  
Acyclic	   Graph,	  which	   is	   used	   by	   second	   step	   to	   compute	   trust	   from	   the	   source	   to	  
target.	  Mole	  trust	  calculates	  trust	  from	  source	  to	  neighboring	  users	  in	  next	  step	  and	  
then	   neighboring	   users	   calculate	   the	   users	   at	   step	   2	   and	   so	   on	   till	   target	   user	   is	  
encountered.	  Trust	  is	  propagated	  along	  the	  edges	  using	  weighted	  mean	  technique	  as	  
shown	  in	  Figure	  2.8.	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   Figure	  2.8.	  	  Mole	  trust	  propagation	  technique	  at	  a	  particular	  step	  	  	  	  	  	  	  	  
	   	  
Mole	   trust	   introduces	   trust	   propagation	   horizon	   as	   an	   input	   parameter,	  
which	  indicates	  the	  number	  of	  steps	  that	  can	  be	  propagated	  from	  source	  to	  find	  the	  
target.	  If	  the	  target	  can’t	  be	  found	  within	  the	  propagation	  horizon	  then	  trust	  rating	  
from	  source	  to	  target	  is	  not	  found	  based	  on	  the	  model.	  Trust	  threshold	  is	  considered	  
in	  the	  model	  to	  improve	  accuracy.	  For	  example,	  trust	  threshold	  of	  0.6	  indicate	  trust	  
ratings	  from	  0.6	  to	  1	  on	  a	  scale	  of	  [0,1]	  can	  be	  considered.	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Figure	  2.9.	  Mole	  Trust	  Example	  
	  
In	  Figure	  2.9,	  users	  B,	  C	  and	  D	  are	   in	   trust	  horizon	  1	  and	  user	  E	   is	   in	   trust	  
horizon	  2	  with	  respect	  to	  user	  A.	  If	  we	  consider	  trust	  horizon	  as	  1	  then	  trust	  rating	  
for	   E	   won’t	   be	   calculated	   from	   A	   based	   on	   Mole	   trust	   metric.	   	   Considering	   trust	  
horizon	  as	  2	  and	  trust	  threshold	  as	  0.6,	  trust	  rating	  for	  E	  from	  A	  can	  be	  calculated	  by	  
considering	   trust	   paths	   AàBàE	   and	   AàCàE.	   Trust	   path	   AàDàE	   won’t	   be	  
considered	   in	   rating	   calculation	   as	   trust	   rating	   of	   0.2	   AàD	   is	   less	   than	   trust	  
threshold	  0.6.	  Applying	  algorithm	  from	  Figure	  2.8,	  trust	  rating	  from	  AàE	  is:	  	  
	   	   !.!∗!.! !(!.!∗!.!)
!.!!!.!
  = 0.944	  
2.4.5.	  Tidal	  Trust	  [3]:	  
	  
	   Golbeck	  [3]	  in	  her	  PhD	  dissertation	  proposed	  the	  Tidal	  Trust	  algorithm.	  We	  
will	  review	  the	  main	  points	  from	  the	  work	  [3]	  and	  the	  motivation	  for	  the	  tidal	  trust	  
model.	  
A	  
B	  
C	  
D	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   For	   the	   case	   of	   binary	   trust	   networks,	   both	   rounding	   and	   non-­‐rounding	  
algorithms	  are	  proposed	  and	  evaluated	  on	  the	  trust	  network.	  Rounding	  algorithm	  is	  
similar	   to	  First	  Aggregate	  Then	  Propagate	   (FATP)	   technique	  mentioned	   in	  Section	  
2.3.1.2.	   In	   this	   case,	   aggregation	   is	   performed	   at	   each	   intermediate	   node	   before	  
propagating	   trust	   values	   to	   the	   source.	  Non-­‐rounding	   algorithm	   is	   similar	   to	   First	  
Propagate	  Then	  Aggregate	  (FPTA)	  technique,	  where	  aggregation	  is	  performed	  at	  the	  
source	   node.	   Evaluation	   results	   show	   rounding	   algorithm	   outperforms	   the	   non-­‐
rounding	  algorithm	  and	  this	  technique	  is	  used	  in	  Tidal	  trust	  algorithm.	  	  
	   Golbeck	   [3]	   performed	   the	   experiments	   for	   distribution	   of	   trust	   ratings	  
among	   the	   pairs	  with	   common	   neighbors.	   Results	   show	   that	   highly	   trusted	   users	  
have	  more	  common	  neighbors,	  which	  indicate	  the	  similarity	  between	  trust	  and	  user	  
similarity.	  In	  addition,	  experiments	  indicate	  that	  for	  a	  fixed	  path	  length,	  higher	  trust	  
ratings	  have	  lower	  prediction	  error.	  And	  for	  a	  fixed	  trust	  rating,	  shorter	  paths	  have	  
lower	  trust	  prediction	  error.	  These	  properties	  are	  considered	  in	  tidal	  trust	  model.	  	  
	   Tidal	   trust	   algorithm	   involves	   two	   steps.	   First	   step	   involves	   calculations	   to	  
get	   max	   trust	   path	   from	   source	   to	   sink.	   Second	   step	   involves	   weighted	   average	  
calculations	   from	   sink	   along	   the	   path	   selected	   in	   step	   to	   get	   the	   trust	   value	   for	  
source.	   Hence	   the	   name	   tidal	   trust	   as	   calculation	   sweeps	   forward	   from	   source	   to	  
sink	   and	   then	  back	   from	   sink	   to	   source.	   The	   algorithm	   is	   illustrated	  based	  on	   the	  
sample	  network	  in	  2.10.	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i. Initial	  Trust	  Network	  	  
	  
	  
	   	  	  
	  
	  
	  
	  
	  
	  
	  
	  
ii.	  After	  step	  1	  to	  determine	  max	  trust	  threshold	  and	  path	  to	  sink	  
	  
Figure	  2.10.	  Tidal	  Trust	  algorithm	  example	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Step	  1	  of	  the	  algorithm	  involves	  determining	  the	  max	  depth	  to	  traverse,	  trust	  
threshold	  and	  select	  paths	  to	  be	  used	  for	  the	  trust	  calculation.	  Source	  node	  begins	  
search	  for	  the	  target	  node.	  Search	  is	  done	  using	  the	  breadth	  first	  fashion.	  It	  asks	  the	  
adjacent	  nodes	  of	  source	   for	  rating	  of	   target	  node.	  Each	  adjacent	  node	  repeats	   the	  
process	  considering	  the	  depth	  relative	  to	  the	  source	  node.	  The	  strength	  of	  the	  path	  
to	   each	  neighbor	   is	   source	   rating	   of	   the	  node	   and	  node’s	   rating	   of	   its	   neighbor.	   If	  
multiple	  nodes	  rates	  the	  neighbor	  at	  a	  particular	  depth	  then	  maximum	  path	  leading	  
to	  the	  neighbor	  is	  calculated.	  Once	  the	  target	  node	  is	  found,	  depth	  at	  which	  target	  is	  
found	  is	  set	  as	  maximum	  allowed	  depth.	  	  Trust	  threshold	  is	  established	  by	  taking	  the	  
maximum	   path	   leading	   to	   the	   target	   node.	   Also	   nodes	   encountered	   at	   minimum	  
depth	   from	   the	   source	   are	   considered	   and	   same	   nodes	   if	   encountered	   again	   at	  
subsequent	  depth	  will	  be	   ignored.	  Similar	   to	  mole	   trust,	   this	  model	  also	  considers	  
nodes	  only	  at	  shortest	  path.	  The	  technique	  to	  achieve	  this	  is	  different.	  	  
Applying	   the	   above	  procedure	   to	   the	   initial	   network	   in	   Figure	  2.10,	   source	  
node	  S	  is	  looking	  for	  trust	  rating	  for	  target	  node	  T.	  S	  looks	  for	  the	  neighbor	  nodes	  A,	  
B,	   C.	   Strength	  of	   the	  path	   from	  S	   to	  A,	  B,	   C	   is	  propagated.	  Then	  A,	  B,	   C	  polls	   their	  
neighboring	  nodes	  D,	  E,	  F.	  In	  this	  case,	  paths	  with	  maximum	  possible	  strengths	  are	  
considered	  as	  seen	  in	  3.10	  (ii).	  D,	  E,	  F	  polls	   for	  their	  neighboring	  nodes	  and	  target	  
node	  is	  found.	  Hence,	  max	  depth	  is	  set	  at	  3.	  Trust	  threshold	  is	  maximum	  path	  that	  
leads	  to	  target	  node	  i.e.,	  9.	  The	  paths	  with	  trust	  value	  greater	  than	  or	  equal	  to	  9	  are	  
considered	  for	  calculation.	  These	  are	  AàBàDàT	  and	  AàCàEàT	  as	  illustrated	  in	  
the	  second	  network	  in	  Figure	  2.10.	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Then	  the	  trust	  calculation	  is	  done	  as	  weighted	  average	  with	  First	  Aggregate	  
Then	  Propagate	  approach	  by	  aggregating	  at	  each	  node.	  	  
Aggregated	   value	   at	   node	   B	   is	   9*7/9=7	   and	   aggregated	   value	   at	   node	   C	   is	  
10*8/10=8.	  
Aggregated	  value	  at	  S:	  (9*7+10*8)/9+10	  =	  7.52.	  
2.4.5.1.	  Tidal	  trust	  and	  Mole	  trust	  comparison:	  
	  
	   Tidal	  trust	  is	  similar	  to	  Mole	  trust	  as	  both	  work	  on	  breadth	  first	  fashion	  and	  
consider	   nodes	   on	   shortest	   path.	   Difference	   is	   mole	   trust	   needs	   to	   have	   a	  
propagation	   horizon,	   i.e.,	   maximum	   depth	   to	   search,	   defined	   as	   input	   parameter.	  
Tidal	   trust	   sets	   maximum	   depth	   as	   the	   depth	   at	   which	   the	   target	   is	   first	  
encountered.	  There	  is	  variation	  in	  the	  way	  trust	  threshold	  is	  considered.	  Mole	  trust	  
has	  a	  pre-­‐defined	  trust	  threshold	  and	  considers	  all	  paths	  above	  the	  trust	  threshold.	  
Tidal	  trust	  considers	  trust	  threshold	  as	  maximum	  strength	  of	  the	  path	  that	  leads	  to	  
the	  target	  node.	  It’s	  possible	  that	  if	  there	  is	  only	  weak	  path	  to	  the	  target	  then	  Tidal	  
trust	  considers	  this.	  Hence,	  tidal	  trust	  proposes	  a	  threshold	  value	  that	  can	  be	  tuned	  
by	  application	  to	  not	  consider	  paths	  below	  the	   threshold,	  which	   is	  similar	   to	  Mole	  
trust.	  Because	  of	  the	  similarities,	  we	  chose	  Tidal	  trust	  for	  experimental	  evaluations	  
in	  trust	  aware	  recommender	  systems	  in	  next	  Chapter	  as	  it’s	  relatively	  more	  recent	  
work	  compared	  to	  Mole	  trust.	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2.4.6.	  Local	  Partial	  Order	  Trust:	  
	  
	   Thirunarayan	   et	   al.	   [5]	   proposed	   Local	   Partial	   Order	   Trust	   (LPOT)	   model	  
based	   on	   local	   relative	   ordering	   and	   it	   considers	   both	   trust	   and	   distrust.	   Main	  
properties	  of	  this	  model	  are	  as	  follows.	  
• It	  considers	  trust	  belief	  networks	  where	  trust	  is	  a	  relationship	  among	  users	  
and	  belief	  is	  relationship	  between	  users	  and	  statement.	  Statement	  can	  be	  an	  
information	  source,	  item.	  
• It	   distinguishes	   between	   direct	   trust	   and	   inferred	   trust	   letting	   direct	  
information	   override	   inferred	   information.	   This	   is	   similar	   to	   considering	  
users	  at	  shortest	  path	  from	  source	  in	  Mole	  trust	  and	  Tidal	  trust	  models.	  For	  
example,	  if	  user	  u1	  trusts	  user	  u2	  and	  u3	  and	  user	  u3	  distrusts	  u2	  then	  only	  
trust	  from	  u1àu2	  is	  considered	  and	  not	  from	  u1àu2àu3.	  
• It	   considers	   local,	   partial	   ordering	   of	   trust	   ratings	   (as	   opposed	   to	  
magnitudes)	  based	  on	  relative	  ordering	  of	  the	  ratings.	  	  
• It	   proposes	   count-­‐based	   semantics	   to	   represent	   trust,	   distrust,	   no	  
information	   and	   ambiguity.	   Trust	   prediction	   can	  be	  based	  on	   the	   following	  
count	  based	  semantic.	  
User	  ui	  can	  trust	  uj	  if	  there	  is	  an	  explicit	  trust	  link	  from	  ui	  to	  uj,	  or	  there	  are	  
more	  of	  most	  trusted	  successors	  uk	  of	  ui	  that	  uj	  rather	  than	  distrust	  uj.	  	  
This	   approach	   considers	   the	   most	   trusted	   neighbors	   of	   a	   user	   in	   trust	  
prediction	  and	  uses	  counts	   to	  break	   the	   ties.	   In	  case	  of	  a	   conflict,	   i.e.,	   if	   the	  
most	   trusted	   neighbors	   of	   a	   user	   have	   equal	   number	   of	   trust	   and	   distrust	  
ratings	   then	   this	   model	   represents	   it	   explicitly	   as	   ambiguous	   trust.	   In	   the	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same	   manner,	   if	   there	   are	   more	   disapprovals	   (distrust)	   than	   approvals	  
(trust)	  then	  it	  will	  be	  represented	  as	  distrust.	  	  
	  
	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
	  
	  
	   	   	  
Figure	  2.11.	  Local	  Partial	  Order	  trust	  example	  
	  
In	  Figure	  2.11,	  this	  model	  represents	  trust	  from	  AàD	  explicitly	  as	  ambiguous	  
if	  we	  consider	  ratings	  less	  than	  5	  as	  distrust.	  This	  is	  because	  the	  most	  trusted	  
neighbors	  of	  A	  are	  B,	  C.	  Applying	  count	  based	  semantics,	  there	  is	  a	  conflict	  as	  
most	   trusted	   successors	   of	   A	   both	   trust	   and	   distrust	   D.	   In	   this	   case,	   this	  
model	  represents	  trust	  as	  ambiguous.	  	  
• This	  model	  specifies	  whether	  a	  user	  can	  be	  trusted	  or	  not	  and	  there	  won’t	  be	  
any	   explicit	   ratings	   provided.	   Since	   this	   is	   based	   on	   path	   algebra,	   we	   can	  
consider	  propagation	  and	  aggregation	  operators	  such	  as	  weighted	  average	  to	  
come	  up	  with	  recommended	  rating.	  In	  this	  work,	  we	  extended	  the	  model	  to	  
use	   operators	   for	   experimental	   evaluation.	   The	   algorithm	   and	   techniques	  
used	  for	  evaluation	  are	  explained	  in	  next	  Chapter.	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Thirunarayan	  and	  Althuru	  et	  al.	  [16]	  extended	  the	  model	  to	  consider	  functional,	  
referral	  and	  trust	  scopes	  instead	  of	  belief	  statements.	  Functional	  trust,	  referral	  trust	  
are	   adapted	   from	   Josang	   et	   al.	   [27]	   and	   explained	   in	   detail	   in	   Section	   2.1.1.	   We	  
consider	   count-­‐based	   semantics	   within	   a	   trust	   scope	   and	   represent	   explicitly	  
functional	  as	  well	  as	  referral	  trust.	  	  
This	  model	  provides	  a	  general	  framework	  that	  considers	  both	  trust	  and	  distrust.	  
This	  model	  provides	  definite	  semantics	  as	  opposed	  to	  tunable	  parameters	  specified	  
in	  Tidal	  trust,	  Mole	  trust.	  	  
2.4.6.1.	  Local	  Partial	  Order	  trust	  and	  Tidal	  trust	  comparison:	  
	  
Ø Distrust,	   trust	   scope	   are	   integrated	   into	   LPOT	   model.	   Tidal	   trust	   doesn’t	  
consider	   distrust.	   By	   considering	   distrust,	   LPOT	   model	   specifies	   trust	   as	  
ambiguous	   if	   it	   can’t	   be	   predicted	   based	   on	   count	   based	   semantics.	   Tidal	  
trust	  model	   couldn’t	   specify	  ambiguous	   trust.	  Trust	   can	   slide	   to	  positive	  or	  
negative	  based	  on	  weighted	  average.	  	  
	  
	  
	  
	  
	  
	  
	   	   Figure	  2.12.	  Local	  Partial	  Order	  and	  Tidal	  trust	  comparison	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For	   the	   trust	   network	   in	   Figure	   2.12,	   LPOT	   represents	   as	   ambiguous	  
trust	   from	   A	   to	   U	   since	   A	   trusts	   both	   B	   and	   C	   but	   B	   trusts	   U	   whereas	   C	  
distrusts	  U.	   In	   case	   of	   Tidal	   Trust	  with	   trust	   threshold	  9	   and	  max	  depth	  2,	  
user	  A	   trusts/distrusts	  U	   based	   on	   semantics	   of	   trust/distrust	   for	   absolute	  
value	  as	  inferred	  trust	  value	  is	  4.5.	  	  
Ø In	  LPOT,	  semantics	  are	  defined	  with	  respect	  to	  ordering,	  locality	  and	  count-­‐
based	   rules	   in	   case	   of	   conflict.	   Tidal	   trust	   provides	   tunable	   parameters	   on	  
max-­‐depth	  and	  trust	   threshold	  values.	  Tidal	   trust	  uses	  weighted	  average	  as	  
aggregation	   operator.	   Tidal	   trust	   can	   provide	   predicted	   rating	   value	   to	   the	  
user.	   LPOT	   model	   specifies	   whether	   source	   can	   trust	   a	   user	   and	   doesn’t	  
determine	   the	   predicted	   value.	   	   We	   have	   proposed	   extensions	   to	   generic	  
LPOT	  trust	  model	  in	  Chapter	  3	  to	  give	  ratings	  to	  the	  user	  based	  on	  choice	  of	  
propagation	  and	  aggregation	  operators.	  	  
Ø Tidal	   trust	   algorithm	   is	   for	   discrete	   trust	   values	   and	   depends	   on	  weighted	  
average.	  LPOT	  is	  based	  on	  partial	  ordering	  and	  works	  equally	  well	   for	  trust	  
values	   between	   0	   and	   1	   and	   for	   discrete	   values	   say	   1	   to	   10.	   LPOT	   gives	  
importance	  to	  determining	  trust	  priorities	  instead	  of	  absolute	  values.	  	  
Ø Tidal	  trust	  imposes	  a	  restriction	  on	  path	  length,	  i.e.,	  rating	  can’t	  be	  predicted	  
if	   destination	   user	   is	   not	   found	   in	   specified	   depth.	   LPOT	   doesn’t	   have	  
restriction	   on	   path	   length	   and	   there	   by	   improves	   the	   coverage	   of	   ratings.	  
Both	  these	  aspects	  are	  useful	  depending	  on	  the	  application’s	  business	  model,	  
i.e.,	   whether	   it	   gives	   importance	   to	   coverage	   or	   prediction	   accuracy.	   Path	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length	   restriction	   can	   be	   easily	   added	   to	   LPOT	   if	   needed	   as	   explained	   in	  
Chapter	  3.	  	  
Ø Both	  models	  give	  importance	  to	  direct	  trust	  as	  opposed	  to	  inferred	  trust	  and	  
respects	   locality.	   Tidal	   trust	   considers	   all	   nodes	   above	   trust	   threshold	  
whereas	  LPOT	  considers	  the	  most	  trusted	  node.	  	  
	  
In	  this	  Section,	  we	  compared	  Tidal	  trust	  and	  LPOT	  models.	  We	  believe	  LPOT	  
is	  generic	  and	  considers	  distrust	  as	  part	  of	   the	  model.	  We	  proposed	  extensions	   to	  
LPOT	  model	  in	  Chapter	  3	  and	  by	  applying	  combination	  of	  these	  extensions	  LPOT	  can	  
perform	   similar	   to	   Tidal	   and	   Mole	   trust	   models.	   We	   propose	   novel	   approach	   of	  
incorporating	  absolute	  count	  values	  into	  inferred	  trust	  rating,	  which	  is	  effective	  for	  
applications	  that	  deal	  with	  top	  N	  recommendations	  and	  ranking	  of	  predictions.	  We	  
believe	  by	  applying	  these	  extensions	  based	  on	  use	  case,	  LPOT	  can	  be	  more	  powerful	  
providing	  a	  set	  of	  options	  for	  applications	  to	  choose	  based	  on	  their	  use	  cases.	  	  
2.5.	  Conclusion:	  
	  
	  
In	  this	  Chapter,	  we	  reviewed	  the	  definition	  and	  categories	  of	  trust	  in	  the	  context	  
of	  computer	  science	  with	  emphasis	  on	  social	  networks.	  	  We	  introduced	  social	  trust	  
and	  discussed	  properties	  of	  trust,	  trust	  operators	  and	  values	  that	  form	  the	  basis	  for	  
trust	  computation.	  We	  reviewed	  the	  existing	  trust	  models	  that	  use	  probabilistic	  or	  
path	  algebra	  techniques	  with	  illustrative	  examples	  in	  literature.	  We	  compared	  these	  
models	  in	  terms	  of	  similarities,	  pros	  and	  cons	  and	  the	  applications	  where	  they	  can	  
be	  applicable.	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In	   the	   next	   Chapter,	   we	   introduce	   recommender	   systems	   and	   motivation	   for	  
trust	   aware	   recommender	   systems.	  We	   consider	  Tidal	   trust	   and	   LPOT	  models	   for	  
experimental	  evaluation	  of	  trust	  aware	  recommender	  systems.	  Tidal	  trust	  and	  Mole	  
trust	   are	   popular	   models	   considered	   for	   trust	   aware	   recommender	   systems	   in	  
literature.	  We	  chose	  Tidal	  trust	  for	  experimental	  evaluation	  as	  explained	  in	  2.4.5.1.	  
LPOT	  has	  been	  developed	  further	  as	  the	  model	  is	  generic	  and	  considers	  both	  trust	  
and	   distrust	   as	   well	   as	   trust	   scope.	  We	   will	   propose	   extensions	   to	   this	   model	   to	  
make	  it	  powerful	  and	  thereby	  providing	  range	  of	  options	  for	  applications	  to	  choose	  
depending	  on	  business	  use	  cases.	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3.	  Trust	  Aware	  Recommender	  Systems	  
	   In	  this	  Chapter,	  we	  review	  traditional	  methods	  of	  recommendation	  systems.	  
We	  then	  discuss	  on	  trust	  ware	  recommender	  systems	  that	  apply	  trust	  among	  users	  
in	   recommendations	   and	   how	   it	   helps	   in	   solving	   the	   drawbacks	   of	   traditional	  
recommender	  systems.	   	  Then	  we	  review	   in	  detail	  collaborative	   filtering,	  a	  popular	  
recommendation	  technique	  [37]	  and	  trust	  aware	  recommendation	  techniques	  using	  
Tidal	  trust	  and	  LPOT	  models.	  These	  models	  are	  used	  in	  the	  experimental	  evaluation	  
using	  epinions	  data	  set.	  	  
3.1.	  Recommender	  Systems:	  
	   	  
	   Recommender	  systems	  deal	  with	  predicting	  how	  much	  a	  particular	  item	  will	  
be	  liked	  by	  a	  particular	  user	  and	  recommend	  the	  item	  to	  the	  user	  if	  the	  prediction	  
exceeds	  a	  certain	   threshold.	  Consequently,	   recommender	  systems	  can	  recommend	  
list	  of	  items	  to	  the	  user	  most	  likely	  to	  be	  useful.	  	  
	   Two	   recommendation	   strategies	   are	   widely	   employed	   in	   recommendation	  
systems,	   i.e.,	   content	   or	   item	   based	   recommendation	   and	   collaborative	   filtering	  
strategies.	  In	  the	  former	  case,	  system	  goes	  through	  the	  history	  of	  items	  a	  particular	  
user	   has	   bought	   in	   the	   context	   of	   e-­‐commerce	   systems	   and	   recommends	   items	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similar	  to	  the	  items	  user	  bought.	  This	  requires	  items	  or	  content	  to	  be	  annotated	  so	  
that	   similar	   item	   information	   can	   be	   captured.	   For	   example,	   if	   user	   has	   bought	  
scientific	  fiction	  books	  then	  the	  system	  can	  find	  similar	  books	  based	  on	  user	  history	  
of	  author,	  publication	  date	  etc.,	  and	  generate	  recommendations.	  The	  system	  need	  to	  
have	  domain	  knowledge	  of	  item	  for	  this	  technique	  and	  may	  not	  scale	  well	  across	  the	  
domains.	  	  
3.1.1.	  Collaborative	  Filtering:	  
	  
	   Collaborative	   Filtering	   technique	   deals	   with	   finding	   similar	   users	   in	   the	  
system.	   Similar	   users	   share	   the	   same	  buying	   patterns	   for	   the	   case	   of	   e-­‐commerce	  
systems	  or	  watch	  same	  kind	  of	  movies	  for	  the	  case	  of	  movie	  streaming	  system	  like	  
Netflix	  or	  provide	  similar	  ratings	  for	  items	  in	  item	  review	  system	  like	  Epinions.	  This	  
can	   be	   computed	   with	   user	   item	   matrix	   and	   finding	   the	   users	   that	   bought	   same	  
items	   or	   provided	   similar	   reviews	   for	   items	   as	   the	   target	   user	   for	   which	  
recommendation	  need	  to	  be	  provided.	  	  
	  
	  
	   Figure	  3.1.	  Collaborative	  Filtering	  Architecture	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Architecture	  of	  the	  Collaborative	  Filtering	  technique	  is	  shown	  in	  Figure	  3.1.	  
Input	   is	   the	   user	   item	   ratings	  matrix	   that	   will	   be	   passed	   to	   similarity	   calculation	  
module.	   This	   module	   calculates	   similarity	   based	   on	   techniques	   such	   as	   cosine	  
similarity	  or	  Pearson	  co-­‐efficient	  [1]	  to	  generate	  user	  similarity	  matric.	  This	  will	  be	  
passed	  to	  rating	  predictor	  module	  that	  predicts	  the	  rating	  based	  on	  user	  item	  matrix	  
and	   user	   similarity	  matrix	   using	   techniques	   such	   as	   Resnick	   prediction	   algorithm	  
[2].	  
	   For	  the	  evaluation	  experiments	   in	  this	  research	  we	  use	  Pearson	  co-­‐efficient	  
similarity	   metric	   and	   Resnick	   prediction	   algorithm	   as	   shown	   in	   Figure	   4.2.	   This	  
algorithm	  predicts	   the	   rating	  of	   item	   i	   for	  user	  a	  by	   considering	   all	   the	  users	   that	  
rated	  item	  i.	  For	  each	  user	  the	  algorithm	  calculates	  the	  similarity	  rating	  with	  target	  
user	  by	  using	  similarity	  metrics.	   In	  this	  experiment,	  we	  used	  Pearson’s	  correlation	  
coefficient	  as	  the	  similarity	  metric.	  Also,	  the	  algorithm	  considers	  the	  mean	  rating	  of	  
users	  to	  normalize	  the	  subjective	  nature	  of	  user’s	  ratings.	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Figure	  3.2.	  Resnick	  Collaborative	  Filtering	  Algorithm	  
	  
• p(a,i)	  indicate	  the	  predicted	  rating	  of	  target	  item	  i	  for	  target	  user	  a.	  
• U	  is	  a	  set	  containing	  users	  that	  have	  similarity	  rating	  with	  user	  a	  	  
• w(a,u)	  is	  the	  Pearson	  similarity	  rating	  for	  users	  a	  and	  u.	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• r(u,i)	  is	  the	  item	  rating	  provided	  by	  user	  u	  	  for	  item	  i.	  
• ! ! )	  is	  the	  average	  rating	  of	  user	  a	  for	  all	  items	  rated	  by	  user	  a.	  
• ! ! )	  is	  the	  average	  rating	  of	  user	  u	  for	  all	  items	  rated	  by	  user	  u.	  
3.1.1.1.	  Limitations	  of	  Collaborative	  Filtering:	  
	  
	  Collaborative	  Filtering	  techniques	  suffer	  from	  the	  following	  problems.	  	  
• In	  real	  world	  e-­‐commerce	  systems,	  number	  of	  items	  bought	  by	  a	  user	  is	  
far	  less	  than	  the	  total	  number	  of	  items.	  This	  causes	  data	  sparsity	  problem	  
wherein	  it’s	  very	  difficult	  to	  find	  users	  who	  have	  bought	  the	  items	  similar	  
to	  the	  target	  users.	  This	  results	  in	  incorrect	  or	  a	  few	  similar	  users.	  
• If	  a	  user	  is	  new	  to	  the	  system	  (called	  cold	  start	  user)	  then	  the	  user	  would	  
have	  bought	  very	  few	  items.	  Hence,	  it’s	  very	  difficult	  to	  find	  similar	  users	  
for	  this	  user	  and	  provide	  accurate	  recommendations.	  	  
• Collaborative	  filtering	  algorithms	  suffer	  from	  the	  copy	  profile	  attack.	  The	  
publisher	  of	  the	  content	   in	  content	  recommendations	  or	  merchant	   in	  e-­‐
commerce	   recommendations	   can	   copy	   the	   profile	   (past	   history)	   of	   the	  
target	  user	  to	  abuse	  the	  recommendation	  system.	  
3.2.	  Incorporating	  Trust	  In	  Recommender	  Systems:	  
	  
	  	   Research	  [38]	   indicates	   that	  people	   tend	  to	  rely	  more	  on	  recommendations	  
from	   friends	  as	  opposed	   to	  recommendations	   from	  anonymous	  people.	  Golbeck	  et	  
al.,	   [3]	   showed	   there	   is	   correlation	   between	   trust	   and	   similarity,	   which	   indicates	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trusted	   users	   have	   similar	   tastes.	   Intuition	   is	   to	   buy	   a	   specific	   item	   or	   to	   get	   a	  
service,	  we	   tend	   to	   rely	   on	   our	   friends	   for	   recommendations.	   If	   our	   friends	   don’t	  
know	  they	  get	  information	  from	  their	  friends	  and	  inform	  us.	  These	  observations	  as	  
well	   as	   proliferation	   of	   social	   networks	   lead	   to	   integration	   of	   social	   trust	   in	  
recommendation	  systems.	  
	   	  
	   	  
	  
	  
	   	  Figure	  3.3.	  Trust	  Aware	  Recommendation	  Architecture	  [54]	  
	  
	   Figure	  3.3	   shows	   the	  architecture	  of	   trust	   aware	   recommendation	   systems.	  
Trust	  module	  is	  responsible	  for	  computing	  trust	  using	  one	  of	  the	  models	  discussed	  
in	  Chapter	  3.	  Once	  the	  trust	  ratings	  are	  computed,	  rating	  predictor	  module	  applies	  
the	  trust	  ratings	  to	  user	  item	  ratings	  to	  calculate	  the	  trust	  prediction	  for	  an	  item	  for	  
the	  user.	  	  
3.2.1.	  Rating	  Predictor	  Module:	   	  
	  
	   Rating	  predictor	  module	  in	  Trust	  aware	  recommender	  architecture	  is	  
responsible	  for	  predicting	  the	  trust	  ratings	  for	  an	  item	  based	  on	  the	  computed	  trust	  
ratings	  matrix	  among	  users	  and	  item	  ratings	  matrix	  having	  the	  ratings	  provided	  to	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items	  by	  the	  user.	  Most	  commonly	  used	  techniques	  are	  trust	  based	  weighted	  mean	  
and	  trust	  based	  collaborative	  filtering.	  	  	  
3.2.1.1.	  Trust	  based	  weighted	  mean:	  
	  
	   Intuition	   is	   to	   give	   maximum	   weight	   for	   the	   highly	   trusted	   users	   in	  
recommendation	  prediction.	  To	  find	  the	  recommendation	  of	   item	  i1	  for	  target	  user	  
a1,	  all	  trusted	  users	  U	  of	  user	  a1	  that	  rated	  item	  i1	  is	  considered.	  Predicted	  rating	  is	  
weighted	  average	  of	  computed	  trust	  rating	  of	  users	  in	  set	  U	  from	  user	  a1	  and	  ratings	  
provided	  by	  users	  in	  set	  U	  for	  item	  i1.	  Figure	  3.4	  illustrates	  the	  trust	  based	  weighted	  
mean	  technique.	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   Figure	  3.4.	  Trust	  based	  weighted	  mean	  
	   	   	  	  
• p(a,i)	  indicate	  the	  predicted	  rating	  of	  target	  item	  i	  for	  target	  user	  a.	  
• U	  is	  a	  set	  containing	  users	  that	  rated	  target	  item	  and	  trusted	  by	  target	  user	  a	  	  
• t(a,u)	  is	  the	  computed	  inferred	  trust	  rating	  between	  user	  a	  and	  user	  u.	  
• r(u,i)	  is	  the	  item	  rating	  provided	  by	  user	  u	  	  for	  item	  i.	  
	  
3.2.1.2.	  Trust	  based	  collaborative	  filtering:	  
	  
This	  technique	  is	  similar	  to	  Resnick’s	  algorithm	  for	  calculating	  predictions	  based	  
on	   collaborative	   filtering	   and	   replaces	   similarity	   metric	   with	   inferred	   trust	  
46	  	  
ratings.	  	  This	  considers	  the	  propensity	  of	  users	  ratings,	  i.e.,	  average	  rating	  values	  
provided	  by	  the	  user	  in	  general	  into	  consideration.	  
	  
! !, ! =   ! ! +   
! !,! ∗ (! !, ! − !(!))!∈!
!(!,!)!∈!
	  
	  
	   Figure	  3.5.	  Trust	  based	  collaborative	  filtering	  
	  
	   This	   is	   similar	   to	   trust	   based	   weighted	   mean	   except	   that	   average	   ratings	  
provided	   by	   target	   user,	   i.e.,	   (! ! )	  and	   average	   item	   ratings	   provided	   by	   user	   u	  
(!  (!))  are	   considered.	   This	   gives	   importance	   to	   user	   rating	   patterns,	   which	  
depends	   on	   the	   behavior	   of	   the	   users.	   Some	   users	   have	   tendency	   to	   give	   higher	  
ratings	  quite	  often	  whereas	  the	  other	  user	  doesn’t.	  	  
	   The	  choice	  of	  techniques	  to	  consider	  depends	  on	  the	  data	  set,	  user	  patterns	  
in	   the	   data	   set	   and	   application	   use	   cases.	   Trust	   based	   weighted	   mean	   is	   used	   in	  
Golbeck	   et	   al.,	   [3]	   tidal	   trust	   application.	   Trust	   based	   collaborative	   filtering	  
technique	  is	  used	  in	  mole	  trust	  algorithm	  [35].	  	  
3.2.2.	  Trust	  Aware	  Recommender	  Applications:	  
	  
	   Golbeck	   et	   al.,	   [3]	   created	   an	   online	   recommender	   system	   Film	   Trust	  
(http://trust.mindswap.org/filmTrust)	   in	   which	   users	   can	   rate	   movies	   as	   well	   as	  
provide	  trust	  ratings	  for	  other	  users	  on	  a	  weighted	  scale.	  Tidal	  trust	  algorithm	  was	  
used	   to	   generate	   movie	   recommendations	   on	   this	   system.	   Massa	   et	   al.,	   [35]	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evaluated	   trust	   aware	   recommendations	   using	   Mole	   trust	   metric	   on	   a	   ski	  
mountaineering	  community	  site.	  	  
3.2.3.	  Advantages	  of	  Trust	  Aware	  Recommender	  Systems:	  
	  
	   Considering	  trust	   in	  recommendation	  systems	  can	  significantly	  improve	  the	  
prediction	   coverage	   for	   cold	   start	  users.	   If	   a	  new	  user	  provides	   trust	   ratings	   for	  a	  
few	  users	  then	  trust	  ratings	  for	  the	  new	  user	  can	  be	  inferred	  by	  leveraging	  the	  trust	  
ratings	  provided.	  To	  easily	  achieve	  this,	  application	  can	  ask	  users	  to	  rate	  other	  users	  
in	   the	  network	  as	  part	  of	   the	   sign	  up	  process.	   Incorporating	   trust	   can	   remove	   the	  
abuse	  caused	  due	  to	  copy	  profile	  attack.	  Unless	  a	  user	  explicitly	  trusts	  abusive	  user,	  
recommendations	  from	  them	  won’t	  be	  shown.	  	  
3.2.4.	  Combining	  Trust	  and	  Similarity	  Metrics:	  	  
	  
	   Work	  has	  been	  done	   to	  evaluate	  by	  combining	  both	   trust	  and	  collaborative	  
filtering	  (similarity)	  techniques	  for	  recommendations.	  In	  this	  architecture	  as	  shown	  
in	  Figure	  3.6,	  both	  trust	  ratings	  and	  similarity	  ratings	  among	  users	  is	  considered.	  If	  
there	   is	   overlap	   then	   aggregation	   techniques	   like	   weighted	   average	   can	   be	  
considered.	  If	  there	  is	  no	  overlap	  then	  either	  trust	  or	  similarity	  ratings	  is	  considered	  
for	  prediction.	  
	   Since	   both	   similarity	   and	   trust	   inference	   ratings	   are	   considered,	   overall	  
number	   of	   predictions	   (coverage)	   that	   can	   be	   done	   by	   combining	   both	   the	  
techniques	  will	  be	  higher	  than	  either	  of	  the	  techniques	  when	  considered	  separately.	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Figure	  3.6.	  Recommender	  Systems	  Architecture	  combining	  Trust	  and	  Similarity	  [54]	  
	   	  
Prediction	   accuracy	   is	  more	   than	   similarity	   technique	   alone	   but	   less	  when	  
trust	   inference	   ratings	   alone	   are	   considered	   based	   on	   experiments	   conducted	   by	  
Massa	  et	  al.	  [54].	  This	  model	  is	  suitable	  for	  applications	  that	  want	  to	  achieve	  higher	  
coverage	   of	   ratings	   by	   compromising	   on	   accuracy.	   Other	   approach	   can	   be	   to	  
consider	   trust	   ratings	   if	   exists	   and	   consider	   similarity	  only	  when	   trust	   ratings	  are	  
not	  available.	  These	  design	  choices	  can	  be	  made	  based	  on	  the	  application	  use	  cases,	  
dataset	  etc.	  
3.3.	  Trust	  Models	  for	  evaluation:	  
	  
	   As	   discussed	   in	   Chapter	   2,	   we	   use	   Tidal	   trust	   and	   LPOT	   models	   for	  
evaluation.	  In	  this	  Section,	  we	  provide	  the	  algorithm	  details	  and	  comparison	  of	  these	  
two	  models	  with	  illustrative	  examples.	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3.3.1.	  Tidal	  Trust	  Algorithm:	  
	  
Golbeck	   and	  Hendler	   [3,	   4]	   described	   local	   trust	  model	   that	   represents	   trust	  
and	  no	  trust	  on	  a	  linear	  scale	  and	  aggregates	  trust	  from	  the	  network.	  The	  name	  tidal	  
trust	   is	   assigned	   because	   the	   algorithm	   sweeps	   forward	   from	   source	   to	   sink	   and	  
traces	  back	  to	  source	  to	  return	  the	  final	  value.	  In	  the	  first	  pass,	  keeps	  track	  of	  ratings	  
from	  a	  node	   to	   sink	  and	  caches	   them.	   In	   the	   second	  pass,	  backtracks	   from	  sink	   to	  
source	  to	  calculate	  the	  trust	  rating	  for	  intermediate	  nodes	  having	  path	  from	  source	  
to	  sink	  and	  ultimately	  from	  source	  to	  sink.	  	  
The	  algorithm	  is	  based	  on	  the	  following	  two	  principles.	  
	  
Ø For	  a	  fixed	  trust	  rating,	  shorter	  paths	  have	  higher	  trust	  prediction	  accuracy.	  
Ø For	   a	   fixed	   path	   length,	   higher	   trust	   ratings	   have	   higher	   trust	   prediction	  
accuracy.	  	  
	  
As	   explained	   in	   Chapter	   2,	   this	   algorithm	   introduces	   tunable	   parameters	   for	  
depth	   and	   trust	   threshold.	   Depth	   indicates	   the	   maximum	   depth	   that	   can	   be	  
traversed	   through	   the	   trust	   graph	   for	   finding	   the	   trust	   rating	   for	   the	   users.	   Trust	  
threshold	   indicate	   the	  minimum	   trust	   rating	   below	  which	   the	   path	  would	   not	   be	  
considered	  for	  inferring	  trust.	  Pseudo	  code	  adopted	  from	  [3]	  for	  Tidal	  trust	  model	  is	  
shown	  below	  for	  completeness.	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  1	  for	  each	  n	  in	  G	  	  
	  2	  	   	  	  color(n)	  =	  white	  	  
	  3	  	   	  	  q	  =	  empty	  
	  4	  TidalTrust	  (source,	  sink)	  	  
	  5	  	   push	  (q,	  source)	  
	  6	  	   depth=1	  
	  7	  	   maxdepth	  =	  infinity	  
	  
	  8	  	   while	  q	  not	  empty	  and	  depth	  ≤	  maxdepth	  
	  9	  	   	  	  	  n	  =	  pop(q)	  
10	  	   	  	  	  push	  (d(depth),	  n)	  
11	  	   	  	  	  if	  sink	  in	  adj(source)	  
12	  	  	  	  	  	  	  	  	  	   cached_rating(n,sink)	  =	  rating(n,sink)	  
13	  	  	  	  	  	  	  	  	  	   maxdepth	  =	  depth	  
14	  	  	  	  	  	  	  	  	  	   flow	  =	  min(path_flow(n),	  rating(n,sink))	  
15	  	  	  	  	  	  	  	  	  	   path_flow(sink)	  =	  max	  (path_flow(sink),	  flow)	  
16	  	  	  	  	  	  	  	  	  	   push	  (children(n),	  sink)	  
17	  	   	  	  	  else	  
18	  	   	   for	  each	  n2	  in	  adj(n)	  
19	  	   	   	  	  	  if	  color(n2)	  =	  white	  
20	  	   	   	   color(n2)	  =	  gray	  
21	  	   	   	   push	  (temp_q,	  n2)	  
22	  	   	   	  	  	  if	  n2	  in	  temp_q	  
23	  	   	   	   flow	  =	  min(path_flow(n),	  rating(n,n2))	  
24	  	   	   	   path_flow(n2)	  =	  max	  (path_flow(n2),	  	  flow)	  
25	  	   	   	   push	  (children(n),	  n2)	  
	  
26	  	   	  	  	  if	  q	  empty	  
27	  	   	   q	  =	  temp_q	  
28	  	   	   depth	  =	  depth	  +1	  
29	  	   	   temp_q	  =	  empty	  
	  
30	  	   max	  =	  path_flow(sink)	  
31	  	   depth	  =	  depth-­‐1	  
	   	  
32	  	   while	  depth>0	  
33	  	   	  	  	  while	  d(depth)	  not	  empty	  
34	  	   	   n	  =	  pop(d(depth))	  
35	  	   	   for	  each	  n2	  in	  children(n)	  
36	  	   	   	  	  	  if	  (rating(n,n2)>=max)	  and	  cached_rating(n2,sink)≥0	  	  
37	  	   	   	   numerator	  =	  numerator	  +	  rating(n,n2)*	  	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  cached_rating(n2,sink)	  	  	  	  	  	  
38	  	   	   	   denominator	  =	  denominator	  +rating(n,n2)	  
39	  	   	   	   if	  denominator	  >	  0	  
40	  	   	   	   	   cached_rating(n,sink)	  =	  numerator	  /	  denominator	  
41	  	   	   	   else	  
42	  	   	   	   	   cached_rating(n,sink)	  =	  -­‐1	  
43	  	   	   depth	  =	  depth-­‐1	  
44	  	   return	  cached_rating(source,	  sink)	  
	  
Figure	  3.7.	  Tidal	  Trust	  Pseudo	  code	  [3]	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3.3.2.	  Local	  Partial	  Order	  Trust	  Model:	  
	  
Thirunarayan	   and	   Verma	   [5]	   proposed	   a	   local	   trust	   framework	   based	   on	  
partial	  ordered	  discrete	  values.	  This	  approach	  is	  sensitive	  to	  local,	  relative	  ordering	  
of	  trust	  values	  as	  opposed	  to	  their	  magnitudes.	  This	  framework	  distinguishes	  direct	  
and	  inferred	  trust,	  giving	  preference	  to	  direct	  trust	  over	  conflicting	  inferred	  trust.	  
This	   framework	   represents	   ambiguous	   trust	   explicitly	   in	   case	   of	   equal	   or	  
incomparable	  evidence.	  	  This	  framework	  supports	  both	  trust	  and	  distrust	  ratings	  in	  
trust	  network.	  
Thirunarayan	  and	  Althuru	  et	  al.,	  [16]	  extended	  this	  model	  to	  support	  for	  both	  
functional	  and	  referral	   trusts	  and	  also	   integrated	   trust	  scope	   into	   the	   framework.	  	  
In	   this	  work	  we	   implement	   this	   algorithm,	   evaluate	  on	   a	   real	  world	  data	   set	   and	  
compare	  with	  the	  existing	  trust	  models	  such	  as	  Tidal	  trust.	  	  
As	  explained	  in	  Chapter	  3,	  this	  model	  uses	  count	  based	  semantics	  to	  represent	  
trust.	   This	  model	  determines	  whether	   a	  user	   can	  be	   trusted	   and	  doesn’t	   indicate	  
the	   explicit	   trust	   ratings	   for	   the	  user.	   In	   this	  work,	  we	   implement	   the	  model	   and	  
evaluated	  on	  Epinions	  data	  set.	  We	  came	  up	  with	  pseudo	  code	  for	  this	  model	  and	  
specified	  in	  Figure	  3.8.	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3.3.2.1.	  Algorithm	  Details:	  
	  	  
Figure	  3.8.	  Local	  Partial	  Order	  Trust	  Pseudo	  code	  
	   	   	  
1	  for	  each	  n	  in	  G	  
2	  	   color(n)	  =	  white	  
3	  push(q,	  source)	  
	  	  	  
4	  PartialOrderTrust(q,	  sink)	  
6	   while	  q	  not	  empty	  	  
7	   	   node	  =	  pop(q)	  	   	  
8	   	   if	  sink	  in	  adj(node)	  
9	  	   	   	   found(sink)	  =	  true	  
10	   	   	   if	  (trust(node)	  //	  Within	  same	  context	  
11	   	   	   	   count(sink)	  +=1	  
12	   	   	   	   rating(sink)	  =	  max(rating(sink),	  rating(node,	  sink)	  
13	   	   	   else	  	  
14	   	   	   	   count(sink)	  -­‐=1	  
15	  	   	   else	  if	  not(found(sink))	  
16	  	   	   	   for	  each	  n2	  in	  adj(node)	  
17	  	   	   	   	   if	  color(n2)	  =	  white	  
18	  	   	   	   	   	   color(n2)=	  grey	  
19	  	   	   	   	   	   push(temp_q,	  n2)	  	  
20	  	   	   	   	   if	  n2	  in	  temp_	  
21	   	   	   	   	   if	  (trust(node,n2)	  //	  Within	  same	  context	  
22	   	   	   	   	   	   count(n2)	  +=1	  
23	   	   	   	   	   	   rating(n2)	  =	  max(rating(n2),	  rating(node,	  n2)	  
24	   	   	   	   	   else	  	  
25	   	   	   	   	   	   count(n2)	  -­‐=1	  
	  	   	   	   	   	   	   	   	   	  
26	   if	  (found(sink)	  
27	   	   if	  (count(sink)	  >0)	  
28	   	   	   return	  TRUST,	  rating(sink)	  
29	   	   else	  if	  (count(sink)	  =	  0)	  
30	   	   	   return	  AMBIGUOUS	  
31	   	   else	  if	  (count(sink)	  <	  0)	  
32	   	   	   return	  DISTRUST	  
	   	   	   	  
33	   else	  	   //	  Sink	  not	  found	  at	  current	  depth.	  Process	  next	  cycle	  
34	   	   most_trusted_q	  =	  mostTrustedNodesAtCurrentDepth(temp_q)	  
35	  	   	   temp_q	  =	  empty	  
36	  	   	   PartialOrderTrust(most_trusted_q,sink)	   //Recusrsive	  call	  for	  nodes	  at	  
next	  depth	  
37	  	   return	  NO_INFO	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   Based	   on	   the	   framework	   provided	   in	   [5],	   [16],	   full	   algorithm	   to	   infer	   trust	  
ratings	  is	  developed.	  Figure	  3.8	  outlines	  the	  algorithm.	  It’s	  essentially	  a	  breadth	  first	  
search	   algorithm	   propagating	   along	   the	   nodes	   at	   each	   depth	   to	   derive	   the	   trust	  
rating	  for	  the	  target	  user.	  
All	  the	  nodes	  in	  graph	  are	  marked	  as	  white	  to	  determine	  if	  a	  node	  is	  already	  
visited.	   Variable	   q	   is	   the	   queue	   holding	   the	   most	   trusted	   users	   at	   a	   given	   depth.	  
Function	  PartialOrderTrust	  takes	  variable	  q	  and	  sink	  as	  the	  input	  parameter.	  Source	  
is	  added	   to	  queue	  at	   line	  3,	  as	  at	  depth	  1	  source	  will	  be	   the	  only	  node.	  Sink	   is	   the	  
target	   user	   for	   which	   trust	   need	   to	   be	   inferred.	   Function	   PartialOrderTrust	   is	  
invoked	   with	   these	   two	   parameters.	   Line	   6	   and	   7	   iterates	   over	   all	   nodes	   in	   the	  
queue.	  For	  each	  node	  in	  the	  q,	  first	  the	  algorithm	  checks	  if	  sink	  is	  one	  of	  the	  adjacent	  
nodes.	  Lines	  8	  –	  14	  apply	  the	  count-­‐based	  semantics	  for	  the	  sink	  if	  sink	  is	  one	  of	  the	  
adjacent	  nodes.	  Lines	  12	  and	  24	  are	  used	  to	  apply	  max	  rating	  for	  the	  adjacent	  node	  
if	  two	  nodes	  at	  same	  depth	  trust	  the	  same	  adjacent	  node.	  
	   Lines	   16	   –	   26	   is	   used	   to	   process	   adjacent	   nodes	   if	   sink	   is	   not	   one	   of	   the	  
adjacent	  nodes	  at	  current	  depth.	  	  Line	  16	  checks	  if	  the	  node	  is	  already	  encountered	  
based	  on	  color	  of	  node.	  If	  node	  is	  not	  encountered	  then	  color	  will	  be	  set	  to	  grey	  so	  
that	  these	  nodes	  won’t	  be	  visited	  during	  subsequent	  depths.	  Variable	  temp_q	  keeps	  
track	  of	  the	  adjacent	  nodes	  encountered	  first	  time	  at	  current	  depth	  so	  that	  all	  nodes	  
at	  current	  depth	  will	  process	  them.	  For	  all	  the	  adjacent	  nodes	  encountered	  first	  time	  
at	  current	  depth,	  count	  based	  semantics	  are	  applied	  as	  indicated	  from	  lines	  22	  –	  26.	  
Also,	  if	  two	  nodes	  at	  current	  depth	  trust	  the	  same	  adjacent	  node	  the	  max	  rating	  will	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be	   consider	   as	   indicated	   in	   line	   24.	   	   After	   line	   26,	   all	   nodes	   at	   current	   depth	   are	  
processed	  and	  temp_q	  holds	  all	  the	  adjacent	  nodes	  with	  count	  and	  rating.	  	  
	   Lines	   27	   –	   33	   determine	   trust	   based	   on	   count	   based	   semantics	   if	   sink	   is	  
found.	   Algorithm	   returns	   trust	   if	   greater	   than	   zero,	   distrust	   if	   less	   than	   zero	   and	  
ambiguous	   if	   count	   is	  zero.	   If	   sink	   is	  not	   found	  at	   current	  depth,	   control	  moves	   to	  
line	  35.	  Line	  35	  calls	  mostTrustedUsersAtCurrentDepth	  function	  passing	  the	  queue	  of	  
adjacent	   nodes	   encountered	   first	   time	   at	   current	   depth	   processing.	   This	   function	  
returns	   the	  most	   trusted	   users	   based	   on	   the	   rating.	   If	  most	   trusted	   users	   are	   not	  
empty	  then	  they	  will	  be	  added	  to	  queue	  and	  function	  ParialOrderTrust	  is	  recursively	  
invoked.	  Algorithm	  terminates	   if	  most	   trusted	  users	  are	  empty	  by	  returning	  as	  no	  
information	  about	  the	  sink.	  
3.3.2.2.	  Illustrative	  Example:	  	  	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
Figure	  3.9.	  Partial	  Order	  Trust	  Illustrative	  Example	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   We	  will	  illustrate	  the	  algorithm	  using	  the	  trust	  network	  in	  Figure	  3.9.	  Trust	  
for	  user	  G	  needs	  to	  be	  inferred	  from	  user	  A.	  	  
Bootstrapping:	  
	   	  
	   ! = !, !"#$ = !, !"#"$ !""  !"#$% =   !ℎ!"#	  
	   	  
	   	  
Depth	  1	  
Depth	  2	   	  
	  
	  
q	  =	  {B,	  D}	  
	  
found(sink)	  =	  false,	  
	   	  
temp_q	  =	  (E	  –	  count:	  0;	  F	  -­‐	  count:1,	  rating:10)	  
	  
most_trusted_q	  =	  {F}	  
	  
• C	  is	  not	  considered	  in	  the	  queue	  temp_q	  even	  though	  there	  is	  a	  trusted	  link	  
from	  DàC	  since	  C	  is	  already	  visited	  in	  depth	  1.	  
• E	  has	  paths	   from	  DàE	  and	  BàE.	  B	   trusts	  E	   but	  D	  distrusts	   E	   and	  hence	  
count	  is	  0.	  This	  will	  be	  considered	  as	  ambiguous	  and	  hence	  E	  is	  not	  added	  
to	  most	  trusted	  queue	  having	  nodes	  to	  be	  processed	  in	  next	  cycle.	  
	  
	  
q	  =	  A	  
	  
found(sink)	  =	  false,	  
	   	  
temp_q	  =	  (B	  –	  count:	  1,	  rating:10;	  C	  -­‐	  count:1,	  rating:8,;	  D	  –	  count:	  1,	  
rating:10)	  
	  
most_trusted_q	  =	  {B,	  D}	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Depth	  3	  
	  
q	  =	  {F}	  
	  
found(sink)	  =	  true,	  
	   	  
count(sink)	  =	  1	  
	  
return	  Distrust	  
	  
	  
• Since	  there	  is	  a	  distrust	  path	  from	  FàG,	  count	  of	  G	  is	  -­‐1.	  Hence,	  A	  distrusts	  
G	  for	  this	  trust	  network	  based	  on	  LPOT	  model.	  
3.4.	  Extensions	  to	  Local	  Partial	  Order	  Trust	  model:	  
	  
	   	  
	   LPOT	  model	  provides	  a	  general	  framework	  considering	  local	  partial	  ordering	  
and	  count-­‐based	  semantics.	  This	  model	  determines	  whether	  a	  user	  can	  be	  trusted	  or	  
not	   based	   on	   count-­‐based	   semantics	   instead	   of	   absolute	   rating.	   In	   terms	   of	   local	  
partial	  ordering,	  the	  model	  considers	  the	  most	  trusted	  users	  within	  trust	  scope.	  In	  
this	  Section,	  we	  will	  propose	  extensions	  to	  this	  generic	  model.	  Real	  world	  systems	  
deal	   with	   variety	   of	   data	   sets	   and	   use	   cases.	   The	  motivation	   for	   proposing	   these	  
extensions	  is	  to	  provide	  a	  choice	  for	  the	  application	  to	  pick	  one	  of	  these	  extensions	  
or	  the	  generic	  model	  based	  on	  application	  requirements.	  	  	  
	   We	   believe	   these	   are	   natural	   extensions	   to	   the	   generic	   LPOT	   framework.	  
Tidal	  trust	  and	  Mole	  trust	  semantics	  can	  be	  extended	  from	  this	  generic	  framework	  
by	   applying	   combination	   of	   these	   extensions.	   In	   addition,	   LPOT	   model	   considers	  
distrust	   and	   represents	   trust	   as	   ambiguous	   if	   there	   are	   conflicting	   opinions	   from	  
two	  trusted	  users	  as	  shown	  in	  Figure	  2.11.	  Trust	  scope,	  referral	  and	  functional	  trust	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concepts	  are	  integrated	  into	  this	  model	  [16].	  Hence,	  we	  believe	  this	  is	  a	  generic	  and	  
powerful	   model	   and	   these	   extensions	   provide	   additional	   ability	   for	   applications	  
depending	  on	  the	  business	  model	  and	  use	  cases.	  	  
3.4.1.	  Extension	  1	  -­‐	  Most	  Trusted	  Users:	  
	   	  
	   Based	  on	  the	  original	  model,	  most	  trusted	  users	  indicate	  trusted	  users	  at	  
current	  depth	  having	  highest	  rating.	  	  
	  
	  
	  
	   	   	  
	  
	   	   	  
	   	   	  
	   	   	  
	  
	  
	  
	  
	  
	  
	  
	  
Figure	  3.10.	  Most	  Trusted	  Users	  example	  
	  
	   	  
	   Original	  model	  results	  in	  only	  B	  being	  considered	  as	  the	  most	  trusted	  user	  of	  
A	   for	   the	   trust	   network	   in	   Figure	   3.10.	   This	   leads	   to	   information	   being	   lost	   from	  
relatively	   higher	   trusted	   users	   like	   C	   and	   D	   in	   this	   network.	   The	   extension	   we	  
propose	   is	   to	   let	   the	   application	   decide	   the	   definition	   of	   most	   trusted	   users.	   If	  
application	  chooses	  ratings	  greater	  than	  7	  as	  most	  trusted	  then	  users	  B,	  C,	  D	  in	  this	  
network	   are	   treated	   as	   most	   trusted	   in	   current	   cycle	   and	   will	   be	   considered	   for	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computation	   in	   next	   cycle.	   This	   extension	   is	   similar	   to	   trust	   threshold	   concept	   in	  
Tidal	  trust	  and	  Mole	  trust	  but	  used	  for	  local	  partial	  ordering	  in	  this	  model.	  
3.4.2.	  Extension	  2	  –	  Max	  Depth	  Restriction:	  
	  
	   Original	  model	  doesn’t	  impose	  restriction	  on	  maximum	  depth	  for	  finding	  the	  
target	  node.	   	  For	  the	  below	  network,	   trust	  can	  be	   inferred	  from	  AàF	  even	  though	  
path	   length	   is	  5.	  For	   fixed	   trust	   rating,	  users	  with	  shorter	  path	   length	  have	  higher	  
prediction	  accuracy	   [3].	  The	  extension	  we	  propose	   is	   to	   let	   application	  decide	   the	  
maximum	   path	   length	   to	   use.	   The	   reason	   is	   some	   applications	   can	   have	   higher	  
coverage	  even	  though	  predictions	  are	  not	  accurate	  and	  may	  chose	  to	  use	  the	  generic	  
model	   or	   keep	   longer	   path	   lengths.	   For	   other	   applications,	   accuracy	   is	   very	  
important	   and	   hence	   chooses	   shorter	   path	   lengths.	   This	   depends	   on	   the	  
application’s	   business	   model	   and	   use	   cases	   and	   we	   feel	   letting	   each	   application	  
decide	  this	  parameter	  is	  the	  best	  approach.	  This	  can	  be	  similar	  to	  trust	  threshold	  in	  
Tidal	  Trust	  model	  and	  propagation	  horizon	  in	  Mole	  trust	  model.	  
	  
	   	  
	   	  
	   	  
	   Figure	  3.11.	  Maximum	  Depth	  example	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3.4.3.	  Extension	  3	  –	  Rating	  calculation:	  
	  
	   Original	   LPOT	   model	   relies	   on	   count-­‐based	   semantics	   and	   determine	  
whether	  a	  user	  can	  be	  trusted	  or	  not.	  This	  model	  won’t	  provide	  the	  predicted	  rating	  
for	   the	   user	   and	   items.	   This	  works	   for	   applications	   that	  want	   to	   know	  whether	   a	  
user	   or	   item	   can	   be	   trusted.	   For	   applications	   such	   as	   movie	   recommendation	  
systems,	   prediction	   ratings	   can	   be	   important	   so	   that	   they	   can	   recommend	   top	   N	  
movies.	  	  
	   We	  propose	  two	  extensions	  and	  leave	  it	  to	  application	  to	  determine	  the	  best	  
approach	  based	  on	  the	  use	  case.	  	  
3.4.3.1.	  Aggregation	  for	  User	  to	  Item	  ratings:	  
	   	  
	   In	  this	  approach,	  determination	  among	  user	  network	  will	  be	  done	  based	  on	  
original	  model.	  Aggregation	  can	  be	  performed	  for	  users	  to	  items	  by	  considering	  one	  
of	  the	  aggregation	  operators	  like	  MAX,	  MIN,	  and	  AVERAGE	  etc.	  
	  
	   	  
	   	  
	  
	  
Figure	  3.12.	  Aggregation	  example	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   Original	   model	   determines	   user	   A	   trusts	   item	   s	   for	   the	   network	   in	   Figure	  
3.12.	  Based	  on	  this	  approach	  and	  considering	  aggregation	  operator	  as	  AVERAGE	  for	  
user	  to	  item	  nodes,	  trust	  prediction	  is	  (7 ∗ 9)/2 = 8.	   	  
3.4.3.2.	  Ratings	  for	  user	  to	  user	  and	  user	  to	  item:	  
	   	  
	   In	   this	   approach,	   ratings	   for	   user	   to	   user	   can	   be	   calculated	   based	   on	  
approaches	  like	  First	  Aggregation	  Then	  Propagation	  (FATP)	  as	  explained	  in	  Chapter	  
2.	  For	  example,	  MIN	  can	  be	  applied	  for	  the	  paths	  selected	  by	  this	  model	  from	  source	  
to	   target	  user.	  Once	   the	   trust	   ratings	   for	  user	   is	   determined	   then	   above	   approach	  
(3.4.3.1)	  can	  be	  used	  to	  determine	  ratings	  from	  users	  to	  items.	  	  
	   By	  applying	  extensions,	  LPOT	  model	  can	  be	  related	  to	  Tidal	  trust,	  FACiLE	  or	  
Mole	   trust	  models.	   In	   addition,	   this	  model	   considers	  distrust;	   trust	   scope,	   referral	  
and	   functional	   trust.	   We	   believe	   LPOT	   is	   a	   generic	   and	   powerful	   model	   and	   by	  
applying	  these	  extensions	  this	  framework	  supports	  wide	  variety	  of	  use	  cases.	  Hence,	  
we	  consider	  this	  model	  for	  evaluation	  as	  well	  as	  for	  distributed	  approach.	   	  	  
3.5.	  General	  Extensions:	  
	  
	  
	   In	   the	   next	   Section,	   we	   propose	   approaches	   that	   can	   be	   applied	   to	   trust	  
models	   that	   rely	   on	   aggregation	   and	   propagation	   such	   as	   Tidal	   trust,	   Mole	   trust,	  
LPOT,	  FACile	  etc.	  As	   indicated	   the	  motivation	   for	  proposing	   these	  extensions	   is	   to	  
facilitate	   applications	  with	  a	   set	  of	   choices	   to	   choose	   from	  based	  on	   the	  need	  and	  
business	  rules.	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3.5.1.	  Introduce	  decay	  with	  path	  length:	  
	  
	  
	   Since	   reliability	   of	   trust	   reduces	   with	   path	   length,	   other	   approach	   is	   to	  
introduce	  decay	  parameter	  with	  path	  length	  [3,	  39].	  For	  example,	  if	  decay	  factor	  is	  
0.95	  ratings	  at	  depth	  1	  can	  be	  considered	  at	  100%	  of	  actual	  value,	  ratings	  at	  depth	  2	  
can	  be	  considered	  at	  95%	  of	  actual	  value	  etc.	  This	  also	  can	  be	  a	  tunable	  parameter	  
set	  by	  application	  based	  on	  the	  requirements.	  	  
Tidal	   trust	  as	  well	  as	  LPOT	  doesn’t	  employ	  decay	  with	  path	   length	   into	   the	  
model.	   We	   believe	   this	   extension	   can	   be	   integrated	   to	   the	   model	   for	   rating	  
calculation	  for	  increasing	  the	  prediction	  accuracy	  based	  on	  the	  application	  needs.	  	  
3.5.2.	  Importance	  of	  number	  of	  trusted	  references:	  
	  
	   LPOT	  model	  doesn’t	  give	  preference	  to	  the	  absolute	  value	  of	  the	  count	  
if	   the	  user	   is	   trusted.	  Tidal	   trust	  model	  as	  well	  doesn’t	  give	  extra	  weightage	   if	   two	  
trusted	  users	  rate	   the	  sink	   item	  versus	   three	   trusted	  users	  rate	   the	  sink.	  Consider	  
the	   examples	   in	   Figure	   3.13.	   For	   both	   networks	   Partial	   Order	   Trust	   model	  
determines	   user	   A	   can	   trust	   items	   S1	   and	   S2.	   It	   doesn’t	   indicate	   which	   item	   to	  
recommend	  most	   if	   application	   need	   to	   recommend	   top	   N	   items.	   Tidal	   trust	   also	  
gives	  a	  rating	  of	  9	  for	  both	  S1	  and	  S2.	  	  We	  propose	  this	  extension	  so	  that	  application	  
can	  extend	  Partial	  Order	  Trust	  model	  or	  Tidal	  trust	  to	  incorporate	  total	  number	  of	  
trusted	  references	  for	  a	  particular	  item.	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  (i)	  
	  
	   	   	  
	  
	   	   	   	   	  
	  
	   	   	  
	   	   	   	   	   3.13	  (ii)	  
Figure	  3.13.	  Absolute	  count	  example	  
	  
	   This	   can	   be	   extremely	   helpful	   in	   applications	   that	   rely	   on	   predicted	  
rating	  values.	  For	  these	  applications,	  more	  accurate	  predicted	  values	  can	  be	  given	  if	  
rating	  is	  normalized	  based	  on	  absolute	  count	  of	  most	  trusted	  references	  as	  well	  as	  
the	  propagation	  and	  aggregation	  operator	  approach	  mentioned	  in	  extension	  3.	  	  We	  
propose	   the	   novel	   approach	   of	   incorporating	   count	   value,	   i.e.,	   number	   of	   trusted	  
references	  as	  addition	  parameter	  in	  rating	  prediction.	  Count	  value	  can	  be	  viewed	  as	  
a	  different	  dimension	  that	  can	  be	  added	  as	  additional	  parameter	  for	  aggregation	  at	  
each	  node.	  	  
A	  
B	  
C	  
9	   9	  
9	   9	  
S1	  
9	  A	  
B	  
C	  
D	  
9	  
9	  
9	  
9	  
S2	  
9	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Applications	   can	   choose	   this	   approach	   to	   resolve	   in	   case	   of	   ties	   or	   by	  
normalizing	  the	  trust	  prediction	  by	  adding	  count	  value	  as	  additional	  parameter.	  We	  
believe	  this	  case	  will	  be	  useful	  especially	  for	  the	  case	  of	  top	  N	  recommendations	  or	  
ranking	  the	  results.	  
3.5.3.	  Evaluate	  all	  nodes	  till	  max	  depth:	  
	  
	   	  
	   Trust	   inference	   models	   reviewed	   so	   far	   stop	   at	   the	   depth	   having	   the	   first	  
occurrence	  of	  target	  user.	  This	  works	  for	  majority	  of	  the	  use	  cases,	  as	  direct	  trust	  is	  
more	   reliable	   than	   inferred	   trust.	   For	   applications	  having	   large	  number	  of	   ratings	  
for	   each	   item,	   it	   might	   be	   useful	   to	   look	   for	   all	   the	   users	   till	   maximum	   depth	  
configured	   is	   reached.	   In	   order	   to	   account	   for	   trust	   decay	   with	   increase	   in	   path	  
length,	  decay	  factor	  mentioned	  in	  3.5.1	  can	  be	  employed.	  	  
3.6.	  Conclusion:	  	  
	  
	  
	   In	   this	   Chapter,	   we	   reviewed	   traditional	   recommender	   systems	   and	  
Collaborative	   Filtering	   architecture	   based	   on	   user	   similarity.	   We	   discussed	   the	  
shortcomings	  of	  this	  approach	  and	  how	  trust	  aware	  recommender	  systems	  address	  
these	  issues.	  We	  reviewed	  the	  architecture	  of	  trust	  aware	  recommendation	  system.	  
Then	  we	  presented	  the	  merits	  and	  de-­‐merits	  of	  recommender	  systems	  considering	  
trust	  as	  well	  as	  similarity.	  	  Trust	  models	  used	  for	  evaluation	  in	  this	  work,	  i.e.,	  Tidal	  
trust	  and	  LPOT	  models	  are	  discussed	  in	  detail.	  We	  presented	  the	  algorithm	  for	  LPOT	  
model	  with	  illustrative	  examples	  considering	  distrust.	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We	  proposed	  several	  extensions	  to	  LPOT	  model	  that	  can	  be	  configured	  based	  
on	   real	   world	   application	   requirements.	   Also,	   we	   showed	   that	   applying	   these	  
extensions	   to	   LPOT	   model	   with	   specific	   propagation	   and	   aggregation	   operators	  
could	  derive	  Tidal	  trust	  and	  Mole	  trust.	  Then	  we	  proposed	  general	  extensions	  to	  the	  
trust	   propagation	   models.	   These	   extensions	   can	   be	   configured	   as	   tunable	  
parameters	   and	   applications	   can	   choose	   to	   turn	   on	   these	   features	   based	   on	   use	  
cases	  and	  dataset	  types.	  
	   In	  the	  next	  Chapter,	  we	  will	  compare	  the	  Collaborative	  Filtering,	  Tidal	  trust	  
and	  LPOT	  models.	  We	  will	  introduce	  the	  epinions	  network	  data	  sets	  being	  used	  for	  
comparison	  as	  well	  as	  the	  evaluation	  techniques.	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4.	  Evaluation	  of	  Trust	  Models	  	  
	  
In	   this	   Chapter,	   we	   implement	   and	   evaluate	   Collaborative	   Filtering,	   Tidal	  
Trust	  and	  LPOT	  models	  on	  epinions	  data	  set.	  We	  review	  the	  evaluation	  criteria	   in	  
terms	  of	  coverage	  and	  prediction	  accuracy.	  We	  discuss	  the	  performance	  of	  the	  trust	  
algorithms	  and	  motivate	  the	  need	  for	  distributed	  models	  in	  real	  world	  applications.	  
4.1.	  Data	  set:	  	  
	  
Experiments	   are	   conducted	   using	   epinions	   dataset	   available	   at	  
http://www.trustlet.org/wiki/Epinions_dataset.	   Epinions.com	   is	   a	   website	   where	  
people	   can	   review	   products.	   Users	   will	   be	   paid	   for	   the	   reviews	   in	   epinions.com	  
based	  on	  the	  usefulness	  of	  the	  review.	  Due	  to	  this,	  it’s	  possible	  to	  game	  the	  system	  
and	  hence	  trust	  system	  was	  incorporated.	  Users	  can	  add	  other	  users	  to	  their	  web	  of	  
trust	  if	  their	  reviews	  are	  found	  helpful.	  Also	  users	  can	  block	  other	  users	  that	  form	  a	  
user	   network	  with	   trust	   and	   distrust.	   The	   datasets	  were	   published	   by	  Massa	   and	  
Avesani	  [6]	  by	  crawling	  the	  epinions	  website.	  There	  are	  two	  versions	  of	  the	  epinions	  
dataset.	  	  
4.1.1.	  Standard	  epinions	  dataset:	  	  
	  
This	   dataset	   was	   provided	   by	   Massa	   and	   Avesani	   [6]	   by	   running	   a	   five	   week	  
crawl	  on	  epinions.com	  website.	  Dataset	  contains	  49,920	  users	  who	  rated	  a	  total	  of	  
139,738	   different	   items	   at	   least	   once	   with	   664,824	   reviews	   (User-­‐Item	   Ratings).	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There	   are	   487,181	   trust	   statements	   (User-­‐User	   Ratings).	   This	   dataset	   doesn’t	  
contain	  the	  distrust	  ratings.	  Also	  trust	  is	  represented	  with	  a	  rating	  of	  1.	  	  
	  	  	  In	  terms	  of	  the	  characteristics	  of	  the	  dataset,	  mean	  number	  of	  created	  reviews	  
per	  user	  is	  13.49	  with	  a	  standard	  deviation	  of	  34.16.	  Also	  large	  majority	  of	  the	  users	  
are	  cold	  start	  users,	  which	  we	  define	  as	  the	  users	  that	  rated	  one	  to	  five	  items.	  They	  
are	  around	  55%	  of	  the	  population.	  Also	  in	  terms	  of	  the	  distribution	  of	  ratings;	  45%	  
of	  the	  ratings	  are	  5,	  29%	  are	  4,	  11%	  are	  3,	  8%	  are	  2	  and	  7%	  are	  1.	  Mean	  rating	  is	  
3.99.	  	  
As	   discussed	   in	   Chapter	   3,	   trust	   propagation	   algorithms	   outperform	  
collaborative	   filtering	   algorithms	   especially	   for	   the	   case	   of	   cold	   start	   users	   and	  
controversial	  items.	  Based	  on	  [6],	  Movielens	  dataset	  have	  all	  the	  users	  that	  rated	  at	  
least	  20	  items.	  Epinions	  dataset	  represents	  more	  than	  50%	  of	  the	  cold	  start	  users,	  
which	   is	   well	   suited	   for	   the	   evaluation	   of	   the	   trust	   based	   recommender	   systems	  
evaluation.	  Hence	  this	  dataset	  was	  chosen	  for	  the	  evaluation.	  	  
4.1.2.	  Extended	  epinions	  dataset:	  
	  
This	  dataset	  was	  provided	  to	  Massa	  and	  Avesani	   [6]	  by	  crawling	  epinions.com.	  
The	  dataset	  contains	  132000	  users,	  who	  issued	  841,372	  trust	  ratings.	  Out	  of	  these,	  
717,667	  are	  trust	  ratings	  and	  123,705	  are	  distrust	  ratings.	  85,000	  users	  received	  at	  
least	  one	   trust	   rating.	  Also	  users	   rated	  13,668,319	   items	  with	  a	   total	  of	  1,560,144	  
items.	  	  
	   This	  dataset	  can	  be	  used	  to	  evaluate	  the	  models	  with	  both	  trust	  and	  distrust	  
ratings.	  But	  the	  trust	  ratings	  are	  binary	  with	  1	  being	  trust,	  0	  being	  no	  trust	  and	  -­‐1	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being	  distrust.	  In	  this	  dataset	  54.22%	  are	  the	  cold	  start	  users	  that	  rated	  one	  to	  five	  
items.	  	  
4.1.3.	  Epinions	  dataset	  and	  LPOT:	  
	  
	   LPOT	  computes	   trust	  based	  on	   local	  partial	  ordering	  within	   the	   trust	  scope	  
and	  considers	  functional	  and	  referral	  trust.	  Epinions	  dataset	  has	  binary	  trust	  ratings	  
i.e.,	  a	  user	  can	  trust	  or	  distrust	  reviews	  provided	  by	  other	  users.	  The	  dataset	  doesn’t	  
indicate	  trust	  scope	  of	  the	  review.	  For	  example,	  the	  dataset	  doesn’t	  indicate	  if	  a	  user	  
trusts	   other	   user	   in	   terms	   of	   electronic	   product	   reviews	   versus	   sports	   product	  
reviews.	   Due	   to	   the	   limitations	   of	   publicly	   available	   dataset	   with	   explicit	   trust	  
ratings,	   we	   considered	   epinions	   dataset.	   Hence,	   local	   partial	   ordering	   for	   this	  
dataset	   indicate	   trusted	   users	   versus	   distrust	   users.	   To	   predict	   item	   ratings	   for	  
comparison,	  we	  applied	  weighted	  average	  of	  item	  ratings	  from	  trust	  users.	  	  
4.2.	  Evaluation	  Metrics:	   	  
	  
	  
	   Leave-­‐one-­‐out	   is	   the	   most	   used	   technique	   for	   evaluating	   recommender	  
systems.	  This	  technique	  removes	  one	  rating	  and	  tries	  to	  predict	  the	  rating	  based	  on	  
the	  algorithm.	  Predicted	  rating	  is	  compared	  with	  the	  actual	  rating	  and	  the	  difference	  
of	  the	  ratings	  is	  treated	  as	  prediction	  error.	  	  
	   Mean	  Absolute	  Error	   (MAE)	   [8]	   is	   then	   computed	   by	   the	   average	   of	   all	   the	  
prediction	  errors.	  But	  as	  explained	   in	   [7]	   this	  metric	  doesn’t	  portray	   the	  complete	  
evaluation	  of	  the	  algorithm	  for	  the	  case	  of	  users	  with	  a	  mix	  of	  heavy	  and	  cold	  start	  
users.	  The	  reason	  is	  for	  heavy	  users,	   i.e.,	  users	  that	  rated	  many	  items	  normally	  the	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prediction	  accuracy	  will	  be	  less	  whereas	  for	  cold	  start	  users	  prediction	  accuracy	  can	  
be	   more.	   Massa	   and	   Avesani	   [6]	   introduced	  Mean	  User	   Absolute	   Error	   (MAUE)	   to	  
more	   precisely	   evaluate	   the	   prediction	   accuracy.	   MAUE	   first	   calculates	   the	   Mean	  
Absolute	  Error	   for	   each	  user	   independently	   and	   then	   averages	   the	  mean	   absolute	  
errors	  for	  all	  the	  users.	  We	  use	  this	  metric	  in	  the	  evaluation	  of	  the	  trust	  models.	  	  
	   Another	   technique	   is	   to	   evaluate	   the	   coverage	   as	   explained	   by	   Massa	   and	  
Avesani	  [6].	   Idea	   is	   to	  compare	  the	  total	  number	  of	  ratings	  that	  the	  algorithm	  was	  
able	   to	   predict	   with	   leave-­‐one	   out	   approach	   versus	   the	   total	   number	   of	   ratings	  
present	   in	   original	   network.	   This	   gives	   an	   indication	   of	   the	   percentage	   of	   ratings	  
that	   the	   algorithm	   can	   estimate	   out	   of	   total	   ratings.	   This	   is	   called	   as	   the	   ratings	  
coverage.	  	  
	   User	  coverage	  is	  also	  used	  in	  the	  evaluation	  of	  the	  algorithms.	  User	  coverage	  
is	   the	  estimate	  of	   total	  number	  of	  users	   for	  which	  the	  algorithm	  predicted	  at	   least	  
one	   item	  versus	   the	   total	   number	   of	   users	   that	   rated	   at	   least	   one	   item	   in	   original	  
network.	  	  
	   Mean	  Absolute	  User	  Error,	  Ratings	   coverage	  and	  user	   coverage	  are	  used	   in	  
the	  evaluation	  of	  the	  algorithms.	  	  
4.2.1.	  Dataset	  views:	  
	  
We	  use	   the	   following	   techniques	  as	  explained	   in	   [7]	   to	  evaluate	   the	  algorithms	  
on	  different	  views	  of	  the	  dataset.	  	  
a. Cold	  Start	  users:	  Users	  that	  rated	  very	  few	  items.	  For	  this	  dataset	  we	  consider	  
users	  that	  rated	  one	  to	  five	  items	  as	  cold	  start	  users.	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b. Opinionated	   users:	   Users	   that	   rated	   more	   items	   but	   the	   ratings	   provided	   by	  
these	   users	   are	   not	   consistent	   with	   their	   average	   ratings.	   For	   this	   dataset	   we	  
consider	  users	  that	  rated	  more	  than	  four	  items	  with	  a	  standard	  deviation	  of	  the	  
users	  ratings	  greater	  than	  1.5	  as	  opinionated	  users.	  	  
	   Evaluation	   is	   performed	   on	   these	   metrics	   for	   the	   algorithms	   explained	   in	  
Chapter	  3,	  i.e.,	  Collaborative	  Filtering,	  Tidal	  Trust	  and	  LPOT.	  	  
	  4.3.	  Evaluation:	  
	  
	  4.3.1.	  Architecture:	  
	  	  
Epinions	   data	   set	   contains	   user	   trust	   ratings	   and	   user	   item	   ratings.	   We	  
implemented	  the	  algorithm	  using	  Java	  1.7	  and	  MySQL	  5.5.28.	  	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
Figure	  4.1.	  System	  interaction	  flow	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Cache	  	  
Process	  running	  the	  
algorithm	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Figure	   4.1	   represents	   the	   high	   level	   architecture	   of	   the	   system	  
implementation.	   We	   created	   two	   tables:	   user_item_ratings	   and	   user_trust_ratings	  
having	  the	  user	  item	  ratings	  and	  user	  trust	  ratings	  in	  epinions	  network.	  These	  tables	  
are	  created	  in	  two	  separate	  schemas	  to	  represent	  standard	  and	  extended	  data	  sets.	  
For	  optimization,	  user	  trust	  ratings	  are	  cached	  as	  outlined	  in	  the	  architecture.	  Then	  
experiments	  are	  conducted	  using	  appropriate	  model	  using	  leave	  one	  out	  approach.	  
We	   considered	   Collaborative	   Filtering,	   Tidal	   trust	   and	   LPOT	   model	   for	  
evaluation.	  For	  LPOT,	  we	  used	  max	  depth	  restriction	  (extension	  2)	  and	  aggregation	  
from	  users	  to	  items	  (extension	  3.1)	  for	  this	  evaluation.	  These	  extensions	  are	  chosen	  
depending	   on	   the	   data	   set	   having	   binary	   trust	   ratings	   and	   also	   to	   compare	   with	  
Tidal	  trust	  at	  a	  specific	  depth	  as	  well	  as	  prediction	  accuracy.	  	  
4.3.2.	  Evaluation	  Results	  for	  Standard	  Dataset:	  
	   	  
	   In	  this	  Section,	  we	  will	  present	  the	  evaluation	  results	  for	  standard	  epinions	  
data	  set.	  	  	  
4.3.2.1.	  Cold	  Start	  Users:	  
	  
	   We	  evaluated	  the	  cold	  start	  users	  for	  the	  three	  models	  on	  the	  standard	  data	  
set	  and	  the	  results	  are	  shown	  in	  Table	  4.1.	  
	   Since	   standard	   data	   set	   contains	   trust	   ratings	   only	   and	   ratings	   are	  
binary	  for	  epinions	  data	  set,	  we	  expect	  Tidal	  trust	  and	  LPOT	  to	  perform	  similarly.	  As	  
expected	   Tidal	   Trust	   and	   LPOT	   algorithms	   outperform	   collaborative	   filtering	  
algorithms.	   Also	   both	   the	   tidal	   trust	   and	   LPOT	   predicted	   similar	   results.	   This	   is	  
expected	  from	  the	  illustrative	  examples	  in	  Chapter	  3.	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Metric	  Type	   CF	   Tidal	  Trust	   LPOT	  
Ratings	  Prediction	  
Error	  
1.12	   0.75	   0.75	  
Ratings	  Coverage	  
	  
4.14%	   7.03%	   7.03%	  
Mean	  Absolute	  
User	  Error	  
1.26	   0.76	   0.76	  
User	  Ratings	  
Coverage	  
4.18%	   12.04%	   12.04%	  
	  
	  
	   Table	  4.1.	  Cold	  start	  users	  evaluation	  for	  standard	  data	  set	  (Depth	  1)	  
	  
4.3.2.2.	  Opinionated	  Users:	  	  
	   	  
Metric	  Type	   CF	   Tidal	  Trust	   LPOT	  
Ratings	  Prediction	  
Error	  
1.44	   1.39	   1.39	  
Ratings	  Coverage	  
	  
68.3%	   41.28%	   41.28%	  
Mean	  Absolute	  
User	  Error	  
1.45	   1.37	   1.37	  
User	  Ratings	  
Coverage	  
61.72%	   41.22%	   41.22%	  
	  
	  
	   Table	  4.2.	  Opinionated	  users	  evaluation	  for	  standard	  data	  set	  (Depth	  1)	  
	  
As	   expected	   both	   tidal	   trust	   and	   LPOT	  predicted	   similarly.	   But	   coverage	   of	  
trust	  algorithms	  is	  less	  than	  the	  collaborative	  filtering	  algorithm	  even	  though	  there	  
is	  slight	  increase	  in	  accuracy.	  One	  reason	  is	  the	  trust	  algorithms	  are	  implemented	  at	  
depth	  1.	  With	   increase	   in	   the	  depth,	   trust	  models	  will	   result	   in	  better	   coverage	  as	  
predicted	  in	  [7].	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4.3.3.	  Evaluation	  Results	  for	  Extended	  Dataset:	  
	   	  
	   Evaluation	   is	   performed	   on	   extended	   dataset	   that	   contain	   both	   trust	   and	  
distrust	  ratings.	  	  In	  this	  case	  collaborative	  filtering	  algorithm	  is	  not	  used,	  as	  the	  goal	  
is	   to	  compare	   the	  results	   for	  Tidal	  Trust	  and	  LPOT	  algorithms	  with	  distrust.	  Trust	  
models	   as	   explained	   in	   the	   related	   work	   and	   the	   evaluation	   of	   standard	   dataset	  
outperform	   collaborative	   filtering	   algorithms	   in	   the	   case	   of	   cold	   start	   users	   and	  
controversial	  items.	  	  
4.3.3.1.	  Cold	  Start	  Users:	  
	   	  
	  
Metric	  Type	   Tidal	  Trust	   LPOT	  
Ratings	  Prediction	  
Error	  
0.358	   0.358	  
Ratings	  Coverage	  
	  
4.91%	   4.91%	  
Mean	  Absolute	  
User	  Error	  
0.392	   0.392	  
User	  Ratings	  
Coverage	  
5.95%	   5.95%	  
	  
	  
Table	  4.3.	  Cold	  start	  users	  evaluation	  for	  extended	  data	  set	  (Depth	  1)	  
	  
	  
Metric	  Type	   Tidal	  Trust	   LPOT	  
Ratings	  Prediction	  
Error	  
0.323	   0.323	  
Ratings	  Coverage	  
	  
28.68%	   28.68%	  
Mean	  Absolute	  
User	  Error	  
0.337	   0.337	  
User	  Ratings	  
Coverage	  
24.48%	   24.48%	  
	  
Table	  4.4.	  Cold	  start	  users	  evaluation	  for	  extended	  data	  set	  (Depth	  2)	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4.3.3.2.	  Opinionated	  Users:	  
	   	  
Metric	  Type	   Tidal	  Trust	   LPOT	  
Ratings	  Prediction	  
Error	  
0.95	   0.95	  
Ratings	  Coverage	  
	  
29.84%	   29.84%	  
Mean	  Absolute	  
User	  Error	  
1.004	   1.004	  
User	  Ratings	  
Coverage	  
44.33%	   44.33%	  
	  
Table	  4.5.	  Opinionated	  users	  evaluation	  for	  extended	  data	  set	  (Depth	  1)	  
	  
Metric	  Type	   Tidal	  Trust	   LPOT	  
Ratings	  Prediction	  
Error	  
1.039	   1.039	  
Ratings	  Coverage	  
	  
72.34%	   72.34%	  
Mean	  Absolute	  
User	  Error	  
1.048	   1.048	  
User	  Ratings	  
Coverage	  
65.90%	   65.90%	  
	  
Table	  4.6.	  Opinionated	  users	  evaluation	  for	  extended	  data	  set	  (Depth	  2)	  
	  
	  
	   As	   evident,	   coverage	   increases	   significantly	   from	  depth	  1	   to	  depth	  2	  
for	  trust	  inference.	  Interestingly	  both	  Tidal	  trust	  and	  LPOT	  predicted	  similar	  ratings	  
even	   in	   the	   case	   of	   distrust.	   Tidal	   trust	   provides	   tunable	   parameters	   in	   terms	   of	  
depth	  and	  threshold.	  In	  this	  case	  since	  binary	  trust	  ratings	  are	  used,	  threshold	  is	  not	  
applicable.	  It	  will	  be	  interesting	  to	  see	  the	  ratings	  similarity	  when	  thresholds	  are	  in	  
place.	   Also	   LPOT	   represents	   conflicting	   opinion	   as	   ambiguous	   explicitly.	   Since	   the	  
evaluation	   is	   performed	   at	   depth	   of	   2	   and	  with	   less	   distrust	   ratings	   compared	   to	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trust	  ratings,	  ambiguous	  trust	  predictions	  are	  not	  observed.	  It	  will	  be	  interesting	  to	  
see	  this	  property	  as	  the	  depth	  increases.	  	  
4.3.4.	  Performance:	  
	   	  
	   Trust	  inference	  models	  based	  on	  path	  algebra	  such	  as	  Tidal	  trust,	  Mole	  trust,	  
and	   LPOT,	   has	   high	   time	   complexity.	   For	   each	   combination	   of	   user	   and	   item	   the	  
algorithm	  visits	  large	  number	  of	  users	  in	  the	  network.	  The	  number	  of	  users	  visited	  
increases	  exponentially	  with	  increase	  in	  depth.	  
	   We	  compared	  performance	  of	  Tidal	  trust	  algorithm	  for	  users	  that	  rated	  one	  
item	   in	   extended	   epinions	   data	   set	   with	   increase	   in	   path	   length.	   For	   this	  
computation,	  user	  trust	  ratings	  are	  cached	  and	  user	  item	  ratings	  are	  retrieved	  from	  
database.	  There	  are	  42,862	  user	  and	  item	  combinations	  with	  this	  criterion.	  Number	  
of	  predictions	  made	  at	  depth	  1	  is	  779,	  depth	  2	  is	  2371	  and	  depth	  3	  is	  90.	  Table	  4.7	  
shows	   the	   response	   time	   of	   predictions	  with	   increase	   in	   depth.	   Average	   response	  
times	  per	  prediction	  increased	  ten	  fold	  from	  36.5	  ms	  to	  317.45	  ms	  from	  depth	  1	  to	  
depth	  2	  and	  around	  five	  fold	  from	  depth	  2	  to	  depth	  3.	  Maximum	  and	  95th	  percentile	  
response	  times	  at	  depth	  3	  are	  50	  seconds	  and	  5.9	  seconds,	  which	  is	  unacceptable	  for	  
real	  world	  applications.	  	  
	  
Depth/Response	  Times	  (ms)	   D1	   D2	   D3	  
Average	   36.5	   317.45	   1694	  
Maximum	  
	  
1096	   16826	   50301	  
95th	  Percentile	   121.3	   1339	   5919.1	  
	   	  
Table	  4.7.	  Response	  times	  (in	  ms)	  versus	  Depth	  at	  which	  ratings	  are	  predicted	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Depth/DB	  Connections	   D1	   D2	   D3	  
Average	   6.2	   31.01	   328.18	  
Maximum	  
	  
358	   1618	   11320	  
95th	  Percentile	   13	   115.5	   1017.8	  
	   	  
Table	  4.8.	  DB	  Connections	  versus	  Depth	  at	  which	  ratings	  are	  predicted	  
	  
	   Table	  4.8	  represents	  the	  DB	  connections	  made	  per	  prediction	  with	  increase	  
in	   depth	   of	   trust	   inference.	   This	   shows	   the	   number	   of	   DB	   connections	   made	  
influences	   response	   times	   significantly.	   Epinions	   dataset	   we	   used	   for	   this	  
experiment	  having	  132K	  users	  and	  842K	  trust	  ratings	   is	  significantly	   less	  than	  the	  
real	  world	  applications.	   	  Hence,	   for	  applications	  with	   large	  datasets	  number	  of	  DB	  
connections	   per	   prediction	   increases	   significantly	   with	   this	   approach.	   Also	   for	  
typical	   real	   world	   applications	   it’s	   not	   possible	   to	   cache	   the	   user	   trust	   ratings	  
network	   as	  we	   did	   in	   this	   example.	   This	   further	  worsens	   the	   performance	   of	   the	  
system.	   Hence,	   for	   real	   world	   applications,	   it’s	   a	   challenge	   to	   compute	   trust	  
predictions	   for	   huge	  number	   of	   users	   and	   items.	   The	   application	  has	   to	   deal	  with	  
updates	  to	  the	  trust	  network,	  which	  can	  happen	  frequently.	  	  
	   Jamali	   [39]	  performed	  the	  evaluation	  by	  keeping	  the	  ratings	   in	  cache	  and	  it	  
took	  72	  hours	  on	  a	   single	  machine	  with	  50%	  CPU	  usage	  and	  500	  MB	  memory	   for	  
600k	   pairs	   of	   user	   item	   combinations.	   Without	   cache,	   response	   times	   increased	  
exponentially	  from	  150	  milliseconds	  for	  depth	  1	  to	  15	  seconds	  for	  depth	  3	  for	  single	  
user	   and	   item	   prediction	   [39].	   Real	  world	   data	   sets	   have	   hundreds	   of	  millions	   of	  
ratings	  and	  it’s	  not	  feasible	  to	  keep	  in	  cache.	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   To	   compute	   trust	   predictions	   on	   large-­‐scale	   systems,	   we	   propose	   a	  
distributed	  algorithm	  for	  LPOT	  that	  scales	  with	  number	  of	  nodes	  in	  the	  cluster.	  This	  
is	   based	   on	   Pregel	   [9],	   vertex	   centric	   distributed	   graph	   computation	   model	  
leveraging	  Map	  Reduce	  [10],	  Zookeeper	   [15]	   to	  achieve	  scalability,	   replication	  and	  
fault	   tolerance.	   In	   the	   next	   Chapter,	   we	   review	   the	   large-­‐scale	   graph	   processing	  
techniques	   and	   motivate	   the	   reason	   for	   selecting	   Pregel.	   Then	   we	   propose	   the	  
algorithm,	   based	   on	   Pregel,	   implement	   in	   cloud	   and	   evaluate	   the	   performance	  
results	  with	  increase	  in	  number	  of	  nodes	  in	  cluster.	  	  
	  
	  
	  
	  
	  
	  
	  
	  
77	  	  
5.	  Large	  Scale	  Graph	  Processing	  
	  
	   In	   this	  Chapter,	  we	  review	  the	   techniques	   for	  processing	   large-­‐scale	  graphs	  
efficiently	  and	  provide	  motivation	  for	  selecting	  Giraph	  as	  the	  system	  for	  distributed	  
implementation.	  
5.1.	  Properties:	  
	  
	  
	   Many	   real	   world	   networks	   such	   as	   hyperlink	   structure	   of	   the	  World	  Wide	  
Web,	  social	  networks,	  trust	  networks,	  and	  transportation	  routes	  are	  represented	  as	  
graphs.	   These	  networks	   range	   from	  billions	   of	   nodes	   and	   edges	   and	   increasing	   at	  
rapid	   rate.	   Hence,	   system	   to	   efficiently	   process	   these	   large-­‐scale	   networks	   is	  
essential.	   In	   this	   Section,	  we	   review	   the	  properties	   of	   the	   system	   to	  process	   large	  
scale	   graphs	   efficiently	   and	   motivate	   the	   need	   for	   general-­‐purpose	   fault	   tolerant	  
distributed	  model	  to	  process	  large	  scale	  networks.	  
5.1.1.	  Custom	  vs.	  General	  Purpose:	  	  
	  
	   To	  process	  graph	  algorithms	  at	  large	  scale,	  special	  purpose	  custom	  solutions	  
need	   to	   be	   built	   which	  may	   not	   be	   suited	   for	   other	   graph	   algorithms.	   Building	   a	  
custom	   distributed	   infrastructure	   for	   a	   specific	   problem	   incurs	   significant	   cost	   of	  
implementation	   effort.	   It’s	   desirable	   to	   have	   a	   general-­‐purpose	   system	   on	   which	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different	  graph	  algorithms	  can	  be	  applied.	  This	  avoids	  building	  custom	  distributed	  
infrastructure	  for	  new	  problems	  or	  graph	  representations.	  
5.1.2.	  Single	  Computer	  Graph	  Models:	  
	  
	   Sequential	   algorithms	  proposed	   in	  Chapter	  3	   falls	  under	   this	   category	  with	  
random	  access	  to	  database.	  As	  indicated,	  the	  performance	  degrades	  with	  increase	  in	  
the	  size	  of	  the	  network	  as	  well	  as	  depth	  of	  trust	  propagation	  processing.	  BGL	  [42],	  
and	  Stanford	  Graphbase	   [43]	  are	  other	  single	  computer	  based	  graph	   libraries	   that	  
don’t	  scale	   for	   large-­‐scale	  networks.	  Hence,	  parallel	  computational	  models	  need	  to	  
be	  employed	  for	  processing	  large-­‐scale	  networks.	  	  
5.1.3.	  Shared	  vs.	  Distributed	  Memory:	  
	  
	   Models	  based	  on	  shared	  memory	  are	  easier	  to	  program	  since	  there	  is	  single	  
address	  space	  and	  resources	  can	  be	  accessed	  using	  read	  and	  write	  operations	  on	  the	  
memory.	   For	   distributed	   models,	   additional	   abstractions	   need	   to	   be	   provided	   to	  
access	  a	  specific	  resource	  since	  it’s	  stored	  in	  distributed	  memory.	  
	   Input	  and	  output	  are	  well	  defined	  in	  shared	  memory	  as	  they	  reside	  in	  single	  
address	  space.	  For	  the	  case	  of	  distributed	  memory,	  input	  and	  output	  are	  partitioned	  
across	  the	  distributed	  memory.	  
	   For	  computation	  involving	  large	  networks	  parallel	  computation	  model	  need	  
to	  be	  employed,	  as	  it’s	  not	  possible	  to	  scale	  in	  single	  machine.	  Hence,	  models	  such	  as	  
PRAM	  [44]	  are	  often	  used	  for	  parallel	  computing	  involving	  shared	  memory.	  In	  this	  
case	  multiple	   processors	   share	   the	   single	   shared	  memory.	  While	   shared	  memory	  
provides	   simpler	   access,	   it	   needs	   to	   control	   the	   simultaneous	   access	   of	   a	   shared	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resource	  from	  multiple	  processors	  with	  techniques	  such	  as	  lock	  management.	  Also	  
the	   technology	   required	   to	   provide	   shared	   memory	   abstraction	   require	   high-­‐end	  
machines	  that	  incur	  additional	  cost.	  The	  cost	  of	  maintaining	  shared	  memory	  parallel	  
models	   involve	   the	   cost	   of	   the	   computing	   resources	   for	   communication	   and	  
coherence	   to	   manage	   simultaneous	   access	   and	   increases	   with	   the	   number	   of	  
processors	  and	  data	  it	  need	  to	  support	  [13].	  Hence,	  to	  support	  large	  scale	  real	  world	  
networks	  spanning	  billions	  of	  nodes	  and	  edges	   it’s	   recommended	  to	  use	  emerging	  
distributed	  computation	  models	  [9,10].	  	  	  
5.1.4.	  Fault	  Tolerance:	  
	  
	   Graphs	  represent	  the	  entities	  and	  relationships	  between	  entities.	  These	  
relationships	  are	  often	  irregular	  and	  exhibit	  poor	  data	  locality	  [45].	  In	  distributed	  
systems	  since	  the	  computation	  is	  partitioned	  across	  many	  machines,	  probability	  
that	  a	  machine	  fails	  is	  high,	  which	  exacerbates	  the	  locality	  issue.	  Distributed	  systems	  
need	  to	  be	  fault	  tolerant	  to	  process	  large	  graphs	  efficiently.	  
5.1.5.	  Data	  access	  to	  computation	  ratio:	  
	   	  
	   Typically	  graph	  algorithms	  are	  often	  used	  to	  traverse	  the	  graph	  that	  involves	  
exploring	   the	   structure	   of	   the	   graph.	   Computation	   required	   at	   each	   node	   is	   less	  
when	  compared	  to	  the	  work	  for	  data	  access	  to	  traverse	  the	  graph.	  Since	  the	  graph	  
representations	  has	  poor	  data	  locality,	  I/O	  dominates	  runtime	  of	  the	  application	  in	  
comparison	  to	  computation	  at	  each	  vertex.	  This	  property	  needs	  to	  be	  considered	  in	  
modeling	  the	  graph	  processing	  system.	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5.1.6.	  Graph	  Database	  Models:	  
	  
	   Due	   to	   the	  natural	  modeling	   of	   real	  world	  data	  with	   graphs,	   various	   graph	  
database	   models	   emerged.	   Out	   of	   these	   Neo4j	   is	   popular	   that	   support	   OLTP	   use	  
cases	   on	   graph	   data.	   For	   large	   graphs	   with	   billions	   of	   nodes	   and	   edges	   the	   data	  
won’t	   fit	   in	  memory	  and	   random	  disk	  access	  doesn’t	   scale.	  Also,	   these	  models	   are	  
centralized	   and	   need	   a	   distributed	   system	   to	   partition	   data	   across	   machines	   to	  
process	  large	  workloads.	   	  
	   In	   this	   Section,	   we	   reviewed	   the	   characteristics	   of	   a	   system	   to	   efficiently	  
process	   large	   graphs.	   The	   system	   should	   be	   distributed,	   general	   purpose,	   fault-­‐
tolerant	  to	  efficiently	  process	  large	  graphs.	  	  
5.2.	  	  Graph	  Processing	  using	  MapReduce:	  
	   	  
	   In	   this	   Section,	  we	   review	   the	  MapReduce	  model	   and	   explain	   the	   issues	   of	  
using	   this	  model	   for	   large	  scale	  graph	  processing.	  Hadoop	   [11]	   is	   the	  open	  source	  
implementation	   of	   the	   MapReduce	   framework,	   which	   is	   extensively	   used	   for	  
processing	  of	  large	  datasets.	  	  Hadoop	  consists	  of	  two	  core	  components:	  MapReduce	  
and	   Hadoop	   Distributed	   File	   System	   (HDFS).	   Hadoop	   cluster	   constitute	   a	   set	   of	  
machines	  running	  MapReduce	  and	  HDFS.	  	  
5.2.1.	  MapReduce:	  
	   	  
	   MapReduce	   [10]	   is	   a	   general-­‐purpose	   scalable	   distributed	   framework	   that	  
supports	  batch	  processing	  by	  partitioning	  the	  data	  across	  commodity	  machines.	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5.2.1.1.	  MapReduce	  Programming	  Model:	  
	   	  
	   Programming	  model	  consists	  of	  Map	  and	  Reduce	  phases.	  Map	  function	  takes	  
key/value	  pairs	   as	   input,	   processes	   them	  and	   emits	   intermediate	   key/value	  pairs.	  
Intermediate	   data	   is	   partitioned	   by	   the	   framework	   based	   on	   hash	   or	   custom	  
partitioning	   and	   will	   be	   assigned	   to	   reducer	   workers.	   Reduce	   function	   gets	   the	  
intermediate	  with	  set	  of	  values	  and	  aggregates	  them.	  
	   At	   the	   implementation	   level,	   data	   is	   partitioned	   across	   the	   nodes	   in	  
distributed	   file	   system.	  Master	  assigns	   the	   tasks	   to	   the	  workers	   that	  perform	  Map	  
function	   on	   a	   data	   partition.	   As	   the	   mapper	   function	   processes	   the	   data,	  
intermediate	  data	  is	  buffered	  into	  memory.	  The	  buffered	  data	  is	  periodically	  saved	  
to	  local	  disk.	  This	  data	  is	  sorted	  based	  on	  key	  to	  group	  occurrences	  of	  same	  key	  and	  
saved	  in	  partitions	  by	  running	  the	  partitioning	  function	  so	  that	  each	  partition	  can	  be	  
processed	   by	   appropriate	   reducer.	  Master	   keeps	   track	   of	   the	   location	   of	   the	   data	  
emitted	   by	   mapper,	   which	   will	   be	   used	   by	   reducer	   to	   get	   the	   data	   and	   perform	  
aggregation.	  Output	  of	  the	  reducer	  is	  appended	  to	  output	  file	  of	  the	  reduce	  partition.	  
MapReduce	  [10]	  provides	  detailed	  explanation	  of	  this	  model	  with	  evaluation	  on	  real	  
world	  applications	  such	  as	  inverted	  index	  calculation	  on	  web	  scale.	  
	   This	  programming	  model	  is	  very	  effective	  for	  batch	  processing	  of	  large	  data	  
sets	  distributed	  over	  hundreds	  of	  machines	  in	  practice.	   	  
5.2.2.	  Distributed	  File	  System:	  	  
	   	  
	   Distributed	  File	  System	   is	   responsible	   for	  storing	   the	  data	   in	   the	  cluster	  on	  
which	  Map	   Reduce	  model	   is	   executed.	   Hadoop	   Distributed	   File	   System	   (HDFS)	   is	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open	   source,	   written	   in	   Java	   and	   is	   based	   on	   Google	   File	   System	   [47].	   It’s	   a	  
distributed	   file	   system	   providing	   storage	   for	   large	   amounts	   of	   data	   using	   a	   set	   of	  
commodity	  machines.	  Data	  is	  split	  into	  blocks	  typically	  of	  size	  64	  MB	  or	  128	  MB	  and	  
distributed	   across	   multiple	   machines	   in	   the	   cluster.	   Data	   is	   replicated	   across	   the	  
machines	   for	   reliability	   and	   availability	   in	   case	   of	   node	   failure.	   The	   user	   can	  
configure	   replication	   and	   default	   is	   to	   replicate	   the	   data	   three	   times.	   HDFS	   is	  
optimized	  for	  streaming	  reads	  of	  file	  as	  opposed	  to	  random	  access.	  Random	  writes	  
are	  not	  supported	  and	  writes	  can	  be	  performed	  as	  append	  only.	  	  
	   In	   Hadoop	   configuration,	   NameNode	   keeps	   track	   of	   the	   metadata	   for	   the	  
Hadoop	  Distributed	  File	  System.	  Data	  blocks	  are	  stored	  in	  the	  configured	  directories	  
of	   DataNodes	   in	   the	   Hadoop	   cluster.	   When	   an	   application	   needs	   access	   to	   file,	   it	  
contacts	   NameNode	   to	   get	   location	   of	   the	   blocks	   in	   HDFS.	   Then	   it	   contacts	   the	  
DataNodes	  having	  the	  blocks	  directly	  to	  read	  the	  file.	   	  	  
5.2.3.	  Fault	  tolerance:	  	  
	  
MapReduce	   framework	   abstracts	   the	   application	   developer	   from	   the	  
housekeeping	  of	  distributed	  implementation	  such	  as	  data	  distribution,	  scheduling	  of	  
jobs,	  replication,	  and	  fault	  tolerance.	  Nodes	  can	  be	  added	  to	  the	  running	  cluster	  and	  
the	  framework	  distributes	  the	  load	  appropriately	  to	  the	  newly	  added	  nodes.	  If	  a	  task	  
fails	  during	  execution	  on	  a	  node,	  framework	  recovers	  from	  the	  failure	  and	  triggers	  
the	   task	  on	  a	  different	  node.	  Once	   the	  node	   is	  back	  up,	   framework	  distributes	   the	  
load.	  	  
	   MapReduce	  is	  a	  popular	  for	  scalability	  and	  simplicity	  in	  processing	  large	  data	  
sets	   distributed	   across	   hundreds	   of	   machines.	   This	   model	   is	   extensively	   used	   in	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analytical	   applications	   for	   batch	   processing	   of	   large	   amounts	   of	   data	   with	   high	  
throughput.	  However,	  MapReduce	  model	  is	  not	  suitable	  for	  processing	  large	  graph-­‐
structured	   data.	   In	   the	   next	   Section,	  we	  will	   review	   the	   challenges	   for	   large-­‐scale	  
graph	  processing	  using	  MapReduce	  model.	  
5.2.4.	  Challenges	  with	  Graph	  Processing	  using	  MapReduce:	  
	  
	   Graph	  algorithms	  such	  as	  shortest	  path,	  and	  PageRank,	  involve	  traversing	  the	  
graph	  and	  computation	   is	  performed	   in	   iterations.	  MapReduce	   is	  not	  designed	   for	  
iterative	  processing	  as	  in	  each	  iteration	  data	  is	  shuffled	  based	  on	  a	  partition	  function	  
to	   achieve	   data	   and	  processing	   locality.	   Also	   data	   is	  merged	   and	   sent	   to	  map	   and	  
reduce	  phases	  for	  each	  MapReduce	  job.	  	  
Graph	   algorithms	   involve	   traversing	   the	   network	   in	   a	   series	   of	   iterations.	  
Designing	   the	   algorithm	   using	   MapReduce	   involve	   multiple	   map	   reduce	   jobs	  
wherein	   each	   job	   performs	   the	   computation	   for	   a	   node	   and	   passes	   the	   computed	  
structure	  to	  the	  next	  job.	  This	  involves	  significant	  I/O	  as	  data	  is	  shuffled	  and	  merged	  
within	   iteration	  and	  entire	  graph	  structure	  needs	   to	  be	  passed	  to	  next	   iteration	  of	  
MapReduce	  job.	  Jimmy	  Lin	  et	  al.	  [12]	  pointed	  that	  the	  amount	  of	  intermediate	  data	  
generated	  within	  a	  MapReduce	  job	  is	  in	  the	  order	  of	  number	  of	  edges	  in	  the	  graph.	  
Hence,	  the	  model	  is	  not	  well	  suited	  for	  large	  graphs.	  
The	   framework	   does	   not	   provide	   orchestrating	   the	   flow	   of	   execution	  
between	   the	   jobs	   and	   application	   developer	   has	   to	   write	   the	   logic	   using	   a	   driver	  
program.	   In	   addition,	   to	   determine	   the	   termination	   of	   the	   program,	   additional	  
MapReduce	  job	  need	  to	  be	  developed.	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Hence,	  MapReduce	  model	  is	  not	  ideal	  for	  large-­‐scale	  graph	  processing.	  In	  the	  
next	   Section,	   we	   will	   look	   into	   Giraph,	   distributed	   system	   targeted	   for	   general	  
purpose	  graph	  processing.	  	  
5.3.	  Giraph	  Evolution:	  
	   	  
	   Giraph	   [14]	   is	   an	  open	   source	   implementation	  of	  Pregel	   [9],	   scalable	   graph	  
processing	  architecture	  developed	  at	  Google.	  Pregel	  was	  inspired	  from	  Valiant	  et	  al.,	  
[12]	  Bulk	  Synchronous	  Parallel	  (BSP).	   In	  this	  Section	  we	  review	  Bulk	  Synchronous	  
Parallel	  concepts.	  Then	  we	  explain	  the	  architecture	  of	  Pregel,	  which	  is	  the	  basis	  for	  
Giraph	  system.	  	  
5.3.1.	  Bulk	  Synchronous	  Parallel:	   	  
	  
	   Bulk	   Synchronous	   Parallel	   (BSP)	   is	   a	   style	   of	   parallel	   computing	   based	   on	  
distributed	  memory	   and	  message	   passing	  model	   developed	   by	  Valiant	   et	   al.,	   [12].	  
This	  model	  is	  not	  derived	  from	  graph	  theory	  and	  serves	  for	  general-­‐purpose	  parallel	  
computing.	  	  
5.3.1.1.	  Computation	  Model:	  
	  
	   BSP	   model	   consists	   of	   a	   set	   of	   processors	   with	   components	   that	   perform	  
computation	   with	   local	   storage.	   BSP	   performs	   the	   computation	   in	   a	   sequence	   of	  
iterations	  called	  supersteps.	  Each	  superstep	   involves	  three	  phases	  as	   illustrated	   in	  
Figure	  5.1.	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Figure	  5.1.	  BSP	  Superstep	  (Adopted	  from	  [40])	  
	  
• Computation	   Phase:	   In	   this	   phase,	   each	   participating	   processor	   performs	  
the	   local	   computation	   with	   the	   data	   partition	   initially	   assigned.	   Each	  
process	   has	   access	   to	   messages	   received	   in	   the	   previous	   superstep	   for	  
computation.	  Process	  can	  produce	  the	  messages	  to	  other	  processes	  as	  part	  
of	  the	  computation	  phase,	  which	  will	  be	  delivered	  before	  the	  start	  of	  next	  
superstep.	  During	  this	  phase,	  each	  process	  can	  change	  the	  state	  of	  the	  local	  
data	  partition.	  
• Communication	  Phase:	  In	  this	  phase,	  framework	  routes	  the	  messages	  
produced	  in	  current	  superstep	  to	  the	  target	  processes.	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• Barrier	  Synchronization:	  Framework	  makes	  sure	  all	  the	  messages	  are	  routed	  
to	   the	   destination	   process	   before	   the	   start	   of	   the	   next	   superstep.	   If	   the	  
process	   reached	   this	   step	   then	   it	  will	  wait	   for	   the	   signal	   from	   framework	  
indicating	  all	  messages	  are	  reached	  to	  start	  the	  next	  superstep.	  
5.3.1.2.	  Comparison	  with	  MapReduce:	  
	  
This	   model	   can	   be	   compared	   to	   MapReduce	   as	   both	   deal	   with	   distributed	  
processing	  of	  datasets	   across	   a	   set	   of	  machines	   in	   a	   cluster.	  BSP	  and	  MapReduce	  
differ	  in	  the	  way	  data	  flows	  during	  the	  processing.	  In	  MapReduce,	  data	  is	  shuffled	  
based	  on	  the	  partition	  function	  and	  is	  exchanged	  between	  Map	  and	  Reduce	  phases.	  
BSP	  assigns	  the	  data	  partitions	  to	  nodes	  in	  the	  cluster	  during	  program	  initialization	  
and	  nodes	  perform	  computations	  based	  on	  the	  local	  partition	  assigned	  to	  the	  node.	  
In	  the	  context	  of	  graph,	  a	  data	  partition	  can	  have	  a	  set	  of	  vertices.	  Nodes	  exchange	  
data	   during	   computation	   using	  messaging	   passing	   paradigm,	   and	   the	   framework	  
will	  transmit	  the	  messages.	  This	  is	  suited	  for	  iterative	  programming	  as	  it	   involves	  
passing	  message	   instructions	   as	   opposed	   to	  major	   portion	   of	   graph	   structure	   in	  
MapReduce.	  
5.3.1.3.	  Comparison	  with	  PRAM	  Model:	  
	  
Unlike	   PRAM	   model	   [43],	   BSP	   model	   considers	   the	   synchronization	   and	  
concurrency	  aspects	  as	  part	  of	  the	  framework.	  Since	  shared	  memory	  is	  accessed	  in	  
PRAM	   model,	   application	   developer	   has	   to	   deal	   with	   concurrency	   aspects	   in	  
accessing	   shared	   resource.	   Instead,	   in	   BSP,	   each	   process	   performs	   the	   local	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computation	   based	   on	   its	   state	   and	   receives	   messages	   in	   previous	   superstep	   to	  
facilitate	  concurrent	  computation.	  Also	   the	  BSP	  model	  guarantees	  synchronization	  
by	  starting	  the	  next	  superstep	  after	  all	  the	  messages	  to	  destination	  are	  sent.	  	  
5.3.1.4.	  BSP	  and	  Graph	  Processing:	  
	  
BSP	   doesn’t	   specify	   the	   type	   of	   input	   and	   output	   representations.	   Iterative	  
parallel	   computation	   style	   of	   BSP	   suits	   large-­‐scale	   graph	   processing.	   Computation	  
node	   in	  BSP	   can	  be	   treated	  as	   a	   vertex	   and	  each	   superstep	  as	   traversing	  adjacent	  
edges	   of	   a	   graph.	   Pregel	   [12],	   a	   system	   for	   large-­‐scale	   graph	  processing	  proposed	  
and	  used	  in	  Google	  is	  an	  implementation	  of	  BSP	  with	  graph	  processing	  library	  and	  
fault	  tolerance	  aspects.	  We	  will	  review	  the	  architecture	  of	  Pregel	  in	  the	  next	  Section.	  
5.3.2.	  Pregel:	   	  
	  
	   Pregel	   [12]	   is	  a	  scalable	  graph	  processing	  system	  with	   flexibility	   to	  express	  
arbitrary	   graph	   algorithms	   primarily	   designed	   for	   Google	   cluster	   scale.	   Pregel	   is	  
inspired	  from	  Bulk	  Synchronous	  Parallel	  model	  with	  a	  vertex	  centric	  approach.	  Each	  
vertex	  in	  the	  graph	  is	  a	  computational	  process	  in	  BSP	  model.	  	  Correlating	  with	  BSP	  
model,	   Pregel	   computation	   consists	   of	   a	   series	   of	   supersteps.	   Framework	   invokes	  
user-­‐defined	  function	  for	  each	  vertex	  during	  the	  super	  step	  conceptually	  in	  parallel.	  	  
5.3.2.1.	  Anatomy	  of	  superstep:	   	  
	   	  
User	   defined	   function	   is	   packaged	   to	   all	   the	   workers	   executing	   the	   data	  
partitions	  of	  the	  graph.	  This	  function	  is	  executed	  for	  each	  active	  vertex	  of	  the	  graph	  
in	  a	  superstep.	  The	  function	  can	  perform	  the	  following	  tasks	  during	  a	  superstep	  S.	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Ø Read	  messages	  sent	  to	  vertex	  V	  in	  superstep	  S-­‐1.	  
Ø Send	  messages	  to	  other	  vertices	  that	  will	  be	  delivered	  in	  superstep	  S+1.	  
Ø Modify	  the	  state	  of	  V	  and	  it’s	  outgoing	  edges	  
Ø Can	   change	   the	   graph	   topology	   by	   adding,	   deleting	   or	   modifying	   edges	   as	  
well	  as	  vertices.	  A	  vertex	  can	  send	  messages	  to	  any	  other	  vertex	  in	  the	  graph.	  
Each	  vertex	  can	  be	  identified	  by	  vertex	  id.	  
5.3.2.2.	  Vertex	  Life	  Cycle	  and	  Program	  Termination:	  	  
	  
	  
Figure	  5.2.	  Pregel	  Vertex	  State	  Machine	  (Adopted	  from	  [12])	  
	  
As	   indicated	   in	   Figure	   5.2,	   a	   vertex	   can	   vote	   to	   halt	   in	   any	   superstep.	   This	  
vertex	  won’t	  be	  considered	  until	  it	  receives	  the	  message	  from	  other	  vertices.	  Pregel	  
program	  terminates	  when	  all	  the	  vertices	  are	  moved	  to	  inactive	  state.	  	  
5.3.2.3.	  Computation	  Model:	  
	  
	  	   Vertices	   are	   the	   first	   class	   citizens	   in	   Pregel	   model.	   A	   unique	   identifier	  
identifies	  each	  vertex	  and	  has	  modifiable	  user	  defined	  value.	  The	  vertex	  identifier	  is	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used	  for	  partitioning	  and	  message	  passing.	  An	  edge	  connects	  two	  vertices	  and	  has	  a	  
modifiable	  user	  defined	  value.	  Outlined	  below	  the	  Pregel	  computation	  phases.	  
Ø Takes	  directed	  graph	  as	  input.	  
Ø At	  superstep	  0,	  all	  vertices	  are	  initialized	  as	  active.	  
Ø Runs	   the	   computation	   at	   each	   vertex	   in	   a	   sequence	   of	   supersteps.	   Within	  
each	   superstep,	   the	   vertices	   compute	   in	   parallel.	   Only	   active	   vertices	  
participate	  in	  a	  specific	  superstep.	  	  
Ø Terminates	  when	  all	  the	  vertices	  votes	  to	  halt	  and	  no	  messages	  in	  transit.	  
5.3.2.4.	  Architecture	  and	  Implementation:	  
	  
	   Pregel	  is	  designed	  for	  Google	  cluster	  architecture,	  which	  typically	  consists	  of	  
thousands	   of	   commodity	   machines	   organized	   into	   racks	   with	   high	   intra-­‐rack	  
bandwidth.	   Clusters	   are	   interconnected	   and	   can	   be	   distributed	   geographically	   for	  
disaster	   recovery	   [12].	   This	   architecture	   involves	   scheduling	   jobs	   to	   optimize	  
resource	   allocation.	   Persistent	   data	   is	   stored	   in	   files	   in	   Google	   File	   System	   [47].	  
MapReduce	  and	  Pregel	  share	  this	  model	  in	  distributing	  the	  processing	  of	  large	  data	  
set	  across	  cluster	  of	  machines.	  The	  difference	  is	  in	  the	  flow	  of	  data	  being	  exchanged	  
across	   machines	   as	   the	   processing	   takes	   place.	   As	   reviewed	   in	   Section	   5.2.2,	  
MapReduce	   is	   designed	   for	   batch	   processing	   and	   is	   not	   well	   suited	   for	   graph	  
processing.	  
	   Pregel	   divides	   graph	   into	   partitions	   based	   on	   vertex	   id.	   Each	   partition	  
consists	  of	  a	  set	  of	  vertices	  and	  its	  outgoing	  edges.	  Hash	  partitioning	  based	  on	  vertex	  
id	  is	  default	  partition	  scheme	  but	  user	  can	  implement	  custom	  partition	  mechanism.	  
User	  defined	  program	  is	  shipped	  to	  all	  machines	  in	  the	  cluster.	  One	  of	  the	  machines	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acts	  as	  master	  and	  is	  responsible	  for	  coordinating	  the	  activities.	  Other	  machines	  are	  
considered	  workers	  that	  perform	  the	  computation.	  	  
Execution:	  
	  
	   Master	   determines	   the	   number	   of	   partitions	   and	   assigns	   one	   or	   more	  
partitions	   to	   each	   worker.	   Master	   keeps	   track	   of	   the	   metadata	   about	   worker	  
partition	  assignment.	  	  
	  
	  
Figure	  5.3.	  Pregel	  Execution	  (Adopted	  from	  [46])	  
	   Each	   worker	   is	   responsible	   for	   maintaining	   the	   state	   of	   the	   partitions	  
assigned	   to	   it,	   perform	   the	   computation	   at	   each	   vertex	   and	   managing	   messages	  
between	   workers.	   Messages	   are	   sent	   asynchronously	   and	   can	   overlap	   with	  
computation	   phase	   of	   the	   superstep.	   When	   the	   worker	   finishes	   computation,	   it	  
saves	  it	  portion	  of	  the	  graph	  and	  informs	  master	  about	  the	  number	  of	  vertices	  active	  
in	  the	  next	  superstep.	  Master	  triggers	  the	  next	  superstep	  after	  all	  the	  messages	  are	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sent.	   If	   there	   are	   no	   active	   vertices	   and	   message	   then	   master	   terminates	   the	  
program.	  	  
	   Pregel	   model	   specifies	   combiners	   and	   aggregators	   as	   an	   additional	  
abstraction	  over	  the	  message-­‐passing	  infrastructure.	  	  
Combiner	  API:	  
	  
	   Since	   communication	   phase	   of	   the	   superstep	   involves	   sending	  messages	   to	  
remote	  machines,	  users	  can	  use	  combiner	  API	  provided	  by	   framework	  to	  combine	  
many	  messages	   targeted	  to	  a	  single	  vertex	  by	  applying	  max	  or	  sum	  functions.	  The	  
message	  values	  should	  be	  commutative	  and	  associative	  to	  be	  eligible	  for	  combining.	  
This	  is	  similar	  concept	  to	  MapReduce	  model	  and	  facilitates	  optimization	  of	  network	  
traffic	  in	  passing	  the	  messages.	  
Aggregator	  API:	  
	   	   	  
	   This	   API	   is	   used	   for	   global	   communication,	   monitoring.	   For	   example,	   each	  
worker	  can	  specify	  the	  number	  of	  vertices	  and	  associated	  metadata	  processed	  in	  a	  
superstep	  to	  Aggregator	  for	  statistics.	  Also	  if	  all	  the	  workers	  in	  superstep	  S	  need	  to	  
pass	  aggregated	  value	  in	  superstep	  S+1	  then	  aggregator	  API	  can	  be	  used.	  	  
	  
5.3.2.5.	  Fault	  Tolerance:	  
	  
	   Since	  the	  computation	  is	  performed	  on	  a	  cluster	  of	  commodity	  machines,	  it’s	  
possible	  that	  some	  of	  the	  machines	  fail.	  The	  system	  should	  be	  resilient	  to	  machine	  
failures.	   Pregel	   uses	   checkpointing	   technique	   to	   support	   fault	   tolerance.	   Master	  
periodically	   instructs	   the	   users	   to	   save	   the	   state	   of	   the	   partition	   that	   include	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vertices,	  edges	  to	  persistent	  storage.	  Master	  uses	  ping	  messages	  to	  detect	  failure.	  If	  
the	  master	  detects	  a	  worker	  is	  failed,	  it	  reassigns	  the	  partitions	  associated	  to	  failed	  
worker	   to	  one	  of	   the	  available	  workers.	  The	  workers	   load	  the	  partition	  state	   from	  
recent	  checkpoint.	  	  
	   Single	   source	   shortest	   path	   experiment	   is	   conducted	   on	   a	   graph	   with	   one	  
billion	   vertices	   on	   a	   300	   multicore	   commodity	   machines	   [12].	   Response	   time	  
decreased	   from	   180	   seconds	  with	   100	  workers	   to	   20	   seconds	  with	   800	  workers.	  
Pregel	   is	   being	   used	   extensively	   for	   graph	   processing	   within	   Google.	   Pregel	   is	   a	  
graph	  processing	  distributed	  system	  that	  scales	  with	  number	  of	  machines	  in	  cluster.	  
Easier	  to	  program,	  as	  user	  need	  to	  provide	  the	  function	  that	  will	  be	  executed	  local	  to	  
each	   vertex.	   Application	   developer	   is	   abstracted	   from	   asynchronous	  model	   issues	  
like	   deadlocks	   and	   data	   races	   as	   the	   model	   takes	   care	   of	   this	   during	   barrier	  
synchronization	  phase.	   Pregel	  model	   supports	   fault	   tolerance	   using	   checkpointing	  
technique.	  Hence,	  Pregel	  is	  well	  suited	  for	  large	  scale	  graph	  processing.	  	  
	   In	  the	  next	  Section,	  we	  review	  the	  implementations	  of	  BSP	  and	  Pregel	  models	  
and	  why	  we	  choose	  Giraph	  for	  the	  distributed	  implementation	  of	  LPOT	  model.	  
5.3.3.	  BSP	  and	  Pregel	  Implementations:	  	  
	   	  
	   Pregel	   is	   not	   available	   for	   public	   usage.	   Hence,	   there	   are	   several	   projects	  
created	  as	  implementations	  of	  BSP	  and	  Pregel	  models.	  We	  review	  Apache	  Hama	  [48]	  
and	   Apache	   Giraph	   [14],	   which	   are	   popular	   implementations	   of	   BSP	   and	   Pregel	  
models.	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5.3.3.1.	  Apache	  Hama:	  	  
	  
	   Hama	   is	   a	   distributed	   computing	   framework	   based	   on	   Bulk	   Synchronous	  
Parallel	  techniques.	  Hama	  started	  in	  2008	  before	  Pregel	  paper	  was	  published	  and	  is	  
a	  general	  purpose	  BSP	  computing	  engine.	  This	  is	  not	  targeted	  specifically	  for	  graph	  
processing	  and	  is	  used	  for	  large	  iterative	  data	  processing.	  Graph	  processing	  module	  
is	  built	  on	  top	  of	  Hama	  system	  as	  a	  separate	  module.	  Hama	  is	  built	  on	  top	  of	  Hadoop	  
for	   job	   processing,	   Zookeeper	   for	   synchronization	   and	   HDFS	   for	   data	   input	   and	  
output.	   Hama	   doesn’t	   support	   the	   Pregel	   features	   such	   as	   combiners,	   graph	  
mutations	   and	   also	   the	   API	   is	   different	   from	   Pregel	   as	   it’s	   general	   purpose	   BSP	  
engine.	  	  	  
5.3.3.2.	  Apache	  Giraph:	  
	  
	   Giraph	   is	  a	   clone	  of	  Pregel	  and	   is	   specifically	   targeted	   for	   large-­‐scale	  graph	  
processing.	   Similar	   to	   Hama,	   Giraph	   leverages	   Hadoop	   and	   Zookeeper	   for	   job	  
processing,	  synchronization	  and	  HDFS	  for	  I/O.	  Giraph	  is	  used	  at	  Facebook	  to	  analyze	  
the	  social	  graph	   formed	  by	  users	  and	   their	   connections.	  Giraph	   is	  used	   to	   scale	   to	  
trillion	   edges	   at	   Facebook	   [50].	   Giraph	   added	   additional	   features	   to	   Pregel	  model	  
such	   as	   out	   of	   core	   computation,	   master	   computation	   etc.,	   depending	   on	   the	  
application	   needs	   and	   has	   active	   development	   cycle	   and	   usage.	  Hence,	  we	   choose	  
Giraph	   for	   the	   implementation	   of	   LPOT	   model.	   In	   the	   next	   Section,	   we	   explain	  
Giraph	  computational	  model.	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5.4.	  Giraph:	  
	   	  
	   Giraph	  is	  an	  open	  source	  implementation	  of	  Pregel.	  Hence	  the	  computational	  
model	  and	  architecture	  explained	   in	  Section	  5.2	  applies	   for	  Giraph.	   In	  this	  Section,	  
we	   review	   the	   components	   involved	   in	   the	   implementation	   of	   the	   system,	   Giraph	  
API	  and	  additional	  features	  implemented	  in	  Giraph.	  
5.4.1.	  Implementation:	  
	  
At	   the	  high	   level,	  Giraph	   is	  Master-­‐Slave	   architecture	  where	   in	   vertices	   are	  
partitioned	   across	   the	   workers.	   Master	   co-­‐ordinates	   and	   assigns	   the	   vertices	   for	  
computation	   whereas	   workers	   are	   responsible	   for	   execution	   at	   each	   vertex	   and	  
communication	  of	  messages	  among	  vertices.	  	  
Distributed	   processing,	   synchronization	   are	   implemented	   in	   Giraph	   using	  
Hadoop	   and	   Zookeeper.	   Netty	   [52]	   is	   used	   for	   delivering	   the	  messages	   efficiently	  
over	  the	  network.	  Giraph	  computation	  can	  be	  launched	  as	  a	  Hadoop	  job	  and	  hence	  
any	   existing	  Hadoop	  user	   can	   run	   the	   computation.	   Giraph	  uses	   Zookeeper	   as	   it’s	  
centralized	  coordination	  service	  for	  synchronization	  and	  fault	  tolerance.	  In	  essence,	  
Giraph	   runs	   as	   a	   Hadoop	   Map	   only	   job	   leveraging	   the	   Hadoop	   infrastructure	  
providing	  the	  middleware	  and	  API	  of	  Pregel	  [49].	  Usage	  of	  Hadoop	  infrastructure	  for	  
Giraph	   computation	   is	   shown	   in	   Figure	   5.4.	   JobTracker	   and	   NameNode	   are	  
responsible	   for	   life	   cycle	   management	   of	   the	   Hadoop	   job.	   JobTracker	   manages	  
MapReduce	   jobs	   and	   NameNode	   maintains	   the	   metadata	   for	   Hadoop	   Distributed	  
File	  System.	  TaskTracker	  is	  responsible	  for	  executing	  and	  monitoring	  the	  map	  and	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reduce	   tasks	   in	   Hadoop	   infrastructure.	   Each	   worker	   is	   a	   mapper	   task	   and	   the	  
JobTracker	   assigns	   the	   mapper	   tasks	   to	   TaskTracker.	   In	   Giraph,	   workers	   use	  
ZooKeeper	  to	  select	  one	  of	  the	  workers	  as	  master	  for	  co-­‐ordination.	  Responsibilities	  
of	  Master,	  Worker	  and	  ZooKeeper	  in	  Giraph	  computation	  are	  explained	  below.	  
	  
	  
	  
Figure	  5.4.	  Giraph	  Implementation	  leveraging	  Hadoop	  (Adopted	  from	  [51])	  
Master:	  	  
	  
	   Master	  is	  responsible	  for	  co-­‐ordination	  of	  the	  Giraph	  computation.	  It	  assigns	  
partitions	   to	   the	   workers,	   co-­‐ordinates	   synchronization,	   requests	   checkpoints	   at	  
user-­‐defined	  intervals	  for	  fault-­‐tolerance	  and	  collects	  health	  statuses	  from	  workers.	  
Master	   also	   aggregates	   the	   aggregator	   values	   generated	   at	   each	   worker	   in	   a	  
superstep.	  If	  the	  master	  fails,	  another	  master	  from	  the	  ZooKeeper	  master	  queue	  can	  
be	  activated.	  	  
	  worker	   worker	  
Task	  Tracker	  
JobTracker	  
NameNode	  
ZooKeeper	  
	  worker	   worker	  
Task	  Tracker	  
	  worker	   worker	  
Task	  Tracker	  
	  master	   worker	  
Task	  Tracker	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Worker:	  
	  
	   Each	  worker	  receives	  partition	  of	  the	  graph	  having	  a	  set	  of	  vertices.	  Master	  at	  
the	   start	   of	   the	   first	   superstep	   assigns	   the	   partition.	   Worker	   is	   responsible	   for	  
execution	  of	  the	  user-­‐defined	  function	  at	  each	  active	  vertex.	  	  Worker	  sends,	  receives	  
and	   assigns	   the	   messages	   among	   the	   vertices.	   Worker	   also	   computes	   the	   local	  
aggregator	  values.	  
ZooKeeper:	  
	  
	   ZooKeeper	  is	  responsible	  for	  maintaining	  the	  global	  computation	  state	  of	  the	  
Giraph	  job.	  ZooKeeper	  maintains	  the	  paths	  of	  the	  checkpoints	  of	  the	  partition	  states	  
saved	  by	  the	  workers.	  This	  will	  be	  used	  for	  recovering	  the	  state	  of	  the	  partition	  from	  
the	  recent	  checkpoint	  if	  a	  worker	  fails.	  	   	  
5.4.2.	  Data	  Flow:	  
	   	  
	   High-­‐level	  data	  flow	  of	  a	  typical	  Giraph	  job	  is	  illustrated	  in	  Figure	  5.5.	  
5.4.2.1.	  Initialization:	  
	   	  
	   In	  this	  step,	  the	  graph	  is	  loaded	  based	  on	  appropriate	  input	  format	  specified	  
to	  the	  job.	  Master	  checks	  the	  health	  of	  the	  workers	  and	  assigns	  the	  graph	  partitions	  
to	  the	  workers	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Figure	  5.5.	  Giraph	  Data	  Flow	  
5.4.2.2.	  Computation	  and	  Synchronization:	  	  
	   	  
	   Computation	   and	   synchronization	   constitute	   a	   single	   superstep.	   Giraph	   job	  
can	  have	  multiple	  supersteps	  and	  hence	  this	  is	  two	  phases	  are	  executed	  iteratively.	  	  
	   Within	   the	   computation	   phase,	   workers	   receive	   the	  messages	   assigned	   for	  
them	   in	   previous	   superstep.	   Workers	   execute	   the	   user-­‐defined	   function	   at	   each	  
vertex	   with	   access	   to	   the	   messages	   sent	   to	   the	   vertex	   in	   previous	   superstep.	  
Computation	   is	   performed	   local	   to	   the	   worker	   with	   vertex	   data	   and	   incoming	  
messages.	  A	  vertex	   can	  vote	   to	  halt	   if	   there	  are	  no	   incoming	  messages	  or	   exceeds	  
configurable	  number	  of	  supersteps.	  
	   During	  the	  synchronization	  step,	  messages	  resulted	  during	  computation	  will	  
be	   sent	   to	   the	   target	   workers.	   Aggregator	   functions	   are	   invoked	   to	   compute	   the	  
global	  statistics.	  Workers	  perform	  the	  checkpoints	  to	  save	  the	  state	  of	  the	  partition	  
Initialization	  
Computation	  
Synchronization	   Output	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to	  achieve	  fault-­‐tolerance.	  This	  iterative	  process	  is	  repeated	  until	  all	  the	  vertices	  are	  
inactive.	  
5.4.2.3.	  Output:	  	  
	   	  
	   After	  all	  the	  workers	  are	  voted	  to	  halt,	  data	  generated	  from	  all	  the	  partitions	  
will	  be	  outputted	  in	  specified	  output	  format	  and	  can	  be	  saved	  into	  HDFS,	  HBase	  as	  
configured	  during	  job	  submission.	   	  
5.4.3.	  Giraph	  API:	  
	  
	   	  
	   Giraph	   is	   implemented	   using	   Java	   and	   provides	   a	   vertex	   centric	   API.	   To	  
implement	  an	  algorithm,	  user	  needs	  to	  implement	  the	  Vertex	  class	  and	  override	  the	  
compute	   method	   outlined	   in	   Figure	   5.6.	   List	   of	   messages	   sent	   to	   the	   vertex	   in	  
previous	   superstep	   will	   be	   shipped	   as	   argument	   to	   the	   compute	   method.	   The	  
generic	  types	  I	  indicate	  the	  vertex	  id,	  V	  indicate	  the	  vertex	  value,	  E	  indicate	  the	  edge	  
value	  and	  M	  indicate	  the	  message	  type.	  These	  generic	  types	  implement	  the	  Hadoop	  
I/O	   Writable	   interface.	   User	   specifies	   the	   data	   types	   associated	   to	   these	   generic	  
types	  in	  the	  Vertex	  implementation.	  	  
	   Edge	   in	  the	  Giraph	  API	   is	  defined	  by	  target	  vertex	  Id	  I	  and	  edge	  value	  E.	  As	  
seen	  in	  Vertex	  API,	  user	  can	  send	  messages	  to	  target	  vertices	  based	  on	  id,	  accesses	  
the	  value	  of	  the	  current	  vertex,	  perform	  logic	  based	  on	  incoming	  messages,	  alter	  the	  
states	   of	   current	   vertex,	   add	   and	   remove	   edges	   to	   perform	   graph	   mutation	   in	  
compute	   function	   implementation.	   Vertex	   can	   call	   voteToHalt()	   to	   inactivate	   the	  
vertex.	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  Figure	  5.6.	  Vertex	  API	   	  
5.4.3.1.	  Giraph	  I/O:	  
	  
	   Giraph	  application	  loads	  the	  graph	  data	  from	  the	  storage,	  which	  is	  split	  into	  
partitions	   for	  workers	   to	   perform	   computation	   over	   the	   vertices.	   Giraph	  provides	  
the	  I/O	  APIs	  to	  read	  the	  input	  data	  and	  emit	  output	  data	  based	  on	  a	  specific	  format.	  
Giraph	  I/O	  is	  built	  on	  top	  of	  Hadoop	  I/O	  formats.	  
	   Input	  graph	  can	  be	  laid	  out	  in	  two	  main	  ways:	  	  
i. Directed	   edges	   can	   be	   grouped	   by	   source	   vertex	   (adjacency	   list).	   In	  
this	   case	   any	   meta-­‐data	   for	   the	   vertex	   can	   be	   read	   by	   its	   outgoing	  
edges.	   This	   can	   be	   achieved	   in	   Giraph	   by	   implementing	  
VertexInputFormat<I,	  V,	  E>.	  
ii. Edges	  can	  be	  in	  arbitrary	  order	  (relational	  storage	  where	  each	  record	  
can	   be	   stored	   as	   edge).	   This	   can	   be	   achieved	   by	   using	  
EdgeInputFormat<I,E>	  in	  combination	  with	  VertexValueInputFormat<I,V>.	  
	  
	   abstract	  class	  Vertex<I,V,E,M>	  
	   {	  
	   	   abstract	  void	  compute(Iterable<M>	  messages);	  
	   	   long	  superstep();	  
	   	   I	  getVertexID();	  
	   	   V	  getVertexValues();	  
	   	   setVertexValue(V	  value);	  
	   	   Iterable<Edge<I,E>>	  getEdges();	  
	   	   void	  sendMessage(I,M);	  
	   	   addEdge(Edge<I,E));	  
	   	   removeEdges(I);	  
	   	   voteToHalt();	  
	   }	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VertexInputFormat	   and	   EdgeInputFormat	   has	   the	   getSplits()	   API	   that	   can	   be	  
overridden	   by	   the	   user	   to	   get	   the	   split	   of	   input	   data.	   This	   determines	   the	  
partitioning	  of	  vertices	  across	  the	  workers.	  	  
Similarly	   output	   can	   be	   emitted	   based	   on	   VertexOutputFormat	   <I,	   V,	   E>	   for	  
vertex	  and	  associated	  edges.	  EdgeOutputFormat	  <I,	  V,	  E>	  can	  be	  used	  to	  emit	  the	  edges.	  
Data	  types	  for	  the	  vertex	  value,	  edge	  value	  depends	  on	  the	  specific	  implementation	  
of	  these	  formats	  by	  the	  user.	  
Also	   user	   can	   implement	   the	   Combiner	   and	   Aggregator	   APIs	   to	   achieve	  
combining	   the	  messages	   and	   aggregator	   values	   for	   global	   statistics	   depending	   on	  
the	  graph	  and	  use	  cases.	  
5.4.4.	  Example:	  
	  
	   In	  this	  Section,	  we	  go	  over	  Giraph	  algorithm	  to	  propagate	  the	  maximum	  value	  
in	  the	  graph.	  Figure	  5.7	  shows	  the	  pseudo	  code	  of	  the	  compute	  method	  of	  Vertex	  for	  
finding	  the	  maximum	  value	  in	  the	  graph.	  
Idea	  is	  to	  send	  the	  vertex	  value	  to	  all	  the	  edges	  associated	  to	  the	  vertex	  if	  any	  
of	   the	   incoming	  messages	   has	   vertex	   value	   greater	   than	   the	   current	   vertex	   value.	  
During	  the	  initial	  superstep,	  every	  vertex	  will	  send	  its	  vertex	  value	  to	  all	   its	  edges.	  
Vertex	  inactivates	  itself	  after	  the	  compute	  method	  execution	  and	  will	  be	  activated	  if	  
there	  are	  any	  incoming	  messages	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Figure	  5.7.	  Giraph	  Pseudo	  code	  to	  propagate	  max	  value	  
	   We	   will	   explain	   the	   execution	   of	   the	   algorithm	   with	   illustrative	   example.	  
Figure	   5.8	   (i)	   shows	   the	   initial	   graph	   for	   which	   the	  maximum	   value	   needs	   to	   be	  
computed.	   During	   superstep	   0,	   each	   vertex	  will	   send	   its	   value	   to	   all	   the	   outgoing	  
edges.	  	  
	  
	  
	  
	  
	   	  
Figure	  5.8	  (i).	  Giraph	  Example	  Superstep	  0	   	  
	   	  
class	  MaxValueVertex	  extends	  Vertex<I,V,E,M>	  {	  
	   	  
	   void	  compute(Iterable<M>	  messages){	  
	   	   	  
	   	   if	  (getSuperStep()	  ==	  0){	  
	   	   	   sendMessageToAllEdges(maxValue);	  
	   	   	   voteToHalt();	  
	   	   	   return;	  
	   	   }	  
	   	   V	  maxValue	  =	  getVertexValue();	  
	   	   for	  (M	  message:	  messages){	  
	   	   	   M	  msgValue	  =	  message.getValue();	  
	   	   	   if	  (msgValue.compareTo(maxValue)>0){	  
	   	   	   	   maxValue	  =	  msgValue;	  
	   	   	   }	  
	   	   }	  
	   	   if	  (maxValue.compareTo(getVertexValue())>0){	  
	   	   	   setVertexValue(maxValue);	  
	   	   	   sendMessageToAllEdges(maxValue);	  
	   	   }	  
	   	   voteToHalt();	  
	   }	  
}	  
	   	   	   	   	  
	  
	  
	  
	  
2	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  During	   superstep	   1,	   each	   vertex	   receives	   the	   incoming	   messages	   and	  
compare	   with	   the	   current	   vertex	   value.	   If	   it’s	   greater	   than	   current	   value	   then	   it	  
updates	   the	   current	   vertex	   value	  with	  maximum	  value	   in	   incoming	  messages	   and	  
sends	  the	  value	  to	  outgoing	  edges.	  For	  example	  in	  Figure	  5.8	  (ii),	  vertex	  D	  receives	  
messages	   from	   C	   and	   B.	   Both	   the	  messages	   are	   greater	   than	   current	   value	   and	   it	  
considered	  the	  maximum	  value	  of	  these	  two	  messages,	  i.e.,	  6	  from	  vertex	  B.	  Figure	  
5.8	  (iii)	  shows	  the	  updated	  graph	  of	  superstep	  2.	  All	  the	  vertices	  are	  inactivated	  as	  
they	  vote	  to	  halt	  after	  computation.	  Vertices	  A	  and	  D	  has	  sent	  outgoing	  messages	  in	  
superstep	  2,	  which	  will	  be	  received	  in	  superstep	  3	  at	  vertices	  B	  and	  C.	  
	  
	  
	   	   	  
	  
	  
.	  	  
	   Figure	  5.8	  (ii).	  Giraph	  Example	  After	  Superstep	  1	  
	   In	  superstep	  3,	  vertices	  B	  and	  C	  will	  be	  activated	  as	  they	  have	  the	  messages	  
sent	  in	  superstep	  2.	  Since	  incoming	  message	  to	  B	  is	  not	  greater	  than	  current	  value,	  it	  
won’t	  update	  the	  value	  and	  hence	  doesn’t	  send	  any	  messages.	  Vertex	  C	  updates	  the	  
value	   to	   6	   as	   it’	   current	   value	   is	   less	   than	   incoming	   message	   6.	   Hence,	   vertex	   C	  
updates	  the	  value	  and	  send	  outgoing	  message	  6	  to	  D.	  	  
	  
	  
6	   6	  
3	  
6	  A	   B	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   Figure	  5.8	  (iii).	  Giraph	  Example	  After	  Superstep	  2	  
	  
	   In	   the	   next	   superstep	   only	   vertex	   D	   will	   be	   activated	   as	   it	   has	   incoming	  
message.	  Since	  the	  incoming	  message	  value	  is	  equal	  to	  value	  at	  D,	  its	  value	  won’t	  be	  
updated	  and	  there	  won’t	  be	  any	  outgoing	  message	  sent	  during	  this	  superstep.	  At	  the	  
end	  of	  superstep	  3,	  all	  vertices	  are	  voted	  to	  halt	  and	  there	  are	  no	  outgoing	  messages.	  
Hence	   the	   algorithm	   terminates	   after	   superstep	   3	   and	   outputs	   the	   vertex	   value,	  
which	  is	  the	  maximum	  value	  in	  the	  graph.	  	  
	   	   	  
	   	  
	  
	  
	  
	  
Figure	  5.8	  (iv).	  Giraph	  Example	  After	  Superstep	  3	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   As	   seen	   in	   this	   example,	   vertex	   centric	   approach	   is	   intuitive	   and	   easy	   to	  
program.	   	  Framework	  takes	  care	  of	  distributed	  aspects,	   fault	  tolerance	  and	  barrier	  
synchronization	  across	  supersteps.	  	  
5.4.5.	  Extensions	  to	  Pregel	  API:	  
	  
	   In	  this	  Section,	  we	  review	  the	  extensions	  to	  the	  Pregel	  model	  implemented	  in	  
Giraph.	  
	  
5.4.5.1.	  Out	  of	  Core:	  
	  
	   Giraph	  is	  originally	  designed	  to	  perform	  the	  computation	  in	  memory	  and	  use	  
disks	  only	  for	  input/output	  and	  checkpoints	  similar	  to	  Pregel.	  But,	  depending	  on	  the	  
size	  of	  the	  graph	  vs.	  number	  of	  machines	  in	  cluster,	  vertex	  values,	  number	  and	  size	  
of	   messages	   it’s	   possible	   that	   the	   data	   being	   operated	   at	   a	   worker	   won’t	   fit	   into	  
memory.	  Giraph	  introduced	  out	  of	  core	  Graph	  and	  out	  of	  core	  messages	  to	  deal	  with	  
this	   situation	   using	   configurable	   parameters	   that	   can	   be	   set	   by	   user	   at	   job	  
submission.	  Based	  on	  this,	   the	  data	  will	  be	  saved	  to	  disk	   if	   it	  exceeds	  configurable	  
thresholds.	  These	  parameters	  are	  disabled	  by	  default	  and	  user	  can	  enable	   it	  based	  
on	   the	   requirements.	   For	   example,	   giraph.useOutOfCoreGraph=true	   and	  
giraph.maxPartitionsInMemory=N	  keep	  N	  partitions	  in	  memory	  based	  on	  LRU	  policy	  and	  
save	  the	  other	  partitions	  in	  disk.	  
5.4.5.2.	  Master	  Computation:	  
	  
	   This	  extension	  is	  to	  call	  compute	  function	  on	  the	  master	  before	  each	  superstep.	  
This	   can	   perform	   centralized	   computation	   between	   supersteps.	   Communication	   with	  
the	  workers	  is	  performed	  using	  aggregators.	  The	  values	  of	  the	  aggregators	  after	  master	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compute	   is	  passed	  to	  vertex	  compute	  of	  workers.	  Similarly	  values	  of	  aggregators	  after	  
vertex	   compute	   is	   performed	   are	   passed	   to	   master	   compute.	   Essentially,	   aggregator	  
values	  used	  by	  the	  workers	  are	  consistent	  with	  aggregator	  values	  from	  the	  master	  from	  
the	  same	  superstep	  and	  aggregator	  used	  by	  the	  master	  are	  consistent	  with	  aggregator	  
values	  from	  the	  workers	  from	  the	  previous	  superstep.	  
	   This	  feature	  is	  especially	  useful	  in	  determining	  the	  termination	  condition	  early	  by	  
avoiding	  another	  superstep.	  For	  example,	  in	  the	  maximum	  value	  propagation	  algorithm	  
this	   can	   be	   used	   to	   avoid	   third	   superstep	   by	   comparing	   the	   minimum	   value	   of	   the	  
workers	   and	  maximum	   value	   of	   the	  messages	   in	   master	   compute	   function.	   Also	   this	  
technique	  can	  be	  used	  to	  perform	  any	  sequential	  computation	  between	  supersteps.	  
	   Giraph	  provides	  additional	  extensions	  like	  Edge	  oriented	  input	  as	  seen	  in	  Giraph	  
I/O	  Section	  5.4.3.1.	  Giraph	   is	  an	  active	  Apache	  open	  source	  project	  with	  contributions	  
from	  large	  companies	  like	  Facebook,	  Linked	  In,	  and	  Twitter	  and	  is	  the	  popular	  choice	  for	  
large	  scale	  graph	  processing.	  	  
5.6.	  Conclusion:	  
	  
	  
	   In	   this	   Chapter,	   we	   reviewed	   the	   properties	   of	   the	   system	   for	   large	   scale	  
graph	  processing.	  We	  explained	  and	  compared	  Graph	  database	  model,	  MapReduce	  
model	  and	  BSP	  based	  models	  for	  efficient	  processing	  of	  large	  graphs.	  Pregel,	  a	  BSP	  
based	   system,	   satisfied	  most	  of	   the	   aspects	   such	  as	   scalability,	   fault	   tolerance	   and	  
ease	  of	  use	  for	   large-­‐scale	  graph	  computations.	  Then,	  we	  reviewed	  in	  detail	  Pregel	  
and	   it’s	   open	   source	   implementation	   in	   detail	   and	   provided	   the	   motivation	   for	  
106	  	  
selecting	   Giraph	   for	   implementing	   Distributed	   Trust	   Model.	   We	   explained	   the	  
Giraph	  API	  and	  programming	  model	  with	  illustrative	  example.	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6.	  Distributed	  Trust	  Model	  
	  
In	  this	  Chapter,	  we	  propose	  “Distributed	  Local	  Partial	  Order	  Trust”	  algorithm	  
based	   on	   Giraph	   [14]	   and	   implement	   the	   algorithm	   on	   Amazon	   EC2	   computing	  
environment.	   We	   provide	   the	   performance	   results	   of	   this	   algorithm	   in	   terms	   of	  
number	  of	  nodes	  in	  the	  cluster.	  	  	  
6.1.	  Approach:	  
	  
	   The	  model	  being	  proposed	  is	  the	  distributed	  implementation	  of	  LPOT	  
model	  explained	   in	  Section	  3.4.3.	  The	  algorithm	  mentioned	   in	  Chapter	  3	   takes	   the	  
user	   trust	   graph,	   source	   and	   target	   user	   as	   input	   to	   compute	   the	   trust	   rating	  
between	   the	   source	   and	   target	   user	   in	   sequential	   mode	   if	   the	   target	   user	   is	  
accessible	  within	   the	   specified	   depth.	   Distributed	   Local	   Partial	   Order	   trust	  model	  
takes	  the	  user	  trust	  graph	  as	  adjacency	  list	  and	  computes	  the	  trust	  from	  all	  users	  in	  
the	  graph	  to	  all	  other	  users	  accessible	  within	  the	  configured	  depth.	  We	  choose	  LPOT	  
for	  distributed	   implementation.	  The	  same	  approach	  can	  be	  used	   for	   implementing	  
other	   trust	   inference	   models	   like	   Tidal	   Trust,	   Mole	   Trust	   etc.
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   The	  architecture	  of	  trust	  aware	  recommendation	  system	  is	  shown	  in	  Figure	  
6.1.	  This	   is	  similar	   to	   the	  architecture	  explained	   in	  Chapter	  3	  except	   that	   the	   trust	  
module	  and	  rating	  predicting	  modules	  are	  represented	  as	  distributed	  trust	  module.	  
We	   kept	   the	  Distributed	  Trust	  module	   and	   rating	   predictor	   as	   separate	   to	   have	   a	  
modular	   architecture	   so	   that	   it	   can	   be	   applied	   for	   applications	   that	   need	   to	   use	  
recommender	  systems	  combining	  trust	  and	  similarity	  as	  explained	  in	  Chapter	  3.	  We	  
will	   outline	   in	   the	  next	  Section	  on	  different	  design	   choices	   to	   combine	  distributed	  
trust	   and	   rating	   prediction	  modules,	  which	   depends	   on	   the	   type	   of	   data	   sets	   and	  
application	  use	  cases.	  
	  
	  
	  
	  
	  
	   	   Figure	  6.1.	  Distributed	  Trust	  Aware	  Recommender	  System	  
6.1.1.	  Combining	  Distributed	  Trust	  and	  Rating	  Predictor	  Modules:	  
	   	  
	   Both	  trust	  prediction	  among	  users	  and	  rating	  prediction	  for	  an	  item	  based	  on	  
inferred	   trust	   rating	   are	   built	   into	   trust	   models	   explained	   in	   Chapter	   3.	   The	  
algorithm	   for	   distributed	   trust	   module	   predicts	   trust	   ratings	   among	   users	   in	   the	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network.	   	   Depending	   on	   the	   type	   of	   datasets	   and	   use	   cases,	   distributed	   trust	   and	  
rating	   predictor	   modules	   can	   be	   integrated	   using	   one	   of	   the	   following	   design	  
choices.	  	  
6.1.1.1.	  Rating	  Predictor	  using	  Database:	  	  
	  
	  
Figure	  6.2.	  Rating	  Predictor	  using	  DB	  
In	   this	   architecture,	   trust	   inference	   ratings	   are	   predicted	   using	  Distributed	  
trust	  model	  algorithm.	  Output	  of	  distributed	  trust	  model	  having	  trust	  predictions	  at	  
various	  depths	  are	   fed	   to	  database	  at	   regular	   intervals.	  Application	  aggregates	   the	  
recommendations	   using	   trust	   predictions	   and	   item	   ratings	   data	   using	   the	   trust	  
recommendation	   models	   explained	   in	   Chapter	   3.	   This	   approach	   is	   modular	   and	  
dynamic	  with	   respect	   to	   user	   item	   ratings.	   This	   is	   applicable	   if	   user	   item	   ratings	  
change	  often	  and	  data	  size	  is	  relatively	  small	  to	  meet	  the	  application	  needs.	  	  
6.1.1.2.	  Combining	  Trust	  and	  Recommendation	  Prediction:	  	  
	   	  
	   As	   illustrated	   in	   Figure	   6.3,	   both	   trust	   prediction	   and	   user	   item	  
recommendations	   are	   combined	   into	   single	   Giraph	   job.	   To	   achieve	   this,	   user	   item	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ratings	  can	  be	  passed	  in	  the	  input	  as	  vertex	  value	  to	  each	  user	  vertex	  in	  Giraph	  job.	  
During	  each	  superstep,	  algorithm	  calculates	  the	  user	  item	  recommendations	  based	  
on	   the	   trust	  predictions	   computed	   in	   that	   superstep.	  Trust	  predictions	   along	  with	  
item	  recommendations	  can	  be	  stored	  in	  the	  vertex	  value.	  
	  
	  
	  
Figure	  6.3.	  Combine	  Trust	  and	  Recommendations	  in	  Single	  Giraph	  Job	  
	  
This	  approach	  scales	  well	  since	  the	  recommendations	  are	  computed	  using	  a	  
Giraph	   job	   and	   fed	   to	   database.	   There	   is	   no	   aggregation	   required	   in	   application	  
layer,	   as	   the	   user	   item	   recommendations	   are	   directly	   available	   in	   database.	   This	  
architecture	   is	   transparent	   to	   data	   size	   in	   terms	   of	   performance.	   	   Since	   the	  
recommendations	  are	  computed	  and	  fed	  to	  database	  at	  periodic	  intervals,	  freshness	  
of	  the	  data	  depends	  on	  the	  runtime	  of	  the	   job	  and	  the	  rate	  of	  execution	  of	  the	   job.	  
Cluster	  size	  can	  be	  increased	  depending	  on	  data	  freshness	  requirements	  to	  improve	  
response	   time	   of	   Giraph	   job,	   as	   the	   job	   scales	   with	   the	   number	   of	   nodes	   in	   the	  
cluster.	   This	   approach	   is	   not	   modular,	   as	   both	   trust	   prediction	   and	   item	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recommendations	   are	   combined	   to	   single	   job.	   If	   we	   need	   to	   integrate	   similarity	  
metrics	   into	   recommendations	   then	   the	   algorithm	   need	   to	   be	   modified.	   Next	  
approach	   solves	   this	   to	   by	   separating	   the	   responsibilities	   of	   trust	   prediction	   and	  
item	  recommendations.	  
6.1.1.3.	  Trust	  and	  Recommendation	  Prediction	  as	  Separate	  Jobs:	  
	  
	  
	  
Figure	  6.4.	  Trust	  and	  Recommendation	  predictors	  as	  separate	  jobs	  
	  
	  
This	   is	   similar	   to	   approach	   mentioned	   in	   Section	   6.1.1.2	   except	   that	   the	  
recommendation	   computation	   is	   modular.	   Trust	   predictions	   are	   computed	   using	  
Distributed	  Trust	  Predictor	  job.	  Trust	  prediction	  data	  and	  user	  item	  ratings	  data	  are	  
passed	   as	   input	   to	  Distributed	  Recommendation	  Predictor	   job	   that	   aggregates	   the	  
trust	  ratings	  and	  user	  item	  ratings	  to	  come	  up	  with	  recommendations.	  Aggregation	  
strategies	   can	   be	   chosen	   using	   one	   of	   the	  models	   explained	   in	   Chapter	   2.	   Before	  
passing	  the	   input	   to	  Distributed	  Recommendation	  Predictor	   Job,	  a	  Hadoop	   job	  can	  
be	  run	  to	  aggregate	  the	  predicted	  trust	  and	  item	  ratings	  for	  each	  user	  (vertex).	  This	  
results	  in	  each	  user	  (vertex)	  having	  it’s	  item	  ratings	  and	  predicted	  trust	  ratings	  for	  
other	   users	   (vertices)	   at	   respective	   depth	   of	   traversal.	   	   Since	   trust	   ratings	   to	   all	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other	   users	   till	   maximum	   configured	   depth	   are	   computed,	   aggregation	   algorithm	  
has	   the	   flexibility	   to	   consider	   all	   trusted	   users	   that	   rated	   the	   item	   till	   depth	  
threshold	  as	  opposed	  to	  first	  encountered	  trusted	  user	  as	  explained	  in	  Section	  3.5.3.	  	  
	   This	   architecture	   is	   similar	   to	   executing	   trust	   and	   recommendation	  
predictors	  in	  single	  job	  in	  terms	  of	  application	  response	  times.	  This	  architecture	  is	  
modular	   and	  provides	   the	   flexibility	   to	   integrate	   other	  modules	   such	   as	   similarity	  
ratings.	  Also,	  this	  approach	  provides	  mechanism	  for	  the	  user	  to	  control	  the	  interval	  
at	  which	  each	  job	  need	  to	  be	  executed.	  For	  example,	  if	  user	  item	  ratings	  are	  updated	  
frequently	   compared	   to	   user	   trust	   ratings,	   system	   administrator	   can	   set	  
recommendation	  predictor	  job	  to	  be	  executed	  every	  30	  minutes	  and	  trust	  predictor	  
every	  2	  hours	  to	  improve	  the	  performance	  of	  the	  jobs.	  	  
	   In	   this	   Section,	   we	   provided	   different	   architectures	   to	   compute	   user	   trust	  
prediction	   and	   recommendation	   prediction	   modules.	   	   In	   the	   next	   Section,	   we	  
propose	   the	  Distributed	   Local	   Partial	   Order	   Trust	   (DLPOT)	   algorithm	   to	   compute	  
trust	  predictions.	   	  
6.2.	  Distributed	  Local	  Partial	  Order	  Trust	  Algorithm:	  
	   	  
	   The	   algorithm	   is	   designed	   on	   top	   of	   Giraph	   to	   execute	   on	   a	   cluster	   of	  
machines	  and	  to	  handle	  large	  data	  sets.	  	  
6.2.1.	  Input:	  
	  
	   The	  algorithm	  takes	  user	  trust	  ratings	  represented	  as	  an	  adjacency	  list.	  Input	  
format	   LongDoubleTWritableAdjacencyListVertexInputFormat	   is	   used	   to	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parse	  the	  graph	  input	  specified	  as	  adjacency	  list.	  This	  format	  takes	  Vertex	  Id	  (User	  
Id	  for	  the	  case	  of	  user	  trust	  network)	  as	  Long,	  Vertex	  value	  as	  text	  and	  edge	  value	  
(Trust	  rating)	  as	  Double.	  	  	  	  
	   Figure	   6.5	   indicates	   the	   sample	   graph	   and	   associated	   adjacency	   list	  
representation.	  In	  this	  graph	  user	  100	  has	  rating	  of	  1.0	  for	  users	  101	  and	  102	  and	  -­‐
1.0	   for	   user	   103.	   100,	   101,	   102	   and	   103	   are	   transformed	   to	   vertex	   ids	   in	   Giraph	  
implementation.	  0.0	  next	  to	  100	  is	  vertex	  value.	  1.0	  and	  -­‐1.0	  are	  the	  edge	  values.	  
	  
	   	   	  
	   	  
	  
	  
	  
	  
	  
	   	   	   	  
Figure	  6.5.	  Input	  Sample	  as	  Adjacency	  List	  
6.2.2.	  Vertex	  Implementation:	  
	   	  
	   This	  step	  is	  the	  core	  part	  of	  the	  algorithm	  and	  the	  function	  is	  executed	  at	  all	  
vertices	  (users)	  in	  the	  graph	  in	  parallel	  for	  every	  superstep.	  Number	  of	  supersteps	  
	   	   100	   0.0	  101	   1.0	   102	   1.0	   103	   -­‐1.0	  
100	  
101	  
102	  
103	  
1.0	  
1.0	  
-­‐1.0	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determines	  the	  maximum	  depth	  to	  be	  traversed	  in	  the	  graph.	  Intuition	  is	  to	  save	  the	  
trust	  inference	  ratings	  from	  all	  other	  users	  accessible	  within	  configured	  depth	  for	  a	  
user	  in	  vertex	  state	  of	  the	  user.	  Vertex	  saves	  the	  rating	  as	  well	  as	  the	  depth	  from	  the	  
user	  so	  that	  the	  application	  makes	  better	  decisions	  during	  rating	  prediction.	  Below	  
is	  the	  high	  level	  flow	  of	  the	  algorithm.	  
Ø Vertex	  State:	  This	   is	  a	  stateful	  computation.	  Each	  vertex	  stores	   the	   list	  of	  users	  
that	  rated	  the	  vertex,	  rating	  value	  and	  depth	  of	  trust	  inference.	  Depth	  indicates	  
the	  path	  length	  from	  the	  rated	  user	  to	  the	  vertex.	  In	  addition	  to	  rating,	  additional	  
information	   from	   source	   to	   determine	   whether	   the	   rating	   can	   be	   propagated	  
further	   is	   captured.	   This	   is	   to	   make	   sure	   vertices	   selected	   in	   local	   partial	  
ordering	   within	   trust	   scope	   from	   source	   are	   allowed	   to	   propagate	   along	   the	  
network	   [5,	   16].	   Vertex	   also	   keeps	   track	   of	   the	   excluded	   users	   for	   each	   rated	  
user.	  This	  will	  be	  used	  to	  make	  sure	  already	  visited	  vertices	  are	  not	  considered.	  
As	   shown	   in	   Figure	   6.6	   (i),	  globalDepthSourceRatingMap	   keeps	   track	   of	   all	   the	  
source	  ratings	  at	  each	  depth.	  globalExcludedUsers	  keeps	  track	  of	  excluded	  users	  
for	  each	  source.	  Here,	  source	  is	  the	  vertex	  (user)	  that	  rated	  the	  current	  vertex.	  	  
//	  State	  of	  the	  vertex	  saved	  in	  vertex	  value	  
1	  globalDepthSourceRatingMap	  =	  initialize	  [depth,[source:{rating,propagate}]];	  	  
2	  globalExcludedUsers	  =	  initialize	  [source:	  Set(excludedUsers)];	  
3	  globalPropagateByPartialOrder	  =	  initialize	  [source:	  propagate]	  //For	  LPOT	  
	  	   	   	  
Figure	  6.6	  (i).	  Vertex	  State	  representation	  
Ø Initialize	  computation	  at	  Superstep	  0:	  	  
During	   superstep	   0,	   all	   the	   vertices	   send	   messages	   to	   the	   adjacent	  
vertices.	   These	   messages	   include	   the	   trust	   rating	   from	   the	   vertex	   to	   the	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adjacent	   edge	   and	   the	   excluded	   users	   (vertex	   ids)	   for	   the	   vertex.	   Excluded	  
users	  include	  all	   the	  adjacent	  vertex	  ids	  for	  the	  vertex.	  This	   is	  to	  make	  sure	  
importance	  is	  given	  to	  direct	  trust	  as	  opposed	  to	  inferred	  trust.	  Each	  vertex	  
also	  sends	  the	  propagate	  attribute	  if	  the	  adjacent	  vertex	  is	  selected	  based	  on	  
local	  partial	  ordering.	  Messages	  to	  vertices	  flagged	  with	  propagate	  attribute	  
will	  be	  considered	  for	  propagating	  the	  trust	  along	  the	  network.	  
Essentially	   superstep	   0	   initializes	   the	   computation	   by	   sending	   the	  
messages	  to	  adjacent	  vertices.	  Once	  the	  messages	  are	  sent,	  each	  vertex	  votes	  
to	   halt.	   Vertex	   will	   be	   activated	   in	   the	   next	   superstep	   if	   it	   has	   received	  
messages	   from	  superstep	  0.	   For	   example,	   if	   a	   vertex	  has	  no	   inbound	  edges	  
then	   that	  vertex	  won’t	  be	  activated	   in	   the	  next	   superstep.	   In	   the	   context	  of	  
trust	  network,	  it	  won’t	  be	  activated	  if	  there	  are	  no	  trust	  ratings	  for	  the	  vertex.	  
Figure	  6.6	  (ii)	  represents	  the	  execution	  logic	  for	  superstep	  0.	  	  
//	  Superstep	  0	  Logic	  to	  initalize	  computation	  	  	  	  	  
4	  if	  (getSuperstep	  ==	  0){	  	  	   	  
5	  	   excludedUsers	  =	  getAllEdgeVertices();	  
6	   depth	  =	  getSuperstep()+1;	  
7	   for	  (Edge	  edge	  :	  getEdges()){	  
8	   	   source=getVertexId();	  
	   	   //	  Indicate	  if	  adjacent	  vertex	  is	  selecred	  based	  on	  LPOT	  
9	   	   canPropagate	  =	  isLPOT(edge.getTargetVertexId());	  
10	   	  	  	  	  	   addToMessage(depth,	  [source:edge.getValue]));	  	  
11	   	   if	  (canPropagate)	  
12	   	   	   addToMessage(source,	  canPropagate);	   	   	   	  	  	  	  	  
13	   	  	  	  	  	   addToMessage(source,excludedUsers);	  	  
14	   	  	  	  	  	   sendMessage(edge.getTargetVertexId());	  
15	   	  }	  
16	   	  voteToHalt();	  
17	   	  return;	  
18	  }	   	  
Figure	  6.6	  (ii).	  Superstep	  0	  Logic	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Ø Incoming	  Message	  Processing:	  	  
During	  superstep	  1	  and	  subsequent	  superstep	  processing,	  each	  vertex	  parses	  
the	  incoming	  messages	  and	  computes	  the	  trust	  rating	  from	  the	  source.	  Depth	  of	  
the	   trust	   rating	   for	   each	   superstep	   is	   equal	   to	   the	   superstep	   number.	   For	  
example,	  superstep	  1	  computes	   trust	  ratings	  at	  depth	  1;	  superstep	  2	  computes	  
trust	  ratings	  at	  depth	  2	  and	  so	  on.	  As	  mentioned	  in	  Figure	  6.6	  (iii),	  each	  message	  
has	  the	  source	  ratings	  with	  depth	  as	  the	  current	  superstep	  number.	  Lines	  20	  –	  
45	  has	  the	  logic	  for	  trust	  computation	  based	  on	  count-­‐based	  semantics	  defined	  
in	   LPOT	  model.	   Trust	   computation	   and	   partial	   order	   selection	   step	   varies	   for	  
LPOT,	   Tidal	   trust,	   and	   Mole	   trust	   models.	   Rest	   of	   the	   steps	   in	   the	   algorithm	  
remains	  same	  irrespective	  of	  these	  trust	  models.	  	  
Excluded	   users	   for	   each	   source	   sent	   in	   the	   message	   is	   added	   to	   global	  
excluded	   users	   state.	   This	   is	   used	   to	   filter	   the	   messages	   to	   be	   sent	   for	   next	  
superstep.	  By	  the	  end	  of	  message	  processing	  phase,	  each	  vertex	  in	  the	  graph	  has	  
trust	   ratings	   from	  all	   the	  users	  accessible	   till	  depth	  equal	   to	  current	   superstep	  
number.	  For	  example	  by	  end	  of	  superstep	  3,	  each	  vertex	  has	  trust	  ratings	  from	  
all	  other	  users	  accessible	  at	  depth	  1,	  2	  and	  3.	  
If	  both	  trust	  network	  and	  user	  item	  ratings	  need	  to	  be	  combined	  then	  the	  
algorithm	   is	   similar	   except	   for	   maintaining	   excluded	   items	   list	   in	   addition	   to	  
excluded	  users	  list.	  During	  incoming	  message	  computation	  phase,	  if	  the	  current	  
vertex	  is	  item	  instead	  of	  user	  then	  aggregation	  based	  on	  the	  specific	  trust	  model	  
need	   to	   be	   performed.	   Vertex	   stores	   additional	   meta-­‐data	   to	   indicate	   user	   or	  
item.	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//	  Parse	  and	  execute	  incoming	  messages	  sent	  in	  previous	  superstep	  	  
19	  sourceCountMap	  =	  initialize	  [source:count];	  
20	  sourceRatingMap	  =	  initialize	  [source:rating];	  
21	  currentDepth	  =	  currentSuperStep;	  
22	  for	  (Message	  msg:	  getMessages()){	   	  
23	  	   Map	  sourceRatings	  =	  	  getSourceRatingAtDepth(msg,	  getSuperStep());	  
24	   for	  each	  source	  in	  sourceRatings	  {	  
25	   	   if	  (trust(source)){	  
26	   	   	   increment	  count	  in	  sourceCountMap;	  
27	   	  	  	  	  	   	   if	  (sourceRating	  >	  rating	  from	  sourceRatingMap){	  
28	   	  	  	  	  	   	   	   sourceRatingMap.put(source,	  sourceRating);	  
29	   	  	  	  	  	   	   }	  	  
30	   	   else	  {	  
31	   	  	  	  	  	   	   decrement	  count	  in	  sourceCountMap;	  
32	   	  	  	  	  	   }	  
33	   	  	  	  	  	   excludedUsersForSource	  =	  getExcludedUsers	  (source,msg);	  	  
34	   	  	  	  	  	   addToGlobalExcludedUsers	  (excludedUsersForSource);	  
35	   	   addToGloabalPropagateMap	  (source,	  getPartialOrder(msg));	  
36	   	  }	  
37	  }	  
//	  Count	  based	  semantics	  
38	  for	  each	  source	  in	  sourceCountMap{	  
39	   if	  (count(source)>0){	  
40	  	  	  	  	  	   globalDepthSourceRatingMap.put	  
(currentDepth,source:rating);	  	  
41	   else	  if	  (count(source)<0){	  
42	   	   globalDepthSourceRatingMap.put	  (currentDepth,	  
source:Distrusts);	  	  
43	   }	  else	  if	  (count(source)	  ==	  0){	  
44	   	   globalDepthSourceRatingMap.put	  (currentDepth,	  
source:AMBIGUOUS);	  	  
45	   }	  
46	  }	  
Figure	  6.6	  (iii).	  Incoming	  Message	  Execution	  Logic	  
	  
Ø Termination	  Logic:	  Algorithm	  terminates	  if	  one	  of	  the	  below	  conditions	  are	  met.	  
• When	   the	  execution	   reaches	   the	   configured	   superstep	   limit.	  At	   this	  point,	  
each	   vertex	   saves	   the	   state	   of	   the	   vertex	   with	   trust	   ratings	   till	   that	  
superstep	  and	  votes	  to	  halt.	  This	  logic	  is	  executed	  after	  incoming	  message	  
processing	   phase	   and	   before	  message	   sending	   phase.	   The	   reason	   is	   once	  
superstep	   threshold	   is	   reached,	   it’s	   not	   required	   to	   send	  messages	   to	   be	  
processed	  in	  next	  superstep,	  as	  that	  superstep	  won’t	  be	  executed.	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• All	  the	  vertices	  in	  the	  graph	  have	  no	  messages	  to	  send.	  In	  this	  case	  vertex	  
itself	  won’t	  be	  activated.	  	  
//	  Termination	  check	  based	  on	  max	  number	  of	  supersteps	  configuration	  
47	  if	  (getSuperStep()	  ==	  conf.maxSuperStep()){	  
48	   voteToHalt();	  
49	   return;	  
50	  }	  
	  
Figure	  6.6	  (iv).	  Termination	  Logic	  
Ø Message	  Sending	  Phase:	  	  
During	   each	   superstep,	   messages	   will	   be	   sent	   to	   adjacent	   vertices	   to	  
propagate	  and	  compute	  the	  trust.	  Trusted	  sources	  at	  current	  depth	  are	  obtained	  
from	   the	   vertex	   global	   state.	   Trust	   for	   source	   in	   each	   adjacent	   vertex	   is	  
considered	   if	   the	   adjacent	   vertex	   id	   is	   not	   in	   excluded	   user	   list	   of	   source	   and	  
propagate	  attribute	  of	  current	  vertex	  with	  respect	  to	  source	  is	  set.	  Trust	  rating	  
will	  be	  calculated	  as	  minimum	  of	  current	  source	  rating	  and	  rating	  from	  current	  
vertex	   to	   adjacent	   vertex	   id.	   Source	   and	   rating	   will	   be	   added	   to	   message	   for	  
adjacent	  vertex	  id	  by	  incrementing	  the	  current	  depth	  as	  path	  length	  is	  increased	  
by	  one.	  	  
Also,	  excluded	  users	   for	  source	  will	  be	   fetched	  from	  global	  state	  and	  all	   the	  
adjacent	  vertex	  ids	  of	  current	  vertex	  are	  added	  to	  the	  excluded	  users	  of	  source.	  
Source	   and	   associated	   excluded	   users	  will	   be	   added	   to	   the	  message.	   Based	   on	  
Local	   Partial	   Order	   Trust	   direct	   path	   is	   considered.	   Hence,	   excluded	   users	   o	  
adjacent	  vertices	  will	  be	  sent	  even	  if	  the	  propagate	  attribute	  is	  not	  set.	  This	  can	  
be	   made	   configurable	   to	   send	   excluded	   users	   to	   adjacent	   vertices	   only	   when	  
propagate	   attribute	   is	   set	   to	   increase	   coverage	   at	   the	   expense	   of	   prediction	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accuracy.	   Each	   application	   can	   choose	   to	   tune	   this	   configuration	   based	   on	   the	  
requirements.	   This	   process	   is	   repeated	   for	   all	   adjacent	   vertices	   as	   shown	   in	  
Figure	  6.6	  (v).	  After	  sending	  the	  messages,	  computation	  is	  done	  for	  the	  vertex	  for	  
this	   superstep	   and	   voted	   to	   halt.	   The	   vertex	   will	   be	   activated	   if	   there	   are	  
incoming	  messages	  to	  it.	  	  
//	  Logic	  to	  send	  messages	  to	  adjacent	  vertices	  to	  be	  handled	  in	  next	  superstep	  
51	  sourceInfoToSend	  =	  getGlobalSourceRatingAtDepth	  (currentDepth);	  	  
52	  depthToSend	  =	  currentDepth+1;	  //	  Increment	  depth	  
53	  for	  each	  edge	  in	  vertex.getEdges	  {	  
54	  	   for	  each	  source	  in	  sourceInfoToSend	  {	  
55	   	   if	  (targetVertex	  (edge)	  in	  excludedUsers(source)){	  
56	   	  	  	  	  	   	   continue;	  
57	   	  	  	  	  	   }	  
	   	   //	  Send	  only	  if	  source	  trusts	  current	  vertex	  to	  propagate	  (LPOT)	  
58	   	  	  	  	  	   if	  (canPropagate(source)){	  	  
59	   	   	   canPropagate	  =	  isLPOT(edge.getTargetVertexId());	  
60	   	  	  	  	  	   	   ratingToSend	  =	  min	  (rating(edge),	  currentRating(source));	  
61	   	  	  	  	  	   	   addToMessage(depthToSend,	  [source:ratingToSend]);	  
62	   	   	   if	  (canProgagate)	  
63	   	   	   	   	  addToMessage(source,	  canPropagate);	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
64	   	   }	  	  
//Send	  excluded	  users	  always	  based	  on	  LPOT.	  Configurable	  to	  send	  only	  for	  
partial	  order	  selected	  users	  to	  increase	  coverage.	  
65	   	   exUsers(source)=	  globalExcludedUsers(source);	  	  
66	  	  	  	  	  	  	  	  	  	  	  	  exUsersToSend=	  exUsers(source).add(adjacentVertexIds);	  	  	   	  	  	  	  	  
67	   	   addToMessage(source:	  exUsersToSend);	  
68	   	  	  	  	  	   sendMessage(edge.getTargetVertexId());	  
69	   	  	  	  	  	   	  
70	   	  }	  
71	  	  	  }	  
	  
//	  Vote	  to	  halt	  after	  processing.	  Activated	  if	  there	  are	  incoming	  messages	  in	  
//	  next	  super	  step	  
72	  	  voteToHalt();	  
	  
Figure	  6.6	  (v).	  Message	  Sending	  Logic.	  
	   Combining	  all	  these	  phases,	  pseudo	  code	  for	  the	  computation	  phase	  at	  each	  
vertex	  in	  Giraph	  job	  execution	  is	  shown	  in	  Figure	  6.7.	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6.2.2.1.	  Vertex	  Implementation	  (Pseudo	  Code):	  	  
//	  State	  of	  the	  vertex	  saved	  in	  vertex	  value	  
1	  globalDepthSourceRatingMap	  =	  initialize	  [depth,[source:{rating,propagate}]];	  	  
2	  globalExcludedUsers	  =	  initialize	  [source:	  Set(excludedUsers)];	  
3	  globalPropagateByPartialOrder	  =	  initialize	  [source:	  propagate]	  //For	  LPOT	  
	  
//	  Superstep	  0	  Logic	  to	  initalize	  computation	  	  	  	  	  
4	  if	  (getSuperstep	  ==	  0){	  	  	   	  
5	  	   excludedUsers	  =	  getAllEdgeVertices();	  
6	   depth	  =	  getSuperstep()+1;	  
7	   for	  (Edge	  edge	  :	  getEdges()){	  
	  
8	   	   source=getVertexId();	  
	   	   //	  Indicate	  if	  adjacent	  vertex	  is	  selecred	  based	  on	  LPOT	  
9	   	   canPropagate	  =	  isLPOT(edge.getTargetVertexId());	  
10	   	  	  	  	  	   addToMessage(depth,	  [source:edge.getValue]));	  	  
11	   	   if	  (canPropagate)	  
12	   	   	   addToMessage(source,	  canPropagate);	   	   	   	  	  	  	  	  
13	   	  	  	  	  	   addToMessage(source,excludedUsers);	  	  
14	   	  	  	  	  	   sendMessage(edge.getTargetVertexId());	  
15	   	  }	  
16	   	  voteToHalt();	  
17	   	  return;	  
18	  }	   	  
	  
//	  Parse	  and	  execute	  incoming	  messages	  sent	  in	  previous	  superstep	  	  
19	  sourceCountMap	  =	  initialize	  [source:count];	  
20	  sourceRatingMap	  =	  initialize	  [source:rating];	  
21	  currentDepth	  =	  currentSuperStep;	  
22	  for	  (Message	  msg:	  getMessages()){	   	  
23	  	   Map	  sourceRatings	  =	  	  getSourceRatingAtDepth(msg,	  getSuperStep());	  
24	   for	  each	  source	  in	  sourceRatings	  {	  
25	   	   if	  (trust(source)){	  
26	   	   	   increment	  count	  in	  sourceCountMap;	  
27	   	  	  	  	  	   	   if	  (sourceRating	  >	  rating	  from	  sourceRatingMap){	  
28	   	  	  	  	  	   	   	   sourceRatingMap.put(source,	  sourceRating);	  
29	   	  	  	  	  	   	   }	  	  
30	   	   else	  {	  
31	   	  	  	  	  	   	   decrement	  count	  in	  sourceCountMap;	  
32	   	  	  	  	  	   }	  
33	   	  	  	  	  	   excludedUsersForSource	  =	  getExcludedUsers	  (source,msg);	  	  
34	   	  	  	  	  	   addToGlobalExcludedUsers	  (excludedUsersForSource);	  
35	   	   addToGloabalPropagateMap	  (source,	  getPartialOrder(msg));	  
36	   	  }	  
37	  }	  
//	  Count	  based	  semantics	  
38	  for	  each	  source	  in	  sourceCountMap{	  
39	   if	  (count(source)>0){	  
40	  	  	  	  	  	   globalDepthSourceRatingMap.put	  (currentDepth,source:rating);	  	  
41	   else	  if	  (count(source)<0){	  
42	   	   globalDepthSourceRatingMap.put	  (currentDepth,	  source:Distrusts);	  	  
43	   }	  else	  if	  (count(source)	  ==	  0){	  
44	   	   globalDepthSourceRatingMap.put	  (currentDepth,	  source:AMBIGUOUS);	  	  
45	   }	  
46	  }	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Figure	  6.7.	  Pseudo	  Code	  for	  Distributed	  Local	  Partial	  Order	  Trust	  Computation	  
6.2.2.2.	  Illustrative	  Example:	  
	  
	   	  
	   We	   will	   illustrate	   the	   execution	   of	   supersteps	   by	   considering	   the	   trust	  
network	  in	  Figure	  6.8.	  	  
	  
	  
	  
//	  Termination	  check	  based	  on	  max	  number	  of	  supersteps	  configuration	  
47	  if	  (getSuperStep()	  ==	  conf.maxSuperStep()){	  
48	   voteToHalt();	  
49	   return;	  
50	  }	  
//	  Logic	  to	  send	  messages	  to	  adjacent	  vertices	  to	  be	  handled	  in	  next	  superstep	  
51	  sourceInfoToSend	  =	  getGlobalSourceRatingAtDepth	  (currentDepth);	  	  
52	  depthToSend	  =	  currentDepth+1;	  //	  Increment	  depth	  
53	  for	  each	  edge	  in	  vertex.getEdges	  {	  
54	  	   for	  each	  source	  in	  sourceInfoToSend	  {	  
55	   	   if	  (targetVertex	  (edge)	  in	  excludedUsers(source)){	  
56	   	  	  	  	  	   	   continue;	  
57	   	  	  	  	  	   }	  
	   	   //	  Send	  only	  if	  source	  trusts	  current	  vertex	  to	  propagate	  (LPOT)	  
58	   	  	  	  	  	   if	  (canPropagate(source)){	  	  
59	   	   	   canPropagate	  =	  isLPOT(edge.getTargetVertexId());	  
60	   	  	  	  	  	   	   ratingToSend	  =	  min	  (rating(edge),	  currentRating(source));	  
61	   	  	  	  	  	   	   addToMessage(depthToSend,	  [source:ratingToSend]);	  
62	   	   	   if	  (canProgagate)	  
63	   	   	   	   	  addToMessage(source,	  canPropagate);	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
64	   	   }	  	  
//Send	  excluded	  users	  always	  based	  on	  LPOT.	  Configurable	  to	  send	  only	  for	  
partial	  order	  selected	  users	  to	  increase	  coverage.	  
65	   	   exUsers(source)=	  globalExcludedUsers(source);	  	  
66	  	  	  	  	  	  	  	  	  	  	  	  exUsersToSend=	  exUsers(source).add(adjacentVertexIds);	  	  	   	  	  	  	  	  
67	   	   addToMessage(source:	  exUsersToSend);	  
68	   	  	  	  	  	   sendMessage(edge.getTargetVertexId());	  
69	   	  	  	  	  	   	  
70	   	  }	  
71	  	  	  }	  
//	  Vote	  to	  halt	  after	  processing.	  Activated	  if	  there	  are	  incoming	  messages	  in	  
//	  next	  super	  step	  
74	  	  voteToHalt();	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Figure	  6.8.	  User	  Trust	  Network	  	  
	  	  	  (Dashed	  arrow	  indicates	  trust	  rating:	  -­‐1	  and	  straight	  arrow	  indicates	  trust	  rating:	  1)	  	  
	   The	   network	   in	   Figure	   6.8	   can	   be	   represented	   as	   adjacency	   list	   input	   as	  
shown	  in	  Figure	  6.9	  (i).	  
	   	   	   	  
Figure	  6.9	  (i).	  Adjacency	  List	  Input	  	  
	   During	  superstep	  0,	  each	  vertex	  sends	  the	  trust	  ratings	  and	  excluded	  users	  to	  
the	  adjacent	  vertices.	  State	  of	  the	  computation	  at	  the	  end	  of	  superstep	  0	  is	  shown	  in	  
Figure	  6.9	  (ii).	  Each	  vertex	  sends	  messages	  to	  adjacent	  vertices	  with	  associated	  trust	  
ratings	  and	  excluded	  users.	  For	  example,	  vertex	  100	  send	  messages	  to	  vertices	  101,	  
102,	  103	  and	  104	  with	  associated	   trust	   ratings	   from	  100	  at	  depth	  1	  and	  excluded	  
users	  with	   respect	   to	   100.	   Propagate	   attribute	   is	   set	   based	   on	   local	   partial	   order	  
semantics.	  
100	   0.0	   101	   -­‐1.0	   102	   1.0	   103	   1.0	   104	   1.0	  
101	   0.0	   104	   1.0	  
102	   0.0	   104	   1.0	   105	   -­‐1.0	  
103	   0.0	   105	   1.0	  
100	  
101	  
102	  
103	  
105	  
104	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Specifications:	  
	   Trust	  Rating:	  [<Depth>:[<SourceVertexId>:<calculatedRating>]]	  
	   Excluded	  Users:	  [<SourceVertexId>:[List	  of	  excluded	  vertexIds]]	  
	   Propagate	  Trust:	  [<SourceVertexId>:	  <boolean>]	  
	  
Vertex	  100:	  
	   Vertex	  value:	  0.0	  
	   Sent	  Messages:	  	  
	   	   Target	  Vertex	  Id:	  101	  
	   	   	   Trust	  Rating:	  [1:[100:-­‐1],]	  
	   	   	   Excluded	  users:	  [100:[100,101,102,103,104]]	  
	   	   //	  Propagate	  trust	  is	  not	  set	  101	  is	  not	  selected	  based	  on	  LPOT	   	  
	   	   Target	  Vertex	  Id:	  102	  
	   	   	   Trust	  Rating:	  [1:[100:1],]	  
	   	   	   Excluded	  users:	  [100:[100,101,102,103,104]]	  
	   	   	   Propagate	  Trust:	  [100,	  true]	  
	   	   Target	  Vertex	  Id:	  103	  
	   	   	   Trust	  Rating:	  [1:[100:1],]	  
	   	   	   Excluded	  users:	  [100:[100,101,102,103,104]]	  
	   	   	   Propagate	  Trust:	  [100,	  true];	  
	   	   Target	  Vertex	  Id:	  104	  
	   	   	   Trust	  Rating:	  [1:[100:1],]	  
	   	   	   Excluded	  users:	  [100:[100,101,102,103,104]]	  
	   	   	   Propagate	  Trust:	  [100,	  true];	  
	  
Vertex	  101:	  
	   Vertex	  value:	  0.0	  
	   Sent	  Messages:	  	  
	   	   Target	  Vertex	  Id:	  104	  
	   	   	   Trust	  Rating:	  [1:[101:1],]	  
	   	   	   Excluded	  users:	  [101:[101,104]]	  
	   	   	   Propagate	  Trust:	  [101,	  true];	  
Vertex	  102:	  
	   Vertex	  value:	  0.0	  
	   Sent	  Messages:	  	  
	   	   Target	  Vertex	  Id:	  104	  
	   	   	   Trust	  Rating:	  [1:[102:1],]	  
	   	   	   Excluded	  users:	  [102:[101,104,105]]	  
	   	   	   Propagate	  Trust:	  [102,	  true];	  
	   	   Target	  Vertex	  Id:	  105	  
	   	   	   Trust	  Rating:	  [1:[102:-­‐1],]	  
	   	   	   Excluded	  users:	  [102:[101,104,105]]	   	   	   	  
	   	   //	  Propagate	  trust	  is	  not	  set	  105	  is	  not	  selected	  based	  on	  LPOT	  
Vertex	  103:	  
	   Vertex	  value:	  0.0	  
	   Sent	  Messages:	  	  
	   	   Target	  Vertex	  Id:	  105	  
	   	   	   Trust	  Rating:	  [1:[103:1],]	  
	   	   	   Excluded	  users:	  [103:[103,105]]	  
	   	   	   Propagate	  Trust:	  [103,	  true];	   	   	  
	  
Figure	  6.9	  (ii).	  Computation	  state	  at	  end	  of	  superstep	  0	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Figure	  6.9	  (iii).	  Computation	  state	  at	  end	  of	  superstep	  1	  
Vertex	  100:	  
	   Vertex	  value:	  0.0	  
	   Sent	  Messages:	  null	  
	  
Vertex	  101:	  
	   Vertex	  value:	  	  
	   	   TrustRating:	  [1:[100:-­‐1],]	  
	   	   Excluded	  users:	  [100:[100,101,102,103,104]]	  
	   Sent	  Messages:	  null	  //Message	  to	  104	  with	  respect	  to	  100	  at	  depth	  2	  is	  not	  
sent	  as	  propagate	  attrbute	  is	  not	  set	  based	  on	  LPOT	  
	   	   	  
Vertex	  102:	  
	   Vertex	  value:	  	  
	   	   TrustRating:	  [1:[100:1],]	  
	   	   Excluded	  users:	  [100:[100,101,102,103,104]]	  
	  
	   Sent	  Messages:	  	  
//Message	  to	  104	  from	  100	  is	  not	  sent	  as	  104	  is	  in	  excluded	  list	  with	  respect	  to	  
100.	  This	  is	  because	  100	  has	  path	  length	  to	  104	  less	  than	  path	  length	  via	  102	  	  
	   	   Target	  Vertex	  Id:	  105	  
	   	   	   //	  Rating	  from	  100	  to	  105	  via	  102	  at	  depth	  2	  
	   	   	   Trust	  Rating:	  [2:[100:-­‐1],]	  	  
	   	   	   //	  Add	  105	  to	  list	  
	   	   	   Excluded	  users:	  [100:[101,102,103,104,105]]	  	  
	  
Vertex	  103:	  
	   Vertex	  value:	  	  
	   	   TrustRating:	  [1:[100:1],]	  
	   	   Excluded	  users:	  [100:[100,101,102,103,104]]	  
	  
	   Sent	  Messages:	  	  
	   	   Target	  Vertex	  Id:	  105	  
	   	   	   //	  Rating	  from	  100	  to	  105	  via	  103	  at	  depth	  2	  
	   	   	   Trust	  Rating:	  [2:[100:1],]	  	  
	   	   	   //	  Add	  105	  to	  list	  
	   	   	   Excluded	  users:	  [100:[101,102,103,104,105]]	  	  
	   	   	   Propagate	  Trust:	  [100,	  true];	  
Vertex	  104:	  
	   Vertex	  value:	  	  
	   //	  Trust	  ratings	  at	  depth	  1	  from	  100,	  101,	  102	   	  
	   	   TrustRating:	  [1:[100:1],[101,1],[102,,1]]	  
	   	   Excluded	  users:	  [100:[100,101,102,103,104],	  101:[101,104],	  	  	  
102:[102,104]]	  
	  
	   Sent	  Messages:	  null	  
	  
Vertex	  105:	  
	   Vertex	  value:	  	  
	   //	  Ratings	  at	  depth	  1	  from	  102,	  103	   	  
	   	   TrustRating:	  [1:[102:-­‐1],[103,1]]	  
	   	   Excluded	  users:	  [102:[102,104,105],	  103:[103,105]]	  
	  
	   Sent	  Messages:	  null	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   Computation	   state	   of	   the	   algorithm	   at	   the	   end	   of	   superstep	   1	   is	   shown	   in	  
Figure	  6.9	   (iii).	   The	   state	   of	   the	   vertex	   is	   stored	   in	   vertex	   value.	  As	  demonstrated	  
vertex	  value	  contains	  the	  trust	  ratings	  with	  associated	  depth	  and	  source	  vertices	  as	  
well	   as	   excluded	   users	   corresponding	   to	   each	   source	   vertex.	   Also	   trust	   path	   from	  
100à102à104	   is	   not	   considered	   as	   there	   is	   a	   shorter	   path	   from	   100à104	   and	  
hence	  message	  is	  not	  sent	  to	  104	  from	  102	  wit	  respect	  to	  source	  vertex	  100.	  This	  is	  
achieved	  by	  keeping	  track	  of	  excluded	  vertex	  ids	  with	  respect	  to	  the	  source	  vertex.	  	  
	   Algorithm	  continues	   to	   superstep	  2	   as	   there	   are	   two	  messages	   sent	   to	  105	  
from	  vertices	  102	  and	  103.	  These	  messages	  are	  to	  calculate	  trust	  inference	  ratings	  
for	   paths	   100à102à105	   and	   100à103à105,	   which	   calculate	   trust	   rating	   from	  
100	   to	   105.	   Based	   on	   this	   we	   can	   derive	   the	   correlation	   between	   depth	   of	   the	  
traversal	  and	  superstep	  number	  as	  indicated	  in	  the	  algorithm.	  	  
	   Figure	  6.9	  (iv)	  indicates	  the	  computation	  state	  of	  the	  algorithm	  at	  the	  end	  of	  
superstep	   2.	   Vertex	   105	   contains	   trust	   ratings	   from	   102	   and	   103	   at	   depth	   1	   and	  
trust	   rating	   from	  100	  at	  depth	  2.	   Please	  note	   that	   trust	   rating	   from	  100	   to	  105	   is	  
represented	   as	   ambiguous	   based	   on	   count-­‐based	   semantics	   of	   LPOT	  model.	   Since	  
the	   most	   trusted	   neighbors	   of	   100	   i.e.,	   102	   and	   103	   has	   distrust	   and	   trust	  
respectively	  on	  user	  105,	  trust	  is	  inferred	  as	  ambiguous.	  	  
Algorithm	   terminates	   since	   there	   are	  no	  messages	   generated	   across	   all	   the	  
vertices	  in	  the	  graph	  for	  this	  superstep.	  This	  example	  demonstrates	  till	  superstep	  2	  
because	   the	   maximum	   depth	   in	   the	   example	   is	   2.	   This	   works	   higher	   supersteps	  
depending	   on	   the	   graph	   structure.	   Since	   trust	   diminishes	   with	   path	   length,	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applications	   can	   configure	   the	   maximum	   number	   of	   supersteps	   to	   be	   executed	  
irrespective	  of	  the	  maximum	  path	  length	  in	  the	  graph.	  
	  
Figure	  6.9	  (iv).	  Computation	  state	  at	  end	  of	  superstep	  2	  
Vertex	  100:	  
	   Vertex	  value:	  0.0	  
	   Sent	  Messages:	  null	  
	  
Vertex	  101:	  
	   Vertex	  value:	  	  
	   	   TrustRating:	  [1:[100:-­‐1],]	  
	   	   Excluded	  users:	  [100:[100,101,102,103,104]]	  
	   Sent	  Messages:	  null	  	  
	   	   	  
Vertex	  102:	  
	   Vertex	  value:	  	  
	   	   TrustRating:	  [1:[100:1],]	  
	   	   Excluded	  users:	  [100:[100,101,102,103,104]]	  
	  
	   Sent	  Messages:	  null	  
	  
Vertex	  103:	  
	   Vertex	  value:	  	  
	   	   TrustRating:	  [1:[100:1],]	  
	   	   Excluded	  users:	  [100:[100,101,102,103,104]]	  
	  
	   Sent	  Messages:	  null	  
	   	   	  	  
Vertex	  104:	  
	   Vertex	  value:	  	  
	   //	  Trust	  ratings	  at	  depth	  1	  from	  100,	  101,	  102	   	  
	   	   TrustRating:	  [1:[100:1],[101,1],[102,,1]]	  
	   	   Excluded	  users:	  [100:[100,101,102,103,104],	  101:[101,104],	  	  	  
102:[102,104]]	  
	  
	   Sent	  Messages:	  null	  
	  
Vertex	  105:	  
	   Vertex	  value:	  	  
	   //	  Ratings	  at	  depth	  1	  from	  102,	  103	   and	  depth	  2	  from	  100	  
	   	   TrustRating:	  [1:[102:-­‐1],[103,1],	  2:[100:Ambigous]]	  
	   	   Excluded	  users:	  [102:[102,104,105],	  103:[103,105],	  
100:[101,102,103,104,105]	  
	   Sent	  Messages:	  null	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   Each	  vertex	  holds	  the	  trust	  ratings	  from	  other	  vertices	  and	  associated	  depths.	  
Excluded	   users	   at	   vertex	   value	   don’t	   have	   significance	   as	   the	   algorithm	   is	  
terminated.	   These	   are	   used	   during	   the	   algorithm	   execution.	   Trust	   ratings	   at	   each	  
vertex	   from	   source	   vertices	   and	   depth	   will	   be	   passed	   to	   output	   format	   that	  
generates	  the	  output	  in	  desired	  format.	  	  
6.2.3.	  Output:	  
	   	  
	   We	   implemented	   IdWithLocalTrustValueVertexOutputFormat that	  
parses	  the	  vertex	  value	  to	  generate	  the	  output	  in	  the	  below	  format.	  	  
<VertexId>:	  [<depth>:	  [<SourceVertexId>,	  <Trust	  Rating>]]	  
	   This	   class	   implements	   TextVertexOutputFormat	   class	   of	   Giraph	   to	  
generate	   the	  output	   for	  each	  vertex.	  This	  way	  each	  vertex	   (user)	  has	   trust	   ratings	  
and	  depth	  from	  other	  users.	  This	  format	  should	  be	  useful	  to	  recommend	  an	  item	  to	  
particular	  user.	  User	  can	  check	  the	  trusted	  neighbor	  at	  depth	  1	  and	  see	  if	  any	  of	  the	  
users	   has	   rated	   the	   item	   to	   come	   up	   with	   prediction	   for	   the	   item.	   If	   use	   case	  
demands	   to	   consider	   trust	   ratings	   from	   all	   the	   users	   till	   certain	   depth	   then	   this	  
framework	  supports	  it	  as	  the	  data	  is	  available.	  
	  If	   we	   need	   source	   to	   destination	   ratings	   then	   the	   output	   can	   be	   run	   as	   a	  
MapReduce	  job	  that	  can	  map	  and	  aggregate	  the	  values	  based	  on	  source.	  Also	  Giraph	  
supports	  integration	  with	  HBase	  to	  load	  the	  input	  and	  output	  data	  from/into	  HBase.	  	  
As	   shown,	  distributed	   implementation	  of	   LPOT	  model	   is	  powerful	   as	   it	   can	  
provide	  trust	  ratings	  for	  all	  users	  in	  the	  graph	  within	  specified	  depth	  in	  a	  single	  job.	  
This	  model	  handles	  large	  data	  sets	  and	  can	  scale	  with	  the	  number	  of	  machines	  in	  the	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cluster.	   In	   the	   next	   Section,	   we	   will	   explain	   the	   experimental	   evaluation	   of	   this	  
model	  by	  executing	  on	  a	  cluster	  of	  machines	  on	  Amazon	  EC2.	  	  
6.2.4.	  Tidal	  Trust	  and	  Mole	  Trust:	  
	   	  
	   Tidal	  trust,	  and	  Mole	  trust	  models	  can	  be	  implemented	  in	  distributed	  mode	  
using	   the	   same	   procedure	   as	   DLPOT.	   Main	   difference	   is	   in	   trust	   computation	   as	  
represented	   in	   lines	  20-­‐45	  of	  DLPOT	  pseudo	   code.	   In	   addition,	   for	  DLPOT	   trust	   is	  
propagated	   based	   on	   local	   partial	   order.	   For	   Tidal	   trust	   as	   well	   as	   Mole	   trust	   is	  
propagated	  based	  on	  trust	  thresholds.	  Essentially,	  at	  the	  high	  level	  same	  framework	  
can	  be	  applied	  to	  execute	  Tidal	  trust,	  and	  Mole	  trust	  models.	  
6.3.	  Experimental	  Evaluation:	  
	  
Standard	  and	  extended	  epinions	  data	  sets	  described	  in	  Chapter	  4	  are	  used	  to	  
perform	   the	   experiments	   to	   evaluate	   the	   distributed	   implementation	   of	   LPOT	  
algorithm	  on	  cloud	  infrastructure.	  	  
6.3.1.	  Cloud	  Infrastructure:	  	  
	  
	   We	  created	  a	  cluster	  of	  eleven	  nodes	  of	  type	  m3.medium1	  on	  Amazon	  Elastic	  
Cloud	  Compute	  (EC2)	  2.	  Each	  machine	  has	  Intel(R)	  Xeon(R)	  CPU	  E5-­‐2650	  0	  @	  
2.00GHz	  processor,	  3.75	  GB	  RAM,	  4GB	  SSD	  storage.	  Hadoop	  cluster	  is	  created	  on	  
these	  11	  machines	  with	  one	  machine	  service	  as	  master	  and	  rest	  as	  workers	  as	  
shown	  in	  Figure	  6.10.	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   Figure	  6.10.	  Hadoop	  Cluster	  on	  Amazon	  EC2	  
	  
6.3.2.	  Running	  the	  algorithm:	  
	   	  
	   Giraph	   jobs	   can	   be	   executed	   on	   Hadoop	   cluster	   by	   specifying	   the	   Giraph	  
executable	  as	  custom	  jar	  with	  associated	  input	  and	  output	  formats.	  Steps	  to	  build	  and	  
deployment	  of	  Giraph	  on	  a	  Hadoop	  cluster	  are	  explained	  in	  [14].	  	  
	   For	   DLPOT,	   we	   implemented	   LocalPartialOrderTrustVertex	   that	  
performs	   the	   vertex	   centric	   computation	   mentioned	   in	   Section	   6.2.	   We	   use	  
LongDoubleTWritableAdjacencyListVertexInputFormat	   input	   format,	  which	  
takes	  the	  trust	  network	  represented	  as	  adjacency	  list	  in	  tab-­‐limited	  format.	  	  Output	  
format	   is	   implemented	   using	   IdWithLocalTrustValueVertexOutputFormat 
that	  writes	  the	  output	  in	  custom	  format.	  	  
	  
______________________________________________________________________________	  
1	  http://aws.amazon.com/ec2/instance-­‐types/	  
2	  http://aws.amazon.com/ec2/	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For	   the	   case	   of	   trust	   network,	   we	   write	   user	   ID	   and	   associated	   trust	  
prediction	   ratings	   at	   respective	   depth	   of	   prediction.	   In	   this	   evaluation,	   input	   and	  
output	  is	  performed	  by	  reading	  and	  writing	  to	  HDFS.	  Giraph	  supports	  reading	  data	  
from	  HBase,	  Hive,	  HCatalog,	   Cassandra	  data	   stores.	  This	  will	   be	  useful	   to	  perform	  
the	  chain	  of	  Giraph	  jobs	  with	  data	  manipulation	  between	  the	  jobs.	  	  
	   We	   used	   Hadoop	   0.20.203	   distribution	   in	   building	   Hadoop	   cluster.	   Giraph	  
having	  the	  implementation	  of	  DLPOT	  algorithm	  is	  built	  with	  this	  version	  of	  Hadoop	  
in	  POM1	  file.	  	  We	  executed	  the	  algorithm	  using	  1.1.0-­‐SNAPSHOT	  version	  of	  Giraph.	  	  
Figure	  6.11.	  Command	  to	  execute	  Giraph	  Job	  
	   Figure	  6.11	   represents	   the	   command	  used	   to	  execute	   the	  DLPOT	  algorithm	  
using	  Giraph	  on	  a	  Hadoop	  cluster.	  At	  the	  high	  level	  it’s	  a	  Hadoop	  job	  executed	  using	  
a	  custom	  Giraph	  jar	  having	  DLPOT	  algorithm.	  GiraphRunner	  is	  the	  main	  class	  that	  
will	   be	   executed	   accepting	   a	   set	   of	   options2	   as	   arguments.	  
LocalPartialOrderTrustVertex has	   the	   vertex	   centric	   logic	   for	   DLPOT	  
described	   in	   Figure	   6.7.	   Vertex	   Input	   and	   Output	   formats	   are	   specified	   using	  
arguments	   vif	   and	   vof.	   VertexInputFormat	   parses	   the	   input	   specified	   using	   vip	  
argument	  having	  the	  input	  path	  in	  HDFS	  whereas	  the	  VertexOutputFormat	  parses	  
______________________________________________________________________________	  
1	  https://maven.apache.org/pom.html	  
2	  https://giraph.apache.org/options.html	  
bin/hadoop	  jar	  giraph-­‐DLPOT-­‐1.1.0-­‐SNAPSHOT-­‐for-­‐hadoop-­‐0.20.203.0-­‐jar-­‐with-­‐
dependencies.jar	  org.apache.giraph.GiraphRunner	  
org.apache.giraph.examples.LocalPartialOrderTrustVertex	  -­‐vif	  
org.apache.giraph.io.formats.LongDoubleTWritableAdjacencyListVertexInputFormat	  
-­‐vof	  org.apache.giraph.io.formats.IdWithLocalTrustValueVertexOutputFormat	  -­‐vip	  
input/giraph_tab.txt	  -­‐-­‐outputPath	  output/	  -­‐w	  10	  -­‐ca	  giraph.numComputeThreads=2	  
-­‐-­‐ca	  giraph.maxNumberOfSupersteps=4	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the	   data	   stored	   in	   each	   vertex	   into	   appropriate	   format	   defined	   by	   user	   and	   stores	   in	  
HDFS. Depending	  on	  the	  input	  representation	  appropriate	  input	  format	  need	  to	  be	  
used	  that	  splits	  into	  vertices	  and	  edges.	  For	  these	  experiments,	  trust	  network	  input	  	  
is	  represented	  as	  adjacency	  list	  and	  hence	  AdjacencyListInputFormat	  is	  used	  to	  	  
handle	   the	   input.	   IdWithLocalPartialOrderTrustOutputFormat	   is	   used	   that	  
stores	  the	  Vertex	  ID	  and	  associated	  trust	  ratings	  predicted	  at	  respective	  depths.	  
	   Maximum	   number	   of	   supersteps	   to	   execute	   is	   governed	   by	   the	   option	  
maxNumberOfSuperSteps.	  Option	  ‘w’	  is	  used	  to	  create	  the	  number	  of	  worker	  map	  
tasks.	  Recommended	   approach	   is	   to	   create	   the	  number	   of	   tasks	   as	   the	  number	   of	  
nodes	   in	   cluster	   and	   number	   of	   compute	   threads	   per	   worker	   task	   to	   number	   of	  
cores	  in	  each	  node.	  This	  is	  not	  a	  generic	  recommendation	  that	  fits	  for	  all	  application	  
types	   and	   need	   to	   be	   benchmarked	   to	   suit	   specific	   application	   requirements.	   For	  
this	   experiment,	  we	   chose	  number	  of	  worker	   tasks	   as	  number	  of	  nodes	   in	   cluster	  
and	  two	  compute	  threads	  for	  each	  node	  in	  the	  cluster.	  	  
6.3.3.	  Anatomy	  of	  Giraph	  Job:	  
	  
Figure	  6.12	   shows	   the	   job	  details	   of	  Giraph	  execution	  on	  a	  Hadoop	   cluster.	  
Giraph	  Timers	  Section	  indicates	  the	  total	  time	  took	  for	  the	  Giraph	  job	  with	  details	  of	  
time	   taken	   for	   various	   steps.	   Initialize	   step	   indicate	   the	   time	   taken	   to	   get	   the	  
resources	  such	  as	   the	  worker	  nodes	   in	   the	  cluster	  and	  register	  with	  master.	  Setup	  
step	   involves	   time	   taken	   before	   reading	   the	   input.	   Input	   superstep	   is	   to	   read	   the	  
input	  using	  appropriate	  VertexInputFormat,	  create	  partitions	  and	  assign	  to	  workers.	  
Superstep	   timers	   show	   the	   time	   taken	   to	   execute	   a	   specific	   superstep.	   Shutdown	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step	   include	   releasing	   the	   resources.	   Giraph	   stats	   show	   the	   aggregate	   edges,	  
vertices,	  sent	  messages,	  size	  of	  messages	  in	  recent	  superstep.	  
	  
	  
	  
	   Figure	  6.12.	  Giraph	  Job	  Stats	  and	  Timers	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6.3.4.	  Experiment	  Results:	  
	  
	   Experiments	   are	   conducted	  with	   Standard	   and	  Extended	   epinions	  datasets.	  
Standard	   dataset	   contains	   49K	   users	   having	   486K	   trust	   ratings.	   Extended	   dataset	  
contains	   121K	   users	   having	   838K	   trust	   and	   distrust	   ratings.	   Users	   can	   be	  
represented	  as	   vertices	   and	   trust/distrust	   ratings	   as	   edges	   in	   the	  network	   for	   the	  
DLPOT	  computation	  using	  Giraph	  on	  a	  Hadoop	  cluster.	  Based	  on	  these	  datasets,	  we	  
conduct	  experiments	  to	  evaluate	  the	  performance	  of	  DLPOT	  algorithm	  with	  increase	  
in	  number	  of	  nodes	  in	  the	  cluster.	  Also	  we	  will	  demonstrate	  the	  performance	  of	  the	  
algorithm	  with	   increase	   in	  number	  of	  vertices	  on	  a	  cluster	  having	  fixed	  number	  of	  
nodes.	  	  
6.3.4.1.	  Performance	  with	  number	  of	  nodes	  in	  cluster:	  
	   	  
Figure	  6.13	  illustrates	  the	  performance	  of	  DLPOT	  algorithm	  with	  increase	  in	  
number	  of	  worker	  nodes	  in	  the	  cluster.	  The	  experiment	  is	  conducted	  using	  Standard	  
epinions	   dataset.	   Master	   is	   run	   on	   a	   separate	   node	   in	   the	   cluster.	   Tasks	   are	  
performed	  on	   the	  worker	  nodes.	  For	   these	  experiments,	  one	   task	   is	  performed	  on	  
each	  worker	  node	  with	  two	  compute	  threads	  as	  explained	  Section	  6.3.2.	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   Figure	  6.13.	  Total	  runtime	  execution	  with	  varying	  number	  of	  worker	  nodes	  for	  
standard	  epinions	  trust	  network.	  
	  
Results	  in	  Figure	  6.13	  indicate	  runtime	  of	  the	  DLPOT	  algorithm	  with	  increase	  
in	   worker	   nodes	   to	   illustrate	   the	   scalability	   aspect.	   This	   algorithm	   is	   run	   for	  
Standard	  epinions	  dataset	  computing	  trust	  predictions	  for	  all	  users	  in	  the	  network	  
till	  depth	  3.	  With	  increase	  in	  number	  of	  worker	  nodes	  from	  1	  to	  10,	  response	  time	  
reduced	  from	  753	  seconds	  to	  114	  seconds.	  This	  gives	  a	  speed	  up	  of	  6.6	  with	  increase	  
in	  worker	  nodes	  by	  a	  factor	  of	  10.	  
To	   show	   that	   the	   speed	   up	   is	   transparent	   to	   the	   number	   of	   vertices	   in	   the	  
input	  graph,	  we	  conducted	  experiments	  with	  standard	  dataset	  having	  49K	  vertices	  
and	   extended	   dataset	   having	   121K	   vertices	   on	   a	   cluster	   with	   varying	   number	   of	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worker	  nodes.	  Figure	  6.14	  demonstrates	  that	  the	  algorithm	  scales	  with	  the	  number	  
of	  worker	  nodes	  in	  the	  cluster.	  
	  
Figure	  6.14.	  Runtime	  execution	  with	  varying	  number	  of	  worker	  nodes	  for	  standard	  and	  
extended	  epinions	  trust	  network.	  
6.3.4.2.	  Superstep	  performance	  with	  number	  of	  nodes:	  
	  
Figure	  6.15	   illustrates	   the	  performance	  of	   the	   algorithm	  at	   each	   superstep.	  
Trust	   predictions	   at	   depth	   n	  will	   be	   computed	   at	   superstep	   n.	   Runtime	   increases	  
with	  superstep	  as	  the	  number	  of	  trust	  statements	  to	  process	  increases.	  As	  shown	  in	  
Figure	   6.15,	   DLPOT	   algorithm	   scales	   with	   the	   number	   of	   worker	   nodes	   at	   each	  
superstep.	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   Figure	  6.15.	  Superstep	  runtime	  execution	  with	  varying	  number	  of	  worker	  nodes	  
for	  standard	  epinions	  trust	  network.	  
6.3.4.3.	  Performance	  with	  increase	  in	  number	  of	  vertices:	  
	   	  
	   To	   demonstrate	   how	  DLPOT	   algorithm	   scales	  with	   number	   of	   users	   in	   the	  
trust	  network,	  we	  performed	  the	  experiments	  using	  Standard	  epinions	  dataset	  and	  
extended	   epinions	   dataset	   on	   an	   eleven-­‐node	   cluster	   with	   one	   node	   assigned	   for	  
master	  and	  ten	  worker	  nodes.	  Figure	  6.16	  shows	  that	  run	  time	  of	  DLPOT	  algorithm	  
increases	   linearly	  with	   the	  number	  of	  vertices	   for	  a	   fixed	  cluster	  size.	   In	   this	  case,	  
increase	  in	  number	  of	  vertices	  by	  a	  factor	  of	  2.4	  lead	  to	  response	  time	  increase	  by	  a	  
factor	  of	  2.14.	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Figure	  6.16.	  Runtime	  execution	  with	  varying	  number	  of	  input	  vertices	  on	  11-­‐node	  
cluster	  with	  10	  worker	  nodes.	  	  
6.4.	  Conclusion:	  
	  
	  
	   In	   this	   Chapter,	   we	   provided	   different	   architectures	   of	   Distributed	   Trust	  
Aware	  Recommender	   systems	   outlining	   the	   pros	   and	   cons	   of	   each	   approach.	   	  We	  
proposed	  DLPOT	   algorithm	   and	   provided	   the	   pseudo	   code	   demonstrating	   various	  
steps	   involved	   in	   the	   execution	   of	   the	   distributed	   algorithm	   with	   illustrative	  
example.	   Algorithm	   abstracts	   the	   user	   from	   the	   distributed	   aspects	   such	   as	   fault	  
tolerance,	  concurrency	  etc.,	  and	  is	  simple	  to	  reason	  with	  a	  vertex	  centric	  approach.	  	  
Details	  of	  the	  cloud	  infrastructure,	  steps	  to	  run	  the	  Giraph	  job	  in	  cloud	  and	  anatomy	  
of	   a	   Giraph	   job	   are	   provided	   to	   give	   necessary	   information	   to	   setup	   and	   run	   the	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algorithm	   in	  cloud.	  Giraph	   is	  executed	  as	  a	  Hadoop	   job	  and	  hence	   the	  monitoring,	  
logging	   provided	   by	   Hadoop	   can	   be	   leveraged.	   Experiments	   are	   conduced	   using	  
Standard	  and	  Extended	  epinions	  dataset	  on	  an	  11-­‐node	  Hadoop	  cluster	  on	  Amazon	  
EC2	   environment.	   We	   demonstrated	   that	   the	   DLPOT	   algorithm	   scales	   well	   with	  
increase	   in	   number	   of	   nodes	   in	   the	   cluster.	   Also	   for	   a	   fixed	   cluster	   size,	   DLPOT	  
algorithm	  has	  a	  linear	  increase	  in	  response	  time	  with	  increase	  in	  the	  network	  size.	  
We	   provided	   approaches	   to	   integrate	   DLPOT	   algorithm	   with	   user	   item	  
recommendation	  predictions.	  As	  demonstrated	  simplicity	  of	  building	  the	  algorithm,	  
and	   scalability	   makes	   these	   approaches	   well	   suited	   for	   handling	   trust	   based	  
recommender	  models	  on	   large	   scale.	  These	  approaches	   can	  be	  extended	   for	  other	  
large-­‐scale	  graph	  processing	  applications.	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7.	  Conclusion	  and	  Future	  Work	  
	  
	  
	   Trust	  plays	  an	   important	   role	   in	  many	  domains.	  Trust	  propagation	  models,	  
reviewed	   in	   detail	   in	   this	   thesis,	   is	   being	   integrated	   in	   many	   applications	   i.e.,	  
recommender	   systems,	   information	   retrieval	   systems,	   sensor	   networks	   etc.,	   to	  
improve	   the	   quality	   of	   results.	   Real	   world	   systems	   operate	   on	   various	   types	   of	  
datasets	   and	   solve	   variety	   of	   problems.	   In	   this	   thesis,	   we	   proposed	   several	  
extensions	  that	  can	  be	  applied	  to	  trust	  propagation	  models.	  These	  extensions	  can	  be	  
implemented	  as	   tunable	  parameters	   in	  the	  system,	  which	  can	  be	  configured	   in	  the	  
application	   depending	   the	   type	   of	   problem	   and	   dataset.	   The	   objective	   is	   to	  make	  
trust	  propagation	  models	  flexible	  to	  handle	  variety	  of	  real	  world	  use	  cases.	  
	   In	  addition	  to	  variety,	  real	  world	  applications	  need	  to	  handle	  the	  volume	  and	  
velocity	  of	  the	  data.	  For	  example,	  trust	  propagation	  models	  in	  the	  context	  of	  social	  
networks	  need	  to	  operate	  on	  hundreds	  of	  millions	  of	  users.	  Also,	  connections	  among	  
users	   are	   added	   and	   modified	   to	   the	   network	   at	   rapid	   rate.	   To	   handle	   these,	  
scalability	   and	   performance	   of	   trust	   propagation	   models	   is	   extremely	   important.	  
With	   this	   objective,	  we	   reviewed	   the	   desired	   attributes	   for	   processing	   large-­‐scale	  
graphs.	  We	  developed	  and	   implemented	  distributed	  LPOT	  model	  based	  on	  Apache	  
Giraph	   with	   appropriate	   trust	   propagation	   extensions.	   Unlike	   existing	   trust	  
propagation	   models,	   this	   algorithm	   computes	   the	   trust	   for	   all	   other	   users	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encountered	  till	  the	  maximum	  configured	  depth	  in	  the	  network.	  This	  gives	  flexibility	  
to	   easily	   apply	   various	   trust	   propagation	   extensions	   proposed	   in	   this	   work.	  We	  
deployed	   the	   distributed	   model	   on	   Amazon	   EC2	   cloud	   infrastructure	   and	  
demonstrated	   the	   scalability	   and	   performance.	   Also,	   we	   presented	   different	  
architectures	  of	  distributed	  trust	  aware	  recommender	  systems	  that	  can	  be	  selected	  
based	  on	  application	  needs.	  This	  work	  makes	  it	  possible	  to	  apply	  trust	  propagation	  
models	  on	  large-­‐scale	  applications.	  	  
	   In	   this	  work,	  we	  used	  Epinions.com	  dataset	   having	   binary	   trust	   ratings	   for	  
evaluating	   recommendation	   predictions.	   Due	   to	   the	   limitation	   of	   datasets	   with	  
explicit	   real	   valued	   trust	   and	  distrust	   ratings	   as	  well	   as	   trust	   scope,	   evaluation	   of	  
LPOT	   is	   performed	   on	   dataset	   with	   binary	   trust	   ratings.	   It	   will	   be	   interesting	   to	  
perform	   the	   experiments	   on	   different	   kind	   of	   datasets,	   and	   applying	   the	   trust	  
propagation	  extensions	  proposed	  in	  this	  work.	  We	  can	  extend	  the	  distributed	  LPOT	  
to	  develop	  generic	  distributed	  trust	  model	  with	  proposed	  extensions.	  	  
We	   proposed	   different	   distributed	   architectures	   with	   trade-­‐offs	   on	   data	  
freshness,	   operational	   efficiency,	   performance,	   and	   modularity.	   Appropriate	  
architecture	   can	  be	   selected	  depending	   on	   application’s	   requirements	   and	   type	   of	  
datasets.	  Also,	  we	  would	  like	  to	  explore	  the	  applicability	  of	  distributed	  approaches	  
mentioned	   in	   this	   work	   in	   other	   domains	   that	   operate	   on	   large-­‐scale	   networks.
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