We consider the KZ differential equations over C in the case, when its multidimensional hypergeometric solutions are one-dimensional integrals. We also consider the same differential equations over a finite field F p . We study the space of polynomial solutions of these differential equations over F p , constructed in a previous work by V. Schechtman and the author. The module of these polynomial solutions defines an invariant subbundle of the associated KZ connection modulo p. We describe the algebraic equations for that subbundle and argue that the equations correspond to highest weight vectors of the associated sl 2 Verma modules over the field F p . ⋆
Introduction
The KZ connection is a flat connection on a trivial complex vector bundle, whose fiber is the tensor product of Lie algebra modules, see [KZ, EFK] . The connection has an important invariant subbundle of conformal blocks defined in conformal field theory. The algebraic equations for this subbundle are useful for applications. The algebraic equations were described in [FSV1, FSV2, FSV3] . In [SV1, SV2] flat sections of the KZ connection were constructed in the form of multidimensional hypergeometric integrals. It was shown in [FSV1, FSV2, FSV3] that these hypergeometric flat sections always are sections of the subbundle of conformal blocks.
Recently in [SV4] the KZ connection was considered over a finite field F p and polynomial flat sections of the KZ connection were constructed as p-analogs of the hypergeometric flat sections of the KZ connection over the field C, see also [V3, V4, V5, SliV2] . We call these sections the arithmetic flat sections of the KZ connection over F p .
The problem is to describe the algebraic equations for the subbundle spanned by the arithmetic flat sections. We consider the particular case of the KZ connection in which the hypergeometric flat sections over the field C are given by one-dimensional integrals. We identify the annihilator of the subbundle of arithmetic flat sections with a certain space of rational functions in one variable x over the field F p (z). That space is related to the De Rham complex of rational differential forms on the curve of genus zero with punctures. That De Rham complex over the field C was studied in [SV3] to relate it to the highest weight vectors in reduced Verma modules over the complex affine Lie algebra sl 2 .
In the end of the paper we argue that the annihilator of the module of arithmetic flat sections is related to highest weight vectors in the Verma modules of sl 2 considered over the field F p .
The paper is organized as follows. In Section 2 we describe our example of the KZ differential equations, construct its solutions over C and F p . In Section 3 we discuss the annihilator of the module of arithmetic flat sections and identify it with a certain space of rational functions in one variable x. In Section 4 we describe a set of generators in the annihilator, which gives us a set of explicit algebraic equations satisfied by the arithmetic flat sections. In Section 5 we argue that the algebraic equations for arithmetic flat sections are related to highest weight vectors in the Verma modules of the affine Lie algebra sl 2 considered over F p .
The author thanks Vadim Schechtman and Alexey Slinkin for useful discussions.
KZ equations
2.1. Description of equations. In this paper the numbers p, q are prime numbers, n a positive integer, p > n, n = kq + 1 for some k ∈ Z >0 . We study the following system of equations for a column vector I(z) = (I 1 (z), . . . , I n (z)) :
and all other entries of Ω ij are zero. This joint system of differential and algebraic equations is called the system of KZ equations in this paper. System (2.1) is the system of the classical KZ differential equations associated with the Lie algebra sl 2 and the subspace of highest weight vectors of weight n − 2 of the tensor product V ⊗n , where V is the irreducible two-dimensional sl 2 -module, up to a gauge transformation, see this example in [V2, Section 1.1] . See also [V1, SliV2] .
We consider system (2.1) over the field C and the field F p with p elements.
2.2. Solutions over C. All solutions of (2.1) have the form
and γ is an element of the first homology group of the algebraic curve with affine equation
Starting from such γ, chosen for given {z 1 , . . . , z n } ⊂ C, the vector I (γ) (z) can be analytically continued, as a multivalued holomorphic function of z, to the complement in C n to the union of the diagonal hyperplanes z i = z j .
The complex vector space of such integral solutions is the n − 1-dimensional vector space of all solutions of system (2.1). See these statements in the example in [V2, Section 1.1], also in [SliV2] .
2.3. Solutions over F p . Polynomial solutions of the general KZ differential equations over F p were constructed in [SV4] . The particular case of system (2.1) was studied in [SliV2] . For q = 2 system (2.1) was studied in [V5] .
Denote by a the unique integer such that 1 a < q and q | (ap − 1) .
where P i (z) are n-vectors of polynomials in z 1 , . . . , z n with coefficients in F p .
Theorem 2.1 ([SV4, Theorem 1.2]). For any positive integer l, the vector of polynomials P lp−1 (z) is a solution of system (2.1).
Theorem 2.1 is a particular case of [SV4, Theorem 2.4 ]. Cf. Theorem 2.1 in [K] . See also [V3, V4, V5, SliV2] .
The solutions P lp−1 (z) given by this construction are called the arithmetic solutions of system (2.1). They are p-analogs of the hypergeometric solutions (2.2), in which the integration over a cycle γ in the integrals of formula (2.2) is replaced by taking the coefficient of x lp−1 in the Taylor expansion of the integrands.
Denote F p [z p ] := F p [z p 1 , . . . , z p n ]. The set of all polynomial solutions of system (2.1) with coefficients in F p is a module over the ring F p [z p ] since equations (2.1) are linear and
spanned by arithmetic solutions, is called the module of arithmetic solutions.
The range for the index l is defined by the inequalities 0 < lp − 1 nM − 1. This implies that l = 1, . . . , ak, see [SliV2, Lemma 5.1].
Module of arithmetic solutions
3.1. Auxiliary fields and rings. For variables u = (u 1 , . . . , u r ), denote by F p (u) = F p (u 1 , . . . , u r ) the field of rational functions in u 1 , . . . , u r with coefficients in F p . Denote by F p (u)[x] the ring of polynomials in x with coefficients in F p (u). Denote by F p (u p ) ⊂ F p (u) the subfield of rational functions in u p 1 , . . . , u p r .
3.2. Auxiliary lemma.
. Then degh(t) < deg h(t) and Wr(g,h) = Wr(g, h).
We iterate this procedure, which decreases the degree of one of the two polynomials h, g by a multiple of p while keeping the Wronskian of the two polynomials equal to zero. The procedure will stop when one of the polynomials becomes zero. That means that the last nonzero polynomial j(t) ∈ F p [t] divides the initial polynomials g(t), h(t) and the ratios a(t) := g(t)/j(t) and b(t) :
be the F p (z)-vector subspace of F p (z) n spanned by arithmetic solutions.
Recall that the KZ connection is defined by the commuting differential operators ∇ i , i = 1, . . . , n,
The arithmetic solutions P lp−1 (z) are flat sections of the KZ connection. 
Lemma 3.4. Let I 1 (z), . . . , I l (z) be flat sections of the KZ connection linearly independent over the field F p (z p ). Then the F p (z)-vector subspace of F p (z) n spanned by I 1 (z), . . . , I l (z) is of dimension l.
Proof. The proof is by induction. The statement is true for l = 1. Assume that it is true for all l < m and prove it for l = m. Assume that I 1 (z), . . . , I m (z) are linearly independent over F p (z p ) but dependent over F p (z):
for some c j (z) ∈ F p (z) not all equal to zero. If at least one of the coefficients c j (z) is zero, then (3.3) contradicts to the induction assumption. Hence all c j (z) are nonzero. Divide (3.3) by c 1 (z) and obtain the new relation of the form
Apply ∇ i to (3.4) and obtain Theorem 3.6. We have (c 1 (z), . . . , c n (z)) ∈ Ann(M Fp(z) ) if and only if there exists a poly-
Proof. The polynomial Q(x, z) with property (3.8) exists if and only if the Taylor expansion of the polynomial n j=1 c j (z) Φ(x,z)
x−z j with respect to x has zero coefficients for all of the monomials x lp−1 , l = 1, . . . , ak. That property is equivalent to the property that (c 1 (z), . . . , c n (z)) ∈ Ann(M Fp(z) ) .
Hence a polynomial Q(x, z) in Theorem 3.6, if exists, can be chosen to be in F p (z)[x] M n .
Define the map
Define the n-dimensional vector space
the span of the polynomials Φ(x,z)
x−z j , j = 1, . . . , n. Corollary 3.7. Theorem (3.6) gives an isomorphism where Ω is the F p (z)-vector space with basis In these bases the map ∂ defined in (3.9) is given by the formulas:
for i = 1, . . . , n and m 1. In particular for m = M we have
Proof. Let Q i (x, z) be an expression as in (4.5) for some (A i,m (z)) M −1 m=1 . Applying formula (4.3) we obtain
and for m = 2, . . . , M − 1, (4.8) where the dots denote a linear expression in A i,m (z), . . . , A i,M −1 (z). To obtain property (4.6) it is necessary and sufficient to choose the coefficients A i,1 (z), . . . , A i,M −1 (z) so that C m (z) = 0 for m = 2, . . . , M. But this can be done uniquely by formulas (4.7) and (4.8).
Denote
Theorem 4.3. For i = 1, . . . , n, let Q i (x, z) be the polynomial determined in Lemma 4.2. Then
This theorem is a modification of [SV3, Corollary 6.4] , where formula (4.11) is considered over C. Notice that formula (40) in [SV3] has misprints, cf. formulas (40) and (4.11).
Proof. Using formula (4.3) we eliminate from formula (4.4) all the terms Φ(x,z) (x−z i ) l with l > 1. This leads to formulas (4.10) and (4.11).
For example, if q = 2, p = 5, then M = (p − 1)/2 = 2. Formulas (4.4) and (4.3) take the form ∂ ∂x
and imply the formula
for some A j (z) ∈ F p (z). Then there exist unique D 0 (z), D 1 (z), . . . , D n (z) ∈ F p (z) such that
for suitableÃ j (z). Then formula (4.3) implies that
The theorem is proved. Formula (3.11) . Here is a proof of formula (3.11) independent of Theorem 2.2. Denote by Q the n + 1-dimensional F p (z)-vector space of linear combinations of the polynomials Φ(x, z) and Q i (x, z), i = 1, . . . , n.
4.1.
By Theorem 4.4
The kernel of the map
is the subspace generated by monomials x lp with 0 lp Mn. We have 0 l Mn p = ap − 1 pq (kq + 1) = ak + a q − kq + 1 pq .
Using the fact that p > q, p > n = kq+1, q > a > 0, we conclude that l = 0, 1, . . . , ak. Hence the kernel of the map in (4.14) is ak + 1-dimensional and its image Ω log ∩ ∂ F p (z)[x] M n is of dimension n + 1 − (ak + 1) = (q − a)k + 1. This statement is the statement of formula (3.11).
It is easy to see that this independent proof of formula ( Corollary 4.5. For any arithmetic solution P mp−1 (z) = (P mp−1 1 (z), . . . , P mp−1 n (z)), m = 1, . . . , ak, we have the relation P mp−1 1 (z) + · · · + P mp−1 n (z) = 0, (4.15) coming from formula (4.2) and for any i = 1, . . . , n the relation (4.16)
coming from formula (4.11). Moreover, these relations generate the space Ann(M Fp(z) ).
5.
The space Ω log ∩ ∂ F p (z)[x] M n and coinvariants mod p (5.2) where ∂ = ∂ ∂x . Complexes (3.12) and (5.1) are given by the same formulas but are defined over different fields F p (z) and C(z), respectively. Let sl 2 be the affine Lie algebra sl 2 = sl 2 [T, T −1 ] ⊕ C(z)c with the bracket
where c is central element, a, b = tr(ab). Set
These are the standard Chevalley generators defining sl 2 as the Kac-Moody algebra corresponding to the Cartan matrix 2 −2 −2 2 .
The Lie algebra sl 2 has an automorphism π,
5.3. Verma modules. We fix K ∈ C and assume that the central element c acts on all our representations by multiplication by K.
For L ∈ C, let V (L, K − L) be the sl 2 Verma module with generating vector v. It is the C(z)-vector space generated by v subject to the relations
The Verma module V (L, K − L) is reducible if and only if at least one of the following relations holds:
where l, m ∈ Z >0 , see [KK, MFF] .
Let V (L, K − L) * be the C(z)-vector space dual to V (L, K − L). The space V (L, K − L) * is an sl 2 -module with the sl 2 -action defined by the formulas: 
where for y ⊗ u(x) ∈ sl 2 (z) the symbol [y ⊗ u(x)] (z j ) denotes the Laurent expansion of y ⊗ u(x) with respect to x at x = z j for j = 1, . . . , n, and [y ⊗ u(x)] (∞) denotes the Laurent expansion of y ⊗ u(x) with respect to x at x = ∞; the symbol π in the last term denotes the sl 2 -automorphism defined in (5.3).
The sl 2 -action is the map
denoted by µ. The quotient space ⊗ n+1 j=1 W j Im(µ) is called the space of coinvariants or conformal blocks at genus 0 with marked points (x = z j , W j ), j = 1, . . . , n, (x = ∞, W n+1 ). See this construction, for example, in [FSV1, FSV2, FSV3, SV3, SliV1] . One defines the KZ connection on the bundle of coinvariants with respect to changing z 1 , . . . , z n . Since the objects, considered in the previous sections of this paper, are related to the KZ connection mod p it is not surprising that they are related to the space of coinvariants. 5.5. Complexes (5.2) and (5.8). Define K := q − 2 , (5.9) ⊗ n+1 j=1 W j := V (1 − ap, q + ap − 3) * ⊗n ⊗ V (n − nap − 2, q + nap − n) * . (5.10)
In [SV3, SliV1] the commutative diagram (5.11)
was defined, see there the definition of ν 0 , ν 1 . The Verma module V (1 − ap, q + ap − 3), whose dual is used in the definition (5.10), is reducible, due to equation (5.4) for L = 1 − ap, l = 1, K = q − 2, m − 1 = (ap − 1)/q . (5.12) For i = 1, . . . , n, let (5.13) This is the same polynomial as in formula (4.10) but considered over a different field. This polynomial Q i (x, z) and its derivative produce elements ν 0 (Q i (x, z)) ∈ sl 2 (z) ⊗ ⊗ n+1 j=1 W j , ν 1 ∂Q i ∂x (x, z) ∈ ⊗ n+1 j=1 W j . It was explained in [SV3, SliV1] that these elements can be constructed purely in terms of action of sl 2 (z) on ⊗ n+1 j=1 W j by using the fact that the module V (1 − ap, q + ap − 3), corresponding to the i-th factor of this tensor product, is reducible with the reducibility condition (5.14).
Summarizing these remarks, we may conclude that the linear relations (4.16) for the arithmetic solutions of our KZ equations (2.1) correspond to diagram (5.11), in which the affine Lie algebra sl 2 (z) is reduced modulo p as well as its Verma modules.
Remark. Notice that the Verma module V (n − nap − 2, q + nap − n), whose dual is used in the definition (5.10), is also reducible, due to equation (5.5) for L = n − nap − 2, l = 1, K = q − 2, m = Mn , (5.14)
cf. [SV3, Formula (41) ].
