Key Words surface enhancement, electrolytes, interfacial ions, second harmonic generation, Jones-Ray effect, Hofmeister series ■ Abstract A qualitatively new understanding of the nature of ions at the liquid water surface is emerging. Traditionally, the characterization of liquid surfaces has been limited to macroscopic experimental techniques such as surface tension and electrostatic potential measurements, wherein the microscopic picture then has to be inferred by applying theoretical models. Because the surface tension of electrolyte solutions generally increases with ion concentration, all inorganic ions have been thought to be repelled from the air-water interface, leaving the outermost surface layer essentially devoid of ions. This oversimplified picture has recently been challenged: first by chemical kinetics measurements, then by theoretical molecular dynamics simulations using polarizable models, and most recently by new surface sensitive experimental observations. Here we present an overview of the nature of the interfacial structure of electrolyte solutions and give a detailed description of the new picture that is emerging.
INTRODUCTION
It is well-known that the addition of most inorganic salts to water raises the surface tension approximately linearly with the salt concentration above 0.01 M (1-10). The Gibbs adsorption equation associates an increase in surface tension with a negative surface excess, i.e., with the ions being expelled from the interface (8) (9) (10) . A molecular interpretation of this surface depletion, first presented by Onsager & Samaras (11) , was based on modeling the interface as a sharp discontinuity between two continuous dielectric media and the ions as point charges, wherein the ions are repelled from the interface by the image charge repulsion, as first described by Wagner (12) . This simple model has since been elaborated to include most interfacial forces (3, (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) ; however, except for a few recent studies at either dilute concentrations (19, 20) or with a smoothly varying surface (21, 22) , continuum models still predict a monotonic distribution of the ions at the surface as well as an essentially ion-free region at the surface.
Recent findings have challenged this traditional picture (23) . The presence of ions at the outermost molecular layers of the water surface has recently been IONS AT THE WATER SURFACE 335 quantum simulations have predicted that the hydronium cation is also enhanced at the liquid water surface (54) , and this prediction is supported by a combined SFG and classical MD study (35) and by comparing the iodide surface adsorption of hydriodic acid and alkali iodide solutions in our SHG experiments, wherein the observed iodide enhancement is much larger for the acid (55) .
In this review, we present an overview of both traditional and modern experiments and theoretical models, developed to rationalize the surface properties of electrolyte solutions. We show that the classical and modern investigations can be united in a new, consistent picture, wherein salts comprising small hard ions behave classically with monotonic surface distributions, and salts comprising a sufficiently polarizable anion exhibit a nonmonotonic surface distribution. In that case, the anions are enhanced at the outermost liquid layer but depleted in the next sublayer, where the cations, in turn, are enhanced. Before discussing the properties of electrolyte solutions, we review the description of second-order nonlinear optical probes, which have greatly enhanced the molecular-level understanding of liquid surfaces, as well as the properties of the pure water surface.
NONLINEAR OPTICAL PROBES OF LIQUID SURFACES
The nonlinear optical spectroscopic techniques of SHG and SFG have been developed into powerful surface probes. As even-order processes, SHG and SFG are forbidden in bulk centrosymmetric media within the dipole approximation and are thus surface-specific probes for liquids (56, 57) . In these processes, two photons of either same (SHG) or different (SFG) energies are incident on the sample, and a third photon with the sum of the incident energies is emitted, leaving the chromophore in the initial energy level. Any chromophore satisfying the symmetry requirement will give a nonresonant contribution, but when a molecular transition is resonant with either one of the photons or their sum, the processes are resonantly enhanced (by factors as large as 10 6 ). Scanning the photon energies while collecting the nonlinear intensity will thus result in a surface spectrum of the chromophore. Usually SHG is employed in the visible range to probe the surface UV-visible spectrum, while SFG with a visible and IR photon probes the surface vibrational spectrum. Several reviews have already described these processes and their applications to liquid surfaces in detail (43) (44) (45) (58) (59) (60) (61) (62) (63) (64) and only a brief overview of their respective capabilities is given here.
An electron in a perfect harmonic well will not generate an even-order nonlinear response. The second-order nonlinearity comes from the first-order anharmonicity of the potential. In order to exhibit a first-order anharmonicity, the atomic/molecular orbital must be noncentrosymmetric. This individual atomic or molecular nonlinear response is called the hyperpolarizability (α (2) lmn or β lmn ) and comprises a third-rank tensor. The general expression for the hyperpolarizability, as obtained from perturbation theory, is a rather complicated sum-over-states expression (56, 57) . Under resonant conditions, however, one term in the sum will 336 PETERSEN SAYKALLY dominate, and the expression reduces to a strongly frequency-dependent resonant term and an approximately constant nonresonant term. The resonant term can be viewed as a product of simpler processes. This has recently been worked out for any nonlinear optical process in a beautiful set of papers by Moad & Simpson (65, 66) . For IR-vis SFG with the IR frequency (ω IR ) resonant, the resonant expression becomes (65) where g|α lm |ν is the Raman, and ν|μ n |g is the IR transition moment between the initial g and excited state ν, and ω ν and ν are the frequency and linewidth of the transition. The nonresonant terms sum to a constant nonresonant contribution (β NR lmn ). The resonant contribution can then be viewed as a product of an IR and Raman transition with nonlinear susceptibility β R lmn . Similarly, for a two-photon resonant SHG experiment we obtain (65)
where g|μ l |ν is the one-photon and ν|α mn |g is the two-photon absorption cross section. The resonant contribution is now viewed as a product of a one-photon (dipole) and a two-photon (Raman) absorption process. The total second-order response for a given system is the susceptibility (χ (2) IJK ), which comprises the sum of the individual hyperpolarizabilities from each atom/ molecule (i):
3.
Here S(IJK, lmn) is the Euler rotational matrix transforming molecular into laboratory coordinates and N is the number of atoms/molecules in the orientational average, denoted by Orientation . Due to the coherent nature of the second-order response, two contributions with opposite phase (i.e., from opposite molecular orientation) will interfere destructively and cancel. A centrosymmetric distribution of noncentrosymmetric molecules will thus not generate an overall second-order response. Therefore, the symmetry requirement of broken inversion symmetry for the second-order processes has to be fulfilled on both the microscopic (the atomic/molecular source on the size scale of a molecular orbital) and macroscopic (the distribution of sources within a region on the order of the wavelength of the light) levels. For a liquid, the average centrosymmetric orientation of molecules in the bulk will thus not generate a second-order response, leaving only a surface contribution from the net orientation of molecules due to the interfacial asymmetry. Furthermore, the asymmetry of the interface can itself induce an asymmetry, and thus a hyperpolarizability, in a otherwise symmetric molecule. This description is all within the dipole approximation. The higher-order quadrupole contribution is usually negligible, but does not exhibit the same symmetry requirement as the dipole contribution, and could be important for certain systems due to the much higher number of molecules contributing from the bulk (see Section 3.2).
For an achiral surface with atoms/molecules distributed symmetrically within the plane of the interface (symmetric with respect to the angle around the surface normal), the 27 susceptibility elements reduce to four independent elements: χ
Y ZY and χ (2) Z X X = χ (2) ZY Y . In addition, for SHG, the last four terms are equal (e.g., χ (2) X Z X = χ (2) Z X X ). A chiral surface will introduce additional independent elements (65, (67) (68) (69) . The independent susceptibility elements are probed using different polarization schemes of the incident light. For an arbitrary incident polarization angle (γ ), the S and P polarized SHG intensities are given by (58, 70)
In this equation, the polarization angle of the fundamental beam is defined with γ = 0 being P-polarized light. The constant C depends on the experimental conditions, while the fitting parameters s 1 − s 5 depend on both the experimental geometry and Fresnel factors (58, 70) . By measuring the SHG intensity at different polarizations, the fitting parameters can be determined and the different χ
IJKelements evaluated. Once the different χ (2) IJK -elements have been evaluated, the molecular orientation of the surface species can in principle be derived given certain assumptions. However, great care must be taken in this process, as recently described (70) (71) (72) .
Under a given polarization combination and experimental geometry, the different χ IJK -elements add to yield an effective susceptibility (χ eff ). The SFG intensity is then given by
6.
For a more compact notation, the resonance behavior is often incorporated directly into the effective susceptibility:
Nonresonant susceptibilities (χ (2) NR ) are real, but the resonant amplitudes A ν contain a complex phase. This can cause difficulties when multiple transitions overlap and thus interfere constructively or destructively, as in the case of SFG in the OH-stretch region of the water surface.
For the SHG experiments presented later, the effective susceptibility can be divided into a nonresonant contribution from the water background and a resonant 338 PETERSEN SAYKALLY contribution from surface anions, with the nonresonant contribution from the anions being negligible or indistinguishable from the change in the water background due to the presence of the ions in the interfacial layer. We then have
where
is the surface concentration of the anions. Because the nonlinear response of the anions is weak, its interference with the water background signal becomes important. However, by measuring the SHG intensity on-and off-resonance with the anions, the contributions from the water background and the anions can be separated.
THE PURE WATER SURFACE

Classical Methods
When a condensed state is the stable form of any matter, it will exhibit a positive surface tension because the cohesion energy, due to the intermolecular interactions, dominates the thermal energy, and the surface atoms/molecules exhibit broken intermolecular bonds. Surface tension is then the excess Gibbs free energy per unit area needed to create a surface and results from the difference in the forces/pressures acting parallel and perpendicular to the surface in the interfacial region. The surface tension of pure water is ∼72 mN m −1 at 25 • C (8) . This large value reflects the strong hydrogen bonding between water molecules.
The electrical surface potential of pure water is due to the net alignment of the dipole and quadrupole moments of the water molecules at the interface. Because only changes in the surface potential can be measured experimentally, the small surface potential of pure water is not easily determined. In fact, until recently, even the sign of the potential was debated. The general sign convention for the surface potential is taken as measured from the air into the solution. Measurements of the temperature dependence of the surface potential have shown a decreasing potential with increasing temperature. As a temperature increase will make the surface potential approach zero by randomization of the water dipoles, the surface potential of pure water has to be positive. The electrical surface potential is estimated to be between 0.1 and 0.2 V, corresponding to having the water hydrogens pointing slightly toward the bulk (2, 3, 73, 74).
Surface Probes
SHG does not yield vibrational information, and so far has only been employed for studies of water at nonresonant wavelengths, but important information has been gained from this technique. The first SHG studies of the pure water surface were performed by the Eisenthal group (75, 76) . By analyzing the different components of the second-order susceptibility tensor and their temperature dependence, the absolute orientation of water molecules at the water interface was determined,
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showing the water hydrogens to be pointing into the liquid, in agreement with the electric surface potential. Furthermore, Kleinman symmetry (equality of the χ (2) ZXX and χ (2) XZX elements) was observed to be violated, which was taken as an indication of a substantial quadrupole contribution to the total SHG intensity. This was substantiated by the nonvanishing nonlinear susceptibility measured at high temperatures. The dipole contribution is due to ordering at the interface and should thus vanish at high temperatures, whereas the quadrupole contribution from the isotropic bulk should persist.
The polarization-dependent experiments on the water surface were later repeated by Girault and coworkers (77) , who compared liquid-liquid interfaces with liquid-air interfaces, and later by Frey and coworkers (78) , who also examined the temperature dependence. Again, based on Kleinman symmetry arguments, Girault concluded that the SHG response from the liquid-air interface contains a significant bulk quadrupole contribution, where as liquid-liquid interfaces are dominated by the surface dipole response. Frey, on the other hand, attributed the breakdown of Kleinman symmetry to dispersion and uncertainty in the extraction of the different χ (2) IJK -elements and focused on their temperature dependence. The relatively weak temperature dependence was in agreement with both the theoretical MD simulation by Sokhan & Tildesley (79) and the SFG spectrum (80), described below, and Frey concluded that the SHG intensity of the pure water-air interface is dominated by the surface dipole contribution, with the bulk quadrupole contribution being negligible. Furthermore, it has recently been proven that the Kleinman symmetry rule holds only very far from resonance, which makes it inapplicable to most nonlinear optical applications (81) . It is now widely accepted that both SFG and SHG of liquid surfaces are dominated by the dipole contribution and thus indeed surface-specific techniques (78, 79, (82) (83) (84) .
The SFG spectrum of the liquid water surface was first measured by the Shen group (80). Since then, several other groups have also studied this (45, 47 63) . The differences between the reported SFG spectra are due to different experimental conditions employed, but they all show the same general features. Figure 1 shows the latest SFG spectrum as taken by the Richmond group. The spectrum consists of the characteristic sharp feature at 3700 cm −1 and a broad feature between 3000 and 3600 cm −1 , comprising two major humps. The sharp feature is attributed to a free-OH or "dangling OH"-bond, directed out of the surface and the broad feature to hydrogen-bonded OH-bonds. The number of free-OH bonds at the surface have been estimated to be about 20% of a monolayer (80) , which is almost the same number that one would estimate from a truncated ice structure (25%). The broad hydrogen-bonded feature is generally compared with the IR absorption and Raman spectra of bulk water. As the red part of the spectrum resembles the spectrum of ice and the blue part resembles that of the liquid, the two parts are usually referred to as the ice-like, or symmetric, and water-like, or asymmetric features, respectively. This general assignment is further supported by the temperature dependence of the SFG spectrum, wherein the blue part of the spectrum increases as the red part decreases with increasing temperature. Curiously, the free-OH feature does not decrease significantly with temperatures up to 80
• C, indicating that the surface retains structure even at high temperatures (80) . This has lead to the notion that the water surface is more ordered, or ice-like, than is the bulk, which is curious because the ice surface is supposed to be covered with a quasi-liquid layer (85) .
Attempts have been made to assign substructures within the surface hydrogenbonded feature to specific molecular environments or structures, but this remains controversial. The Richmond group has performed isotope dilution experiments in order to untangle the contributions to the hydrogen-bonded region (86) (87) (88) while the others have assigned the substructures within the hydrogen-bonded feature to substructures observed in bulk IR and Raman studies (43, 45, 47) . Part of the controversy results from problems with deconvoluting the hydrogen-bonded feature in the SFG spectrum into different sub-bands (Equation 7) .
Recently, the very notion of assigning apparent substructures in the hydrogenbonded feature of both bulk IR and Raman studies to specific molecular structures or environments has been questioned (89) . The so-called multi-state picture of dividing the hydrogen-bonding environment into specific structures corresponding to separate minima on a potential energy curve has been shown to be invalid, and a so-called continuum description, wherein all the molecules fluctuate rapidly within a single minimum in the potential of mean force, is more appropriate. The apparent substructures in the OH-spectra result from short-lived fluctuations within the same potential minima (89) . Reanalysis of the SFG spectrum in these terms thus seems appropriate.
Theoretical Models
Numerous MD simulations of the pure water-air interface have appeared (79, (90) (91) (92) (93) (94) (95) (96) (97) (98) (99) . Due to the need for periodic boundary conditions in such simulations, the so-called slab geometry is used, wherein the water molecules are organized in a sheet with two surfaces. In order to properly simulate the water surface, the slab has to be wide enough to preclude interactions between the two surfaces and properly simulate bulk water in the middle.
Molecular dynamics simulations are capable of providing a detailed molecular description of the interface and can greatly help in assigning and rationalizing the nonlinear experiments. Generally, good agreement with experiments is found, revealing an interfacial thickness of ∼4Å. The water surface is also observed to exhibit some order. On the vapor side of the interface, most water molecules are oriented with their hydrogens pointing toward the vapor, but on the liquid side of the interface, the water molecules have the hydrogens orientated slightly toward the bulk (79, 95) . This is thus consistent with both the SHG and SFG experiments.
Benjamin first calculated the vibrational spectra of interfacial water molecules (93) . The SFG spectrum was later calculated by Morita & Hynes (97, 100) and recently by Perry et al. (99) . The SHG response has been calculated by Sokhan & Tildesley (79) . The calculations are in good agreement with the experiments. The free-OH is shown to originate exclusively from the outermost liquid layer, with 20% of the monolayer contributing. The majority (>90%) of the nonlinear response comes from the outermost two liquid layers, confirming the surface-specific nature of the processes (79, 97) .
Although, the quadrupole contribution to the second-order response cannot be completely excluded, it is negligible for liquid surfaces, particularly when reflection geometry is used (78, 79, (82) (83) (84) . However, recent theoretical advances have enabled the direct calculation of quadrupole contributions from MD simulations (101).
AQUEOUS ELECTROLYTE SOLUTIONS
Whereas the traditional surface tension and electric potential measurements only indirectly sample the surface structure, the detailed microscopic structure of the interface can now be probed directly with the development of surface-specific experimental techniques, such as the SHG and SFG, and extension of X-ray techniques to aqueous solutions.
Surface Tension
Measurements of the surface tension of electrolyte solutions have been repeated intermittently during the last century, showing qualitatively consistent results, but with some quantitative variance (1-10). At concentrations above 0.01 M, the surface tension increases approximately linearly with concentration, with the magnitude of the increase following the charge density of the anions, i.e., the small hard anions cause a larger surface tension increase than do the large soft anions. The cations only affect the surface tension to a minor degree, however. The surface tension increase is interpreted via the Gibbs adsorption equation to yield a net surface depletion of ions with respect to the bulk, when integrated along the surface normal through the entire interfacial region.
THE GIBBS ADSORPTION EQUATION AND THE SURFACE EXCESS
The decrease/ increase in surface tension of aqueous solutions with respect to pure water is related to a surface excess/deficit (negative surface excess) by the Gibbs equation, a macroscopic thermodynamic relation (8-10)
wherein γ is the surface tension (units: dyn cm −1 = mN m −1 ), i is the surface excess (moles cm −2 ) relative to the Gibbs dividing surface of the solvent, μ i is the chemical potential (J mole −1 ), and the summation is taken over all solute species. The surface excess, with respect to a particular position at the interface, is the difference between the actual concentration integrated over the whole interfacial region and the integration of the bulk concentration extended to and truncated at that particular position. The Gibbs dividing surface is defined as the point where the water (or more general solvent) surface excess is zero, i.e., the midpoint of the water density profile, which is approximately where the water density is 50% of the bulk.
Because dissolved salt dissociates into cations and anions, the sum will always be over the multiple components of electrolyte solutions. However, because surface neutrality must be obeyed over macroscopic distances (although not at molecular distances), the surface excess of cations and anions for symmetric electrolytes must be the same:
where is the salt surface excess and μ ± is the average chemical potential of the ions. As a macroscopic relation, however, the Gibbs adsorption equation does not take into account the microscopic distribution of the ions. It is thus possible to have an excess of solute species at the outmost liquid layer of the interface followed by larger deficiency in subsequent layers in order to effect a net depleted concentration, as compared with the bulk, when integrated through the entire interface. It is worth noting that direct experimental techniques, such as SHG, SFG and photoelectron spectroscopy, measure the surface concentration, not the surface excess that is measured by the indirect surface tension experiments. The surface excess is the difference between the surface and the bulk concentration, as recently described in detail (53) . Furthermore, it is very important to note that different surface-sensitive probes have different probing depths into the liquid and each will accordingly measure different values of various surface properties.
Recently, the surface-sensitive technique Neutral Impact Collision Ion Scattering Spectroscopy (NICISS) has been used for a rather interesting application of the Gibbs equation (102) . NICISS scattering allows for high spatial resolution depth profiling of the surface but, due to the vacuum requirements of the technique, has thus far only been applied to nonaqueous liquids with lower vapor pressure.
Normally, the Gibbs equation is used to extract the surface excess of a substance from surface tension experiments. However, in doing so, an assumption about the activity of surface species must be invoked in order to calculate the chemical potential in Equation 9 . Morgner and coworkers used NICISS to measure the surface profiles directly, which can then be integrated to obtain the surface excess. The surface excess is then compared with the surface tension of the solution to obtain the activities of the solute by the chemical potential.
THE JONES-RAY EFFECT
Below 0.01 M, the values of the surface tensions of electrolyte solutions are still debated. By using the capillary rise method, Jones and Ray measured a minimum in the surface tension around 1 mM for 13 different electrolytes (103) (104) (105) (106) (107) . The decreasing surface tension, in the concentration region before the minimum, would imply a positive surface excess and thus a surface enhancement of the ions. This contradicted the theoretical models at the time and the measurements were deemed by Langmuir to be influenced by artifacts. Langmuir argued that changes in the thickness of the wetting layer inside the capillaries would give rise to an apparent minimum (108, 109) . This led to a discussion of the correct theoretical treatment of the problem (110) (111) (112) (113) , but the results were later reproduced by an advanced version of the ring-method that is not affected by the possible artifacts (114) . However, the Jones-Ray effect remains today a relatively obscure controversy. A detailed discussion of the Jones-Ray effect is found in Reference (53).
Surface Electrical Potential
The surface potential of electrolyte solutions is a measure of both the charge distribution of the ions as well as the dipole and quadrupole orientation of the water molecules at the interface. While the actual value of the surface potential of the pure water surface remains controversial, the change in the potential with electrolyte concentration is readily measured, as shown by Jarvis & Scheiman (note the opposite sign convention) (1) . The topic has recently been reviewed (2, 3, 73) and only a brief summary of the results is given here.
Simple 1:1 salts engender a positive change in surface potential with increasing electrolyte concentration, indicating that the anions approach closer to the surface than do the cations. In a few cases, i.e., for larger or divalent ions, a negative change in the surface potential is observed, indicating that cations can sometimes approach closer to the interface than the anions. However, as the water dipoles also contribute to the surface potential, any changes in their orientation would obscure the contribution from the ions. The average structure of the aqueous interface, with OH bonds directed into the liquid, could be partly responsible for the anions approaching closer to the interface than cations. Again, the anions seem to dictate the sign of the surface potential change and largely the magnitude, with the cations only contributing a minor effect. However, opposite the surface tension changes, larger, softer anions engender a larger change in the surface potential than do smaller, harder anions. Furthermore, the surface potential does not vary linearly with concentration, unlike the surface tension.
The physical properties of the surface structure that give rise to the surface tension and potential are clearly connected, but the exact relation between them is not yet understood. The surface tension depends only on the surface excess of the ions, which is a measure of the magnitude of the intermolecular attractive forces. This means that the surface tension critically depends on where the ions are located with respect to the water surface, as defined by the Gibbs dividing surface. The surface potential, on the other hand, depends on asymmetric electric distribution of anions and cations at the interface, but not with respect to the Gibbs dividing surface. However, the electric potential changes are convoluted with the changes in the orientation of the water dipoles and quadrupoles due to the presence of ions in the interfacial layer.
Theoretical Models
The theoretical treatment of surfaces has traditionally been limited to electrostatic continuum models. Continuum models have the advantage of providing general analytical solutions to the problem but inherently lack the molecular nature of the solvent and the asymmetric solvation of positive and negative charges in water. With ever increasing computer power, molecular dynamics simulations have recently become feasible for modeling surfaces. MD simulations directly incorporate the molecular interactions at the expense of a general solution to the problem; i.e., a simulation has to be run for each system. Several improvements have been made to the primitive model, taking into account most molecular effects and forces, such as finite ion sizes, dispersion, ion hydration, and polarizability (3, (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) . Interestingly, these ion-specific, or Hofmeister effects, are the same as those that govern a multitude of biological processes (115) (116) (117) (118) (119) . An extensive effort has been made by Ninham and coworkers to evaluate these intermolecular forces and their influence on the surface tension of electrolyte solutions (118, (120) (121) (122) (123) (124) . A few recent papers describe the current state-of-the-art continuum models (19, 20) . The various improvements to the models extend the range of agreement with experiment with the inclusion of empirical fitted parameters, the physical meaning of which can be questioned. However, all these models involving a discontinuous interface predict monotonic surface distributions, wherein the ions are repelled from the interface, leaving the outermost surface layer of the interface essentially devoid of ions. Potential deficiencies in the models include the imperfect description of intermolecular forces (118) as well as the inherent neglect of explicit water-ion interactions, which account for the different solvation of negative and positive charge by the asymmetric water molecules, as well as the discrete nature of the solvent.
Interestingly, the models of Karraker & Radke (19) and Manciu & Ruckenstein (20) both incorporate a dilute surface layer of hydroxide at the interface that gradually becomes exchanged with other anions. These models can explain the elusive Jones-Ray effect (see Section 4.1.2) at low concentrations, as well the high concentration data, including the specific ion effect, by an appropriate choice of parameters. It would be interesting to provide an experimental test for the presence of a hydroxide layer at the pure water interface.
Recent studies have incorporated a smooth, rather than discontinuous, interface in polarizable continuum models by letting the dielectric constant change continuously from the bulk water value to vacuum over a few angstroms (21, 22) . The distribution of halogen anions at the interface was modeled and produced a minimum in the Gibbs free energy just beneath the Gibbs dividing surface. The minimum was largest for iodide and decreased with decreasing polarizability: Continuum models have proven to be quite useful in modeling the electrostatic interactions over distances that are larger than few molecular distances. At shorter distances, details of molecular structure and short-range interactions become important. Likewise, at distances within a few molecular layers from the interface, the molecular structure of the solvent interface becomes important and the approximation of a continuous medium with a discontinuous interface breaks down. Nevertheless, the approach by Cammi and coworkers of incorporating a smooth interface in their polarizable continuum model (21, 22) seems to capture the essential physics of the interface and make the results comparable with MD simulations.
MOLECULAR DYNAMICS SIMULATIONS
An alternative approach is to employ MD simulations, which directly takes into account explicit water-ion interactions. The surface structure is then strongly dependent on the specific potential used for the involved interactions. Nonpolarizable models generally show the ions as being repelled from the surface (125) (126) (127) (128) (129) (130) whereas the polarizable models show positive anion adsorption at the interface for larger, more polarizable ions (28) (29) (30) (31) (32) (33) (34) (35) (36) . The surface density profiles of the sodium halides, as obtained in such a MD simulation, are shown in Figure 2 of the interface and the attractive polarized ion-water interaction compensates for the loss of solvation. When the polarizability in these simulations is turned off, the ions retract into the solution, highlighting that it is explicitly the polarizability of the ions and surface water molecules that are responsible for the enhanced surface concentration of the anions. An induced surface dipole of polarizable anions is also observed in the continuum models with a smooth surface (22) . Whether or not an anion exhibits surface activity depends on a detailed balance between the electrostatic forces, repelling the charge from the surface, and the polarizability, acting to attract the anion to the surface. The surface enhancements have now been demonstrated for several singly charged anions such as the larger halides (28-31), nitrate (32), azide (33) , and thiocyanate (36) . For multi-charged anions, e.g., sulfate (131, 132) , the electrostatic forces dominate and the anions are repelled from the surface.
It then remains to rationalize the increased surface tension corresponding to the negative surface excess, observed experimentally. How can both surface ion enhancement and a negative surface excess be achieved at the same time? The concentration profiles in the MD simulations show an enhanced anion concentration in the outermost liquid layer, but a depletion in the sublayer, where the cations, in turn, are enhanced. This means that the total surface excess, when integrated along the surface normal through the whole interfacial region, is negative, even though the outermost surface layer is enhanced. Hence, there is no contradiction with thermodynamics (34) . The reason for the apparent controversy is the implicit assumption that the concentration profiles are monotonic, such that a negative surface excess can be related to a corresponding thickness of pure water at the surface. For the highly polarizable anions in question, the surface concentration profiles are highly nonmonotonic and a more detailed picture is needed. On the other hand, small hard ions behave classically, exhibiting monotonic concentration profiles and an outermost liquid layer essentially devoid of ions.
A recent study (129) compares the explicit water model with the continuum model, concluding that the continuum model predicts a qualitatively wrong specific ion effect, in that NaCl engendered a higher surface tension increase than did NaF. This is due to the dispersion forces, manifested through B-coefficients, that favor small hard ions (small B-coefficient) at the interface over larger ions (larger B). In the continuum model, due to the symmetry between positive and negative ions, this further predicts that cations should approach closer to the surface than anions, in conflict with the surface electrical potential measurements.
Generally, cations are repelled from the surface due to their higher charge density and smaller polarizability. However, it has recently been proposed that hydronium approaches the outermost liquid layer (133) and is actually enhanced at the surface (35, 54) . The proposed mechanism that brings hydronium to the surface is quite different than that operating for anions. Due to the reduced negative charge on the oxygen atom, hydronium is only capable of forming three hydrogen bonds (all donor), as opposed to the two acceptor and two donor hydrogen bonds formed among solvent molecules. Hydronium thus perturbs the bulk hydrogen bonding network and is expelled to the surface, where it is more easily accommodated (54), quite like lattice defects in solid-state physics. The existence of enhanced surface hydronium concentrations could have important effects in biology, separation science, and other fields.
Photoemission Experiments
The high vapor pressure of water complicates the application of standard surfacesensitive vacuum techniques, such as photoemission spectroscopy, to aqueous solutions. Faubel and coworkers have circumvented this difficulty by the use of liquid microjets to study the electronic structure of liquid surfaces via UV photoelectron spectroscopy (134, 135) . Recently, Weber et al. (49) used tunable synchrotron radiation to study the surface of sodium iodide solutions. Measuring the bulk concentration dependence of the photoelectron intensity, they found identical behavior for sodium and iodide ions. Their surface concentration profiles show a sub-linear dependence on the bulk concentration, resembling a Langmuir isotherm with a Gibbs free energy of approximately 1 kcal mol −1 . However, due to the sub-linear concentration profile, they conclude that the ions are depleted, rather than enhanced, at the interface, in accordance with the Gibbs adsorption equation. We believe that the apparent discrepancy between their and our own experiments can be reconciled by considering the different respective probing depths and the fact that both experiments measure the surface concentration, not the surface excess. The cations exhibit a concentration maximum just below the water surface and thus a corresponding minimum in the Gibbs free energy. Given that photoelectron experiments probe a depth of a few nanometers, and thus sample the entire interfacial depth, cations should then indeed show a Langmuir behavior, which, due to charge neutrality, must be the same as for iodide. Since the position of the minimum in the Gibbs free energy with respect to the Gibbs dividing surface is not known, the Langmuir behavior does not automatically imply a surface enhancement in the outermost liquid layer or a net surface excess. However, the Langmuir behavior does establish a nonmonotonic ion distribution at the interface, and the ions must accordingly be enhanced at some part of the interface. Whether or not the position of this concentration maximum is at the outermost surface layer must be determined by theoretical calculations.
Salmeron and coworkers circumvented the difficulty of the high vacuum pressure of water by studying the thin water film on salt crystals above the deliquescence point (50) . In this case they were limited to examining the saturated solution on top of the crystal. Their results clearly show an enhanced anion/cation ratio at the interface that gradually decays as the probing depth is increased, as shown in Figure 3 . Furthermore, the anion/cation ratio is larger for iodide than for bromide, as predicted by the computer simulations, but the extent of the surface enhancement is significantly larger than predicted (50).
SFG Experiments
The first SFG experiments probing the surface OH-stretch region of inorganic salt and acid solutions were done by the Shen (37) and Shultz (38) (39) (40) (41) (42) groups, as summarized in their recent review papers (43) (44) (45) . While the Shen group studied sulfuric acid-water mixtures, the Shultz group studied both sulfuric, nitric, and hydrochloric acid and their salts. Generally, acids were found to affect the hydrogen-bonding network at the surface more than salts do. At low concentrations, an increase in the intensity of the hydrogen-bonded part of the spectrum is observed, while the free-OH feature remains mostly unaffected. At high concentration, all the spectral features disappear from the SFG spectrum.
The interpretation of the spectral changes, however, is different between the two groups. While the Shen group attributes the low concentration changes to a more ordered hydrogen-bonding network induced by bonding between acid and water molecules and the disappearance of the spectral features at high concentrations to surface crystallization, the Shultz group interprets their results in terms of the double-layer model. Because anions approach closer to the surface than do cations, an electric double layer forms. At low concentrations, the ions approach close to but do not penetrate the outermost surface layer, as indicated by the undiminished free-OH feature. The hydrogen-bonded features increase as the water molecules are rotated out of their nearly parallel alignment with the surface plane due to the electric field generated by the double layer. At high concentrations, significant ion pairing occurs at the interface, neutralizing the double layer and removing the hydrogen-bonded part of the spectrum, while the free-OH disappears as the neutral ion pairs penetrate the outermost surface layer and bind to the dangling OH bonds.
Recently, the Richmond (46) and Allen (47) groups have used SFG to probe the water surface structure of sodium halide solutions. Both groups examined salt solutions in the 0.5-2 M range. The Richmond group studied sodium halide solutions at a mole fraction of 0.030 (around 1.6 M), varying the isotopic distributions of the water, and attributed the small changes observed in the water spectrum to the perturbation from ions, but concluded that the small changes observed indicated that the ions were not present in the outermost liquid layer. The Allen group examined sodium halide solutions at mole fractions of 0.015 and 0.036 (around 0.8 and 1.9 M, respectively). As the SFG transition can be viewed as the product of a IR and Raman transition (Equation 1), they compared the spectral changes in the hydrogen-bonded part of the SFG spectrum with the product of the changes in the bulk IR and Raman spectra. The changes were much larger for iodide than bromide, while the chloride and fluoride solutions showed only minor changes. They interpreted their results as an indication of increased interfacial width effected by the addition of the ions.
In a combined theoretical and experimental effort, the SFG spectrum and MD simulations of halide acid, hydroxide and alkali halide salt solutions were compared 350 PETERSEN SAYKALLY (35) . While the simulation shows a clear preference of both the larger halides and hydronium for the surface, hydroxide is repelled from the surface. The predictions were found to be in agreement with the measured SFG spectra (35) .
The main difficulty in interpreting the SFG experiments of electrolyte solutions is that they probe how the solvent structure at the surface is perturbed by the ions. The interpretation of the spectra then has to rely on detailed assignments of the various spectral features and their changes to perturbations by the ions. A recent MD simulation investigates the effects of salts on the surface water structure and concludes that the salts only have minor effects on the contribution from the outermost surface layer, even though the ions are actually present therein, but significantly perturb the water structure in the adjacent sublayer (48) . This agrees with the experimental observations and the interpretation by Allen and coworkers, but disagrees with Richmond and coworkers, due to their different assignments and interpretations of the spectral features. This new analysis of the changes in the surface water structure is also consistent with the earlier observations by the Shen and Shultz groups.
SHG Experiments
Our contribution to the field has been to use SHG to directly measure the adsorption of several small ions on the surfaces of electrolyte solutions. By choosing the two-photon resonant SHG scheme, we are able to directly probe the anions via their charge-transfer-to-solvent (CTTS) transitions in the UV. CTTS transitions are known to exhibit very large nonlinear cross sections due to the large charge separation associated with the transition. To date, we have studied four different anions: iodide (I − ) (51), ferrocyanide [Fe(CN) 8). By measuring the SHG intensity on and off resonance with the anions, the total SHG intensity can be separated into the contributions from the anions and the water background, and the surface concentration of the anions can be extracted. In order to evaluate the surface enhancement of the anions, the surface concentration of the anions is measured as a function of bulk concentration and then fitted to the Langmuir adsorption model, from which the Gibbs free energy of adsorption of the anions is determined.
The concentration dependence of the SHG intensity can be divided into three distinct concentration regions as shown in Figure 5 for NaI. At dilute concentrations, the SHG intensity initially decreases rapidly due to destructive interference between resonant and nonresonant contributions resulting from the formation of a surface layer of anions in the millimolar range. This surface enhancement is consistent with and attributed to the Jones-Ray Effect (Section 4.1.2). At intermediate concentrations, the SHG intensity increases due to the change in water structure induced by the presence of anions in the interfacial layer. This change is nonresonant; i.e., it occurs at all wavelengths. At high concentrations, the SHG intensity increases further due to the resonant contribution from the anions. This surface enhancement at molar concentrations is attributed to the high anionic polarizability, as observed in the computer simulations.
After describing the Langmuir model, which is used to evaluate the surface enhancement of the anions and derive their Gibbs free energy of adsorption, we summarize the dilute and concentrated surface enhancements observed. For further details we refer readers to the individual papers (36, (51) (52) (53) 55) . The results obtained in the intermediate concentration range and the details of the laser system and experimental setup will be described in a future publication (136) .
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PETERSEN SAYKALLY 4.6.1. THE LANGMUIR ADSORPTION MODEL The simplest and most commonly used surface adsorption model is the Langmuir model, which assumes a fixed number of identical active sites or positions at the surface, which the surfactant can adsorb to, and negligible surfactant interactions. A discussion of the validity of the Langmuir model to electrolyte solutions is found in Reference 36. In this case, the surface concentration is given by
where N S is the surface concentration, N max S is the number of active surface sites, K is the equilibrium constant for surface adsorption, C and C w are the bulk solute and water concentration, respectively, and G Ads is the Gibbs free energy of adsorption. When measuring the surface concentration as a function of bulk composition, the shape of the resulting curve (reflecting the concentration range wherein the surface adsorption saturates) gives the Gibbs free energy of adsorption, and the asymptotic surface concentration gives the number of surface sites.
For a real system, the Gibbs free energy of the solute is a function of the distance of the solute from the surface. A minimum in this Gibbs energy profile thus defines a surface layer, and the experimentally measured Gibbs free energy of adsorption is the difference between the bulk and surface energy, averaged over the probing depth of the experiment. However, the absolute position of the minimum, or the solute surface, with respect to the Gibbs dividing surface, or water surface, is not known.
THE DILUTE CONCENTRATION ENHANCEMENT
The effective nonlinear susceptibilities of iodide and ferrocyanide as a function of the bulk concentration are shown in Figure 6 . Assuming that the orientation of the anions is independent of the concentration, the effective nonlinear susceptibilities of the anions are proportional Figure 6 Surface enhancement at low concentrations. The effective second-order susceptibility at various wavelength at dilute concentrations for NaI (panel a) and K 4 Fe(CN) 6 (panel b). All wavelengths are fitted to the same Langmuir isotherm with a magnitude of the SHG response reflective of the surface spectrum. Due to the strong adsorption the surface is saturated around 10 mM.
to the surface concentration with a magnitude that depends on the second-order cross section at the given wavelength, i.e., the surface spectrum. The curves are fits to the Langmuir adsorption model with Gibbs free energies of −6.2 ± 0.2 kcal mol −1 and −6.8 ± 0.3 kcal mol −1 for iodide (51) and ferrocyanide (53), respectively. This strong binding reflects the surface saturation occurring in the milli-molar concentration range, as observed in the surface tension data of Jones & Ray (103) (104) (105) (106) (107) .
To directly compare the SHG results with the surface tension, the surface excess has to be calculated from the surface concentration. This is done by assuming a simple model for the surface, consisting of a surface layer of a given thickness, wherein the surface concentration follows the Langmuir model with a given Gibbs free energy of adsorption and maximum surface coverage. The details of the model are described in Reference 53. The model thus has three parameters and effectively reproduces the minimum in the surface tension with reasonable parameter values: surface thicknesses of 6-9Å, maximum surface coverages of 10 10 -10 11 cm −2 corresponding to 20.000-300.000 water molecules per anion or interanionic distances of 100-500Å, and Gibbs free energies of -7-10 kcal mol −1 (53) . This is an even stronger surface binding energy than measured in the SHG experiments and could be due to the simple model used. The fits to all the 13 Jones-Ray salts are shown in Figure 7 .
The molecular mechanism that engenders the strong surface binding of the Jones-Ray effect remains to be explained. The effect could be induced by the cations, which are, in general, repelled from the surface and accumulate below the surface. The anions, which are less repelled from or even attracted to the surface, adsorb to the outermost surface layer to compensate for the positive charge from the cations. This mechanism would explain the observed increased Gibbs free energy of adsorption for multi-charged cations and the disappearance of the JonesRay effect for acidic solutions, as the hydronium ions penetrate to the outermost surface layer and repel the cations (53).
THE HIGH CONCENTRATION ENHANCEMENT
The origin of the surface enhancement observed at high concentrations is qualitatively different that at low concentrations. Figure 8 shows the effective nonlinear susceptibility of azide and thiocyanide as a function of the bulk concentration. Again, the different magnitudes observed at different wavelengths reflects the surface spectrum of the anion, and the lines are fits to the Langmuir model with Gibbs free energies of −2.4 ± 0.1 kcal mol −1 and −1.80 ± 0.03 kcal mol −1 for azide and thiocyanate, respectively. In this case, the binding energies are not strong enough to cause complete surface saturation within the solubility limit of the salt, and only gentle deviations from straight lines are observed in the graphs. The measurements are in good agreement with the MD simulations (33, 36) and the measured energies of the less polarizable anions from both continuum models and MD simulations, which are discussed in Section 4.3.1. The SHG experiments thus provide direct proof of the surface enhancement of polarizable anions at the molar concentration relevant to atmospheric chemistry. Unfortunately, the second-order response from iodide is not strong enough to observe a significant deviation from a straight line and thus derive the Gibbs free energy of adsorption for this region. However, a Gibbs free energy of around −1 kcal mol −1 cannot be excluded and thus provides a sensitivity limit for the extraction of a Gibbs free energy from the SHG measurements via the Langmuir model.
ENHANCED HYDRONIUM CONCENTRATION AT THE SURFACE
As described in Section 4.3.2, it has recently been proposed that hydronium is actually enhanced at the water surface, as opposed to the behavior of ordinary cations. To test this, we performed SHG experiments of hydriodic acid solutions and found a 55 ± 10% and 34 ± 7% higher surface concentration of iodide as compared with sodium and potassium iodide, respectively, at 4 M bulk concentration (55) . The SHG intensities observed for hydriodic acid, sodium and potassium iodide solutions is shown in Figure 9 . The higher surface iodide concentration for hydriodic acid can be understood by considering the inter-ionic forces acting in the surface region. Surface hydronium enhancement. Panel a shows the SHG intensity for hydriodic acid as compared with sodium and potassium iodide. A 55 ± 10% and 34 ± 7% higher surface concentration of iodide is found for hydriodic acid compared with sodium and potassium iodide, respectively, and is indirect evidence for an enhanced hydronium concentration at the interface. Panel b shows the molecular mechanism proposed by Voth and coworkers (54) for the surface adsorption of hydronium. Hydronium is only capable of forming three hydrogen bonds in the bulk (circle c) as compared with the four for water (circle b). The hydronium ion can then be considered a lattice defect in the hydrogen bonding network and is pushed to the surface (circle a) where it is accomodated more easily. Reproduced with permission from Journal of Physical Chemistry (55) . Copyright 2005 American Chemical Society.
As polarizable anions are attracted to the surface, a negative surface layer builds up. The cations, which otherwise are repelled from the surface, are now attracted to this negative layer of the anions, rendering the surface electrically neutral, although an electrical double layer structure may persist. By Newton's third law, the cation in turn imposes a force on the anions, pulling them away from the surface and into the bulk. The cations thus limit the extent of the anion enhancement at the outermost surface layer. This can also be understood in terms of the requirement of surface neutrality. Because the cation and anion concentration as integrated over the entire surface region has to be the same, their properties become entangled and their surface excess is given by their average propensity for the surface. A cation that is less strongly repelled from, or even enhanced at, the surface will allow for higher anion concentration at the surface. The increased surface iodide concentration for hydriodic acid compared with sodium and potassium thus constitutes evidence that hydronium is less repelled from the surface than either sodium and potassium, and taking the magnitude into account, it may even be enhanced at the surface (55), relative to the bulk.
SURFACE STRUCTURE AND EXPERIMENTAL CONSIDERATIONS
The new results emerging from both theoretical calculations and experimental investigations indicate a revised picture of the surface structure of electrolyte solutions. This emerging picture refines, rather than contradicts, the current textbook descriptions. Given the previous lack of suitable surface-specific techniques to directly probe interfacial structure, the concentration of electrolyte in the surface layer was assumed to vary monotonically with the distance from the surface. As the surface tension increases for all salt solutions (1-10), all ions were thought to be repelled from the surface, with a concentration increasing monotonically from zero to the bulk value, leaving the outermost surface layer virtually devoid of ions. The simple continuum models support this traditional picture (3, (13) (14) (15) (16) (17) (18) (19) (20) . However, inorganic acids constituted a problem for this description. Acids lower the surface tension and should thus be enhanced at the surface, but the classic theory would not accomodate for this and speculation of ion pairing at the surface arose as a possible source of surface enhancement. Moreover, the classical picture could not explain the reaction kinetics found in the recent atmospheric investigations (24) (25) (26) (27) .
The new results suggest a refined picture, consistent with both theory and experiments. Solutions of small hard ions, as well as multiply charged ions, behave classically, and the ions are repelled from the interface with essentially monotonic surface profiles. For electrolyte solutions containing highly polarizable ions, the anion concentration profiles exhibit a highly nonmonotonic dependence on the distance from the surface. The MD simulations (28) (29) (30) (31) (32) (33) (34) (35) (36) and continuum models with a smooth interface (21, 22) suggest that a dipole is induced in the anion at the Figure 10 Surface structure of iodide. Due to the high polarizability, a dipole is induced in the otherwise spherical iodide anion at the surface. The attractive interaction between the induced surface dipole and the surrounding water molecules compensates for the electrostatic repulsion and the loss of solvation energy.
surface, as shown in Figure 10 , compensating for the electrostatic repulsion and the anions are enhanced at the outermost liquid layer. The cations are drawn toward the interface by the electrostatic interactions with the anions and are enhanced just below the outermost liquid layer, where the anions are then depleted. Accordingly, there will be a minimum in the Gibbs free energy for the anions at the outermost liquid layer but a maximum just below it, while for the cations; there will be a minimum just below the outermost layer. Hydronium constitutes an exception to this behavior and is also enhanced at the interface, allowing for a large ion concentration and thus a positive surface excess, with a corresponding decreased surface tension. Furthermore, and very importantly, the polarizable anions present in the outermost surface layer are available for chemical reactions, in accordance with the observed reaction kinetics (24) (25) (26) (27) . Perhaps future investigations will reveal similar surface activity for hydronium ions. The new picture thus explains the features of the traditional methods, of a smaller change in the surface tension but a larger change in the electric potential, of salts comprised of highly polarizable anions compared with small hard anions, and the negative surface tension increase of acids.
Several surface sensitive experiments provide support for this new picture of ion solvation at the water surface (35, 36, 47, (49) (50) (51) (52) (53) 55) . The differences between the various observations can be understood by considering how each experiment probes the surface structure. The greatest detail is obtained in the simulations, but due to uncertainties in the potentials, the results have to be verified through experiments. A particular surface-sensitive technique will measure a weighted average concentration over the probing depth of the experiment, and may thus yield quite different results, depending explicitly on this probing depth. If an experiment probes the entire surface region evenly (i.e., a probing depth much larger than 10Å), then the cations will show a behavior that is identical to that of the anions due to surface neutrality. However, if the probing depth is shallower than the entire surface region, or if the outermost layers dominate the average taken over the surface region, then the distinct behavior of the cations and anions can be observed.
Furthermore, the various surface-sensitive experimental techniques probe the surface concentration and not the surface excess. An experiment that shows surface enhancement indicates a corresponding minimum in the Gibbs free energy profile at the surface. However, the position of this minimum with respect to the Gibbs dividing surface is normally not known and thus complicates the calculation of the surface excess. This is further exacerbated if the probing depth is unknown. Thus great care must be taken in determining a surface enhancement or depletion with a particular experiment.
An experiment may indicate a minimum in the Gibbs free energy profile, thus proving the existence of a nonmonotonic surface distribution. However, surface enhancement in the outermost liquid layer or true surface enhancement, as indicated by a positive surface excess, can normally not be established experimentally without additional knowledge about the position of the Gibbs dividing surface or inferred surface structure from a theoretical calculation or simulation.
