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CHAPTER 1
INTRODUCTION
1.1 Background
More than one-half of the information necessary to
existence is acquired through human visual capacities.
According to an Oriental proverb, "tosee once is better
than to hear a hundred times," which is tosay that human
vision is one of the most importantmeans of acquiring
perceptions of the outside world.Image processing is
closely tied to human vision, andmore to the point, digital
image processing is that part of digital signalprocessing
which refers to signals presentedas images.
Unfortunately, it is impossible to perfectan imaging
system.Therefore, the application of image restoration is
necessary to recover original images from degraded versions
of an object.Image restoration is an estimation process
for the recovery of original objects from observed images.
It is normally required following the acquisition ofsensory
data, but prior to such high level image processingas image2
processing through image restoration and reconstruction has
been a constantly expanding field of inquiry.Recently,
Optical Engineering (May, 1990) devoteda special issue to
image restoration and reconstruction in which approximately
200 pages were used to report recent progress in the fields
of image restoration and reconstruction.Sezan and Tekalp
(1990) provided a tutorial survey of image restoration, with
emphasis on recent developments and research results.
Image restoration may be defined as the general problem
of estimating a two-dimensional object froma degraded
version of the object.Thus, the basic structure of the
restoration problem can be summarizedas follows:
Given the recorded and degraded imageg, some type of
statistical knowledge about noise n and/or the
original image f, and some knowledge of the image
formation process (e.g., knowledge of the point
spread function (PSF)),
the object f can be estimated.
However, before image restoration can be achieved, the
blurring function PSF must be known.In some cases, this
can be known in advance, but in others it must be determined
experimentally from the degraded image.Hence, there are
two important problems in image restoration:1) determining
the degradation characteristics of the degraded image and2)
developing the restoration algorithm.It is the latter
problem which is the subject of the current investigation.3
The mathematical form of the degradation process is
dependent upon the problem at hand.Image degradation can
be classified broadly into two types:1) Systematic
degradations, including the blurring due to optical system
aberrations, atmospheric turbulence, motion, or diffraction;
and 2) statistical degradations such as noise and
measurement errors.Some of these degradation processes may
be exactly or approximately represented by linear systems,
while others must be represented by nonlinear means.In
this study, quadratic blurring and additive noiseas parts
of the degradation process, are considered.
For two reasons, a number of different techniques or
algorithms have been developed (Cannon et al., 1978):One,
there is no single model which can be used to describe the
image restoration problem, and the selection ofa model is
dependent upon the nature of the processes by which the
image was formed; second, thereare no universally agreed-
upon criteria for judging the quality of a proposed image
restoration process.One obvious criterion is the degree to
which restored images are visually comparable to the
original images.Frequently, however, what appears to be a
match cannot be easily defined mathematically.Another
possible criterion is the numerical closeness of the
restored image to the undegraded original scene.
Mathematically, this criterion can be easily accommodated.
For example, the minimum mean squareerror (MMSE) is one of
the mostly commonly used criteria.4
Existing algorithms can be classified under the
following options:1) as direct, recursive, or iterative;
2) linear or nonlinear; 3) deterministicor stochastic; 4)
of the spatial or transform domain; and 5)as adaptive or
nonadaptive (Katsaggelos, 1989).In this study, direct and
iterative, quadratic nonlinear, deterministic, spatial
domain, nonadaptive algorithmsare considered.
1.2 Inverse Problems of Mathematical Physics
In the widest sense, inverse problem theory has been
largely the field of inquiry of researchers working with
geophysical data for the reason that geophysicists, in their
efforts to understand the interior of the earth,are
confined to the use of data collected at the surfaceof the
earth.In one sense, geophysical problems are always
underdetermined, but insofar as geophysical data providesa
quantity of useful information, the development ofmethods
for its extraction have proved worthwhile.
Inverse problems which have arisen in the mathematical
domain have received considerable attention in various
physics and engineering applications, including optics,
medical diagnostics, radar andsonar target estimation,
seismology, atmospheric sounding, microscopy, image
restoration, radioastronomy, tomography, antenna design,and
system identification (Bertero, 1986).The nature of
inverse problems was apparentas early as 1765, with Daniel5
Bernoulli's study of the inhomogeneous vibrating string.
However, the development of systematic approaches to problem
applications as indicated above is a relatively recent
development, spurred by the need to determine reliable means
of indirect measurement.At the same time, the principal
technological tool for the solution of inverse problemswas
made available with the development of the digital computer.
The problem of the representation of inverse
relationships in mathematical physics may be broadly
described as the determination of the internal structuresor
past states of a system from indirect means of measurement.
This problem may be represented as shown in Fig. 1.1.
u(t)
-------
input
T(.)
go(t)
output
noise
n(t)
g(t)
measured
output
Fig. 1.1General Degradation System.
In this representation, a generalized system T(.) is excited
by an input signal u(t) to generate an output signal go(t),
such that
T(u(t)) = go(t) . (1.1)
Note that even though the argument t is representedas a
scalar time, it may be any multidimensional signal index.
The presence of an experimental error of some type is
modeled by the process n(t), which in some manner corrupts
go(t) so that the apparent system output is6
g(t) = go(t)@n(t) , (1.2)
where @ denotes the operator between go(t) and n(t).
Two inverse problems can then be defined.First, let
g(t) and T(.) be known.The inverse problem is then to
recover u(t), or the signal restoration problem.As an
alternative, let u(t) and g(t) be known.The corresponding
problem is then to identify the system T(.), or the system
identification problem.
1.2.1 System types T(.)
In practice, the system T(.) can be of several
different types, including main classifications describedas
follows.
a)Linear:Perfectly linear systems are idealized
versions of true physical systems andcan never
exist in practical terms.Although the assumption
of linearity is a useful tool in constructing
approximations to real-world systems, the
linearity constraints can be too stringent inmany
situations.
b)Nonlinear:All real physical systems posses
nonlinearities of some type.For example, the
electronic amplifier is a nonlinear system due to
the nonlinear characteristics of the active
devices of which it is constituted.Also,
clipping or saturation inevitably lead to
nonlinearities in this type of system.7
c)Time- or space-invariant:As in the case of
linearity, almost all systems are time- or space-
variant, which may be due to a drift in the
component values of electronic systems or because
of wear in mechanical systems.However, time-
invariance can usually be assumed since most
systems do not vary significantly over the period
of the experiment at interest.
d)Time or space-variant:The time- or space-variant
nature of a number of systems cannot be ignored in
every case.For example, in image processing some
degradation operations acting upon an imagemay be
spatially variant, such as some types of motion
blur.In these systems, the problem of time- or
space-variance must be dealt with in the design of
the processing scheme.
1.2.2 Noise types n(t)
Fig. 1.1 does not fully describe the problem of
experimental error.In the system identification problem
(i.e., given u(t) and g(t), find T(.)), the potentialerror
arising from the input signal u(t)as applied to the system
is not considered.Similarly, in the deconvolution problem
(i.e., given T(.) and g(t), find u(t)), the possibility of
erroneously measuring T(.) is not considered.In this
section, it is assumed that these noisesources do not8
exist, or that they are included in the data measurement
noise term n(t).
As in the case of the system T(.), n(t), and the means
by which n(t) interacts with the true data signal go(t),can
assume a number of forms, which are primarily characterized
by the interaction @ between go and n and the statistics of
n:
a)The @ operation:Generally, the interaction
between go(t) and n(t) is either multiplicativeor
additive.For example, multiplicative noise
arises in synthetic aperture radar (SAR) image
reconstruction, while additive noise can arise
through thermal effects and a number of other
types of noise processes.
b)Noise statistics:Depending upon the source of
the errors involved in the experiment, the
statistics of the noise process mayvary greatly.
To note only of these statistical properties, they
may be stationary or nonstationary, or correlated
between samples or uncorrelated.The probability
density function (pdf) which characterizes the
process may also assume a wide variety of forms,
including Gaussian or Poisson distributions.
The simplest and most generally applicable type of noise
process most often considered is the assumption that n(t) is
additive and stationary.In addition, it may be assumed
that n(t) has a Gaussian distribution.1.3 Linear Time- or Space-Invariant Inverse Problems
The rigorous mathematical formulation of the type of
linear, time- or space-invariant inverse problem of
interest, as expressed in terms of operator theory, is
considered in Chapter 3.However, the basic problem of
inversion in the case of linear systemscan be usefully
previewed by the examination of a simple linear filter,as
represented in Fig. 1.2.
u ( t)
input
h(t)
g(t)=h(t) *u(t)
output
Fig. 1.2Linear System.
9
In this representation, a linear system is excited byan
input signal u(t), generating the output signal g(t).In
this case, the output g(t) is simply the convolutionof u(t)
and h(t):
g(t) = h(t) *u(t) , (1.3)
where * represents the convolution operation.
In system theory, the following three problemsare
generally considered:
a)Analysis:The objective is to find g(t), given
u(t) and h(t).For most linear systems, this is a
relatively easy problem to solve to almostany
desired degree of accuracy.
b)Synthesis:The objective is either:10
1)To find an acceptable h(t), which will lead to
g(t) when excited by u(t).Although it is
usually posed in the frequency domain, this is
the standard filter design problem.
2)To find an input signal u(t) which, when fil-
tered by h(t), will lead to g(t).For exam-
ple, this problem arises in the design of
excitation signals for ultrasonic transducers
directed at the achievement of desired output
waveforms.
The problem of synthesis is more difficult than
that of analysis, but it can usually be solved to
a desired degree of accuracy.That is, an h(t)
can be found which will filter u(t) to simulate
g(t) to the desired level.
c)Inversion:Again, this problem is two-fold, and
either:
1)Find u(t), given h(t) and g(t), or the decon-
volution problem; or
2)find h(t), given u(t) and g(t), the system
identification problem.
The inversion problem is a more difficult problem.
In solving inverse problems, there are a number of
difficulties, including issues related to the
existence, stability, uniqueness, and
computability of the solution.11
1.4 Image Restoration as an Inverse Problem
Some of the problems encountered in signal and image
processing can be posed as linear inverse problems.
However, it has been established that the inverse problems
arising in image restoration are generally ill-posed
(Andrews & Hunt, 1977).Image restoration involves a
variety of degradation mechanisms, including blurring,
nonlinear deformation, geometrical distortion,or
multiplicative/additive noise.Mathematically, given the
degraded image g,
g = T(f)@n , (1.4)
wheref = the object to be restored,
T = linear or nonlinear blurring/deformation
transformation over a small window,
@ = pixel-by-pixel interaction, suchas addition or
multiplication, and
n = the corruptive noise process.
A general image degradation system is shown in Fig.1.3.
f(x,y)
object
T( )
g (x,y)
noise
n(x,y)
g(x,y)
>
measured
image
Fig. 1.3General Image Degradation System.12
When only a linearly blurring mechanism and additive
noise is considered, the degraded image vector g in Eqn.
(1.4) can then be written as
g = H f + n , (1.5)
where H is a known blurring matrix, representing the
spatially invariant or spatially variant distortion; it has
as elements samples of the PSF of the imaging system.
With this model, the purpose of digital image
restoration is the recovery of the original nonblurred image
f, given the observed degraded image g, the transformation
function of H, and selected statistical properties of the
noise n.In other words, the image restoration problem can
be developed as a discrete-discrete inverse problem.Eqn.
(1.5) can be easily expressed as a mapping between two
finite-dimensional Hilbert spaces, where the mapping is
performed by a linear operator.Therefore, image
restoration can be considered in terms of specific problem
types, in this case finding the inverse of a mapping by the
use of the terminology of mathematical functional analysis.
With the advent of supercomputers, it has become possibleto
solve the inverse problem as a linear system withany number
of unknowns.
The problem of restoring linearly degraded images in
the presence of noise has been subject to frequent
investigation.In 1970, MacAdam described the problem of
constrained restoration.In more general terms, Sondhi
(1972) provided a useful review of the typical mechanisms13
through which blurring could be caused, as wellas a review
of existing image restoration techniques.Hunt (1973) then
tested Sondhi's suggestions, using techniques developed by
Phillips for the application of regularization theory to the
problem of image restoration.At nearly the same time,
other investigators (e.g., Frieden, 1972) undertook workon
maximum-entropy approaches, which provided an alternative
method of performing reconstruction by theuse of simple
least square techniques.
Subsequently, the maximum aposteriori method became
popular, as indicated Hunt (1977), Trussell and Hunt(1978),
and Trussell (1978).Regularization methods continued to be
applied into the 1980s (Shim & Cho, 1981; Karayianniset
al., 1986, 1988; Bertero et al., 1988b; Demoment,1989).
Interest in maximum entropy restorationwas also continued,
although it was applied primarily to the relatedproblem of
the reconstruction of 2-D signals in the frequencydomain
from signal measurements in the conjugate time domain
(Wernecke & d'Addario, 1977; Gull & Skilling, 1984).
Indeed, it has been with great enthusiasm that maximum
entropy image restoration methods have been proposedas the
only worthwhile restoration method in the absenceof
extensive apriori knowledge concerning the true solution.
More recently, a greater understanding of the position
of image restoration within the global framework of inverse
problems has become apparent.This has manifested itself in
the application of powerful theories drawn from functional14
analysis, statistics, and generalized inverse theory
(Nakamura & Ogawa, 1984; Bertero et al., 1988b; Karayiannis
& Venetsanopoulos, 1988, 1989; Katsaggelos, 1989; Demoment,
1989).Demoment, in particular, has provided a summary and
references classifications of developments in the theory of
image reconstruction and restoration over the past 20 to30
years.The basis of the problem considered in the current
investigation was first presented by Andrews and Hunt
(1977).
1.5 Choice of the Quadratic Model
A number of inverse problems can be represented bya
first-kind Fredholm integral equation (Groetsch,1984;
Rushforth, 1987) of the form:
f ki(x,y)f(y)dy= g(x) , (1.6)
where
g(x) = a data function,
ki(x,y) = a known kernel (or impulse response),
f(y) = the unknown function to be determined, and
x, y = scalar or vector variables of time and/or space.
In the image restoration problem,
g(x) = the observed image,
kl(x,y) = the PSF of the imaging system,
f(y) = the object distribution, and
x, y =2-D space vectors.15
In time- or space-invariant linear cases, the inverse
problem is referred to as the deconvolution problem.
The representation of Eqn.(1.6) is useful for linear
systems which observe the superposition principle;
conversely, nonlinear image processing cannot be generally
represented.Recently, a number of nonlinear time series
models have been proposed, including: 1)a bilinear model
(Granger & Anderson, 1978; Subba Rao, 1981; Subba Rao &
Gabr, 1984); 2) a random coefficient autoregressive model
(Nicholls & Quinn, 1982); 3) threshold/exponential
autoregressive models (Tong, 1983); and 4)a state-dependent
model (Priestly, 1980; Haggan et al., 1984).
For the representation of nonlinear system input and
output relations, the Volterra series expansionmay be
usefully applied and is described in general terms in
Chapter 2.One of the more basic representations of
nonlinear systems is via the second-order (or quadratic)
term of the Volterra series expansion,
If k2(x;x1,x2)f(xl)f(x2)dxidx2= g(x) , (1.7)
or the quadratic system (Heideman, 1988).This system can
be considered as a special case of the bilinear I/O
representation (Kim and Bose, 1987):
where
if k2(x;x1,x2)fi(xl)f2(x2)dxidx2= g(x) ,
g(x) = the output at x,
fi(xi) = the input at x = xi for i=1,2, and
(1.8)16
k2 '(x*x1,x2
)= the double impulse response (DIR) of the
bilinear I/O system at the output coordinate x
due to unit impulses at input coordinates xl
and x2.
That is, if a single input rather than two inputs is
considered, the bilinear I/O representation becomes a
quadratic system.According to Heideman (1988), a bilinear
system can be considered as a special case of a quadratic
system.In the literature of optical systems, the I/O
representation presented in Eqn.(1.7) is referred to as the
bilinear representation (Saleh, 1979).
If partially coherent light illuminates a transparency
of amplitude transmittance f(x), then the light intensity
g(x) in the image plane is related to f(x) by (Beran &
Parrent, 1974; Born and Wolf, 1964)
ifh*(x;x1)h(x;x2)F(xl,x2)f*(x1)f(x2)dxidx2
= g(x) , (1.9)
where h(x;x1) is the system's impulse response, F(xl,x2) is
the field's coherence function, and f and g are not linearly
related, but are "quadratically" related.Eqn.(1.9) is
equivalent to Eqn.(1.7) if
k2(x;x1,x2) = h*(xl)h(x2)r(xl,x2) . (1.10)
Therefore, the representation in Eqn.(1.7) is used for a
model of a quadratically distorting imaging system.
In addition, the problems of restoring quadratically
distorted images arise in many fields of applied physics and
engineering, including optical systems imaging with time-17
variant pupils (Welford, 1971), coherent imaging through the
turbulent atmosphere (Saleh, 1979), high resolution X-ray
imaging systems where the object is illuminated by partially
coherent waves (Yamakoshi & Sato, 1984), and imaging on
translucent substrates with thin absorbing surface patterns
where the object is noncoherently illuminated (Goodman &
Johnson, 1984).This methodology has also been
significantly applied to the use of green-light lasers in
underwater image reconstruction and identification.
1.6 Linear Algebraic Representation of Ouadratically
Distorted Images
In this section, it is demonstrated that the
quadratically distorted images referred to in the previous
section can be represented by a linear algebraic equation
for the redefined input variables*.To maintain notational
and computational simplicity, all objects and images are
initially considered as one-dimensional functions.
After discretization (Nashed, 1976b; Groetsch, 1984;
Bertero, 1986), the discrete finite counterpart of Eqn.
(1.7) is
N-1N-1
E >q(n;mi,m2)f(mi)f(m2) = g(n)
m1=0 m2=0
0 < n < N-1 (1.11)
* which contain redundant auxiliary variables18
where {f(m)} and {g(n)} are, respectively, the input and
output sequences, assumed nonnegative real; the kernel
q(n;mi,m2) is the DIR of the discrete system at the output
coordinate n due to unit impulses at the input coordinates
m=mi and m=m2; and N is the finite number of equispaced
points at which the signal is sampled.
The indexed NxN quadratic DIR matrix Qn is first formed
as follows:
q(n;0,0) q(n;0,1) q(n;O,N-1)
q(n;1,0) q(n;1,1) q(n;1,N-1)
Qn
q(n;N-1,0)q(n;N -i,l) q(n;N-1,N-1)
n=0, ..., N-1. (1.12)
For Qn in Eqn. (1.12), Eqn.(1.11) can then be written as
tr {QnffT} = g(n) , n=0,... ,N-1
where
fT= [f(0),f(1), ,f(N-1)] .
Let
(1.13)
(1.14)
That
B(i,:)
is, the
=
1
Qi-1(:,1)
Qi-1(:,2)
Qi-1(:,N)
x N2 row vector
T
i=1,2, ,N
B(i,:) is formed by
(1.15)
concatenating one column after another, then transposingas
shown above (colon notation is as provided for in Goluband
Van Loan (1989)).The NxN matrix U is formed by an outer
product of the vector f,U = ffT
.
19
(1.16)
The vector representation u E RN2 is then obtained by column
stacking the matrix U:
u = U(:) , (1.17)
that is,
U =
f(0)f(0)
f(l)f(0)
f(N-1)f(0)
f(0)f(1)
f(N-1)f(1)
f(N-1)f(N-1)
, .
(1.17a)
Eqn.(1.11) can then be represented by a vector inner-
product,
<BT(n,:)1u> = g(n-1) , n= 1,2,..., N (1.18)
where BT(n,:) denotes the transpose of the nthrow of the
matrix B.The matrix-vector representation can then be
given by
Bu = g , (1.19)
where the output vector g E RN is
g=[g(0),g(1),,g(N-1)]T .
Note that Eqn.(1.19) is a linear algebraic equation
for the redefined input variable u. This inversion procedure
results in large but sparse rectangular systems of linear20
algebraic equations; in practice, tens or even hundreds of
thousands of simultaneous equations may be generated.A
number of approaches to the solution of these equationsare
considered in the following chapters.
1.7 Organization of the Study
Since Volterra filters can be used for most nonlinear
systems, their representations and some of their properties
are considered in Chapter 2, as is the use of a bilinear
system (BLS).The BLS, which is one of the more basic
nonlinear systems in wide use in the fields of controland
signal processing, is used as a testcase for the Volterra
series of nonlinear systems since explicit expressionsfor
bilinear systems are available.VF output can be expressed
in simple terms through extended scalar productsand can be
represented as linear filters in a proper linearspace.
In Chapter 3, solution schemes for the image
restoration problem are attempted,as shown in Fig. 1.4.
Fig. 1.4 Quadratic Degradation and Restoration
(with X and Y linearly related).21
There are two general classes of methods for the solution of
linear systems of first-kind functional equation, the direct
and iterative methods.In recent years, both classes have
been developed extensively and significant improvements in
computational efficiency have been achieved.In Chapter 3,
the mathematics of inverse problems are considered, the
direct method is first developed, and a minimumnorm least-
squares solution is obtained using singular value
decomposition (SVD).The use of iterative algorithms in
image restoration is attractive since 1) this procedure
allows the incorporation of prior knowledge about feasible
solutions, 2) they are fairly robust with respect toerrors
in the approximation of the blurring operator, and 3)
implementation of the inverse of the operator is not
required.Therefore, the iterative methods are also
exploited for quadratically distorted image restoration.An
approximate solution is obtained through application ofthe
conjugate gradient method, and the imagesso approximated
are further improved by application of the Newton-Raphson
iteration technique.
The inverse problems which occur in image restoration
are generally ill-posed since the data insufficiently
constrains the desired solution (Andrews & Hunt, 1977).One
approach to this problem, the regularization method
(Tikhonov & Arsenin, 1977), a mathematical technique used
for the solution of ill-posed problems, is to impose weak
smoothness constraints on possible solutions in the form of22
stabilizers.Accordingly, the basic principles and
classifications of this methodologyare reviewed and two
typical regularization methodsare presented in Chapter 4.
The truncated, singular-value decompositionmethod is
applied to the problem under consideration.In addition, a
regularized iterative restoration schemefor noisy data is
considered.
Finally, the conclusions drawn from thisinvestigation,
as well as summary consideration of unanswered problemsand
possible research directions forthe application of the
results obtained from this study,are presented in Chapter
6.
1.8 Notation and Definitions
1-D = one-dimensional
2-D = two-dimensional
m-D = m-dimensional
Rm = Euclidean m-dimensionalspace
Ix> or x (ERm)= vector space of real m-tuples
<xl or x
*
= adjoint vector of Ix> or x
A (eRmxn) = real matrix of mrows and n columns
AT= transpose of a matrix A
adj(A) = adjoint matrix of A
A+= pseudoinverse of a matrix A
diag(a1, u2,..., ur)
= a diagonal matrix of rank r23
u.(A) = the i-th largest singular value of A 1
umax(A) = the largest singular value of A
amin(A) = the smallest singular value of A
A(k,:) [akl,..., akn]
A(:,k) =
spanflpi>, .
alk
amk/
= the k-th row of A
= the k-th column of A
det(A) = determinant of A
R(A) - {Iy> IAix> = ly> for some Ix >}
= Range of A
N(A) = {Ix> IAix> = 0}
= Null space of A
IPr>/
= vector space generated by linear
combinations of the vectors Ipi>,
i=1,..., r
II A 112 = max II Aix> II,Ix> E Rn IIIx> 11=1
= 2-norm of A E Rmxn
m n
I IA II
2
= 2 2a
2'
F , 13
3 =1 1=1=1
= Frobenius norm of A c Rmxn
2 n
IIIx>II= > x.1 2
,Ix>c R
i=1
n
<.I.> = vector inner productCHAPTER 2
THE VOLTERRA FILTER IN MULTIDIMENSIONAL
DIGITAL SIGNAL PROCESSING
2.1 Introduction
24
In this chapter, a class of nonlinear systems which can
be described by Volterra series expansion, or Volterra
filters (VF), are examined.General relations for arbitrary
input signals passing through arbitrary linear systems have
been studied for many years and have been developed for both
the time and the frequency domain, while similar relations
are not available for arbitrary nonlinear systems.Rather,
each type of nonlinear system must usually be investigated
as a special case.The Volterra series is an intuitively
satisfying mode of representation of nonlinear systems,
which can be used to generalize the concept of the linear
system impulse response and its Laplace transform, the
transfer function.
From a theoretical view point, the VF is attractive
since it can be used to deal witha general class of
nonlinear systems, while maintaining linear output with
respect to various high-order system kernels or impulse
responses.That is, the VF is a particular class of
nonlinear filter defined by an extension of the idea of the25
impulse response to the nonlinearcase, which may be
considered as a linear system witha multidimensional input
signal.With this property, VF outputcan be expressed in
simple terms through extended scalarproducts and can be
represented as linear filters in aproper linear space.
Because explicit expressions for bilinear systemsare
available, the bilinear system will providea good test case
for the Volterra series of nonlinear systems.Therefore,
Volterra kernels and their Fourier transforms,or transfer
functions, are obtained for bilinearsystems in Section 2.3.
Although most VFs have been considered in theone-
dimensional case, suchas in time series applications (Subba
Rao & Gabr, 1984; Koh & Powers, 1985), multidimensional
Volterra filters (MDVF)are required for nonlinear problems
of multidimensional signal processingfor image and array
processing (e.g., radar,sonar, seismic signal processing,
or radio astronomy).In fact, the field of multidimensional
signal processing remainsan important problem area and has
been actively researched.Two special issues of the
Proceedings of the IEEE (June, 1977 andMay, 1990) have been
devoted to the problems of multidimensionalsystems.It has
been shown that the 1-D discrete VFcan be usefully extended
to the m-D case, and representations andsome of the
properties of MDVFs have been explored,all of which
included 1-D VFs as specialcases (Sicuranza & Ramponi,
1986; Ramponi et al., 1988; Ramponi, 1990).In principle,
although it is possible to extend to thearbitrary26
dimension, in reality 2-D cases have beenproven to be the
most useful.Therefore, the 2-D quadratic filter is given
particular attention in Section 2.7.
2.2 Representation of Multidimensional Volterra Filters
Under certain conditions, m-D nonlinear dynamic systems
are generally described by the Volterra series as follows
(Mohler, 1991):
y(t) = h0 + f hi(Ti)x(t-Ti)dT1 +f f h2(71,T2)x(t-71)
0 0 0
*x(t-T2)dr1ciT2 +... , (2.1)
where y(t) and x(t) are, respectively, the filter outputand
input; t = [t1 t2... tm] is the m-D coordinate vectors; f =
f..(m).f isa m-tuple integral; dTi = dril... dTim; and
hi denotes the kernel or impulseresponse of the ith degree.
The term h0 is a constant independent of the inputand is
sometimes omitted.
Eqn. (2.1) for a continuous system is usually
transformed to a discrete form forpurposes of digital
signal processing.The discrete finite counterpart of Eqn.
(2.1) is
where
N-1 N-1 N-1
y(n) = k0 + E k1(i)x(n -i) + EE k2(i,j)x(n-i)x(n-j)
i=0 i,j=0
+ ... , (2.2)
E = E ..(m). E = the m-tuple summation,n = [ni n2 ... nm] = the m-D coordinate vector, and
N = [N1, N2 ..., Nm]
= the filter length.
An m-D VF of order p is defined as a nonlinear system,
the input-output relationship of which is described by a
finite Volterra series expansion.
p
y(n) = kip + E y_i(n) ,
j=1
where
27
(2.3)
N-1N-1
17].(n)=E... E k_1(ii,...,i.)x(n-ii)...x(n-i.) .(2.4)
ili ii3=0-'
3 7
Thus, a jth order scalar VF can be shown schematically as in
Fig. 2.1.x(n) Time
Delay
x(n) x(n-1)... x(n-N+1)
K.(0 0..0) If ,
KJ.(0,0,..,1)
KJ.(0,0,..,2)
.(N-1,.N-1)
Fig. 2.1chematic Representation of the
jt" Order Volterra Filter
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2.3 Volterra Kernels for Bilinear Systems
Bilinear systems are nonlinear, yet in some respects
they bear resemblance to linear systems.Since the
introduction of bilinear systems for control theories
(Mohler, 1973; Ruberti & d'Allessandro, 1972), their
application to time series modeling has been frequently
considered (Granger & Andersen, 1978; Priestly, 1978; Subba
Rao & Gabr, 1984) and its usefulness has been demonstrated
for a variety of fields, including engineering,
socioeconomics, and immunology (Kolodziej & Mohler, 1988).
d'Alessandro et al.(1974) made effective use of the
Volterra series in connection with bilinear systems,
observing that it was a straightforward process to write
down the Volterra series for bilinear systems, and at the
same time providing the necessary and sufficient conditions
for bilinear realization of a Volterra series.More
recently, Banks (1988), in his monograph on the Mathematical
Theories of Nonlinear Systems, included ina chapter on
continuous bilinear systems and Volterra series.
The Volterra series for bilinear systems may in general
be decomposed into an infinite number of linear system
solutions.However, in the case of weakly bilinear systems,
the Volterra series is finite and the solution results in
weighted products of linear system solutions.For the
current study, weakly bilinear systems (BLS), whichcan be30
adequately represented by finite transfer functions, are
assumed.
2.3.1 Introduction to Discrete Bilinear Systems
The BLS comprises one of the classes of nonlinear
systems (NLS).In control literature, the BLS in the state-
space formulation is usually defined as linear in state and
in control, but not jointly linear in state and control
(Mohler, 1973).In other word, the process involves the
products of state and control and can be considered as a
slight generalization of the linear system.At the same
time, it may be readily observed that superposition does not
apply.
A discrete BLS can be represented by the following
state and output equations:
X(t +l) =AX(t) + BX(t)e(t) + Ce(t) (2.5)
and
y(t)=DX(t) , X(0)=X0 (2.6)
where XcRn, ecR, ycR, and A, B, C, and D are constant
matrices of appropriate dimensions.
The response y(t) can be decomposed into the sum
Y(t)=Yx(t) + Ye(t) + Yxe(t) (2.7)
in which the first two terms represent, respectively, the
zero-input response and the zero-state response.The
expression for yx(t) can be obtained immediately by
integrating e(t)=0 into Eqns. (2.5) and (2.6) as
yx(t) = DAtXo . (2.8)31
Under some conditions, the zero-state response ye(t)can be
expanded in the Volterra series.
Rao and Mohler (1975) deduced the functional series
expansion of the output of the continuous time bilinear
system.The discrete version is similarly derived in
subsection 2.3.2.In a number of engineering and scientific
problems, the transfer functions, corresponding to the
Fourier transforms of the kernels of the Volterra series,
are more useful than the Volterra kernels themselves.
Consequently, the BLS transfer functions are obtained in
subsection 2.3.3.
2.3.2 Volterra Series Expansion of Discrete Bilinear
Systems
A discrete version of the functional series expansion
of the output of the continuous time BLS (Rao & Mohler,
1975) is derived in this section.With the Reversion
Method, Eqn.(2.5) is written as
X(t +l) = AX(t) + BX(t)ge(t) + Cge(t) , (2.9)
where g is a numerical parameter introduced to facilitate
solution, which is ultimately allowed to become unity.A
solution for Eqn.(2.7) is sought in the form
X(t) = LX1(t) + g2 X2(t) + + gnXn(t) + , (2.10)
where X1and X2, are functions of time t, to be
determined.
Substituting Eqn. (2.10) into Eqn.(2.9) yields
gX1(t+1) + g2X2(t) + + gnXn(t+1) += AAX1(t) + g2AX2(t) + + AnAXn(t) +
+ A2BX1(t)e(t) + p3BX2(t)e(t) + "
+ ACe(t) .
32
(2.11)
Terms of the successive powers of A are then picked from
this equation to form the following set of simultaneous
equations.
- A1
:Al(t+1) = AX1(t) + Ce(t)
A2
:X2 (t+1) = AX2(t) + BX1(t)e(t)
An :Xn(t +l) = AXn(t) + BXn_1(t)e(t) . (2.12)
For the zero-state response, it is assumed that Xi(0)=0
(i=1,2,) and e(t)=0 (t<0).The first equation yields
X1(t), which can be used in the second and subsequent
equations to find X2(t),Xn(t).Solving Eqn.(2.12) for
t
X1(t) = EA11-1Ce(t-i1
)(5-1-(11-1) ,
i1=0
(2.13)
where (5-1(i)is the unit step sequence.Then, the
substitution of Eqn.(2.13) into Eqn. (2.12) and a suitable
change of dummy variables yields
t t
X2(t) = E EA-1-1-1BAi2-i1-1Ce(t-i1)e(t-i2)8-1(i1-1)
i1=0 i2=0
(5-1(i2-i1)6-1(i2-i1-1) , (2.14)
and, in general,
t t
Xn(t) = E EA11-1BAi2-i1-1 Ain-1-in-2-1BAin-in-1C
i1=0in=033
e(t-i1) e(t-in)(5_1(i1-1)8_1(i2-ii-1)'
6_1(i2 -i1) 6-1(in-in-1 )8-1(in-in-1-1) .(2.15)
Consequently, the state vector X is obtained from Eqn.
(2.10), with 4 = 1:
X(t) = Xi(t) + X2(t) + *" + Xn(t) +
pt t
= E [E - EA-L11BAi2-i1 -1 Ain-l-in-2-1B'
n=1 i1 =0 in=0
n
Ain-in-1C II e(t-ij) ]6_,(ii-1)'
j=1
n
II 6-1(ij-ij-1)S-1(ij-ij-1-1)
j=2
(2.16)
Therefore, the zero-state response ye(t) is obtained from
Eqns.(2.6) and (2.16) as
p t t
Ye(t) E [E :DAi1-1B20-2-i1 -1 .-- A
n=1 i1 =0 in=0
n
Ain-in-1C n e(t-ij) ]6_1(i1-1)*
j=1
n
II 6-1(ij-ij-1)8-1(ij-ij-1-1)
j=2
-1-in-2-1B'
(2.17)
The Volterra kernels given by
kn(ii, ***,in)
=DAil-1BAi2-i1-1 Ain-l-in-2-1BAin-in-1C
in+1 > in> 0
,n=1,2, ***, (2.18)
characterize the system of Eqns.(2.5) and (2.6) in that
knowledge of these kernels provides the means for
determining the output corresponding to a given input.34
However, the kernels in expression (2.18) are notsymmetric,
and symmetric kernels can be obtained as follows:
***, in) = 1/n! E kn(il, in) ,(2.19) knsym(i1, per
where the summationEis taken over all possible
per
permutations of the variables il,i2, ***, in.
The first two symmetric kernels are given by
klsym(i1
)=DAil-1C6-1(i1-1)
and
k2sym(il,i2) 1/2
b_1(i2-i1-1) +DAi2-1BAi1-i2-1C8_1(i2-1)*
2.3.3 Transfer Functions of Bilinear Systems
The n-variable Fourier transform of a kernel is called
(2.20)
(2.21)
an nth-order transfer function.That is, the nth-order
transfer function, Hn, is
Hn(wl,w2, ***, wn) =! ! kn (il, in)*
i1=0in=0
exp( -j(wlil wn)
(n = 1,2, ) (2.22)
The first two transfer functions are given as follows:
HIM = D[IA exp( -jw)]-1C (2.23)
and
H2(wl,w2) = 1/2 [D(I-A exp{-j(wi + w2)})- B'
(I-A exp{-jw,})-1C+D(I-A exp { -j(w1 +w2)1)-113*
(I-A exp{-jw2}) 1C]*exp{-j(wi + w2)} . (2.24)35
2.4 Notation for the Extended Scalar Product
To simplify the representation of the VF, an extended
scalar product notation is employed.The extended vector is
defined as follows:
Ix> = Ix1>x2>...>xp>
iT (2.25) rx1,1x1,N1 x2,1x2,N2 xp,Npi ,
where 1x1 Np > E RN1, 1x2> RN2, e R ix>RN1+N2
...+ NP, andxi,. is the jthelement of the vector 1Xi>.
Note that the dimensions of each vectorcan differ.
The adjoint vector, <xi, is
<xl = adj(lx>) (2.26)
* * ,* ,* ,* = [x 1,1...x1,N1 - 2,1-- 2,112 - p,Np]
where*denotes the complex conjugate.
The scalar (or inner) product of the two extended
vectors is given as follows:
<x2<x1ly1 >y2> = <xilyi> + <x2Iy2>
* * * = x 1,1y1,1 .x 1,2y1,2 + ...x1,N1Y1,N1
* + x2,11'2,1 + 4-x*2,N2/72,N2 , (2.27)
A matrix acting on a vector yieldsa vector.Thus,
Aix> = lAx>.
Example 2.1
Aix> =
12
3 4
=
x1+ 2x2
3x1+ 4x2,
(2.28)36
Given a vector lAx>, the adjoint vector <Axl is formed
by the action of the adjoint matrix adj(A) on the adjoint
vector.That is, <Axl = <xladj(A).
Example 2.2
1-i 2+i x1 A= Ix> =
3-2i 4-2i
1+i3+2i
<Axl = [xl x2
*
]
2-i4+2i
,2,
(2.29)
= [(1+i)xl* + (2-i)x2*(3+2i)xl* + (4+2i)x2*] .
2.5 Volterra Filter Representation Using an Extended Scalar
Product
As noted above, the output y of the VF, considered as a
function of the kernels, km, defining this filter, is linear
with respect to these parameters.By introducing an
appropriate space, the output y of the p th -order VF can be
represented as an extended scalar product:
y(n) = ko + <kilui(n)> + <k21u2(n)> +
= 1(0 + <kp< <k2<kilui(n)>u2(n)> >up(n)>
n=0,1, ... (2.30)
where 1km> and lum(n)> are vectors of appropriate spaces,
which are formed as follows:
1)for m =l (linear system),
lki> = [k1(0) k1(1) k1(N-1)]T , (2.31)
lui(n)> = [x(n-0) x(n-1) x(n-N+1)]T (2.32)37
and
yi(n) = <kilui(n)> ; (2.33)
2)for m=2 (quadratic system),
1k2> = [k2(0,0) k2(0,1)... k2(0,N-1) k2(1,0)...
k2(1,N-1)...k2(N-1,N-1)]T , (2.34)
1u2(n)> = [x(n-0)x(n-0) x(n-0)x(n-1) ...x(n-0)x(n-N+1)
x(n-1)x(n-0)... x(n-1)x(n-N+1) ...
x(n-N+1)x(n-N+1)]T , (2.35)
or
1u2(n)> = lx(n)> 6D lx(n)> ,
where 0 denotes the Kronecker product, and
y2(n) = <k21u2(n)> ;
and
3)for p=2 (2nd-order Volterra filter),
(2.36)
(2.37)
y(n) = k0 + <k2<kilui(n)>u2(n)> . (2.38)
2.6 Volterra Filter Properties
1.VFs are linear with respect to their kernels:
a)For the parallel connection (Fig. 2.2), the
equivalent relation can be shown as follows:
yi = ko(1) + <kp(1)< ... <k2(1)<ki(1) lul>u2> ...>up>
+
y2 = ko(2) + <kp(2)< ... <k2(2)<ki(2) lul>u2> ...>up>
II
+ =3(0(1)+ko(2) + <(kp(1)+kp(2))<
<(k2(1)-Fk2(2)) <(k1(1)+1(1(2))1111>U2> ...>11
P
> .
(2.39)38
>
x(n)
>
01)
02)
Y1(n)
k(1) +k(2)
y(n)
Fig. 2.2VF Parallel Connection.
b)clki>k2>... >kp>
= Icki>ck2> ... >ckp> . (2.40)
The kernel vector of VF, in result 1k>, isa
linear vector.
2.Symmetry:
The source of symmetry is directly relatedto the
structure of the Volterra kernels.In fact, it is well
known that symmetric kernelscan always be considered
without loss of generality.This property is especially
useful in system identification andfilter design.
Eqn. (2.19) can be easily extended to them-D case.
The m-D counterpart of Eqn.(2.19) is
kn sym (ilf, in) = 1/n! E kn(ii, , in) ,(2.41)
per
where the summationEis taken over all possible
per39
permutations of the variables i1,i2,, in and ij = [iil,
ij2, ',ism].
3.Separability:
Separability is one of the most useful properties in
image restoration, serving to substantially reducethe
computational burden of the image restoration.Therefore,
the separability of the 2-D quadratic kernel isconsidered
in the following section.
2.7 Two-Dimensional Quadratic Filters
The space-invariant 2-D quadratic filter is represented
by
N-1N-1N-1N-1
y(ni,n2) = E 2 2 Eq(ni-mi,n2-m2; n1-11,n2-12)
m1=0 m2=0 11=0 12=0
'x(mi,m2)x(11,12) . 05_ nl, n2 < N-1 (2.42)
In the following chapters, Eqn. (2.42) is usedas the model
for a quadratically distorted image.
2.7.1 Useful Properties of the Two-Dimensional
Quadratic Filter
1)Symmetry:
qsym(ni-m1,n2-m2; n1-11,n2-12)
qsym(n1-11,112-12; nl-m1,112-m2)
That is, permutations of the couples of the variables
(11,12) and (mi,m2) leave the terms in qsym(ni-mi,n2-m2;n1-
(2.43)11,n2-12) unchanged.The symmetric kernel for the 2-D
quadratic filter can be obtained as follows:
qsym (ii,i2) = 1/2 {k2(ii,i2) + k2(i2,i1)1 ,
40
(2.44)
where ij = Oil ii2], j=1,2, denotes a 2-D coordinate index.
For image processing, symmetry can be easily indicated by
noting that the elements (nl-mi,n2-m2) and (n1-11,n2-12) of
q act upon the same pixels:
x(m1,m2px(11,12) = x(11,12)'x(mi,m2) . (2.45)
2)Separability with respect to the spatial variables:
q(ni-m1,n2-m2; n1-11,n2-12)
= h(ni-ml, nl-lih(n2-m2,n2-12) . (2.46)
This property can be explained by the well-known fact(Born
& Wolf, 1964, pp. 392-395) that the Fraunhofer diffraction
pattern for a square aperture is product separable.In
other words,
= h(1)(ni,m1Ph(2)(n2,m2) , h(nl,n2; mi,m2) (2.47)
where h(i)(n,m) = C1 sinc[C2(n-m)], i=1,2 and C1 and C2are
constants.Thus, separability facilitates the solution of
2-D problems through 1-D schemes.In the following
chapters, this is assumed.41
CHAPTER 3
THE MATHEMATICS OF INVERSE PROBLEMS AND THEIR
APPLICATIONS TO IMAGE RESTORATION
3.1 Introduction
Many inverse problems can be modeled abstractlyas
Tu = g, (3.1)
where T is a given operator between appropriatefunction
spaces, g is given by measured "external" parameters,and
the desired solution u represents "internal"parameters,
which are inaccessible to directmeasurement.Therefore,
the inverse problem is the determinationof the internal
parameter (or object) u c X from the measured datag e Y,
where X and Y are Hilbertspaces with the norms 11.11x and
and are known, respectively,as the "solution space"
and the "data space"; X and Ymay be finite- or infinite-
dimensional, dependentupon the problem at hand.This
corresponds to the inversion of the direct mappingof an
original signal u to a data signalg.
In Chapter 1, image restorationwas considered as an
inverse problem.In fact, methods for the solution of
linear inverse problemsare of great relevance in a number
of the domains of image processing.Since the solution
scheme proposed for the current investigationhas been42
formulated in terms of the linear operator T, the
corresponding mathematics of inversion are discussed in this
chapter, with emphasis upon linear operator equations in
Hilbert spaces.After a review of the existing methods for
the solution of inverse problems, appropriate methodsare
applied to the problem of image restoration.Both the
direct and iterative algorithms are exploited and shown
useful through simulation examples.
3.2 Generalized Inversions
In this section, a somewhat more general notion of
inversion for a bounded linear operator T froma Hilbert
space X into a Hilbert space Y is introduced.Irrespective
of the nature of the spaces X and Y, it is possible to
formulate general statements on the inversion of Eqn.(3.1)
through the use of functional analysis.By consideration of
the nature of the operator T, that is, whether it hasa
closed range or is a compact operator, the topologyof X and
Y, and the nature of noise n, it is possible to form
conclusions about the existence, uniqueness and stabilityof
the inversion process.It is not possible to provide a full
account of the application of functional analysis inthe
current study.Comprehensive treatments may be found in
Groetsch (1984), Nashed (1981), and Sanz and Huang (1983).
Consider that the solution of Eqn.(3.1) can be
attempted by a direct solution of the set of linear43
equations.It is generally accepted that the existence and
uniqueness of this solution is dependentupon both T and go.
For example, there can be no unique solution of Eqn.(3.1)
if T is a square matrix and det(T)= 0.In this case,
rather than an exact solution, a least-squares solutionmay
be preferred.For a number of reasons, this is a convenient
approach, particularly when noisy data are involved, for the
consideration of approximate rather than exact solutions to
Eqn. (3.1).
Definition 3.1.An element a c X can be said to be a
least-squares solution of Eqn.(3.1)
g112 = infIllTu- g112: u c X }.
Thus, the least-squares solution a has the propertythat Tu
is as close as possible to the observed datag.
The following theorem provides alternative
characterizations of leastsquares solutions.
Theorem 3.2.Let T be a bounded linear operator from a
Hilbert space X into a Hilbertspace Y.The
following conditions are equivalent (Groetsch,
1984, pp. 11-12):
i)IITUglI2= inf {11Tu -g112:u c X},
ii)T*Tu= T*g, and
iii)Tu = Pg, where P is the orthogonal projection
operator of Y onto R(T) which denotes the closure
of the range of T.
It follows from Theorem 3.2(iii) that Eqn.(3.1) has a
least-squares solution if and only if PgE R(T) or,44
equivalently, if and only if g e R(T) + [R(T)]1.When this
condition is satisfied, there is a unique least-squares
solution with a minimum norm, which is denoted by TI-g.The
operator T+ so-defined maps R(T) + [R(T)]I into X, and is
called the generalized inverse (or pseudoinverse) of
operator T.The generalized inverse is an extension of the
Moore-Penrose inverse for matrices.
However, even with this general solution concept, the
ill-posed nature of the problem is still present.Thus, the
following definition is applied.
Definition 3.3.Eqn.(3.1) is well-posed in the least-
squares sense if for each g in Y, the equation has an unique
least-squares solution of a minimal norm, which is
continuously dependent upong.
3.3 Generalized Solutions
In a number of cases, additional information is
available concerning either the properties of the solution,
such as positivity, or the statistics of the noiseprocess.
From data of this type, there isa wide range of algorithms
for the estimation of u which exploit this additional
information.The most common approach in image restoration
is to assume that the function is piecewise-constantand
approximate u as a vector u of dimension N.In Chapter 1,
observing this assumption, a linear algebraic equation,Bu =
g, was obtained for a quadratically distorted image.45
Consider, then, that a solution of Eqn.(1.19) is
attempted by direct solution of the set of linear equations.
It is obvious that the existence and uniqueness of such a
solution is dependent upon B and g.Since B is an NxN2
matrix, there are more unknowns than equations and the
system Bu = g is therefore underdetermined.This problem
without a unique solution is made worse by the presence of
noise.Typically, an underdetermined system has an infinite
number of solutions.That is, there are no possible
solutions in the usual sense, and a least-squares solution
must be sought.
Some criteria and/or constraints are necessary to
arrive at optimal and unique solutions.These criteria
and/or constraints should not only have a physical meaning,
they must also be mathematically tractable.However, there
are no universally agreed-upon criteria by which the quality
of a proposed image restoration process can be judged.
Of the solution alternatives, the minimum-norm least-
squares (MNLS) solution is a natural and unique solution
which is closest to the origin.In other words, the least-
squares solution to an underdetermined system Bu = g is the
solution u that makes 'lull as small as possible or,
equivalently, the least-squares solution can be used to
solve the problem:
minimize {Hull Bu = (3.2)It is generally accepted that the solution to Eqn.
(3.4)(i.e., for the derivation of the solution, Hager,
1988; Sinha & Kusta, 1983) is
0 = BT[BBT]-ig
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(3.3)
when the normal matrix BBT is nonsingular.Or, consider the
generalized inverse solution
0 = B +g , (3.4)
where the matrix B+ is the pseudoinverse (or generalized
inverse) of B.For the general properties of pseudoinverse,
see Appendix A.
In quadratic nonlinear image processing the matrix B
will usually be sparse and singular.The inverse of matrix
BBTmay not exist, and even if the inverse of this matrix
exists, the condition number (for a matrix Z, the condition
number c(Z)= 11Z11.11Z+11) will be squared.The
alternative approaches are preferred.The singular-value
decompositon (SVD) generates significant improvement in
computational precision when applied to thesame system of
normal equations.The use of the SVD for determining an
MNLS solution provides the means to control for the effects
of ill-conditioning and noise amplification.Following
review of the definition, theorems, and properties ofSVD,
an MNLS solution through through application of SVD is
provided in Section 3.5.47
3.4 Singular-Value Decomposition
Singular-value decomposition is one of the most
important procedures in digital signal and image processing.
SVD provides an effective way to find the rank ofa matrix,
to compress data, and to find the pseudoinverse ofa matrix.
It also has applications in direction finding, adaptive
beamforming, spectral estimation, and digital image
processing.In cases where the cost of the sensors
increases with higher accuracy and signal-to-noise
requirements, the SVD may bean ideal bridge between limited
measurement precision and robust modeling.
Due to recent advances in digital technology, theSVD
and pseudoinverse techniques have been successfully applied
to the restoration of noisy, linearly degraded images.
Sondhi (1972) suggested theuse of SVD as a tool for image
processing restoration of spatially invariantdegradations.
Hanson (1971) and Varah (1973) investigated 1-D problems
using a truncated SVD expansion.The same method was
applied to 2-D noisy degraded images byHuang and Narendra
(1975).Andrews and Patterson (1976) demonstrated the
restoration of space-variant degradations.An SVD
pseudoinversion method was applied to computerized
tomography image reconstruction from projections by Shimand
Cho (1981).Rushforth et al.(1982) and Severcan (1982)
have used these techniques in the restoration of imageswith
missing high-frequency components.48
For the current investigation, perhaps the principal
value of SVD is that it allows reliable determination ofthe
rank of a matrix.It is clear that the amount of
information in the measured data is dependentupon the rank
of the system matrix.
Definition 3.4.If A is a general mxn matrix, a a
nonnegative number, and p and qare vectors, such
that
Ap = a q,ATq= a p , (3.5)
then a is called a singular value of A, andp and
q are called singular vectors.
Note that
ATAp = u2p, AATq=u2q . (3.6)
For SVD (Golub & Van Loan, 1989):
Theorem 3.5.For any matrix A E Rmxn, having the rank
(A) = r, r < m < n, there exist two orthogonal
transformations, P E Rmxm and Q c Rnxn,so that
the following singular-value decompositionholds:
A = P E QT , (3.7)
S0
00
and S = diag (al, u2,...,ar) is a diagonal matrix
of rank r, with al > a2 > > ur > O.The
elements a.1i=1, 2,..., r are called the singular
values of the matrix A.
For proof refer to appendix B.
whereE3.4.1 Alternate Form of Singular Value Decomposition
The SVD of matrix A can be equivalently expressedas
the sum of the outer products,
r
A = I a. p. qT
a.1i I
i=1
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(3.8)
where the vectors pi(ERm), which are the columns of P,are
called the left-hand singular vectors of matrix A, and the
vectors qi(ERm), which are the columns of Q, are called the
right-hand singular vectors of matrix A.The outer product
T pi giis an mxn matrix of rank 1.Therefore, matrix A is
of rank r.The above form, Eqn.(3.8), readily follows from
A = P > QT
= [Pi,.--, Pm]
0 0 a1
0
o ar0
0 0
[1'111)1, arPr I0,
,0]
r
2 ai pi cliT
i=1
,
T
ql
q
.
T
n ,
(3.9)
For the properties of SVD (Vandewalle & De Moor, 1988):
Corollary 3.6.For the matrix A, the SVD for which is
given as theorem 3.5:
1)Rank property:
rank(A) = r , (3.10)
range R(A) = span{pi, ..., pr.} , (3.11)4
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and
null space N(A) = span{cir+li 1 cln} (3.12)
That is, the singular vectors of the SVD with
nonzero singular values span the range space, and
the singular vectors of the SVD with zero singular
values span the null space.
2)Dyadic decomposition (or sum of the outer
products):
r
A = E u1 .D1 .ffi T
. - -x 11
3)Norms:
)
11 A 112 = al
and
2
11 A 11F = a12 + + ur2
Rank k approximation:Define Ak by
k
Ak = E ui pi c/iTwith k < r ,
i=1
then
(3.13)
(3.14)
(3.15)
(3.16)
minII AB 112 II A -
rank(B)=k
Ak 1I uk+1 (3.17)
and
2 minII AB 11F =11 AAk 11F = uk+1
2
rank(B)=k
2 + ... +ar
. (3.18)51
Remarks:
The rank property is one of the most valuable aspects
of the SVD.The singular values can be considered as
quantitative measures of the qualitative notion of rank for
a matrix:Algebraically, the rank of a matrix can be
determined by the SVD.However, in practice, the effects of
rounding errors and noisy data make numerical rank
determination a non-trivial exercise.
Dyadic decomposition provides a canonical description
of a matrix as the sum of rank-one matrices of decreasing
importance, as measured by the singular values.Dyadic
decomposition is especially useful for data reduction.Rank
k approximation is the basis of a number of concepts and
applications, including least-squares, data reduction, image
enhancement, and dynamical system realization theory, and
for all possible problems in which the heart of the solution
is the approximation, measured in 2-normor Frobenius norm,
of a matrix by one of a lower rank.
Other valuable properties of the SVD, including
existence proofs, computational requirements and numerical
considerations, sensitivity results, and conditioning,can
be found in the study of numerical analysis provided by
Golub and Van Loan (1989) and other references found
therein.52
3.5 Minimum Norm Least-Square Solution Using Singular Value
Decomposition
Given an underdetermined linear system Bu= g, it was
demonstrated in section 3.3 that its MNLS solution is 0=
B+g.Replacing B by its singular value decomposition, B= P
2 QT,
B+ 2 driT[pQT[ peT]-1 (3.19)
QT]T Ep Since [P TTand QTQ = I, Eqn.(3.19) reduces
to
B+ ET[1: ET]-1pT
Therefore,
0 = Q E+ PTg .
where
2+ET[E ET,-1
j = diag(ui+)
and
l/uifor ui > 0
0 for ui = 0 .
Or, using the outer product form, Eqn.(3.21) can be
rewritten as
r
fl = E 1/0i <clilg>Pi
T
i=1
(3.20)
(3.21)
(3.22)
(3.23)
(3.24)
Therefore, a pseudoinverse (or generalized) solution
can be obtained from an expansion of the inverse in terms of
singular vectors withnonzero singular values.In other
words, the components ofg may be computed with respect to
the basis Igil, i=1, . n.Divide these components by the53
corresponding singular values and d the results are the
components of 0 with respect to the basis {pi }, i=1, m.
3.6 Restoration Algorithms
The problem of restoring an image distorted by the
quadratic system described in Eqn. (1.11) is discussed in
this section.A linear algebraic equation (1.19) for this
problem was previously obtained in Chapter 1.Therefore,
solution schemes can be given as follows.
3.6.1 One-Dimensional Restoration Algorithm
Algorithm 3.1:
Step 1:Obtain the MNLS solution for Eqn. (1.19),
0 = B +g , (3.4)
where denotes the generalized inverse of B.
Step 2:Select N terms from the N2 terms as follows
fi = uj , (3.25)
where j = N*1 + i+1, i= 0,1,..., N-1. (3.26)
If fi is negative, make it zero.
Note that the intensity of the object, f2, is obtained
directly by the above selection.
To evaluate the restoration performance, the parameter
p is used as the measure of image improvement that is due to
restoration.The performance parameter p is computed by
p = e1 /e2 , (3.27)54
where e1and e2denote, respectively, the prerestoration and
postrestoration root-mean-square errors, and are defined by
and
N-1
e12= 1/NE (gi fi2
)2
i=0
N-1
e22= 1/NE(f12 fi2)2
i=0
(3.28)
(3.29)
Example 3.10:Consider a quadratic system, the DIR of
which is fully described by
q(n;mi,m2) = h(n;m1)h*(n;m2)r(mi,m2) , (3.30)
where h(n;m), the amplitude impulse response of the system,
is
sinc[(n-m)/Ns], In-ml < Nh
h(n;m) = { /
0, otherwise
(3.31)
and F(mi,m2), the field's coherence function, is
r(m1,m2) = sinc[(m1-m2)/Nc] . (3.32)
Simulation results, based on a performance factor of 1.55,
are shown in Fig. 3.1. The parameter values are Nh = 4, and
Ns = Nc = 8 which correspond to partially coherent case
(Saleh and Sayegh, 1981).18
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3.6.2 Two-Dimensional Restoration Algorithm
When the DIR is separable,
N-1N-1N-1N-1
y(n1,n2) =2 E 2 2q(nl,n2;m1,m2,11,12)
m1=0 m2=0 11=0 12=0
ex(m1,m2)x(11,12)
N-1N-1N-1N-1
=2 2 2 2q(ni;m1,11)q(n2;m2,12)
m1=0 m2=0 11=0 12=0
*x(mi,m2)x(11,12)
N-1N-1
=E Eq(n2;m2,12)z(ni;m2,12) ,
m2=0 12=0
0 < nl, n2 < N-1 (3.33)
z(nim2,12)
N-1N-1
=E Eq(ni;m1,11)x(mi,m2)x(11,12) .
m1=0 11 =0
(3.34)
Algorithm 3.2:
Step 1:For each nl, nl = 0,1,..., N-1, the MNLS
solution, z(ni;m2,12), for Eqn. (3.33)can be obtained as
demonstrated for Step 1 of the 1-D case.
Step 2:Select N diagonal terms of z(ni;m2,12) for
each nl, that is, only for m2=12= 0,1,..., N-1.
Step 3:For each m2=12= 0,1,..., N-1, Eqn.(3.34) can
be solved by the application of the 1-D algorithm.
Thus, the 2-D restoration algorithm with separableDIR
can be easily summarized in a flowchart, as shown in Fig.
3.2.57
Obtain the MNLS solution, z(ni;m2,12), of
N-1 N-1
y(ni,n2) =22 g(n2;m2,12)z(ni;m2,12)
m2=012=0
0 < n2 < N-1
n1=n1+1
Obtain the MNLS solution, x(ni,n2)of
N-1 N-1
z(ni;m2,12)=2E g(ni;m1,11)x(mi,m2)x(11,12)
m1=011=0
0 < m2=12 < N-1
12=12+1
m2=m2+1
NO
2=N-1
YES
Select N terms
s.t. 11=m1
0<11=m1<N-1
Fig. 3.2Two-Dimensional Restoration Algorithm.58
Example 3.11:The image in Fig. 3.3 has been blurred
by the system of Eqn. (3.33) with the same q(n2;m2,12)as
shown in Example 3.10.Fig. 3.4 is the distorted image, and
the algorithm is applied to obtain the restored image,as
shown in Fig. 3.5.The performance factor, calculated in
the same manner as for the 1-D case, was 1.49..,,
Fig. 3.3Original ImageFig. 3.4Distorted Image
0.)0Fig. 3.5Restored Image byDirect Method62
3.6.3 Iterative Restoration Algorithms
Although MNLS algorithms using SVDare useful for the
restoration of quadratically distortedimages, the SVD
computational burden, with its large-sizedDIR matrices,
overwhelms its desirable least-squaresproperty.However,
nearly the same resultscan be achieved by the employment of
some of the iterative least-squares algorithms.In this
subsection, therefore,a conjugate gradient (CG) method is
applied instead of MNLS method.Simulation results are
provided in following examples.
Example 3.12:The one-dimensional case:
The problem in Example 3.10 is reconsidered,with the
general conjugate gradient method (see Appendix C )in
place of the MNLS solution in Step1 of Algorithm 3.1.
Simulation results are shown inFig. 3.6.After ten
iterations a similar resultwas obtained.The performance
factor was 1.55.63
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Fig. 3.6One-Dimensional Restoration Through CG-Method64
Example 3.13:The two-dimensional case:
The problem in Example 3.11 is also reconsidered, with
the general conjugate gradient method in place of MNLS
solution in Steps 1 and 3 of Algorithm 3.2.After ten
iterations a similar result was obtained.The results of
the simulation are shown in Fig. 3.7.The performance
factor was 1.49.Fig. 3.7Restored Image Through CG-Method66
3.7 Improvement Through Application of a Newton-Raphson
Iteration Scheme
Since to this point the quadratic Eqn. (1.11) has
lacked a closed-form solution, approximate solutions have
been obtained through iterative and noniterative schemes.
In this section, the images restored approximatelyare
substantially improved through application ofan iterative
procedure.A Newton-Raphson iteration scheme is used to
solve the quadratic equation, hence yieldingan improved
restoration.A good initial estimate of values is important
to the success of the Newton-Raphson method, and the
previous approximate solutions can be usedas initial values
since it is well-known that if the initialvalues are
sufficiently close to the solution point, the algorithmwill
at least converge quadratically.The iterations will often
diverge for a poorly chosen initial estimate.There exists
amodified Newton-Raphson algorithm for obtaininga
globally convergent set of iterates (Decarlo, 1989).
Let
(1)(f)=
,
00(f)
01(f)
ON-1(f)
where 0ndenotes the following system of equations:
(3.35)67
N-1 N-1
On(f) 22 cl(n;m1fm2)f(m1)f(m2) g(n) m1,m2=0
0 < n < N-1(3.36)
The solution f of (I)(f) can be obtained througha Newton-
Raphson iteration scheme:
fk+1=fk-j(1-1(fk)4(fk)
where ,4 (fk) is the kth Jacobian matrix:
J(fk
)=
00k0 aeoaeo aeo
... afk(0) afk(1)afk(2) afk(N-1)
BeiaelBei aoki
... afk(0)afk(1)afk(2) afk(N-1)
aokN_iaeN_iaokN_I. aokN_A_
afk(0) ...
afk(1)afk(2) afk(N-1)
and the ijth element of J4, is given by
a oik N-1
= 2 Eg(i;mi,j)fk(mi) afk(j) m1=0
Example 3.14.One-dimensional case:
The restored image in Example 3.10was improved by
application of the Newton-Raphson iteration scheme.After
three iterations, the simulation resultsare as shown in
Fig. 3.8.The performance factor was 55.53.
(3.37)
(3.38)
(3.39)68
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Example 3.15.Two-dimensional case:
The restored image in Example 3.11 was improved by
application of the Newton-Raphson iteration scheme.After
three iterations, the simulation results are as shown in
Fig. 3.9.The performance factor was 10.16.
Comments:
The algorithms developed for this Chapter are simple
and easy to implement and robust to the ill-conditioned
system in comparison to those developed by Kim and Bose
(1987).Since the intensity of the original image is the
square of the amplitude f, the original image can be
obtained directly from Step 2 in Algorithm 3.1.Therefore,
the proposed algorithms serve to reduce the computation
significantly (around 7 times of running time), at thesame
time providing good approximate solutions. These approximate
solutions have been improved substantially by Newton-Raphson
iteration schemes.Fig. 3.9Restored Image Through Newton-Raphson Method
0CHAPTER 4
RESTORATION OF NOISY BLURRED IMAGES THROUGH
REGULARIZATION METHODS
4.1 Introduction
71
In the previous chapter, only the operations involving
ideal data, uncorrupted by noiseor any other perturbation
to the data, were considered.The data function g is
usually the result of measurements, thus cannotbe precisely
known.Therefore, it is more realistic to consider noisy
data, which is generally assumed to be additive:
g = T u + n , (4.1)
where n is independent of signalu and zero-mean white
noise.
The most basic technique for solving Eqn.(4.1) is to
ignore the presence of noise, findsome pseudoinverse T+ of
T, and form the solution 11= T4-g.However, noise in the
data could be amplified by the solutionprocess, manifesting
itself as large instabilities in thecomputed solution.In
the presence of noise, its effectupon an inversion solution
can be explained as follows:
a = T +g = T+(go + n) = T+T u + TI-n , (4.2)72
where the first term on the right-hand side of the equation
is the MNLS solution in the absence of noise,and the second
term represents the contribution due to noise.
Unfortunately, the noise effects are often amplified in
the matrix pseudoinversion due to thepresence of small
singular values of T, resulting ina poor restoration.To
overcome this problem, the problem must be modified in such
a way that the solution is less sensitive to data noise.At
the same time, the solution to the modifiedproblem must be
close to the solution of the original problem.The process
of modifying the original problem to achievean acceptable
compromise between these two conflicting goals isreferred
to as regularization.Regularization theory (RT) providesa
formal basis for the development of regularizedsolutions of
ill-posed problems.
Because of the presence of singularities in the
distortion operator and noise in the degradedimage, image
restoration belongs to a general class ofproblems that have
been classified as ill-posed problems (Hunt,1984).
Satisfactory solutions for ill-posed problemsare often
obtained by means of regularization.Ill-posed restoration
problems can be regularized by incorporating apriori
information, in the form of regularizationconstraints, in
the solution (Bertero et al., 1980).In other words, given
that the inverse mapping T+ is insome sense ill-posed, it
is possible to seek to develop approximatesolutions by
modifying T-1- such that it provides stable ratherthan exact73
solutions, thereby eliminating the ill-posednature of the
problem.To assure a stable solution, this regularized
solution should be sufficiently similar to thegeneralized
solution.(Regularized reconstruction, and regularization
methods in general, are discused in Titterington(1985),
Bertero et al.(1988b), Karayiannis et al.(1986, 1988),
Demoment (1989).)
Statistical estimation techniques achieve
regularization through the use of apriori statistical
knowledge about the solution (Bertero et al.,1980).Wiener
and Kalman filters utilize apriori informationabout the
autocorrelation functions of the signal and thenoise to
compensate for the discontinuous dependence ofthe solution
on the noisy observations by using the minimummean-square
error (MMSE) criterion.Although the Wiener and Kalman
estimators can be powerful tools for the solutionof the
signal restoration problem, theyare unable to incorporate
apriori information of a deterministicnature into solution.
The regularization approach to this problem(Tikhonov &
Arsenin, 1977) involves the impositionof weak smoothness
constraints on possible solutions inthe form of
stabilizers.Stability can then be restored and theeffect
of noise in the data can be controlled byimposing a
suitable constraint on the solution,which may be derived
from known or assumed object characteristics.This is the
basis for the use of regularizationtechniques in object and
image restoration.74
It should be noted that the regularizationprocess is
essentially a modification of the originalproblem, which is
then transformed into a problem possessing the desired
properties.In effect, this reduces the size of the
solution space and controls noise amplification.In this
chapter, after an analysis of the general regularization
algorithms, proposed schemes for the solutionof noisy and
blurred image restorations are presented.
4.2 Basic Regularization Theory
Regularization is a well-established techniquefor
dealing with instability and nonuniquenessin inverse
problems (Tikhonov & Arsenin, 1977).In the classification
of Eqn.(4.1) as an ill-posed problem, the definitionof the
regularization is dependent upon the particularsolution
considered.However, several similar definitions of
regularization for ill-posed problems havebeen developed
(Tikhonov & Arsenin, 1977; Nashed,1981; Groetsch, 1984;
Bertero, 1986; Bertero et al., 1988a; Karayiannis&
Venetsanopoulos, 1989).
The definition of the regularization algorithmproposed
by Tikhonov and Arsenin (1977)was motivated by problems
that are ill-posed when the inverse solutionsare
considered.The generality of this definition is restricted
by the implicit assumption that the inverseoperator T-1
exists.Nashed (1981) extended the concept of the75
regularization algorithm to problems thatare ill-posed when
their solutions are attempted using theleast-squares
method.However, as noted by Bertero et al. (1988a), in the
case of an inverse problem with discrete data, the usual
definition of a regularization algorithm foran ill-posed
problem requires some modification.The reason is that the
usual definition applies to thecase of a linear operator
whose inverse or generalized inverse is notcontinuous.
Thus, a family of regularizing operators isessentially a
family of bounded operators which approximate,in some
suitable sense, an operator which isnot bounded.
On the other hand, for problems with discretedata the
generalized inverse is always continuous sinceit is a
linear operator on a finite dimensionalspace.The need to
regularize the problem is manifestedwhen the problem is
ill-conditioned, that is when the conditionnumber, C(T) =
IITIIIIT+11, is large.Usually, well-conditioned matrices
have condition numbers between 1 and10, whereas matrices
with condition numbersover 100 are considered ill-
conditioned.The worst case ill-conditioned matrixoccurs
when the minimum singular value iszero.It follows that a
regularization algorithm must providean approximation of T+
which has a norm that is smallerthan T+.
Given these considerations, Berteroet al. (1988a) have
provided the following definition fora regularization
algorithm:76
Definition 4.1.An operator R(g,a) dependent upon a
parameter a, denoting Ra, is called a regularization
algorithm (or regularizer) for the approximate computation
of the generalized inverse T-4- if the following conditions
are satisfied:
i)for any a > 0, the range of Ra is contained in X;
ii)for any a > 0, the norm of Ra is smaller than the
norm of T+, or
I'Rai l 11T+11 ; (4.3)
and
iii) lim Ra= T+
.
a-->0
(4.4)
It may be seen that an ill-posed problem has a condition
number C = m.Therefore, in practice, extremely ill-
conditioned problems behave as ill-posed problems and must
be treated with the same techniques (Bertero et al., 1988a).
Thus, the existing regularization algorithms for ill-posed
problems can be also used for ill-conditioned problems with
discrete data.
The key concept is to introduce a family of continuous
"approximations" of a noncontinuous operator.Specifically,
a regularization algorithm for the generalized solution of
Eqn.(4.1) can be given in terms of a one-parameter family
of continuous operators, Ra, a > 0 from Y into X, such that
for any given g c R(T),
lim R, g = T+g . (4.5) a-->0 "77
Therefore, when Rais applied to the noise-free data go,
the result is an approximation of ili which continues to
improve as a --> 0.
However, when Ra is applied to the noisy data g = go +
n, where n represents experimental errors or noise,
Ra g = Ra go + Ran . (4.6)
The second term is typically divergent when a --> 0.
Therefore, a compromise between "approximation" (the first
term) and "error propagation" (the second term) is required.
This is the problem of the "optimal choice" of the
regularization parameter a, which is discussed in greater
detail in the following sections.
4.3 Classification of Regularization Methods
Regularization theory provides a formal basis for the
development of regularized solutions that are stable in the
presence of small perturbations of the data.To apply a
specific procedure, the following two choices must be
decided:1) the qualitative choice determines the manner in
which the regularization is performed and 2) the
quantitative choice is used to determine how much should be
regularized (i.e., the selection of a particular value of
the regularization parameter a).In turn, Nashed (1981)
subdivided the qualitative choice into three categories:
1)regularization methods in function spaces,78
2)regularization of ill-posed problems by "control"
of dimensionality, and
3)application of iterative and filtration
methodologies.
The basic feature of the first category isthe
introduction of a compromise between fidelityto the data
and fidelity to some prior information aboutthe solution.
This approach, represented by the Tikhonov-type
regularization, is considered in the followingsection.
The second approach involves replacement ofthe
operator T with an operator T.If it is further supposed
that the exact data go is perturbed, theobserved data g
satisfying
Ilg-golf f (4.7)
is yielded.Then, the least-squares solution to the
modified equation
T-u = g (4.8)
is, if the modified operator T- has thepseudoinverse T-4-,
il- = T-4. g . (4.9)
In this case, what is sought isa modification of the
original operator T that will yieldapproximate solutions of
the form Eqn. (4.9), while providingan appropriate balance
of accuracy and stability.A truncated singular value
expansion is a typical example of thistype, and this
approach is discussed in detail in Section4.5.
Finally, iterative methodscan be used to solve
instability problems by halting the iterationsprior to the79
point that instability becomes a part of theprocess.
Several iterative schemes are considered in Chapter 5.
Within any of these categories, extreme restorations
tend to represent the ultra-rough least-squares solution, lac)
(a --> 0), and an apriori ultra-smooth object, um (a--> co).
In order to arrive at an effective regularization procedure,
the parameter a, which controls the procedure, must be
chosen in a manner that will provide the best solution.In
fact, the problem of choosing a is that of determining
where, on the trajectory of solutions lying between fio and
q., the solution ila should lie in order to beas close to
the original signal as required, when the trajectory has
itself been defined by the selected regularizationscheme
(Titterington, 1985, p. 382).The choice of an optimum
value for the regularization parameter is both crucial and
difficult, and is considered in detail in the following
section.
4.4 The Tikhonov Regularization Algorithm
The most thoroughly investigated approach to ill-posed
problems has been the regularization method proposed by
Tikhonov.Tikhonov and Arsenin (1977) introduced the
regularizing operator (RO) as the general underlying concept
of the determination of regularized solutions for ill-posed
problems, proposing the stabilizing functional approachas a80
special but powerful methodology for theconstruction of the
RO.
According to the stabilizing functional approach,an
ill-posed problem can be formulatedas the constrained
minimization of a certain functional, the"stabilizing
functional."The specific constraints imposed by the
stabilizing functional approachon the solution are
dependent upon the form and the properties ofthe
stabilizing functional in use, and the choicesof the
stabilizing functional and the regularizationparameter are
usually made on the basis of apriori knowledgeof the image
and/or the statistics of the noise present.
Basically, the regularized solution ua isfound by the
minimization ofIIgTu 112 + a0(u) for some functional
0(u).The basic results provided by Tikhonovand Arsenin
(1977) state that under certain weak conditionsof T, 0, u,
and g, ua minimizes II Tu g 11
2+ a0(u) if and only if:
1)6a > 0 such that minimizes IlgTu 112 with
0(u) < 6a, and
2)ca > 0 such that minimizes 0(u) with IlgTu
Ea.
One of the most used regularization techniquesconsists of
minimizing the functional
2
g - Tu Ily + aIICuIIZ
2
(4.10)
where C is a constraint operator transforminga function u
of the Hilbert space X intoa function of a new Hilbert
space Z, which can be called the constraintspace.81
Letting C = I is the equivalent of replacing the normal
equation with the regularized form
(T*T + aI)u= T*g . (4.11)
The operator T*T + aI is one-to-one and onto; hence its
inverse is continuous and the regularized solution Oa= (T
*T
+ aI)-1T*g will be stable with respect to small changes in
the data.The Tikhonov method is therefore a device for
damping these instabilities in order to obtain useful
approximations of the solution.
The regularized solution can then be represented
through an outer product form
r u.
0a=E <g,pi>qi ,
i=1 (vie + a)
and it may easily be seen that as a --> 0, Qa--> u =
The weighting factor, Wa(ui), is givenas
ui
Wa(ui) (4.13)
(a12
However, the problem of selecting a remains unsolved,and is
discussed in detail in the following subsection.
2
(4.12)
4.4.1 Methods of Selecting a
The outcome of the regularization process is not only
dependent on the choice of the stabilizing functional,but
also upon the selection of the regularization parameter.
That is, regularization necessitates the choice ofa
regularization parameter as well as the choice ofa
stabilizing functional.The issue of determining a correct82
value for the regularization parameter, or choosinga value
of a so that as is as close as possible to a, isvery
important.This problem is straightforward when the samples
are known to be exact since in this case a good
approximation can be obtained by setting the regularization
parameter equal to zero.However, in more realistic
situations the data function g is usually the result of
measurements, and hence cannot be known with precision.
The problem of the choice of the regularization
parameter a when applying the Tikhonov algorithm has been
the object of a number of studies and a number of techniques
have been considered.Possibly the most basic solution is
to select several different values of a for the restoration
process, allowing the observer to judge when the restored
signal approximates the expected result.However, when
little or no apriori knowledge is available aboutthe
expected signal results, this approach can be arbitrary
since the selected solution merely reflects theobserver
preferences, which in the absence of apriori knowledge must
themselves be arbitrary.
Golub et al.(1979) and Davies and Hassan (1987) have
commented on a number of techniques which have been proposed
as solutions to this problem, while Kay (1988) has described
several schemes for choosing an appropriate degree of
regularization and compared their performances with thoseof
test-images.The principal observable differences between
the alternative approaches has tended to lie in the amount83
of apriori knowledge about the true solution or about the
noise statistics assumed to be available.According to
Davies and Hassan (1987), practical methods can be placed in
two classes:
I)those which require a knowledge of the noise
variance a2, and
II)those which do not require knowledge of the noise
variance a2.
Among the Class I methods, those proposed by Tikhonov
and Arsenin (1977) and Miller (1970) tend to include strong
assumptions about the availability of knowledge of the noise
statistics and the chosen regularizing constraint level E2.
Other methods, such as the "discrepancy method" (Morozov,
1968), also make use of apriori knowledge concerning noise
variance.Detailed discussions of these approaches can be
found in Bertero et al.(1988b) and Katsaggelos (1989).
When detailed knowledge is not available (i.e., Class
II cases), a wide variety of alternative approaches may be
used.These include the maximum likelihood approach
developed by Davies (1982) and by Davies and Anderssen
(1986), the latter of which also provided useful comparisons
of the available techniques for selecting a.In addition,
methods based upon a discrepancy approach have been
developed in which some estimate of the noise variance has
been made from available data (i.e., rather than from what
can be apriori known).84
One of the more interesting solutions of the optimal
selection of a when noise variance is unknown is thecross-
validation method originally proposed by Stone (1974), and
subsequently developed in detail by Wahba (1977) and Golub
et al.(1979) with relation to both continuous-discrete and
discrete-discrete problems.Recently, Shahraray and
Anderson (1989) have demonstrated the applicability and
effectiveness of the method of generalized cross-validation
(GCV) applied to vision problems involving regularization.
Reeves and Mersereau (1990a) have also proposed the
application of the GCV principle for obtaining optimal
estimates of the regularization parameter and the
stabilizing functional directly from the degraded image
data.
4.5 Truncated Singular Value Decomposition and Filtering
The underlying concept of the truncated SVD is that
small singular values can be cut off.In other words,
singular value expansion can be modified to formstable
approximations of the original inverse problem by
constructing a new degradation operator which is similarto
the original, but which has no singular valuesnear to zero.
This is done by either truncating the singular value
sequence, or more generally by filtering this sequence.
The basic methodology of this approach is the
replacement of the weighting factor l/ui for singular valueexpansion with a modified weighting factor Wa(ai), which
avoids serious noise amplification when the system becomes
ill conditioned.Therefore, regularized solutions can be
simply obtained as filtered (or windowed) singular value
expansions:
co
0a= E Wa(ui)ii ,
i=1
85
(4.14)
where Wa1(u.)is a window function of the regularization
parameter a and the singular value ui, and la isan
unregularized MNLS solution.
If Wa 3.(u.) = 1, for i=1,..., r, the MNLS solution is
obtained.In the truncated SVD case, the weighting factor,
Wa(Oi), can be represented as
1, for i < k = [1/a]
Wa(ui) = {
0, for i > k
(4.15)
where k is the truncation index,[1/a] is a Gauss integer,
and a is a regularization parameter.The regularized
solution using the truncated SVD algorithm is then
k
as =E 1/cri <glpi>qi
i=1
(4.16)
However, this attempt at the reduction of solution
instability is achieved only at theexpense of a loss of
resolution.This can be easily confirmed by:
lim ila =0 .
a ->0 (4.17)
The optimal choice of the regularization parametera
(or the truncation index k)is dependent upon the particular86
singular value distribution of T, the amount of error in the
observed image g, and the accuracy of the known value of T
itself.The effect of the truncation upon the solution, in
the presence of noise, can be explained as follows:
11e 112 = 11u-1;112
r
= IIE1/cr1 <golpi>qi112
i =k +l
k
+
IE 1/ai <11113i>cli112 -
i=1
(4.18)
As k is increased, the first term of Eqn.(4.18) is
decreased, while the second term is increased.Therefore,
an optimal value of k exists such that the above error norm
is minimized.Detailed error analyses can be found in Shim
and Cho (1981) and Sullivan and Liu (1984).
4.6 Brief Review of Methods of Image Restoration Through
Regularization
Regularization is an effective method for obtaining
satisfactory solutions to image restoration problems.Hou
and Andrews (1978) provided one of the earliest approaches
motivated by RT, based upon the application of cubic splines
in image restorations.Other contributions regarding the
application of RT in image restoration have been reportedby
Hunt (1984) and by Katsaggelos et al.(1985).
The generalization of the stabilizing functional
approach and its application to continuous image restoration87
was first proposed by Karayiannis and Venetsanopoulos
(1986).The stabilizing functional approach has also been
the basis for the derivation of several regularizing
algorithms for discrete image restoration (Karayiannis&
Venetsanopoulos, 1988).However, the number of image
restoration approaches that were directly motivated by RT is
only a small portion of the total number related to RT.In
fact, several constrained image restoration approaches exist
that can be classified as special applications of the
stabilizing functional approach.
The most basic approach is the minimumnorm image
restoration method in which the stabilizing functional is
simply the norm of the original object.Karayiannis and
Venetsanopoulos (1988) demonstrated that the entire family
of constrained least-squares approaches can be related to
the stabilizing functional approach.More specifically, any
constrained least-squares formulation of the image
restoration problem can be obtained from the stabilizing
functional approach by the use ofa quadratic stabilizing
functional of a special form.Most recently, Reeves and
Mersereau (1990b) presented a method for obtaining optimal
estimates of the regularization parameter and the
stabilizing functional directly from the degraded image
data.
The relationship between maximum entropy (ME) image
restoration and the stabilizing functional approach is also
of particular interest.The stabilizing functional approach88
amounts to the ME formulation of the image restoration
problem, provided that the negative entropy functional is
used as stabilizing functional.In general, the above
relationship is a clear indication that the stabilizing
functional approach amounts to nonlinear regularized
solutions of image restoration (Demoment, 1989).
4.7 Restoration Examples of Noisy Blurred Images
Through Regularization
Quadratically distorted images can be restored
effectively by the use of the restoration schemesdescribed
in Chapter 3 when the degraded image is assumedto be noise-
free.However, the sources of noise cannot be ignored,
either in the data acquisition stageor the recording stage.
Several techniques, including Wiener filtering (Saleh,
1980), linear filtering (Saleh & Goeke, 1980; Saleh&
Rabbani, 1983a), nonlinear filtering (Salehand Sayegh,
1981), and nonlinear statistical approaches (Saleh&
Rabbani, 1983b), have been proposed to restorenoise-added
images which are distorted by quadratic systems.All of
these techniques assume the existence of prior knowledgeof
the noise statistics and the original image.Recently, a
scheme which does not require the statisticsof the original
image was proposed by Kim and Bose (1987).Restorationalgorithms with the regularization methods considered in
Chapter 3 were applied to noisy cases.
For the one-dimensional case:
Example 4.2.If the noise is added to Eqn. (1.11),
that is,
N-1 N-1
EEq(n;mi,m2)f(mi)f(m2)
m1,m2=0
+ v(n) = g(n) .
89
0 < n < N-1 (4.19)
Using the method outlined in Chapter 1, a linear equation
can be easily obtained:
g = Bu + V , (4.20)
where v is independent of signal u and isa zero-mean
Gaussian white noise with the variance u2.The 1-D
restoration algorithm considered in Chapter 3(Algorithm
3.1) can then be applied to Eqn.(4.20), but some degree of
regularization is required in the first step due to the
existence of noise.The truncated singular value
decomposition (TSVD) method is used for the restoration,
with results as shown in Fig. 4.1a and 4.1b.In the
simulation, white Gaussian noise yieldingan SNR of 28 dB
was added.The performance factors, defined in the previous
chapter, were 0.44, and 1.54 for, respectively, k=16 (i.e.,
no truncation), and k=12.30
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For the two-dimensional case:
Example 4.3.In this case the separable DIR is
considered.Adding noise to Eqn. (3.31) yields
N-1N-1N-1N-1
'17(ni,n2) = 2 2 2 2q(ni,n2;m1,m2,11,12)
m1=0 m2=0 11=0 12=0
*x(mi,m2)x(11,12) + v(ni,n2)
N-1N-1N-1N-1
= 2 2 2 2q(n1 ;m1,11)q(n2;m2,12)
m1=0 m2=0 11=0 12=0
*x(mi,m2)x(11,12) + v(n1,n2)
N-1N-1
= 2 2q(n2;m2,12)z(ni;m212) + v(ni,n2) ,
m
2=0 12=0
0 < nl, n2 < N-1 (4.21)
where
N-1N-1
z(ni;m2,12) = 2 2q(n1;m1,11)x(mi,m2)x(11,12) .(3.35)
m1=0 11=0
The 2-D restoration algorithm introduced in Chapter 3
(Algorithm 3.2) can be applied to Eqn. (4.21), butsome
degree of regularization is required in the first and third
steps due to the existence of noise.The TSVD method is
also used for the restoration.In the simulation, white
Gaussian noise yielding an SNR of 44dB was added to the
distorted image, resulting in the image presented in Fig.
4.2a.The restoration results are shown in Fig. 4.2b and
4.2c.The performance factors were 0.10, and 1.63 for,
respectively, k=16, and k=12. This simulation results show
that the regularization should be employed for noisy data.Fig. 4.2aDegraded ImageWith NoiseFig. 4.2bRestored Image WithoutRegularizationFig. 4.2cRestored Image With Regularization
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4.8 Regularized Iterative Restoration Algorithm
Noise was ignored in the derivation of the iterative
restoration algorithm in Chapter 3, and noise amplification
can be suppressed with three different methods:1) the
iterations are stopped at a moderate iteration number, 2)
constraints are introduced, and 3) the blurred image is
reblurred (Kawata & Ichioka, 1980b).
Schafer et al.(1981) and Richards et al.(1979)
experimentally studied the effects of additive noise in the
restoration of signals.Their approach was to preprocess
the noisy data in order to suppress broadband noise.With
respect to removing the noise, the reblurringprocess
(Kawata & Ichioka, 1980b) or solution of the normal
equations has an effect similar to prefiltering witha noise
rejecting filter (Katsaggelos, 1989).Trussell (1983)
terminated the iteration when the norm of the residualerror
II g - BO II was approximately equal to thenorm of the
noise IIn II.Maeda and Murata (1984) proposed the
iterative version of the pseudoinverse algorithm,or an
iterative regularized pseudoinverse algorithm, and Maeda
(1985) employed the constraints of non-negativity of the
object and the adaptive regularization technique, in
addition to apriori information about the finite extentof
the object, to reduce the effect of noise.These methods
can also be applied to the problem considered in the present97
study.Computer simulation results are given in the
following examples.
Example 4.4.One-dimensional case:
The problem in Example 4.2 was solved by application of
a regularized iterative scheme.The general conjugate
gradient method with an appropriate termination was used.
The simulation results are shown in Fig. 4.3.The
performance factor was 1.57.
Example 4.5.Two-dimensional case:
The problem in Example 4.3 was also solved with the
regularized iterative method referred to in Example 4.4.
The simulation results are shown in Fig. 4.4.The
performance factor was 1.57.98
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CHAPTER 5
CONCLUSIONS
The problem of the restoration of quadratically
distorted images has been considered in this investigation,
based upon the fact that images formed by partially coherent
illuminations are related quadratically to the amplitude of
the object.In other words, the relation was represented by
the second-order term of a Volterra series expansion.
Accordingly, multidimensional Volterra filter theory has
been presented, with emphasis on the properties of two-
dimensional quadratic filters.
The image restoration problem was viewed as a discrete-
discrete inverse problem, the mathematics of inverse
problems was presented for the purpose of image restoration,
and a number of algebraic spatial image restoration
techniques were developed.The image restorations were ill-
posed inverse problems in which uniqueness could not be
maintained.The selected approach to overcoming this
problem was to impose weak smoothness constraints in the
form of stabilizers (regularization) on all possible
solutions.Two typical regularization methods have been
presented and the truncated singular-value decomposition
method has been applied for the noisy image restoration.
Since quadratically distorted imaging systems do not have101
closed-form solutions, approximate solutions were obtained
through the application of iterative and noniterative
schemes.As a result, images which have been restored
approximately by the proposed schemes could be improved
substantially by the use of the Newton-Raphson iteration
scheme.Regularized iterative restoration schemes for noisy
images have also been considered.
The method has been implemented for very small images
(16 by 16) with separable point-spread functions.It could
be extended for large images, but the computation cost will
be increased exponentially.In fact, the basic difficulty
in nonlinear image restoration is in computation.Hence the
extension to reasonable images (say, 256 by 256) has yet to
be attempted.One possible method is to break up the images
into small blocks and to process each subblock individually
(Naderi and Sawchuk, 1978).However, nonlinear restoration
is still a field in digital image processing in which much
remains to be done.
Two of the most important problems in image restoration
are the determination of the degradation characteristics of
the degraded image and the development of a restoration
algorithm.In reality, two classes of inverse problems,
system identification and image restoration, must be
considered.In this study, only the latter problem was
considered.The problem of system identification is of
equal importance and improved techniques to establish this
process should be the subject of future research projects.102
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Appendix A
The Matrix Pseudoinversel
A.1 Basic Definitions
Let A be a real mxn matrix.An nxm matrix A+ is said
to be the pseudoinverse of A if A+ satisfies the following
four properties:
1)AA+A = A , (A.1)
2)A +AA+ = A+ , (A.2)
3) [AA-F]T= AA+ (A.3)
and
4) [A+A]T= A+A . (A.4)
These are the necessary and sufficient conditions for
defining the unique pseudoinverse (Penrose, 1955).
A.2 Properties of the Pseudoinverse
Some of the other properties of the pseudoinverse can
be summarized as follows:
p1)[A+]+ = A , (A.5)
p2)[AT]+= [A+]T , (A.6)
p3)A+AAT=AT , (A.7)
p4)ATAA+=AT , (A.8)
p5)If det(A)# 0, then A+ = A-1 , (A.9)
1Price (1964).and
p6)If c # 0, then [cA]+ = c-1A+ ,
p7)0+ = 0 ,
p8) [ATA]l-= A +[A +]T ,
p9) [AAT]-1-= [A +]TA+
116
(A.13)
Note that in general, [AB]+ = B+A+, and:
pl.())A, ATA, A+ and A+A all have the same rank;
p11)If D is a diagonal matrix (i.e., m = n and dij =
0,i # j), then D+ is defined by eij = 0 for i
j, = 0 if dii = 0, =dii-1 if dii # 0;
p12)AA+ is the orthogonal projector onto the column
space of A;
p13)A+A is the orthogonal projector onto the column
space of A+;
p14)If A = BC, where the columns of B are linearly
independent and the rows of C are linearly
T -1TB]B. independent, then A+ = CT[CCT]1[3 Thus,
p14-1)When rank(A) = m,(m<n)
A + = A T [ AAT ] -1 ,
which is the right pseudoinverse of A since
AA+= I ;
p14-2)When rank(A) = n,(m>n),
A+= [ATA]-1AT
,
which is the left pseudoinverse of A since
A+A = I .
(A.14)
(A.15)
(A.16)
(A.17)117
Appendix B
Proof of Singular Value Decomposition2
Since [ATA]T=ATA (by [AB]T = BTAT), ATA is symmetric.
Therefore, its eigenvalues are real-valued, and since
2
xT A TAx=[ Ax ][ Ax ]=II Ax 112 > 0
for an arbitrary vector x, its eigenvalues are also
nonnegative.
Denote the eigenvalues of ATA by 0.12,0.22, (7112and
order the eigenvalues monotonically, decreasing
(B.1)
and
a12 a2
2
al > ar2 > 0
ar+1
2
= ar+2
2
= =an2= ° (B.2)
Note that the rank of a square matrix is equal to the number
of nonzero eigenvalues.
Let vl, v2, ..., vn be a corresponding set of
orthonormal eigenvectors (each of dimension nxl) and let
V1 = (v1, v2,, vr) (B.3)
V2 = (vr+1, yr+2, vn) , (B.4)
S1 = diag(a1, a2, ,ur) , (B.5)
and
S2 = diag(ur+1, ar+2, an) = 0 ,
By definition of eigenvalues and eigenvectors
2Klema and Laub (1980).
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ATAvi = ai2vi, i = 1,2, . ,n . (B.7)
In other words,
ATA(vi, . Vr, Vr +1, vn) ,
= (v1, Vr, Vr+1, Vn)
ATA[V11V2]= [1711V2]
/Si2
0
From equation (B.9),
ATAV1 = V1S12
.
Left multiplying by ViT yields
Then,
Let
then
viTATAvi=viTvi s12=s12 .
Si-1ViTAT AV1S1-1= I .
U1 = AVI.S1 -1 ,
U1TU1= I .
Similary, from equation (B.9),
,T, 2 ATAV2= V2, 2
Left multiplying by V2Tyields
"
2
TA T4
2 = v2T
2S22= -2
2
/
or
1T-Ax7 a [A,2j ..2 = .2= 0 .
a1
2
2
ar 2
ar+1
0
2
0
0
S22
(B.8)
(B.9)
(B.10)
(B.11)
(B.12)
(B.13)
(B.14)
(B.15)
(B.16)
(B.17)Thus,
AV2 = 0 .
Therefore, choose any U2 such that
U = [U1 U2]
is unitary.
Form
UlT
UTAV =
U2 T
A[V1 V2] ,
=F U1 A V1
L U2 A V1
U1TA V2
.(7
u2
T
A-12]
From equation (B.13),
U1 = AV1S1-1,=> AVi = U1S1 .
Thus,
and
and
UiTAVi=UiTU1Si= Si
U2TAV1 =U2TU151 = 0 .
Similary, from equation (B.18),
AV2 = 0 ,
UlTAV2= 0 ,
w2 .2 = 0n
In total,
S1 10
UTAV = = E .
0 10
Left multiply by U and right multiply by VT yields
A = UEVT
Note that E is unique, while U and V are not.
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(B.18)
(B.19)
(B.20)
(B.21)
(B.22)
(B.23)
(B.24)
(B.25)
(B.26)
(B.27)
(B.28)
(8.29)120
Appendix C
General ConjugateGradientAlgorithm3
k =0; uo = 0; so =g - Buo, ro =po = BT(g - Buo) ,
go = BP° ,
(C.la)
while rk # 0,
k = k + 1 ,
if k = 1 ,
else
end
end
Pk ' ro ,
Sk ' < rk-lIrk-1>i<rk-2Irk-2>
Pk ---- rk-1 +61(Pk-1
qk = BPk ,
ak = <rk_iirk_i>/<gklqk>
uk = uk -1 + akpk
,
sk = sk_i - akqk
,
rk =BTsk ,
u = uk .
3Hestenes andStiefel (1952).
(C.1b)
(C.ic)
(C.ld)
(C.le)
(C.1f)
(C.1g)
(C.lh)
(C.li)
(C.lj)121
Remarks:
R1)Note that Eqn.(C.1) avoids the explicit
calculation of BTB.The idea is to calculate the
residual g - Bu, then multiply by BT, rather than
subtracting BTBu from BTg.
R2)The above conjugate gradient method consists of a
few simple vector operations:(i) matrix vector
products of the form Bu and BTg,(ii) the inner
product of two vectors, (iii) the sum of a vector
and a scalar times a vector, and (iv) a vector
copy.
R3)In theory, the conjugate gradient method is a
direct method in the sense that, given infinite-
precision arithmetic, it converges to the solution
in a finite number of steps.Unfortunately, due
to roundoff error, finite termination can never be
achieved; therefore, this method must be viewed as
iterative.In other words, a stopping criterion
based on the size of the residual and the number
of iterations must be employed.A widely used
criterion is obtained by comparing the ratio of
the initial residual and subsequent residuals with
the assumed level of noise in the data (Paige &
Saunders, 1982).