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Abstract
We consider the learning of multi-agent Hawkes
processes, a model containing multiple Hawkes
processes with shared endogenous impact func-
tions and different exogenous intensities. In the
framework of stochastic maximum likelihood es-
timation, we explore the associated risk bound.
Further, we consider the superposition of Hawkes
processes within the model, and demonstrate that
under certain conditions such an operation is ben-
eficial for tightening the risk bound. Accord-
ingly, we propose a stochastic optimization al-
gorithm assisted with a diversity-driven superpo-
sition strategy, achieving better learning results
with improved convergence properties. The ef-
fectiveness of the proposed method is verified
on synthetic data, and its potential to solve the
cold-start problem of sequential recommendation
systems is demonstrated on real-world data.
1. Introduction
Real-world sequential data often describe interactions be-
tween a set of independent agents and the entities in a sys-
tem. For each agent, its event sequence records when it
interacts with which system entities. A typical example
is online shopping, in which the agents correspond to the
users, the entities correspond to the items, and the event
sequences collect when and which items the users purchase.
From the viewpoint of point processes, these sequences can
be modeled by multiple Hawkes processes (Hawkes, 1971),
which simultaneously capture the endogenous triggering
patterns among the entities and the exogenous factors re-
lated to agents. When triggering patterns are shared across
different agents, the collection of these Hawkes processes
formulates a new model called multi-agent Hawkes process,
investigated in this paper.
Learning multi-agent Hawkes processes suffers from the
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challenges of scalability and robustness. The target systems
may involve a large number of entities and make interac-
tions with numerous agents, i.e., the online shopping system
mentioned above. However, most existing learning meth-
ods (Lewis & Mohler, 2011; Bacry & Muzy, 2014; Achab
et al., 2016; Xu et al., 2016; Yang et al., 2017) are time-
consuming, with computational complexity that is at least
the square of the number of observed events. The model
may be unreliable when the number of events is limited,
because the dimension of model parameters (the complexity
of the model) increases linearly with respect to the number
of agents and quadratically respect to the number of entities.
To address these problems, we propose a new learning
method for multi-agent Hawkes process, endowed with good
scalability and robustness. In particular, a stochastic maxi-
mum likelihood estimation is applied, with improvements
in its stability and speed. Further, we derive the risk bound
corresponding to this method. We also consider the super-
position of Hawkes processes within our model, and prove
that this superposition can help tighten the risk bound. Ac-
cordingly, a superposition-assisted stochastic optimization
algorithm is designed to learn the proposed model robustly.
To the authors’ knowledge, this work is the first stochas-
tic optimization method for Hawkes process-related mod-
els that has an explicit analysis on the risk bound and
the superposition operation. Moreover, distinct from tra-
ditional work (Cox & Smith, 1954; C¸inlar, 1968; Møller &
Berthelsen, 2012), our method treats the superposition of
Hawkes processes as a “benefit” rather than a “challenge”
in the learning task. Experiments show that the proposed
method achieves lower estimation errors with improved con-
vergence, and obtains encouraging results for solving the
cold-start problem of recommendation systems.
2. Learning Multi-Agent Hawkes Processes
2.1. Proposed model
Consider a system with C entities and the activities of M
independent agents. For agent m ∈ {1, ...,M}, we observe
the associated behavior as an Im-element event sequence,
sm = {(tmi , cmi )}Imi=1. Here, tmi ∈ [0, T ] is the timestamp
of the event, and cmi ∈ {1, ..., C}. For agent m, its count-
ing process is Nmc (t) = |{(tmi , cmi )|tmi ≤ t, cmi = c i =
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1, 2, ...}| for c ∈ {1, . . . , C}, where | · | calculates the car-
dinality of a set. Each Nmc (t) is the number of agent-m
events involving entity c up to time t. Furthermore, denote
the historical events for agentm up to time t asHmt . The ex-
pected instantaneous happening rate of an event with entity
c is represented by an intensity function:
λmc (t) = E[dNmc (t)|Hmt ]/dt, (1)
The multi-agent Hawkes process describes the target sys-
tem as an endogenously-stationary system with exogenous
fluctuations among agents. In particular, we assume that the
happening rate of events is controlled by exogenous factors
dependent on agent attributes and endogenous factors de-
pending on the triggering patterns among different entities.
Accordingly, we formulate the intensity function as
λmc (t) = µ
m
c +
∑
(tmi ,c
m
i )∈Hmt
φcci(t, ti). (2)
Here, µmc is the exogenous intensity of entity c related
to agent m. The term
∑
(tmi ,c
m
i )∈Hmt φcci(t, ti) represents
the accumulation of endogenous intensity caused by his-
tory (Farajtabar et al., 2014). The impact function φcc′(t, s),
t ≥ s, represents the influence of entity c′ on entity c when
their corresponding events happen at time s and t, respec-
tively, which is stationary and invariant to different agents.
As in most existing work (Zhou et al., 2013; Zhao et al.,
2015; Bacry et al., 2015; Xu et al., 2016), we assume
the impact function to be shift-invariant, i.e., φcc′(t, s) =
φcc′(t−s), and parametrize it by a basis representation, i.e.,
φcc′(t) =
∑L
l=1 acc′lgl(t), where {gl(t)}Ll=1 are predefined
nonnegative kernels, like Gaussian or exponential functions.
To obtain a physically-meaningful intensity function, we
require all µmc and acc′l to be nonnegative.
We denote the multi-agent Hawkes process with M inde-
pendent agents as HP (U ,A), with parameters defined by
exogenous intensity matrix U = [µmc ] ∈ RC×M and an en-
dogenous impact tensorA = [acc′l] ∈ RC×C×L. For agent
m, its instantiated counting process isNm(t) = [Nmc (t)] ∼
HP (µm,A), where µm = [µm1 ; ...;µ
m
C ].
Note that the intensity function in (2) corresponds to a linear
function of {U ,A}:
λmc (t) = x
>
c,m(t)θ, and θ = [vec(U); vec(A)], (3)
where θ ∈ RC(M+CL) is a vectorized representation of the
parameters, with vec(·) vectorizing the input. xc,m(t) =
[vec(ec,m); vec(Ec,m(t))]. ec,m ∈ RC×M , whose el-
ements are zeros except that in the c-th row and the
m-th column, which has value 1, corresponds to µmc .
Ec,m(t) = [e
m
cc′l(t)] ∈ RC×C×L, where emcc′l(t) =∑
(tmi ,c
m
i )∈Hmt , cmi =c′ gl(t − t
m
i ). Additionally, we fur-
ther parametrize A when additional features of entities
{fc}c∈C are available, e.g., acc′l = f>c Wlfc′ and acc′l =
w>l,cfc′ (Du et al., 2015; Wang et al., 2016a). In those
cases, we can still write λmc (t) linearly like (3) with θ =
vec(U , {Wl}) or vec(U , {wl,c}), and our theoretical anal-
ysis below is also applicable. Therefore, without loss of
generality, in this work we only consider the model without
additional features.
This multi-agent Hawkes process model may be applied
to many real-world phenomena. The shopping behavior of
users are mainly dependent on their intrinsic preferences on
different items, as well as the triggering patterns among his-
torical items (Wang et al., 2016a; Xu et al., 2017a). Besides
online shopping, the information diffusion process in so-
cial networks obeys the same mechanism (Farajtabar et al.,
2014; Gomez-Rodriguez et al., 2015). The event sequences
corresponding to different information (i.e., agents) diffus-
ing among different users (i.e., entities) share the same
endogenous triggering patterns among users because the re-
lationships between users are stationary. However, they may
have different exogenous intensities, depending on diverse
user preferences relative to different information.
2.2. Stochastic maximum likelihood estimation
Without loss of generality, in the following we assume that
each agent generates one sequence. Given M event se-
quences {sm}Mm=1, we learn an M -agent Hawkes process
by maximum likelihood estimation:
minθ≥0 L(θ) + αR(θ), (4)
where L(θ) represents the negative log-likelihood. Accord-
ing to the definition in (Daley & Vere-Jones, 2007) and the
linear representation of intensity function in (3), we write
L(θ) as a sum of random functions:
L(θ) =
M∑
m=1
Im∑
i=1
{
C∑
c=1
∫ tmi
tmi−1
λmc (s)ds− log λcmi (tmi )
}
=
∑
m,i
{
X>m(t
m
i )θ − logx>cmi ,m(t
m
i )θ
}
=
∑
m,i
fmi (θ),
(5)
where xcmi ,m(t
m
i ) is defined as that in (3), andXm(t
m
i ) =∑C
c=1
∫ tmi
tmi−1
xc,m(s)ds. For each event, the negative loga-
rithm of its conditional probability given history is denoted
fmi (θ) = − log p((tmi , cmi )|Hmtmi ), which is nonnegative
and strongly-convex. R(θ) is an optional convex regular-
izer on the parameters, e.g., the sparse, group-sparse and
low-rank regularizers imposed onA (Xu et al., 2016). These
regularizers can often be reformulated as square loss terms
by introducing auxiliary and dual variables (Zhou et al.,
2013; Luo et al., 2015), which do not change the convex-
ity of the problem. Therefore, for convenience we only
consider the likelihood term without regularizers in the fol-
lowing theoretical discussion.
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Algorithm 1 Stochastic Optimization of Multi-agent
Hawkes Processes (StocOpt)
1: Input: Event sequences {sm}Mm=1, batch size B,
length of history J , offset λ0, and learning rate η.
2: Output: Parameters of model, θ = [vec(U), vec(A)].
3: Initialize U = [µmc ] andA = [acc′l] randomly.
4: repeat
5: Select a batch of events Imsub randomly from {sm}.
6: Calculate xcmi ,m(t
m
i ), Xm(t
m
i ) with at most J his-
torical events for i ∈ Imsub, and obtain fmi (θ).
7: θ = (θ − η∑i∈Imsub ∇λ0fmi )+.
8: until convergence
The optimization problem in (4) can be solved by several
iterative algorithms, e.g., the alternating direction method of
multipliers (ADMM) (Zhou et al., 2013), the projected gradi-
ent descent (Lewis & Mohler, 2011), etc. However, most ex-
isting methods merely consider the batch optimization of (4),
which use all observed events to calculate gradients in each
iteration. Because the intensity at each timestamp considers
all historical events, the computational complexity per itera-
tion is as high asO(MI2), where I = arg maxm{Im}Mm=1,
which leads to a scalability challenge.
To accelerate the learning process, we design an event-level
stochastic optimization algorithm. In each iteration, we
select a small batch of events randomly from the sequences
to calculate the gradients, and then update the parameters by
projected gradient descent (Lewis & Mohler, 2011; Du et al.,
2015). The setup for our event-level stochastic optimization
algorithm is summarized in Algorithm 1, where the operator
(·)+ sets all negative inputs to zeros.
There are two aspects of Algorithm 1 that reduce its compu-
tational complexity and improve stability. First, in practice
the impact functions often decay over time. This implies
that one can ignore historical events happening far before
the current ones when calculating xcmi ,m(t
m
i ) andXm(t
m
i )
(line 6 of Algorithm 1). Therefore, we set a maximum
J for the number of historical events used in xcmi ,m(t
m
i )
and Xm(tmi ). As a result, the computational complexity
per iteration reduces to O(BJ), where both the batch size
B and the length of history J are much smaller than I .
Secondly, the original gradient with respect to each event is
∇fmi (θ) = Xm(tmi )−
xcm
i
,m(t
m
i )
x>
cm
i
,m
(tmi )θ
, which may suffer from
numerical problems when x>cmi ,m(t
m
i )θ ≈ 0. To improve
the stability of our algorithm, we introduce a small positive
offset λ0 and apply the gradient with λ0, i.e.,
∇λ0fmi (θ) = Xm(tmi )−
xcmi ,m(t
m
i )
max{x>cmi ,m(tmi )θ, λ0}
. (6)
This means that our algorithm tends to learn each intensity
function λmc (t) with a lower bound λ0.
2.3. Risk bounds
The functions {fmi } in (5) can be viewed as samples associ-
ated with an unknown distribution P. If we normalize the
negative log-likelihood in (5) with the number of events,
i.e.,, 1IΣL(θ) with IΣ =
∑
m Im, then we use an empirical
objective function 1IΣ
∑
m,i f
m
i to approximate an expected
function Ef∼P[f(θ)]. From this viewpoint, our algorithm
achieves stochastic convex optimization for a typical empir-
ical risk minimization (ERM) problem. Denote the ground
truth and the estimation of the proposed model as θ∗ and θˆ,
respectively. We can estimate the excess risk bound of our
learning method, denoted as E[f(θˆ)− f(θ∗)], based on the
properties of the random function f and some simple and
reasonable assumptions.
Theorem 2.1. Suppose that the multi-agent Hawkes process
HP (U ,A) with C entities and M agents has intensity
functions defined as (2) and satisfies:
1. Its parameters U and A are nonnegative and bounded,
i.e., U ,A ≥ 0, ‖U‖2F ≤ U0 and ‖A‖2F ≤ A0.
2. For all t ∈ [0, T ], c ∈ C and m ∈M, λmc (t) ≥ λ0 .
3. The decay kernels have limited energy, i.e., g2l (t) ≤ G
for all t ∈ [0, T ] and l = 1, ..., L.
Applying stochastic optimization to the ERM problem (4),
with probability at least 1− 2δ, 0 < δ < 0.5, we have
E[f(θˆ)− f(θ∗)] = O
(
Rτ(D log IΣ + log
2
δ )
IΣ
)
, (7)
where IΣ =
∑
m Im is the number of observed events,
τ = (LGIλ0 )
2 and I = maxm{Im} is the maximum number
of events per sequence. R = U0+A0 andD = C(M+CL)
is the dimension of parameters.
Proof sketch. According to the conditions above and the
definition of our model, we can derive that 1) the parame-
ters are bounded and in a convex domain; 2) the random
functions f are nonnegative and τ -smooth over the domain;
3) the random functions f and their expectation E[f ] are
τ -strongly convex (Bertsekas & Scientific, 2015). These
properties ensure that we can take advantage of Theorem 5
in (Zhang et al., 2017) and specify it to the learning prob-
lem of multi-agent Hawkes process. The detailed proof of
Theorem 2.1 is given in the Supplementary Material.
3. Assistance from Superposition
3.1. The effects of superposition on risk bounds
Given Theorem 2.1, the key problem is whether and how
we can tighten the risk bound in (7). As mentioned, we will
show that under certain conditions superposing the Hawkes
processes within the model can tighten the risk bound, and
accordingly, improve learning results.
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In general, given a set of temporal point processes
{Nm}Mm=1, their superposition is a new point process N
defined by the sum of counting processes, i.e., N(t) =∑M
m=1N
m(t), t ≥ 0. Accordingly, the instantiated event
sequence of the superposed point process N is the superpo-
sition of the sequences corresponding to {Nm}Mm=1. For
Hawkes processes, we have:
Theorem 3.1. For M independent Hawkes processes with
shared impact functions, i.e., HP (µm,A) and Nm(t) ∼
HP (µm,A) for m = 1, ...,M , their superposition be-
comes a single Hawkes process, i.e.,N(t) =
∑M
m=1N
m(t)
and N(t) ∼ HP (∑Mm=1 µm,A).
The proof of Theorem 3.1 is given in the Supplementary
Material. Based on Theorem 3.1, we have:
Corollary 3.2. Given an M -agent Hawkes process, i.e.,
HP (U ,A), we can generate an M ′-agent Hawkes process
HP (U ′,A) by randomly superposing different agents’ pro-
cesses. Here, U ′ = UP and P ∈ {0, 1}M×M ′ is a binary
matrix. For m′ = 1, ...,M ′, the ones in the m′-th row of P
indicate the source processes of the m′-th new process.
Further, we can define a special kind of superposition:
Definition 3.3. For the M -agent Hawkes process
HP (U ,A), its superposition HP (U ′,A) is called K-
nonaugmented superposition if the binary matrix P in
Corollary 3.2 satisfies ‖1>MP ‖∞ = K and P1M ′ = 1M .
Here ‖ · ‖∞ returns the maximum of input and 1M is
an M -dimensional all-one vector. In practice, the K-
nonaugmented superposition can be obtained by segmenting
the M sequences into M ′ folders with maximum size K
and superposing the sequences in each folder. Such a super-
position is “nonaugmented” because it does not reuse any
observed events.
Theorem 2.1 and Corollary 3.2 provide insights into the
relationship between the superposition and the risk bound.
In particular, the following theorem points out the condition
for tightening the risk bound with the help of superposition.
Theorem 3.4. Suppose that we have an M -agent Hawkes
process HP (U ,A) with C entities, satisfying the con-
straints in Theorem 2.1. Given its K-nonaugmented su-
perposition, i.e., an M ′-agent Hawkes process HP (U ′,A)
with new parameters θ′ = [vec(U ′); vec(A)] ∈ RD′ and
D′ = C(M ′ + CL), with probability at least 1 − 2δ,
0 < δ < 0.5, we can learn the new model with a tighter risk
bound, i.e., E[f ′(θˆ′) − f ′(θ′∗)] ≤ E[f(θˆ) − f(θ∗)], if the
upper bound of ‖U ′‖2F , denoted as U
′
0, satisfies
U
′
0 ≤ (A0 + U0)
(M + CL) log IΣ + log
2
δ
(M ′ + CL) log IΣ + log 2δ
−A0. (8)
Here f ′ is the random function of the new model, and
{A0, U0, L, IΣ} are defined as in Theorem 2.1.
Proof. Without loss of generality, we assume that K event
sequences are superposed in each folder, and accordingly,
K = MM ′ . Because the superposed process is still a multi-
agent Hawkes process, the risk bound in Theorem 2.1 is still
applicable, and we have
E[f ′(θˆ′)− f ′(θ′∗)] = O
(
R′τ ′(D′ log IΣ + log 2δ )
IΣ
)
. (9)
Here, 0 < δ < 0.5, IΣ is unchanged because superposition
does not change the total number of events. R′ = U
′
0 +
A0 is the upper bound of ‖θ′‖22. D′ = C(M ′ + CL) is
the dimension of θ′. τ ′ = (LGI ′/λ
′
0)
2, where I ′ is the
maximum number of events per sequence and the λ
′
0 is the
lower bound of the intensity function for the superposed
process. The number and the upper bound of decay kernels,
i.e., L and G, are unchanged. Because each new sequence
contains K original sequences, we have I ′ = KI and λ
′
0 =
Kλ0. As a result, τ ′ is equal to the τ in (7). According to
(7,9), if E[f ′(θˆ′)− f ′(θ′∗)] ≤ E[f(θˆ)− f(θ∗)], we have
R′(D′ log IΣ + log
2
δ
) ≤ R(D log IΣ + log 2
δ
).
This completes the proof.
3.2. Superposition-assisted stochastic optimization
According to Theorem 3.4, by superposing the sequences
generated by different agents, we can reduce the number
of parameters from D to D′, simplifying the learning task.
However, the upper bound of parameters increases commen-
surately, enlarging the search space, having a negative in-
fluence on minimizing empirical risk. Therefore, to tighten
risk bounds by superposition, we need to ensure that the
increase of the parameters caused by superposition will not
counteract the benefits from dimensionality reduction.
For the multi-agent Hawkes process with orthogonal exoge-
nous intensities, we can tighten the risk bound above with
confidence because of the following corollary:
Corollary 3.5. For the M -agent Hawkes process
HP (U ,A), if its exogenous intensities µm’s in U are or-
thogonal, i.e., (µm)>µm
′
= 0 for all m 6= m′, learn-
ing from its K-nonaugmented superposition always has a
tighter risk bound.
Proof. For HP (U ,A), its K-nonaugmented superposition
HP (U ′,A) satisfies ‖U ′‖2F = ‖U‖2F because of the or-
thogonal property. Because U
′
0 = U0 and M
′ < M , the
inequality (8) always holds.
Although the orthogonality between arbitrary exogenous in-
tensities is a very strong condition, fortunately, in real-world
data it may be achieved approximately between the groups
of exogenous intensities. Recall the online shopping case.
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Algorithm 2 Diversity-driven superposition
1: Input: Event sequences S = {sm}Mm=1.
2: Output: Superposed sequences S ′ = {sm′}M ′m′=1.
3: Initialize S ′ = ∅, K = MM ′ .
4: Initialize a distribution p = [p1; ...; pM ], pm = 1M .
5: For m = 1, ...,M , estimate the exogenous intensity
µˆm as [N
m
1 (T )
T ; ..., ;
NmC (T )
T ], and Û = [µˆ
m].
6: for m′ = 1 : M ′ do
7: Sample a sequence sm from S with m ∼ p.
8: Initialize sm
′
= sm, µˆm
′
= µˆm, and set pm = 0.
9: for k = 1 : K − 1 do
10: Re-weight p = p exp(−Û>µˆm′);
11: Normalize p = 1‖p‖1p.
12: Sample a sequence smk from S with mk ∼ p.
13: sm
′
= sm
′ ∪ smk , pmk = 0.
14: S ′ = S ′ ∪ sm′ .
The user preferences (i.e., exogenous intensities) typically
have clustering structure, and the preferences belonging to
different groups are very diverse, with a focus on different
items. Taking this fact into account, the key problem for
real-world data is how to find the sequences with diverse
exogenous intensities. Based on Corollary 3.5, we use the
orthogonality between exogenous intensities as a kind of
measurement of diversity, and propose a diversity-driven
superposition strategy in Algorithm 2 to suppress the upper
bound of parameters and tighten the risk bound accordingly.
In Algorithm 2, the operator “∪” between sequences (line
13) represents superposition and “” (line 10) means el-
ementwise multiplication. The estimation of exogenous
intensity (line 5) is based on fact that µmc ∝ N
m
c (T )
T as
T →∞ (Zhu, 2013). According to the estimation, we calcu-
late the diversities between the target superposed sequence
and the remaining source sequences and re-weight the sam-
pling distribution (line 10). In particular, given the target
superposed sequence sm′ , the m-th element of Û>µˆm
′
is
the inner product between µˆm and µˆm
′
. Similar to the
method in (Wachinger & Golland, 2015), when the diversity
is low (i.e., (µˆm)>µˆm
′
is large) its sampling probability
pm multiplies by small factor exp(−(µˆm)>µˆm′) and thus
decreases significantly. On the contrary, those with high
diversities are more likely to be superposed into the target
sequence. Because the sequences superposed together have
small inner products between their exogenous intensities,
the new parameters’s upper bound increases slowly and the
inequality (8) is more likely to hold.
Combining the diversity-driven superposition method with
our stochastic optimization algorithm, we propose Algo-
rithm 3 to learn multi-agent Hawkes process. In each iter-
ation, the proposed algorithm first applies the event-level
stochastic optimization algorithm for the superposed se-
Algorithm 3 Superposition-assisted stochastic optimization
1: Input: Event sequences S = {sm}Mm=1.
2: Output: ParametersA and U .
3: Obtain superposed sequences S ′ by Algorithm 2.
4: repeat
5: Learn HP (U ′,A) from S ′ by Algorithm 1.
6: Initialized byA, learn {U ,A} from S by Algorithm 1.
7: Initialized by U , obtain new S ′ by Algorithm 2.
8: until Convergence
quences, helping to improve estimation of endogenous im-
pact tensorA. The exogenous intensities are then optimized
by applying our stochastic optimization algorithm for the
original sequences, and the endogenous impact tensor is
finetuned simultaneously. Finally, given a better estimation
of exogenous intensities, the diversity-driven superposition
is applied again to further suppress the upper bound of the
parameters for superposed Hawkes processes. According to
our theoretical analysis, with high probability this new algo-
rithm can achieve learning results with tighter risk bounds.
3.3. The cost of superposition
When we apply the superposition-assisted learning algo-
rithm, we may increase the computational complexity. Even
if we just run one epoch (i.e., traversing all events once) in
each iteration (lines 5 and 6 of Algorithm 3), the computa-
tional operations are doubled because we no longer learn
A and U simultaneously. Further, when learning from a
K-nonaugmented superposition, the density of an event is
K times as dense as the original density. This means that
we need to consider more historical events when calculating
the intensities and the gradients. As a result, the computa-
tional complexity per iteration becomes O(BJK), where
JK is the number of historical events required in the super-
posed case. Fortunately, in the following experiments we
show that our algorithm can outperform existing methods
with respect to convergence. Therefore, the increase of the
computational complexity per iteration may be ignorable
because fewer iterations are required.
4. Related Work
4.1. Learning Hawkes processes
Hawkes processes (Hawkes, 1971) are useful tools for mod-
eling real-world event sequences. Recently, many variants
of Hawkes processes have been proposed, e.g., the mix-
ture of Hawkes processes (Yang & Zha, 2013), the nonlin-
ear Hawkes process (Wang et al., 2016b) and the locally-
stationary Hawkes process (Roueff et al., 2016; Xu et al.,
2017b). These approaches show potential for many prob-
lems, such as network analysis (Zhao et al., 2015) and quan-
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titative finance (Bacry et al., 2012; Hardiman et al., 2013).
Focusing on recommendation systems, Hawkes process-
based methods (Du et al., 2015; Wang et al., 2016a) achieve
encouraging results.
Maximum likelihood estimation (MLE) is one of the most
popular approaches for learning Hawkes processes (Lewis
& Mohler, 2011; Zhou et al., 2013). Besides MLE,
least squares methods (Eichler et al., 2017), Wiener-Hopf
equations (Bacry et al., 2012) and the Cumulants-based
method (Achab et al., 2016) are also applied. However,
stochastic optimization for Hawkes processes has not been
studied systematically. For nonparametric Hawkes pro-
cesses, online learning methods were proposed in (Hall
& Willett, 2016; Yang et al., 2017), but they use time-
consuming discretization or kernel-estimation when learn-
ing models, and thus have poor scalability. The risk bound
and the sample complexity of learning a single Hawkes
process are investigated in (Gomez-Rodriguez et al., 2015;
Bacry et al., 2015; Yang et al., 2017). However, this work
does not consider the risk bound when learning multiple
Hawkes processes assisted with superposition.
4.2. Superposed point processes
The early work in (Cox & Smith, 1954) studied the su-
perposition of renewal processes and applied its property
to analyze pooling signals in neurophysiology. The work
in (C¸inlar & Agnew, 1968; C¸inlar, 1968) analyzed the in-
dependence of source processes and the dynamics of the
source indicator, for the superposition of Poisson processes
and that of renewal processes. The superposition of arrival
processes has been applied to model queue behaviors (Albin,
1984) and analyze voice data (Sriram & Whitt, 1986). The
work in (Møller & Berthelsen, 2012) proved that a spatial
point process can be transformed to a spatial Poisson process
by superposing its observations randomly. The MCMC sam-
pling (Redenbach et al., 2015) and variational inference (Ra-
jala et al., 2016) are proposed for classifying different spa-
tial processes from their superposed observations (Walsh &
Raftery, 2005). However, the work above did not investi-
gate the superposition of complicated point processes like
Hawkes processes. Recently (Xu et al., 2017a) started to
investigate the usefulness of superposed Hawkes processes
in the framework of least-squares estimation. However, for
Hawkes processes, least-squares estimation is often inferior
to maximum likelihood estimation with respect to sample
complexity and convergence.
5. Experiments
5.1. Validations based on synthetic data
To verify the usefulness of our superposition-assisted
stochastic optimization method, we first test it on a synthetic
data set and compare it with alternative approaches. To gen-
erate the synthetic data, we define a multi-agent Hawkes
process with C = 20 entities and M = 100 agents. The
exogenous intensity matrixU ∈ RC×M is a random matrix,
whose values are uniformly sampled from the interval [0, 1C ].
For the endogenous impact functions, we use a single ex-
ponential function exp(−wt) as the base, where w = 1.
Therefore, the endogenous impact tensor degrades to a ma-
trixA ∈ RC×C , and we setA to be a random matrix with
spectral norm ‖A‖2 = 0.7. Using this model, for each
agent we generate an sequence with at most 100 events in
the time window [0, 50], using the branching process-based
simulation method (Møller & Rasmussen, 2006).
To learn a multi-agent Hawkes process from the data, we
consider the following four strategies:
1. BatchOpt: Learn the model directly by traditional batch
optimization (Zhou et al., 2013).
2. StocOpt: Learn the model directly by Algorithm 1.
3. StocOpt + Augment: Use Algorithm 2 to generate M ′
superposed sequences, add them to original data and then
learn a (M +M ′)-agent Hawkes process by Algorithm 1.
4. StocOpt + Superpose: Learn the model by Algorithm 3.
Besides the proposed method and its variants mentioned
above, we further consider three additional methods as ref-
erences against which to compare: the least squares method
for nonparametric Hawkes process (NonparaLS) in (Eich-
ler et al., 2017), the least squares method for parametric
Hawkes process (ParaLS) in (Xu et al., 2017a), and the
online learning method (OnlineOpt) in (Yang et al., 2017).
We test each method in 10 trials. In each trial the exogenous
intensity matrix is initialized by [N
m
c (T )
T ] and the endoge-
nous impact tensor is initialized randomly. For our method
and its variant, the averaged relative estimation errors of the
exogenous matrix and the endogenous impact tensor (i.e.,
‖U∗−Û‖F
‖U∗‖F and
‖A∗−Â‖F
‖A∗‖F ) and their standard deviations are
recorded with respect to the increase of epochs, which are
shonw in Fig. 1(a). For a fair comparison, the impact func-
tions learned by “NonparaLS”, “ParaLS” and “OnlineOpt”
are further fitted with the ground truth of decay kernel, and
then the tensor Â are estimated accordingly. We just com-
pare their averaged final estimation error (‖θ∗−θˆ‖2‖θ∗‖2 ) with
ours in Fig. 1(b) because they do not run epochs like our
method. In the experiment, the K-nonaugmented superposi-
tion for “StocOpt + Augment” is with K = 2 and that for
“StocOpt + Superpose” is with K = 2 and 4, respectively.
The experimental results in Fig. 1(a) verify our theoreti-
cal analysis. We find that the our event-level stochastic
optimization algorithm outperforms a traditional batch op-
timization algorithm on convergence. With the help of
K-nonaugmented superposition, the proposed “StocOpt +
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Figure 1. Comparisons on estimation errors for various methods listed in the figure.
Superpose” method achieves the best performance consis-
tently with respect to both convergence and estimation er-
rors. Fig. 1(b) shows that our method also obtains superior
learning results relative to other existing methods. In both
Fig. 1(a) and Fig. 1(b), with the increase of K, the esti-
mation errors of the proposed method are further reduced,
especially for the endogenous impact tensor. This means
that when we increase the number of sequences that are
superposed together the dimension of parameters is reduced
greatly while their bound just increases slightly, and thus
the risk bound of our learning result is further tightened.
Additionally, the “StocOpt + Augment” method does not
work well when applied to multi-agent Hawkes process,
which can be explained by our theory. In particular, the
“StocOpt + Augment” method augments the original data by
M ′ more superposed sequences. Such a data-augmentation
strategy may be helpful for learning a single Hawkes pro-
cess, as implied in (Xu et al., 2017a), but it does harm for
learning the multi-agent Hawkes process because it intro-
duces more agents (parameters). As a result, both the upper
bound and the dimension of parameters in the new model
are larger than those of original one. Accordingly, inequality
(8) does not hold and the risk bound increases.
5.2. Applications to cold-start recommendations
Our multi-agent Hawkes process is well suited for analysis
of online shopping behavior. The agents and the entities
are respectively the users and the items, and each event
sequence corresponds to a shopping history of a user. In our
model, the relationships among items are described by the
endogenous impact tensor A while users’ preferences on
those items are captured by the exogenous intensity matrix
U . Ideally, by learningA and U we can recommend items
for a user m at time t by estimating the maximum λmc (t).
In the cold-start problem, however, the event sequences are
extremely short, so we can’t learn reliable preferences for
users or triggering patterns for items.
We imitate a cold-start situation by selecting training and
testing data from the Amazon product data set (APD) (He
& McAuley, 2016). Considering items in 24 categories, we
focus on the users having few purchases and recommend
items for them. For each category, we find the items having
more than 40 rating behaviors and select their users satisfy-
ing the following three conditions: 1) the number of their
shopping behaviors from January 2014 to April 2014 is no
more than five; 2) the scores they gave to these items are 4
or 5; and 3) they bought at least one item from April 2014
to July 2014. Based on the short shopping sequences from
January to April, we aim to predict/recommend items for
the users from April to July.
We address the cold-start problem by enhancing the robust-
ness of learning results with the help of our superposition-
assisted stochastic optimization algorithm. To demonstrate
the importance of superposition, we learn a multi-agent
Hawkes process from the original data (MHPs) and from its
K-nonaugmented superposition (proposed MHPs + Super-
pose), respectively. Furthermore, we consider four different
models and methods, including learning a single Hawkes
process from the original data (Single HP) (Zhou et al.,
2013), the sparse linear method (SLIM) (Ning & Karypis,
2011), the Bayesian personalized ranking (BPR) (Rendle
et al., 2009) and the factorization of personalized Markov
chains (FPMC) (Rendle et al., 2010). “SLIM” is one
of the state-of-the-art item-to-item recommendation meth-
ods (Christakopoulou & Karypis, 2016; Zheng et al., 2014),
which outperforms most existing collaborative filtering
methods, while “BPR” and “FPMC” are classical sequential
recommendation methods. They are representative and com-
petitive baselines for our Hawkes process-based methods.
For Hawkes process-based methods, we recommend the
item with the highest endogenous intensity for each user:
cnext = arg max
c∈C
∑
(tmi ,c
m
i )∈Hmt
φcci(t− ti).
Here we do not consider exogenous intensities because
the events for each individual are insufficient, and thus the
learned exogenous intensities are unreliable.
Table 1 summarizes the performance of the various methods.
For each method, we generate a recommendation list rm
with the top-5 most possible items for each user. Given
the real set of the items that user m will buy, denoted as
tm, we use the top-5 precision (P@5), recall (R@5) and
F1-score (F1@5) for evaluation. Their definitions are in the
Superposition-Assisted Stochastic Optimization for Hawkes Processes
Table 1. Summary of the Top-5 performance for various methods.
Method SLIM BPR FPMC Single HP MHPs MHPs+Superpose
Metric P@5 R@5 F1@5 P@5 R@5 F1@5 P@5 R@5 F1@5 P@5 R@5 F1@5 P@5 R@5 F1@5 P@5 R@5 F1@5
Instant Video 2.37 11.84 3.95 1.39 5.79 2.19 1.05 5.23 1.74 1.83 9.14 3.05 2.15 10.74 3.58 2.31 11.57 3.79
Android App 0.96 4.81 1.60 1.48 6.11 2.32 1.13 5.63 1.88 0.68 3.41 1.14 0.92 4.60 1.53 1.11 5.56 1.85
Automotive 0.70 3.53 1.17 0.93 4.08 1.49 0.69 3.46 1.15 0.31 1.55 0.52 0.31 1.55 0.52 0.71 3.53 1.18
Baby 0.26 1.24 0.42 0.31 1.53 0.51 0.48 2.42 0.81 0.33 1.67 0.56 0.25 1.25 0.42 0.32 1.59 0.53
Beauty 1.25 6.24 2.08 1.13 1.43 1.02 0.55 2.75 0.92 1.26 6.29 2.10 1.27 6.33 2.11 1.28 6.37 2.12
Book 0.32 1.61 0.54 0.33 1.68 0.59 0.30 1.52 0.50 0.47 2.35 0.77 0.46 2.32 0.78 0.49 2.45 0.82
CDs, Vinyl 0.44 2.23 0.74 0.39 1.67 0.62 0.52 2.60 0.87 0.47 2.37 0.79 0.39 1.95 0.65 0.64 3.20 1.07
Cell Phone 0.96 4.81 1.61 1.03 3.78 1.56 1.04 5.20 1.73 0.84 4.22 1.41 0.73 3.67 1.22 0.71 3.55 1.18
Clothes, Jewelry 0.12 0.63 0.21 0.26 1.01 0.40 0.22 1.10 0.37 0.09 0.45 0.15 0.08 0.41 0.14 0.10 0.48 0.16
Digital Music 0.98 4.92 1.64 1.97 8.06 3.09 1.59 7.95 2.65 0.66 3.28 1.09 0.66 3.28 1.09 1.64 8.20 2.73
Electronics 0.23 1.17 0.39 0.24 1.20 0.42 0.20 1.02 0.33 0.27 1.38 0.46 0.27 1.37 0.45 0.28 1.40 0.47
Grocery, food 0.93 4.67 1.56 0.83 2.32 1.15 0.67 3.34 1.11 0.76 3.81 1.27 0.91 4.54 1.51 0.96 4.80 1.60
Health Care 0.80 3.99 1.33 0.23 0.61 0.29 0.26 1.28 0.43 0.79 3.94 1.31 0.82 4.08 1.36 0.85 4.24 1.41
Home, Kitchen 0.43 2.21 0.73 0.17 0.47 0.22 0.12 0.59 0.20 0.36 1.80 0.60 0.43 2.13 0.71 0.44 2.18 0.74
Kindle Store 0.99 4.93 1.65 0.26 0.52 0.30 0.14 0.72 0.24 1.00 5.02 1.67 1.00 5.02 1.67 1.08 5.38 1.79
Movie, TV 1.20 6.04 2.01 0.92 3.37 1.36 0.73 3.64 1.21 1.20 5.98 1.99 1.21 6.05 2.02 1.24 6.20 2.07
Music Instrument 0.49 2.47 0.82 2.22 10.29 3.60 1.69 8.47 2.82 0.25 1.23 0.41 0.25 1.23 0.41 1.73 8.64 2.88
Office Product 0.64 3.20 1.07 0.80 2.18 1.07 0.42 2.11 0.70 0.74 3.72 1.24 0.73 3.65 1.22 0.83 4.17 1.39
Patio Lawn 0.56 2.86 0.95 0.51 2.10 0.80 0.34 1.72 0.57 0.57 2.87 0.96 0.45 2.23 0.74 0.67 3.34 1.11
Pet Supply 0.86 4.29 1.43 0.78 2.25 1.08 0.75 3.75 1.25 0.79 3.94 1.31 0.83 4.14 1.38 0.91 4.54 1.51
Sports 0.35 1.76 0.59 0.48 1.79 0.72 0.42 2.08 0.69 0.41 2.00 0.67 0.42 2.00 0.68 0.46 2.32 0.77
Home Tool 0.18 0.88 0.29 0.60 2.30 0.91 0.67 3.36 1.12 0.19 0.95 0.32 0.20 1.02 0.34 0.69 3.46 1.15
Toys, Game 1.16 5.83 1.93 0.69 2.98 1.10 0.58 2.89 0.96 1.04 5.19 1.73 1.13 5.65 1.88 1.17 5.83 1.94
Video Game 0.90 4.52 1.51 1.05 5.23 1.74 0.85 4.23 1.41 0.59 2.93 0.98 0.67 3.33 1.11 1.17 4.28 1.77
Overall 0.76 3.78 1.26 0.79 3.04 1.19 0.64 3.21 1.07 0.66 3.31 1.11 0.69 3.44 1.14 0.90 4.45 1.54
Supplementary Material. The proposed model and learning
method “MHPs + Superpose” improves the performance
of recommendation system for most categories and obtains
the best overall performance. These results suggest the
potential of our method to solve the cold-start problem of
recommendation systems. In those failed cases, we can
find that all Hawkes-process-based methods are inferior to
“BPR” or “FPMC”. We believe this implies that for those
item categories the shopping behaviors may not match well
with Hawkes processes and the failures are due to model
misspecification. However, even in those cases, our “MHPs
+ Superpose” method still outperforms the remaining two
Hawkes-process-based methods except the “Cell Phone”
category, which demonstrates the superiority of or method
as well.
Note that for different item categories, we choose the K-
nonaugmented superposition with different K to obtain
optimal performance. Figure 2 labels the optimal K for
different categories, and we find generally that the data with
a large number of items and users require few superposition
operations (small K). A potential reason for this is that
for large-scale data, the endogenous impact tensor should
be very sparse. Superposing too many sequences together
is likely to introduce many nonexistent triggering patterns
among unrelated items, and cause model misspecification.
More experimental results and detailed analysis are given in
the Supplementary Material.
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Figure 2. Each point in the plot corresponds to an item category in
the data. Its coordinate indicates how many users (x-coordinate)
and items (y-coordinate) the category has. For different categories,
we apply the K-nonaugmented superposition with different K’s.
For each category, the color of its point represents the K corre-
sponding to its best recommendation result shown in Table 1.
6. Conclusions
We have proposed a stochastic optimization algorithm for
learning multi-agent Hawkes processes, and have explored
the influence of the superposition operation on the learning
results. We demonstrate that with the help of superposition
we can learn the proposed model with lower excess risk. We
verify our theoretical results on synthetic data, and on real-
world data show the encouraging performance on solving
the cold-start problem of recommendation systems.
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7. Supplementary Material
7.1. Proof of Theorem 2.1
Proof. The heart of the proof is the upper bound on the
excess risk of stochastic convex optimization for empirical
risk minimization (ERM) (Zhang et al., 2017). In particular,
for the D-dimensional parameters θ learned by minimiz-
ing an empirical objective function minθ∈Θ 1N
∑N
n=1 fn(θ)
from N samples (an approximation of expected function
Ef∼P[f(θ)]), we denote the optimum parameters and the
corresponding object function as θ∗ and F∗, respectively.
We assume that
1. The feasible domain Θ is a convex set and the parame-
ters are bounded, i.e., ‖θ‖22 ≤ R for θ ∈ Θ.
2. The random function f is nonnegative, convex, and
τ -smooth over Θ, i.e., ∀ θ,θ′ ∈ Θ, f ∼ P, we have
‖∇f(θ)−∇f(θ′)‖2 ≤ τ‖θ − θ′‖2.
3. The expected function F = E[f ] is γ-strongly convex,
i.e., ∀ θ,θ′ ∈ Θ
F (θ) +∇F (θ)>(θ′ − θ) + γ
2
‖θ′ − θ‖22 ≤ F (θ′).
Then, the Theorem 5 in (Zhang et al., 2017) proves that with
probability at least 1− 2δ, 0 < δ < 0.5, we have
E[f(θˆ)− f(θ∗)]
≤ 4RτC,δ
N
+
4Rτ2C,δ
γN
+
4
√
R supf∼P ‖∇f(θ∗)‖2 log 2δ
N
+
8τF∗ log 2δ
γN
+ 2
√
Rτ
(
2 +
√
C,δ
N
+
C,δ
N
)
,
(10)
where C,δ = 2(log 2δ +D log
6
√
R
 ) and  > 0.
We proof that the learning problem of multi-agent Hawkes
process HP (U ,A) satisfies the conditions mentioned
above. In particular, we have N = IΣ, and the dimension
of parameter θ = [vec(U); vec(A)] is D = C(M + CL)
according to the definition in (2). Because the parameter
θ is nonnegative, the feasible domain Θ is a convex set.
We assume that ‖U‖2F ≤ U0 and ‖A‖2F ≤ A0, and thus,
‖θ‖22 = ‖U‖2F + ‖A‖2F is bounded and R = U0 + A0.
Therefore, the condition 1 is satisfied.
The random function f is the conditional probability of
an event given its history, so it is nonnegative. It can be
rewritten as
f = X>θ − log(x>θ), (11)
where both X and x are D-dimensional nonnegative vec-
tors, so it is convex as well. Furthermore, the x>θ corre-
sponding to intensity function, which has a lower bound λ0.
Then, we have
‖∇f(θ)−∇f(θ′)‖2 =
∥∥∥∥∥ xx>θ′ − xx>θ
∥∥∥∥∥
2
=
∥∥∥∥∥ xx>(θ − θ′)(x>θ′)(x>θ)
∥∥∥∥∥
2
≤ 1
λ20
‖x>x‖2‖θ − θ′‖2.
(12)
Because each x involves at most IL decay kernels, whose
energies have an upper bound G, we have ‖x>x‖2 ≤
(ILG)2. Plugging the value into (12), we can find that
f is a τ -smooth function with τ = ( ILGλ0 )
2. In other words,
the function f satisfies the condition 2.
Moreover, because f is a convex and τ -smooth function,
it is a τ -strongly convex function (Bertsekas & Scientific,
2015). Because the expected function F = E[f ], it is also
a τ -strongly convex function. It means that the function F
satisfies the condition 3 with γ = τ = ( ILGλ0 )
2.
As a result, plugging IΣ, τ and γ into (10), we obtain the
risk bound corresponding to the stochastic optimization of
multi-agent Hawkes process:
E[f(θˆ)− f(θ∗)]
≤ 8RτC,δ
IΣ
+
4
√
R supf∼P ‖∇f(θ∗)‖2 log 2δ
IΣ
+
8F∗ log 2δ
IΣ
+ 2
√
Rτ
(
2 +
√
C,δ
IΣ
+
C,δ
IΣ
)
.
(13)
Similar to (Zhang et al., 2017), we assume that both F∗ and
supf∼P ‖∇f(θ∗)‖2 are ignorable compared to τ , and we set
 = 1IΣ . Furthermore, we assume that log
2
δ is comparable
to D log IΣ. Then, except the first term in the right-hand
side of (13), the remaining terms are ignorable. Plugging
C,δ into (13), with high probability we have
E[f(θˆ)− f(θ∗)] = O
(
Rτ(D log IΣ + log
2
δ )
IΣ
)
. (14)
This completes the proof.
7.2. Proof of Theorem 3.1
Proof. Because N(t) =
∑M
m=1N
m(t), for each entity c ∈
C, its intensity is
λc(t) =
E[dNc(t)|Ht]
dt
=
∑M
m=1
E[dNmc (t)| ∪Ml=1 Hlt]
dt
=
∑M
m=1
E[dNmc (t)|Hmt ]
dt
=
∑M
m=1
λmc (t).
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Table 2. Summary of the Top-10 performance for various methods.
Method SLIM BPR FPMC Single HP MHPs MHPs+Superpose
Metric P R F1 P R F1 P R F1 P R F1 P R F1 P R F1
Instant Video 1.47 14.66 2.67 1.09 8.90 1.90 0.92 9.22 1.68 1.24 12.39 2.25 1.40 14.00 2.55 1.46 14.64 2.66
Android App 0.57 5.69 1.03 1.15 9.34 2.01 0.89 8.87 1.61 0.54 5.44 0.99 0.70 7.03 1.28 0.94 9.42 1.71
Automotive 0.38 3.75 0.68 0.60 5.48 1.07 0.48 4.81 0.87 0.22 2.21 0.40 0.22 2.21 0.40 0.44 4.42 0.80
Baby 0.25 2.51 0.46 0.38 3.79 0.69 0.31 3.07 0.56 0.38 3.76 0.68 0.34 3.43 0.62 0.31 3.09 0.56
Beauty 0.75 7.54 1.37 0.93 9.28 1.69 0.40 4.02 0.73 0.87 8.71 1.58 0.89 8.89 1.62 1.10 3.10 1.37
Book 0.22 2.17 0.39 0.24 2.23 0.43 0.20 2.02 0.36 0.33 3.25 0.59 0.32 3.23 0.58 0.34 3.25 0.60
CDs, Vinyl 0.36 3.62 0.66 0.37 3.74 0.68 0.32 3.20 0.58 0.29 2.92 0.53 0.49 4.87 0.89 0.53 3.91 0.91
Cell Phone 0.44 4.42 0.80 0.80 5.89 1.37 0.80 7.96 1.45 0.50 4.99 0.91 0.52 5.21 0.95 0.52 5.23 0.95
Clothes, Jewelry 0.05 0.48 0.09 0.27 2.16 0.46 0.18 1.83 0.33 0.08 0.76 0.14 0.07 0.72 0.13 0.07 0.66 0.12
Digital Music 0.82 8.20 1.49 2.21 19.33 3.92 1.06 10.6 1.93 0.41 4.10 0.75 0.41 4.10 0.75 1.07 10.66 1.94
Electronics 0.15 1.59 0.29 0.20 1.81 0.35 0.14 1.60 0.29 0.20 1.99 0.36 0.22 2.20 0.40 0.23 2.23 0.42
Grocery, Food 0.57 5.72 1.04 0.70 4.56 1.16 0.45 4.50 0.82 0.62 6.25 1.14 0.62 6.18 1.12 0.70 7.03 1.28
Health Care 0.52 5.24 0.95 0.92 4.93 1.45 0.22 2.22 0.40 0.67 6.73 1.22 0.67 6.70 1.22 0.67 6.70 1.22
Home, Kitchen 0.29 2.90 0.53 0.21 1.14 0.32 0.14 1.38 0.25 0.29 2.87 0.52 0.32 3.18 0.58 0.32 3.21 0.60
Kindle Store 0.64 6.44 1.17 0.19 0.69 0.26 0.10 1.04 0.19 0.65 6.50 1.18 0.67 6.73 1.22 0.69 6.92 1.26
Movies, TV 0.78 7.80 1.42 0.76 5.57 1.28 0.57 5.65 1.03 0.74 7.37 1.34 0.80 7.97 1.45 0.82 8.17 1.49
Music Instrument 0.62 6.17 1.12 1.73 14.92 3.05 1.53 15.34 2.79 0.25 2.47 0.45 0.25 2.47 0.45 1.48 14.81 2.69
Office Product 0.46 4.61 0.84 0.82 3.32 1.21 0.31 3.07 0.56 0.62 6.18 1.12 0.60 6.03 1.10 0.61 6.10 1.11
Patio Lawn 0.22 2.23 0.41 0.41 2.87 0.70 0.31 3.08 0.56 0.46 4.62 0.84 0.51 5.10 0.93 0.53 5.25 0.96
Pet Supply 0.59 5.89 1.07 0.63 4.11 1.06 0.53 5.26 0.96 0.62 6.18 1.12 0.59 5.94 1.08 0.64 6.43 1.17
Sports 0.19 1.90 0.34 0.28 2.85 0.52 0.30 2.98 0.54 0.29 2.91 0.53 0.32 3.20 0.58 0.37 2.56 0.62
Home Tool 0.15 1.49 0.27 0.48 3.88 0.84 0.44 4.40 0.80 0.16 1.56 0.28 0.16 1.63 0.30 0.48 4.82 0.88
Toys, Game 0.51 5.10 0.93 0.46 3.76 0.80 0.32 3.17 0.58 0.62 6.19 1.13 0.61 6.10 1.11 0.72 7.19 1.31
Video Game 0.53 5.31 0.97 0.76 7.61 1.38 0.73 7.26 1.32 0.53 5.31 0.97 0.62 6.19 1.12 0.96 6.88 1.63
Overall 0.48 4.81 0.87 0.71 5.25 1.19 0.49 4.87 0.89 0.48 4.84 0.88 0.51 5.05 0.92 0.74 6.43 1.21
Here Ht = ∪Mm=1Hmt contains all historical events in the
superposed process. Because the Hawkes processes have
shared impact functions, we have
λc(t) =
∑M
m=1
(
µmc (t) +
∑
(tmi ,c
m
i )∈Hmt
φccmi (t− tmi )
)
=
∑M
m=1
µmc (t) +
∑
(ti,ci)∈Ht
φcci(t− ti),
for c ∈ C. According to the definition in (2), we have
N(t) ∼ HP (∑Mm=1 µm,A).
7.3. More Experimental Results
For each method in our paper, we generate a recommenda-
tion list rm with the top-N most possible items for each
user. Suppose the real set of the items that user m will
buy is tm. The top-N precision (P@N ), recall (R@N ) and
F1-score (F1@N ) are used for evaluation. Their definitions
are.
P@N =
1
M
∑
m
Pm@N =
1
M
∑
m
|rm ∩ tm|
|rm| × 100%
R@N =
1
M
∑
m
Rm@N =
1
M
∑
m
|rm ∩ tm|
|tm| × 100%
F1@N =
1
M
∑
m
F1m@N =
1
M
∑
m
2 · Pm@N ·Rm@N
Pm@N +Rm@N
Besides the Top-5 performance of various methods, their
Top-10 (N = 10) performance is listed in Table 2. We can
find that our “MHPs + Superpose” method is still superior
to other methods in most situations.
7.4. Relation to Item-To-Item Recommendation
If we specialize the impact function φcci(t, ti) as some simi-
larity measurement (e.g., cosine), our models are reduced to
item-to-item (I2I) recommendation methods. However, dif-
ferent from existing I2I models, such as (Christakopoulou &
Karypis, 2016; Zheng et al., 2014; Ning & Karypis, 2011),
we also include user personalized preference in the modeling
process by µmc , aiming to model the intuition of “different
people may have different preferences even conditioned on
the same product” Further more, we considered the time
influence in the item-to-item transition process, which is
more reasonable for real-world scenarios, for example, we
can use exponential decay function to model the changes of
relevance over time, and also we can design more complex
impact function to capture more detail item-to-item tran-
sition patterns. Overall, our models are very flexible, and
can degenerate into many other popular recommendation
models, which also inspires us to design other specific al-
gorithms for capturing user behavior patterns in different
real-world scenarios.
