Abstract. In an article that appeared in 1967, J.J. Price has shown that there is a vast family of subsystems of the Walsh orthonormal system each of which is complete on sets of large measure. In the present work it is shown that the greedy algorithm, when applied to functions in L 1 [0, 1], is surprisingly effective for these nearly-complete families. Indeed, if Φ is such a subsystem of the Walsh system, then to each positive ε, however small, there corresponds a Lebesgue measurable set E such that for every f , Lebesgue integrable on [0, 1], the greedy approximants to f , associated with Φ, converge, in the L 1 norm, to an integrable function g that coincides with f on E.
1
Because this simple theoretical algorithm is a model for a procedure widely used in numerical applications, the greedy algorithm has been extensively studied by many investigators.
Of particular interest are some results, connected with the trigonometric system, due to Temlyakov [5] , who has demonstrated the existence of functions in L p [0, 1], 1 ≤ p < 2, for which a sequence of corresponding greedy approximants diverges in measure, and to Körner [3] , who has constructed a continuous function whose Fourier sum, when taken in decreasing order of magnitude, diverges unboundedly almost everywhere.
In connection with these results, one might ask whether it always be possible to alter the values of a given function, on a small set, so that the greedy algorithm, when applied to the function thus altered, will yield a sequence of approximants that does, in some sense, converge. This question has been answered, in the affirmative, by Grigorian [1] , who has shown that for each integrable function a modification of this type will always lead to an approximating sequence that converges to the altered function in the L 1 norm. Since the trigonometric and Walsh systems have many properties in common, one would think that there should be a corresponding result for the Walsh system. This is, indeed, the case, and, in fact, the same sort of result holds for a multitude of Walsh subsystems, many of them quite sparse and far from complete.
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2
The Walsh system, an extension of the Rademacher system, may be obtained in the following manner.
Let r be the periodic function, of least period 1, defined on [0, 1) by 1) . The Rademacher system, R = {r n : n = 0, 1, . . .}, is defined by the conditions
and, in the ordering employed by Payley, the nth element of the Walsh system, W = {W n : n = 0, 1, . . .}, is given by
where ∞ k=0 n k 2 k is the unique binary expansion of n, with each n k either 0 or 1. The subsystems of W introduced by Price [4] are defined with the assistance of the following notion of asymptotic density of a sequence of natural numbers.
be an increasing sequence of natural numbers, let ∆(n) be the number of elements of S that are less than n, and let
be an increasing sequence of natural numbers, and let
The current study is concerned with these nearly-complete subsystems of the Walsh system. The approximations to integrable functions, considered in the sequel, are drawn from the span of a system of this kind.
Definition. Let Φ = {ϕ n : n = 1, 2, . . .} be a subsystem of the Walsh system, let f ∈ L 1 [0, 1], and, for each n, let
If m ∈ N and if A m ⊂ N is a set of cardinality m for which
is termed a greedy approximant of f with respect to the family Φ.
be an increasing sequence of natural numbers with ρ(S) = 1, and let ε be an arbitrary positive number. There exists a measurable set Although a direct proof for this theorem could be given, a more interesting program yields this result as a corollary of the following proposition, which demonstrates the existence of a universal sequence of Walsh polynomials, subsequences of which yield convergent series that approximate the integrable functions arbitrarily closely. , and an injective function σ :
Theorem 2. Let
and
The proof of Theorem 2 depends upon a sequence of lemmata, the first of which is one part of Lemma 2 taken from the article [2] . 
where A is an absolute constant.
be an increasing sequence of natural numbers, with ρ(S) = 1, and let Φ = {ϕ k : k ∈ N} be the Walsh subsystem corresponding to S. 
where σ is a permutation of an integer segment
where A is the constant from Lemma B.
Proof. Choose t ∈ N such that 2
2 |∆| < δ, and let {∆ 1 , ∆ 2 , . . . , ∆ 2 t } be a partition of ∆ into congruent, dyadic subintervals. One may employ Lemma B in order to find a sequence of natural numbers
a corresponding sequence of Walsh polynomials
and measurable sets E j ⊂ ∆ j , j = 1, . . . , 2 t , such that
, one has
Let σ be a permutation of the segment {N 0 + 1, . . . , N 2 t } such that
and let N = max{k :
and let
and, finally,
Lemma 4. Let f be a (dyadic) step function on
where 
where σ is a permutation of the set {N 0 + 1, . . . , N, N + 1, . . . , N }, which satisfy the following conditions:
Proof. Since the partition of [0, 1] on which the values of f are defined could be dyadically refined, one may assume that
where A is the constant given above. By virtue of Lemma 3, there are integers N 1 and N 1 with N 0 < N 1 ≤ N 1 , a measurable set E 1 ⊂ ∆ 1 , and a Walsh polynomial
where σ 1 is a permutation of {N 0 + 1, . . . , N 1 }, such that
, and a
(1)
Similarly, there are natural numbers N 2 and N 2 , with N 1 < N 2 ≤ N 2 , a measurable set E 2 ⊂ ∆ 2 , and a Walsh polynomial
where σ 2 is a permutation of {N 1 + 1, . . . , N 2 }, such that N 2 ) , and
Proceeding thus, inductively, one determines sequences of natural numbers
and, for each i ∈ [1, 2 n ], a measurable set E i ⊂ ∆ i and a Walsh polynomial
where σ i is a permutation of
and |a
, and let the sequences {σ(k)} and {a k } be defined on the integer segment {N 0 + 1, . . . , N} in the following manner.
and let 
where σ n is a permutation of {m n−1 + 1, . . . , m n }, such that
. . , and |a
One determines the required approximant to f in the following manner.
Choose k 1 so that
Suppose that the functions f k 1 , . . . , f k m have been determined so that k j < k j+1 , for j = 1, . . . , n − 1, and for all m ∈ [2, n], both
be the sequence of Walsh polynomials that corresponds to {f k n } ∞ n=1 , and let If ε n = 0, let q be the unique natural number such that
If ε n = 1, let q be the unique natural number such that
Then,
Finally, from the orthogonality of the Walsh functions, one has
Thus, the rearrangement of the Walsh-Fourier series of g, according to decreasing magnitudes of the expansion coefficients, converges to g in the L 1 -norm, so that the argument above suffices to establish Theorem 1, as well.
