In this paper, we have implemented an adaptive noise canceller (ANC) for ECG signals with the help of Modified Particle Swarm Optimization (MPSO). Implementing MPSO on ANC provides better performance than any other optimization technique used to enhance the ECG signal. In this work, the various modes of MPSO for finding fidelity parameters like signal to noise ratio (SNR), peak reconstruction error (PRE) and mean square error (MSE) have been evaluated. Our simulation results show that 19% improvement in SNR, 91% decrease in peak reconstruction error, and 99% reduction in mean square error can be achieved using proposed algorithm over the conventional PSO technique.
Introduction
ECG stands for electrocardiogram, i.e. ECG signal is an electric signal generated in heart. It is generally used to measure the performance of heart's electrical conduction system. It picks up electrical impulses generated by the polarization and depolarization of atrium and ventricles. These waveforms are used to measure the rate and regularity of heart beats as well as the size and position of the chambers, the presence of any damage to the heart, and the effects of drugs or devices used to regulate the heart. There are various types of noise present in ECG signals like power line interference, electrode contact noise etc. In terms of frequency, noise is categorized in two ways. First one is high frequency noise caused by power line interference, electromyogram (EMG) generated from the chest wall, and mechanical forces acting on the electrodes. Second type of noise is low frequency noise i.e. baseline wander caused by respiration or the motion of the patients or the instruments 1 . Noise in ECG signals is reduced by an adaptive filter whose coefficients are adjusted according to problem specification. It computes the desired output by adjusting its filter coefficients in an iterative manner 2, 3, 4 . Adaptive filter is considered as noise canceller filter (ANC) due to its self learning technique which makes it capable of adjusting its coefficients in order to minimize the error. Block diagram of noise cancellation based on adaptive filter is shown in Fig. 1 . In this figure, x(n) and q (n) are reference inputs, w(n) is adaptive filter coefficient vector, and d(n) is desired signal which is combination of original signal s(n) and noise signal q(n). The noise q (n) is additive with s(n) and correlated with q(n). The output of adaptive filter is y(n). The error signal is e(n) which is difference of y(n) and d(n). The task of designer is to reduce noise q(n) from d(n). This is possible only when the adaptive filter convert q (n) nearly equal to the q(n) which is achieved by adjusting the filter coefficients. At the output, we get d(n)-y(n) is nearly equal to s(n).
Modified PSO Technique
There are many complex as well as non-linear problems. These problems can only be solved using special type of optimization techniques. Some of these optimization techniques are inspired by natural phenomenon like Fish schooling, Swarm behaviour, Ant colony etc 5, 6, 7 . Among these algorithms, the Particle Swarm Optimization gives better results. The conventional PSO algorithm starts by initializing a random swarm of M particles, each particle is having R unknown parameters to be optimized. This technique has two aspects i.e. velocity update and position update of particles. The fitness of each particle is evaluated according to the selected fitness function. The algorithm stores and progressively replaces the most fit parameters of each particle (pbest i , i = 1, 2, . . . , M) as well as a single most fit particle (gbest ) as better fit updating parameters. The conventional PSO faces problems for large signal length. Therefore, it is required to modify the PSO by giving inertia weight (w) parameter 8, 9 . In the Modified PSO (MPSO), the position of each particle (p) in the swarm is updated as follows:
where p(n) is the position vector of particle at n th iteration, vel(n) is the velocity vector of particle at n th iteration, r(0,1) is a vector of random values exist between (0, 1), and c 1 , c 2 are the acceleration coefficients towards gbest and pbest respectively. The update position is acceptable if and only if the current position p(n) has better result as compared to the previous position p(n-1) otherwise, the position of a particle remains unchanged. As shown in Fig. 2 , new position of particle depends upon previous position, gbest, and pbest. Therefore, pbest and gbest parameters have important role in optimization technique.
Mathematical modelling for PSO
In PSO technique, there are n particles and each particle shows a possible solution. Particles have to move according to global best position and their own best position, i.e. local best position. After each iteration, the particles evaluate the cost function using their current position. The task of PSO is to optimize cost function. In order to optimize cost function, there are two controlling factors namely, C 1 and C 2 .
(1) If the value of C 1 and C 2 are equal then all particles attracted towards the average of pbest and gbest. (2) If C 1 is greater than C 2 then each particle is directed more strongly towards pbest. Fig. 2 . Example of the possible search region for a single particle.
(3) If C 1 is less than C 2 then each particle is directed more strongly towards gbest, which results all particles to run prematurely to the optima. To avoid the problem of overshoot as well as undershoot, the velocity of particles is bounded. There is no specific rule to find the exact value of v max or v min as these values depend on the nature of problem. Moreover, 'w' acts as mechanism to control exploration and exploitation 10, 11, 12 .
Exploration and Exploitation
Exploration and exploitation are the two main features of an optimization algorithm. Exploration indicates how large search area can be incorporated in an optimization technique for better results while exploitation gives its accuracy of convergence towards a point. Further, exploration deals with the global optimal whereas exploitation provides local optimization. In order to handle these features, inertia weight parameter is used in the MPSO. A higher value of 'w' gives better exploration while lower value of 'w' provides better exploitation. Therefore, it is important to precisely update the value of 'w'. Initially, 'w' is kept high and it decreases as iteration goes towards end 12 .
Constant Weight Inertia PSO (CWI-PSO)
This is a conventional type of PSO in which inertia weight remains same throughout the entire process. However, it is not always possible to find such an inertia weight to get better exploitation as well as exploration because for a specific value of 'w' several simulation have to be performed. Let after n number of simulations, we obtained a value c such that:
where w t denotes inertia at any time t.
Linear Decay Inertia PSO (LDI-PSO)
As discussed earlier, the weight of inertia should have adaptability. As the iteration progresses, the weight should be decremented in a particular manner for better exploitation results 11 . Generally, for LDI, we have to define the maximum and minimum value of inertia weight which also act as initial and final value of inertia weight, respectively. Following equation shows the resultant inertia after each iteration: where w max and w min are the minimum and maximum values of inertia, respectively and maximum iteration or end time is denoted by t max .
Non-Linear Inertia PSO (NLI-PSO)
As name suggests, in NLI-PSO, the inertia weight changes non linearly 10 . This is somehow a modified version of LDI. The inertia weight equation is modified in each step as:
where n is the non-linear modulation index.
Adaptive Noise Cancellation using PSO Technique
Adaptive noise canceller is generally implemented using two types of gradient based algorithms namely Least Mean-Square (LMS) and Recursive Least-square (RLS). Unlike in case of conventional adaptive filter algorithms, we formulate the ANC problem as an optimization task so that the probability of encountering the global optimum is increased. In comparison to many other optimization algorithms, the PSO provides advantages of faster convergence rate, strong global search, simplicity, few adjustable parameters, and ease of implementation 13, 14 . At each iteration, we have to calculate the mean square error (MSE) for each particle as:
where e i j (n) is j th error of i th particle and N is the total number of samples of applied input. It may be noted that the conventional adaptive filter optimization algorithm provides one possible solution after each iteration while the PSO gives a range of possible solutions in a single iteration cycle.
Proposed De-noising Technique of ECG Signal Based on MPSO
In proposed method as shown in Fig. 3 , For better understand we can consider following steps:
Step 1: Define the pure signal (in case of long data this may be series of segments of pure signal), maximum and minimum limits of weight vectors and velocities.
Step 2: Initialize particles with random positions x i j also termed as weight vectors(coefficient of ANC) and their velocity v i j (adjustment factor).
Step 3: Verify the random initialisation is with maximum limit or not, if not then modify accordingly.
Step 4: Now compute the ANC output using input x(n),and get output y(n). Step 5: Calculate noise e(n)=d(n)-y(n)
Step 6: Evaluate MSE.
Step 7: Compute pbest and gbest among all particles. In first iteration initial position of each particle act as pbest respectively.
Step 8: Generate new particles for further iterations using velocity and position vector (weight vector) update rule.
Step 9: Repeat till we get desired signal. Flow chart of proposed technique is shown in Fig. 4. 
Simulation Results
Let us evaluate the performance parameters of ANC using MPSO technique. Fig. 5 shows a comparison of MSE for PSO and MPSO. It can be seen that the performance of MPSO is better as that of PSO. Further, the MSE curve of MPSO also indicates a rapid convergence towards the lowest error. The fidelity parameters of the proposed ECG enhancement technique are given by following equations: SNR (dB) at input, S NR dB = 10log 10 (ECG pure ). 
Peak Reconstruction Error, PRE = ECG pure − ECG f iltered ECG pure (10) where ECG pure is the pure ECG signal, and ECG noisy is the noisy ECG signal which are combined to get ECG f iltered as the filtered ECG signal at output terminal. Fig. 6 shows a plot of (a) pure ECG signal, (b) noise signal, (c) noisy signal i.e. combination of original signal and noise signal, and (d) filtered ECG signal.
The various fidelity parameters evaluated for the conventional PSO and MPSO are given in Table I and II, respectively. From these results, it is clear that proposed MPSO technique provides better performance as compared to the simple PSO algorithm. Further, as expected, the NLI method provides superior fidelity parameters as compared to CWI and LDI methods for both PSO and MPSO techniques. Moreover, the proposed algorithm achieves 19% higher output SNR, 91% decrease in PRE, and 99% reduction in MSE which leads to better exploration as well as exploitation as compared to the conventional PSO technique. Therefore, the proposed technique gives appreciable improvement in all fidelity parameters over the conventional counterpart. 
Conclusion
In this work, we have developed ANC using modified PSO method to reduce the noise present in ECG signal. The developed MPSO technique has been exploited for the design of adaptive noise cancellation scheme. The simulation results illustrate the superiority of the proposed method in terms of improved values of fidelity parameters like SNR, PRE, and MSE. A comparative study of the MPSO algorithm has been made with that of the conventional PSO method for ECG noise reduction. From our simulation results, it is evident that the proposed de-noising of ECG signal using MPSO scheme with LDI and NLI can be a superior alternative approach for ECG enhancement process.
