Currently, there is a lack of general-purpose, in-place learning engines that incrementally learn multiple tasks, to develop "soft" multi-task-shared invariances in the intermediate internal representation while a developmental robot interacts with its environment. In-place learning is a biologically inspired concept, rooted in the genomic equivalence principle, meaning that each neuron is responsible for its own development while interacting with its environment. With in-place learning, there is no need for a separate learning network. Computationally, biologically inspired, in-place learning provides unusually efficient learning algorithms whose simplicity, low computational complexity, and generality are set apart from typical conventional learning algorithms. We present in this paper the multiple-layer in-place learning network (MILN) for this ambitious goal. As a key requirement for autonomous mental development, the network enables both unsupervised and supervised learning to occur concurrently, depending on whether motor supervision signals are available or not at the motor end (the last layer) during the agent's interactions with the environment. We present principles based on which MILN automatically develops invariant neurons in different layers and why such invariant neuronal clusters are important for learning later tasks in open-ended development. From sequentially sensed sensory streams, the proposed MILN incrementally develops a hierarchy of internal representations. The global invariance achieved through multi-layer invariances, with increasing invariance from early layers to the later layers. Experimental results with statistical performance measures are presented to show the effects of the principles.
Introduction
Existing study in neural science has provided much knowledge about biological multi-layer networks. Examples of popular artificial networks include feed-forward networks (FFN) with back-propagation learning, radial basis functions (RBF), self-organization maps (SOM), cascade-correlation learning architecture (CCLA), 9 support vector machines (SVM), and incremental hierarchical discriminant regression (IHDR). 16 ,44 Much research already exists in the field of learning using supervised and unsupervised networks.
However, development has raised requirements that existing methods cannot meet. The genome (the biological developmental program of the species) is tasknonspecific 45 in the sense that the genome must enable the agent, through the process of epigenetic process of development, to perform an open-ended number of tasks that the sensors, effectors and the environment allow. For mental development, the biological brain performs online, real-time, incremental learning using sequentially arriving high-dimensional sensory and motoric signal streams through the life-long time axis without suffering from the local minima problem and the loss of memory problem. By the local minima problem, we mean that the performance of networks updated by gradient-based methods is moderately sensitive to the initial guess of their connection weights. By the loss of memory problem, we mean that a gradient-based method fits the network to the new data but also forgets the experience from the older data. The biological central nervous system does not appear to seriously suffer from these two problems -the mind of a normal newborn is expected to develop normally if she is raised in proper human environments. The inferior performance of traditional neural networks can be attributed to many factors. The large scale factors include the lack of large scale developmental plasticity that has been observed with biological nervous systems. 36, 37 The local scale factors include the weakness of traditional network adaptation models (such as the gradient-based updating) and violation of the biological in-place learning principle 46 as a consequence of the genomic equivalence principle.
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In fact, adaptation and long-term memory are two conflicting criteria. Striking a balance is a great challenge. Self-organization in cortical layers through life-time is further a highly nonlinear global search issue. Gradient-based methods used by FFN, RBF and SOM update the network along the greedy gradient direction computed by the last input data, without properly taking into account the observations along the past nonlinear search trajectory. CCLA addresses the loss of memory problem by freezing all old internal nodes in FFN and adding new nodes for new observations, which is a simple yet crude way of growing a network, inappropriate for online autonomous development for an open time period. IHDR avoids both problems by allowing dynamic spawning nodes from a growing tree, while shallow nodes and unmatched leaf nodes serving as the long-term memory. However, IHDR is not an in-place learner (e.g. computing covariance matrix for each neuron).
The multi-layer in-place learning network proposed here is an in-place learning network whose architecture is biologically inspired. The weight vector of each neuron is not computed based on gradient. Instead, it is the amnesic average (called the lobe component) with properly scheduled, experience-dependent plasticity. The lobe component represents the most efficient statistic (i.e. minimum error given observations) for a stationary process and is almost the most efficient statistic for a nonstationary
In-Place Learning for Development of General Invariances 283 process. In other words, all the observations along the nonlinear search path of every neuron are taken into account in the best way for each update. This optimality represents the best balance, best dealing with the local minima problem (free local minima) and the loss of memory problem (long term memory). Collectively, all the neurons in a layer represent a globally self-organized distributed representation of the probability density of the layer's high-dimensional input space. This work concentrates on invariance of the network. For detailed properties of the lobe component analysis and the performance comparison, the reader is referred to Ref. 46 .
Before we present the new network that addresses the above challenges, we first discuss some important issues related to autonomous development. The following discussion is motivated by the development of biological systems but the points raised are not necessarily well accepted by many traditional engineering systems that do not deal with development.
(i) Innate orientated edge features? Orientation selective cells in cortical area V1 are well known, 8, 14, 15, 34 but the underlying computational principles that guide their emergence (i.e. development) are still elusive. Are cells in V1 totally genetically wired to detect orientations of visual stimuli? This issue is important since the later layers of network, with their larger receptive fields, need to detect features that are more complex than oriented edges, such as edge groupings (T, X, Y, cross, etc.), patterns, object parts, human faces, etc. A classical study by Blakemore and Cooper 1970 5 reported that if kittens were raised in an environment with only vertical edges, only neurons that respond to vertical or nearly vertical edges were found in the primary visual cortex (also see, more recent studies, e.g. Ref. 33) . From a computational point of view, hand-programed (or genome-coded) edge detectors are not sufficient for all the possible sensory environments. In the model presented here, feature detectors are developed through interactions with cell's environment, instead of hand-programmed.
(ii) Developmental mechanisms. If the answer to the above is negative, what are the possible mechanisms that lead to the emergence of the orientation cells in V1? Since V1 takes input from the retina, LGN, and other cortical areas, the issue points to the developmental mechanisms for the early multi-layer pathway of visual processing. In this project, we propose intra-layer developmental mechanisms as well as inter-layer developmental mechanisms. The within-layer mechanisms are based on two well-known biological mechanisms, Hebbian learning and lateral inhibition, but we further their optimality. The inter-layer developmental mechanisms specify how information between layers is passed and used, which enables both unsupervised and supervised learning to occur in the same network. We also propose a scheduling mechanism that deals with the amount of supervision at different maturation times of development. Of course, there are many other mechanisms that we do not examine in this work, such as internally generated spontaneous signals which assist the development of cortical networks before birth.
(iii) In-place development. By in-place development, we mean that each neuron deals with its own development through its own internal physiological mechanisms and interactions with other neurons and, thus, there is no need to have an extra network that accomplishes the learning (adaptation). The in-place learning principle is a result of the well known principle called genomic equivalence, namely, each neuron carries the entire set of genes (i.e. the genome, the developmental program). In other words, the biological developmental program is cell-centered. There is no extra developmental program dedicated to any collection of more than one cell. It is desirable that a developmental system uses an in-place developmental program, due to not only the biological plausibility but also the high degree of plasticity that development requires. We further propose that biological in-place learning mechanisms can facilitate our understanding of biological systems. From computational point of view, inplace learning leads to unified, very simple and very computationally efficient learning algorithms for the very challenging problem of incremental learning from real-time sensory streams. No other known algorithms come close in terms of computational efficiency for such incremental learning problems.
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(iv) Integration of unsupervised and supervised learning. There exist many learning algorithms for self-organizing a multi-layer network that corresponds to a network of feature detectors. 17, 19 Isomap, 38 and non-negative matrix factorization (NMF). 25 Only a few of these algorithms have been expressed by in-place versions (e.g. SOM and PCA 47 ). Supervised learning networks include feed-forward networks with back-propagation learning, radial-basis functions with iterative model fitting (based on gradient or similar principles), cascade-correlation learning architecture, 9 support vector machines, 7 and hierarchical discriminant regression (HDR). 16 However, it is not convincing that biological networks use two different types of networks for unsupervised and supervised learning, which may occur concurrently in the process of development. Currently, there is a lack of biologically inspired networks that integrate these two different learning modes using a single learning algorithm. Motivated by the well accepted fact that most connections between visual cortical areas are two-way (see Ref. 10 for an overview), this work proposes a biologically inspired general-purpose network that unifies both modes of learning, allowing them to be performed in any order desired by the developmental process. (v) Rich completeness of representation at each layer. Due to the need for representation of all possible receptive fields at any retinal position of any size, the sensory pathway of the human vision system adopts a scheme of layeredrepresentation (e.g. V1, V2, V4, PIT), each corresponding to a different scale of receptive fields. The response from a layer provides a rich representation for all the possible receptive fields of the scale range represented by the layer.
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The completeness for all the possible receptive fields is essential for attention selection (e.g. focus attention to a human face of a particular size and position on the retina). The biologically inspired candid covariance-free incremental lobe component analysis (CCI LCA), modeling some major mechanisms within a cortical area, is suited for high-dimensional incremental self-organization of such a rich representation, due to coarse-to-fine competition imbedded by its nearly optimal statistical efficiency (i.e. minimum error in the estimate of the lobe component). In the model presented here, synaptic weights that have significant non-zero value contribute to the receptive fields but the detailed properties receptive fields are beyond the scope of this work. (vi) Invariant representation. Hubel and Wiesel 13, 14 suggested early that a logic-OR type of learning for edges presented at different positions in the receptive field might partially explain how positional invariance may arise in V1. Studies have shown that a normally developed human visual system has some capabilities, but are not perfect, in translational invariance, 28 scale invariance, 24 or orientational invariance. 39 Therefore, it seems biologically incorrect, even though convenient to engineer, to impose strict invariance in position, scale, or orientation. From the developmental point of view, such an imposition will significantly restrict the system's ability to learn other perceptual skills. For example, when a square is rotated by 45
• , the shape is called a diamond; and the number "6" rotated by 180
• is called "9". A type of complete representation scheme that is able to learn all open-ended tasks as well as their embedded invariances is a great challenge that this work aims at.
Why invariance? For learning a single given task, invariant features are useful for generalization along the factors that are known, a priori, to be invariant, as we discussed above. However, for autonomous mental development, tasks that a robot will learn are unknown during the time of programing. 45 Task-specific invariance then must be learned from experience. However, it seems sufficient to display invariance at the output (motor) layer and only "soft invariance" is needed at earlier layers. Why is internal learned "soft" invariance useful? It is useful for tasks that share similar invariant properties, although any invariance is not always useful for all the possible tasks, as explained above. For example, consider two tasks. The first task is to learn to recognize handwritten digits from 0 to 9. The second is to learn to classify two classes, odd digits and even digits. An internal representation that has learned positional, scale, and various style invariances for the first task should be useful for speeding up the learning of the second task, because the internal "soft" invariant representation can be used for the later task. That is, early learned skills facilitate later learning.
It is also important to note that "hard" invariance (e.g. a single internal node represents a single class) is impossible and inappropriate because during autonomous mental development the human trainer is only allowed to directly supervise motor nodes in the last layer. For example, a human teacher can hold a child's hand (motor) to teach him how to write, but the teacher is not allowed to directly wire into the child's brain. This inaccessibility of the brain is a major challenge for autonomous mental development.
Some networks have built-in (programed-in) invariance, either spatial, temporal or some other signal properties. Neocognitron by Fukushima 12 is a self-organizing multi-layer neural network of pattern recognition unaffected by shift in position. Cresceptron by Weng et al. 43 has an architecture similar to Fukushima's Neocognitron while its neural layers are dynamically generated from sensing experience and, thus, the architecture is a function of sensory signals. The above two networks have built-in shift-invariance in that weights are copied across neurons centered at different retinal positions. However, other types of spatial invariance, such as size, style, and lighting, have to be learned object-by-object (no sub-part invariance sharing). Detection of objects using motion information belongs to builtin invariance based on temporal information. Many other built-in signal properties have been used to develop quasi-invariant feature detectors, such as color (e.g. human skin tones), saliency, slow in response (e.g. slow feature analysis 32 ) and the independence between norms of projections on linear subspaces.
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Other networks do not have built-in invariance. The required invariance is learned object-by-object. The self-organizing maps proposed by Kohonen and many variants 23 belong to this category. The self-organizing hierarchical mapping by Zhang and Weng 48 was motivated by representation completeness using incremental principle component analysis and showed that the neural coding can reconstruct the original signal to a large degree. Miikkulainen et al. 27 have developed a multi-layer network with nearby excitatory interactions surrounded by inhibitory interactions. There have been many other studies on computational modeling of retinotopic networks a (e.g. Refs. 11, 29 and 41) . While this type of network has a superior discrimination power, the number of samples needed to reach desired invariance is very large.
The work reported here proposes a new, general-purpose, multi-layer network, which learns general invariance from experience. The network is biologically inspired (e.g. in-place learning), but is not necessarily biologically fully provable at the current stage of knowledge about the brain. The network has multiple layers; later layers take the response from early layers as their input. Although it is not necessary that a later layer only takes input from its previous layer, we use this restriction in our experiment to facilitate understanding. It is known that each cortical area receives projections not only from early cortical areas, but also from its neighbors and other later processing cortical areas. 35 The network enables supervision from two types of projections: (a) supervision from the next layer, which also receives supervision recursively from the output motor layer (the last layer for motor output); (b) supervision from other cortical regions (e.g. motor layer) as attention a Each neuron in the network corresponds to a location in the receptor surface.
selection signals. The network is self-organized with unsupervised signals (input data) from bottom up and supervised signals (motor signals, attention selection, etc.) from top down. Every layer has the potential to develop invariance, with a generally increased invariance at later layers, with support of lesser invariance from early layers.
The novelty of the work presented here is indicated by the two-way projection model for the general purpose end-to-end multilayer network, together with a scheme for scheduling the degree of supervision based on the maturity of each layer. The importance of this work is indicated by a combination of the following challenging properties that are required by development but none of the existing networks can meet all: (i) high-dimensional input; (ii) incremental learning; (iii) without a significant local minima problem for regression; (iv) without a significant loss of memory problem; (v) in-place learning; (vi) enable supervised and unsupervised learning in any order suited for development; (vii) local-to-global invariance from early to later processing; (viii) a rich completeness of response at the scale corresponding to a layer and the given layer resource (e.g. the number of cells). FFN suffers problems in (i), (iii), (iv), (v), (vii), and (viii). RBF has major problems with (iii), (iv), (vii), and (viii). SOM does not meet (vi), (vii), and (viii). CCLA is problematic in (i), (iii), (v), (vii), and (viii). SVM is significantly limited in (i), (ii) and does not meet the requirements (v)-(viii). IHDR does well in (i) through (vi) but does not satisfy (vii) and (viii). The biologically inspired MILN introduced here is the only computational network designed for all properties (i) through (viii).
The real-time speed is also an important property of network development. The proposed MILN has the lowest possible order of time complexity (see, e.g. Ref. 47 ) among all the existing artificial networks that satisfy the above requirement (viii), due to their being free of computation for the matrix of second or higher order statistics and free of computation for partial derivatives. However, the actual processing speed for each input frame depends on the hardware. We report the software updating times which are well within the limit required by the 30 Hz updating speed.
In what follows, we first present the network structure in Sec. 2. Then, in Sec. 3, we explain the in-place learning mechanism within each layer. Section 4 explains how invariance is learned by the same in-place learning mechanism while supervision signals are incorporated. Experimental examples that demonstrate the effects of the discussed principles are presented in Sec. 5. Section 6 provides some concluding remarks.
The In-Place Learning Network
This section presents the architecture of the new multi-layer in-place learning network (MILN).
The network takes a vector as input (a set of receptors). For vision, the input vector corresponds to a retinal image. For example, the input at time t can be an image frame at time t, or the few last consecutive frames before time t, of images in a video stream. Biologically, each component in the input vector corresponds to the firing rate of the receptor (rod or cones) or the intensity of a pixel.
The output of the network corresponds to motor signals. For example, each node in the output layer corresponds to the control signal (e.g. voltage) of a motor. Mathematically, this kind of network that produces numerical vector outputs is called a regressor. This network can also perform classification. For example, the number of nodes in the output layer is equal to the number of classes. Each neuron in the output layer corresponds to a different class. At each time instant t, the neuron in the output layer that has the highest output corresponds to the class that has been classified.
The architecture of the multi-layer network is shown in Fig. 1 . For biological plausibility, assume that the signals through the lines are non-negative signals that indicate the firing rates. Two types of synaptic connections are possible, excitatory and inhibitory. This is a recurrent network. The output from each layer is not only used as input for the next layer, but is also feed back into other neurons in the same layer through lateral inhibition (dashed lines in the figure). For each neuron i, at layer l, there are three types of weights: (ii) lateral (inhibitory) weight w h that links other neurons in the same layer to this neuron; (iii) top-down (excitatory or inhibitory) weight w p . It consists of two parts: (a) the part that links the output from the neurons in the next layer l+1 to this neuron.
(b) The part that links the output of other processing areas (e.g. other sensing modality) or layers (e.g. the motor layer) to this neuron i. For notational simplicity, we only consider excitatory top-down weight, which selects neurons selected to increase their potential values. Inhibitory top-down connection can be used if the primary purpose is inhibition (e.g. inhibition of neurons that have not been selected by attention selection signals).
Assume that this network computes at discrete times, t = 0, 1, 2, . . . , as a series of open-ended developmental experiences after the birth at time t = 0. This network incorporates unsupervised learning and supervised learning. For unsupervised learning, the network produces an output vector at the output layer based on this recurrent computation. For supervised learning, the desired output at the output layer at time t is set (imposed) by the external teacher at time t. Because the adaptation of each neuron also uses top-down weights, the imposed motor signal at the output layer can affect the learning of every neuron through many passes of computations.
In-Place Learning
Let us consider a simple computational model of a neuron. Consider a neuron which takes n inputs, x = (x 1 , x 2 , . . . , x n ). The synaptic weight for x i is w i , i = 1, 2, . . . , n. Denoting the weight vector as w = (w 1 , w 2 , . . . , w n ), the response of a neuron has been modeled by
where g is its nonlinear sigmoidal function, taking into account under-saturation (noise suppression), transition, and over-saturation, and · denotes dot product.
Next, we discuss various types of algorithms that learn the weight vector w and the sigmoidal function g.
Learning types
To better understand the nature of learning algorithms, we define five types of learning algorithms:
Type-1 batch: A batch learning algorithm L 1 computes g and w using a batch of vector inputs B = {x 1 , x 2 , . . . , x b }, where b is the batch size. That is, (g, w) = L 1 (B), where the argument B is the input to the learner, L 1 , and the right side is its output. This learning algorithm needs to store an entire batch of input vectors B before learning can take place.
Type-2 block-incremental: A type-2 learning algorithm, L 2 , breaks a series of input vectors into blocks of certain size b (b > 1) and computes updates incrementally between blocks. Within each block, the processing by L 2 is in a batch fashion. The Type-3 algorithm below explains how to learn incrementally with block size b = 1.
Type-3 incremental: Each input vector must be used immediately for updating the learner's memory (which must not store all the input vectors) and then the input must be discarded before receiving the next input. Type-3 is the extreme case of Type-2 in the sense that block size b = 1. At time t, t = 1, 2, . . ., taking the previous learner memory M (t−1) and the current input x t , the learning algorithm L 3 updates
The learner memory M (t) is needed to determine the neuron N at time t, such as its sigmoidal g (t) and its synaptic weight w (t) . It is widely accepted that every neuron learns incrementally.
Type-4 covariance-free incremental: A Type-4 learning algorithm L 4 is a Type-3 algorithm, but, it is not allowed to compute the second or higher order statistics of the input x. In other words, the learner's memory M (t) cannot contain the second order (e.g. correlation or covariance) or higher order statistics of x. The CCI PCA algorithm 47 is a covariance-free incremental learning algorithm for computing principal components as the weight vectors of neurons.
Type-5 in-place neuron learning: A Type-5 learning algorithm L 5 is a Type-4 algorithm. However, the learner L 5 must be implemented by the signal processing neuron N itself.
The five types of algorithms have progressively more restrictive conditions, with batch (Type-1) being the most general and in-place (Type-5) being the most restrictive. In this work, we deal with Type-5 (in-place) learning.
Recurrent network
Consider a more detailed computational model of a layer within a multi-layer network. Suppose the input to the cortical layer is y ∈ Y, the output from early neuronal processing. However, for a recurrent network, y is not the only input. All the inputs to a neuron can be divided into three parts: bottom-up input from the previous layer y, which is weighted by the neuron's bottom-up weight vector w b ; lateral inhibition h from other neurons of the same layer, which is weighted by the neuron's lateral weight vector w h ; and the top-down input vector a, which is weighted by the neuron's top-down weight vector w p . Therefore, the response z from this neuron can be written as
Since this is a recurrent network, the output from a neuron will be further processed by other neurons whose response will be fed back into the same neuron again.
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In real-time neural computation, such a process will be carried out continuously. If the input is stationary, an equilibrium can possibly be reached when the response of every neuron is no longer changed. However, this equilibrium is unlikely even if the input is static since neurons are band-pass filters: a temporally constant input to a neuron will quickly lead to a zero response.
For a digital computer, we simulate this analogue network through discrete times t = 0, 1, 2, . . . . If the discrete sampling rate is much faster than the change of inputs, such a discrete simulation is expected to be a good approximation of the network behavior.
Lateral inhibition
For simplicity, we will first only consider the first two parts of the input: the input from the previous layer y, and the lateral inhibition part from h.
Lateral inhibition is a mechanism of competition among neurons in the same layer. The output of A is used to inhibit the output of neuron B which shares a part of the receptive field, totally or partially, with A.
Since each neuron needs the output of other neurons in the same layer and they also need the output from this neuron, a direct computation will require iterations, which is time consuming. We realize that the net effect of lateral inhibition is (a) for the neurons with strong outputs to effectively suppress weakly responding neurons, and (b) for the weak neurons to less effectively suppress strongly responding neurons. Therefore, we can use a computationally more effective scheme to simulate lateral inhibition without resorting to iterations. Sort all the responses. Make top-k responding neurons have non-zero response. All other neurons have zero response (i.e. does not go beyond the under-saturation point).
Larger k gives more information about the position of the input in relation with the top-k winning neurons. However, multiple responses do not help when the density of the prototypes is low. In our experiments, k is set smaller than 20% of the number of neurons and the performance is similar in that region.
It is clear that iteration is slow and the one-pass, top-k computation is fast. However, iterations may result in many passes of wave propagation through backand-forth inhibitive connections. Therefore, iterative computation and the one-pass, top-k computation are not equivalent, theoretically. Our use of top-k is primarily motivated by computational efficiency. For the same reason, we choose to model neuronal firing rates instead of modeling individual spikes in biological neurons.
Hebbian learning
A neuron is updated using an input vector only when the (absolute) response of the neuron to the input is high. This is called Hebbian's rule.
The rule of Hebbian learning is to update weights when output is strong. And the rule of lateral inhibition is to suppress neighbors when the neuron output is high. Figure 2 illustrates the lateral inhibition and Hebbian learning. In the figure, hollow triangles indicate excitatory connections, and the solid triangles indicate inhibitory connections.
However, this intuitive observation will not lead to optimal performance. We need a more careful discussion about the statistical properties of neural adaptation under two mechanisms: lateral inhibition and Hebbian learning. With our further derivation, the lateral inhibition and Hebbian learning will take a detailed form that leads to a quasi-optimality.
Lobe components
What is the main purpose of early sensory processing? Atick and coworkers 3, 4 proposed that early sensory processing decorrelates inputs. Weng et al. 47 proposed an in-place algorithm that develops a network that whitens the input. Therefore, we can assume that prior processing has been done so that its output vector y is roughly white. By white, we mean its components have unit variance and are pairwise uncorrelated. In the visual pathway, the early cortical processing does not totally whiten the signals, but they have similar variance and are weakly correlated. The sample space of a k-dimensional white input random vector y can be illustrated by a k-dimensional hypersphere.
A concentration of the probability density of the input space is called a lobe, which may have its own finer structure (e.g. sublobes). The shape of a lobe can be of any type, depending on the distribution. For non-negative input components, the lobe components lie in the section of the hypersphere where every component is non-negative (corresponding to the first octant in 3D).
Given a limited cortical resource, c cells fully connected to input y, the developing cells divide the sample space Y into c mutually nonoverlapping regions, called lobe regions:
where ∪ denotes the union of two spaces. Each region R i is represented by a single unit feature vector v i , called the lobe component. Given an input y, many cells,
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not only v i , will respond. The response pattern forms a new population representation of y.
Suppose that a unit vector (neuron) v i represents a lobe region R i . If y belongs to R i , y can be approximated by v i as the projection onto v i : y ≈ŷ = (y · v i )v i . Suppose the neuron v i minimizes the mean square error E y−ŷ 2 of this representation when y belongs to R i .
According to the theory of principal component analysis (PCA), 21 we know that the best solution of column vector v i is the principal component of the conditional covariance matrix Σ y,i , conditioned on y belonging to R i . That is v i satisfies
Replacing Σ y,i by the estimated sample covariance matrix of column vector y, we have
We can see that the best lobe component vector v i , scaled by "energy estimate" eigenvalue λ i,1 , can be estimated by the average of the input vector y(t) weighted by the linearized (without g) response y(t) · v i whenever y(t) belongs to R i . This average expression is crucial for the concept of optimal statistical efficiency discussed below. The concept of statistical efficiency is very useful for minimizing the chance of false extrema and to optimize the speed to reach the desired feature solution in a nonlinear search problem. Suppose that there are two estimators Γ 1 and Γ 2 , for a vector parameter (i.e. synapses or a feature vector) θ = (θ 1 , . . . , θ k ), which are based on the same set of observations S = {x 1 , x 2 , . . . , x n }. If the expected square error of Γ 1 is smaller than that of Γ 2 (i.e. E Γ 1 − θ 2 < E Γ 2 − θ 2 ), the estimator Γ 1 is more statistically efficient than Γ 2 . Given the same observations, among all possible estimators, the optimally efficient estimator has the smallest possible error. The challenge is how to convert a nonlinear search problem into an optimal estimation problem using the concept of statistical efficiency.
For in-place development, each neuron does not have extra space to store all the training samples y(t). Instead, it uses its physiological mechanisms to update synapses incrementally. If the ith neuron v i (t − 1) at time t − 1 has already been computed using previous t − 1 inputs y(1), y(2), . . . , y(t − 1), the neuron can be updated into v i (t) using the current sample defined from y(t) as:
In the above expression on the right-hand side, the factor for y(t) corresponds to a neuronal response. To better handle values beyond the normal range, a biological neuron applies a nonlinear sigmoidal function g. We will adopt this sigmoidal function g in actual algorithm to emulate a biological neuron.
Then Eq. (4) states that the lobe component vector is estimated by the average:
Statistical estimation theory reveals that for many distributions (e.g. Gaussian and exponential distributions), the sample mean is the most efficient estimator of the population mean (see, e.g. Theorem 4.1, pp. 429-430 of Ref. 26) . In other words, the estimator in Eq. (6) is nearly optimal given the observations.
For nonstationary processes
For averaging to be the most efficient estimator, the conditions on the distribution of x t are mild. For example, x t is a stationary process with exponential type of distribution. However, x t depends on the currently estimated v i . That is, the observations x t are from a nonstationary process. In general, the environments of a developing system change over time. Therefore, the sensory input process is a nonstationary process too. We use the amnesic mean technique below that gradually "forgets" old "observations" (which use bad x t when t is small) while keeping the estimator quasi-optimally efficient.
The mean in Eq. (6) is a batch method. For incremental estimation, we use what is called an amnesic mean 47 :
where µ(t) is the amnesic function depending on t. If µ ≡ 0, the above gives the straight incremental mean. The way to compute a mean incrementally is not new but the way to use the amnesic function of t is new for computing a mean incrementally:
in which, e.g. c = 2, r = 10,000. As can be seen above, µ(t) has three intervals. When t is small, straight incremental average is computed. Then, µ(t) changes from 0 to 2 linearly in the second interval. Finally, t enters the third section where µ(t) increases at a rate of about 1/r, meaning the second weight (1 + µ(t))/t in Eq. (7) approaches a constant 1/r, to slowly trace the slowly changing distribution.
In the next section,x (t) is the weight vector of a neuron with its "energy" as the length. It is clear from Eq. (7) that the increment of the "neuronal" synapse vector x (t) cannot be expressed by partial derivative (or finite difference fromx (t−1) for the discrete version). This is because the weight for the previous estimate (t−1−µ(t))/t is not equal to 1. This is especially important for the early updates, as they greatly determine whether the self-organization is trapped into a local structure during the early development. The previous observations along the trajectory of "nonlinear trajectory" are optimally taken into account by the single mean vector estimate in above incremental mean formulation. 
3.7.
where g i (x) can take the form of:
where σ is the standard deviation of x. (b) Simulating lateral inhibition, rank k + 1 top winners only (to avoid high computational complexity) so that after ranking,
, as the belongingness of y(t) to k + 1 regions. Use a linear function to scale the response:
for i = 1, 2, . . . , k. (c) Homeostasis: Let the total weight sum be s = k i=1 z i . The normalized nonzero responses sum to 1 across the layer:
for i = 1, 2, . . . , k. This normalizes the total "energy" of the response.
(d) Update only the top k winner neurons v j , for all j in the set of top k winning neurons, using its temporally scheduled plasticity:
where the scheduled plasticity is determined by its two age-dependent weights:
with w 1 + w 2 ≡ 1. Update the number of hits (cell age) n(j) only for the winner: n(j) ← n(j)
The neuron winning mechanism corresponds to the well-known mechanism called lateral inhibition (see, e.g. 
Multi-Layer Network
With the material we discussed earlier for single layer, we are ready to discuss multi-layer network MILN. In theory, two layers of MILN are sufficient functionally to approximate any continuous regression from any multi-dimensional input space and any motor output space to any given desired output accuracy . For example, the first layer performs self-organizing partition of the input space. The partition is so fine that no two vectors in the input space require output vectors that differ more than . The second layer maps the prototype (lobe component vector) in every region of the partition to the desired output vector. Then, why do we need more than two layers in MILN? At least two main reasons: first, receptive fields; second, invariance. Both are meant for better generalization with limited number of samples. We discuss each of them below.
First, receptive fields enable local analysis. Functionally, each layer in MILN corresponds roughly to a cortical area (e.g. V1 or V2 in the visual pathway). All the neurons in the same area have different receptive fields (e.g. different locations in space), but their sizes are similar. In a sensorimotor pathway, neurons in an early processing area have smaller receptive fields while those in a later area have larger ones. Such a hierarchical organization of receptive fields enables the brain to select attention. In other words, under certain attention control, response from neurons whose receptive fields correspond to the desired area is enhanced while the response from other neurons is suppressed. 20, 40 The work reported in this paper does not deal with this subject although it provides a basis for it.
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Second, the multilayer structure enables better generalization using invariance. Suppose that a neuron p in an earlier layer is invariant to three types of variation in the input (e.g. three types of faces). Then, a neuron p in the next layer can use this neuron p as well as other neurons in the previous layer for the detection of a more complex type (e.g. human bodies), without a need to directly deal with these three types of variation by itself. This type of increased invariance from an early layer to a later layer is a major focus of this paper. The major issue for MILN is then how to achieve gradually increased invariance from early layers to later layers.
Overview of MILN
It is well known in neuroscience that almost all projections between two cortical areas are bi-directional (see, e.g. the comprehensive study of visual and motor cortices by Felleman and Van Essen, 10 and also Andersen et al. 2 and Boussaoud et al. 6 ). Further, between two consecutive cortical areas, there are as many top-down projections as bottom-up projections. Although the detailed computational principles of these top-down projections are not very clear, for MILN presented here, we model top-down projections as supervision from the next layer or other cortical areas.
The main ideas are as follows. Each MILN is a general-purpose regression network. It develops by taking a series of input-output pairs, whenever the desired output vector is available. Otherwise, given any input without desired output, it estimates the corresponding output vector based on what it has learned so far. This is basically how MILN interleaves the training phases and testing phases in any way that is needed for effective development.
Then, the key question is how to supervise an internal layer when the desired output vector is available. The values of the neurons in the output layer can be totally supervised when the desired output vector is available during supervised learning. However, as discussed earlier, during autonomous development the human teacher is not allowed to hardwire the internal representation. In particular, he is not allowed to directly hand-specify, at any time, the value of any neuron of any internal layer -those layers other than the input terminals and the output motor layer. Therefore, any supervision can be gradually propagated from the output layer.
However, the back-propagation learning for a feed-forward network suffers from the local minima problem. The gradient direction of the connection weights violates the biological in-place learning principle (no extra learner is allowed to compute the large matrix of partial derivatives), and it does not take into account the great need of unsupervised learning, in the sense of partition of the input space of each layer while being supervised by later layers. We use "soft supervision" imbedded into the optimal lobe component analysis, so that supervised learning and unsupervised learning are automatically taken into account. Consequently, early layers mainly perform unsupervised learning. While the computation proceeds towards later layers, more supervision is available and, thus, more invariance emerges from later layers. Finally, the output layer displays almost perfect invariance in a well-trained MILN.
Furthermore, a developmental program must deal with different maturation stages of the network. During the very early developmental stage of the network, unsupervised learning should take a dominant role, as supervision is meaningless when the network is very immature. When the network has become more and more mature, supervision can gradually kick in, to gradually improve the invariance of the network. We use time dependent supervision scheduling profile to realize this developmental mechanism.
Soft supervision
Revisit the top-down part in the expression in Eq. (2), which requires feedback from later processing. However, for digital networks, the output from later layers for the current input is not available until after the current layer has computed. Assuming that the network samples the world at a fast pace so that the response of each layer does not change fast enough compared to the temporal sampling rate of the network, we can then use the output from the later layers at t − 1 as the supervision signal. Denoting the response vector at layer l at time t to be vector y (l) (t) and its ith component to be y i (t), we have the model for computation of this supervised and unsupervised network, for each neuron i at layer l:
Note that the ith component in w h is zero, meaning that neuron i does not use the response of itself to inhibit itself. In other words, the output from the later layers a can take the previous one a(t − 1). Using this simple model, the belongingness can take into account not only unsupervised belongingness of y (l−1) (t) but also the supervised belongingness enabled by a(t − 1). For example, when the firing neurons at a layer fall into the receptive field selected by the attention selection signal represented by a(t − 1), its belongingness is modified dynamically by the supervised signal a. Therefore, the region that belongs to a neuron can be a very complex nonlinear manifold determined by the dynamic supervision signal (e.g. attention), achieving quasiinvariance locally within every neuron of early layers and global invariance at the output layer.
The next key issue is whether the single-layer in-place learning algorithm can be directly used when the top-down part w p · a(t − 1) is incorporated into the input of every neuron. Let us discuss two cases for the top-down factor a and its weight vector w p , as shown in Fig. 3: (a) The part that corresponds to the output from the next layer. Since the fan-out vector w p from neuron i corresponds to the weight vector linking to a, the inner product w p · a directly indicates how much the current top-down part supervises the current neuron i. w p indicates how the supervision should be weighted in w p · a. In summary, by including the supervision part a, the single-layer in-place learning algorithm can be directly used.
With the top-down projection a
, Eq. (9) should be changed to
where
is the fan-out vector of neuron i and a
is the top-down projection vector. When we compute the fan-out vector from the fan-in vector of the next layer, we use the normalized versions of all fan-in vectors so that their lengths are all equal to one.
Dynamic scheduling of supervision
We define a multi-sectional function β(t) as shown in Fig. 4 which changes over time. It has two transition points. From t = 0 to t = t 1 , β(t) = β 1 (e.g. β 1 = 1). From t = t 1 to t = t 2 , β(t) linearly decreases to a small β 2 (e.g. β 2 = 0.5). After t = t 2 , β(t) remains constant.
Equation (17) shows how the dynamic scheduling of supervision is used by each neuron, by modifying Eq. (15): Fig. 4 . The dynamic scheduling of supervision using the profile β(t). The β(t) function is nonincreasing. It has three periods, high constant, linearly decreasing, and low constant, respectively.
In the non-iterative version used in CCI LCA, Eq. (16) is changed to
As shown above, the bottom-up (unsupervised) part is weighted by β(t) and the top-down (supervision) part is weighted by 1 − β(t). Since these two weights sum to one, the addition of these two weights do not change the total "energy" of the neuronal dendritic inputs. Based on the profile of β(t) in Fig. 4 , we can see that "soft supervision" is phased in gradually during the development.
The transition times t 1 and t 2 depend on the expected duration of developmental time and the expected time for normal performance for such a learning agent. The biological equivalents of these two numbers are likely coded in the genes as gene regulators, as a result of evolution. For engineering systems, these two numbers can be estimated based on the number of layers and the number of neurons in each layer.
Multiple layers
The following is the multi-layer in-place learning algorithm z(t) = MILN(x(t)). Suppose that the network has l layers.
MILN Learning: Initialize the time t = 0. Do the following forever (development), until power is off.
(i) Grab the current input frame x(t). Let y 0 = x(t).
(ii) If the current desired output frame is given, set the output at layer l, y l ← z(t), as given. (iii) For j = 1, 2, . . . , l, run the LCA algorithm on layer j, y j = LCA(y j−1 ), where layer j is also updated. (iv) Produce output z(t) = y l ; t ← t + 1.
Topographic map
In the above discussion, the neurons can reside at any locations and their locations are independent of their weights. The concept of topographic map is that neurons that detect similar features are nearby. This property is important for cortical modularization in the sense that the responses for similar inputs appear nearby in the cortical area, naturally forming what are called "modules." These are also found in the brain: a certain cortical area is responsible for detecting a class of objects (e.g. faces). A topographic map facilitates generalization because similarity of inputs is translated (mapped) into proximity in cortical locations.
To form a topographic cortical map, we assume that neurons lie in a 2D "cortical" surface S. The topographic map can be realized by updating not only the winner A 0,0 at location (0, 0) in S but also its 3 × 3 neighbors in S, as shown in Fig. 5 .
The weight for updating neuron A(i, j) is computed as follows:
where d i,j = i 2 + j 2 . This weight modifies w 2 in the CCI LCA algorithm through a multiplication, but the modified w 1 and w 2 still sum to one. This is called 3 × 3 update.
Sparse coding

Sparse-coding
11 is a result of lateral inhibition. It allows relatively few winning neurons to fire in order to disregard less relevant feature detectors. Therefore, the resulting representation is local (small response region) which in turn requires only local connections with the help of a topographic map.
In the algorithm, we only allow k neurons in each layer to have non-zero response. The output of the top ith ranked neuron has a response z = k−i+1 k z, if i < k, where z is the original response. All other neurons with i ≥ k are suppressed to give zero responses. This is called top-k response.
Experimental Examples
From the perspective of developmental robotics, a robot is an agent that senses and acts. As discussed earlier, its developmental program should be sufficiently generalpurpose to enable the development of various skills for an open ended number of tasks that are unknown or not fully predictable during the programming time. At the current state of knowledge, the main purpose of the tasks that we present here concentrates on understanding how MILN works and its strengths and limitations. Tasks that involve complex motor and sensory interactions through autonomous development, such as those presented in Ref. 42 using the earlier IHDR engine, are in order when the new engine MILN is better understood.
MILN presented above is a newer general-purpose, biologically more plausible engine for incremental cortical development. For sensory processing, it requires an attention selection mechanism that restricts the connection range of each neuron so that the network can perform local feature detection from the retinal image, as was done in Ref. 48 . Without local analysis of this type, MILN performs global featurebased matching, which should not be expected to outperform other classifiers with local feature analysis in, for example, character recognition. However, handwritten characters are good for visualizing the invariance properties of the network because their lobe components indicate the corresponding class clearly.
It is important to note that MILN does not assume that the inputs are handwritten characters, thanks to the general strategy of developing task-specific skills from a general-purpose developmental engine. MILN treats any input as a general sensory input frame (e.g. scenes, objects, or its own body parts) and any output as a motor output (a hand gesture, an arm movement, or a navigation command). If the input corresponds to a handwritten character, the produced motor action is a learned task-specific action depending on the input character. However, due to the generality of MILN, the input frame can be any natural visual input as shown in the last set of presented experimental data. Likewise, although the output motors in some of our following experiments represent the classes of input, the output signal should be considered as any motor action of a robot.
In the last set of experiments reported here, we also present results of feature development from natural images.
A simple three-class example
MILN is designed to deal with general classification problems, e.g. using natural images as input. We first look at a small sample problem using handwritten characters. The main purpose of this example is to facilitate understanding. For this example, the input images are classified into three classes, X, Y, Z. For clarity, we collected two small sets of training samples, containing 27 samples in each. The shift set and scale set mainly show variations in shifting and in scaling, respectively, as shown in Figs. 6(a) and 6(b) . MILN deals with other types of variations too, as indicated in these two data sets, because MILN does not model any particular type of variation. This is a very important property of a task-nonspecific developmental program.
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It is important to note that a 2-layer network with a sufficient number of neurons in both layers is logically sufficient to classify all the training samples, according to the nearest neighbor rule realized by the CCI LCA algorithm using the top-1 winner. However, this is not an interesting case. In practice, the number of neurons is much smaller than the number of sensed sensory inputs. Then, what are the major purposes of a hidden layer? With attention selection and different receptive fields in the early layers, a later hidden layer is able to recognize an object from its parts. If the earlier layers have developed invariant features, a later hidden layer is able to recognize an object from its invariant parts detection.
Therefore, in the experiment conducted here, our goal is not exactly to do perfect classification, but rather, to visualize the effects of the introduced mechanisms. Only when these effects are well understood, can we understand the pros and cons of the introduced developmental mechanisms.
In this example, we first decided the network has two layers. The numbers of neurons from layer-1 through layer-2 are 3 × 3 = 9 and 3, respectively. The supervision signals for the output layer are (1, 0, 0), (0, 1, 0) and (0, 0, 1), respectively. The number k is set to 3 at layer-1, so that the first layer has 3 non-zero firing neurons. The 27 samples in each set were reused 1,000 times to form a long input stream. Figure 7 gives the developed weights of the first level neurons on these two different training sets. Specifically, Fig. 7(a) gives the results on positional variation and (b) gives the results on size variation, respectively. To develop neurons, an unsupervised method is used in layer-1 and a supervised method is used in layer-2, respectively. Furthermore, all methods use the top-1 update.
It can be observed from Fig. 7 that each neuron may average a few nearest samples (in the inner-product space), based on top-1 competition. From Fig. 7 , we can see that a lobe component might average samples from different classes. In other words, the region a lobe component belongs to may contain samples from different classes. The invariance is achieved from case-based mapping: the responding lobe component from layer-1 is mapped to the node representing the corresponding class in layer-2. Figure 8 gives the same information as Fig. 7 , except that a supervised method is also used in layer-1. We can see that with supervision, the lobe components in layer-1 are more likely to be "pure," averaging only samples from the same class. Of course, the "purity" is not guaranteed and depends on many factors including the number of neurons. In other words, the manifold of the regions tends to cut along the boundary of output class, a concept of discriminant features. Thus, the lobe components take into account both unsupervised learning (to represent the input space well for information completeness) as well as supervised learning (to give more resource to discriminant features). Figure 9 shows the effect of 3 × 3 updating. All the other settings are the same as before. First, compared to top-1 updating, 3 × 3 updating has a tendency to smooth across samples, as we expected. However, the near features look similar. In this experiment, the order of the samples in the training set help to self-organize. Furthermore, it can be observed that by incorporating supervision in layer-1, the lobe components in layer-1 tends to be "purer."
Experiments with a large data set
In this experiment, we used the MNIST database of handwritten digits available from http://yann.lecun.com/exdb/mnist/ to show the effect of the topographic map. The data set has ten classes, from "0" to "9". The MNIST database was collected among the Census Bureau employees and high-school students with 60,000 training samples and 10,000 testing samples. All testing samples are disjoint with all training samples. The size of images in this database is 28 × 28 pixels. All images have already been translation-normalized, so that each digit resides in the center of the image. Figure 10 shows some examples. We conducted two sets of experiments for comparison, one with supervision and the other without. Each MILN network has two layers. The setting of the experiments are different in the number of neurons in the first layer. Specifically, we have set the number of neurons to 10×10 = 100, 20×20 = 400, and 40×40 = 1,600, respectively. For each case, k is set to 10, 20, and 40, respectively. All the settings used 3×3 updating. In the training stage, the signal of the output layer was imposed by the given class information. In the testing stage, the neuron of the output layer with largest output gives the recognized class identification. Table 1 gives the error rates without supervision and with supervision. It can be observed from Table 1 that the corresponding error rate is lower by incorporating supervision.
When the number of clusters along the decision boundaries is sparse, the effect of supervision is relatively larger, in terms of the recognition rate. When the number of clusters in the input space is dense, the nearest neighbor should be largely sufficient to make a correct classification. Correspondingly, the relative effect of supervision is reduced when the number of neurons is increased. For a visualization of the developed neurons, Fig. 11 shows the neurons of layer-1 trained by the training set on the 20 × 20 = 400 layer-1 nodes case. Some observations can be made based on Fig. 11 .
First, the figure demonstrates that the lobe components represent features that run smoothly across the 2D "cortical" surface S, and are somewhat grouped together. That is, within-class variation is naturally organized across a small neighborhood in one or a few regions in the 2D space S and different classes are imbedded seamlessly into this 2D "cortical" surface.
Second, this experiment shows something very important for development in the natural world: the effect of limited environment. Only sensed space is represented in the representation and the limited resource is dedicated to developmental experience. If the environment only shows a restricted set of patterns (e.g. vertical or horizontal edges, numerals, etc.), neurons developed in the earlier layers are significantly biased toward such limited environments. Third, it is also demonstrated that by incorporating supervision, the neurons are statistically "purer." That is, compared to the unsupervised version, the neuron is updated from more samples from the same class. On the other hand, for the classification task, the samples lie on the boundary with neurons weighted from the samples of different classes are "pulled" to leave the boundary and "pushed" to near to the center of one specific class of the two classes. This is similar to the rule of linear discriminant analysis (LDA), but not the same. LDA does not take into account the completeness of representation (vectors span the space of input well), but the MILN mechanism does by using unsupervised and supervised mechanism in a maturity-scheduled developmental process. To better demonstrate the difference by incorporating the supervision, Fig. 12 shows the difference of neurons by the two methods, without and with supervision in internal representation. For example, white pixels indicate weight regions that were present in the unsupervised but not in the supervised training. Please note that this only shows that the supervision does make a significant difference in developed features. For performance improvement by incorporating supervision, see the examples in Table 1 instead.
To statistically measure the "purity" of the neurons, we use the criterion of entropy. From Eq. (13), we can see that neuron v j is a weighted sum of input In-Place Learning for Development of General Invariances 309 samples which have been used to update this neuron j:
where y j (k) are samples used to update the neuron v j and w j (k) are the corresponding update weights. To measure the purity of each lobe component, we define the empirical "probability" for samples to arise from class n as
Thus, we have a distribution p 0 , p 1 , . . . , p 9 for each neuron. Using entropy to quantify the "purity" of this distribution for neuron j, we have
p n log 10 (p n ).
A neuron is relatively "pure" if its entropy is small. In particular, if e j = 0, then it is updated using inputs arising from a single class. Table 1 gives the average of entropy, averaged over all the neurons in layer-1 of six different setting, i.e. the number of neurons in layer-1 ranges from 10 × 10, 20 × 20, to 40 × 40, for unsupervised and supervised cases. It is clear from Table 1 that supervision statistically increase the purity of neurons measured by entropy. To give more detail of the distribution of entropies among different neurons, Figure 13 shows the entropy histograms among layer-1 neurons in each of the six different network settings.
The experiment was conducted on a computer with Pentium IV 2.8 GHz CPU, 1G RAM memory. The program was compiled with GCC 4.1 under openSUSE 10.2. The time needed to compute the response and update the network for each input frame is tabulated in Table 2 .
The timing data showed that the networks can be computed and updated for each frame within 8 ms, or at a frequency 125 Hz using the software when the number of neurons in layer-1 is 40 × 40 = 1, 600. The order of the time complexity is linear in the number of total neurons in the network. It is expected that the network can take inputs and generate motor actions at 30 Hz when the total number of neurons is 125/30 ≈ 4 times larger. For larger networks, special hardware is needed to maintain the 30 Hz update rate. Under the 20 × 20 and 40 × 40 layouts, the number is increased from 37 to 81 and 366 to 440, respectively. This shows that some "near pure" neurons become "pure" through supervision. The decrease of the mean entropy shows most neurons become "purer."
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Internal invariance shared by multiple tasks
The purpose of this experiment is to show how supervised signals can facilitate the development of intermediate "abstract" representations (class of digits in this example). Although such intermediate representation is not meant to provide only a unique neuron for each class, the supervision signal from the later layers tends to make such intermediate representation "purer." Such purer representation is useful for learning new classes for the motor layer. In this experiment, the first task is to recognize digits, "0" to "9." The second task is to classify even numbers and odd numbers. When learning the second task, the intermediate representation for digits "0" to "9" with their "soft" invariances (such as style, positions and sizes) developed in the first task can be well utilized. In other words, the second task does not need to deal with the detailed variations that have been dealt with by the first task. Such multi-task learning is essential for autonomous mental development. Of course, the network is not meant to perform abstract reasoning to symbolically and explicitly explain what digits are even and what digits are odd, although the network connections clearly account for the learned behaviors.
The network has three layers. The number of neurons for each layer is 20 × 20 = 400, 5 × 5 = 25, and 12, respectively. The 12 nodes in the last motor layer represent digits "0" to "9" and the class "e" of even numbers and the class "o" of odd numbers, respectively. For each layer, k is set to 20, 5, and 1, respectively. We expect that the first layer mainly develops detectors for different variations. The second layer mainly develops an intermediate representation that is more "digits," although a single class of digits should be represented by multiple neurons. The last layer is the motor layer. The true overall invariance should only be reached by the last motor layer. Table 3 provides the parameters of the β(t) function used in the experiments. The last layer (motor) is fully supervised when the supervision is applied. As shown, supervision for layer-2 was relatively deeper and was kicked-in earlier than layer-1. This is a general principle. A later layer should have their supervision kicked-in earlier and applied deeper than an earlier layer, because it is the later layer that delivers supervision from the motor layer.
During the process of learning the second task, the first ten nodes in the motor layer-3 are free to respond and the last two nodes "e" and "o" are supervised. It is true that layer-2 may still adapt during learning for the second task. However, since learning the second task can be readily accomplished using the developed representation in layer-2, only very few examples are sufficient to finish the learning process for task 2. This incremental learning of shared invariant representation facilitates the learning for task 2. In other words, task 2 does not need to learn from scratch. A total of 2,000 samples, not including all the samples b learned by task 1, is sufficient for task 2, because layer-1 has already taken into account a large amount of variations learned for task 1. Table 4 shows the error rates of multi-task learning. Again, the main purpose is not to show the absolute performance, but rather the effects of multi-task learning by such a network. Figure 14 shows a visualization of neurons in layer-1, -2 and -3 as well as their composite weights. For layer-1, the composite weight vector of a neuron is its weight vector. For layer-l with l > 1, the composite weight vector of a neuron is the sum of all the composite weightsx i of the neurons i in the previous layer, weighted by the normalized synaptic weight w i of the neuron:
assuming that the input from the previous layer is n-dimensional. Note that the composite weight vector is only intended as a visualization of multilayer weight summation. It does not take into account the nonlinear effects such as neuronal competition and sigmoidal functions. One should not consider the response of a neuron as a response to this composite weight vector.
In layer-3, the first ten neurons represent the single digits "0" to "9" in the first task while the last two neurons represent "even" and "odd" digits in the second task. Figure 15 shows the error rates of the multi-task learning (training task-1 followed by training task-2) and single-task learning (training task-2 only from beginning). From the figure, we can see that multi-task learning using MILN reaches comparable error rates faster and gives a smaller error rate at the same time, indicating a benefit of using developmental learning by MILN.
Features and receptive fields from natural images
To simulate the process of developing MILN from natural scenes by a developmental robot, we extracted many image patches of random sizes and random positions from b In total, 180,000 samples by repeatedly using the MNIST digits. 13 natural images (available from http://www.cis.hut.fi/projects/ica/imageica/). Some of them are shown in Fig. 16 . Each image patch simulates an attention fixation on the corresponding image. Each image patch is scaled to the standard size of 16 × 16-pixels before being fed into MILN for development. The developed feature vectors in the first layer are shown in Fig. 17 . They resemble the oriented edge detectors. The smooth self-organization of the features across the 2D neuronal surface is largely due to the 3 × 3 updates. As a comparison, we also show the developed feature vectors by just randomly selecting 16×16-pixel image patches from the same 13 images, without taking different sizes of the image patches and then normalizing their sizes. The corresponding features developed in layer-1 are shown in Fig. 17(b) . In other words, the results in 17(a) takes into account the size variation but those in 17(b) do not. The results in 17(a) and 17(b) are different, but statistically similar. These feature detectors could potentially be used for developing desired sensorimotor behaviors of a robot in the natural world, which is our planned future work.
As a newborn baby begins to see the natural environment at arbitrary positions and attentions, it is not absolutely certain at this stage of knowledge which scheme among the two is closer to sensorimotor development in the early visual pathways. The latter scheme (b) does not re-normalize attended images and might be closer to the biological development of neurons in a cortical area having neurons with similar sizes of receptive fields. But this is only a hypothesis that assumes that later cortical processing (e.g. prefrontal cortex) integrates responses from neurons with very different sizes of receptive fields.
Conclusions
The new multi-layer in-place learning network (MILN) is a simple, biologically inspired, unified computational model with a design goal to develop a recurrent network for learning of general multiple sensorimotor tasks. At the current stage, only hand-written character recognition was tested for performance evaluation and natural images were used for a visualization of internal representations, but the inputs are treated as general visual signals in both studies. Nothing specific about characters or natural images was used in the programing. Further studies are needed to study other sensorimotor tasks. Although the Hebbian rule and lateral inhibition mechanisms are known, design of multilayer network that is truly simple and in-place is not trivial. Unlike the back-propagation learning, which uses partial derivatives as the basic mechanism for synaptic weight search, our new method uses amnesic average. In such a nonlinear adaption process, the former only uses the local behavior of gradient. In contrast, amnesic average fully utilizes all the observations along the path of nonlinear search, which results in reliable and localminima-free nonlinear adaptation for high-dimensional input and output spaces. The supervised learning (motor imposed) is tightly integrated with unsupervised learning. Theoretically, any type of invariance features can be dealt with by the multi-layer network. A hierarchy of representations in the network is developed with increasing invariance from early to later layers. Such a hierarchy of invariant representations is shown to facilitate later learning of tasks that have shared invariance. An experiment with multitask learning indicated that incremental developmental learning can share the internally developed quasi-invariant representation across multiple tasks so that later task learning is faster than single task learning alone. The near-optimal efficiency, in-place learning, and a hierarchy of invariant representations are the three major advantages of MILN. The experimental results showed that the soft supervision reduces the average neuronal entropy, developing neurons that are "purer" and leads to lower error rates. Potentially, MILN can be used as a core technology for robots with multiple sensors and multiple effectors to incrementally develop perceptual and cognitive skills through real-time sensorimotor experiences.
