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ABSTRACT OF THE DISSERTATION
Learning in the Real World: Constraints on Cost, Space, and Privacy
by
Matt J. Kusner
Doctor of Philosophy in Computer Science
Washington University in St. Louis, 2016
Professor Kilian Q. Weinberger
The sheer demand for machine learning in fields as varied as: healthcare, web-search ranking,
factory automation, collision prediction, spam filtering, and many others, frequently outpaces
the intended use-case of machine learning models. In fact, a growing number of companies
hire machine learning researchers to rectify this very problem: to tailor and/or design new
state-of-the-art models to the setting at hand.
However, we can generalize a large set of the machine learning problems encountered in
practical settings into three categories: cost, space, and privacy. The first category (cost)
considers problems that need to balance the accuracy of a machine learning model with the
cost required to evaluate it. These include problems in web-search, where results need to be
delivered to a user in under a second and be as accurate as possible. The second category
(space) collects problems that require running machine learning algorithms on low-memory
computing devices. For instance, in search-and-rescue operations we may opt to use many
small unmanned aerial vehicles (UAVs) equipped with machine learning algorithms for object
detection to find a desired search target. These algorithms should be small to fit within the
physical memory limits of the UAV (and be energy efficient) while reliably detecting objects.
The third category (privacy) considers problems where one wishes to run machine learning
algorithms on sensitive data. It has been shown that seemingly innocuous analyses on such
x
data can be exploited to reveal data individuals would prefer to keep private. Thus, nearly
any algorithm that runs on patient or economic data falls under this set of problems.
We devise solutions for each of these problem categories including (i) a fast tree-based model
for explicitly trading off accuracy and model evaluation time, (ii) a compression method for
the k-nearest neighbor classifier, and (iii) a private causal inference algorithm that protects
sensitive data.
xi
Chapter 1
Introduction
Machine learning (ML) has been defined as a field that wishes to answer the question:
“How can we build computer systems that automatically improve with experience, and what
are the fundamental laws that govern all learning processes?”
This definition [138] nicely delineates two areas of machine learning research: application-
driven ML and the theory of ML. Indeed, one promising way to direct research on algorithms
that ‘improve with experience’ is to consider how to do it for a particular application at hand.
For example, ‘How can we design pedestrian detection algorithms for self-driving cars that
improve with more information about what are and are not people?’. Or ‘How can an
algorithm automatically predict if a CAT scan reveals an individual has heart disease, and
get better the more individuals it sees?’. The second area in ML is to discover what are the
sufficient and necessary conditions for learning, and operationally defining learning.
Over the years the power of machine learning methods to produce solutions to various appli-
cations has made it one of the biggest success stories of computer science and mathematics.
On a wide range of datasets and problems, machine learning (ML) models have surpassed
expectations, even outperforming humans [94]. Companies all over the world have begun
1
hiring machine learning researchers, and ML-based startups are being created at break-neck
pace. From applications as diverse as forecasting injury in car crashes [39] to automated
recipe recommendation [192] machine learning is making a mark.
In the past 10 years, application areas for ML have exploded in number. Many of these
applications test the ability of ML to learn while being constrained by other resources. In
this thesis we tackle three such constraints: 1. Cost - cases in which one would like to make
a machine learning prediction within some cost budget (e.g., time); 2. Space - settings that
constrain the size of the machine learning model; 3. Privacy - when the data on which an
ML algorithm is trained is desired to be kept private (even if the model or predictions are
not).
Our first algorithm, Approximately Submodular Tree of Classifiers (ASTC) directly learns
an accurate ML classifier within a cost constraint by formulating the inherent optimization
problem as a series of approximately submodular optimization problems. We nest these op-
timization problems, which produce an ML classifier, within a tree-structure so that different
data points have ‘specialty’ classifiers designed for them. We show how ASTC matches and
outperforms state-of-the-art methods while also being significantly faster to train.
Our second algorithm, Stochastic Neighbor Compression (SNC) learns a compressed dataset
for the purpose of k-nearest neighbor classification (in which model size is the dataset size).
We use a stochastic relaxation of the 1-nearest neighbor rule called the ‘stochastic neigh-
borhood’ [96] and derive a continuous and smooth objective that can be easily optimized
via conjugate gradient descent with simple matrix updates. We demonstrate that we can
compress datasets to as low as 4% of their original size without sacrificing model accuracy.
Our third contribution is a technique to privatize causal inference, the first such method we
are aware of. We consider a popular model for bivariate causal inference called the additive
2
noise model (ANM) [99]. We show that we can efficiently and without noticeable losses in
accuracy apply noise-addition techniques to the result of ANM causal inference to ensure that
personal data remains private. We make use of the robust and widely-adopted framework of
differential privacy [59] to do this. On causal inference tasks randomly chosen from a set of
competition benchmarks [86] we show we can, with high probability, simultaneously release
the same results as the non-private ANM, privately.
1.1 Motivation
In large part, there is often a wide disconnect between state-of-the-art machine learning
done in a research context, and the machine learning models that are used in the real-world.
Whereas researchers in academia are interested primarily in optimizing some objective, the
practitioner is often faced with additional budget constraints.
1.1.1 Real-World Examples
For instance, consider three likely real-world machine learning scenarios:
1. You are a machine learning specialist at a web-search company. You are tasked with
designing a model that achieves Precision@5 (a ranking criterion) of at least α and
that returns a result in under one millisecond. Even if there are multiple models in the
machine learning literature that could reach this result, it is unlikely the strict time
constraint also happens to be satisfied, especially because it was not simultaneously
optimized for. How should you proceed?
3
2. You are an environmental researcher working to automate wildlife identification. Dur-
ing an identification, you would like to deploy many small unmanned aerial vehicles
(UAVs) to search for any wildlife that can be found in nature reserves to get a sense
of ecosystem stability and evolution. Each UAV can take imagery of the region it is
currently searching, and can communicate this back to a centralized base of operations.
However, this communication requires a non-trivial amount of energy and limits search
time and thus should be done sparingly. To determine if imagery is worth sending back
you would like to automatically classify imagery as one of many possible animals or not
on board the UAV. Finally you have a labeled training set of animals and non-animal
images that you would like to use for a wildlife nearest neighbor classifier. Unfortu-
nately, the UAV has very restricted computation power and memory. How should you
limit the size of the dataset so that it runs quickly and fits within the UAV memory
while maximizing classification accuracy?
3. You are a medical researcher who would like to leverage recent work in causal infer-
ence to determine if a new procedure is in fact causing a new-found deadly infection.
You would like to publish your findings but you are worried that it will leak private
information about the patients you collected data from (namely that they needed to
have the procedure and/or they have the infection). How can you release the causal
result and with high probability not reveal private patient data?
In each of the above settings the modeler is confronted with a trade-off between maximizing
an objective (often requiring a higher cost, space, and/or publicity) and minimizing a budget
(often forcing a lower objective). Instead of dealing with such problems as they arise, machine
learning researchers need to think hard about how to explicitly design models that can be
optimized under real-world budget constraints. The focus of this thesis is to do just that.
Specifically, we will consider three specific types of budgets highlighted in the above examples:
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cost, space, and privacy. These already encompass a variety of machine learning scenarios
from recommendation, face recognition, bankruptcy prediction, weather forecasting, stock
market modeling, advertising, real-time machine translation, and many others. We address
each budget in the following chapters and design models to directly address the trade-off at
hand. To demonstrate the benefit from explicitly considering the objective/budget trade-off,
we show how well our models perform on a number of the settings mentioned above.
1.2 Mathematical Background
In this section we describe the mathematical concepts that will be important for understand-
ing the key contributions of the thesis.
1.2.1 Empirical Risk Minimization
Many results in machine learning can be grouped by the umbrella term empirical risk mini-
mization. While empirical risk minimization encompasses a broad range of machine learning
models we will focus in this discussion on linear models. To describe this adequately we will
first describe one of the largest subfields of machine learning, called supervised learning and
introduce important notation that will be used in all chapters of the thesis.
Supervised Learning
In supervised learning we first assume we are given a set of data {(x(1), y(1)), . . . , (x(n), y(n))},
called a ‘training set’, and another {(x(1)′, y(1)′), . . . , (x(n)′, y(n)′)}, called a ‘test set’. Each
element x,x′ ∈ X (in either the training or test set) is a vector of d real numbers usually
5
referred to as a ‘feature vector’ or an ‘input’, and each of the d elements are themselves called
‘features’. The other elements y, y′ ∈ Y are referred to as ‘labels’. They may be integer-
valued, in which case this sort of learning is called ‘classification’ (either ‘binary’ if two-class
or ‘multi-class’ otherwise), or real-valued, which is called ‘regression’. This distinction is
made because often the models that perform classification are quite different from those
used for regression. The goal in supervised learning is to learn a function g : X → Y ,
mapping from the features x,x′ to the labels y, y′. Importantly, we often assume there exists
a true function f : X → Y that we are trying to match as closely as possible when learning
g. We will learn g using the training set and evaluate how accurate it is (or how close it is
to f) using the test set.
Overfitting. The reason we split the data into training and test sets is because, if we
learn g on the training set, the training set will often give us an overly optimistic view of the
accuracy of g: it will lead us to think that g is more accurate than it truly is. This is because
g was trained specifically to get the training set correct. In doing so, we may accidentally
learn a g that captures the noise of the training set, alongside the true mapping given by f .
Thus, to test this, we evaluate our learned function g on the test set to see if we overfit to
the training set. This problem of overfitting has long plagued machine learning algorithms
since the first practical uses of multi-layer perceptron neural networks in the 1980s.
Loss and Regularization
In part, empirical risk minimization (ERM) techniques were derived in response to the
problems of overfitting. There are two essential components to ERM: (1) a loss function;
used to minimize the error of the mapping g : X → Y and (2) a regularization term; used to
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Table 1.1: Loss functions.
loss equation type popular models comments
0-1 1y 6=g(x) classification - discontinuous, difficult to optimize
squared (y − g(x))2 regression [126, 193] sensitive to outliers
hinge max{0, 1− yg(x)} classification [42] margin improves generalization performance
logistic log(1 + e−yg(x)) classification [136] returns probability of either class
exponential e−yg(x) classification [69] adaptively reduces error in Adaboost
huber
{
1
2 (y − g(x))2 |y − g(x)| ≤ δ
δ|y − g(x)| − 12δ2 otherwise
regression [100] robust to outliers
Table 1.2: Regularization functions.
regularizer equation popular models comments
`0
∑
j 1wj 6=0 - discontinuous, sparsity inducing
`1
∑
j |wj | [193, 124] sparsity inducing, convex bound on `0
`22
∑
j w
2
j [126, 42] shrinks all weights
`1/`2 mixed norm
∑
g
√∑
j w
2
g,j [11, 215, 116] group sparsity
Laplacian
∑
i∼k(w
>x(i) −w>x(k))2 manifold regularization [13, 206] similar points → similar predictions
prevent overfitting to the training set. Below we describe each of these components in more
detail and then form the generic optimization problem characteristic of ERM.
Loss. A loss function ` : X × Y × G → R≥0 maps an input x, a label y and a function
g to a non-negative real number that describes how ‘accurately’ g(x) ‘predicts’ y (as g(x)
approaches y the loss `(x, y, g) should decrease, and vice-versa). Table 1.1 gives examples of
popular loss functions and the settings in which they are used.
Regularization. A regularizer r : G → R≥0 maps a function g to a non-negative real
number and describes how complex the function g is (or how much g is able to vary). The
larger r is the more complex g is. For the case where g is parameterized by a set of weights
w as such: g(x) = h(w>x) (and h may be a sigmoidal function, a function that thresholds
w>x to -1 or 1, or the identity mapping), the regularizer r directly measures the complexity
of w. Table 1.2 describes popular regularization functions and what they are used for.
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Optimization problem
Given a loss function ` and a regularizer r, empirical risk minimization consists of solving an
optimization problem over a data sample which balances error reduction (through the loss)
and model complexity (through the regularizer) as follows:
min
g
n∑
i=1
`(x(i), y(i), g) + λr(g).
Solving the optimization problem. There has been a wealth of research devoted to
solving the above optimization problem, recent work includes [163, 40], an excellent reference
is [184]. In large part, gradient-based methods such as conjugate gradient [139], the Broyden-
Fletcher-Goldfarb-Shanno (BFGS) algorithm [8], and stochastic gradient descent [23], are
used to solve the above optimization.
Selecting λ. In fact, this optimization problem is the Lagrangian of an equivalent con-
strained optimization problem and λ is referred to as a Lagrange multiplier (see [25] for
more details on the Lagrangian). Intuitively, λ controls the trade-off between model error
and complexity and is usually set by finding the value of λ that produces a model g with
minimum error on a validation set (this validation set is usually split off from the original
training set prior to training). This λ value can be found via grid search, random search
[17], or often more quickly via Bayesian optimization [182, 72].
8
1.2.2 Submodularity
Submodularity is most well-known as a property of discrete functions over sets (what we
will focus on here), although continuous analogs exist [20]. Consider a function f that maps
from a discrete set of items V to the reals R. The set V is often referred to as the ground
set. For example, f could be the price of a set of merchandise items, or the utility of a set
of users for initiating a viral marketing campaign.
To give a better intuition of the definition of submodularity, we begin by defining modularity.
Definition 1. Let V be the ground set of all items. A function h is called modular if it
satisfies the following property: h(A)=
∑
a∈A h(a) for any set A ⊆ V .
Effectively, a modular function is the equivalent of a linear function in discrete space, as
each item contributes linearly to the total value of the set. In fact, any modular function
assigns a fixed value to each item in the set (similar to a set of grocery items). Given this
definition, a submodular function f is, in a sense, less than a modular function in that the
value of a set A assigned by f is less than the sum of the values of the individual items:
Definition 2. Given ground set V , a function f is called submodular if it satisfies one of
the following equivalent definitions [148]:
f(A) ≤
∑
a∈A
f(a) ∀A ⊆ V
f(A) + f(B) ≥ f(A ∪B) + f(A ∩B) ∀A,B ⊆ V
f(A ∪ k)− f(A) ≥ f(B ∪ k)− f(B) ∀A ⊆ B ⊆ V, ∀k ∈ V \B.
The last definition describes a ‘diminishing returns’ property of submodular functions: the
marginal change incurred by k is larger for a set A than for B, a superset of A. Intuitively,
9
ff 0
f(S)
|S| |S|
f 0(S)
Figure 1.1: Examples of non-negative submodular set functions. (Left.) A submodular set
function, notice that the diminishing marginal returns characteristic of submodular functions
becomes negative in this case. (Right.) A non-decreasing submodular set function.
a submodular function describes the cost of purchasing in bulk, where often the price of a
product decreases per unit weight as more is purchased at once.
Figure 1.1 shows examples of non-negative submodular functions. A classic result given by
Nemhauser says that non-negative submodular functions that are also non-decreasing (Fig-
ure 1, Right.) are computationally efficient to approximately maximize [148]. Specifically,
imagine we wish to solve the following optimization problem
max
S⊆V
f(S) s.t., |S| ≤ k, (1.1)
where f is a non-negative, non-decreasing submodular set function. Then, we can simply
select k elements using the following greedy algorithm: At any point, given we’ve already
selected a set A, the next element we select is j such that,
argmax
j∈V \A
f(A ∪ j)− f(A).
Then we have the following guarantee,
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Theorem 1. [148] Given a non-negative, non-decreasing submodular set function f and let
G be the set selected by the above greedy algorithm. Then we have that,
f(G) ≥ (1− e−1) max
S⊆V,|S|≤k
f(S)
This is a surprising result given that the optimization in eq. (1.1) is NP-hard. The intuition
here is that, for submodular functions, essentially it is crucial that the set items with the
largest marginal return are selected (the items selected first by the greedy algorithm). After
these are selected we are given a guarantee (via submodularity) that there isn’t some secret
element that if only we selected it we would have received a huge gain over what we already
selected. As long as we select the initial elements that provide us with the most gain, the
worse we can do Nemhauser tells us is select inputs that perform (1 − e−1) worse than
optimal.
1.2.3 Symmetric Positive Define Matrices
Certain matrices with special structure show up frequently in the context of machine learning.
Here we define notions of symmetry and positive definiteness.
Definition 3. A matrix M ∈ Rd×d is symmetric if it is equal to its transpose: M> = M.
Symmetric matrices by themselves have very interesting spectral properties (i.e., proper-
ties of their eigenvalues and eigenvectors). We will first briefly introduce eigenvalues and
eigenvectors as they are crucial to understanding the definition and properties of symmetric
positive definite matrices.
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First recall that the square matrix M ∈ Rd×d can be thought of as a linear map M : Rd → Rd
that can scale and rotate vectors x in d-dimensional space through multiplication: Mx.
There always exist particular vectors v that, when multiplied by M only undergo scaling :
Mv = λv. These vectors v are called eigenvectors of map M. Similarly, the scaling
factor λ is called an eigenvalue of M. In general, eigenvalues can be negative, positive,
imaginary, or exactly 0. However, symmetric matrices impose certain structure on their
possible eigenvalues and eigenvectors.
• For any two distinct eigenvalues of a symmetric matrix M, their corresponding eigen-
vectors will be orthogonal.
• For a real symmetric matrix M, all eigenvalues are also real.
Symmetric positive definite matrices are very important mathematical objects in machine
learning; used in principal components analysis (PCA) [154], semi-supervised learning [13],
and spectral clustering [135, 53], among other algorithms.
Definition 4. A symmetric matrix M ∈ Rd×d is positive definite if all of its eigenvalues
are strictly positive. Similarly, N is positive semi-definite if all of its eigenvalues are
non-negative. Positive definite matrices are often denoted M  0 and positive semi-definite
matrices are described as N  0.
Positive definite matrices M and positive semi-definite matrices N have a number of desirable
properties:
• If M is positive definite, then it is invertible. Also M−1 is positive definite.
• M is positive definite if and only if it has a unique Cholesky decomposition M = LL>,
where L is a lower-triangular matrix (i.e., every element above the diagonal is 0).
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• Given M  0 and any matrix Q ∈ Rr×d, the matrix Q>MQ is positive definite [98].
• If N,P  0, the element-wise or Hadamard product N◦P is also positive semi-definite
[98].
The first two properties are especially useful. The first for solving systems of linear equa-
tions, the second for speeding up matrix computations. For example, if one has already
precomputed the Cholesky decomposition of M and needs to invert M, then one can simply
invert L which is O
(
d2
)
instead of O
(
d3
)
[68].
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Chapter 2
Cost: Explicitly optimizing the
accuracy/time-cost trade-off
Here is text of a conversation that no one in the field of machine learning (ML) has had with
a practitioner (P) at in an industrial setting:
• ML: “I have a state-of-the-art model for your problem. In fact, I know everything
about your problem.”
• P: “Well that’s great! So when can I see the results!”
• ML: “So, I should say that it takes roughly, give or take, 1 year to run.”
• P: “That’s no problem at all! We don’t expect things to change much in a year so we
can wait! Let’s start right away! Not that it matters!”
Of course this is extreme. But consider that companies often rely on methods that are both
accurate and fast. If a new web-search ranking algorithm is slightly better at ordering the
webpages that appear in the 100-200 ranks in a list of thousands of results, and requires
30 seconds per search query, that algorithm is decidedly worse than the original algorithm.
This is because web-search companies must return accurate results in under a few seconds.
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In general, improvements in accuracy come at the cost of a slower algorithm. This may be
due to (a) improvements in the algorithm itself that require a lengthier evaluation procedure,
this sort of cost we call evaluation cost. Or (b) the cost of extracting specialized features,
which we call feature extraction cost. In web-search ranking, features may describe how
useful a webpage is, such as the click-through rate of the page (a relatively cheap feature) or
a classification about the overall quality of the webpage (a possibly very expensive feature).
Usually, the feature extraction cost dominates the runtime of a web-search ranking classifier.
As maximizing accuracy (or objective) and minimizing test-time cost are often diametrically
opposed there exists a trade-off between these two quantities. In this work we aim to design
models that best optimize this trade-off. We will refer to this general learning problem
as resource-efficient learning or budgeted learning. We will begin by framing the
accuracy/cost trade-off as an optimization problem, and formulate an exact expression for
the feature extraction cost. We will then briefly describe a prior model that replaces the
cost with a continuous relaxation and uses gradient-based optimization to solve for the
best parameters of the model. In contrast to this tricky procedure, we reformulate the
optimization as an approximately submodular set function optimization, which allows us to
speed-up the optimization while matching (and sometimes outperforming) the performance
of the original model.
2.1 Approximately Submodular Tree of Classifiers
In this chapter we introduce Approximately Submodular Tree of Classifiers (ASTC) a method
to carefully extract features only if they are useful towards correct classification and fall
within a pre-defined cost budget. We build a tree of classifiers; the internal nodes of the tree
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are trained to send different types of inputs to different parts of the tree. This way, features
are specialized towards different subsets of inputs that they are good at predicting cheaply.
We build off the prior work of [211] who are the first to consider training a tree of cost-
sensitive classifiers. In it they form a joint optimization problem over all classifiers in the
entire tree and use block coordinate gradient descent to solve one node at a time. This means
that when we compute the gradient with respect to one classifier we must take into account
how changing it affects how data points are sent to all of its child nodes. This results
in an optimization procedure that is difficult to implement, and sensitive to convergence
thresholds. Their method achieves state-of-the-art trade-offs in accuracy-per-computational
cost. However, it still poses notable difficulties for practitioners trying to implement and
debug an algorithm in real-world settings.
We show that this complex optimization procedure can be entirely avoided. In fact, a cost-
sensitive tree can be learned entirely greedily, without loss in accuracy. The key to why the
greedy solution works is due to approximate submodularity [48, 85]. This is equivalent to
submodularity that is off by a (small) multiplicative factor. In our case, this multiplicative
factor comes in when two features do not independently contribute to a prediction, but
have small synergistic effects. Specifically, if the two features together improve prediction
by more than each feature individually, this is a non-submodular (or supermodular) effect.
For the most part, however, feature information is redundant and the greedy algorithm
achieves an approximation that is also near-optimal (similar to the submodular guarantee,
see Section 1.2.2).
We begin by introducing resource-efficient or budgeted learning, where we must take into
account costs incurred by the algorithm during classification. We will formulate the problem
as a general constrained optimization problem, and introduce our notation.
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2.1.1 Resource-Efficient Learning
In this section we formalize the general setting of resource-efficient learning and introduce
our notation. The goal of resource-efficient learning is to design an optimization problem
that balances two goals that are usually opposing: (1) minimizing error and (2) minimizing
cost. Imagine we have functions that give the error and cost for a given modelM and data
D: e(M,D) (error of model M on data D) and c(M,D) (cost). We can then consider
solving the following optimization problem,
min
M
ED[e(M,D)] subject to ED[c(M,D)] ≤ B (2.1)
where ED is the expectation over dataset D and B is a predefined cost budget that the
model cannot exceed (in expectation). In practice we will use the sample average (over a
fixed dataset) to approximate these expectations∗.
While there are many examples of resource-efficient algorithms that trade-off time-cost and
accuracy, there is nothing that prevents algorithmic cost from being something unrelated to
time, such as (a) money necessary to perform medical procedures required for the model, or
(b) the amount of carbon required to generate the electricity to run the model, among many
other costs. See Figure 2.1 for a schematic of resource-efficient learning.
Notation
We are given a training dataset with inputs and class labels D = {(x(i), y(i))}ni=1 = (X,y) ∈
R(n,d) × Yn (we limit our analysis to the regression case: Y = R)†. For every input x(i),
∗As an aside we note that we could also consider a model in which the worst-case cost is minimized, as
opposed to the expected cost. We leave this direction for future work.
†Without loss of generality we assume for each feature vector xj ∈ Rn that ‖xj‖2 = 1, for all j = 1, . . . , d,
and that ‖y‖2 = 1. Additionally xj ,y also have zero mean.
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Figure 2.1: A schematic of resource-efficient learning. In the left panel our goal is to
classify between classes A and B. We have three different classifiers to do so: green, orange,
and purple. Each classifier achieves a different classification error rate. At the same time,
in the right panel, each classifier has some cost associated with it (this may be the cost to
extract certain features for the classifier or to evaluate the classifier). The central question
of resource-efficient learning is how to train a classifier that best trades off error and cost for
the application at hand.
to obtain the value of the jth feature: x
(i)
j , we incur a cost of c(j), which is the feature
extraction cost. Importantly, once we extract this feature, we needn’t pay for it again as we
may cache its value for future use. Our goal is to learn a modelM that accurately predicts
the class label y of an input x and in doing so, M does not exceed budget B.
Let us make the optimization problem in eq. (2.1) more concrete. Consider learning a linear
model, i.e. M = β ∈ Rd, that classifies an input x using the rule: x>β. As is common
practice, to learn β, instead of minimizing the expected error ED[e(β,D)] = Ex,y[1y=x>β]
directly, consider minimizing a surrogate ‘loss’ `(·), which is an upper bound on the error. In
particular we will focus on minimizing the expected squared loss Ex,y[`(y; x,β)] = Ex,y[(y −
x>β)2], but any convex loss function can be used within our framework. As for the cost
in eq. (2.1) note that, if at an index j our model has zero weight; βj = 0, then we needn’t
extract feature j when applying the model at test time. Thus the cost of our model is just
the cost of every feature for which β has a non-zero weight. Formally then, our goal is to
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solve the following optimization problem,
min
β
Ex,y[`(y; x,β)] subject to
∑
j:|β|>0
c(j) ≤ B, (2.2)
where
∑
j:|β|>0 c(j) sums over the (used) features with non-zero weight in β. This is the
simplest model for budgeted learning and one downside of it is that regardless of the input x,
it always selects the exact same set of features once it has been trained (thus the expectation
for the cost term can be removed). In the following we consider a model which instead uses
a tree of classifiers to select different features for different sets of inputs.
2.1.2 Cost-Sensitive Tree of Classifiers (CSTC)
Recent work in resource-efficient learning [212] (CSTC) shows impressive results by learning
multiple classifiers from eq. (2.2) which are arranged in a tree (depth D) β1, . . . ,β2
D−1. The
CSTC model is shown in figure 2.2 (throughout the paper we consider the linear classifier
version of CSTC). Each node vk is a classifier whose predictions x>βk for an input x are
thresholded by θk. The threshold decides whether to send x to the upper or lower child of
vk. An input continues through the tree in this way until arriving at a leaf node, which
predicts its label.
Combinatorial Optimization. There are two road-blocks to learning the CSTC classifiers
βk. First, because instances traverse different paths through the tree, the optimization is
a complex combinatorial problem. In [212], they fix this by probabilistic tree traversal.
Specifically, each classifier x>βk is trained using all instances, weighted by the probability
that instances reach vk. This probability is derived by squashing node predictions to the
range [0, 1] using the sigmoid function: σ(x>β) = 1/(1 + exp(−x>β)).
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To make the optimization more amenable to gradient-based methods, [212] convert the
constrained optimization problem in eq. (2.2) to the Lagrange equivalent and minimize the
expected classifier loss plus the expected feature cost, where the expectation is taken over the
probability of an input reaching node vk,
min
βk
1
n
n∑
i=1
pki (y
(i) − x(i)>βk)2︸ ︷︷ ︸
exp. squared loss
+ρ‖βk‖1 + λ E[C(βk)].︸ ︷︷ ︸
exp. feature cost
(2.3)
Here pki = σ(x
(i)>βk) is the probability that instance x(i) traverses to vk and ρ is the
regularization constant to control overfitting. The last term is the expected feature cost of
βk,
E[C(βk)] =
∑
vl∈Pk
pl
[∑
j
c(j)
∥∥∥∥∥∥
∑
vk′∈pil
|βk′j |
∥∥∥∥∥∥
0
]
, (2.4)
where the l0-norm ‖ · ‖0 in the above equation is defined as follows,
‖x‖0 =

1 if x 6= 0
0 otherwise.
(2.5)
The outer-most sum in the expectation (2.4) is over all leaf nodes Pk on paths that pass
through βk (see the white leaf nodes in Figure 2.3) and pl is the probability of any input
reaching such a leaf node vl ∈ Pk. The remaining terms describe the cost incurred for an
input traversing to that leaf node. CSTC makes the assumption that, once a feature is
extracted for an instance it is free for future requests for that instance. Therefore, CSTC
sums over all features j and if any classifier along the path to leaf node vl uses feature j, it
is paid for exactly once (pil is the set of nodes on the path to vl).
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v6
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β1, θ1
β0, θ0
β2, θ2
β5
β6
β3
x￿β0 > θ0
x￿β1 ≤ θ1
x
x￿β4
Figure 2.2: The CSTC tree (depth 3). Instances x are sent along a path through the tree
(e.g., in red) based on the predictions of node classifiers βk. If predictions are above a
threshold θk, x is sent to an upper child node, otherwise it is sent to a lower child. The leaf
nodes predict the class of x.
`0 norm and Differentiability. The second optimization road-block to CSTC is that
this feature cost term in eq. (2.4) is non-continuous, and is thus hard to optimize. Their
solution is to derive a continuous relaxation of the `0 norm using the mixed-norm [116]. The
final optimization is non-covex and not differentiable and the authors present a variational
approach, introducing auxiliary variables for both `0 and `1 norms so that the optimization
can be solved with cyclic block-coordinate descent.
There are a number of practical difficulties that arise when using CSTC for a given dataset.
First, optimizing a non-leaf node in the CSTC tree affects all descendant nodes via the
instance probabilities pki . This slows the optimization and is difficult to implement. Second,
the optimization is sensitive to gradient learning rates and convergence thresholds, which
require careful tuning. In the same vein, selecting appropriate ranges for hyperparameters λ
and ρ may take repeated trial runs. Third, because CSTC needs to reoptimize all classifier
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nodes the training time is non-trivial for large datasets, making hyperparameter tuning
on a validation set time-consuming. Additionally, the stationary point reached by block
coordinate descent is initialization dependent. These difficulties may serve as significant
barriers to entry, potentially preventing practitioners from using CSTC.
2.1.3 A Simplier Tree-Based Model
We propose a vastly simplified variant of the CSTC classifier, called Approximately Submod-
ular Tree of Classifiers (ASTC ). Instead of relaxing the expected cost term into a continuous
function, we reformulate the entire optimization as an approximately submodular set function
optimization problem.
ASTC nodes. We begin by considering an individual classifier βk in the CSTC tree,
optimized using eq. (2.3). If we ignore the effect of βk on descendant leaf nodes Pk and
previous nodes on its path pik, the feature cost changes:
E[C(βk)] =
∑
j
c(j)‖βkj ‖0. (2.6)
This combined with the loss term is simply a weighted classifier with cost-weighted `0-
regularization. We propose to greedily select features based on their performance/cost trade-
off and to build the tree of classifiers top-down, starting from the root. We will solve one
node at a time and set features ‘free’ that are used by parent nodes (as they need not be
extracted twice). Figure 2.3 shows a schematic of the difference between the optimization of
ASTC and the reoptimization of CSTC.
Resource-Constrained Submodular Optimization. An alternative way to look at the
optimization of a single CSTC node is as an optimization over sets of features. Let [d] =
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{1, . . . , d} be the set of all features. Define the loss function for node vk, `k(A), over a set of
features A ⊆ [d] as such,
`k(A) = min
βk
1
n
n∑
i=1
pki (yi − δA(x(i))>βk)2 (2.7)
where we treat probabilities pki as indicator weights: p
k
i =1 if input x
(i) is sent to vk, and to
0 otherwise. Define δA(x) as an element-wise feature indicator function that returns feature
xa if a ∈ A and 0 otherwise. Thus, `k is the squared loss of the optimal model using only
(a) inputs that reach vk and (b) the features in set A. Our goal is to select a set of features
A that have low cost, and simultaneously have a low optimal loss `k(A).
Certain problems in constrained set function optimization have very nice properties. Partic-
ularly, a class of set functions, called submodular set functions, have been shown to admit
simple near-optimal greedy algorithms [148]. For the resource-constrained case, each feature
(set item) j has a certain resource cost c(j), and we would like to ensure that the cost of
selected features fall under some resource budget B. For a submodular function s that is
non-decreasing and non-negative the resource-constrained set function optimization,
max
A⊆[d]
s(A) subject to
∑
j∈A
c(j) ≤ B (2.8)
can be solved near-optimally by greedily selecting set elements j ∈ [d] that maximize s as
such,
gt = argmax
j∈[d]
[
s(Gt−1 ∪ j)− s(Gt−1)
c(j)
]
. (2.9)
Where we define the greedy ordering Gt−1 = (g1, g2, . . . , gt−1). To find gt we evaluate all
remaining set elements a ∈ [d] \ Gt−1 and pick the element gt = jˆ for which s(Gt−1 ∪ jˆ)
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increases the most over s(Gt−1) per cost. Let G〈L〉 = (g1, . . . , gT ) be the largest feasible
greedy set, having total cost L (i.e.,
∑T
t=1 c(gt) = L ≤ B and L + c(gT+1) > B). It has
been proved [185] that for any non-decreasing and non-negative submodular function s and
some budget B, eq. (2.9) gives an approximation ratio of (1 − e−1) ≈ 0.63 with respect to
the optimal set with cost L ≤ B. Call this set C∗〈L〉. Then, s(G〈L〉) ≥ (1− e−1)s(C∗〈L〉) for the
resource-constrained optimization (2.8).
v0
v1
v3
v4
v2
(β2, θ2)
v5
v6
v0
v1
v2
CSTC optimization ASTC optimization
β2 = (X￿X)−1X￿y
θ2
Figure 2.3: The optimization schemes of CSTC and ASTC. Left: When optimizing the
classifier and threshold of node v2, (β2, θ2) in CSTC, it affects all of the descendant nodes
(highlighted in blue). If the depth of the tree is large (i.e., larger than 3), this results in a
complex and expensive gradient computation. Right: ASTC on the other hand optimizes
each node greedily using the familiar ordinary least squares closed form solution (shown
above). θ2 is set by binary search to send half of the inputs to each child node.
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2.1.4 Greedy Optimization
In this section we demonstrate that optimizing a single CSTC node, and hence the CSTC
tree, greedily is approximately submodular. We begin by introducing a modification to the
set function (2.7). We then connect this to the approximation ratio of the greedy cost-aware
algorithm eq. (2.9), demonstrating that it produces near-optimal solutions. The resulting
optimization is very simple to implement and is described in Algorithm 1.
Approximate Submodularity. To make `k amenable to resource-constrained set function
optimization (2.8) we convert the loss minimization problem into an equivalent label ‘fit’
maximization problem. Define the set function zk,
zk(A) =
Var(y; pk)− `k(A)
Var(y; pk)
(2.10)
where Var(y; pk) =
∑
i p
k
i (y
(i)− y¯)2 is the variance of the training label vector y multiplied by
0/1 probabilities pki (y¯ is the mean predictor). It is straightforward to show that maximizing
zk(·) is equivalent to minimizing `k. In fact, the following approximation guarantees hold for
zk(·) constructed from a wide range of loss functions (via a modification of [85]). As we are
interested in developing a new method for CSTC training, we focus purely on the squared
loss. Note that zk(·) is always non-negative (as the mean predictor is a worse training set
predictor than a predictor using any one feature, assuming that the feature takes on more
than one value). To see that it is also non-decreasing note that zk(·) is precisely the squared
multiple correlation R2 [54], [108], which is known to be non-decreasing.
If the features are orthogonal then zk(·) is submodular [118]. However, if this is not the
case it can be shown that zk(·) is approximately submodular and has a submodularity ratio,
defined as such:
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Definition 5. [48, 85] Any non-negative set function z(·) has a submodularity ratio γ
as follows,
∑
s∈S
[
z(L ∪ {s})− z(L)
]
≥ γ
[
z(L ∪ S)− z(L)
]
,
The submodularity ratio ranges from 0 (z(·) is not submodular) to 1 (z(·) is submodular)
and measures how close a function z(·) is to being submodular.
The submodularity ratio in general is non-trivial to compute. However, we can take ad-
vantage of prior work [48] which shows that the submodularity ratio of zk (2.10) is further
bounded. Define CkA as the covariance matrix of X˜, where x˜(i) = pki δA(x(i)) (inputs weighted
by the probability of reaching vk, using only the features in A). It has been shown [48] that
for zk(·), it holds that γ ≥ λmin(CkA), where λmin(CkA) is the minimum eigenvalue of CkA.
Approximation Ratio. As in the submodular case, we can optimize zk(·) subject to the
resource constraint that the cost of selected features must total less than a resource budget
B. This optimization can be done greedily using the rule described in eq. (2.9). The following
theorem—which is proved for any non-decreasing, non-negative, approximately submodular
set function [85]—gives an approximation ratio for this greedy rule.
Theorem 2.2. [85] The greedy algorithm selects an ordering G such that,
zk(G〈L〉) > (1− e−γ)zk(S∗〈L〉)
where G〈L〉 = (g1, g2, . . . , gT ) is the greedy sequence truncated at cost L, such that
∑T
i=1 c(gi) =
L ≤ B and S∗〈L〉 is the set of optimal features having cost L.
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Thus, the approximation ratio depends directly on the submodularity ratio of zk(·). For
each node in the CSTC tree we greedily select features using the rule described in (2.9). If
we are not at the root node, we set the cost of features used by the parent of vk to 0, and
select them immediately (as we have already paid their cost). We fix a new-feature budget
B—identical for each node in the tree—and then greedily select new features up to cost B
for each node. By setting probabilities pki to 0 or 1 depending on if x
(i) traverses to vk,
learning each node is like solving a unique approximately submodular optimization problem,
using only the inputs sent to that node. Finally, we set node thresholds θk to send half of
the training inputs to each child node.
We call our approach Approximately Submodular Tree of Classifiers (ASTC), which is shown
in Algorithm 1. The optimization is much simpler than CSTC.
Algorithm 1 ASTC in pseudo-code.
1: Inputs: {X,y}; tree depth D; node budget B, costs c
2: Set the initial costs c1 = c
3: for k = 1 to 2D − 1 nodes do
4: G = ∅
5: while budget not exceeded:
∑
g∈G c
k(g) ≤ B do
6: Select feature j ∈ [d] via eq. (2.9)
7: Add to node-specific features: G = G ∪ {j}
8: end while
9: Solve βk using weighted ordinary least squares
10: if vk is not a leaf node, with children vl and vu then
11: Set child probabilities:
pui =
{
1 if pki > θ
k
0 otherwise
pli =
{
1 if pki ≤ θk
0 otherwise
12: Set child feature costs: cu = cl = ck
13: Free used features: cu(G) = cl(G) = 0
14: end if
15: end for
16: Return {β1,β2, . . .β2D−1}
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2.1.5 Fast Selection via QR-Decomposition
Equation (2.9) requires solving an ordinary least squares problem, eq. (2.7), when selecting
the feature that improves zk(·) the most. This requires a matrix inversion which typically
takes O
(
d3
)
time. However, because we only consider selecting one feature at a time we can
avoid the inversion for zk(·) altogether using the QR decomposition. Let Gt = (g1, g2, . . . , gt)
be our current set of greedily-selected features. For simplicity let XGt = δGt(X), the data
masked so that only features in Gt are non-zero. Computing zk(·) requires computing the
weighted squared loss, eq. (2.7), which, after the QR decomposition requires no inverse.
Redefine x(i) =
√
pki
n
x(i) and y(i) =
√
pki
n
y(i), then we have,
`k(Gt) = min
βk
(y −XGtβk)>(y −XGtβk). (2.11)
Let XGt = QR be the QR decomposition of XGt . Plugging in this decomposition, taking
the gradient of `k(Gt) with respect to β
k, and solving at 0 yields [92],
βk = R−1Q>y
The squared loss for the optimal βk is,
`k(Gt) = (y −QRR−1Q>y)>(y −QRR−1Q>y)
= (y −QQ>y)>(y −QQ>y)
= y>y − y>QQ>y. (2.12)
Imagine we have extracted t features and we are considering selecting a new feature a. The
immediate approach would be to recompute Q including this feature and then recompute
the squared loss (2.12). However, computing qt+1 (the column corresponding to feature a)
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can be done incrementally using the Gram–Schmidt process:
qt+1 =
Xa −
∑t
j=1(X
>
a qj)qj
‖Xa −
∑t
j=1(X
>
a qj)qj‖2
=
Xa −QQ>Xa
‖Xa −QQ>Xa‖2
where q1 = Xg1/‖Xg1‖2 (recall g1 is the first greedily-selected feature). Finally, in order to
select the best next feature using eq. (2.9), for each feature a we must compute,
zk(Gt ∪ a)− zk(Gt)
c(a)
=
−`k(Gt ∪ a) + `k(Gt)
Var(y; pk)c(a)
=
y>Q1:t+1Q>1:t+1y − y>QQ>y
Var(y; pk)c(a)
=
(q>t+1y)
2
Var(y; pk)c(a)
(2.13)
where Q1:t+1 =
[
Q,qt+1
]
. The first two equalities follow from the definitions of zk(·) and
`k(·). The third equality follows because Q and Q1:t+1 are orthogonal matrices.
We can compute all of the possible qt+1 columns, corresponding to all of the remaining
features a in parallel, call this matrix Qremain. Then we can compute eq. (2.13) vector-wise
on Qremain and select the feature with the largest corresponding value of zk(·).
Complexity. Computing the ordinary least squares solution the naive way for the (t+1)th
feature: (X>X)−1X>y requires O
(
n(t+1)2 + (t+1)3
)
for the covariance multiplication and
inversion. This must be done d−t times to compute zk(·) for every remaining feature. Using
the QR decomposition, computing qt+1 requires O
(
nt
)
time and computing eq. (2.13) takes
O
(
n
)
time. As before, this must be done d− t times for all remaining features, but as
mentioned above both steps can be done in parallel.
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Table 2.1: Training speed-up of ASTC over CSTC as a function of tree budgets on Yahoo!
and Forest datasets.
Yahoo! Forest
Cost Budgets 10 52 86 169 468 800 1495 3 5 8 13 23 50
ASTC 119x 52x 41x 21x 15x 9.2x 6.6x 8.4x 7.0x 6.3x 4.9x 3.1x 1.4x
ASTC, soft 121x 48x 46x 18x 15x 8.2x 6.4x 8.0x 6.4x 5.7x 4.5x 2.8x 1.5x
Table 2.2: Training speed-up of ASTC over CSTC for CIFAR and MiniBooNE datasets.
CIFAR MiniBooNE
Cost Budgets 9 24 76 180 239 4 5 12 14 18 33 47
ASTC 5.6x 2.3x 0.68x 0.25x 0.14x 7.4x 7.9x 5.5x 5.2x 4.1x 3.1x 2.0x
ASTC, soft 5.3x 2.3x 0.62x 0.27x 0.13x 7.2x 6.2x 5.9x 4.2x 4.3x 2.5x 1.7x
2.1.6 Experimental Results
In this section, we evaluate our approach on a real-world feature-cost sensitive ranking
dataset: the Yahoo! Learning to Rank Challenge dataset. We begin by describing the
dataset and show Precision@5 per cost compared against CSTC [212] and another cost-
sensitive baseline. We then present results on a diverse set of non-cost sensitive datasets,
demonstrating the flexibility of our approach. For all datasets we evaluate the training times
of our approach compared to CSTC for varying tree budgets.
Yahoo! Learning to Rank. To judge how well our approach performs in a particular
real-world setting, we test ASTC on the Yahoo! Learning to Rank Challenge data set
[35]. The dataset consists of 473, 134 web documents and 19, 944 queries. Each input x(i)
is a query-document pair containing 519 features, each with extraction costs in the set
{1, 5, 20, 50, 100, 150, 200}. The unit of cost is in weak-learner evaluations (i.e., the most
expensive feature takes time equivalent to 200 weak-learner evaluations). We remove the
mean and normalize the features by their `2 norm, as is assumed by the submodularity
ratio bound analysis. We use the Precision@5 metric, which is often used for binary ranking
datasets.
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Figure 2.4: Plot of ASTC, CSTC, and a cost-sensitive baseline on on real-world feature-cost
sensitive dataset (Yahoo!) and three non-cost sensitive datasets (Forest, CIFAR, Mini-
BooNE). ASTC demonstrates roughly the same error/cost trade-off as CSTC, sometime
improving upon CSTC. For Yahoo! circles mark the CSTC points that are used for training
time comparison, otherwise, all points are compared.
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Figure 2.4 compares the test Precision@5 of CSTC with the greedy algorithm described in
Algorithm 1 (ASTC ). For both algorithms we set a maximum tree depth of 5. We also
compare against setting the probabilities pki using the sigmoid function σ(x
>βk) = 1/(1 +
exp(−x>βk)) on the node predictions as is done by CSTC (ASTC, soft). Specifically, the
probability of an input x traversing from parent node vk to its upper child vu is σ(x>βk−θk)
and to its lower child vl is 1−σ(x>βk−θk). Thus, the probability of x reaching node vk from
the root is the product of all such parent-child probabilities from the root to vk. Unlike CSTC,
we disregard the effect βk has on descendant node probabilities (see Figure 2). Finally, we
also compare against a single cost-weighted `1-regularized classifier.
We note that the ASTC methods perform just as good, and sometimes slightly better, than
state-of-the-art CSTC. All of the techniques perform better than the single `1 classifier, as
it must extract features that perform well for all instances. CSTC and ASTC instead may
select a small number of expert features to classify small subsets of test inputs.
Forest, CIFAR, MiniBooNE. We evaluate ASTC on three very different non-cost sen-
sitive datasets in tree type and image classification (Forest, CIFAR), as well as particle
identification (MiniBooNE ). As the feature extraction costs are unknown we set the cost
of each feature α to cα = 1. As before, ASTC is able to improve upon the performance of
CSTC.
Training Time Speed-up. Tables 2.1 and 2.2 show the speed-up of our approaches over
CSTC for various tree budgets. For a fair speed comparison, we first learn a CSTC tree for
different values of λ, which controls the allowed feature extraction cost (the timed settings
on the Yahoo! dataset are marked with black circles on Figure 2.4, whereas all points are
timed for the other datasets). We then determine the cost of unique features extracted at
each node in the learned CSTC tree. We set these unique feature costs as individual node
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budgets Bk for ASTC methods and greedily learn tree features until reaching the budget for
each node. We note that on the real-world feature-cost sensitive dataset Yahoo! the ASTC
methods are consistently faster than CSTC. Of the remaining datasets ASTC is faster in
all settings except for three parameter settings on CIFAR. One possible explanation for
the reduced speed-ups is that the training set of these datasets are much smaller (Forest:
n=36, 603 d=54; CIFAR: n=19, 761 d=400; MiniBooNE: n=45, 523 d=50) than Yahoo!
(n=141, 397 and d=519). Thus, the speed-ups are not as pronounced and the small, higher
dimensionality CIFAR dataset trains slightly slower than CSTC.
2.2 Related Work
2.2.1 Cost-Sensitive Regularization
Prior to CSTC [212], a natural approach to controlling feature resource cost is to use `1-
regularization to obtain a sparse set of features [64]. One downside of these approaches is
that certain inputs may only require a small number of cheap features to compute, while
other inputs may require a number of expensive features.
2.2.2 Cascades
Perhaps the most famous resource efficient model is the Adaboost [69] cascade by [201].
The cascade consists of stages of Adaboost classifiers that either ‘reject’ or ‘pass on’ inputs
for further classification. The face detection cascade is designed so that earlier stages are
inexpensive and can eliminate the majority of inputs as ‘non-face’ image patches. [24] design
SoftCascade which uses information from multiple previous stages, and how well an instance
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passes each stage to decide whether to eliminate inputs from the cascade. After these works,
there was an explosing of interest in cascade classifiers [125, 168, 159, 35]. In all of these
works, earlier classifiers are cheap and simple classifiers (designed to easily eliminate inputs)
while later classifiers are expensive and complex (designed to carefully sift out negative inputs
to discard). As powerful as the cascade is, its primary strength is dealing with imbalanced
datasets (in which negative examples vastly outnumber positive examples). However, it is
non-trivial to design cascades for multi-class classification.
2.2.3 Tree-Based Models
This scenario motivated the development of CSTC [212]. Prior to CSTC, there has been
a number of works towards efficient classification within tree-based models, including [51],
who speed up training and testing time required for label trees [15] for fast object detection.
[57] construct resource-efficient decision trees by combining feature cost with its mutual
information with the classification label. Recently, [146] construct feature cost sensitive
random forests based on minimizing the worst-case (maximum) cost-per-impurity of each
split in the tree.
2.2.4 Decision-Making Schemes
There are a number of models that use decision-making schemes to speed-up test-time clas-
sification. [29] uses a Markov decision process (MDP), trained with on-policy reinforcement
learning to adaptively select features for each instance. [197] consider learning a set of sequen-
tial multi-class decisions, inspired by the solution of an MDP. Follow-up work [203] derives
a tight convex surrogate to the original optimization and derives a linear program to solve
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the optimization efficiently. On the other hand there are a number of works that formulate
the problem as a partially-observable Markov decision process (POMDP) [174, 107, 109, 71]
and select features based on their information gain. [93] use imitation learning from a coach
to reduce the regret for selecting features online that are both cost-effective and accurate.
[111] design an object detection system that maximizes average precision per cost using a
reinforcement learning strategy. Weiss & Taskar design a feature cost sensitive model for
structured prediction tasks such as articulated pose estimation and optical character recog-
nition [209]. Their method uses Q-learning [205] to predict the value of individual features
at test time. Finally, Wang et al., formulate the feature selection decision problem as a di-
rected acyclic graph structure and use dynamic programming to solve the budgeted learning
problem [204].
2.2.5 Submodularity
Feature selection has been tackled by a number of submodular optimization papers [118, 48,
47, 119]. Surprisingly, until recently, there were relatively few papers addressing resource-
efficient learning. Recently [85] introduce SpeedBoost which greedily learns weak learners
that are cost-effective using (orthogonal) matching pursuit. Work last year [217] considers
an online setting in which a learner can purchase features in ‘rounds’. Perhaps most similar
to our work is work [81] which learns a policy to adaptively select features to optimize a
set function. Differently, their work assumes the set function is fully submodular and every
policy action only selects a single element (feature). To our knowledge, this work is the first
tree-based model to tackle resource-efficient learning using approximate submodularity.
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2.3 Conclusion
We have introduced Approximately Submodular Tree of Classifiers (ASTC), making use of
recent developments in approximate submodular optimization to develop a practical near-
optimal greedy method for feature-cost sensitive learning. The resulting optimization yields
an efficient objective update scheme that allows one to train ASTC up to 120 times faster
than CSTC.
One limitation of this approach is that the approximation guarantee does not hold if features
are preprocessed. Specifically, for web-search ranking, it is common to first perform gradient
boosting to generate a set of limited-depth decision trees. The predictions of these decision
trees can then be used as features (this is demonstrated in the non-linear version of CSTC
[211]). Despite the lack of approximation guarantees, adding this non-linearity may improve
the accuracy of ASTC.
Additionally, the cost of a set of features may be less than the sum of their individual
costs. Instead, groups of features may be ‘discounted’. One common example are feature
descriptors for object detection (i.e., HOG [46] and SIFT [133] features). Each descriptor
can be thought of as a group of features. Once a single feature from the group is selected
for making a classification, the remaining features in the group become ‘free’, as they were
already computed for the descriptor. Extending ASTC to model these features would notably
widen the scope of the approach.
Overall, by presenting a simple, efficient, near-optimal method for feature-cost sensitive
learning we hope to bridge the gap between machine learning models designed for real-world
industrial settings and those implemented in such settings. Without the need for specialized
tuning and with faster training we truly believe our approach can be rapidly incorporated into
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the ever-increasing number of large-scale machine learning applications that could benefit
the most.
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Chapter 3
Space: A model for compressing the
k-nearest neighbor rule
Low-memory computing devices are pervasive. Indeed, mobile phones, tablets, electronic-
reading devices, smart watches, augmented and virtual reality glasses, are increasingly
computationally-capable. The ability to collect and learn from data tailored to such de-
vices is an exciting frontier for machine learning.
It is easy to imagine potential applications for machine learning in these contexts:
1. In wildlife mapping it could be extremely useful to have multiple unmanned aerial
vehicles (UAVs) that are able to classify whether or not they may have taken images
of wildlife in a nature reserve.
2. In developing countries, in places where doctors are scarce and internet is non-existent,
it could be useful to have health workers go door-to-door with tablets to collect health
information and classify individuals as likely having an illness or not. This also has the
benefit that once the classification is made, the sensitive personal data can be deleted
(more on this in the next chapter).
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3. As civic infrastructure and buildings age, it may prove useful to attach small computing
devices that measure various aspects of material stress and wear. These devices could
also classify whether a structure is in danger of collapsing in the near future.
In all of these scenarios, running classification on the device, as opposed to repeatedly sending
data back to a centralized server and retrieving a classification, is crucial. This is because
communication often requires significant power (e.g., communicating imagery in example 1
may severely limit search time, and in example 3 may require sensors to be replaced often
or even overheat) or communication may not even be possible (as in example 2).
If we wish to run machine learning algorithms on mobile devices, it is imperative to address
the primary constraint of such devices: often, to improve mobility, they have highly-restricted
memory sizes. Thus the question is: How can we design machine learning models that are as
accurate as they are compact? Critically, there is a natural trade-off that arises as shrinking
a model usually comes at the price of model expressibility. The goal of this chapter is
to devise a technique to directly optimize this trade-off. One surprising observation we will
make is that compressing a machine learning model can sometimes improve its generalization
accuracy. This is because model-shrinking can act as a form of regularization, biasing the
model at the expense of flexibility.
We will begin by considering the k-nearest neighbor (kNN) model; a classification technique
that is widely used in practice, but naturally requires a non-trivial amount of memory (i.e., it
must store the entire training set). To reduce the model size of kNN we propose to learn an
entirely new ‘compressed’ training set that is optimized to closely approximate the original
training set. We formalize this compression procedure as an optimization problem using a
continuous relaxation of the 1-nearest neighbor rule first introduced by Hinton and Roweis,
2002 [96]. This allows us to directly learn a new training set using gradient descent. We
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Figure 3.1: The k-nearest neighbor rule first described by Cover & Hart [43], in which a test
point is classified by the majority class of its nearest neighbor in the training set.
show that the learned compressed training sets can achieve the same (and sometimes even
better) generalization error as the full training set, at a fraction of the size.
3.1 Euclidean Space
The k-nearest neighbors (kNN) decision rule classifies an unlabeled input by the majority
label of its k nearest training inputs. Figure 3.1 shows an example k-nearest neighbor classi-
fication. It is one of the oldest and most intuitive classification algorithms [43]. Nevertheless,
when paired with domain knowledge [14, 177] or learned distance metrics [80, 49, 208], it
is highly competitive in many machine learning applications [196]. As machine learning al-
gorithms are increasingly used in application settings, e.g. recommender systems [170], the
kNN rule is particularly attractive because its predictions are easily explained.
An important drawback of kNN is its slow test-time performance. Since it must compute
the distances between the test input and all elements in the training set, it takes O(dn) with
respect to the data dimensionality d and the training set size n. Similarly, space requirements
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Figure 3.2: An illustration of the individual stages of SNC. The input data (left) is first sub-
sampled uniformly (middle) and then optimized to minimize leave-one-out nearest neighbor
error (right).
are also O(dn), as the entire training set needs to be stored. This high time and space
complexity makes computing the decision rule impracticable for time critical applications
and large-scale datasets—a problem that is likely to remain relevant as datasets continue to
grow.
There are three high-level approaches for speeding up the testing. First is to reduce the
number of distance computations to some polylogarithmic function in n, through clever tree
data structures, such as cover/ball trees [19, 151], or hashing functions [78, 4]. Although
they often yield impressive speed ups, these methods still store the entire training set and
their performance tends to deteriorate with increasing (intrinsic) data dimensionality. The
second approach is to reduce the data dimensionality d through supervised dimensionality
reduction, e.g. large margin nearest neighbors (LMNN) [207], which is particularly effective
in combination with tree data structures. The third approach is to compress the training set
by reducing the number of data inputs n. Prior works often involve data set condensing (or
thinning) [91, 5], which subsample the training data according to clever rules and remove
redundant inputs. Alternative algorithms shrink the data to few cluster centers [32, 113],
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which can be optimized with multi-phase initialization procedures [50, 131]. Others learn
prototypes by ‘softening’ the kNN decision rule at test-time [18], preventing the use of tree
data structures.
In this section, we introduce a novel approach for data set compression, Stochastic Neighbor
Compression (SNC), which falls into the third category of algorithms. SNC compresses the
training data by learning a new set of m synthetic reference vectors, where mn. Figure
3.2 illustrates our algorithm schematically. We initialize our compressed set with a small
subset of the training set, sampled uniformly at random. We then optimize the position of
these inputs directly to minimize the classification error on the training set. To this end, we
relax the kNN rule into a stochastic neighborhood framework [80, 96], which allows us to
approximate the classification error of the training set with a continuous and differentiable
function.
We are making four novel contributions: 1. we introduce and derive SNC, a novel data
compression algorithm for kNN; 2. we demonstrate the efficacy of SNC on seven real world
data sets and show that on all tasks it outperforms existing algorithms for data set reduction
and on 4/7 data sets kNN on the full training set obtains even higher error rates than kNN
with SNC—at a staggeringly low compression ratio of only 4%; 3. We conjecture and
observe empirically that SNC substantially increases robustness of kNN to (label) noise; 4.
We demonstrate that SNC works well alongside existing algorithms — such as ball trees,
hashing, and dimensionality reduction — that speed up nearest neighbor classification. In
fact, it adds impressive speed ups of one order of magnitude on top of the existing state-of-
the-art.
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3.1.1 The Stochastic Neighborhood
We denote the training data to be a set of input vectors {x(1), . . . ,x(n)}⊂Rd, arranged as
columns in matrix X∈Rd×n, and corresponding labels {y(1), . . . , y(n)}⊆Y , where Y contains
some finite number of classes.‡
Our approach draws from two ideas in machine learning that use stochastic neighborhood
distributions: stochastic neighborhood embeddings [96], and neighborhood components anal-
ysis [80]. Here, we describe both in some detail.
Stochastic Neighborhood Embedding (SNE) [96] is an algorithm to visualize a given
data set by learning a low-dimensional embedding in 2d or 3d. For two points x(i) and x(j),
we define the dissimilarity measure d2ij; it is commonly an element of the Gaussian kernel
d2ij = γ
2
i ‖x(i) − x(j)‖2, where γ2i is the precision of the Gaussian distribution. The authors
define a stochastic neighborhood, which captures the neighborhood relation between inputs
x(i) and x(j) through probability pij of the event that x
(i) is assigned x(j) as its nearest
neighbor,
pij =
exp(−d2ij)∑n
k=1 exp (−d2ik)
. (3.1)
The low dimensional embedding is optimized to approximately preserve the stochastic neigh-
borhood distribution of the input data. More precisely, SNE minimizes the KL-divergence
between the original (high dimensional) stochastic neighborhoods and the induced neigh-
borhoods in the low dimensional space. This approach was recently further refined [199] to
yield improved visualizations by substituting the local Gaussian distributions with Student
t-distributions in the input space.
‡Throughout this manuscript we will abuse notation slightly and treat X as a set of column vectors or
matrix interchangeably (i.e. we allow the notation x(i)∈X but also X>y).
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Neighborhood Components Analysis (NCA) [80] is an algorithm that uses stochastic
neighborhoods to learn a Mahalanobis pseudo-metric, dij = ‖A(x(i) − x(j))‖. This metric
is parameterized by a matrix A and is incorporated into the stochastic neighborhood in
(3.1). In contrast to SNE, NCA is a supervised learning algorithm and optimizes this metric
explicitly for kNN. To improve the kNN accuracy, it maximizes an approximation of the
leave-one-out (LOO) training accuracy of the 1 stochastic neighbor rule. Under this rule, an
input x(i) with label y(i) is classified correctly if its nearest neighbor is any x(j) 6= x(i) from
the same class (y(j)=y(i)). The probability of this event can be stated as
pi =
∑
j:y(j)=y(i)
pij, (3.2)
where we define pii=0. NCA learns A by maximizing (3.2) over all inputs x
(i)∈X.
3.1.2 Stochastic Neighbor Compression
In this section, we describe our approach, called Stochastic Neighbor Compression (SNC).
SNC is inspired by the seminal works from Section 3.1.1 and uses a stochastic neighborhood
distribution to reduce the training set, with n data inputs, into a compressed set with m
vectors, where m  n. This much smaller compressed set is then used as a reference set
during kNN testing. For standard kNN implementations, the test time and space complexity
reduce from O
(
nd
)
to only O
(
md
)
.
Stochastic Reference. We learn a new compressed set of reference vectors Z = [z(1), . . . , z(m)]
with labels yˆ(1), . . . , yˆ(m). This data set is initialized by uniformly subsampling m vectors
from X, while maintaining their exact labels. The labels yˆ(i) will be fixed throughout,
whereas the vectors Z will be optimized. Let us define the probability that input x(i) is
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assigned z(j) as nearest reference vector as
pij =
exp(−γ2‖x(i) − z(j)‖2)∑m
k=1 exp(−γ2‖x(i) − z(k)‖2)
. (3.3)
Input x(i) is classified correctly if and only if it is paired with a reference vector from the
same class yˆ(j)=y(i). The probability of this event is precisely given by (3.2).
Objective. Ideally, we want pi = 1 for all x
(i) ∈X, corresponding to 100% classification
accuracy of X on Z. It is straight-forward to see that the KL-divergence [80] between this
“perfect” distribution and pi is
KL(1||pi) = − log(pi). (3.4)
Our goal is to position the compressed set Z such that as many training inputs as possible
are classified correctly. In other words, we need pi to be close to 1 for all inputs x
(i) ∈ X.
Hence, we define our loss function to sum over the KL-divergences (3.4) for all inputs in X,
L(Z) = −
n∑
i=1
log(pi) (3.5)
Gradient with respect to Z. In order to state the gradients in simpler form, we first
define two additional matrices Q,P ∈ Rn×m as
[Q]ij = (δy(i),y(j) − pi), [P]ij =
pij
pi
.
Here, δy(i),y(j) ∈ {0, 1} denotes the Dirac Delta function and takes on value 1 if and only if
y(i) = y(j). Although we omit the details of the derivation, this notation allows us to state
45
Algorithm 2 SNC in pseudo-code.
1: Inputs: {X,y}; new (compressed) data set size m
2: Initialize Z by class-based sampling m inputs from X
3: Learn Z with conj. gradient descent, eq. (3.6)
4: Return Z
the gradient of L with respect to the compressed set Z entirely in matrix operations,
∂L
∂Z
= 2
(
X
(
Q ◦P
)
− Z∆
((
Q ◦P
)>
1n
))
, (3.6)
where ◦ is the Hadamard (element-wise) product, 1n is the n×1 vector of all ones, and ∆(·)
signifies placing a vector along the diagonal of an otherwise 0 matrix.
Computational complexity. The computational complexity of each gradient descent
iteration with respect to Z costs O
(
nm
)
to compute (Q◦P), O(dnm) to compute X(Q◦P),
and O
(
dm2
)
to compute Z∆((Q◦P)>1n), resulting in O
(
dmn
)
overall complexity.
Implementation. We optimize Z by minimizing (3.5) with conjugate gradient descent (we
use a freely-available Matlab implementation∗) and provide our implementation of SNC as
open source available for download at http://tinyurl.com/msovcfu. The individual steps
of the SNC approach are described in Algorithm 2.
∗http://tinyurl.com/minimize-m
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3.1.3 Metric Learning Extension
Drawing directly on ideas proposed in NCA [80], for additional flexibility, we can extend
(3.3) with an affine feature transformation matrix A,
pi =
∑
j:yˆ(j)=y(i)
exp (−‖A(x(i) − z(j))‖2)∑m
k=1 exp(−‖A(x(i) − z(k))‖2)
. (3.7)
Let us denote the corresponding loss function as LA. The resulting objective can be min-
imized with respect to A and Z. This extension allows us to automatically optimize the
feature scale γ2 by setting A=γ2I; rescale features with a diagonal matrix A = ∆; or induce
dimensionality reduction with a rectangular matrix, i.e. A∈Rr×d.
Gradients w.r.t. A and Z. The gradient of L w.r.t. A is similar to the NCA gradi-
ent [80],
∂LA
∂A
= −2A
n∑
i=1
m∑
j=1
pij
pi
qijvijv
>
ij, (3.8)
where we abbreviate vij = (x
(i) − z(j)) and qij = [Q]ij. The gradient of LA w.r.t. Z results
in a modification of (3.6):
∂LA
∂Z
=2A>A
∂L
∂Z
. (3.9)
Due to additional multiplications by A, the time complexity of each gradient iteration in-
creases to O
(
d2mn+ d3
)
. (The cubic term drops if A is diagonal or of the form γ2I.)
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Table 3.1: Characteristics of datasets used in evaluation.
Dataset Statistics
name n |Y| d (dL)
yale-faces 1961 38 8064 (100)
isolet 3898 26 617 (172)
letters 16000 26 16 (16)
adult 32562 2 123 (50)
w8a 49749 2 300 (100)
mnist 60000 10 784 (164)
forest 100000 7 54 (54)
Practical aspects. We find that the form A = γ2I leads to comparable results as the
diagonal or full matrix. It has the added advantage that it is substantially faster and that it
alleviates the need to multiply the test data with A, as the kNN decision rule is invariant to
uniform feature scaling. Optimizing the scaling factor γ2 does however affect the compressed
set Z. Also, optimizing γ2 with conjugate gradient descent prior to optimizing Z (instead of
jointly) leads to similar results and may be preferred in practice due to its improved running
time. In our experiments, we initialize γ2 with cross-validation and optimize it prior to
learning. We pick the initialization that yields minimal training error.
3.1.4 Experimental Results
We evaluate the efficacy of SNC on seven benchmark data sets. We begin with a brief
description of the individual learning tasks and then evaluate the compression ratio and test
error, training time, sensitivity to noise and finally visualize the SNC decision boundary and
reference vectors.
Dataset descriptions. We evaluate SNC and other training set reduction baselines on
seven classification datasets detailed in Table 3.1. YaleFaces [77] consists of gray-scale face
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Figure 3.3: kNN test error rates after training set compression obtained by various algo-
rithms. See text for details.
images of 38 individuals under varying (label invariant) illumination conditions. The task is
to identify the individual from the image pixel values. Isolet∗ is a collection of audio feature
vectors of spoken letters from the English alphabet. The task is to identify which letter
is spoken based on the recorded (and pre-processed) audio signal. Letters∗ is derived from
images of English capital letters, the learning task is to identify the letter type based on
font specific features. Adult∗ contains U.S. census income and personal statistics, the task
is to predict if a household has an income over $50, 000. W8a† contains keyword attributes
∗http://tinyurl.com/uci-ml-data
†http://tinyurl.com/libsvm-data
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extracted from web pages and the task is to categorize a web page into a one of a set of
predefined categories. MNIST ‡ is a set of gray-scale handwritten digit images; the task is
to identify the digit value from the image pixels. Forest∗ contains geological and map-based
data, and the task is to identify the type of ground cover (e.g. tree type) in a given area of
a map.
In addition to these data sets, we also used the USPS § handwritten digits data set as a
development set. As we evaluated SNC multiple times on its test portion, and we want
to clearly separate development and evaluation data, we are not including it in this result
section. The results are comparable to the benchmark sets included in this section.
Preprocessing. Large Margin Nearest [207] Neighbors (LMNN) is an effective method to
speed up kNN search through dimensionality reduction, that is, by reducing the parameter
d in the running time O(nd). LMNN learns a projection into a lower dimensional space that
speeds up kNN while maintaining (or improving) the classification error. We can validate
this observation on our benchmark tasks and therefore pre-process all datasets with LMNN,
which improves the kNN speed and accuracy for nearly all datasets.
For Isolet and MNIST, the dimensionality is reduced as described in the original paper
[208]. For the remaining datasets, if the input dimensionality d is ≥ 200 it is reduced to
100 with LMNN, and if it is between 100 and 200, it is reduced to 50. For the YaleFaces
data set, we follow prior work [208] and first rescale the images to 48x42 pixels, then reduce
the dimensionality with PCA (to 200) while omitting the leading 5 principal components
(which capture large variations in image brightness). Finally, we apply LMNN to reduce the
dimensionality further to d = 100. Table 3.1 lists the dimensionality of each dataset before
‡http://tinyurl.com/mnist-data
§http://tinyurl.com/usps-data
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(d) and after (dL) LMNN preprocessing. For Forest, we use the same procedure as previous
work [5] who subsample uniformly.
Implementation. For purposes of this evaluation, SNC is initialized by subsampling in-
puts based on the class distribution up to the desired compression rate. For testing, we use
the 1NN (1 Nearest Neighbor) rule for all of the algorithms. Results of SNC and of any
initialization-dependent baselines are reported with the average and standard deviation over
5 runs. Neither YaleFaces nor Forest have predefined test sets and so we report the average
and standard deviations in performance over 5 and 10 splits, respectively.
Baselines. Figure 3.7 shows the test error of kNN evaluated on a compressed training set
generated by SNC (solid blue line) with A = γ2I. We depict varying rates of compression,
and compare against the following related baselines: 1. kNN without compression both
before (brown dotted line) and after LMNN dimensionality reduction (red dotted line), 2.
kNN on a reference set subsampled uniformly from the training set based on the class balance
(pink dotted line), 3. Approximate kNN via locality-sensitive hashing LSH [78], using a
previous implementation [3] (purple dotted line) 4. CNN [91] (orange line), and 5. FCNN
[5] (green line). CNN and FCNN select training-consistent subsets and are arguably the
most popular training set reduction algorithms for kNN. Both methods are briefly described
in Section 3.2.
Both SNC and subsampling can be performed at varying rates of compression and are plotted
at compression ratios {1%, 2%, 4%, 8%, 16%}. (We omit the 16% compression rate for forest,
due to its large size.) kNN with and without LMNN does not do any compression and for
better readability both methods are depicted as horizontal lines. For LSH we cross-validate
over the number of tables and hash functions and select the fastest setting that has equal or
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less leave-one-out error compared to kNN without LSH (for larger datasets, we performed
the LSH cross-validation on class-balanced subsamples of the training set: 10% subsamples
of Adult, W8a and MNIST, and 5% of Forest). Identical to SNC, we plot average LSH
test error and standard deviation for multiple random initializations. CNN and FCNN do
not have a parameter for compression ratio. However both algorithms incrementally add
inputs to the reference set and for comparison to our method with variable compression rate
we have depicted the errors of partial compressed sets. For CNN, we also plot standard
deviations as the algorithm is order dependent. In full disclosure, we want to point out that
both CNN and FCNN as intended by the authors would only output a single compressed set
(the rightmost point of the respective plot lines).
Error and Compression. We observe several general trends from the results in Figure 3.7.
Simply subsampling the training set yields high error rates, showing that optimization of the
compressed data set is crucial to obtain good compression/error trade-offs. SNC performs
extremely well on all data sets even with a compression ratio as low as 2%. In fact, SNC
clearly outperforms all other compression methods in terms of compression/error trade-
off across all data sets—often yielding significantly lower test error rates than CNN and
FCNN under only a fraction of their final compression ratio. SNC at ≥ 4% matches (up to
significance) or outperforms LSH error on every dataset. Further, on almost all data sets
(except W8a and Forest), kNN with SNC can match the test error rates (with and without
LMNN) using the full training data even at very high compression ratios (2− 4%). In fact,
on 4/7 data sets, kNN with SNC at a compression ratio of 4% achieves even lower test error
than kNN using the full training set.
The last observation is particularly surprising, as one would expect an increase in error due
to compression, rather than a reduction. However, one explanation for this effect is that SNC
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Table 3.2: SNC training times.
Training Times
Dataset Compression Ratio
1% 2% 4% 8% 16%
YALE-FACES − 4s 6s 9s 15s
ISOLET 11s 17s 28s 50s 1m 26s
LETTERS 41s 1m 18s 2m 44s 4m 34s 8m 13s
ADULT 2m 27s 4m 1s 7m 39s 12m 51s 23m 18s
W8A 6m 5s 10m 19s 19m 26s 39m 12s 1h 12m
MNIST 17m 18s 36m 43s 1h 13m 2h 17m 4h 57m
FOREST 17m 38s 33m 55m 44s 1h 45m −
optimizes the compressed data especially to do well with kNN classification. A good example
is the Adult data set, which has a strong class imbalance with 78% of the data belonging to
one class. In other words, this is a data set in which kNN barely outperforms predicting the
most common label. With high compression, SNC can position its learned reference vectors
in a way to learn a simpler decision boundary and outperform kNN drastically with 0.15 vs.
0.20 error (zoomed in portion of the graph).
Time complexity and training time. Training times for SNC, averaged across 5 runs,
are given in Table 3.5. SNC (with A=γ2I) is expected to scale with complexity O(dmn)
per iteration. As the size of the compressed set m doubles between columns, training times
roughly double as well. Variations in dimensionality and training set sizes among datasets
make comparisons along the columns less precise, but training times do not seem to exceed
theoretical expectations. All experiments were performed on an 8-core Intel L5520 CPU
with 2.27GHz clock frequency.
Speed-up at test time. At testing time, standard implementations of kNN testing will
compute the distances between each test point and all reference set points. However, di-
mensionality reduction [207] or clever structures, such as ball trees [151] or hash tables [78],
can vastly reduce test time. Table 3.4 (Left) shows the test time speed-up obtained through
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kNN with an SNC compressed reference set versus kNN with the full training set (after
dimensionality reduction with LMNN). The table depicts the speed-up with the standard
exhaustive neighbor search (in black), and accelerated versions with ball-trees (in teal) and
LSH (in purple), each applied before and after SNC compression.
With a compression ratio ≥ 4% the error rates on all data sets are lower or very close to
those obtained with kNN without compression. However, we highlight settings that match
or outperform the uncompressed kNN error in bold. For the standard exhaustive implemen-
tation in Table 3.4, speed-ups achieved by SNC generally exceed those expected at the given
compression ratio (e.g >100× speed-up at 1% compression). This may be due to favorable
cache effects from using a smaller reference set. This table shows that SNC compression
can lead to notable speed-ups even when using ball-trees and hashing, demonstrating that
SNC can be used in conjunction both methods for even greater speed-ups. The results with
ball-trees are particularly impressive, as all inputs have undergone dimensionality reduction,
which is known to significantly improve ball-tree speed-up itself [207].
Table 3.4 (Right) compares the number of distance computations required for kNN search
with SNC at 4% compression versus kNN search with ball-trees or LSH using the full training
set. The implementations of kNN, ball-trees, and LSH may not be directly comparable, so we
use distance computations as a proxy for speed. SNC requires fewer distance computations
than either method on all datasets except Adult (with LSH) and Forest.
In summary, our results give strong indication that 1. SNC obtains drastic speed-ups during
test-time while only marginally increasing or, at times, decreasing kNN error rates; and 2. it
is an effective complement and competitor to existing state-of-the-art strategies for speeding
up kNN.
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Table 3.3: Left: Speed-up of kNN testing through SNC compression without a data structure
(in black) on top of ball-trees (in teal) and LSH (in purple). Results where SNC matches or
exceeds the accuracy of full kNN (up to statistical significance) are in bold. Right: Speed-up
of SNC at 4% compression versus ball-trees and LSH on the full dataset. Bold text indicates
matched or exceeded accuracy.
Speed-up SNC 4% Comparison
Compression Ratio Distance Comps.
Dataset 1% 2% 4% 8% 16% Ball-Trees LSH
yale-faces − − − 28 17 3.6 19 11 3.5 12 7.3 3.2 6.5 4.2 2.8 7.1 21
isolet 76 23 13 47 13 13 26 6.8 13 14 3.7 13 7.0 2.0 13 13 14
letters 143 9.3 100 73 6.3 61 34 3.6 34 16 2.0 17 7.6 1.1 8.4 3.3 23
adult 156 56 3.5 75 28 3.4 36 15 3.3 17 7.3 3.1 7.8 3.8 3.0 17 0.7
w8a 146 68 39 71 36 35 33 19 26 15 10 18 7.3 5.5 11 13 2.1
mnist 136 54 84 66 29 75 32 16 57 15 8.4 37 7.1 3.6 17 11 8.5
forest 146 3.1 12 70 1.6 11 32 0.90 10 15 1.1 7.0 − − − 0.15 0.35
Compressed synthetic faces. Figure 3.4 visualizes synthetic SNC reference vectors learned
on the YaleFaces data. Here, we preprocess the data using PCA and learn a compressed data
set using the first 100 principal components. The figure shows (reconstructed) input faces
that are initially subsampled to be in the compressed set (left columns) and the resulting
optimized (synthetic) faces after SNC. It is interesting to observe that SNC is easily able to
identify and emphasize distinguishing characteristics (e.g. mustaches) while ignoring noisy
qualities (e.g. lighting).
Label noise. An interesting observation from the results in Figure 3.7 is that SNC com-
pression at times improves the kNN test error. We conjectured earlier that one explanation
may be that kNN with SNC can yield a smoother decision boundary. This effect may be
particularly beneficial in scenarios with label noise. We test this conjecture in Figure 3.5
(Right), where we examine the kNN error on the Letters dataset under increasing random
label corruption (for k = 1 and k = 3). The figure shows clearly that the kNN error in-
creases approximately linearly with label noise. SNC with 2%, 4%, 8% compression seems
to smooth out mislabeled inputs and yields a significantly more robust kNN classifier. In
contrast, CNN, FCNN and also subsampling (not shown in the figure to reduce clutter) do
not mitigate the effect of label noise and at times tend to even amplify the test error. It is
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Figure 3.4: YaleFaces before and after compression.
worth noting out that, for this experiment, CNN and FCNN were run to convergence and
had significantly higher compression ratios than SNC’s fixed ratios. For instance, at 0.32
label noise, CNN and FCNN both use more than 65% of the data in their compressed set.
Visualized decision boundary. Figure 3.5 (Left) shows the reference set (white circles)
and decision rule (colored shading) before and after SNC optimization. The data set consists
of USPS handwritten digits {0, 1, 2, 3, 4} after projection onto 2D with LMNN (class mem-
bership is indicated by color). The left plot shows the (randomly subsampled) initialization
of the reference set and the decision boundaries generated by this set. The SNC vectors
are learned with 4% compression ratio and different scaling factors (γ2 = 1/2 and γ2 = 8,
respectively). The decision regions for each class are notably erroneous in several regions
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Figure 3.5: Left: The decision rule and SNC data set (white circles) learned from 2d USPS
digits under varying γ2. Right: kNN test error rates with various data set reduction methods
on the Letters dataset under artificial label noise.
prior to reference set optimization. For both scale factors γ2, optimizing the reference set
with SNC improves the decision boundary over the random sampling.
With a small γ2 (middle pane) the corresponding large variance of the stochastic neighbor-
hood encourages reference set vectors to produce results resembling a mixture model [21],
where groups of compressed vectors act as mixture component centers. The cluster centers
are not at the expected locations (i.e. nested within a dense set of vectors), but are pushed
outwards to accommodate the (possibly too) small γ2. Larger values of γ2 (right pane),
converge to the decision boundaries between classes. Indeed, for every compressed input
close to the boundary there are one or more representing the neighboring classes.
It is interesting to observe that by controlling γ2, SNC can learn very different compressed
sets. For naturally clustered data sets, larger values of γ2 may be preferred, to make reference
vectors represent dense regions in the data distribution. For data without such structure,
smaller values of γ2 may result in lower errors, as SNC can model the decision boundary
more accurately. As γ2 is an important hyperparameter that changes the characteristics
of the compressed set, its initial value should be set via cross-validation prior to potential
further optimization.
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3.2 Related Work
Research on speeding up kNN is almost as old as the kNN rule itself. A big fraction con-
centrates on developing clever data structures in order to reduce the number of test time
comparisons; examples include KD trees [16], cover- and ball-trees [19, 151] and hashing [78].
In this section we review prior research that takes the complementary approach of reducing
the size of training data. We group these approaches under three general categories: training
set consistent sampling, prototype generation, and prototype positioning. (A complete survey
is [195].)
3.2.1 Training Set Consistent Sampling
The earliest work, called Condensed Nearest Neighbors (CNN) [91], starts by randomly se-
lecting a single input and creating a ‘reference’ set, which it will use to classify the training
data. It adds misclassified training inputs sequentially to this reference set until the full
training set is correctly classified. There have been multiple extensions to CNN including
post-processing methods [73] and stricter selection rules [194, 52]. Recently Fast CNN [5]
makes CNN sub-quadratic in n to train (as opposed to O(n3) na¨ıvely for CNN), with empir-
ically better test generalization. All these methods retain a set of inputs that are a subset
of the original training set.
3.2.2 Prototype Generation
Prototype generation methods create ‘prototypes’ for the training data, which allow the
inclusion of new, artificial instances in the reduced data set [12]. These generated inputs
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are typically found via clustering. Prior work has proposed to repeatedly merge nearest
neighbors within a class while the training error is unaffected [32]. Another idea is to merge
clusters of inputs, until the LOO training error increases over a pre-determined threshold
[140].
3.2.3 Prototype Positioning
There has also been work on learning the positions of this prototype subset. Proximity
graphs have been used to generate a reduced set [195]. It is even possible to determine the
best set of prototypes to exactly reproduce any decision boundary requested [169]. There has
been a body of work on using learning vector quantization (LVQ) [114] for designing kNN
prototypes as well. In general, all of these methods consider local properties to optimize the
reference set whereas SNC incorporates global information from the entire dataset through
the stochastic neighborhoods.
3.2.4 Gaussian Methods
Most similar to SNC are methods which optimize prototypes to maximize Gaussian mixtures
(which can be interpreted as a stochastic neighborhood). The stochastic neighborhood, de-
scribed in Section 3.1.1, smoothly models the probability that each prototype is the nearest
neighbor of a given training point using a Gaussian likelihood. The primary differences be-
tween SNC and these methods in initial prototype selection and how inputs are classified
during test-time. Two works ([50] and [131]) use a three-phase search for initial prototypes
that involves k-means and two different elimination rules. A variation of kNN called ‘soft’-
kNN uses the R nearest prototypes to classify inputs [18]. This work then maximizes the
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probability of a correct prediction using the R closest prototypes. In effect, if R= n their
objective is similar to ours. However, because soft-kNN always considers all of the R proto-
types to make a classification this setting cannot be sped up with ball trees, so the authors
cross validate the soft-kNN error over R. This cross-validation does not consider the objec-
tive of reducing the size of R, which may result in a model that requires significantly more
computation than SNC.
3.3 Conclusions
We have introduced SNC, which is a simple and efficient algorithm to compress the training
set for kNN. Our experiments indicate that SNC reference set almost always provides com-
parable or lower test errors than the training set with compression rates of 2-4%, leading to
an order of magnitude improvement in testing time.
One important direction for future work is extending SNC to neighborhoods of higher car-
dinality (i.e. k = 3, 5). Recent work [191] provides a rigorous and efficient approach for
extending the stochastic neighborhood framework to larger neighborhoods. Another consid-
eration is that, as nearest-neighbor search in non-Euclidean spaces becomes more popular
(e.g. covariance matrices [31]) it is valuable to consider if SNC can be extended to this
setting. Another interesting direction is if one can learn compressed reference inputs while
simultaneously optimizing ball-tree structures.
In summary, we believe that SNC is a robust and highly effective algorithm that is based
on straight-forward gradient descent optimization. As it (a) seems to consistently improve
kNN speed, accuracy and robustness, and (b) can be combined with existing algorithms to
60
improve kNN, we hope it will be useful to researchers and practitioners in machine learning
and its application domains.
3.4 The Symmetric Positive Definite Cone and the Prob-
ability Simplex
For an extensive range of problems, it makes no sense to embed data in Euclidean space.
Take for example image data: natural images are not dispersed randomly in Euclidean
pixel space, but lie on a particular manifold. As such it makes sense to represent images
in a way that captures this manifold. Two of the most popular image data modalities
are (i) histogram features and (ii) symmetric positive definite (SPD) covariance matrices.
Histogram descriptors are ubiquitous in computer vision [14, 46, 122, 133, 137]. These
descriptors may be designed to capture the distribution of image gradients throughout an
image, or they may result from a visual bag-of-words representation [65, 66, 127]. Covariance
descriptors, and more generally, symmetric positive definite (SPD) matrices, are often used to
describe structure tensors [79], diffusion tensors [157] or region covariances [198]. The latter
are particularly well suited for the task of object detection from a variety of viewpoints and
illuminations.
In this section, we focus on the k-nearest neighbor (kNN) classifier with histogram or co-
variance image descriptors. Computing a nearest neighbor or simply comparing a pair of
histograms or SPD matrices is non-trivial. For histogram descriptors, certain bins may be
individually similar/dissimilar to other bins. Therefore, the Euclidean distance is often a
poor measure of distance as it cannot measure such bin-wise dissimilarity. In the case of co-
variance descriptors, SPD matrices lie on a convex half-cone—a non-Euclidean Riemannian
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manifold embedded inside a Euclidean space. Measuring distances between SPD matrices
with the straight-forward Euclidean metric ignores the underlying manifold structure of the
data and tends to systematically under-perform in classification tasks [200].
Histogram and covariance descriptors excel if their underlying structure is incorporated
into the distance metric. Recently, there have been a number of proposed histogram dis-
tances [149, 156, 164, 186]. Although these yield strong improvements in kNN classification
accuracy (versus the Euclidean distance), these distances are often very costly to compute
(e.g. super-cubic in the histogram dimensionality). Similarly, for SPD matrices there are spe-
cialized geodesic distances [38] and algorithms [106, 198] developed that operate on the SPD
covariance manifold. Because of the SPD constraint, these methods often require significantly
more time to make predictions on test data. This is especially true for kNN, as the compu-
tation of the geodesic distance along the SPD manifold requires an eigen-decomposition for
each individual pairwise distance— a computation that needs to be repeated for all training
inputs to classify a single test input.
Cherian et al. [38] improved the running time (in practice) of test classification by ap-
proximating the Riemmanian distance with a symmetrized log-determinant divergence. For
low dimensional data, Bregman Ball Trees [30] can be adapted, however the performance
deteriorates quickly as the dimensionality increases.
In this section, we develop a novel technique to speed up k-nearest neighbor applications
on covariance and histogram image features, one that can be used in concert with many
other speedup methods. Our methods, called Stochastic Covariance Compression (SCC) and
Stochastic Histogram Compression (SHC) learn a compressed training set of size m, such that
mn, which approximately matches the performance of the kNN classifier on the original
data. This new data set does not consist of original training samples; instead it contains new,
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artificially generated inputs which are explicitly designed for low kNN error on the training
data. The original training set can be discarded after training and during test-time, as we
only find the k-nearest neighbors among these artificial samples. This drastically reduces
computation time and shrinks storage requirements. To facilitate learning compressed data
sets we borrow the concept of stochastic neighborhoods, used in data visualization [96, 199]
and metric learning [80], and leverage recent results from the machine learning community
on data compression in Euclidean spaces [120].
We make three novel contributions: 1. we derive SCC and SHC, two new methods for
compression of covariance and histogram data; 2. we devise efficient methods for solving the
SCC and SHC optimizations using the Cholesky decomposition and a normalized change of
variable; 3. we carefully evaluate both methods on several real world data sets and compare
against an extensive set of state-of-the-art baselines. Our experiments show that SCC can
often compress a covariance data set to about 16% of its original size, without increase in
kNN test error. In some cases, SHC and SCC can match the kNN test error with only 2%
of the training set size—leading to order-of-magnitude speedups during test time. Finally,
because we learn the compressed set explicitly to minimize kNN error, in a few cases it even
outperforms the full data set by achieving lower test error.
3.4.1 Covariance and Histogram Descriptors
We assume that we are given a set of d-dimensional feature vectors F = {x1, . . . ,x|F|} ⊂
Rd computed from a single input image. From these features, we compute covariance or
histogram image descriptors.
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Covariance descriptors represent F through the covariance matrix of the features,
X =
1
|F| − 1
|F|∑
r=1
(xr − µ)(xr − µ)>,
where µ= 1|F|
∑|F|
r=1 xr. For vectorial data, ‘nearness’ is often computed via the Euclidean dis-
tance or a learned Mahalanobis metric [208]. However, the Euclidean/Mahalanobis distance
between two covariance matrices is a poor approximation to their true distance along the
manifold of SPD matrices. A natural distance for covariance matrices is the Affine-Invariant
Riemannian metric [38], a geodesic distance on the SPD manifold.
Definition 6. Let Sd+ be the positive definite cone of matrices of rank d. The Affine-
Invariant Riemannian metric (AIRM) between any two matrices X,Z ∈ Sd+ is DR(X,Z) =
‖ log(Z−1/2XZ−1/2)‖F .
While the AIRM accurately describes the dissimilarity between two covariances along the
SPD manifold, it requires an eigenvalue decomposition for every input Z. The metric be-
comes intractable to compute even for moderately-sized covariance matrices (e.g., comput-
ing Z−1/2 ∈ Sd+ requires roughly O
(
d3
)
time). To alleviate this computational burden, a
distance metric with similar theoretical properties has been proposed by [38], called the
Jensen-Bregman LogDet Divergence (JBLD),
DJ(X,Z) = log
∣∣∣X + Z
2
∣∣∣− 1
2
log |XZ|. (3.10)
Cherian et al. [38] demonstrate that for nearest neighbor classification, using JBLD as a
distance has performance nearly identical to the AIRM but is much faster in practice and
asymptotically requires O(d2.37) computation [41].
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Histogram descriptors are a popular alternative to covariance representations. Assume
we again have a set of d-dimensional features for an image F = {x1, . . . ,x|F|}. Further, let
the collection of all such features for all n images in a training set be F = F1 ∪ . . . ∪ Fn
(where Fi are the features for image i). To construct the visual bag-of-words representation
we cluster all features in F into K centroids c1, . . . , cK (e.g., via k-means), where these
centroids are often referred to as a codebook [66]. Using this codebook the visual bag-of-
words representation hi of an image i is a K-dimensional vector, where element hij is a count
of how many features in the bag Fi have cj as the nearest centroid.
Arguably one of the most successful histogram distances is the Earth Mover’s Distance
(EMD) [165], which has been used to achieve impressive results for image classification and
retrieval [128, 130, 165, 155]. EMD constructs a distance between two histograms by ‘lifting’
a bin-to-bin distance, called the ground distance M, where Mij ≥ 0, to a full histogram
distance. Specifically, for two histogram vectors h and h′ the EMD distance is the solution
to the following linear program:
min
T≥0
tr(TM) s.t. T1 = h and T>1 = h′, (3.11)
where T is the transportation matrix and 1 is a vector of ones. Each element Tij describes
the amount of mass moved from hi to h
′
j, for the vectors to match exactly. One example
ground distance for the visual bag-of-words representation is the Euclidean distance between
the centroid vectors Mij , ‖ci−cj‖2. When the ground distance is a metric, it can be shown
that the EMD is also a metric [165].
In practice, one limitation of the EMD distance is its high computational complexity. Cuturi
et al. [44] therefore introduce the Sinkhorn Distance, which involves a regularized version of
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the EMD optimization problem:
min
T≥0
tr(TM)− 1
λ
h(T), s.t. T1 = h and T>1 = h′ (3.12)
where h(T) =−tr(T log(T)) is the entropy of the transport T. The Sinkhorn distance be-
tween h and h′ is DS(h,h′) = tr(TλM), where Tλ is the solution to (3.12). The solution
is an arbitrarily close upper bound to the exact EMD solution (by increasing λ) and the
optimization problem is shown to be at least an order of magnitude faster to compute than
the EMD linear program (3.11). Specifically, Cuturi et al. introduce a simple iterative al-
gorithm to solve eq.(3.12) in time O
(
d2i
)
, where d is the size of the histograms and i is
the number of iterations of the algorithm. This is compared to O
(
d3 log d
)
complexity of
the EMD optimization problem [155]. In practice, each algorithm iteration is a matrix scal-
ing computation that can be performed between multiple histograms simultaneously. This
means that the algorithm is parallel and can be efficiently computed on modern hardware
architectures (i.e., multi-core CPUs and GPUs) [44].
3.4.2 Compression for SPD Covariances
In this section we detail our covariance compression technique: Stochastic Covariance Com-
pression (SCC). SCC uses a stochastic neighborhood to compress the training set from n
input covariances to m ‘compressed’ covariances. After learning, the original training set can
be discarded and all future classifications are made just using the compressed inputs. Since
m  n, the complexity of test-time classification is drastically reduced, from O(nd2.37) to
O
(
md2.37
)
, where O
(
d2.37
)
is the asymptotic complexity of computing a single JBLD distance
in eq. (3.10).
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Assume we are given a training set of n covariance matrices {X(1), . . . ,X(n)} ⊂ Rd×d with
corresponding labels y(1), . . . , y(n). Our goal is to learn a compressed set of m covariance
matrices {Z(1), . . . ,Z(m)} ⊂ Rd×d with labels yˆ(1), . . . , yˆ(m). To initialize Z(j), we randomly
sample m covariance matrices from our training data set and copy their associated labels for
each yˆ. We optimize these synthetic inputs Z(j) to minimize the kNN classification error.
The kNN classification error is non-continuous and non-differentiable with respect to Z(j),
but we can introduce a stochastic neighborhood, as proposed by Hinton and Roweis [96], to
“soften” the neighborhood assignment and allow optimization on kNN error. Specifically, we
place a radial basis function around each input X(i) and proceed as if the nearest prototypes
Z(j) are assigned randomly. For a given X(i), the probability that Z(j) is picked as the nearest
neighbor is denoted
pij =
e−γ
2DJ (X
(i),Z(j))∑m
k=1 e
−γ2DJ (X(i),Z(k)) =
1
Ωi
e−γ
2DJ (X
(i),Z(j)), (3.13)
where DJ(X
(i),Z(j)) is the JBLD divergence in eq. (3.10) and Ωi denotes the normalization
term associated with X(i). The constant γ>0 is a hyper-parameter defining the “sharpness”
of the neighborhood distribution. (We set γ by cross-validation)
We will optimize exactly the same objective as Stochastic Neighbor Compression in the
Euclidean case, eq. (3.5).
Gradient. To ensure that the learned matrices Z(j) are SPD, we decompose each matrix Z(j)
by its unique Cholesky decomposition: Z(j) = B(j)
>
B(j), where B(j) is an upper triangular
matrix. To ensure that Z(j) remains SPD we perform gradient descent w.r.t. B(j). The
gradient of L w.r.t. B(j) is
∂L
∂B(j)
=
n∑
i=1
pij
pi
(δy(i)yˆ(j) − pi)γ2
∂DJ(X
(i),B(j)
>
B(j))
∂B(j)
(3.14)
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where δy(i)yˆ(j) = 1 if y
(i) = yˆ(j) and is 0 otherwise and DJ(X
(i),B(j)
>
B(j)) is the JBLD
divergence between X(i) and B(j)
>
B(j) = Z(j). The gradient of the JBLD w.r.t. B(j) is:
∂DJ(X
(i),B(j)
>
B(j))
∂B(j)
=B(j)(X(i)+B(j)
>
B(j))−1−(B(j)>)−1. (3.15)
We substitute (3.15) into (3.14) to obtain the final gradient. For a single compressed input
Z(j) = B(j)
>
B(j), each step of gradient descent requires O
(
d3
)
to compute ∂DJ (X
(i),B(j)
>
B(j))
∂B(j)
and O
(
d2.37
)
to compute DJ(X
(i),Z(j)). It requires O
(
d3m
)
to compute pij and an additional
O
(
m
)
for pi. Thus the overall complexity of
∂L
∂Z(j)
is O
(
d3m2n
)
. We minimize our objective
in eq. (3.5) via conjugate gradient descent.§ A Matlab implementation of SCC is available
at: http://anonymized.
3.4.3 Compression on the Probability Simplex
Analogous to covariance compression, we can also compress histogram descriptors, which
we refer to as Stochastic Histogram Compression (SHC). Our aim is to learn a compressed
set of m  n histograms {z(1), . . . , z(m)}⊂Σd with labels yˆ(1), . . . , yˆ(m) from a training set
histograms {h(1), . . . ,h(n)}⊂Σd with labels y(1), . . . , y(n), where Σd is the (d−1)-dimensional
simplex. We define pij in exactly the same way as eq. (3.13), except we substitute the
covariance distance with the histogram distance DS(h
(i), z(j)).
Gradient. As in the covariance setting, the gradient of the objective in eq. (3.5) w.r.t. a
compressed histogram z(j) is
∂L
∂z(j)
=
n∑
i=1
pij
pi
(δy(i)yˆ(j) − pi)γ2
∂DS(h
(i), z(j))
∂z(j)
. (3.16)
§http://tinyurl.com/minimize-m
68
The gradient of the Sinkhorn distance DS w.r.t. z
(j) introduces two challenges: 1. the
distance DS itself is a nested optimization problem; and 2. the learned vector z
(j) must
remain a well-defined histogram throughout the optimization, i.e. it must be non-negative
and sum to 1, s.t. z(j) ∈ Σd.
We first address the gradient of the nested optimization problem w.r.t. z(j), i.e. ∂DS(h
(i),z(j))
∂z(j)
.
In the primal formulation, as stated in eq. (3.12), the histogram z(j) occurs within the
constraints, which complicates the gradient computation. Instead, we form the dual [44],
max
α,β∈Rd
α>h(i) + β>z(j) −
d∑
k,l=1
eλ(αi+βj−Mij)−1
λ
, (3.17)
where α,β are the corresponding dual variables. Due to strong duality, the primal and
dual formulations are identical at the optimum, however the dual formulation (3.17) is un-
constrained. The gradient of the dual objective (3.17) is linear w.r.t. z(j). If we consider
β fixed, it follows that at the optimum ∂DS(h
(i),z(j))
∂z(j)
≈ β∗, where β∗ the optimal value of
β. This optimal dual variable is easily computed with the iterative Sinkhorn algorithm [45]
mentioned in Section 3.4.1. This approximation ignores that β∗ itself is a function of z(j),
which is a reasonable approximation for small step-sizes.
To address the second problem and simultaneously perform (approximated) gradient descent
while ensuring that z(j) always lies in the simplex (i.e., is normalized), we propose a change
of variable in which we redefine each compressed histogram z(j) as a positive, normalized
quantity: z(j) = ew
(j)
/
∑d
k=1 e
w
(j)
k for w(j) ∈ Rd. Then the gradient of the Sinkhorn distance
can be taken with respect to w(j),
∂DS(h
(i), z(j))
∂w(j)
≈ β∗ ◦
(sew(j) − e2w(j)
s2
)
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Figure 3.6: Montages of the 6 datasets used in our evaluations from top down, left to right:
(a) eth80 objects at different orientations; (b) ethz person recognition; (c) rgbd objects
from point clouds; (d) feret face detection; (e) kth-tips2b material categorization (f)
scene15 scene classification.
where s is the normalizing term s =
∑d
k=1 e
w
(j)
k and ◦ is the Hadamard (element-wise)
product. The complexity of computing the full SHC gradient in eq. (3.16) is O
(
nmd3iˆ
)
: each
Sinkhorn gradient above requires time O
(
d3iˆ
)
(where iˆ is the number of Sinkhorn iterations),
and pij requires time O
(ˆ
id2m
)
. We use gradient descent with an updating learning rate to
learn z(j), selecting the compressed set that yields the best training error across all iterations.
3.4.4 Experimental Results
We evaluate both algorithms on a series of real-world data sets and compare with state-of-
the-art algorithms for kNN compression.
Covariance compression
Datasets. We evaluate our covariance compression method on six benchmark data sets.
The eth80 dataset has images of 8 object categories, each pictured with a solid blue back-
ground. For each category there are 10 exemplar objects and for each exemplar the camera
is placed in 41 different positions. We use the 19 × 19 covariance descriptors of [37], who
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segment the images and use per-pixel color and texture features to construct covariances.
The ethz dataset is a low-resolution set of images from surveillance cameras of sizes from
78 × 30 to 400 × 200. The original task is to identify the person in a given image, from
146 different individuals. The original dataset has multiple classes with fewer than 10 in-
dividuals. Therefore, to better demonstrate a wide range of compression ratios, we filter
the dataset to include only the most popular 50 classes resulting in each individual having
between 59 and 356 images (5193 images total). We use the pixel-wise features of [37] to
construct 18 × 18 covariance matrices. The feret face recognition dataset has 3737 gray-
scale images of the faces of 399 individuals, oriented at various angles. As the majority of
individuals have fewer than 5 images in the training set, we also limit the dataset to the 50
most popular individuals and use a larger set of compression ratios (described further in the
error analysis subsection). We use the 40× 40 Gabor-filter covariances of [38]. Our version
of the rgbd Object dataset [121] contains 15, 000 point cloud frames of objects from three
different views. The task is to classify an object as one of 51 object categories. We use
the 18 × 18 covariance features of [37] which consist of intensity and depth-map gradients,
as well as surface normal information. The scene15 data consists of 4485 black and white
images of 15 different indoor and outdoor scenes. We split the dataset into training and test
sets as per [123]. To create covariance features we compute a dense set of SIFT descriptors
centered at each pixel in the image¶. Our SIFT features have 4 bins each in the horizontal
and vertical directions and 8 orientation bins, producing a 128× 128 covariance descriptor.
Via the work of [90] we can learn a rank-r projection matrix U ∈ Rd×r, where r  d to
reduce the size of these covariance matrices to r×r via the transformation X(i) → U>X(i)U.
We use Bayesian optimization [72]‖, to select values for the covariance size r, as well as two
hyperparameters in [90]: νv and νw, by minimizing the 1-NN error on a small validation
¶We use the open source library VLFeat http://www.vlfeat.org/
‖https://bitbucket.org/mlcircus/bayesopt.m
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set. The kth-tips2b dataset is a material classification dataset of 11 materials with 4752
total images. Each material has 4 different samples each from 3 fixed poses, 9 scales, and 4
lighting conditions. We follow the procedure of [89] to extract 23×23 covariance descriptors
using color information and Gabor filter responses.
Experimental Setup. We compare all methods against test error of 1-nearest neighbor
classification that uses the entire training set. For results that depend on random initializa-
tion or sampling we report the average and standard deviation across 5 random runs (save
kth-tips2b, for which we use 4 splits by holding out each of the four provided samples, one
at a time). For datasets rgbd, ethz, and eth80 we report results averaged over 5 different
train/test splits.
Baselines. We compare our method, Stochastic Covariance Compression (SCC), against
a number of methods aimed at reducing the size of the training set, which we adapt for
the covariance feature setting: 1. kNN using the full training set, 2. kNN using a class-
based subsampled training set, which we use as initialization for SCC, 3. Condensed Nearest
Neighbor (CNN) [91], 4. Reduced Nearest Neighbor (RNN) [73], 5. Random Mutation Hill
Climbing (RMHC) [179], and 6. Fast CNN (FCNN) [5]. Both CNN and FCNN select subsets
of the training set that have the same leave-one-out training error as the full training set, and
are very well-known in the fast kNN literature. RNN works by post-processing the output
of CNN to improve the training error and RMHC is a random subset selection method.
(We give further details on these algorithms in Section 3.5). For FCNN we must make
a modification to accommodate covariance matrix features. Specifically, FCNN requires
computing the centroid of each class at regular intervals during the selection. A centroid of
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Figure 3.7: kNN test error rates after training set compression for covariance descriptors.
See text for details.
class y is given by solving the following optimization,
Xy = argmin
X
∑
i:y(i)=y
DJ(X,X
(i))
where DJ(X,X
(i)) is the JBLD divergence. Cherian et al. [38] give an efficient iterative
procedure for solving the above optimization, which we use in our covariance FCNN imple-
mentation.
Classification error. Figure 3.7 compares the test error of SCC to baselines for sizes of the
compressed set equal to 2%, 4%, 8%, and 16% of the training set. For dataset feret which
has a large number of classes we use larger compression ratios: 10%, 20%, 30%, and 40%.
Although CNN, RNN, and FCNN only output a single reduced training set (the final point
on each curve) we plot the intermediate test errors of each method at the above compression
ratios as well. On each dataset SCC is able to reduce the test error to nearly that of kNN
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applied to the full dataset using less than or equal to 20% of the training data. Only on
ethz and rgbd could SCC not match the full kNN error up to significance, however the
error rates are only marginally higher. For small compression ratios SCC is superior to all
of the baselines, as well as the subsampling initialization. On datasets eth80 and ethz the
final outputs of CNN, RNN and FCNN are roughly equivalent to the SCC curve. However,
one notable downside is that these algorithms have no control on the size of these final
sets, which for feret are as large as 75% (CNN/RNN) and 74% (FCNN). In contrast SCC
allows one to regulate the compressed set size precisely. RMHC is also able to regulate the
compressed set size. However, because it is based on random sampling, its performance can
be very poor, as on feret.
Table 3.4: Speed-up of kNN testing through
SCC and SHC compression. The SCC
datasets are denoted with a (C) and the SHC
datasets with an (H). Results where SCC/SHC
matches or exceeds the accuracy of full kNN
(up to statistical significance) are in blue.
Speed-up
Dataset Compression Ratio
(few classes) 2% 4% 8% 16%
eth80 (C) 47.6± 0.1 24.5± 0.1 12.3± 0.2 6.2± 0.02
ethz (C) 48.1± 1.0 24.5± 0.1 12.4± 0.05 6.2± 0.01
rgbd (C) 34.0± 0.8 20.3± 0.2 10.9± 0.2 6.8± 2.5
scene15 (C) 36.0± 0.6 20.6± 0.3 11.3± 0.1 5.9± 0.08
kth (C) 43.0± 1.0 22.6± 0.7 12.0± 0.4 6.2± 0.2
coil20 (H) 46.8± 1.4 23.5± 0.5 11.8± 0.5 5.9± 0.2
kylberg (H) 46.9± 2.2 23.9± 0.3 12.0± 0.04 6.0± 0.04
Dataset Compression Ratio
(many classes) 10% 20% 30% 40%
feret (C) 9.9± 0.1 5.0± 0.1 3.3± 0.006 2.5± 0.01
mpeg7 (H) 9.9± 0.2 4.9± 0.06 3.2± 0.01 2.4± 0.04
Surprisingly, for scene15 and kth, learn-
ing a compressed covariance dataset with
SCC reduces the test error below the kNN
error of the full training set. We suspect
that this occurs because (a) the training
set may have some amount of label noise,
which is partially alleviated by subsampling,
and (b) SCC essentially learns a new, su-
pervised covariance representation, versus a
label-agnostic set of covariance descriptors.
For these datasets, there is no reason not to
shrink the dataset to only 2% of its original size and discard the original data—yielding 36×
and 48× speedups during test-time.
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Table 3.5: SCC and SHC training times.
Training Times
Dataset Compression Ratio
(few classes) 2% 4% 8% 16%
eth80 (C) 1m 9s 1m 46s 2m 39s 4m 36s
ethz (C) 2m 4s 3m 15s 5m 53s 10m 10s
rgbd (C) 18m 26s 33m 30s 1h 4m 2h 11m
scene15 (C) 1m 18s 1m 52s 2m 42s 4m 20s
kth (C) 3m 31s 5m 48s 9m 2s 16m 18s
coil20 (H) 15s 3m 21s 4m 43s 9m 17s
kylberg (H) 1m 41s 2m 46s 5m 24s 11m 17s
Dataset Compression Ratio
(many classes) 10% 20% 30% 40%
feret (C) 1m 39s 2m 19s 2m 44s 3m 6s
mpeg7 (H) 58s 19m 26s 29m 33s 38m 52s
Test-time speedup. Table 3.4 shows the
speedup of SCC over kNN classification us-
ing the full training set for various compres-
sion ratios (the datasets marked by a (C) are
learned with SCC). In general the speedups
are roughly 1/δ, where δ denotes the com-
pression ratio. Results that match or exceed
the accuracy (up to significance) are in blue.
At 16% compression 3 of the 5 datasets run at this compression ratio match the test error of
full kNN classification. In effect we have removed neighbor redundancies in the dataset, and
gained a factor of roughly 6× speedup. Much larger speedups can be obtained at 4% or 2%
compression ratio—although at a small increase in classification error. For the data set with
many classes (feret) “loss-free” compression can still yield a speedup of 5× at δ = 0.2.
Training time. Table 3.5 describes the average training times for SCC (again (C) denotes
SCC results). For maximum compression to 2% the training time is on the order of minutes.
As the size of the compressed set gets larger the time increases but only by small amounts,
indeed the longest training time is 2 hours for rgbd with 16% compression. Furthermore,
the entire compression can be done completely off-line prior to testing. The contributions of
the training points to the gradient are independent and have a high computation to memory
load ratio. The SCC training could therefore potentially be sped up significantly through
parallelization on clusters or GPUs.
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Figure 3.8: Montages of datasets used in SHC evaluation from left to right: (a) coil20 3D
object recognition; (b) kylberg texture classification; (c) MPEG7 shape detection.
Histogram compression
We evaluate our technique for compressing histogram datasets, Stochastic Histogram Com-
pression (SHC) against current baseline methods for constructing a reduced training set. As
a benchmark, we compare the k-nearest neighbor accuracies for compressed sets of different
sizes, and report the test-time speedups achieved by our method. We start by describing the
datasets we use for comparison.
Datasets. The coil20 dataset consists of 20 grayscale image objects with background
masked out in black. Each object was rotated 360 degrees and an image was taken every
5 degrees, yielding 72 images per class. To construct histogram features we follow the
procedure of [14] to extract shape context log-polar histograms using 100 randomly sampled
edge points, yielding histograms of dimensionality d = 60. As a ground distance M we
use the `1 distance between bins of the log-polar histogram. The mpeg7 dataset has 70
different shape classes, each with 20 images. Each image has a black background with a sold
white shape such as bat, cellular phone, fountain, and octopus, among others. We follow the
procedure for the coil20 dataset to extract shape context histograms, also used in [14] for
the mpeg7 dataset. The ground distance is also the `1 between bins. The kylberg texture
dataset is a 28-class dataset of different surfaces. We used the dataset without rotations
that contains 160 images for each class. We follow the feature-extraction technique of [89],
which uses first and second order image-gradient features at every 4 pixels, after resizing.
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Figure 3.9: kNN test error rates after training set compression for histogram descriptors.
See text for details.
We then construct a visual bag-of-words representation by first clustering all features into
50 codewords. We represent each image as a 50-dimensional count vector: the ith entry
corresponds to the number of times a gradient feature was closest (in the Euclidean sense)
to the ith codeword. As a ground distance between bins we use the Euclidean distance
between each pair of codewords.
Experimental setup. As for covariance features, our benchmark for comparison of all
methods is the test error of 1-nearest neighbor classification with the full training set. Simi-
larly, for each dataset we report results over 5 different train/test splits. For our algorithm,
SHC, we use Bayesian optimization [72] to tune the γ2 parameter in the definition of pij,
eq. (3.13), as well as the initial gradient descent learning rate, to minimize the training error.
Additionally, we initialize SHC with the results of RMHC, which in the covariance setting
appears to largely outperform the subsampling approach. We use the exact same baselines
for covariance features, except now we use the Sinkhorn distance as our dissimilarity mea-
sure. The only subtlety is that FCNN needs to be able to compute the centroid of a set of
histograms, with respect to the Sinkhorn distance. The centroid of a set of histogram mea-
sures with respect to the EMD is called the Wasserstein Barycenter [45]. It is shown how
to compute this barycenter for the Sinkhorn distance in [44], and we use their accelerated
gradient approach to solve for each Sinkhorn centroid.
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Classification error. Figure 3.9 shows the average test error and standard deviation for
compression ratios of 2%, 4%, 8%, and 16% for coil20 and kylberg and 10%, 20%, 30%, 40%
for the many-class dataset mpeg7. for each of the above datasets. As in the covariance set-
ting, SHC outperforms or matches the error vs. compression trade-offs of all of the baseline
methods throughout all evaluated settings. For a specific speedup over full kNN classifica-
tion (i.e. compression ratio), SHC is able to achieve the lowest test error (possibly matched
by other methods) throughout. On kylberg, SHC can reduce the training set to 1/50 of
its size without an increase in test error. On coil20 and mpeg7 the final compressed sets
of CNN, RNN and FCNN have very high compression ratio (around 0.3 and 0.5), which lead
to only very modest speedups. We did not evaluate SHC in these arguably least interesting
settings, but nevertheless show the error rates of the baselines for completeness.
Test-time speedup. The kNN test time speedups of SHC over the full training set are
shown in Table 3.4 (the (H) datasets). Similar to SCC, the speedups reach up to 46.9× at
maximum compression and still reach an order of magnitude in the worst case (10×) on the
mpeg7 data set with many classes. For kylberg the SHC error is lower than the full data
set—even at a 2% compression ratio.
Training time. The training times of SHC are shown in Table 3.5. SHC is very fast
(<2 minutes for 2% compression on kylberg), especially considering that we are solving a
nested optimization problem over the compressed histograms and the Sinkhorn distance. We
believe that the speed of our implementation can be further improved with the use of GPUs
for the Sinkhorn computation and with approximate second-order hill-climbing methods.
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3.5 Related Work
Training set reduction has been considered in the context of kNN for vector data and the Eu-
clidian distance with three primary methods: (a) training consistent sampling, (b) prototype
generation and (c) prototype positioning (for a survey see [195]).
3.5.1 Training Set Reduction
Training consistent sampling iteratively adds inputs from the training set to a reduced ‘ref-
erence set’ until the reference set is perfectly classified by the training set. This is precisely
the technique of Condensed Nearest Neighbors (CNN) [91]. There have been a number of
extensions of CNN, notably Reduced Nearest Neighbor (RNN) [73] which searches for the
smallest subset of the result of CNN that correctly classifies the training data. Addition-
ally, Fast CNN (FCNN) [5] finds a set close to that of CNN but has training time linear
(instead of cubic) in the size of the training set. Prototype generation creates new inputs
to represent the training set, usually via clustering [113, 169]. Prototype positioning learns
a reduced training set by optimizing an appropriate objective. The method most similar to
SCC and SHC is the recently proposed Stochastic Neighbor Compression [120], which uses
a stochastic neighborhood to learn prototypes in Euclidean space (and thus is unsuitable for
covariance and histogram features). Finally, Bucilua et al. [26] may have been the first to
study model compression for machine learning algorithms by compressing neural networks.
To our knowledge, SCC and SHC are the first methods to explicitly consider training set
reduction for SPD covariance and histogram descriptors.
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Work towards speeding up test-time classification for kNN on covariance-valued data is
somewhat limited. The JBLD divergence is proposed to speed up individual distance com-
putations. Cherian et al. [38] show that it is possible to adapt Bregman Ball Trees (BBTs),
a generalization of the Euclidean ball tree to Bregman divergences, to the JBLD divergence.
This is done using a clever iterative K-means method followed by a leaf node projection
technique onto relevant Bregman balls. Both of these techniques are complementary to our
dataset compression method.
3.5.2 Earth Mover’s Distance Approximations
There has been a large amount of work devoted toward improving the complexity of the Earth
Mover’s distance using approximations [44, 83, 175, 128, 130, 155]. For instance, [155] point
out that if an upper bound can be placed on the transport Tij between any two bins i and j,
then the (thresholded) EMD can be solved much more efficiently. Ling and Okada [130] show
that if the ground distance is the `1 distance between bins, the EMD can be reformulated
exactly as a tree-based optimization problem with d unknown variables (instead of d2) and
only d constraints (instead of 2d). We use the Sinkhorn approximation [44], which has the
added advantage of an unconstrained dual formulation.
3.6 Conclusion
In many classification settings the sheer amount of distance computations has previously
prohibited the use of kNN for covariance and histogram features. We have shown that
these data sets can be compressed to a small fraction of their original sizes while often only
slightly increasing the test error. This drastically speeds up nearest neighbor search and
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has the potential to unlock new applications for covariance and histogram features on large
datasets.
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Chapter 4
Privacy: Protecting individual privacy
in causal inference
Data is now being collected about every aspect of our personal lives. From where we work
and live, who we contact, what our past and family history of illness is, data is informing
search results, social media, and doctor prescriptions, among many other services. This data
can be useful for personalizing such services; for example when searching for restaurants it
should be clear one is usually interested in restaurants within a few miles of where they live
or work. It also may be critical in emergency situations; for instance if an emergency medical
technician (EMT) wishes to treat someone in pain, but that person is allergic to morphine
(a common initially-used pain reliever), the EMT can opt to use a different pain-reliever.
As machine learning improves, personal data will increasingly become digitized for these
purposes and more.
Nearly all of this data however, is sensitive information that a person may reasonably want
to keep private. Indeed, even seemingly innocuous data has been used to identify individuals
in an anonymized dataset, leading to personally-harmful consequences:
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1. The AOL search release. In 2006, the web-search company AOL released a dataset
of search results for more than 650,000 users during a 3-month window, for the purpose
of improving search. Usernames were replaced by an anonymous numerical identifier
designed to disassociate the search results from AOL accounts. Upon releasing the
data however, it was discovered that the search queries contained uniquely-identifying
information for many of the users in the dataset. For example, after only a few searches
including “landscapers in Lilburn, Ga” and “homes sold in shadow lake subdivision
gwinnett county georgia”, Thelma Arnold was identified by the New York Times as
user #4417749 [1]. Other users were also identified based on the fact that a common
search query is one’s own name.
2. The Neflix prize. Netflix announced a $1 million dollar competition to improve
its movie recommendation system in September 2006. They released a dataset that
included movie ratings, when the ratings occurred and, similar to the AOL dataset,
a unique ID secretly assigned to each user. Soon after, work was published that
matched Netflix reviews to those posted on the Internet Movie Database (IMDB)
to de-anonymize users [147]. This work was followed by a lawsuit against Netflix by a
woman who believes that her movie ratings made her private sexual orientation public
knowledge.
These are only a few examples of the impact of releasing sensitive data. Even more insidious
attacks on seemingly “more anonymized” data are possible, such as using genetic summary
statistics called single-nucleotide polymorphisms (SNPs) to determine if an individual has a
disease or not [61] (for more examples see Chapter 1 of Dwork & Roth, 2014 [61]). In the same
way, predictions from a machine learning algorithm trained on sensitive data can leak this
information. Consider the example (slightly modified) from [101]: Imagine you are company
A that buys advertising space on an web-search engine. The web-search company has an
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algorithm that ranks ads in a list based on the search query Q and the profile information
of the person who made the search. Imagine that each time a person clicks on an ad, the
web-search engine updates its recommendation algorithm based on this profile information.
Now, as company A you would like to know what sort of people click on your advertisement.
To know this, you can create two profiles that are identical except for say, their age: one
≤50 the other >50. You can search for query Q and see whether your ad is ranked higher
for the younger profile or the older profile. What’s more, you can determine this information
for an individual! Say a user with IP address X clicks on your company A advertisement.
You can create the age-specific profiles again after this click and see how the ad ranking
changes before and after the click. Say that the ranking for the ≤50 profile goes down and
the ranking for the >50 profile goes up after the click. Then you can infer that the person
with IP address X is older than 50, and you have just inferred information that someone
may wish to keep private.
4.0.1 Motivation
As machine learning reaches into the fields of health care, finance, and legal work, it can
only be practical if it is able to adequately protect the privacy of sensitive data. One prime
example of a machine learning task that should be adequately privatized is predicting if a
random variable X causes another random variable Y , or vice-versa, or not at all. This
problem is termed “bivariate causal inference”. For example, let X be the amount a person
uses Facebook and Y be the extent to which that person is suffering from depression. One
possible relationship between these random variables is that increased Facebook usage causes
one to be more/less depressed. Equally, it could be that the more/less one is depressed
the more one uses Facebook, perhaps to communicate this to others. Finally, it could
be that there is no relationship at all between these variables. State-of-the-art work in
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bivariate causal inference first asks individuals about their Facebook usage and their level
of depression. It then uses this data to determine if a causal link exists between X and
Y , and if so, in what direction [142]. However, publishing this causal inference can possibly
leak individual information about their Facebook usage and depression status (e.g., it is easy
to determine how frequently a person uses Facebook, which reveals information about their
depression level, via the published result).
4.1 Private Causal Inference
In this chapter we devise a scheme to prevent the leak of sensitive information in a popular
causal inference model, called the additive noise model (ANM) [99]. We make use of the
robust framework of differential privacy [59], which has been applied to other machine learn-
ing problems including empirical risk minimization [33], online learning [101], and principal
components analysis [63]. In essence, the technique works by adding cleverly calibrated ran-
dom noise to the causal inference result such that it is impossible to tell if fluctuations in
the result are caused by an individual or the random noise. We show that it is possible to
release causal inference results that are simultaneously private and nearly always the same
as the non-private result.
4.1.1 Prior Art
Causal identification allows one to reason about how manipulations of certain random vari-
ables (the causes) affect the outcomes of others (the effects). Uncovering these causal struc-
tures has implications ranging from creating government policies to informing health-care
practices.
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The gold-standard in discovering causal relations is the randomized intervention experiment:
a researcher fixes a random variable to take on values uniformly from its domain and observes
the outcomes of all other random variables. It can be shown that any observed correlations
result directly from causal relationships (whereas without such randomization they may not).
While such interventions are conceptually simple, they are in many cases cost-impractical,
technically-impossible, or even more seriously morally-questionable. As an extreme example,
implementing an intervention to answer whether diet X causes cancer Y would require
making individuals consume different diets for a period of time and observing their cancer
outcomes to determine if X → Y . In the same way, if one wanted to identify if Y → X one
would have to induce different cancer outcomes and observe dietary outcomes. Therefore,
there has been a wealth of research towards determining causal structure without having to
resort to interventions.
One initial alternative to randomized experiments is conditional independence testing [183,
153], in which one works to test whether two random variables X, Y are independent given
another Z. Imagine one wants to know about the causal relationships between a set of
random variables, often represented by a causal graphical model. Using the results of many
such conditional independence tests for all random variables of interes Pearl et al. showed
that one could find a certain set of causal graphical models that were consistent with these
test results (such a set is referred to as ‘Markov-equivalent’). There are two immediate
difficulties with this approach: 1. Often, these conditional independence tests result in many
possible consistent causal structures. When this happens, we are not able to distinguish the
causal relationships between certain pairs of random variables, and more testing or other
methods are required to determine these. 2. Conditional independence testing cannot be
used to determine the causal relationship between just two random variables, as no such
conditional independence test exists.
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In the absence of interventions, the field of causal inference attempts to discover the un-
derlying causal relationships of a set of random variables entirely based on samples from
their joint distribution, without requiring conditional independence assumptions. The field
of causal inference is now a mature research area, covering learning topics as diverse as super-
vised batch inference [132, 142, 158], time-series causal prediction [75], and linear dynamical
systems [172]. Many inference methods require only a regression technique and a way to
compute the independence between two distributions given samples [99, 104], and so thus
are extrememly practical.
One would hope that researchers could publicly release their causal inference findings to
inform individuals and policy makers. One of the primary roadblocks to doing so is that
often causal inference is performed on data that individuals may wish to keep private, such
as data in the fields of medical diagnosis, fraud detection, and risk analysis. Currently, no
causal inference method has formal guarantees about the privacy of individual data, which
may be able to be inferred via attacks such as reconstruction attacks [55].
Arguably one of the best notion of privacy is differential privacy, introduced by [59] and since
used throughout machine learning [58, 101, 134, 33, 60]. Differential privacy guarantees that
the outcome of an algorithm only reveals aggregate information about the entire dataset
and never about the individual. An individual who is considering to participate in a study
can be reassured that his/her personal information cannot be recovered with extremely high
probability.
To our knowledge, this paper is the first to investigate private causal inference. We show that
it is possible to privately release the quantities produced by the highly-successful additive
noise model (ANM) framework by adding small amounts of noise, as dictated by differential
privacy. Furthermore, these private quantities, with high probability, do not change the
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causal inference result, so long as it is confident enough. We demonstrate on a set of real-
world causal inference datasets how our privacy-preserving methods can be readily and
usefully applied.
4.1.2 Causal Inference & Privacy
Our aim is to protect the privacy of individuals who submit personal information about two
random variables of interest X and Y . Their information should remain private when it
is used to infer whether X causes Y (X → Y ), or Y causes X (Y → X) using the ANM
framework. This personal information comes in the form of i.i.d. samples {(x(i), y(i))}ni=1 from
the joint distribution PX,Y . We will assume that, 1. There is no confounding variable Z that
commonly causes or is a common effect of X and Y . 2. X and Y do not simultaneously
cause each other.
4.1.3 Additive Noise Model
Deciding on the causal direction between two variables X and Y from a finite sample set
has motivated an array of research [70, 110, 187, 99, 216, 141, 104, 117, 132]. Perhaps one of
the most popular results is the Additive Noise Model (ANM) proposed by [99]. The ANM
framework assumption is defined as follows.
Definition 7. Two random variables X, Y with joint density p(x, y) are said to ‘satisfy an
ANM’ X→Y if there exists a non-linear function f : R→R and a random noise variable
NY , independent from X, i.e. X ⊥ NY , such that
Y = f(X) +NY .
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Figure 4.1: The graphical model representations for both possible additive noise models
(ANMs) [99]: X → Y and Y → X. In this model if a random variable X causes another Y ,
then Y is a function (e.g., f) of X plus random noise NY . Importantly, it is assumed that
this noise is independent from the input X, which will help us identify the causal direction
from samples of X and Y . See text for details.
As defined, an ANM X→ Y implies a functional relationship mapping X to Y , alongside
independent noise, as shown in Figure 4.1. In order for this model to be useful for causal
inference we would like the induced joint distribution PX,Y for this ANM to be somehow
identifiably different from the one induced by the ANM Y → X. If so, we say that the
causal direction is identifiable [142]. If not, we have no hope of recovering the causal direction
purely from samples under the ANM.
[99] showed that ANMs are generically identifiable from i.i.d. samples from PX,Y (except for
a few special cases of non-linear functions f and noise distributions). The intuition behind
this is for the X → Y ANM, consider for most non-linear f and (for simplicity) 0-mean
NY , the density p(y|x) has mean f(x) with distribution given by NY . This implies that
p(y− f(x)|x) has distribution NY that is independent of X. However, p(x− f−1(y)|y) is for
many choices of f and NY not independent of y.
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Algorithm 3 ANM Causal Inference [142]
1: Input: train/test data {x(i), y(i)}ni=1, {x(i)′, y(i)′}mi=1
2: Regress on training data, to yield fˆ , gˆ, such that:
3: fˆ(x(i)) ≈ y(i), gˆ(y(i)) ≈ x(i), ∀i
4: Define the test vectors:
5: x′=[x(1)
′
, . . . , x(m)
′
]>, y′=[y(1)
′
, . . . , y(m)
′
]>
6: Compute residuals on test data:
7: r′Y := y
′ − fˆ(x′), r′X := x′ − gˆ(y′)
8: Calculate dependence scores:
9: sX→Y := s(x′, r′Y ), sY→X := s(y
′, r′X)
10: Return: sX→Y , sX→Y , and D, where
11: D =
{
X→Y if sX→Y < sY→X
Y →X if sX→Y > sY→X
4.1.4 Inferring Causality
[142] give a practical algorithm for determining the causal relationship between X and Y
(i.e., either X → Y or Y → X), as shown in Algorithm 3. The first step is to partition
the i.i.d. samples into a training and a testing set. We use the training set to train the
regression functions fˆ : X → Y and gˆ : Y → X. We use the testing set to compute the
residuals r′Y = y
′− fˆ(x′) and r′X := x′− gˆ(y′). If we have an ANM X→Y then the residual
r′Y is an estimate of the noise NY which is assumed to be independent of X. Therefore,
we calculate the dependence between the residual r′Y and the input x
′, sX→Y := s(x′, r′Y ),
and sY→X := s(y′, r′X), using a dependence score s(·, ·). If sX→Y is less than sY→X , then we
declare X→Y , otherwise Y →X. Figure 4.2 gives a visual illustration of this ANM causal
inference algorithm.
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Figure 4.2: An illustration of the high-level steps of the ANM algorithm [99, 142].
4.1.5 Dependence Scores
Crucially, the ANM approach hinges on the choice of dependence score s(·, ·). There have
been many proposals, and we give a quick review of the most popular methods (for a detailed
review see [142]).
Spearman’s ρ is a rank correlation coefficient that describes the extent to which one random
variable is a monotonic function of the other. Specifically, imagine independently sorting the
observations {a(1), . . . , a(m)} and {b(1), . . . , b(m)} by value in increasing order. Let o(i)a be the
rank of a(i) in the a-ordering, and similarly, o
(i)
b for b
(i) in the b-ordering. Then Spearman’s
ρ is,
s(a,b) :=
∣∣∣∣∣1− 6
∑m
i=1 d
(i)2
m(m2 − 1)
∣∣∣∣∣
where d(i) :=(o
(i)
a − o(i)b ) are the rank differences for a,b.
Kendall’s τ . Similar to Spearman’s ρ, the Kendall τ rank score calls a pair of indices (i, j)
concordant if it is the case that a(i)>a(j) and b(i)>b(j). Otherwise (i, j) is called discordant.
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Then the dependence score is defined as
s(a,b) :=
|C −D|
1
2
m(m− 1)
where C is the number of concordant pairs and D is the number of discordant pairs.
HSIC Score. The first proposed score for the ANM causal inference is based on the Hilbert-
Schmidt Independence Criterion (HSIC) [84], which was used by [99]. Let a=[a(1), . . . , a(m)]>
and b = [b(1), . . . , b(m)]>. They compute an estimate of the p-value of the HSIC under the
null hypothesis of independence, selecting the causal direction having the lower p-value.
Alternatively, one can use an estimator to the HSIC value itself:
s(a,b) := ĤSICkθ(a),kθ(b)(a,b) (4.1)
where kθ is a kernel with parameters θ. [142] show that under certain assumptions the
algorithm in section 3 with the HSIC dependence score is consistent for estimating the
causal direction in an ANM.
Variance Score. When the noise variables in the ANM are Gaussian, the variance score
was proposed in [28], and defined as s(a,b) := logV(a)+logV(b). Changes to a single input
value can induce arbitrarily large changes to this score, which makes the variance score ill
suited to preserve differential privacy.
IQR Score. We introduce a robust version of this score by replacing the variance of the
random variables with their interquartile range (IQR). The IQR is the difference between
the third and first quartiles of the distribution and can be estimated empirically. We defined
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the following IQR-based score:
s(a,b) := log IQR(a) + log IQR(b). (4.2)
4.1.6 Differential Privacy
We assume that the data set D = {(x(i), y(i))}ni=1 contains sensitive data that should not
be inferred from the release of the dependence scores. One of the most widely accepted
mechanisms for private data release is differential privacy [59]. In a nutshell it ensures that
the released scores can only be used to infer aggregate information about the data set and
never about an individual datum (x(i), y(i)).
Let us define the distance d(D, D˜) between two data sets D and D˜ as the number of instances
in which these two sets differ. If a data set D is changed to D˜, a distance d(D, D˜) ≤ 1 implies
that at most one element was substituted.
Definition 8. A randomized algorithm A is (, δ)-differentially private for , δ ≥ 0 if for
all O∈Range(A) and for all neighboring datasets D, D˜ with d(D, D˜) ≤ 1 we have that
Pr
[A(D) = O] ≤ e Pr[A(D˜) = O]+ δ. (4.3)
One of the most popular methods for making an algorithm (, 0)-differentially private is the
Laplace mechanism [59]. For this mechanism we must define an intermediate quantity called
the global sensitivity, ∆A describing how much A changes when D changes,
∆A := max
D,D˜⊆X s.t. d(D,D˜)≤1
|A(D)−A(D˜)|.
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The Laplace mechanism hides the output of A with a small amount of additive random
noise, large enough to hide the impact of any single datum (x(i), y(i)).
Definition 9. Given a dataset D and an algorithm A, the Laplace mechanism returns
A(D) + ω, where ω is a noise variable drawn from Lap(0,∆A/), the Laplace distribution
with scale parameter ∆A/.
It may be that the global sensitivity of an algorithm A is unbounded in general, but can be
bounded in the context of a specific data set D over all neighbors D˜. For such datasets we
can bound the local sensitivity
∆(D)A := max
D˜⊆X s.t. d(D,D˜)≤1
|A(D)−A(D˜)|.
If an algorithm has bounded global sensitivity it certainly has bounded local sensitivity.
[150, 58, 103] show how to use the local sensitivity to cleverly produce private quantities for
datasets with bounded local sensitivity.
4.1.7 Test Set Privacy
The data is partitioned into training and test sets, which are used in different ways. We
therefore introduce mechanisms to preserve training and test set privacy respectively, which
can be used jointly. Specifically, we show how to privatize the dependence scores sX→Y , sY→X .
The reason for this is three-fold: 1. Privatizing the dependence score immediately privatizes
the causal direction D, because operations on differentially private outputs preserve privacy
(so long as they do not again touch the data). 2. Releasing the scores indicates how confident
the ANM method is about the causal direction, which is absent from the binary output D. 3.
It is unclear which dependence score is best for a particular dataset, so we privatize multiple
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Table 4.1: Dependence scores and their privacy. A checkmark indicates that there exist
meaningful bounds on either the global or local sensitivity.
Test Training
Global Local Global Local
Score Sense. Sense. Sense. Sense.
Spearman’s ρ X X - X
Kendall’s τ X X - X
HSIC X X X X
IQR - X - X
scores and leave this choice to the practitioner. In this section we begin with test set privacy
and describe training set privacy in Section 4.1.8. Table 4.1 gives an overview of test and
training set privacy results for the dependence scores that we consider.
Let (x′,y′) be the initial test data and (x˜′, y˜′) be the test data after a single change in the
dataset. Let x˜′ = [x(1)
′
, . . . , x(k−1)
′
, x˜(k), x(k+1)
′
, . . . , x(m)
′
]> and similarly for y˜ so that this
single change occurs at some index k. The key to preserving privacy is to show that the
selected dependence score s(·, ·) can be privatized. We show that if our dependence score is a
rank correlation coefficient (Spearman’s ρ, Kendall’s τ) or the HSIC score [84], we can readily
bound its test set global sensitivity when applied to (x′,y′) versus (x˜′, y˜′). As the IQR score
has bounded test set local sensitivity we can apply the algorithm of [58] for privacy.
Rank Correlation Coefficients
We first demonstrate global sensitivity for the two rank correlation scores in Section 4.1.2.
Theorem 2. The rank correlation coefficients have the following global sensitivities,
1. Let ρ(·, ·) be Spearman’s ρ score, then
|ρ(x′, r′Y )− ρ(x˜′, r˜′Y )| ≤
30
m
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2. Let τ(·, ·) be Kendall’s τ score, then
|τ(x′, r′Y )− τ(x˜′, r˜′Y )| ≤
4
m
Proof. Our goal is to bound the following global sensitivity in both scores: |s(x′, r′Y ) −
s(x˜′, r˜′Y )|. For Spearman’s ρ, suppose the change is on a(k) and b(k), it is easy to verify that
(1) d(i) changes by at most 2, for i 6= k; (2) d(k) changes by at most m−1; (3) di ≤ m−1 for
all i. Since d(i)
2 − (d(i) − 2)2 = 4(d(i) − 1) ≤ 4(m− 2) for i 6= k, the maximum change inside
the summation of the Spearman’s ρ score is upper bounded by (m− 1)(4m− 8) + (m− 1)2.
Therefore, global sensitivity of ρ is bounded by
6(m− 1)(5m− 3)
m(m2 − 1) ≤
30
m
.
For Kendall’s τ we can affect at most (m−1) pairs by moving a single element of x′, as well
as (m−1) pairs for changing r′Y (either from concordant pairs to discordant pairs, or vice
versa). Therefore, the global sensitivity of Kendall’s τ is
|s(x′, r′Y )− s(x˜′, r˜′Y )| ≤
2(m− 1)
1
2
m(m− 1) ≤
4
m
The bound on the global sensitivity ∆ of our scores enables us to apply the Laplace mech-
anism [59] to produce (2, 0)-differentially private scores: pX→Y , pY→X . Specifically, we add
Laplace noise Lap(0,∆/) to our Spearman’s ρ and Kendall’s τ scores to preserve privacy
w.r.t. the test set. Moreover, as a general property of differential privacy we can compute
96
any functions on these private scores and, so long as they do not touch the data, the out-
puts of these functions are also private. This means that we can compute the inequality
pX→Y <pY→X to decide if X causes Y or vice-versa privately.
An important consideration is to what degree the addition of noise affects the true decision:
sX→Y <sY→X . Importantly, we can prove that, in certain cases, the addition of Laplace noise
required by the mechanism is small enough to not change the direction of causal inference.
These are cases in which there is a large ‘margin’ between the scores sX→Y and sY→X . So
long as this margin is large enough and in the correct order the addition of Laplace noise
has no effect on the inference with high probability.
Theorem 3. Given two random variables X, Y who have w.l.o.g. the causal relationship
X → Y , assume that they produce correctly-ordered scores: sX→Y < sY→X , with margin
γ = sY→X − sX→Y . Let pX→Y , pY→X be these scores after applying the Laplace mechanism
[59] with scale σ = ∆/ then the probability of correct inference with these private scores is,
P(pX→Y < pY→X) = 1− γ + 2σ
4σ
e−
γ
σ .
We leave the proof to the appendix. Note that the probability of incorrect inference decreases
nearly exponentially as the margin γ increases. This is a particularly nice property as the
margin essentially describes the confidence of the (non-private) causal inference prediction:
large γ corresponds to high confidence in the inference. Additionally, there is an exponential
decrease as m and  grow. In Section 4.1.9, we show on real-world causal inference data that
we can accurately recover the true causal direction for a variety  settings.
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HSIC Score
We begin by defining the empirical estimate of the HSIC score given kernels k, l:
ĤSICk,l(x
′, r′Y ) :=
1
(m− 1)2 trace(KHLH) (4.4)
where Kij = k(x
′
i, x
′
j), Lij = l(r
′
Y,i, rY,j) and Hij = δ{i=j}−1/m. We assume k, l are bounded
above by 1 (e.g., the squared exponential kernel, the Matern kernel [160]). Our goal is to
show that when we replace (x′,y′) with (x˜′, y˜′) the global sensitivity is small. Specifically
we prove the following theorem.
Theorem 4. The score in eq. (4.4) has a global sensitivity of at most 16m−8
(m−1)2 . Specifically,
|ĤSICk,l(x′, r′Y )− ĤSICk,l(x˜′, r˜′Y )| ≤
16m− 8
(m− 1)2
Proof. For simplicity defineH(·, ·) := ĤSICk,l(·, ·). Note that, as the trace is cyclic: trace(KHLH) =
trace(HKHL). Further, let K˜, L˜ be the kernels defined on the modified data (x˜′, y˜′). Then
as the data is represented purely through the kernel matrices and the trace is Lipschitz w.r.t.
these matrices, we can apply the triangle inequality to yield,
|H(x′, r′Y )−H(x˜′, r˜′Y )| ≤
‖HLH‖∞‖K − K˜‖1
(m− 1)2 +
‖HKH‖∞‖L− L˜‖1
(m− 1)2
To bound the infinity norms, let L = HLH, then
|Lij| =
∣∣∣∣∣Lij −
∑m
a=1 Laj
m
−
∑m
b=1 Lib
m
+
∑m
a,b=1 Lab
m2
∣∣∣∣∣
≤ 4
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as Lij ≤ 1 (this inequality also holds for HKH). Finally, note that as there is only a single-
element difference between (x′, r′Y ) and (x˜
′, r˜′Y ), we have that ‖K − K˜‖1 ≤ 2m− 1 (and also
for L, L˜).
In fact, we can improve this bound to 12m−11
(m−1)2 using trace identities, as described in the
appendix. Given this global sensitivity bound we can use Theorem 3 to guarantee that
under certain conditions the Laplace mechanism w.h.p. does not change the direction of
causal influence.
IQR Score
Unfortunately the IQR does not have a bounded global sensitivity, as there exist datasets
for which the IQR can change by an unbounded amount. Instead, [58] offer an efficient
technique to privately release the IQR. We give a slightly modified version of their approach
in Algorithm 4.
Algorithm 4 IQR Propose-Test-Release [58]
1: Input: data X = {x(1), . . . , x(m)}, privacy , δ > 0
2: k = blog IQR(X)c
3: B1 = [e
k, ek+1)
4: B2 = [e
k−0.5, ek+0.5)
5: for j = 1,2 do
6: Aj := number of data-points to modify to move IQR(X) out of interval Bj
7: Rj = Aj + z, where z ∼ Lap(0, 1 )
8: if Rj > 1 + log(1/δ) then
9: return log IQR(X) + z, where z ∼ Lap(0, 1

)
10: end if
11: end for
12: return ⊥
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∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
z1+z2−z3
p(z1 | a, s)p(z2 | b, s)p(z3 | c, s)p(z4 | d, s)dz4dz3dz2dz1 (4.5)
First the algorithm defines two intervals B1 and B2 which both contain IQR(X). If the IQR
were to be pushed out of both of these intervals it would imply that the IQR changed by a
factor of e. Therefore we loop over both intervals and calculate the number of points Aj that
an adversary would need to change to push the IQR out of B1 or B2. Note that Aj is itself
a data-sensitive query and so, to preserve privacy of this query, we can add Laplace noise to
it. Then, if one of these noisy estimates Rj = Aj + z, where z ∼ Lap(0, 1/) is larger than
some threshold, it implies that with high probability (exactly 1 − δ), that the IQR(X) has
multiplicative sensitivity of at most e, for the specific dataset X. Note that this is precisely
the local sensitivity as defined in Section 4.1.2, as it is specific to X. This means that we
can add Laplace noise z to log IQR(X). If neither of the Rj are above the threshold then
the algorithm returns null: ⊥. This algorithm was shown to be (3, δ)-differentially private.
In our case we would like to release four private IQR scores. Note that we must look at
x′ three separate times: for IQR(x′), IQR(r′Y ), and IQR(r
′
X) (and three times as well for
y′). Therefore for both x′ and y′ we are composing three differentially private outputs.
Under simple composition this would lead to (9, 3δ) differential privacy for both x′ and y′.
However, we can make use of Corollary 3.21 in [60] to give (′, 3δ+δ′)-differential privacy, for
0 < ′ < 1 and δ′ > 0, over three repeated mechanisms by ensuring each private mechanism
is (3, δ)-private, where 3 = ′/(2
√
6 log(1/δ′)).
The remaining question is whether this noise addition causes one to infer the incorrect causal
direction. Again, as long as there is a significant margin between the scores, we can preserve
the correct causal inference with high probability as follows.
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Theorem 5. Let Qx′ = log IQR(x
′), and similarly for Qy′ , Qr′X , Qr′Y , be the true log-IQR
scores. As well let Px′ , Py′ , Pr′X , Pr′Y be the private versions, multiplied by e
z noise where
z ∼ Lap(0, 1/). The the following results hold:
1. [58] If the number of data-points needed to significantly change the IQR, Aj, is less
than e then, the probability that any one of the private IQR P∗ is released is small:
P
[
P∗ 6=⊥ |A1 or A2 ≤ e
]
≤ 3δ
2
.
2. If all private log-IQR scores are released, and the relationship between the true scores
holds Qx′ + Qr′Y < Qy′ + Qr′X (which implies X → Y ), then the probability that we
make the correct causal inference from the private scores is large,
P[Px′ + Pr′Y < Py′ + Pr′X ] =
1− e
−γ
σ
96σ3
(
48σ3 + 33σ2γ + 9σγ2 + γ3
)
where γ = Qy′ +Qr′X −Qx′ +Qr′Y , and σ = 1/.
Proof. Given a set of Laplace random variables: z1 ∼ Lap(a, s), z2 ∼ Lap(b, s), z3 ∼
Lap(c, s), z4 ∼ Lap(d, s), where a, b, c, d are the means of the Laplace random variables
and s are the identical scale parameters. Furthermore, given that a + b < c + d, we would
like to compute the probability that z1+z2 < z3+z4. Let p(x | µ, σ) be the pdf of the Laplace
distribution Lap(µ, σ). Computing the above probability requires evaluating the expression
in eq. (4.5). Similar to the above proof, we can compute this integral by enumerating all of
the possible cases, which gives the stated result.
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The first result says that the probability that we release an IQR score just because too much
noise was added to Aj is small. The second result says that with high probability we recover
the true causal direction, depending on the size of the dataset.
4.1.8 Training Set Privacy
Let (x,y) be the initial training data and (x˜, y˜) be the training data after a change in the
dataset. Note that x and x˜ differ in at most one element (similarly for y and y˜). The
length of both training datasets is n. From Algorithm 3, the only way the training set can
affect the dependency scores sX→Y , sY→X is through the regression functions fˆ , gˆ, used to
compute test set residuals r′Y , r
′
X . We use the kernel ridge regression method and so the
functions fˆ (and gˆ) can be written in the form: fˆ(w, x) = w>φ(x), where φ(x) is a (possibly
infinite) feature space mapping to the Hilbert space corresponding to the kernel function
used. Similar to other work on private regression [189] we assume that |x|, |y| ≤ 1. The
ridge regression algorithm can now be written as:
w = argmin
w∈H
λ
2
‖w‖2H +
1
n
n∑
i=1
(w>φ(x(i))− y(i))2, (4.6)
where H is the corresponding Hilbert space. Practically speaking, even though w may
be infinite-dimensional, because it always appears in an inner product with the feature
mapping φ(x) we can utilize the ‘kernel trick’: k(x(i), x(j)) = φ(x(i))>φ(x(j)) to avoid having
to represent w explicitly.
Let fˆ(w∗, ·) and fˆ(w˜∗, ·) be the classifiers resulting from the optimization problem in eq. (4.6)
when trained on (x,y) and (x˜, y˜), respectively (and similarly for gˆ). We show that the
residuals in Algorithm 3 are bounded.
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Theorem 6. Given that the classifiers fˆ(w∗, ·), fˆ(w˜∗, ·) are the result of the optimization
problem in eq. (4.6), the residuals of these functions r′Y , r˜
′
Y are bounded as,
|r(i)Y
′ − r˜(i)Y | ≤
8
nλ3/2
(4.7)
for all i, where r
(i)
Y
′
, r˜
(i)
Y are the ith elements of r
′
Y , r˜
′
Y and m is the size of the test set.
See the appendix for the proof. This bound holds equally for r′X , r˜
′
X . The proof of the
above is inspired by the work of [173] and [103]. We place the proof in the appendix for
the interested reader. As far as we are aware this is the tightest bound for the optimization
problem in eq. (4.6), with a non-Lipschitz loss. In the following, we use this bound to
preserve training set privacy for the dependence scores considered in the previous section.
Rank Correlation Coefficients
Note that the bound in Theorem 6 directly implies that the ranking dependence scores have
global sensitivity 1 (equal to the size of their ranges). To see this note that we can consider
an adversarial situation in which the rank of every element of the residual r′Y changes when
the training set is altered in one element (as all the residual elements may change). This
means that the Laplace mechanism cannot guarantee useful privacy.
Instead, note that both ranking scores may still have reasonably bounded local sensitivity.
Specifically, if we consider the list of sorted residuals, it may be that there are large gaps
between neighboring residuals. If this is the case then changing the training set by one point
may not change the residual rankings. Thus, the ranking scores are in some sense stable to
changes in the training set (for certain sets).
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Definition 10. We call a function f k-stable on dataset D if modifying any k elements
in D does not change the value of f . Specifically, f(D) = f(D∗) for all D∗ such that D can
be transformed into D∗ with a minimum of k element substitutions. We say f is unstable
on D if it is not even 1-stable on D. The distance to instability of a dataset D w.r.t. a
function f is the number of elements that must be changed to reach an unstable dataset.
With these definitions, we will use a modification of the Propose-Test-Release framework
that makes use of this stability as described in Algorithm 13 in [60].
Theorem 7. [60] Algorithm 13 [60] is (, δ)-differentially private. Further, for all β > 0
if s(x′, r′Y ) is
log(1/δ)+log(1/β)

-stable on r′Y , then Algorithm 13 releases s(x
′, r′Y ) w.p. at least
1− β.
A lower bound on the distance to instability d is easily given by noting that s(x′, r′Y ) always
outputs the same result as long as none of the ranks of r′Y change. Let γ be the smallest
absolute distance between any two ranks. Then a lower bound on d is, d > bnγλ3/2/16c.
This is the largest number of training points that may change so that the closest ranks
moving towards each other do not overlap (given that they change by at most the amount
in eq. 4.7). This lower-bound is sufficient to use Algorithm 13 [60] to privatize the ranking
dependence scores.
HSIC Score
Theorem 8. For m ≥ 2, with kernels k, l ≤ 1 where l is Ll-Lipschitz, the HSIC score has a
training set sensitivity as follows,
∣∣∣ĤSICk,l(x′, r′Y )− ĤSICk,l(x′, r˜′Y )∣∣∣ ≤ R32Ll√mn
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Figure 4.3: Probability of correctly identifying the causal direction on datasets selected
from the Cause-Effect Pairs Challenge [86]. Datasets for which the scores perform well were
selected in order to isolate the effect of privatization on the scores.
where R = 8
λ3/2
.
The proof follows directly from Theorem 6 and Lemma 16 in [142]. Thus, the Laplace
mechanism gives us (, 0)-differential privacy and Theorem 3 gives us our utility guarantee.
IQR Score
Similar to the test set privacy section we will use propose-test-release to give a useful, private
IQR score. In fact, we will use the IQR algorithm almost identically, except that we will
define Aj as the number of training points required to move the IQR out of an interval.
Note that a lower bound on Aj is simply the number of points required to move every input
less than the median to the left and every input larger than the median to the right (or the
reverse of these), using the bound on r in eq. (4.7). The aforementioned privacy and utility
results of the IQR propose-test-release framework apply here. The only difference is we just
need to add noise to the IQR scores computed on the residuals, which implies (6, 2δ)-privacy
and that the results of Theorem 5 can be tightened.
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Figure 4.4: Training set privacy for the HSIC score. The three left-most plots show how λ
affects the probability of correctly inferring the causal direction, while the right-most plot
depicts this probability when the best λ is selected over a  ∈ [0.1, 10]. See text for more
details.
Table 4.2: The non-private accuracies of the ANM model on a subset of the Cause-Effect
Pairs Challenge [86], as well as the probability of correct causal inference after privatization.
dataset ids 4031 597 2209 2967 161 2132 1656 901 3484 1627
size 7713 7748 7766 7771 7782 7784 7803 7820 7853 7862
 =∞ (non-private accuracies)
Spearman’s ρ 0.50± 0.53 0.00± 0.00 0.00± 0.00 0.70± 0.48 0.90± 0.32 1.00± 0.00 0.00± 0.00 0.30± 0.48 0.00± 0.00 1.00± 0.00
Kendall’s τ 0.50± 0.53 0.00± 0.00 0.00± 0.00 0.70± 0.48 0.80± 0.42 1.00± 0.00 0.00± 0.00 0.80± 0.42 0.00± 0.00 1.00± 0.00
HSIC [84] 1.00± 0.00 0.00± 0.00 1.00± 0.00 1.00± 0.00 0.70± 0.48 0.60± 0.52 1.00± 0.00 0.40± 0.52 1.00± 0.00 0.10± 0.32
IQR [28] 0.50± 0.53 0.00± 0.00 0.10± 0.32 1.00± 0.00 1.00± 0.00 1.00± 0.00 0.00± 0.00 0.90± 0.32 0.00± 0.00 1.00± 0.00
 = 0.1
Spearman’s ρ 0.56± 0.45 0.03± 0.00 0.20± 0.02 0.57± 0.10 0.61± 0.06 0.92± 0.02 0.40± 0.06 0.34± 0.21 0.01± 0.00 0.82± 0.02
Kendall’s τ 0.54± 0.48 0.00± 0.00 0.00± 0.00 0.69± 0.38 0.78± 0.24 1.00± 0.00 0.12± 0.09 0.76± 0.41 0.00± 0.00 1.00± 0.00
HSIC [84] 0.68± 0.17 0.49± 0.00 0.60± 0.01 0.50± 0.00 0.50± 0.01 0.50± 0.00 0.52± 0.00 0.43± 0.06 0.66± 0.03 0.50± 0.00
IQR [28] 0.50± 0.00 0.50± 0.00 0.50± 0.00 0.50± 0.00 0.51± 0.00 0.50± 0.00 0.50± 0.00 0.50± 0.00 0.50± 0.00 0.50± 0.00
 = 1
Spearman’s ρ 0.50± 0.53 0.00± 0.00 0.00± 0.00 0.69± 0.43 0.91± 0.17 1.00± 0.00 0.06± 0.07 0.30± 0.41 0.00± 0.00 1.00± 0.00
Kendall’s τ 0.50± 0.53 0.00± 0.00 0.00± 0.00 0.70± 0.48 0.81± 0.40 1.00± 0.00 0.00± 0.00 0.80± 0.42 0.00± 0.00 1.00± 0.00
HSIC [84] 0.85± 0.16 0.39± 0.03 0.98± 0.00 0.52± 0.01 0.55± 0.06 0.50± 0.01 0.66± 0.02 0.21± 0.25 1.00± 0.01 0.49± 0.01
IQR [28] 0.54± 0.04 0.48± 0.00 0.49± 0.00 0.52± 0.00 0.58± 0.01 0.51± 0.01 0.48± 0.00 0.50± 0.00 0.47± 0.01 0.51± 0.00
 = 2
Spearman’s ρ 0.50± 0.53 0.00± 0.00 0.00± 0.00 0.69± 0.47 0.93± 0.17 1.00± 0.00 0.01± 0.02 0.31± 0.45 0.00± 0.00 1.00± 0.00
Kendall’s τ 0.50± 0.53 0.00± 0.00 0.00± 0.00 0.70± 0.48 0.80± 0.42 1.00± 0.00 0.00± 0.00 0.80± 0.42 0.00± 0.00 1.00± 0.00
HSIC [84] 0.92± 0.09 0.29± 0.04 1.00± 0.00 0.55± 0.01 0.59± 0.11 0.51± 0.01 0.78± 0.02 0.20± 0.26 1.00± 0.00 0.48± 0.02
IQR [28] 0.58± 0.09 0.46± 0.01 0.49± 0.01 0.54± 0.01 0.65± 0.02 0.52± 0.02 0.47± 0.01 0.51± 0.01 0.45± 0.01 0.52± 0.01
4.1.9 Experimental Results
We test our methods for private release of causal inference statistics on a small subsets from
the Cause-Effect Pairs Competition collection [86]. Specifically, we randomly select 10 of the
largest 25 datasets that have a causal direction either X → Y or Y → X. We average over
10 random 50/50 train/test splits of the data. Table 4.2 shows the non-private accuracy of
the four dependence scores over these datasets. We show the probability of correct causal
inference changes as these scores are made private w.r.t. the test set. Note that these scores
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are often complementary, with the ranking-based scores performing well on datasets in which
HSIC does worse, and vice-versa.
Figure 4.3 shows the effect of privatization of the test set on the dependence scores. Note
that, for low  (increased privacy), the probability of correct influence is lower as the amount
of noise required blurs the true dependence scores. However, as  increases, so does this
probability, in some cases drastically. For the IQR score, recall that there is a probability
that the algorithm returns null: ⊥, if Rj is less than a threshold controlled by δ. We
investigated this probability, by varying δ ∈ [10−5, 10−2] and sampling 10, 000 points from
the appropriate Laplace distribution. We found that, for the IQR dataset in figure 4.3 every
sample did not move Rj below the null threshold. Therefore, the probability of null is
essentially 0.
The three left-most plots in Figure 4.4 demonstrate how λ, which has a large effect on the
training set sensitivity (as described in eq. 4.7) affects the probability of correct inference.
We perform this experiment for different settings of , and each one produces a distinctive
‘hump’ shape. This is because for small λ the sensitivity bound (4.7) is too large to produce
meaningful causal inference. Similarly, for large λ the kernelized regression algorithm (4.6)
is overly-regularized, which produces a poor regressor and poor dependence scores. Only
when λ is within a certain range do we balance the size of the sensitivity bound with the size
of the regularization. This range grows larger as  increases as the privacy setting becomes
less strict (requiring less noise). The right-most plot shows the correct inference probability
using the best λ for a range of  ∈ [0.1, 10]. With proper selection of λ we can achieve
high-quality causal inference that maintains privacy w.r.t. the training set.
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4.2 Related Work
Discovering the causal nature between random events has captivated researchers and philoso-
phers long before the formal developments of statistics. This interest was formalized by [162]
who argued that all statistical correlations in data arise from underlying causal structures
between the concerned random variables. For example, the correlation between smoking and
lung cancer was found to arise from a direct causal link [67].
4.2.1 Bivariate Causal Inference
One of the most popular causal inference alternatives to conditional independence testing is
the Additive Noise Model (ANM) approach developed by [99] and used in many recent works
[216, 143, 117, 28]. ANMs, originally designed for inferring whether X → Y or Y → X and
later extended to large numbers of random variables, work under the assumption that the
effect is a non-linear function of the cause plus independent noise. ANMs are one of many
proposed causal inference methods in recent literature [104, 74, 132, 171]
4.2.2 Classical Methods
Work by [183, 153] shows how to determine if X → Y when these variables are a part of a
larger ‘causal network’, via conditional independence testing. One downside to conditional
independence based approaches is that inherently they cannot distinguish between Markov-
equivalent graphs. Thus it may be possible that a certain set of conditional independences
imply both X → Y and Y → X. Furthermore, if X and Y are the only variables in the
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causal network there is no conditional independence test to determine whether X → Y or
Y → X.
4.3 Conclusion
We have presented, to the best of our knowledge, the first work towards differentially pri-
vate causal inference. There are numerous directions of future work including privatizing
other causal inference frameworks (e.g. IGCI [104]), analyzing the ANM algorithm with-
out train/test splits, as well as other dependence scores. As there is significant overlap in
the applications of causal inference and private learning we believe this work constitutes an
important step towards making causal inference practical.
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Chapter 5
Discussion and Future Directions
The goal of this thesis was to directly address three roadblocks that frequently prevent
state-of-the-art machine learning models from being used in real-world application settings.
The first is the time required to evaluate a machine learning model, or its time-cost. In
chapter 2 we introduced this problem in the context of web-search ranking: a user will likely
be more dissatisfied by a ranking algorithm that is slightly more accurate and requires 10
seconds to evaluate, than a worse ranking that evaluates in 0.01 seconds. We formulated
this accuracy/time trade-off as a constrained set function optimization problem. We noted
that this optimization problem is approximately submodular, which allows us to obtain
near-optimal solutions to the NP-hard optimization problem via a simple greedy procedure.
Recursively solving these problems within a classifier tree allows us to refine the features we
select to rank each web-page, instead of simply selecting the same set of features for all in-
puts. We demonstrated that this matches, and often outperforms, a much more complicated
technique that requires clever initialization and an arduous alternating block coordinate de-
scent procedure to optimize [211]. In the future, we would like to design algorithms for more
complicated cost functions (for example, it may be that ‘purchasing’ a set of features ‘in
bulk’ may be cheaper than paying for them individually).
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The second practical roadblock for machine learning models is any requirement on the model
size, or space. If we want to run models on any sort of low-memory computing device (smart
phones, watches, tablets, virtual reality devices, etc.) we need to design algorithms that can
flexibly construct models of various sizes, to fit the memory budget at hand. In chapter 3 we
took a close look at the prolific, yet memory-intensive k-nearest neighbor classifier [43], which
requires that we store the entire training set for classification. We designed a continuous
relaxation to the 1-nearest neighbor rule using the stochastic neighborhood [96]. Directly
minimizing this surrogate for nearest neighbor classification error allowed our method to
achieve the same generalization error as the full training dataset with a small fraction of
the data points (in some cases as low as 4% of the full dataset). Important future work
would be theoretical results that provide guarantees about trade-offs between compression
and generalization accuracy of the approach.
The third fact that prevents machine learning from weighing in on practical problems is data
privacy. One huge field that stands to benefit from machine learning techniques is health
care. Unfortunately, obtaining patient data is notoriously difficult due to its extremely sen-
sitive nature. Indeed most countries require an arduous review process for gathering and/or
collecting health records (e.g., as dictated by Health Insurance Portability and Accountabil-
ity Act in the United States [6]). In chapter 4 we addressed the problem of determining
the causal relationship between two random variables of interest while maintaining data pri-
vacy. We showed how privatizing a recently popular framework for causal inference called
the additive noise model (ANM) [99] leads to inferences that with high probability match
the non-private causal inferences. To the best of our knowledge there is no prior work that
considers how to perform causal inference on sensitive data while protecting data privacy.
There is much space for future research. An important next step is to consider privatizing
multivariate causal inference methods such as those described by [183] and [153].
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Machine learning has recently begun to address the gap between research and practice,
alongside the work in this thesis. There has been an exciting amount of work on resource-
efficient or budgeted or cost-sensitive learning in the last few years. This includes work in
supervised learning [125, 93, 35, 213, 212, 204], structured prediction [209, 22], Bayesian
optimization [182, 72], and bandit algorithms [88], among others. There are however many
necessary avenues for future research. (1) In nearly all of the prior work, we assume that
costs are known ahead of time; that they can be estimated from a training set. There are
many possible scenarios in which the costs may vary wildly such that a training estimate
may only provide a rough guess of the true cost at test time. One example is the cost of
a medical procedure: while simple, routine examinations have clearly-standardized costs,
more complicated procedures such as a coronary artery bypass surgery can vary in cost
due to many factors. First, the location of the operation itself can change depending on
the person. Second, the time to complete the operation can change. Third, where the
operation takes place (e.g., at a new medical facility versus an older medical facility) affects
the cost as well. Future algorithms need to carefully consider how to address these types of
fluctuating costs. (2) Significant effort needs to be put towards obtaining real-world resource-
efficient benchmark datasets (e.g., the equivalent of MNIST for object recognition). In
general, there are two primary resource-efficient datasets that have been used multiple times:
the Yahoo Learning to Rank datasets, originally from [35], and the Scene 15 recognition
dataset, originally described with feature costs in [213]. The majority of follow-up work in
supervised learning has used either of these datasets [211, 146] or used UCI datasets [129] and
consider cost as simply the number of used features, or have random costs [93, 211, 203, 146].
Because these datasets are somewhat specialized (one is web-search ranking and the other
is scene recognition), have multiple versions (there are at least two different versions of the
Yahoo dataset: binary vs. non-binary) and some are not even truly cost-sensitive, it makes
it difficult to compare different algorithms. The remaining work that does not use these
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datasets uses specialized datasets that are either not public or have non-public costs, which
also makes comparison difficult. For the field to flourish (in a similar way that deep learning
has flourished using MNIST, CIFAR, and ImageNet datasets), there should be an effort to
construct standard benchmark datasets, as well as evaluation metrics for comparing different
resource-efficient algorithms.
Techniques to shrink the size of machine learning models have also recently received much at-
tention. In 2006, Bucilu et al., were the first to consider model compression; they compressed
large ensembles of machine learning classifiers by training small neural networks to match
their performance [27]. Nearly 10 years later Ba & Caruana [9] were also able to compress
deep neural networks to small ones. Inspired by this work Hinton et al., developed ‘distilla-
tion’ in which the costly deep neural network’s predictions are properly smoothed to allow
the smaller compressed network to accurately learn the complex decision function of the large
network [97]. This work has inspired many follow-up deep learning papers including works
in compressing deep reinforcement learning models [167], hashed deep networks [36, 87], and
Bayesian posterior distillation [115], and even word embeddings [144]. There has also been
work towards compressing neural models using kernel tricks [214] and using binary-valued
weight vectors (as opposed to double-precision floating-point) [112, 161]. However, there
are still many unexplored areas in model shrinking. (1) In large part, most of the current
work is focused on compressing deep neural networks. While such models are popular, they
are in large part parametric models, and thus the number of parameters they learn is fixed.
Thus, as long as we can learn a model with few parameters that approximates a large model
(e.g, as is done in distillation [97]) we have successfully compressed the model. In contrast,
non-parametric models grow as the size of the training set grows, rendering these models
impossible for small devices. Research into how to compress such models is still sparse [10],
but necessary if machine learning is to be successfully used on small embedded devices. (2)
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Current models have mostly considered compressing models during training time so that
models fit during test time, when they are evaluated. However, models may need to be
retrained on devices and so it may be crucial to consider how to learn compressed datasets,
that can be modified and used for retraining as needed.
Differentially private machine learning models first began appearing around 2008, when
Chaudhuri et al. first derived methods for performing differentially private empirical risk
minimization [33] (the first version appeared in NIPS 2008). It was followed by work in
private robust statistics [58], private boosting [62], private online learning [102], private
principal components analysis [34, 63], private LASSO [180, 190], private Gaussian processes
[181], and private deep learning [176, 2]. At the same time there has been recent exciting
work in encrypted machine learning [152, 82, 210, 7, 56]. Despite the proliferation of private
machine learning techniques there are still fundamental problems that need solving. (1) In
differential privacy, there is always a hyperparameter that fixes the level of privacy  (and,
if applicable δ). For the Laplace mechanism [59], this controls the scale of Laplace noise
added to the quantity we wish to keep private. In theory, setting  gives practitioners a
flexible way to control how much private information is leaked to the public, regardless of
the tools or side-information any adversary has at his/her disposal. In practice, it is not
clear how to set this hyperparameter to ensure that data is kept ‘sufficiently private’. One
recent work considers setting  by introducing two other hyperparameters which describes
(a) the probability that the true parameter lies (b) within an interval [145]. Upon choosing
these parameters,  can be automatically decided. In general, differential privacy needs to
derive an intuitive way to set  for the task at hand. (2) For cryptographic methods, there is
a dire need for methods that are simultaneously private, require reasonable memory usage,
and are computationally efficient. Current machine learning methods use variants of fully
homomorphic encryption [76], which usually require memory many times larger than the
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dataset size and can take hours to perform simple operations. The recent promising work
of [56] achieved a surprising amount of parallelism, enabling practical classification of the
MNIST with deep networks. One of the drawbacks however was that most of the non-
linearities were replaced with quadratic approximations as multiplication depth is the most
costly part of the encryption process.
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Appendix A
Privacy Proofs of Chapter 4
Proof of Theorem 2, Chapter 4. Let x1 ∼ Lap(µ1, σ) and x2 ∼ Lap(µ2, σ) be two indepen-
dent Laplace random variables with µ1 < µ2, then the probability of failure is Pr(x1 > x2).
We would like to compute the probability of failure in closed form. We know that by in-
dependence, the joint probability is equal to the product of marginal probabilites. We also
know that the Laplace cdf. is
F (x;µ, σ) =

F1(x;µ, σ) =
1
2
exp(x−µ
σ
) if x ≤ µ
F2(x;µ, σ) = 1− 12 exp(−x−µσ ) if x > µ
where F1 and F2 are only defined on the specified domains. There are six mutually exclusive
and collective exhaustive ways for which a failure could happen:
1○µ1 < x2 < x1 < µ2
2○x2 < µ1 < µ2 < x1
3○µ1 < x2 < µ2 < x1
4○x2 < µ1 < x1 < µ2
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5○µ1 < µ2 < x2 < x1
6○x2 < x1 < µ1 < µ2
By symmetry of the Laplace distribtuion, we know that Pr( 3○) = Pr( 4○) and Pr( 5○) =
Pr( 6○). Thus we only need to calculate Pr( 1○),Pr( 2○),Pr( 3○), and Pr( 5○).
Pr( 1○) =
∫ µ2
µ1
∫ µ2
x2
p(x1)p(x2)dx1dx2 =
∫ µ2
µ1
[F2(µ2;µ1, σ)− F2(x2;µ1, σ)]p(x2)dx2
Now consider the quantity being integrated, which is equal to
−1
2
exp(−µ2 − µ1
σ
)p(x2) +
1
2
exp(−x2 − µ1
σ
)p(x2)︸ ︷︷ ︸
?
The right-hand term is,
? =
1
2
exp(−x2 − µ1
σ
)
1
2σ
exp(−µ2 − x2
σ
) =
1
4σ
exp(−µ2 − µ1
σ
)
since x2 < µ2. So we have that,
Pr( 1○) =
µ2 − µ1
4σ
exp(−µ2 − µ1
σ
)− 1
2
exp(−µ2 − µ1
σ
)
∫ µ2
µ1
p(x2)
=
µ2 − µ1
4σ
exp(−µ2 − µ1
σ
)− 1
2
exp(−µ2 − µ1
σ
)[
1
2
− F1(µ1;µ2, σ)]
Next, we have that
Pr( 2○) = Pr(x1 > µ2) Pr(x2 < µ1)
= (1− F2(µ2;µ1, σ))F1(µ1;µ2, σ)
=
1
2
exp(−µ2 − µ1
σ
)F1(µ1;µ2, σ)
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And similarly,
Pr( 3○) = Pr(x1 > µ2) Pr(µ1 < x2 < µ2)
= (1− F2(µ2;µ1, σ))[1
2
− F1(µ1;µ2, σ)]
=
1
2
exp(−µ2 − µ1
σ
)[
1
2
− F1(µ1;µ2, σ)]
and as stated, Pr( 4○) is the same. Moving on,
Pr( 5○) =
∫ ∞
µ2
∫ ∞
x2
p(x1)p(x2)dx1dx2
=
∫ ∞
µ2
[1− F2(x2;µ1, σ)]p(x2)dx2
=
∫ ∞
µ2
1
2
exp(−x2 − µ1
σ
)
1
2σ
exp(−x2 − µ2
σ
)dx2
=
1
4
∫ ∞
µ2
1
2(σ/2)
exp(−x2 − (µ1 + µ2)/2
σ/2
)dx2
=
1
4
(1− F2(µ2;µ′, σ′))
=
1
8
exp(−µ2 − (µ1 + µ2)/2
σ/2
) =
1
8
exp(−µ2 − µ1
σ
)
and as stated, Pr( 6○) is the same. So lastly,
Pr(x1 > x2) = 2 Pr( 5○) + 2 Pr( 3○) + Pr( 2○) + Pr( 1○) =
µ2 − µ1 + 2σ
4σ
exp(−µ2 − µ1
σ
)
This completes the derivation.
Proof of Tighter HSIC bound (Theorem 3), Chapter 4. For simpler notation, let D be the
original dataset and D′ be the dataset with one column modified. We subscript HSIC with
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l and k implicitly. This is the quantity of interest
| ˆHSIC(D)− ˆHSIC(D′)| = 1
(N − 1)2 |tr(K
′HL′H)− tr(KHLH)|
Pulling out the constant, we have
(N − 1)2| ˆHSIC(D)− ˆHSIC(D′)|
= |tr(K ′HL′H)− tr(KHLH)|
= |tr((K ′HL′ −KHL)H)| linearity of trace
= |tr(H(K ′HL′ −KHL))| cyclicity of trace
Let 1 be the square matrix of ones(N). We know that since H = I − 1
N
1 by definition,
H(K ′HL′ −KHL) = (K ′HL′ −KHL)− 1
N
1(K ′HL′ −KHL)
so we have that
(N − 1)2| ˆHSIC(D)− ˆHSIC(D′)| = |tr(K ′HL′ −KHL)− 1
N
tr(1(K ′HL′ −KHL))|
(A.1)
Next, we need three identities. Let sum(A) =
∑
i,j Aij, then
Identity 1: tr(1A) = sum(A)
Identity 2: tr(1A1B) = sum(A)sum(B)
Identity 3: sum(AB) = sum(BA)
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Where Identity 3 holds only for symmetric matrices. Identity 3 is obvious since AB = (BA)T
and sum(C) = sum(CT ), while the first two can be proven by expanding out the matrices
and using the row-column rule, or just trying random matrices on MATLAB until you believe
that it works. I did both, they are sure to be correct.
And again from the definition of H, we know that
KHL = K(L− 1
N
1L) = KL− 1
N
K1L
so
K ′HL′ −KHL = (K ′L′ − 1
N
K ′1L′)− (KL− 1
N
K1L)
Now we continue our derivation of eq. (A.1)
(N − 1)2| ˆHSIC(D)− ˆHSIC(D′)| = |tr(K ′HL′ −KHL)︸ ︷︷ ︸
?
− 1
N
sum(K ′HL′ −KHL)|︸ ︷︷ ︸

We can rewrite each term ? and  using our traces identities as follows,
? = [tr(K ′L′)− 1
N
sum(L′K ′)]− [tr(KL)− 1
N
sum(LK)]
 = 1
N
[sum(K ′L′ − 1
N
K ′1L′)− sum(KL− 1
N
K1L)]
=
1
N
[sum(K ′L′)− 1
N
sum(K ′1L′)]
− 1
N
[sum(KL)− 1
N
sum(K1L)]
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By identity 3, we see that the sum(KL) and sum(LK) as well as the sum(K ′L′) and
sum(L′K ′) terms in ? and  are identical. Thus we are left with
(N − 1)2| ˆHSIC(D)− ˆHSIC(D′)| = ?− 
= |[tr(K ′L′)− tr(KL)]
− 2
N
[sum(K ′L′)− sum(KL)]
+
1
N
[
1
N
sum(K ′1L′)− 1
N
sum(K1L)]|
= |[sum(K ′. ∗ L′)− sum(K. ∗ L)]
− 2
N
[sum(K ′L′)− sum(KL)]
+
1
N2
[sum(K ′)sum(L′)− sum(K)sum(L)]| (A.2)
where the last line comes from applying Identity 1 backwards so we have, for example,
tr(1K1L), then applying Identity 2. We use MATLAB© notation .∗ for the element-wise
product of two matrices.
We bound eq. (A.2) by the triangle inequality,
(N − 1)2| ˆHSIC(D)− ˆHSIC(D′)|
≤ |sum(K ′. ∗ L′)− sum(K. ∗ L)| 1○
+
2
N
|sum(K ′L′)− sum(KL)| 2○
+
1
N2
|sum(K ′)sum(L′)− sum(K)sum(L)| 3○
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(N − 1)2| ˆHSIC(D)− ˆHSIC(D′)|
≤ [ 1○ + 2○ + 3○] ≤ max
K,K′,L,L′
1○ + max
K,K′,L,L′
2○ + max
K,K′,L,L′
3○
Recall that the kernels k and l are bounded by 1. And that the kernel pairs K,K ′ and L,L′
differ in at most one row and column. Thus, for 1○, it is clear that the maximum occurs
when a row and column c (no matter what c is) is changed from all 0 to 1 in both L and K,
so max
K,K′,L,L′
1○ = 2N − 1
For 3○, the maximum occurs at exactly same the point as 1○, and the value achieved is
1
N2
[N4 − (N2 − 2N + 1)2] ≤ 4N − 5
for N > 3. For 2○, applying the row-column rule and reasoning on small matrices inductively
suggest that the maximum is also achieved when we change one row and column of L and
K from all 0 to 1, and is thus
2
N
[N2 + (N − 1)(2N − 1)] ≤ 6N − 5
for N ≥ 2. As the argmax of all three terms coincide, we have that
max
C
[ 1○ + 2○ + 3○] = max
C
1○ + max
C
2○ + max
C
3○
Therefore, we have derived that for all practical purposes, the overall bound is 12N−11
N2−1 .
Proof of Theorem 5, Chapter 4.
|r(i)Y
′ − r˜(i)Y | =
∣∣w>φ(X)− w˜>φ(X)∣∣ ≤ ‖w − w˜‖H‖φ(X)‖H ≤ ‖w − w˜‖H (A.3)
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In the above we used the fact that ‖φ(X)‖H =
√
K(x, x) ≤ 1. On the other hand note that
w is the minimizer of regularized objective on data set (x(1), y(1)), . . . , (x(n), y(n)) and w˜ is the
minimizer on set (x(1), y(1)), . . . , (x(n−1), y(n−1)), (x(n)
′
, y(n)
′
) (we assume the last coordinate
is the one that is changes w.l.o.g.). By strong convexity of the regularized objective we have,
λ
2
‖w − w˜‖2 ≤ λ
2
‖w˜‖2H +
1
n
n∑
i=1
(w˜>φ(x(i))− y(i))2 − λ
2
‖w‖2H −
1
n
n∑
i=1
(w>φ(x(i))− y(i))2
≤ λ
2
‖w˜‖2H +
1
n
n−1∑
i=1
(w˜>φ(x(i))− y(i))2 + (w˜>φ(x˜(n))− y˜(n))2
− λ
2
‖w‖2H −
1
n
n−1∑
i=1
(w>φ(x(i))− y(i))2 − (w>φ(x˜(n))− y˜(n))2
+
1
n
(w˜>φ(x(n))− y(n))2 − (w>φ(x(n))− y(n))2
− 1
n
(w˜>φ(x˜(n))− y˜(n))2 + (w>φ(x˜(n))− y˜(n))2
≤ 2
n
sup
x,y∈[−1,1]
(
(w˜>φ(x)− y)2 − (w>φ(x)− y)2
)
≤ 2
n
‖w˜ −w‖ × (‖w˜‖+ ‖w‖+ 2)
Now note that since 0 ∈ H we can conclude that,
‖w‖ ≤ 1√
λ
(The above is got by plugging in the 0 in the regularized objective which yields a value of
1 and since loss is non-negative, we can conclude that the norm of the minimizer of the
regularized objective is at most 1/
√
λ. Plugging this in yields:
‖w − w˜‖ ≤ 8
λ3/2n
Plugging this in Eq. A.3 yields the theorem.
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