En este trabajo se presenta un procedimiento enumerativo que identifica todos los cubrimientos maximales respecto del conjunto de cubrimientos implicados por una restricción de tipo mochila con variables 0-1. Las desigualdades inducidas por estos cubrimientos maximales no están dominadas por la desigualdad inducida por ningún otro cubrimiento implicado por la restricción de tipo mochila. Así pues, su identificación puede contribuir al reforzamiento de formulaciones de problemas de programación 0-1. Por otra parte, se presenta una mejora de un procedimiento de la literatura existente queúnicamente identifica ciertos cubrimientos maximales. Además, se muestran algunos resultados computacionales comparativos en los que ambos procedimientos se han aplicado a restricciones de tipo mochila generadas aleatoriamente.
s. muñoz
Introduction
Consider the 0-1 linear programming problem max { j∈J c j x j | j∈J a ij x j ≤ b i ∀i ∈ I, x j ∈ {0, 1} ∀j ∈ J},
where J = {1, . . . , n}, I = {1, . . . , m} and {c j } j∈J , {a ij } i∈I, j∈J , {b i } i∈I are real numbers.
The LP relaxation of (P ) is the same problem (P ) where each variable x j is allowed to take any value in the interval [0, 1].
We say that two constraint systems Ax ≤ b and A x ≤ b are equivalent if {x ∈ {0, 1} n | Ax ≤ b} = {x ∈ {0, 1} n | A x ≤ b }. The system A x ≤ b is said to be as tight as the system Ax ≤ b if it is equivalent to Ax ≤ b and {x ∈ [0, 1] n | A x ≤ b } ⊆ {x ∈ [0, 1] n | Ax ≤ b}. The system A x ≤ b is said to be tighter than the system Ax ≤ b if it is equivalent to Ax ≤ b and {x ∈ [0, 1] n | A x ≤ b } ⊂ {x ∈ [0, 1] n | Ax ≤ b}.
An inequality n j=1
a j x j ≤ b is said to be valid for a set R ⊆ IR n if it is satisfied by any vector (x 1 , . . . , x n ) ∈ R.
The tighter a 0-1 model, the smaller could the gap be between the optimal values of the related 0-1 problem and its LP relaxation, and, probably, less computational effort could be required to solve the problem. Therefore, we are interested in finding tighter formulations for problem (P ). This can be done by using valid inequalities for its feasible region, e.g., inequalities induced by maximal covers from the set of covers implied by any constraint of (P ), see [2, 3, 5, 6, 8, 11] among others. This paper is organized as follows: Section 2 reviews classical types of covers and states some results concerning them. Section 3 presents an enumerative procedure for identifying all maximal covers from the set of covers implied by a knapsack constraint. Section 4 proves that the non-dominated extensions considered in [1] are maximal covers, and it presents an improvement on the procedure given in [1] for identifying them. Section 5 reports some computational results for the procedures proposed in Sections 3 and 4. Finally, Section 6 draws some conclusions from this work.
Covers. Basic concepts and results
In this section we review some types of covers given in the literature, see [1, 4, 8, 9 ] among many others. We also state some results concerning these types of covers; their proofs can be found in [4, 8] .
Given a set of variables {x 1 , . . . , x n } and a set F ⊆ {1, . . . , n}, we define X(F ) = j∈F x j .
Definition 1. A cover C is a set of indices of variables that induces the inequality
X(C + ) − X(C − ) ≤ k C − |C − |, where C + ∪ C − = C, C + ∩ C − = ∅ and k C is an in- teger such that 1 ≤ k C ≤ |C|.
Definition 2.
A trivial cover is a cover C such that k C = |C|.
Definition 3.
A cover C is said to be implied by the constraint
We consider knapsack constraints from problem (P ) of the form
where 0 < a j ≤ b ∀j ∈ J 0 , j∈J 0 a j > b and a j ≤ a j ∀j, j ∈ J 0 such that j < j . (Note that any non-redundant constraint of (P ) can be put in this form.) Given a non-empty set C ⊆ J 0 , let m l (C) denote the set of the l smallest indices of C, where l is an integer such that 1 ≤ l ≤ |C|.
Then C is implied by constraint (1) if and only if
Definition 5. Given a set of covers C, C ∈ C is a maximal cover from C if its induced inequality is not dominated by the inequality induced by C ∀C ∈ C such that
Proposition 2. Let C be a maximal cover from the set of covers implied by constraint (1) . Then C is a non-trivial cover, C ⊆ J 0 and its induced inequality is
Definition 6. A non-trivial cover C implied by constraint (1) with induced inequality
Proposition 3. If C is a minimal cover with respect to constraint (1) , then C ⊆ J 0 and k C = |C| − 1.
Given a non-empty set C ⊆ J 0 , we define γ(C) = min {j | j ∈ C} and γ(C) = max {j | j ∈ C}. s. muñoz (2) The inequality induced by C is dominated by the inequality X(E(C)) ≤ |C| − 1.
Theorem 1.
If C is a maximal cover from the set of covers implied by constraint (1) , then there exists a unique minimal cover with respect to constraint (1) , say C , such that
Theorem 2. Let C be a minimal cover with respect to constraint (1) and let X(E(C)) ≤ |C| − 1 be the inequality induced by E(C). Then E(C) is a maximal cover from the set of covers implied by constraint (1) if and only if one of the two following conditions is satisfied:
(1) E(C) ⊂ J 0 and
3 Identification of all maximal covers from the set of covers implied by a knapsack constraint
For simplicity, from now on it will be assumed that J 0 = {1, . . . , n 0 }.
Lemma 1 states that k and k are, respectively, a lower and an upper bound for the righthand-side of the inequality induced by any minimal cover with respect to constraint (1) . It can be shown that the lower bound k is always attainable and, under some assumptions, the upper bound k is attainable as well, see [8] .
Lemma 1. If C is a minimal cover with respect to constraint (1), then
k ≤ k C ≤ k and, equivalently, k + 1 ≤ |C| ≤ k + 1.
Proof. By Propositions 3 and 4 we have that k
Consequently, we must have
Given a cover C = {j 1 , . . . , j |C| }, from now on it will be assumed that j 1 < . . . < j |C| . 
C is said to be previous to C and C is said to be subsequent to C.
Definition 9. Let C and C be two covers such that C is previous to C . If there is not any cover subsequent to C and previous to C , C is said to be immediately previous to
C and C is said to be immediately subsequent to C.
Proof. It follows from the definition of A k C . Proof. Let C = {j 1 , . . . , j |C| } and C = {j 1 , . . . , j |C| }. Since C is a consecutive cover and C is a minimal cover with respect to constraint (1) subsequent to C, we have that
Definition 10. A consecutive cover is a cover
So, by Proposition 4, C is a minimal cover with respect to constraint (1) and, by claim (1) of Proposition 5, E(C) is a cover implied by (1) , and the inequality X(E(C)) ≤ |C| − 1 is induced by it. Now, by Proposition 2, the inequality induced by
is not a maximal cover from the set of covers implied by constraint (1) . Algorithm 1 identifies all maximal covers from the set of covers implied by constraint (1) by using an enumerative procedure based on Theorems 1 and 2, Lemmas 1 and 2, and Proposition 6. Algorithm 1.
Step
Step 2.
Step 3. If the cover C is not minimal with respect to constraint (1), go to Step 6.
Step 4. If E(C) ⊂ J 0 and
Step 5. Set h = h + 1 and C h = E(C).
Step 6. If C is a consecutive cover, go to Step 8.
Step 7. Let C be the cover immediately subsequent to C. Set C = C and go to Step 3.
Step 8. If k C < k, set k C = k C + 1 and go to Step 2. Otherwise, STOP (all maximal covers from the set of covers implied by constraint (1) have been identified).
Example 1. Consider the 0-1 knapsack constraint
Algorithm 1 proceeds as follows:
Step 5.
Step 5. h = 2, C 2 = {1, 2, 5}
Step 7. C = {1, 3, 5}
Step 5. h = 3, C 3 = {1, 3, 5}
Step 7. C = {1, 4, 5}
Step 7. C = {2, 3, 4}
Step 5. h = 4, C 4 = {2, 3, 4, 5} Accordingly, the maximal covers from the set of covers implied by constraint (2) are C 1 = {4, 5}, C 2 = {1, 2, 5}, C 3 = {1, 3, 5} and C 4 = {2, 3, 4, 5}, and their induced inequalities are:
Identification of maximal covers by using consecutive minimal covers and alternates
In this section we review the concept of alternate of a minimal cover as well as some results given in [1] , see also [7] . We prove that the non-dominated extensions considered in [1] are maximal covers from the set of covers implied by a knapsack constraint. We also present an improvement on the procedure proposed in [1] for identifying this type of maximal covers. This improvement consists in defining a set m(C) that allows us to obtain more maximal covers.
Definition 11. Let C be a minimal cover with respect to constraint (1). The alternate of C is the set α(C)
Given a minimal cover with respect to constraint (1), say C, we define m(C)={k∈ C| a k =a γ(C) }. 
Given a consecutive minimal cover C with respect to constraint (1) such that γ(C) > 1, we define C = {γ(C) − 1, . . . , γ(C) − 1}.
Theorem 3. Let C be a consecutive minimal cover with respect to constraint (1) and let X(E(C)) ≤ |C| − 1 be the inequality induced by E(C). Then E(C) is a maximal cover from the set of covers implied by constraint (1) if and only if one of the two following conditions is satisfied:
(1) γ(C) > 1 and
Proof. It follows from Theorem 2. (1) C is a consecutive minimal cover with respect to constraint (1) , and its induced inequality is X(C) ≤ |C| − 1.
Lemma 4. Let C be a consecutive minimal cover with respect to constraint (1) such that
γ(C) > 1. If j∈C a j ≤ b and γ(C) ∈ m(C), then α(C) = ∅.
(2) α(C) ∪ {γ(C)} ⊆ α(C). (3) If γ(C) ∈ m(C), then α(C) = α(C) ∪ {γ(C)}.

Proof. (1) It follows from Propositions 3 and 4. (2) Let
(3) By claim (2) above, it suffices to prove that α(C) ⊆ α(C) ∪ {γ(C)}.
Let l ∈ α(C). Then l ≤ γ(C). Now, if l < γ(C), we have that
a l + j∈C\{γ(C)} a j = a l + j∈C\{γ(C)} a j > b, hence l ∈ α(C).
Proposition 7. Let C be a consecutive minimal cover with respect to constraint (1), let l ∈ α(C), let k ∈ m(C) and let X((E(C) \ {k}) ∪ {l}) ≤ |C| − 1 be the inequality induced by (E(C) \ {k}) ∪ {l}. If j∈C a j > b and l ∈ α(C) ∪ {γ(C)}, then (E(C) \ {k}) ∪ {l} is a non-trivial cover implied by constraint (1), but it is not a maximal cover from the set of covers implied by constraint (1).
Proof. If k < γ(C), by claims (2) and (3) of Lemma 3 it follows that (E(C)\{k})∪{l} = E((C \{k})∪{l}) and it is a non-trivial cover implied by constraint (1). Now, since E((C \ {k}) ∪ {l}) ⊂ J 0 and
by Theorem 2 we have that (E(C) \ {k}) ∪ {l} is not a maximal cover from the set of covers implied by constraint (1) .
we can conclude that (E(C)\{k})∪{l} is a non-trivial cover implied by constraint (1). On the other hand, since E((C \ {k}) ∪ {l}) = E(C) ∪ {l}, by claim (2) of Lemma 3 it follows that E(C) ∪ {l} is a non-trivial cover implied by constraint (1), and the inequality X(E(C) ∪ {l}) ≤ |C| − 1 is induced by it. Now, it is obvious that (E(C) \ {k}) ∪ {l} ⊂ E(C) ∪ {l} and, consequently, the inequality X((E(C) \ {k}) ∪ {l}) ≤ |C| − 1 is dominated by X(E(C)
∪ {l}) ≤ |C| − 1. So, (E(C) \ {k}) ∪ {l} is not a maximal cover from the set of covers implied by constraint (1).
Theorem 4. Let C be a consecutive minimal cover with respect to constraint (1), let l ∈ α(C), let k ∈ m(C) and let X((E(C) \ {k}) ∪ {l}) ≤ |C| − 1 be the inequality induced by (E(C) \ {k}) ∪ {l}. Then (E(C) \ {k}) ∪ {l} is a maximal cover from the set of covers implied by constraint (1) if and only if one of the two following conditions is satisfied:
(1) 
Given a consecutive minimal cover with respect to constraint (1), say C, let E M (C) denote the set of maximal covers that are obtained by applying Theorems 3 and 4 to C, and let
Note. The inequality induced by any cover
Proposition 8. If C is a consecutive minimal cover with respect to constraint (1), then
E M (C)=      {E(C)} if γ(C)=1 {E(C)}∪{(E(C)\{k})∪{l}} l∈{α(C),...,α(C)}, k∈m(C) if γ(C) > 1 and α(C)=γ(C)−1 {(E(C)\{k})∪{l}} l∈{α(C),...,α(C)}, k∈m(C) if γ(C) > 1 and α(C) <γ(C)−1
Proof. It follows from the definition of α(C) and α(C).
Lemma 6. Let C be a consecutive minimal cover with respect to constraint (1) and let F ∈ E M (C). Then F is a consecutive cover if and only if F = E(C).
Proof. If F = E(C), then by Proposition 8 we have that
F = (E(C) \ {k}) ∪ {l}, where l ∈ {α(C), .
. . , α(C)} and k ∈ m(C).
Suppose that γ(C) ∈ m(C). In this case, by Lemma 4 and claim (3) of Lemma 5 it follows that α(C) < α(C), which is a contradiction. Therefore we must have k < γ(C) and, consequently, F is a non-consecutive cover, since l < k, l, γ(C) ∈ F and k / ∈ F .
Proposition 9.
Let C and C be two consecutive minimal covers with respect to constraint (1) 
If F is a consecutive cover, by Lemma 6 we have that E(C) = E(C ) and, so, C = C . If F is a non-consecutive cover, by Lemma 6 and
Algorithm 2 identifies all consecutive minimal covers with respect to constraint (1) and, for each of them, determines the covers in E M (C) by using Proposition 8. (Note that, by Proposition 9, all of the maximal covers obtained by Algorithm 2 will be distinct.) Algorithm 2.
Step 1. Set h = 0 and γ(C) = min {l ∈ J 0 | l j=1 a j > b}.
Step 2. Set γ(C) = max {l ∈ J 0 | γ(C) j=l a j > b} and C = {γ(C), . . . , γ(C)} (C is a consecutive minimal cover with respect to constraint (1)).
Step 3. Set h = h + 1 and C h = E(C). If γ(C) = 1, set α(C) = 1 and go to Step 8. Otherwise, set α(C) = γ(C) − 1.
Step 4.
Step 5. Set l = α(C).
Step 6. Set h = h + 1 and C h = (E(C) \ {k}) ∪ {l}. If l < α(C), set l = l + 1 and repeat
Step 6.
Step 7. If k < γ(m(C)), set k = k + 1 and go to Step 5.
Step 8. If γ(C) = n 0 , STOP (all consecutive minimal covers with respect to constraint (1) have been identified).
Step 9 
Algorithm 2 proceeds as follows:
Step 2. γ(C) = 2, C = {2, 3, 4}
Step 3. h = 1,
Step 4. α(C) = 2
Step 9.
Step 2. γ(C) = 4, C = {4, 5}
Step 3. h = 2,
Step 4. α(C) = 4 Accordingly, the maximal covers from the set of covers implied by constraint (3) that have been identified by Algorithm 2 are C 1 = {2, 3, 4, 5} and C 2 = {4, 5}, and their induced inequalities are:
(Note that Algorithm 2 only obtains two of the four maximal covers from the set of covers implied by constraint (3), see Example 1.)
Computational experiments
In this section a computational comparison of Algorithms 1 and 2 is reported. The implementation platform is Microsoft FORTRAN PowerStation Optimizing Compiler v4.0 and Pentium III, 1000 Mhz, 256 Mb RAM.
The coefficients {a j } j∈J 0 have been randomly generated so that a j ∈ {1, . . . , 1000} ∀j ∈ J 0 . The Quicksort method has been used for sorting {a j } j∈J 0 in non-decreasing order, see subroutines "sort" and "indexx" in Sections 8.2 and 8.4 of [10] respectively. Several right-hand-sides b ∈ {a n 0 , . . . ,
For each of them, we define
The tables below show the values of n 0 , b and ρ, the number of maximal covers identified by Algorithms 1 and 2, and the CPU time expressed in seconds. The column headed "%" gives the percentage of maximal covers identified by Algorithm 2.
We can observe in Table 1 that the computational effort is practically null for both algorithms. Moreover, since the number of maximal covers from the set of covers implied by the constraints j∈J 0 a j x j ≤ b is not large, it is convenient to identify all of them. So, it is advisable to apply Algorithm 1 independently of the value of b.
In Tables 2 and 3 it is worthy of note the large number of maximal covers that can be obtained from a constraint with relatively few variables, and the low percentage of them that Algorithm 2 identifies. Tables 2 and 3 , the number of maximal covers from the set of covers implied by the constraint j∈J 0 a j x j ≤ b is small enough to keep them stored in the computer's memory. In these cases it is preferable to apply Algorithm 1, since it requires little computational effort and guarantees the identification of all of the maximal covers.
For the rest of the values of b, the number of covers that Algorithm 2 identifies is, in general, small. Consequently, it would be advisable to limit the number of covers to be obtained by Algorithm 1 so that these covers could be stored in the computer's memory.
Conclusions
In this paper two procedures for identifying maximal cover from the set of covers implied by a 0-1 knapsack constraint have been presented. The first one identifies all of them. The second one is an improvement on a procedure developed by Dietrich, Escudero, Garín and Pérez in 1993 that only identifies certain maximal covers. We have shown that the s. muñoz maximal covers obtained by the second procedure can be a very small fraction of the whole set of maximal covers. Thus, we propose to limit the number of maximal covers that the first procedure is allowed to identify. We believe that embedding this procedure in a branch-and-cut framework for knapsack constraint tightening and direct cut appending can pay the effort.
