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THERMODYNAMIC FORMALISM FOR RANDOM
NON-UNIFORMLY EXPANDING MAPS
MANUEL STADLBAUER, SHINTARO SUZUKI AND PAULO VARANDAS
Abstract. We develop a quenched thermodynamic formalism for a wide class
of random maps with non-uniform expansion, where no Markov structure, no
uniformly bounded degree or the existence of some expanding dynamics is
required. We prove that every measurable and fibered C1-potential at high
temperature admits a unique equilibrium state which satisfies a weak Gibbs
property, and has exponential decay of correlations. The arguments combine a
functional analytic approach for the decay of correlations (using Birkhoff cone
methods) and Carathe´odory-type structures to decribe the relative pressure of
not necessary compact invariant sets in random dynamical systems. We estab-
lish also a variational principle for the relative pressure of random dynamical
systems.
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1. Introduction
The thermodynamic formalism of smooth dynamical systems was initiated in
the mid seventies by Sinai, Ruelle and Bowen both for uniformly hyperbolic diffeo-
morphisms and flows. They proved that, restricted to every basic piece of the non-
wandering set, equilibrium states exist and are unique for every Ho¨lder continuous
potential. The basic strategy to prove this remarkable fact was to (semi)conjugate
the dynamics to a subshift of finite type, via a Markov partition. In fact, the
construction of equilibrium states and their statistical properties in the uniformly
hyperbolic setting follows from a two-step reduction. Firstly, the hyperbolic map
is codified to the symbolic dynamics. Secondly, equilibrium states for the bilateral
subshift of finite type are obtained by the construction of Gibbs measures associated
to the expanding (unilateral) subshift (see e.g. [14]).
The extension of the thermodynamic formalism for random dynamical systems,
which are often used to describe physical models evolving with time, has been
developed since the nineties. Nevertheless, most generalizations of the classical
thermodynamic formalism developed to random dynamical systems deals with dis-
tance expanding maps (e.g. random shifts) even when the sample space is non-
compact. Indeed, Kifer [24, 26] first proved that equilibrium states associated to
Ho¨lder potentials exist and are unique in the case of smooth expanding dynamics.
Moreover, such equilibrium states satisfy a fibered Gibbs property and have fibered
exponential decay of correlations. Bogenschu¨tz and Gundlach [10] established a
Ruelle theorem for random subshifts of finite type. There are also contributions
to the thermodynamic formalism of countable Markov shifts, by Denker, Kifer and
Stadlbauer [18], Stadlbauer [48, 49], Mayer and Urban´ski [38], of random count-
able iterated function systems with overlaps, by Mihailescu and Urban´ski [40], and
random dynamics of hyperbolic entire and meromorphic functions of finite order
satisfying a growth condition at infinity, by Mayer and Urban´ski [39], among many
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others. For the construction of annealed equilibrium states and description of their
decay rate in the context of random expanding maps we refer the reader to [6, 50].
Several important difficulties arise when trying to extend this theory beyond the
uniformly hyperbolic setting. First it is worth mentioning that, while non-uniform
hyperbolicity can be defined in terms of non-zero Lyapunov exponents for invariant
measures, any random map determined by local diffeomorphisms whose Lyapunov
exponents are all positive for every invariant measure is a random expanding map
[15]. Hence, one should not only be able to deal with dynamics having coexistence
of hyperbolic and non-hyperbolic invariant measures, but also to compare their
free energies. Other difficulties may arise from the existence of critical or singular
behavior, or discontinuities for the generating dynamics. In what follows we recall
some important contributions in this direction.
Khanin and Kifer [23] and Mayer, Skorulski and Urban´ski [37] considered the
context of maps which expand in average and which are, in the context of random
smooth dynamical systems (fω)ω acting on a compact manifold and driven by a
noise P, defined by ∫
log ‖Df−1ω ‖∞ dP(ω) < 0.
These contributions were landmarks, as they included the first examples of non-
uniformly expanding random dynamical systems (see e.g. [23] for the concept of
non-uniform expansion used there) and still the equilibrium states have exponen-
tial decay of correlations. However, the previous condition still requires a pos-
itive P-measure subset of dynamics to be uniformly expanding. Later, Arbieto,
Matheus and Oliveira [3], used upper-semicontinuity of the entropy function among
a certain class of invariant measures, having only positive Lyapunov exponents, to
construct equilibrium states associated to Ho¨lder potentials at large temperature
for random non-uniformly expanding maps in a C2-neighborhood of deterministic
non-uniformly expanding maps (in the sense of [13, 52]). In particular, measures
of maximal entropy do exist and, under a transitivity assumption, it is unique
(cf. [8]). Much more recently, Atnip et al [5] constructed equilibrium states for
random covering interval maps (a condition defined in terms of the potential and
transfer operators acting on BV spaces), covering important examples as random
beta-maps and random Liverani-Saussol-Vaienti maps.
Here we develop a thermodynamic formalism for a broad class of non-uniformly
expanding random dynamical systems, acting on a compact smooth manifold of
dimension d > 1. We require no Markov structure, all maps generating the ran-
dom dynamical system may fail to be uniformly expanding, and the (locally well
defined) number of preimages may be unbounded. Our requirements are of com-
binatorial type and demand essentially that the average of the weights of regions
with possible contraction does not supersede the one associated with regions with
expanding behavior (cf. (2.2) for the precise statement). In rough terms, we prove
that any random transformation for which there is a combinatorial expansion in
average (which is determined combinatorially in terms of a weighted average of the
contracting behavior by inverse branches) and that any smooth potential at high
temperature admits a unique quenched equilibrium state, which is a non-uniform
ω-wise Gibbs state. Moreover, the equilibrium state enjoys exponential decay of
correlations and satisfies a quenched central limit theorem. As a particular ex-
ample we deduce that measures of maximal entropy exist, are unique and have
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good statistical properties. We refer the reader to the Section 2 for the precise
statements. Random dynamical systems satisfying the previous assumptions in-
clude, as particular examples, the classes of random dynamical systems considered
in [3, 7, 9, 18, 23, 24, 37] as described in Section 3. Summarizing, we consider
random dynamical systems where:
◦ no Markov assumption is required;
◦ all generating dynamics may be non-hyperbolic;
◦ regions with lack of hyperbolicity may be non-localized (i.e. the dynamics
are not necessarily perturbations of a deterministic dynamical system);
◦ the degree of the generating dynamics may be unbounded.
This work is organized as follows. The precise statement of our results are given
in Section 2, while Section 3 is devoted to applications of our main results. In
Section 4 we describe basic concepts of random (quenched) thermodynamic formal-
ism and non-uniform expansion. The proofs of the main results start in Section 5
with the proof of the spectral gap property and the construction of invariant den-
sities and conformal measures for the Ruelle-Perron-Frobenius transfer operators.
The latter arises as consequences of the strict invariance of a suitable cone on the
Banach space of Cr functions together with Birkhoff’s contraction theorem. In
Section 6 we prove that the previous measures (obtained by spectral methods) en-
joy non-uniform expansion along the orbits of the random dynamical system. The
proof of the uniqueness of equilibrium states for hyperbolic potentials is derived as
a consequence of an extension of Ledrappier and Young’s uniqueness of equilibrium
states that we extended to the realm of random dynamical systems.
This article has two appendices which are of independent interest. In Appen-
dix A (Section 9) we present a self-contained account on the concept of relative
topological pressure for random dynamical systems, and where we establish a vari-
ational principle for the relative pressure. In Appendix B (Section 10) we prove
that whenever there exists an expanding conformal measure ν then all expanding
equilibrium states giving full weight to the support of ν are absolutely continuous
with respect to the conformal measure.
2. Setting and statement of the main results
Random dynamical systems. Let M be a compact metric space with distance
d and denote by B the Borel σ-algebra, let (Ω,F ,P) be a Lebesgue space i.e., it is
measurably isomorphic to an interval with the completion of the Borel σ-algebra
and the Lebesgue measure on it with countably or finitely many atoms. Consider a
P-preserving, measurable and invertible transformation θ on Ω and let X ⊂ Ω×M
be a measurable set with respect to the product σ-algebra F × B such that the
fibers Xω = {x ∈M : (ω, x) ∈ X} of X are compact for each ω ∈ Ω. A continuous
bundle random dynamical system f = (fω)ω is generated by continuous maps
fω : Xω → Xθω such that (ω, x) 7→ fω(x) is measurable. Then we define f0ω = id
and
fnω = fθn−1(ω) ◦ · · · ◦ fω for n > 1. (2.1)
These random interations induce the random bundle transformation
F : X → X given by F (ω, x) = (θ(ω), fω(x)).
Let L1X(Ω, C(M)) be the set of families φ = (φω)ω of continuous maps φω : Xω → R
such that (ω, x)→ φw(x) is measurable and ‖φ‖1 :=
∫
Ω |φw|∞dP(w) < +∞.
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Setting. Throughout this paper we will always assume that M is a compact and
connected m-dimensional Riemannian manifold with distance d and that (Ω,F ,P)
is a Lebesgue space. Let θ be an invertible P-preserving map on Ω and assume
that θ is ergodic. Let X ⊂ Ω×M be a measurable set such that the fibers Xω are
compact and connected.
Assume that f = (fω)ω is a family of C
1-local diffeomorphisms fω : Xω → Xθ(ω)
satisfying the following conditions:
(H0a) The map (ω, x) 7→ fω(x) is a measurable map from X to Xθω,
(H0b) There are δω > δ0 > 0 such that for every (ω, x) ∈ X there exists an open
neighborhood Ux of x with fω|Ux : Ux → B(fω(x), δω) invertible,
(H0c)
∫
logmaxx∈Xω ‖Dfω(x)
−1‖−1 dP <∞.
In particular, every point in Xθω has the same finite number of preimages deg(fω)
for each ω ∈ Ω. Moreover, by the third condition and Kingman’s subadditive er-
godic theorem, even though the norm of the derivativesDfω may be unbounded, the
smallest Lyapunov exponent associated to an invariant probability of the random
dynamical system is finite.
We also assume the following geometric conditions for the random dynamical
system f : there are random variables σω > 1, Lω > 0 and 0 6 pω, qω < deg(fω) so
that
(H1) There exists a covering P0ω = {P1, . . . , Ppω , . . . , Ppω+qω} of Xω such that
every fω|Pi is injective, ‖Dfω(x)−1‖ 6 σ−1ω < 1 for every x ∈ P1∪· · ·∪Ppω ,
and ‖Dfω(x)
−1‖ 6 Lω for every x ∈ Xω,
(H2) The functions log σω, logLω, log pω, log qω and log deg(fω) belong to L
1(P),
(H3) log(σ−1ω pω + Lωqω) ∈ L
1(P) and∫
Ω
log
(σ−1ω pω + Lωqω
deg(fω)
)
dP < 0. (2.2)
Let us comment on the assumptions on the dynamics. Conditions (H0a) and
(H2) are the natural measurability and integrability requirements, while condition
(H0b) says that all maps fω are locally invertible and inverse branches have a
definite size (in particular diam(Xω) is bounded away from zero). The random
dynamical system is driven by expanding maps whenever qω = 0 or Lω < 1 for
P-almost every ω. More generally, (H1) and (H3) imply that regions of uniform
expansion and regions of some contraction may coexist for P-almost every dynamics
fω but that, combinatorially, the backward expansion is prevalent in average (cf.
equation (2.2)). In order to construct instants of hyperbolicity and prove uniqueness
of equilibrium states we furthermore assume that
(H4) for every ε > 0 there exists ζ > 0 such that ‖Df−1ω (x)‖ 6 e
ε‖Df−1ω (y)‖ for
every y ∈ B(x, ζ) ⊂ Xω and P-a.e. ω,
and that one of the following properties hold:
(H5) for every ε > 0 there exists N(ε) > 1 so that f
N(ε)
ω (B(x, ε)) = XθN(ε)ω for
every x ∈ Xω and P-almost every ω; or
(H5’) there exists C > 0 so that P− ess sup‖Dfω(·)−1‖−1∞ 6 C <∞.
The equicontinuity assumption (H4) will be used to prove that the random
non-uniform hyperbolicity ensures the existence of hyperbolic times and, subse-
quently, that local unstable manifolds do exist for suitable points and suitable
inverse branches of the dynamics (cf. Subsection 6.2.1). Hypothesis (H5) and
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(H5’), even though of completely different nature, will be crucial to guarantee that
the equilibrium measure satisfies a weak Gibbs property, which then implies its
uniqueness. Both the topological exactness and bounded derivative conditions are
satisfied by natural classes of examples, even C1-robustly (see Section 3).
Now we shall describe the class of potentials considered here. Let φ = (φω)ω be
a potential in L1X(Ω, C
1(M)) (meaning that φω : M → R is smooth for P-a.e. ω
and log ‖Dφω‖∞ ∈ L1(P)) so that
(P )
∫
Ω
(sup φω − inf φω)dP+
∫
Ω
log(1 + ‖Dφω‖∞ diam(Xω))dP
< −
∫
Ω
log
(σ−1ω pω + Lωqω
deg(fω)
)
dP.
Condition (P) is satisfied by all families of potentials φ that are close to the zero
potential in the L1X(Ω, C
1(M))-topology. It says that the mean oscillation of the
potential φ is bounded by the average combinatorial expansion given by (2.2). In
this context
∫
log deg(fω) dP appears naturally as the topological entropy of the
random dynamical system (cf. Remark 4.1).
Remark 2.1. If φ ∈ L1X(Ω, C
1(M)) satisfies the integrability conditions
log ‖Dφω‖∞ ∈ L
1(P) and log(1 + ‖Dφω‖∞ diam(Xω)) ∈ L
1(P)
then 1βφ satisfies (P) for every large |β|. This is known in the physics literature as
high temperature regime.
Statement of the main results. The first main result here is the following ver-
sion of Ruelle’s theorem for the previous class of random dynamical systems.
Theorem A. Let f = (fω)ω∈Ω be a family of C
1-local diffeomorphisms satisfying
(H0)-(H3) and let φ = (φω)ω∈Ω be a potential function in L
1
X(Ω, C
1(M)) satisfying
(P). Then there exists a triple (λ, h, ν) consisting of a positive random variable
λ = (λω)ω, a positive measurable function h = (hω(·))ω ∈ L
1
X(Ω, C
1(M)) and a
probability measure ν = (νω) ∈ P(X) such that
Lωhω = λωhθω and L
∗
ωνθω = λωνω.
Moreover, the measure µ = (µω)ω is an F -invariant probability measure, where
µω = hωνω.
A probability ν = (νω)ω as in Theorem A is called a conformal measure. As
a byproduct of our strategy we prove the following fibered exponential decay of
correlations for smooth observables.
Corollary 1. The F -invariant probability measure µ = (µω)ω has fibered exponen-
tial decay of correlations for C1-observables: there exists τ ∈ (0, 1) such that for all
ϕ ∈ C1(Xθnω) and ψ ∈ C1(Xω) there is Kω(ϕ, ψ) > 0 so that∣∣∣∣∫
Xω
(ϕ ◦ fnω )ψ dµω −
∫
Xθnω
ϕdµθnω
∫
Xω
ψdµω
∣∣∣∣ 6 Kω(ϕ, ψ) · τn for every n > 1.
It is natural to ask wether the invariant measure µ = (µω)ω, absolutely continu-
ous with respect to the leading eigenmeasures ν = (νω)ω of the transfer operators
are indeed equilibrium states, and if these are unique. An important step to answer
both questions is to prove that the conformal measures ν = (νω)ω satisfy a weak
version of the Gibbs property.
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Theorem B. Let f = (fω)ω∈Ω be a family of C
1-local diffeomorphisms satisfying
(H0)-(H4). Assume that either (H5) or (H5’) holds, and that φ = (φω)ω∈Ω is a
potential function in L1X(Ω, C
1(M)) satisfying (P). The probability ν = (νω)ω given
by Theorem A satisfies a weak Gibbs property: there exists ε0 > 0 such that for
every 0 < ε < ε0 there exists a random variable K(ω) > 0 with
∫
K(ω)dP < ∞,
and for ν-almost every (ω, x) there exists a strictly increasing sequence of integers
nk = nk(ω, x) > 1 such that
1
eεK(θnω)
6
νω(Bω(x, nk, ε))
exp[
∑nk−1
j=0 (φ(F
j(ω, x))− logλθj(ω))]
6 eεK(θ
nω) (2.3)
for every k > 1.
In comparison to the case of deterministic dynamics one need not expect the
previous sequences of integers in (2.3) to have positive density in the integers (see
Remark 6.4 for a more precise discussion). Nevertheless, this formulation, together
with the fact that the measure µ = (µω)ω is absolutely continuous with respect to
the conformal measures, is sufficient to estimate the entropy of the probability µ.
In what follows we obtain that the probability µ = (µω)ω is indeed an equilibrium
state. In order to do so, we need to relate its entropy with other thermodynamic
quantities, namely topological and relative pressures. At this point one considers
separately the contribution to the pressure given by the (not necessarily compact)
subset of points with infinitely many instants of hyperbolicity, associated to invari-
ant measures having only positive Lyapunov exponents, and its complement. More
precisely, let H = H(α) (α > 0) denotes the set of points (ω, x) ∈ X with infinitely
many α2 -hyperbolic times. A potential φ ∈ L
1(Ω, C1(M)) is called hyperbolic if
πφ(f,H
c) < πφ(f). We refer the reader to Subsection 4.1, Subsection 6.2.1 and
Section 7 for definitions and more details. The existence and uniqueness of equilib-
rium states among measures having only positive Lyapunov exponents is sumarized
in the following:
Theorem C. Under the assumptions of Theorem B, any hyperbolic potential φ =
(φω)ω ∈ L1(Ω, C1(M)) satisfying (P) has a unique equilibrium state µ for f with
respect to φ, which is a weak Gibbs measure and has exponential decay of correlations
for C1-observables.
Let us make some considerations on the hyperbolic potential assumption. As
in the classical motivation arising from statistical mechanics, high temperature
regimes are often associated to uniqueness of equilibrium states. This is due to
the fact that, under this condition almost all orbits tend to be associated to some
hyperbolic behavior. The following result provides an extra sufficient condition
under which all potentials at high temperature are hyperbolic.
Theorem D. Assume that the random dynamical system f = (fω)ω satsfies the
assumptions of Theorem B and∫
Ω
log
(σ−1ω pω + Lωqω
deg fω
)
dP < − dimM ·
∫
logLω dP. (H6)
Then there exists α > 0 so that π0(f,H(α)
c) < π0(f). In particular, for every
φ ∈ L1(Ω, C1(M)) there exists T0 > 0 so that
1
T φ is a hyperbolic potential, for
every |T | > T0.
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The situation where one considers a potential of the form 1T φ, for some large |T |,
is known as large temperature regime. An immediate consequence of Theorem D is
that such random dynamical systems admit a unique measure of maximal entropy,
exhibiting exponential decay of correlations.
Overview of the arguments. The strategy explores some ideas boroughed from
the study of deterministic non-uniformly expanding maps combined with new el-
ements from the ergodic theory of random non-uniformly expanding dynamical
systems. However, in opposition to the deterministic case, the construction of the
conformal measures at first (via fixed point theorems) would demand to deal with
measurability issues. For that reason we first prove a spectral-gap like property
and construct the conformal measures afterwards, as we now detail.
First we prove that the random Ruelle-Perron-Frobenius operator Lω acts as
a contraction on a suitable cone of positive smooth functions. The contraction
rate, although just measurable, turns out to be sufficient to obtain an asymptotic
contraction along random orbits. From this we deduce the existence of a unique
eigenfunction (hω)ω for which the probability measure µ = (µω)ω defined by µω =
hωνω is F -invariant. Moreover, by standard estimates, the spectral gap property
ensures the exponential decay of correlations. Replacing the original potential by
one cohomologous to it, one can obtain a Markov-Feller transfer operator for which
the unique fixed point ν has a natural and measurable disintegration ν = (νω)ω (see
Subsection 5.3 for more details). This overcomes the measurability issues related
to the construction of conformal measures (see the discussion in [26, 37, 49]).
The argument that the probability µ, constructed via the Ruelle operator, is
an equilibrium state for f with respect to the potential φ is far from trivial. A
first difficulty is to show that this measure enjoys some non-uniform hyperbolicity,
a crucial condition in all known approaches to thermodynamic formalism; this is
done in Section 6. While the Gibbs property in Theorem B suggests that
hµ(f) +
∫
φdµ =
∫
logλω dP,
the argument leading to existence and uniqueness of equilibrium states has the
following route.
◦ The topological pressure coincides with
∫
logλω dP ;
◦ all probability measures having no non-uniform hyperbolicity do not attain
the pressure.
◦ µ is the unique equilibrium state among the probability measures having
some form of non-uniform hyperbolicity.
A second difficulty is that the set of points with non-uniform hyperbolicity forms a
non-compact invariant set, for which we could not find suitable notions of pressure
or a variational principle. For that, we introduce a concept of Carathe´odory-like
relative pressure for random dynamical systems and prove a variational principle
which may be of independent interest; this is done in Appendix A.
We also bound the relative pressure of the set of points with non-uniform hyper-
bolicity (these resemble Hausdorff dimension type of bounds) and allow to prove
that invariant measures with large pressure have necessarily non-uniform expansion
along random orbits. In other words, assumption (P) on the potential φ ensures
that the pressure is supported on the set of points displaying non-uniform expansion
along its orbits. This is crucial to prove that the probability measure µ obtained
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in Theorem A is a weak Gibbs measure associated to the pressure and, ultimately,
an equilibrium state.
The statement on the uniqueness of equilibrium states is often a hard topic for
dynamics beyond the hyperbolic context. For that purpose we extend a classical
result by Ledrappier and Young [29] to the context of random dynamical systems,
and deduce that every non-uniformly hyperbolic equilibrium state is necessarily ab-
solutely continuous with respect to the conformal measures. We found no previous
results on this direction.
Finally, taking into account [16, 52], we believe our results should extend to the
context of random average distance expanding maps on compact metric spaces and
Ho¨lder continuous observables. We avoided the extra technicality to emphasize the
difficulties which are already present in here.
3. Examples
In order to illustrate that our assumptions on the random dynamical system are
mild, let us now provide examples where all the dynamics generating the random
dynamics are not expanding.
3.1. Random Manneville-Pomeau maps. Let S1 = R/Z and let θ : S1 → S1
be the rotation of angle α /∈ Q on the circle: θ(ω) = ω + α for every ω ∈ S1. Let
γ : S1 → S1 be a C1-map, and P denote the Lebesgue measure on S1. Consider the
random dynamical system described by the skew-product F : S1×[0, 1]→ S1×[0, 1]
F (ω, x) =
(
θ(ω), fω(x− γ(ω)) + γ(ω)mod 1
)
,
where fω is the map
fω(x) =
{
x(1 + xβ(ω)), ifx ∈ [0, 12 )
2x− 1, otherwise
where β : S1 → (0, 1). This corresponds to random iteration of maps with indif-
ferent fixed points which may have different contact orders (determined by β) and
may be non-localized (determined by γ). Note that pω = qω = 1, Lω = 1 and
σω = 2 for every ω. It is not hard to check that hypothesis (H0)-(H6) are satisfied.
In addition, the potential φ = (φω)ω ∈ L1X(S
1, C1([0, 1])) satisfies assumptions (P)
whenever ∫
S1
(supφω − inf φω + log(1 + ‖Dφω‖∞)) dLeb(ω) < log
4
3
For any such φ there exists a unique equilibrium state, it is an expanding measure
and has exponential decay of correlations. In particular, taking φ ≡ 0, we conclude
that there exists a unique and fully supported measure of maximal entropy for the
random dynamical system and it mixes exponentially fast with respect to smooth
observables.
3.2. Random perturbations of non-uniformly expanding maps. Fix d > 2
and let g0 : T
d → Td be a linear expanding map. Fix some covering P for g0
and some P1 ∈ P containing a fixed (or periodic) point p. Then deform g0 on a
small neighborhood of p inside P1 by a pitchfork bifurcation in such a way that p
becomes a saddle for the perturbed local diffeomorphism g. The perturbation can
be performed in such a way that: there exist constants σ > 1 and L > 0, and an
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open region A ⊂ Td such that L(x) ≤ L for every x ∈ A and L(x) ≤ σ−1 < 1 for
all x ∈M\A, and L is close to 1 (to be determined), and there exists k0 ≥ 1 and a
covering P = {P1, . . . , Pk0} of T
d by domains of injectivity for g such that A can be
covered by q < deg(g) elements of P . In particular, if L is chosen sufficiently close
to 1 then g has a unique measure of maximal entropy, it has non-uniform expansion,
has exponential decay of correlations and varies differentiably with respect to the
dynamics (cf. [13, 16, 52]).
Let us consider random perturbations of the non-uniformly expanding map g.
If the perturbation is suitably chosen (see e.g. [3, Section 4]) it can produce a
C1-open set U of C2-local diffeomorphisms satisfying the assumptions in [3]. Thus,
there exists ε > 0 such that the random dynamical system f = (fω)ω generated
by maps fω ∈ U has at least one equilibrium state for every φ ∈ L1(Ω, C1(Td))
such that
∫
supφω dP −
∫
inf φω dP is small (cf. [3, Theorem A] for the precise
statement). Since the random variables σω , Lω, pω, qω can be taken as constants
for each fω ∈ U , hypothesis (H0)-(H6) are satisfied whenever L satisfies
σ−1p+ Lq < deg(g) and
σ−1p+ Lq
deg g
<
1
Ld
.
Theorems A to D imply that every φ ∈ L1(Ω, C1(Td)) at high temperature has a
unique equilibrium state, it is an expanding and weak Gibbs probability, and it has
exponential decay of correlations.
3.3. Random maps which expand weakly in average. system modeled by
the skew-product F (ω, x) = (θ(ω), fω0(x)) where θ : {0, 1}
Z → {0, 1}Z is the shift,
f0 : [0, 1] → [0, 1] is a Manneville-Pomeau map and f1 : [0, 1] → [0, 1] is an affine
contraction given by f1(x) = L
−1x + b, L > 1 (smooth dynamics with identical
combinatorics can be easily constructed in S1).
Let P = {a, 1− a}N the the Bernoulli measure on {0, 1}N. If L > 1 is sufficiently
close to 1 then (H3) holds: if P0ω = {[0,
1
2 ), [
1
2 , 1]} for all ω = 0ω1ω2 . . . and P
1
ω =
{[0, 1]} for all ω = 1ω1ω2 . . . then
σ−1ω =
1
2
, ifω0 = 0 and Lω =
{
1, ifω0 = 0
L, ifω0 = 1
and
pω =
{
1, ifω0 = 0
0, ifω0 = 1
and qω = 1, for allω.
Moreover, since∫
Ω
log
(σ−1ω pω + Lωqω
deg(fω)
)
dP = a log
3
4
+ (1− a) logL = log
[(3
4
)a
L1−a
]
hypothesis (H3) holds if and only if L <
(
4
3
) a
1−a
. Hypothesis (H6) is satisfied
whenever
a log
3
4
+ (1− a)2 logL < 0.
The remaining assumptions (H0), (H1), (H2), (H4) and. (H5’) are clear. Under
these assumptions, any potential φ ∈ L1(Ω, C1([0, 1])) at high temperature has a
unique equilibrium state. In particular, there exists a unique measure of maximal
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entropy for the random dynamical systems, it is expanding, weak Gibbs and has
exponential decay of correlations.
3.4. Multidimensional non-uniformly expanding maps with unbounded
degree. Given an integer k > 1, let f˜k : T
d → Td (d > 2) be a C1 expanding
map with deg(f˜k) = k. Let fk be a C
1-map obtained from a perturbation of f˜k
by isotopy in 1 6 ℓk < k domains of injectivity (let Ak denote the union of those
domains of injectivity) in such a way that the following hold:
(a) ‖Dfk(x)−1‖−1 > L
−1
k > 0 for every x ∈ Ak and k > 1
(b) ‖Dfk(x)−1‖−1 > σk > 1 for every x /∈ Ak and k > 1
(c) limk→∞
ℓk
k = 1
It is allowed that some of the maps fk all of its inverse branches have non-contracting
behavior (e.g. if every domain of invertibility has an indifferent fixed point). Condi-
tions (a) and (b) imply that each map fk has coexisting contracting and expanding
behavior. Condition (c) means that the combinatorial proportion of the number
of regions with contraction for the individual dynamics fk tend to occupy a larger
part of the phase space as k increases.
Assume that a = (ak)k ∈ ℓ1(N) is a probability vector i.e.
∑
k>1 ak = 1. Let Pa
denote the Bernoulli probability measure on Ω := NZ induced by a, and consider the
random dynamical system modeled by the skew-product F (ω, x) = (θ(ω), fω(x))
where θ : Ω→ Ω is the shift and fω = fω0 for every ω ∈ Ω. It is easy to check that
the assumptions of Theorem A hold provided that∑
k>1
ak log σk <∞
∑
k>1
ak logLk <∞ and
∑
k>1
ak log k <∞ (3.1)
and ∑
k>1
ak log
(
(1−
ℓk
k
)σ−1k +
ℓk
k
Lk
)
< 0. (3.2)
The latter integrability conditions hold if (ak)k tends sufficiently fast to zero as
k →∞, and relation (3.2) is true for instance whenever
(1−
ℓk
k
)σ−1k +
ℓk
k
Lk < 1
for all k > 1, meaning that every map is combinatorially expanding. Under
these conditions, Theorem A and Corollary 1 imply that for every potential φ =
(φω)ω satisfying (P) there exists a random variable λω > 0, a conformal mea-
sures ν = (νω)ω and densities h = (hω)ω ∈ L1X(Ω, C
1(M)) such that Lωhω =
λωhθω and L∗ωνθω = λωνω for P-almost every ω, and the F -invariant probability
µ = (µω)ω given by µω = hωνω has exponential decay of correlations for C
1-
observables.
3.5. Intermittent maps with unbounded degree. Given an integer k > 1,
let 1 6 ℓk < k and let fk : S
1 → S1 (d > 2) be a C1-local diffeomorphism with
deg(fk) = k and satisfying
|(fk)
′(x)| > 1 for every x ∈ S1 \ {p
(k)
1 , p
(k)
2 , . . . , p
(k)
ℓk
}
and
fk(p
(k)
i ) = p
(k)
i and |(fk)
′(p
(k)
i )| = 1 for every 1 6 i 6 ℓk.
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This is a special case of the class of maps presented in the previous example, when
d = 1 and Lk = 1 for every k > 1. Let a = (ak)k ∈ ℓ1(N) be a probability vector
such that (3.1) and (3.2) hold. If, in addition∑
k>1
ak log
(
(1−
ℓk
k
)σ−1k +
ℓk
k
Lk
)
< −
∑
k>1
ak logLk, (3.3)
then assumption (H6) is satisfied. Our main results ensure that the random dy-
namical system has a unique measure of maximal entropy and it has exponential
decay of correlations.
3.6. Random non-uniformly expanding fractals. In this final example we il-
lustrate that the equilibrium states may be supported on random fractal sets with
a rich geometric structure: these are not conformal nor uniformly hyperbolic and
contain continua of points with indifferent behavior.
Fix D > 2. For each k > 1, let fk : T
2 → T2 obtained through a Hopf bifurcation
of an expanding map in T2 with degree at most D, having a periodic point pk with
two complex conjugate eigenvalues σ˜ei̟, with σ˜ > 3 and m̟ 6∈ 2πZ for every
1 6 m 6 4, in such a way that:
(1) fk exhibits a (non-generating) Markov partition;
(2) pk becomes a periodic attractor for fk and whose basin of attraction is an
fk-invariant circle whose radial derivative is one, contained in one element
Qk ⊂ T2 of the Markov partition;
(3) fk has pk = deg(fk)− 1 > 1 domains of the Markov partition on which fk
is uniformly expanding.
We refer the reader e.g. to [22] for details on such Hopf bifurcations. Assume
that the family (fk)k is chosen in such a way that supk>1 ‖Df
−1
k ‖
−1
∞ < ∞. Set
σ−1k = maxx∈T2\Qk ‖Dfk(x)
−1‖ < 1 and Lk = maxQk ‖Dfk(x)
−1‖ > 1.
Consider the random dynamical system driven by the shift σ : NZ → NZ endowed
with a Bernoulli measure Pa. Conditions (H0)-(H4) and (H5’) are easily verifiable.
If additionally∑
k>1
ak log
(deg fk − 1
deg fk
· σ−1k +
1
deg fk
· Lk
)
< −2 ·
∑
k>1
ak logLk
then condition (H6) holds. Under these assumptions, every potential φ = (φω)ω ∈
L1(Ω, C1(T2)) at high temperature has a unique equilibrium state µ = µφ, which
has exponential decay of correlations for smooth observables. Moreover, since µ is
supported in the set of points with infinitely many hyperbolic times, it gives zero
weight to the random basins of the periodic attractors.
4. Preliminaries
In this section we recall some necessary definitions and prove some auxiliary
results on the thermodynamic formalism of random dynamical systems.
4.1. Random thermodynamic formalism. Let M be a compact metric space
with distance d and denote by B the Borel σ-algebra and let (Ω,F ,P) be a Lebesgue
space. Let θ be a P-preserving transformation on Ω. Let X ⊂ Ω × M be a
measurable set with respect to the product σ-algebra F × B such that the fibers
Xω = {x ∈M : (ω, x) ∈ X} of X are compact for each ω ∈ Ω. Consider the random
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dynamical system f = (fω)ω is generated by continuous maps fω : Xω → Xθω as
in (2.1) and the skew-product F : X → X given by F (ω, x) = (θ(ω), fω(x)).
Let P(X) denote the space of probability measures µ onX such that the marginal
of µ on Ω is P. LetM(X, f) ⊂ P(X) be the set of F -invariant probabilities. The set
M(X, f) is always non-empty (cf. Corollary 6.13 in [17]). Moreover, the property
that P is the marginal on Ω of a invariant measures can be characterized by the
disintegration dµ(ω, x) = dµω(x)dP(ω), where µω are called the sample measures
of µ (see e.g. [30]). The measure µ is ergodic if (F, µ) is ergodic. Furthermore,
if the σ-algebra on Ω is countably generated and P is ergodic then each invariant
measure can be decomposed into its ergodic components by integration.
Entropy for random transformations. The information of a finite partition ξ in X
with respect to some probability measure ν is Hν(η) := −
∑
C∈η ν(C) log ν(C),
with the notation that 0 log 0 = 0. Following Liu [30], given a finite Borel partition
of X and µ ∈M(X,F ) define
hµ(f, ξ) = lim
n→+∞
1
n
∫
Hµω
( n−1∨
k=0
(fkω)
−1ξ
)
dP(ω), (4.1)
where µω are the sample measures of µ. The entropy of (f, µ) is defined as
hµ(f) := sup
ξ
hµ(f, ξ)
where the supremum is taken over all finite Borel partitions ofX . It is an interesting
fact that the supremum can be taken over finite partitions Ω× ξ0, defined in terms
of finite partitions ξ0 on M (cf. [30]).
Topological pressure. We recall the concept of topological pressure for a potential
φ ∈ L1X(Ω, C(M)). Let ε : Ω→ R
+ be a random variable and set the dynamic ball
Bω(x, n, ε) =
{
y ∈ Xω : d(f
j
ω(x), f
j
ω(y)) < ε(θ
j(ω)) for all 0 6 j < n
}
. (4.2)
In the case ε is constant and fω = f for all ω these coincide with the usual Bowen
balls. Given ω, a set K ⊂ Xω is (ω, n, ε)-separated if for any x 6= y ∈ K there exists
0 6 j < n so that d(f jω(x), f
j
ω(y)) > ε. If φ ∈ L
1(Ω, C(M)), ε > 0 and n > 1 set
πφ(f)(w, n, ε) = sup
{∑
x∈K
eSf (φ)(w,n,x) : K is a (ω, n, ε)− separated set
}
,
where Sf (φ)(w, n, x) =
∑n−1
k=0 φθk(ω)(f
k
ω(x)). Then, π·(f) : L
1
X(Ω, C(M)) → R ∪
{∞} defined by
πφ(f) = lim
ε→0
lim sup
n→+∞
1
n
∫
Ω
log πφ(f)(w, n, ε)dP(w) (4.3)
is called the pressure function, and the topological entropy is defined as π0(f). We
will also use a notion of topological pressure and a variational principle for (not
necessarily compact) invariant sets, to be established in Appendix A.
Remark 4.1. If fω is a local homeomorphism then deg(f
n
ω ) =
∏n
j=0 deg(fθj(ω)) and,
lim
n→∞
1
n
log deg(fnω ) =
∫
log deg(fω) dP
is a natural candidate to the topological entropy of the random dynamical system
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Equilibrium states. The variational principle for (quenched) topological pressure re-
lates the topological pressure with fibered entropies as follows: if φ ∈ L1X(Ω, C(M))
then
πφ(f) = sup
µ∈M(X,f)
{
hµ(f) +
∫
φdµ
}
(4.4)
(see e.g. [30]). In the case that P is ergodic we can take the supremum over the
set of ergodic measures. Any probability measure µ ∈ M(X, f) that attains the
supremum (4.4) is called an equilibrium state for f with respect to φ.
It often occurs, even under mild hyperbolicity assumptions, that equilibrium
states are absolutely continuous with respect to some reference measure. By some
abuse of notation, we say that a (not necessarily invariant) probability measure
ν = (νω)ω ∈ P(X) is a conformal measure if for P-almost every ω there exists a
measurable random variable (λω)ω such that λω > 0 for P-a.e. ω and
νθ(ω)(fω(A)) =
∫
A
λωe
−φω dνω (4.5)
for every measurable set A ⊂ Xω such that fω|A is injective (we say Jωf := λωe−φω
is the Jacobian of fω). It is standard to prove that the eigenmeasures ν = (νω)ω
obtained in Theorem A satisfy (4.5).
4.2. Random non-uniform expansion. In this subsection we introduce the con-
cept of non-uniform expansion that we will work with. Given c > 0, we say that
a (not necessarily invariant) probability measure ν ∈ P(X) is c-non-uniformly ex-
panding if
lim sup
n→+∞
1
n
n−1∑
j=0
log ‖Dfθj(ω)(f
j
ω(x))
−1‖ 6 −2c < 0 (4.6)
for ν-almost every (ω, x) ∈ X . We say that n is a c-hyperbolic time for (ω, x) if
n−1∏
j=n−k
‖Dfθj(ω)(f
j
ω(x))
−1‖ 6 e−ck.
for every 1 6 k 6 n.
Remark 4.2. Khanin and Kifer [23] considered random dynamical systems satisfying
the average expansion condition∫
log ‖Df(·)−1‖∞ dP < 0. (4.7)
The latter still requires the existence of Ω˜ ⊂ Ω with P(Ω˜) > 0 so that fω is an
expanding map, for every ω ∈ Ω˜. Note that (4.7) implies that every F -invariant
probability measure µ so that π∗µ = P is non-uniformly expanding in the sense
of (4.6) (a similar concept was used by Mayer, Skorulski and Urban´ski [37], who
considered average distance expanding maps). In [23] the absence of invariant
measures with non-positive Lyapunov exponents is used crucially to ensure the
uniqueness of equilibrium states for Ho¨lder continuous potentials.
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5. Birkhoff cones and random Ruelle-Perron-Frobenius operator
5.1. Random Ruelle-Perron-Frobenius operator. Denote by g = (gω)ω the
measurable observables in L1(Ω, C(X,R)). Given ω ∈ Ω consider the random
Ruelle-Perron-Frobenius operator Lω : C(Xω)→ C(Xθ(ω)) is given by
Lωgω(x) =
∑
fω(y)=x
eφω(y)gω(y).
Notice that the map ω 7→ Lωgω is a measurable function. We denote by L∗ω :
M(Xθ(ω))→M(Xω) the dual of the operator Lω acting on the space of measures
in Xθ(ω). Our purpose in this section is to prove the following quenched version of
the Ruelle-Perron-Frobenius theorem:
Theorem 5.1. Let f = (fω)ω∈Ω be a family of local diffeomorphisms satisfying
(H0)-(H4) and let φ = (φω)ω∈Ω be a potential in L
1
X(Ω, C
1(M)) satisfying (P).
Then there exists a triple (λ, h, ν) consisting of a measurable positive random vari-
able λ = (λω)ω, of a positive measurable function h = (hω)ω ∈ L1X(Ω, C
1(M)) and
of a measurable family of probability measures ν = (νω) ∈ P(X) such that
Lωhω = λωhθω and L
∗
ωνθω = λωνω.
Moreover, µω = hωνω defines an F -invariant probability measure µ in M(X, f).
The proof of this theorem can be divided in three parts. First, we construct
a positive random variable λ˜ω and a positive measurable function h˜ω satisfying
Lωh˜ω = λ˜ωh˜θω (see Proposition 5.4). This is shown using Birkhoff cone methods for
random dynamical systems. This step, inspired by [16, 26], requires the construction
of suitable Banach spaces and a kind of Lasota-Yorke inequality for the transfer
operators. Indeed, the key point is to introduce an appropriate fiberwise positive
cone Λω so that LωΛω ⊂ Λθω and to show that the diameter of Lnθ−nωΛθ−nω with
respect to the projective metric for Λω decreases exponentially fast, although not
uniformly in ω, as n→∞. Second, we consider a suitable normalized operator L˜ω
and prove that the sequence {L˜nθ−nω1}
∞
n=0 is a Cauchy sequence in C(Xω). Here
λ˜ω appears as a positive number related to the normalized constant of the RPF
operator. The third part, which completes the proof of Theorem 5.1, makes use
of the so-called Krylov-Bogoliubov procedure for random dynamical systems (see
Section 5 in [26]). The key fact is that the measurable triple (λ, h, ν) are obtained
using disintegrations of a Markov-Feller operator for cohomologically equivalent
potentials determined by λ˜ω and h˜ω.
5.2. Invariant cones and normalized densities. For a given positive random
variable a(ω), consider the family of cones of positive continuous functions on Xω
defined by
Λa(ω) =
{
gω ∈ C
1(Xω) : gω > 0 and ‖Dgω‖∞ 6 a(ω) inf gω
}
, (5.1)
where ‖ · ‖∞ denotes the supremum norm. These cones are clearly nonempty since
they contain all constant functions. While this particular family of cones is inspired
by the work of [2, 16], the arguments in there do not apply directly here since our
assumptions (namely a fibered average expansion) are much weaker.
We will make use of some auxiliary results, the first of which is the celebrated
Birkhoff’s contraction theorem for projective maps. First we recall some concepts.
If B is a Banach space, a subset Λ ⊂ B−{0} is called a cone if r ·v ∈ Λ for all v ∈ Λ
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and r ∈ R+. The cone Λ is closed if Λ = Λ ∪ {0}, and Λ is convex if v +w ∈ Λ for
all v, w ∈ Λ. Any convex cone Λ satisfying Λ ∩ (−Λ) = ∅ is partially ordered by a
relation  on B defined by w  v iff v − w ∈ Λ ∪ {0}. Given a closed and convex
cone Λ so that Λ ∩ (−Λ) = ∅ and two vectors v, w ∈ Λ, we define
Θ(v, w) = ΘΛ(v, w) := log
BΛ(v, w)
AΛ(v, w)
,
where AΛ(v, w) = sup{r ∈ R+ : r ·v  w} and BΛ(v, w) = inf{r ∈ R+ : w  r ·v}.
The (pseudo-)metric Θ is called the projective metric of Λ. The relation v ∼ w
defined by w = r · v for some r ∈ R+ is an equivalence relation and Θ induces a
metric and the quotient (or projective) space Λ/ ∼.
Lemma 5.2. Let Λi be a closed convex cone in a Banach space Bi for i = 1, 2. If
L : B1 → B2 is a linear operator so that L(Λ1) ⊂ Λ2 and ∆ := diamΛ2(LΛ1) <∞,
then
ΘΛ2(Lv,Lw) 6 (1− e
−∆)ΘΛ1(v, w) for every v, w ∈ Λ1.
Proof. See e.g. [34]. 
The next lemma shows that the diameter of Λλκ with respect to the projective
metric for Λκ is finite.
Lemma 5.3. Let λ ∈ (0, 1) and κ > 0. Then we have
ΘΛκ(ϕ, ψ) 6 2 log
1 + λ
1− λ
+ 2 log(1 + λκdiam(M))
for ϕ, ψ ∈ Λλκ. In particular, diamΛκ (Λλκ) <∞
Proof. Analogous to the proof of Proposition 4.3 in [16]. 
The first step in the proof of Theorem A is to construct families of eigenfunctions
and eigenvalues for the normalized transfer operators. For that purpose, we observe
the action of the transfer operator on measurable observables that are C1-smooth
along the fibers.
Proposition 5.4. Under the assumptions of Theorem 5.1, there exist a positive
random variable λ˜ω and a positive measurable function (h˜ω)ω ∈ L1X(Ω, C
1(M))
such that
Lωh˜ω = λ˜ωh˜θω P− a.e. ω.
Proof. Let a(ω) be an arbitrary positive random variable and Λa(ω) denote the
corresponding positive cone given by (5.1).
For each (ω, x) ∈ X , let (xi)
deg(fω)
i=1 denote the set of preimages by fω of the
point x ∈ Xθω and let f
−1
ω,i denote the local inverse branch for fω defined in an
open neighborhood of x and satisfying fω,i(xi) = x. By the chain rule,
D(Lωϕ)(x) =
deg(fω)∑
i=1
eφω(xi)(Dϕ)(xi)Df
−1
ω,i (x)
+
deg(fω)∑
i=1
eφω(xi)ϕ(xi)Dφω(xi)Df
−1
ω,i (x)
16
for ϕ ∈ Λa(ω). So ‖D(Lωϕ)(x)‖ is bounded by
deg(fω)∑
i=1
eφω(xi)‖(Dϕ)(xi)Df
−1
ω,i (x)‖ +
deg(fω)∑
i=1
eφω(xi)|ϕ(xi)|‖Dφω(xi)Df
−1
ω,i (x)‖.
By the condition (H1), it holds that ‖Df−1ω,i (·)‖ 6 σ
−1
ω for 1 6 i 6 pω and
‖Df−1ω,i(·)‖ 6 Lω for pω < i 6 pω + qω . Using this property and supϕ 6 inf ϕ +
‖Dϕ‖∞ diam(Xω) 6 inf ϕ(1 + a(ω)diam(Xω)) for ϕ ∈ Λa(ω), we get
‖D(Lωϕ)(x)‖
inf Lωϕ
6
∑pω
i=1 σ
−1
ω e
φω(xi)‖(Dϕ)(xi)‖+
∑
i>pω
Lωe
φω(xi)‖(Dϕ)(xi)‖
deg(fω)einf φω inf ϕ
+
∑pω
i=1 σ
−1
ω e
φω(xi)|ϕ(xi)|‖(Dφω)(xi)‖
deg(fω)einf φω inf ϕ
+
∑
i>pω
Lωe
φω(xi)|ϕ(xi)|‖(Dφω)(xi)‖
deg(fω)einf φω inf ϕ
6 esupφω−inf φω
(σ−1ω pω + Lωqω
deg(fω)
)‖Dϕ‖∞
inf ϕ
+ esupφω−inf φω
(σ−1ω pω + Lωqω
deg(fω)
)
‖Dφω‖∞
supϕ
inf ϕ
6 esupφω−inf φω
(σ−1ω pω + Lωqω
deg(fω)
)
(1 + ‖Dφω‖∞ diam(Xω))a(ω)
+ esupφω−inf φω
(σ−1ω pω + Lωqω
deg(fω)
)
‖Dφω‖∞
for every (ω, x) ∈ X . For notational simplicity, we set
α(ω) = esupφω−inf φω
(σ−1ω pω + Lωqω
deg(fω)
)
(1 + ‖Dφω‖∞ diam(Xω))
and
β(ω) = esupφω−inf φω
(σ−1ω pω + Lωqω
deg(fω)
)
‖Dφω‖∞.
The previous estimates ensure that ‖D(Lωϕ)‖∞/ inf Lωϕ 6 α(ω)a(ω)+β(ω) for
every ϕ ∈ Λa(ω). Now, the key idea is to construct a function κ(ω) which satisfies
LωΛκ(ω) ⊂ Λκ(θω) for P-a.e. ω ∈ Ω. Set
κ(ω) = 1 + β(θ−1ω) +
∞∑
i=1
(1 + β(θ−(i+1)ω))
i∏
k=1
α(θ−iω). (5.2)
We remark that the condition (P) and the ergodicity of the base dynamical system
(θ,P) yields the finiteness of the function κ(ω) for P-a.e. ω ∈ Ω. In fact, by
the ergodicity of (θ,P) and the integrability requirements involving (P), we have
1
n log β(θ
−nω)→ 0 as n→∞ for P-a.e. ω ∈ Ω. This means that for every positive
number ε > 0 there is a positive integer n1(ω) such that
β(θ−nω) 6 eεn
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for n > n1(ω). On the other hand, by the ergodicity of (θ,P), there exists a positive
integer n2(ω) such that
n∏
i=1
α(θ−iω) < exp
(∫
Ω
logα(ω) dP+ ε
)
n
for all n > n2(ω). By taking ε > 0 sufficiently small so that
∫
Ω
logα(ω)dP+3ε < 0,
guaranteed by assumption (P), we get that κ(ω) < ∞ for P-a.e. ω ∈ Ω. It is not
hard to check the following crucial property of the function κ(ω) defined by (5.2):
it is a solution of the twisted cohomological equation
κ(θω) = α(ω)κ(ω) + β(ω) + 1. (5.3)
Hence, taking a(ω) = κ(ω) we get
‖D(Lωϕ)‖∞
inf Lωϕ
6 α(ω)κ(ω) + β(ω) = κ(θω)− 1 < κ(θω)
for ϕ ∈ Λκ(ω), which shows that LωΛκ(ω) ⊂ Λκ(θω)−1 ⊂ Λκ(θω) for P-a.e. ω ∈ Ω. A
recursive argument ensures that
Lnθ−nωΛκ(θ−nω) ⊂ Λκ(ω) for P-a.e. ω ∈ Ω. (5.4)
We need the following estimate on the projective contraction for the composition
of transfer operators.
Claim 1. There exists C0 > 0 and γ ∈ (0, 1) so that for P-a.e. ω it holds
ΘΛκ(ω)(L
n+m
θ−(n+m)ω
ϕ,Lnθ−nωψ) 6 C0 γ
n ΘΛ
κ(θ−nω)
(Lmθ−(m+n)ωϕ, ψ) (5.5)
for every m > 1, every large n > 1 (depending on ω) and every ϕ ∈ Λκ(θ−(n+m)),
ψ ∈ Λκ(θ−nω).
Proof of Claim 1. By applying Lemma 5.2, for positive integers n,m > 1 and ϕ ∈
Λκ(θ−(n+m)), ψ ∈ Λκ(θ−nω), we have
ΘΛκ(ω)(L
n+m
θ−(n+m)ω
ϕ,Lnθ−nωψ)
6
[ l∏
i=0
(1− e−∆i(ω))
]
ΘΛ
κ(θ−(n+m)+lω)
(Ln+m−l
θ−(n+m)ω
ϕ,Ln−lθ−nωψ) (5.6)
for 0 6 l 6 n, where ΘΛ denotes the projective metric with respect to the positive
cone Λ and
∆i(ω) := ∆i(n,m, ω) = diamΘΛ
κ(θ−(n+m)+i+1ω)
(
Ln+m−i
θ−(n+m)+iω
Λκ(θ−(n+m)+i)
)
.
As 1 − e−∆i(ω) 6 1, the expression in (5.6) is always a weak contraction. We
shall estimate an upper bound for the diameters ∆i(ω), along a positive density
sequence of values of i. Set η(ω) := 1−1/κ(ω), and note that LωΛκ(ω) ⊂ Λκ(θω)−1 =
Λη(θω)κ(θω) ⊂ Λκ(θω). Lemma 5.3 implies that,
diamΛ
κ(θ−1ω)
(Lθ−1ωΛκ(θ−1ω)) 6 diamΛκ(ω) (Λη(ω)κ(ω))
6 2 log
1 + η(ω)
1− η(ω)
+ 2 log(1 + η(ω)κ(ω)diam(M)).
(5.7)
For a positive integer N > 1, set AN = {ω ∈ Ω: κ(ω) 6 N}. Since κ(ω) < ∞ for
P-a.e. ω ∈ Ω, there is a positive integer N0 such that P(AN0) > 0. Hence, on the
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one hand, by the ergodic theorem, for P-a.e. ω there exists an integer n3(ω) > 1 so
that
1
n
#{1 6 i 6 n : θ−iω ∈ AN0} >
P(AN0)
2
(5.8)
for every n > n3(ω). On the other hand, since
CN0 := max
ω∈AN0
{1− η(ω), 1 + η(ω), η(ω)κ(ω)} <∞,
inequality (5.7) ensures that the ΘΛκ(ω) -diameter of Lθ−1ω(Λκ(θ−1ω)) is bounded
by certain constant DN0 > 0 for every ω ∈ AN0 . Altogether we conclude that for
P-a.e. ω
ΘΛκ(ω)(L
n+m
θ−(n+m)ω
ϕ,Lnθ−nωψ)
6 (1− e−DN0 )#{m6i6m+n : θ
−(n+m)+iω∈AN0}−1ΘΛ
κ(θ−mω)
(Lmθ−mωϕ, ψ)
for every large n > 1 (depending on ω). This proves the claim, taking γ = (1 −
e−DN0 )
P(AN0
)
2 ∈ (0, 1) and C0 = (1− e−DN0 )−1. 
Returning to the proof of the proposition, letm ∈ P(X) be a probability measure
in X , let m = (mω)ω be its disintegration along the measurable partition (Xω)ω
and consider the projective cone
Λκ(ω)(m) =
{
ϕ ∈ Λκ(ω) :
∫
Xω
ϕdmω = 1
}
.
For each ϕ ∈ Λκ(ω)(m), the condition
∫
Xω
ϕdmω = 1 and the continuity of ϕ
on Xω imply inf ϕ 6 1 6 supϕ. Together with the inequality supϕ 6 (1 +
κ(ω) diam(Xω)) inf ϕ, we get
R(ω)−1 6 inf φ 6 1 6 supφ 6 R(ω), (5.9)
where R(ω) = 1 + κ(ω) diam(Xω) > 0.
The remaining of the proof makes use of the uniform convergence in the cone
of positive observables. Let Λ+ω denote the cone of strictly positive continuous
functions on Xω endowed with the projective metric
ΘΛ+ω (ϕ, ψ) = log
( sup ϕψ
inf ϕψ
)
.
Since Λκ(ω) ⊂ Λ
+
ω then the projective metrics satisfy ΘΛ+ω (ϕ, ψ) 6 ΘΛκ(ω)(ϕ, ψ) for
any ϕ, ψ ∈ Λκ(ω). For each ω and positive integer n > 1, we define the normalized
Ruelle-Perron-Frobenius operator L˜nθ−nω : Λκ(θ−nω)(m)→ Λκ(ω)(m) by
L˜nθ−nωϕ =
Lnθ−nωϕ∫
Lnθ−nωϕdmω
(5.10)
for ϕ ∈ Λκ(θ−nω)(m). For notational simplicity, we write ϕn = L˜
n
θ−nωϕ for each
ϕ ∈ Λκ(θ−nω)(m), n > 0. Since the latter are projective metrics, (5.5) ensures that
for any ϕ ∈ Λκ(θ−(n+m)ω) and ψ ∈ Λκ(θ−mω) there exists Cϕ,ψ(ω) > 0 such that
ΘΛ+ω (ϕn+m, ψn) 6 ΘΛκ(ω)(ϕn+m, ψn) 6 Cϕ,ψ(ω)γ
n. (5.11)
If, in addition, ϕn+m, ψn ∈ Λκ(ω)(m) then inf
ϕn+m
ψn
6 1 6 sup ϕn+mψn . This, together
with (5.11), implies that
e−Cϕ,ψ(ω)γ
n
6 inf
ϕn+m
ψn
6 1 6 sup
ϕn+m
ψn
6 eCϕ,ψ(ω)γ
n
.
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To construct the desired function h˜ω, take ϕ = ψ = 1. Indeed, using 1 ∈ Λκ(θ−nω)
for all n > 1 and (5.9),
sup |1n+m − 1m| 6 sup
(
|1m|
∣∣∣1m+n
1m
− 1
∣∣∣) 6 R(ω)∣∣∣1m+n
1m
− 1
∣∣∣ 6 3R(ω)Cϕ,ψ(ω)γn
for sufficiently large n > 1. This yields that {1n}∞n=1 is a Cauchy sequence in
C0(Xω). We set
h˜ω(x) = lim
n→∞
1n = lim
n→∞
Lnθ−nω1∫
Lnθ−nω1 dmω
.
The continuity of Lω implies
Lωh˜ω = lim
n→∞
Lnθ−n(θω)1∫
Xθω
Lnθ−n(θω)1 dmθω
∫
Xθω
Lnθ−n(θω)1 dmθω∫
Xω
Lnθ−nω1 dmω
.
Since
h˜θω = lim
n→∞
Lnθ−n(θω)1∫
Xθω
Lnθ−n(θω)1 dmω
,
the limit
λ˜ω =
∫
Xθω
Lnθ−n(θω)1 dmθω∫
Xω
Lnθ−nω1 dmω
exists and Lωh˜ω = λ˜ω h˜θω. Finally observe that, taking the limit as m → ∞ in
(5.11), one has that ΘΛκ(ω)(h˜ω , 1n) 6 C1,1(ω)γ
n tends to zero as n → ∞. This
ensures that h˜ω is C
1-smooth and that (h˜ω)ω ∈ L1X(Ω, C
1(M)). This finishes the
proof of the proposition. 
5.3. Invariant densities. The random elements λ˜ω and h˜ω given by the previous
subsection are not the exactly ones needed since these arise from the normalization
by an arbitrary measure m. To obtain such a measurable triple (λω , hω, νω) as
desired we now follow the strategy in [26].
Proof of Theorem 5.1. Let h˜ω, λ˜ω be given by Proposition 5.4 and set
g(ω, x) = λ˜−1ω e
φω(x)
h˜ω(x)
(h˜θω ◦ fω)(x)
.
Since the functions λ˜ω and h˜ω are positive and h˜ω is a C
1 function on Xω, the
function g(ω, x) is well-defined and belongs to L1X(Ω, C
1(M)). The (quenched)
Ruelle-Perron-Frobenius operator Llog gω : C
0(Xω) → C0(Xθω) satisfies Llog gω1 =
1, hence is a Markov-Feller operator. We define a skew-product map on P(X) by
the formula L∗log gρ = ρ˜ where dρ˜(ω, x) = dP(ω)dρ˜ω(x) and ρ˜ω = (Llog gω)
∗ρθω.
This operator is also well-defined since Llog gω is a Markov-Feller operator. For
ρ ∈ P(X) and a positive integer n > 1, set
ρ(n) =
1
n
n∑
i=1
(L∗log g)
iρ.
Since the sequence {ρ(n)} is tight (see Proposition 4.3 in [17]), it is convergent
to a probability ρ∗ ∈ P(X) in the narrow topology (see Theorem 4.4 in [17]).
From this construction, we can see L∗log gρ
∗ = ρ∗ and its disintegrations ρω satisfy
L∗log gωρθω = ρω. Then, taking µ = ρ
∗, hω = h˜ωa(ω) where a(ω) =
∫
Xω
(h˜ω)
−1dµω >
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0, νω = (hω)
−1µω and λ(ω) = a(ω)λ˜ω/a(θω), we get the desired triple (λ, h, ν). In
fact, by the construction of the triple (λ, h, ν), we get
Lωhω = Lωh˜ωa(ω) =
λ˜ωa(ω)
a(θω)
hθω = λ(ω)hω
and
∫
Xω
hωdνω =
∫
Xω
dµω = 1. Furthermore, for ϕ ∈ C0(Xω), we have∫
Xω
ϕhωd(L
∗
ωνω) =
∫
Xθω
Lω(ϕhω)dνω =
∫
Xθω
λ(ω)h(θω)Llog gωϕdνθω
=
∫
Xθω
Llog gωϕd(λ(ω)νω) =
∫
Xω
(ϕhω)d(λωνω)
and
∫
Xω
dνω =
∫
Xω
h(ω)−1dµω =
∫
Xω
h˜(ω)−1dµω · a(ω) = 1. This concludes the
proof of the theorem. 
5.4. Proof of Corollary 1. For ϕ ∈ C1(Xθnω) and ψ ∈ C1(Xω) set
Cω,ϕ,ψ(n) :=
∣∣∣∣∫
Xω
(ϕ ◦ fnω )ψ dµω −
∫
Xθnω
ϕdµθnω
∫
Xω
ψdµω
∣∣∣∣
There is no restriction in assuming
∫
ψdµω = 0. Then, using that hθnω is bounded
away from zero and infinity,
Cω,ϕ,ψ(n) =
∣∣∣∣∫
Xω
(ϕ ◦ fnω )ψhω dνω
∣∣∣∣ = ∣∣∣∣∫
Xω
(ϕ ◦ fnω )ψhω (λ
n
ω)
−1dL∗nω νθnω
∣∣∣∣
=
∣∣∣∣∫
Xθnω
ϕ
(λnω)
−1Lnω(ψhω)
hθnω
dµθnω
∣∣∣∣ 6 ∥∥∥∥ (λnω)−1Lnω(ψhω)hθnω
∥∥∥∥
0
· ‖ϕ‖C1
where λnω :=
∏n−1
j=0 λθjω and ‖ϕ‖1 =
∫
|ϕ|dµ. If ψhω belongs to the cone field then
the right hand side decays exponentially fast in n. Otherwise, just write ψhω = gω
where gω = g
+
ω − g
−
ω and g
±
ω =
1
2 (|gω| ± gω) + B for some large B > 0 so that g
±
ω
belongs to the cone field and apply the latter estimates to g±ω . By linearity, the
same estimate holds for gω for some constantK(ϕ, ψ) > K(ϕ, g
+
ω )+K(ϕ, g
−
ω ). This
concludes the proof of the exponential decay of correlations.
6. Expanding measures
In this section we prove that the probability measure µ given by Theorem 5.4 is
expanding along the fibers, meaning that it has only positive Lyapunov exponents
along the fiber direction (cf. Proposition 6.2). As µ was constructed analytically,
by means of a fixed point approach for the quenched Ruelle-Perron-Frobenius op-
erators, its geometric properties are far from being immediate.
6.1. Estimates on points with non-uniform expansion. The starting point
is the following estimate on the volume of cylinder sets and its relation with
the Jacobian of the measures (νω)ω . For every ω ∈ Ω and n > 1 set P
(n)
ω =∨n−1
i=0 (f
i
ω)
−1(P0θiω) where P
0
ω = {P1, . . . , Ppω , . . . , Ppω+qω} is the partition by do-
mains of injectivity of fω, guaranteed by asumption (H1).
Lemma 6.1. νω(P ) 6 exp
{∑n−1
i=0 (supφθiω − inf φθiω − log deg(fθiω))
}
, for P-
almost every ω and every P ∈ P
(n)
ω .
21
Proof. Recall that L∗ωνθω = λωνω and Lωhω = λωhθω for P-almost every ω. This
implies that deg(fω)e
inf φω 6 λω 6 deg(fω)e
supφω . Indeed, this is a simple conse-
quence of the fact that deg(fω)e
inf φω 6 Lω1(x) 6 deg(fω)esupφω for all x ∈ Xω
and that
λω = λω
∫
Xω
1 dνω =
∫
Xω
1 d(L∗ωνθω) =
∫
Xω
Lω1 dνθω.
Therefore, given n > 1
n−1∏
i=0
deg(fθiω)e
inf φ
θiω 6
n−1∏
i=0
λθiω 6
n−1∏
i=0
deg(fθiω)e
supφ
θiω . (6.1)
Equation (6.1) and the fact that every P ∈ P
(n)
ω is a domain of injectivity for fnω
ensures that
1 > νθnω(f
n
ωP ) =
∫
P
n−1∏
i=0
λθiω e
−
∑n−1
i=0 φθiω(f
i
ωx) dνω(x)
>
n−1∏
i=0
deg(fθiω)e
inf φ
θiω
−supφ
θiω νω(P )
which proves the lemma. 
The estimate in Lemma 6.1 will allow us to prove that the measure of cylinder
sets in P
(n)
ω decrease exponentially fast, a fact that will be used later on. Given
α > 0 and n > 1 consider the time-n exceptional set
Eω(α, n) :=
{
x ∈ Xω :
1
n
n−1∑
i=0
log ‖Dfθiω(f
i
ω(x))
−1‖−1 6 α
}
of points x whose time averages of the least expansion along the ω-random orbit of
x is bounded above by α. One of the hard points in the proof of the hyperbolicity is
a counting argument on the number of n-cylinder sets in P
(n)
ω that present no good
average hyperbolicity, that is, that intersect Eω(α, n). Indeed, the combinatorial
argument involves counting number of such cylinders when the proportion of good
cylinders in P0ω may be arbitrarily close to zero (as a function of ω).
Proposition 6.2. There exists α > 0 so that for P-a.e. ω and νω almost every
x ∈ Xω
lim inf
n→∞
1
n
n−1∑
i=0
log ‖Dfθiω(f
i
ω(x))
−1‖−1 > α. (6.2)
Proof. First we observe that #{P ∈ P
(n)
ω : P ∩Eω(α, n) 6= ∅} is bounded above by
#
{
(i0, i1, . . . , in−1) ∈
n−1∏
i=0
{1, . . . , pθiω + qθiω} : Eω(α, n) ∩ P (i0, . . . , in−1) 6= ∅)
}
,
where P (i0, . . . , in−1) = Pi0 ∩ f
−1
ω Pi1 ∩ · · · ∩ (f
n−1
ω )
−1Pin−1 . Furthermore, for each
(i0, i1, . . . , in−1) ∈
∏n−1
i=0 {1, . . . , pθiω + qθiω} set
Dω(i0, i1, . . . , in−1) = dω(i0) · dω(i1) · · · · · dω(in−1)
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where
dω(ik) =
{
σ−1
θkω
, if 1 6 ik 6 pθkω
Lθkω, otherwise
for every 0 6 k 6 n− 1.
If x ∈ Eω(α, n) ∩ P (i0, . . . , in−1) then −α 6
1
n
∑n−1
i=0 log ‖Dfθiω(f
i
ω(x))
−1‖ 6
1
n
∑n−1
i=0 log d(ik) and, consequently,{
(i0,i1, . . . , in−1) : Eω(α, n) ∩ P (i0, . . . , in−1) 6= ∅)
}
⊂
{
(i0, i1, . . . , in−1) :
1
n
logDω(i0, i1, . . . , in−1) > −α
}
.
Set ηω = {1, . . . , pω} and ζω = {pω+1, . . . , qω}. Observe that Dω(i0, i1, . . . , in−1) =
Dω (˜i0, i˜1, . . . , i˜n−1) if ik and i˜k belong to the same element in {ηθkω, ζθkω}. Then
#
{
(i0, i1, . . . , in−1) :
1
n
logDω(i0, i1, . . . , in−1) > −α
}
6
∑
j0,...,jn−1∈{0,1}
1
n
∑n−1
i=0 bω(ji)>−α
aω(j0) . . . aω(jn−1), (6.3)
where
bω(ji) =
{
σ−1θiω, if ji = 1,
Lθiω , if ji = 0
and aω(ji) =
{
pθiω, if ji = 1,
qθiω, if ji = 0
for 0 6 k 6 n− 1. Using assumption (H3) together with the ergodicity of (θ,Ω,P)
we conclude that for any ε > 0
1
n
n−1∑
i=0
log(σ−1θiωpθiω + Lθiωqθiω) 6 C + ε
where C :=
∫
Ω
log(σ−1ω pω + Lωqω) dP <
∫
log deg(fω) dP provided that n is large
enough. Moreover, observe that
n−1∏
i=0
(σ−1θiωpθiω + Lθiωqθiω) =
∑
j0,...,jn−1∈{0,1}n
n−1∏
i=0
a(ji)b(ji). (6.4)
So, using that ∑
j0,...,jn−1∈{0,1}n
n−1∏
i=0
a(ji)b(ji) >
∑
j0,...,jn−1∈{0,1}
n
1
n
∑n−1
i=0 bω(ji)>−α
n−1∏
i=0
a(ji)b(ji)
> e−αn
∑
j0,...,jn−1∈{0,1}
n
1
n
∑n−1
i=0 bω(ji)>−α
n−1∏
i=0
a(ji)
we conclude that ∑
j0,...,jn−1∈{0,1}
n
1
n
∑n−1
i=0 bω(ji)>−α
n−1∏
i=0
a(ji) 6 e
(C+α+ε)n (6.5)
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for every large n. This, together with Lemma 6.1 and equations (6.3) and (6.4),
proves that
νω(Eω(α, n)) 6νω
( ⋃
P∈P
(n)
ω
Eω(α, n) ∩ P
)
6#{P ∈ P(n)ω : P ∩ Eω(α, n) 6= ∅}×
exp
{ n−1∑
i=0
(supφθiω − inf φθiω − log deg(fθiω))
}
6 exp
{
(
∫
Ω
log(σ−1ω pω + Lωqω) dP+ α+ ε)n
}
×
exp
{ n−1∑
i=0
(supφθiω − inf φθiω − log deg(fθiω))
}
for all large n. Assumption (P) guarantees the latter is summable provided that
α, ε > 0 are small, and the result follows from the Borel-Cantelli lemma. 
6.2. Weak Gibbs property. In this subsection we shall prove Theorem B, that is,
that the measure ν given by Theorem A, satisfies a weak Gibbs property a sequence
of instants of hyperbolicity.
6.2.1. Hyperbolic times. We recall briefly the concept of hyperbolic times in random
dynamical systems and refer to [1] and references therein for an historical account.
Given γ > 0, we say n is a γ-hyperbolic time for (ω, x) ∈ X if there exists C(ω) > 0
such that
n∏
j=n−k+1
‖Dfθj(ω)(f
j
ω(x))
−1‖ 6 e−γk for all 1 6 k 6 n. (6.6)
The existence of hyperbolic times arises as a consequence of the following lemma.
Lemma 6.3. (Pliss lemma) Let A > c2 > c1 > 0 and ξ = (c2 − c1)/(A − c1). If
(ai)16i6n is a sequence such that ai 6 A for every 1 6 i 6 n and
1
N
∑N
j=1 aj > c2
then there exist ℓ > ξN and 1 6 n1 < n2 < · · · < nℓ 6 N so that, for each
1 6 i 6 ℓ,
ni∑
j=n+1
aj > c2 (ni − n) for every 0 6 n < ni.
Given a P-typical point ω and α > 0 given by Proposition 6.2, for each N > 1,
consider the sequence aj(ω) = log ‖Dfθiω(f
i
ω(x))
−1‖−1, 0 6 n 6 N −1. Taking the
constants c2 = 2c1 = α and
A = AN (ω) := max
06n6N−1
[
max
x∈X
θiω
log ‖Dfθiω(x)
−1‖−1
]
in Lemma 6.3 we conclude that there exist ℓ > αN2AN (ω)−α of
α
2 -hyperbolic times in
the time interval [1, N ]. Hypothesis (H0c) together with Birkhoff’s ergodic theorem
implies that lim supN→∞
AN (ω)
N = 0. Hence, µ-almost every (ω, x) has infinitely
many γ-hyperbolic times for γ = α2 .
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Remark 6.4. In the context of deterministic dynamics and random perturbations
of a certain map (e.g. [1]) the constant A above may be chosen independent of ω
and N , thus yielding the stronger conclusion that hyperbolic times have positive
density. Hence, assumption (H5’) is a sufficient condition for positive density of
hyperbolic times in our random context.
We proceed to prove that the latter ensures the existence of local unstable man-
ifolds for typical points x ∈ Xω.
Lemma 6.5. Given 0 < γ < 1 there exists ε0 > 0 (depending only on γ and
f = (fω)ω) such that the following holds: if n is a γ-hyperbolic time for (ω, x) ∈ X
then for every 0 < ε < ε0
(1) fnω maps Bω(x, n, ε) diffeomorphically onto B(f
n
ω (x), ε);
(2) for every 1 6 k 6 n and y, z ∈ Bω(x, n, ε),
dist(fn−kω (y), f
n−k
ω (z)) 6 e
−γk/2 dist(fnω (y), f
n
ω (z)),
where the dynamic ball Bω(x, n, ε) ⊂ Xω is defined by (4.2).
Proof. Let δ0 be given by (H0b). By (H4) there exists 0 < ε0 < δ0 such that
‖Df−1ω (x)‖ 6 e
γ
2 ‖Df−1ω (y)‖ for every y ∈ B(x, ε0) ⊂ Xω and P-a.e. ω.
Assume that n is a γ-hyperbolic time for (ω, x) ∈ X and 0 < ε < ε0. By
construction, the inverse branch of fθn−1ω which maps f
n
ω (x) to f
n−1
ω (x) is defined
in the ball of radius ε0 and ‖(Dfθn−1ω(y))
−1‖ 6 e−γ/2 for every y ∈ B(fnω (x), ε0).
This ensures that f−1θn−1ω |B(fnω (x),ε) is a uniform contraction and a diffeomorphism
onto Un−1ω := f
−1
θn−1ω(B(f
n
ω (x), ε)) ⊂ B(f
n−1
ω (x), ε). Moreover,
dist(y, z) 6 e−γ/2 dist(fθn−1ω(y), fθn−1ω(z))
for every y, z ∈ Un−1ω . Using (6.6) recursively we obtain that for every 1 6 j 6 n
the map (f jθn−jω)
−1 |B(fθnω(x),ε) is a uniform contraction, of contraction rate e
−γj/2,
onto a open neighborhood Un−jω ⊂ Xθn−jω of f
n−j
ω (x). By construction, the set
U0ω = Bω(x, n, ε) is mapped diffeomorphically by f
n
ω onto B(f
n
ω (x), ε). Item (2) is
immediate by construction. 
6.2.2. Gibbs property at hyperbolic times. Since µ = (µω)ω is such that µω ≪ νω
for P-a.e. ω and νω satisfies (6.2) then µ-almost every (ω, x) ∈ X has infinitely
many α/2-hyperbolic times. In what follows we shall write α/2-hyperbolic time
simply as hyperbolic time. The following is a standard consequence of the backward
contraction at hyperbolic times.
Lemma 6.6. For every 0 < ε < ε0 and P-a.e. ω, there exist K(ω) > 0 and
0 < L(ω, ε) 6 1 satisfying
∫
K(ω)dP < ∞ and
∫
logL(ω, ε) dP > −∞ such that,
for any hyperbolic time n,
L(θnω, ε)
eεK(θnω)
6
νω(Bω(x, n, ε))(∏n−1
i=0 λθiω
)−1
exp
(
Snφω(x)
) 6 eεK(θnω). (6.7)
Proof. If A ⊂ Xω is such that fω |A is injective and (gn)n is a sequence of continu-
ous functions on Xω such that gn → χA at νω-almost every point and sup |gn| 6 2
for all n, then Lω(e−φωgn)(x) =
∑
fω(y)=x
gn(y), where the right hand side con-
verges to χfω(A)(x) at νω-almost every point, because fω |A is injective. The dom-
inated convergence theorem implies that
∫
λωe
−φωgn dνω =
∫
e−φωgn d(L
∗
ωνθω) =
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∫
Lω(e−φωgn) dνθω tends to νθω(fω(A)) as n → ∞. Since the left hand side con-
verges to
∫
A
λe−φωdνω, we conclude that νθω(fω(A)) =
∫
A
λωe
−φωdνω, which proves
that Jνωfω = λωe
−φω is the Jacobian of fω with respect to νω (hence the Jacobian,
which is almost everywhere defined, admits a C1-representative). Now, item (1) in
Lemma 6.5 guarantees that fnω maps Bω(x, n, ε) diffeomorphically onto B(f
n
ω (x), ε),
and consequently
νθnω(B(f
n
ω (x), ε)) =
n−1∏
i=0
λθiω
∫
Bω(x,n,ε)
e−Snφω(z) dνω(z).
Moreover, with K(ω) :=
∑∞
i=0 ‖φθ−iω‖C1 e
−αi/2,
|Snφω(y)− Snφω(z)| 6
n−1∑
i=0
|φθn−iω(f
n−i
ω (y))− φθn−iω(f
n−i
ω (z))|
6
n−1∑
i=0
‖φθn−iω‖C1 e
−αi/2 d(fnω (y), f
n
ω (z))
6 ε
∞∑
i=0
‖φθn−iω‖C1 e
−αi/2 = K(θnω)ε
for every y, z ∈ Bω(x, n, ε). Observe that the right hand side is integrable, as∫
‖φω‖C1dP < ∞. Furthermore, it is not hard to check that the νω-measure of
every ball of radius ε centered at some point of supp νω ⊂ Xω is bounded from
below by some constant L(ω, ε) > 0 by compactness, and from above by 1. Hence,
for any y ∈ Bω(x, n, ε),
n−1∏
i=0
λθiωe
−Snφω(y)νω(Bω(x, n, ε)) = e
±K(θnω)ε
n−1∏
i=0
λθiω
∫
Bω(x,n,ε)
e−Snφω(z) dνω(z)
= e±K(θ
nω)ενθnω(B(f
n
ω (x), ε))
∈ [L(θnω, ε)e−K(θ
nω)ε, eK(θ
nω)ε)].
This proves the lemma. 
Remark 6.7. Since dµω/dνω is bounded above and below, for P-almost every ω, the
probability µ = (µω)ω also satisfies a weak Gibbs property similar to (6.7). That
is, for K˜(ω) := ‖ log hω‖∞, we have
∫
K˜(ω)dP < ∞ and for every 0 < ε < ε0 and
P-a.e. ω, if n is a hyperbolic time then
L(θnω, ε)
eεK(θnω)+K˜(ω)
6
µω(Bω(x, n, ε))(∏n−1
i=0 λθiω
)−1
exp
(
Snφω(x)
) 6 eεK(θnω)+K˜(ω).
6.2.3. Proof of Theorem B. In view of Lemma 6.6, and changing the random vari-
able K if necessary, it is enough to prove that
L(θnω, ε) = min
z∈supp(νθnω)
νθnω(B(z, ε)) 6 1
is either bounded away from zero along some subsequence of hyperbolic times, or
that it has sub-exponential convergence to zero. This can be obtained using either
assumptions (H5) or (H5’).
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Assume first hypothesis (H5). For every ε > 0 there exists N(ε) > 1 so that
f
N(ε)
ω (B(x, ε)) = XθN(ε)ω for every x ∈ Xω and P-almost every ω. Thus, the
existence of a Jacobian ensures that
1 = νθn+N(ε)ω(Xθn+N(ε)ω) 6 e
K(θn+N(ε)ω)ε
N(ε)−1∏
i=0
λθn+iω e
−SN(ε)φθnω(z) νθnω(B(z, ε))
for any z ∈ Xθnω. Thus,
1 > L(θnω, ε) > e−K(θ
n+N(ε)ω)ε
(N(ε)−1∏
i=0
λθn+iω
)−1
eSN(ε)minφθnω .
Hence, L(ω, ε) satisfies the integrability condition since the integrals
∫
K(ω) dP,∫
logλω dP and
∫
minφω dP are finite. This proves the theorem under this assump-
tion.
Assume, alternatively, that hypothesis (H5’) holds. By Remark 6.4, the sequence
of hyperbolic times has positive density ξ ∈ (0, 1) in the positive integers. Choosing
L > 0 small so that P(ω : L(ω, ε) > L) > 1− ξ3 , the ergodic theorem ensures that
#
{
0 6 j 6 n− 1: L(θjω, ε) > L
}
> 1−
2ξ
3
for every large n > 1. Hence, there exists a subsequence of hyperbolic times (nk)k>1
with positive density in the integers such that L(θnkω, ε) > L for every k > 1. This
proves the theorem.
7. Hyperbolic potentials and high temperature
The main goal of this section is to prove Theorem D, which provides sufficient
conditions for the construction of hyperbolic potentials at high temperature. First
we define the notion of hyperbolic potentials and establish sufficient conditions,
based on their average oscillation, for a potential to be hyperbolic. Then we provide
general estimates on the entropy of set of points with no hyperbolicity for the
random dynamical system and use these in the proof of the theorem.
7.1. Hyperbolic potentials. The notion of hyperbolic potential can be traced
back to one-dimensional dynamics, where one requires the potential φ : [0, 1]→ R
to satisfy supφ < Ptop(f, φ) (a condition which ensures all measures with large
topological pressure to have positive topological entropy, see also [19]). An axiom-
atization of this concept appeared in [46]. In our context this will be defined as
follows.
Definition 7.1. A potential φ = (φω)ω ∈ L1X(Ω, C
1(M)) is called hyperbolic if there
exists α > 0 so that
πφ(f,H
c) < πφ(f),
where H ⊂ X denotes the set of points with infinitely many α2 -hyperbolic times.
7.2. Entropy of the set of points with no expansion. Here we give an upper
bound for the relative entropy of the set of points with finitely many hyperbolic
times. We assume thatM is am-dimensional compact Riemannian manifold, hence
it is a Besicovitch metric space (cf. [21]). Thus, we have the following:
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Lemma 7.2. [52, Lemma 6.2] There exists C > 0 and a sequence of finite open
coverings (Qk)k≥1 of M such that diam(Qk)→ 0 as k →∞, and every set E ⊂M
satisfying diam(E) ≤ D diamQk intersects at most CDm elements of Qk.
The previous lemma will be instrumental to obtain upper bounds for the topo-
logical entropy of the random dynamical systems satisfying assumptions (H0)-(H5).
Indeed, since diam(Qk)→ 0 as k →∞ then
πφ(ω, f,H
c) = lim
k→∞
πφ(ω, f,H
c,Ω×Qk) (7.1)
for every potential φ ∈ L1(Ω, C0(M)). In order to estimate the random entropy at
the set Hc that has at most finitely many hyperbolic times one needs only to esti-
mate the right hand side of (7.1) in the case of the potential φ ≡ 0. Such technical
estimates resemble estimates on the Hausdorff dimension of fibered dynamics.
Proposition 7.3. For P-almost every ω ∈ Ω and every ℓ ≥ 1, the following holds:
π0(f,H
c) 6
∫
Ω
log(σ−1ω pω + Lωqω) dP+m
∫
logLω dP+ α.
Proof. Let Pω denote the finite covering of Xω given by assumption (H1). Recall
that there exists α > 0 so that the set
Eω(α, n) :=
{
x ∈ Xω :
1
n
n−1∑
i=0
log ‖Dfθiω(f
i
ω(x))
−1‖−1 6 α
}
of points x whose time averages of the least expansion along the ω-random orbit of
x is bounded above by α, is a νω-measure zero subset of Xω (recall Proposition 6.2).
Actually, using the notation used in the proof of Proposition 6.2, for each N ≥ 1
the set Hcω := H
c ∩ Xω is covered by
⋃
n≥N
{
P ∈ P
(n)
ω : P ∩ Eω(α, n) 6= ∅
}
. In
particular, Hcω is covered by⋃
n≥N
⋃
(i0,i1,...,in−1)
{
P (i0, . . . , in−1) : Eω(α, n) ∩ P (i0, . . . , in−1) 6= ∅)
}
⊂
⋃
n≥N
⋃
(i0,i1,...,in−1)
{
P (i0, . . . , in−1) :
1
n
logDω(i0, i1, . . . , in−1) > −α
}
, (7.2)
where the union is taken over n-uples (i0, i1, . . . , in−1) ∈
∏n−1
i=0 {1, . . . , pθiω + qθiω},
P (i0, . . . , in−1) ∈ P
(n)
ω and Dω(i0, i1, . . . , in−1) = dω(i0) ·dω(i1) · · · · ·dω(in−1), with
dω(ik) =
{
σ−1
θkω
, if 1 6 ik 6 pθkω
Lθkω, otherwise
for every 0 6 k 6 n− 1.
In order to estimate the entropy with respect to the random family f ℓ = (f ℓω)ω
we shall consider iterations by multiples of ℓ. Fix ζ > 0 arbitrary. First, a simple
argument involving Euclid’s division algorithm ensures that for any the right hand
side in (7.2) is contained in the union⋃
j≥N
ℓ
⋃
(i0,i1,...,ijℓ−1)
{
P (i0, . . . , ijℓ−1) ∈ P
(jℓ)
ω :
1
jℓ
logDω(i0, i1, . . . , ijℓ−1) > −α− ζ
}
provided that N ≥ 1 is large enough. This allow us to write
mβ(ω, f
ℓ, 0, Hc,Qk, N) 6
∑
j≥N
ℓ
∑
P
∑
QP
e−βn(QP ) =
∑
j≥N
ℓ
∑
P
∑
QP
e−βj (7.3)
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where the second sum concerns
{P ∈ P(jℓ)ω :
1
jℓ
logDω(i0, i1, . . . , ijℓ−1) > −α− ζ} (7.4)
and the third one is taken over the set{
QP = Q0∩f
−ℓ
ω (Q1)∩· · ·∩f
−ℓ(j−1)
ω (Qj−1) : Qi ∈ Qk, i = 0, . . . , j−1 & QP∩P 6= ∅
}
.
of j-cylinders for f ℓ generated by elements of the covering Qk which intersect such
an element P ∈ P
(jℓ)
ω formed by points with controled expansion rates. Thus, in
order to provide an upper bound for (7.3) it is enough to bound the cardinality of
the two previous sets of cylinders.
Concerning the cardinality of the first set, equations (6.4) and (6.5) imply that
#
{
P ∈ P(jℓ)ω :
1
jℓ
logDω(i0, i1, . . . , ijℓ−1) > −α− ζ
}
6 exp
([ ∫
Ω
log(σ−1ω pω + Lωqω) dP+ α+ 2ζ
]
jℓ
)
.
We proceed by fixing P ∈ P
(jℓ)
ω in (7.4) and to cover such element in by j-
cylinders relatively to the transformation f ℓ and the covering Qk. Recall that the
maps fω are C
1-local diffeomorphisms and admit uniform domains of invertibility
(recall assumption (H0b)), if k > 1 is large then for P-almost every ω˜ ∈ Ω the
inverse branch
f−ℓω˜ := (f
ℓ
ω˜ |fℓω˜(P ))
−1 : f ℓω˜(P )→ P
extends to the union of all Q ∈ Qk so that Q ∩ f ℓω˜(P ) 6= ∅. Now, the estimates on
the behavior of backward iterates in assumption (H1) imply that
diam(f−ℓω˜ (Q)) ≤
[ ℓ−1∏
i=0
Lθiω˜
]
diam(Q) for every Q ∈ Qk.
In particular, Lemma 7.2 guarantees that f−ℓω˜ (Q) intersects at most C
(∏ℓ−1
i=0 Lθiω˜
)m
elements of the covering Qk. Therefore, as each j-cylinders for f ℓ determined by
Qk and intersecting P involves the backward iterates by {f
−ℓ
θiℓω
: 0 6 i 6 j− 1}, the
number of those needed to cover P is at most
#Qk × C
j
( jℓ−1∏
i=0
Lθiω
)m
6 ej
[
2 logC+ℓm
∫
logLω dP
]
for every large j > 1. Altogether this shows
mα(ω, f
ℓ, 0,Hc,Qk, N)
6
∑
j≥N
ℓ
e−j
{
β−ℓ
[ ∫
Ω
log(σ−1ω pω+Lωqω) dP+α+2ζ
]}
· ej
{
2 logC+ℓm
∫
logLω dP
}
which tends to zero as N →∞ (independently of k) whenever
β > ℓ
[ ∫
Ω
log(σ−1ω pω + Lωqω) dP+ α+ 2ζ +m
∫
logLω dP+
2 logC
ℓ
]
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This proves that π0(ω, f
ℓ, Hc,Qk) is bounded by the right hand side above for every
k ≥ 1 and, consequently,
π0(f,H
c) =
1
ℓ
π0(f
ℓ, Hc) =
1
ℓ
∫
π0(ω, f
ℓ, Hc) dP
6
∫
Ω
log(σ−1ω pω + Lωqω) dP+ α+ 2ζ +m
∫
logLω dP+
2 logC
ℓ
for every ℓ > 1. Since ζ > 0 is arbitrary we get
π0(f,H
c) 6
∫
Ω
log(σ−1ω pω + Lωqω) dP+m
∫
logLω dP+ α.
This proves the proposition. 
7.3. Proof of Theorem D. Assume that the random dynamical system f = (fω)ω
satisfies (H0)-(H6). In our setting the random entropy coincides with
π0(f) =
∫
log deg fω dP.
This, together with, assumption (H6), guarantees that
α :=
1
2
[
π0(f)−
∫
Ω
log(σ−1ω pω + Lωqω) dP+ dimM ·
∫
logLω dP
]
> 0.
By Proposition 7.3, the complement Hc of the set of points with α2 -hyperbolic times
verifies
π0(f,H
c) 6
∫
Ω
log(σ−1ω pω + Lωqω) dP+m
∫
logLω dP+ α < π0(f)− α,
which proves the first part of the theorem.
The second part is a direct consequence of the first one. Any φ ∈ L1(Ω, C1(M))
with small average oscillation, meaning
∫
supφω dP <
∫
inf φω dP+ α, verifies
πφ(f,H
c) 6 π0(f,H
c) +
∫
supφω dP < π0(f) +
∫
inf φω dP 6 πφ(f)
hence it is hyperbolic potential (the first and third inequalities follow directly from
Appendix A). Clearly, for any other potential φ ∈ L1(Ω, C1(M)) with average
oscillation larger than α just take T0 =
1
α ·
[ ∫
supφω dP −
∫
inf φω dP
]
> 0, and
observe that 1T φ is a hyperbolic potential, for every |T | > T0. This proves the
theorem. 
8. Existence and uniqueness of equilibrium states for hyperbolic
potentials
In this section we prove that hyperbolic potentials always have a unique equilib-
rium state. First, consider the invariant subset
H :=
{
(ω, x) ∈ X : lim inf
n→∞
1
n
n−1∑
i=0
log ‖Dfθiω(f
i
ω(x))
−1‖−1 > 0
}
.
Clearly, every invariant probability measure η ∈ M(X, f) satisfying η(H) = 1 has
only positive Lyapunov exponents along the fiber direction (we refer the reader
to [4] for Oseledet’s theorem and definition of Lyapunov exponents). We write
Hω := H ∩Xω and Hω(n) as the set of points x ∈ Xω such that n is a hyperbolic
time for (ω, x). In what follows we need to consider a notion of topological pressure
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(and variational principle) for invariant sets that are not necessarily compact. The
remaining of this section uses the concept of relative pressure πφ(f,Λ) for subsets
Λ ⊂ X developed in Appendices A and B (see Sections 9 and 10), we refer the
reader there for the definitions and proofs. The following will be instrumental.
Lemma 8.1. Let φ = (φω)ω ∈ L1X(Ω, C
1(M)) be a hyperbolic potential. Any
ergodic probability η ∈ M(X, f) such that hη(f) +
∫
φdη > πφ(f,H
c) satisfies
η(H) = 1.
Proof. The variational principle for the relative pressure (Theorem 9.4) together
with Proposition 9.7 imply that
πφ(f) = sup
η∈M(X,f)
{
hη(f) +
∫
φdη
}
= sup
η∈Me(X,f)
{
hη(f) +
∫
φdη
}
> πφ(f,H
c) > sup
η(Hc)=1
{
hη(f) +
∫
φdη
}
.

In rough terms, the previous lemma guarantees that invariant probabilities with
large pressure give zero weight to Hc (although the set Hc might be topologically
large, e.g. dense). The following is a direct consequence of the previous result
together with a version of Brin-Katok formula for random dynamical systems.
Corollary 8.2. If µ ∈M(X, f) is given by Theorem A then
πφ(f,H) > hµ(f) +
∫
φdµ >
∫
logλω dP.
Proof. By construction µω ≪ νω for P-a.e. ω and, consequently, µ(H) = 1. For
P-a.e. ω the density hω is bounded away from zero and infinity. Let 0 < cω < Cω be
so that cω 6 hω(·) 6 Cω. This, together with the Brin-Katok formula for random
dynamical systems [53] and the integrability of K in Lemma 6.6 implies
hµ(f) =
∫
lim
ε→0
lim sup
n→∞
−
1
n
logµω(Bω(x, n, ε)) dµ(ω, x)
>
∫
lim
ε→0
lim sup
n→∞
[ 1
n
n−1∑
i=0
logλθiω −
1
n
Snφ(ω, x)
]
dµ(ω, x)
=
∫
logλω dP−
∫
φdµ
(here we also used π∗µ = P), and the lemma follows. 
In view of the previous corollary, the existence of equilibrium states for hyperbolic
potentials will follow from the following:
Proposition 8.3. πφ(f) = πφ(f,H) =
∫
logλω dP.
Proof. As πφ(f) = max{πφ(f,H), πφ(f,Hc)} the first equality follows from the
definition of hyperbolic potential. Moreover, by Corollary 8.2, we remain to prove
that πφ(f,H) 6
∫
logλω dP.
Throughout the proof fix ω ∈ Ω and α >
∫
logλω dP. Recall that every (ω, x) ∈
H has infinitely many hyperbolic times. In particular, given N > 1 and 0 < ε 6 ε0
Hω ⊂
⋃
n>N
⋃
x∈Hω(n)
Bω(x, n, ε).
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We claim that there exists D > 0 so that for every n > N there exists a family
Gω(n) ⊂ Hω(n) so that every point in Hω(n) is covered by at most D dynamic
balls Bω(x, n, ε) with x ∈ Gω(n). Indeed, each dynamic ball Bω(x, n, ε) associated
to a point x ∈ Hω(n) is mapped diffeomorphically onto B(fnω (x), ε) ⊂ Xθnω. Since
Xθnω ⊂M , Besicovitch’s covering lemma implies that there exists D > 0 (depend-
ing on m = dimM) and an at most countable family Gω(n) ⊂ Hω(n) such that
every point of fnω (Hω(n)) ⊂ Xθnω is contained in at most D elements of the family
{B(fnω (x), ε) : x ∈ Gω(n)}. It follows that every point in Hω(n) is contained in at
most D dynamic balls Bω(x, n, ε) with x ∈ Gn, proving the claim.
Now we need to bound the complexity of the set H using the Carathe´odory
structures described in Appendix A. Take Gω := ∪n>N Gω(n) × {ω} ⊂ X . Given
α ∈ R, N > 1 and ε > 0 small, equation (9.3) together with the Gibbs property of
ν at hyperbolic times imply that
mα(ω, f, φ,Λ, ε,N) 6
∑
(x,n)∈Gω
e−αn(x)+Sn(x)φω(Bω(x,n(x),ε))
=
∑
n>N
∑
x∈Gω(n)
e−αn+Snφω(Bω(x,n,ε))
6
∑
n>N
eK(θ
nω)ε e−(α−
1
n
∑n−1
i=0 log λθiω)n
∑
x∈Gω(n)
νω(Bω(x, n, ε))
6 D
∑
n>N
eK(θ
nω)ε e−(α−
1
n
∑n−1
i=0 log λθiω)n
Since limn→∞
1
n
∑n−1
i=0 logλθiω =
∫
logλω dP < α for P-a.e. ω and e
K(θnω)ε has
sub-exponential growth, the right-hand side above is summable. In particular we
get mα(ω, f, φ,Λ, ε,N) → 0 as N → ∞ (independently of ε). This shows that
πφ(f,H) 6
∫
logλω dP, completing the proof of the proposition. 
We can now deduce the main result of this section.
Corollary 8.4. Assume the random dynamical system f = (fω)ω satisfies assump-
tions (H0)-(H5) and that the potential φ = (φω)ω ∈ L1X(Ω, C
1(M)) is a hyperbolic
potential that satisfies (P). Then the probability µ is the unique equilibrium state
for f with respect to φ.
Proof. Corollary 8.2 and Proposition 8.3 yield that
πφ(f) = πφ(f,H) =
∫
logλω dP = hµ(f) +
∫
φdµ (8.1)
(here we used item (3) in Proposition 9.7). This proves that µ is an equilibrium
state for f with respect to φ.
Now, Lemma 8.1 ensures that any other equilibrium state η ∈ M(X, f) for f
with respect to φ satisfied η(H) = 1. In particular η has only positive Lyapunov
exponents. Then Theorem E in Appendix B implies that η is absolutely continuous
with respect to ν. Finally, since the densities dµω/dνω are bounded away from zero
and infinity for P-a.e. ω we conclude that η = µ, which proves the uniqueness of
equilibrium states. 
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9. Appendix A: Relative pressure for random dynamical systems
In this appendix we introduce a Carathe´odory structure for random dynamical
systems which allow us to define topological pressure for invariant sets that are
not necessarily compact on the fibers and establish a variational principle for this
pressure function, which is of independent interest. This result extends the previ-
ous variational principle for random bundle transformations, where compactness is
assumed, proved by Kifer [25].
Relative pressure in random dynamical systems. Here we introduce the no-
tion of relative pressure for random dynamical systems inspired by the work of Pesin
and Pitskel in the deterministic setting. The Carathe´odory structure introduced
below are fiberwise versions of the ones present at the Appendix II of [44].
Relative pressure using coverings. Let Λ ⊂ X be a measurable set which is posi-
tively F -invariant (i.e., F (Λ) ⊂ Λ) and set Λω = Λ ∩ Xω. Let U be a finite open
cover of M and set Uω := {U ∩ Xω : U ∈ U}. Denote by I
n
ω the space of all
n-strings i(ω) = (U0, U1, · · · , Un−1) with Ui ∈ Uθiω and set n(i) = n. For a given
string denote by U(i) = {x ∈ Xω : f jω(x) ∈ Uj for j = 0, · · · , n−1}. Furthermore,
for every integer N > 1, let SNU(ω) be the space of all cylinders of depth at least
N . Given α ∈ R define
mα(ω, f, φ,Λ,U , N) = inf
Gω
{ ∑
U∈Gω
e−αn(U)+Sn(U)φω(U)
}
(9.1)
where the infimum is taken over all families Gω ⊂ SNU(ω) that cover Λω and where
Snφω(U) = supx∈U Snφω(x).
The function (ω, α) 7→
∑
U∈Gω
e−αn(U)+Sn(U)φω(U) is measurable in Ω and contin-
uous in α, a condition that ensures it is jointly measurable (see e.g. [17, Lemma 1.1]).
Then the function (ω, α) 7→ mα(ω, f, φ,Λ,U , N) is jointly measurable and this guar-
antees the measurability of all the following quantities as a function of Ω. The limit
mα(ω, f, φ,Λ,U) = lim
N→∞
mα(ω, f, φ,Λ,U , N)
exists by monotonicity. Set also πφ(ω, f,Λ,U) = inf {α : mα(ω, f, φ,Λ,U) = 0} and
πφ(ω, f,Λ) = lim
diam(U)→0
πφ(ω, f,Λ,U).
A simple adaptation of the proof [14, Theorem 11.1] shows that the limit does exist
and does not depend on the choice of coverings with diameter going to zero. We
define the relative pressure πφ(f,Λ) by
πφ(f,Λ) =
∫
Ω
πφ(ω, f,Λ) dP.
The relative entropy hΛ(f) is defined as the relative pressure πφ(f,Λ) for φ ≡ 0,
and it can be related to topological pressure of a continuous potential φ by
πφ(f,Λ) 6 hΛ(f) +
∫
supφω dP. (9.2)
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Indeed, let ω ∈ Ω be a P-typical point. Then, for every open covering Uω of Xω,
any ε > 0 and any large N > 1 (depending on ω)
mα(ω, f, φ,Λ,U , N) = inf
Gω
{ ∑
U∈Gω
eSn(U)(−α+φω(U))
}
6 inf
Gω
{ ∑
U∈Gω
eSn(U)(−α+supφω)+Sn(U)kU,ω
}
6 inf
Gω
{ ∑
U∈Gω
e−n(U)[α−
∫
supφω dP−
∫
kU,ω dP−ε]
}
= mα−
∫
supφω dP−
∫
kU,ω dP−ε (f, 0,Λ,U , N)
where kU ,ω := sup{|ϕω(x) − ϕω(y)| : y ∈ Uω(x)} tends to zero as diamU → 0 and
the infimum is taken over all families Gω ⊂ SNU(ω) that cover Λω. Since ε > 0 was
chosen arbitrary, taking the limit as the diameter of U tends to zero we conclude
that πφ(f,Λ) 6 hΛ(f) +
∫
supφω dP, as claimed.
Relative pressure using dynamic balls. Here we give a dual definition of relative
pressure using dynamic balls. The proof that it coincides with the notion of Sub-
section 9 can follow a standard route, and is left as a thorough exercise to the reader.
Fix ε > 0 and ω ∈ Ω and consider the sets Inω = Xω × {n} and Iω = Xω × N. For
every α ∈ R and N > 1, define
mα(ω, f, φ,Λ, ε,N) = inf
Gω
{ ∑
(x,n)∈Gω
e−αn(x)+Sn(x)φω(Bω(x,n(x),ε))
}
, (9.3)
where the infimum is taken over all finite or countable families Gω ⊂ ∪n>NI
n
ω such
that the collection of sets {Bω(x, n, ε) : (x, n) ∈ Gω} cover Λω and, as before,
Snφω(Bω(x, n, ε)) = sup{
∑n−1
j=0 φθj(ω)(f
j
ω(y)) : y ∈ Bω(x, n, ε)}. Using that the
previous sequence is increasing on N , the limit
mα(ω, f, φ,Λ, ε) = lim
N→+∞
mα(ω, f, φ,Λ, ε,N) (9.4)
does exist. If α is such that (9.4) is finite and β > α then mβ(f, φ,Λ, ε,N) 6
e−(β−α)Nmα(f, φ,Λ, ε,N) tends to zero as N → ∞, hence mβ(f, φ,Λ, ε) = 0. For
that reason we define
πφ(ω, f,Λ, ε) = inf {α : mα(ω, f, φ,Λ, ε) = 0},
which is decreasing on ε. The (random) relative pressure of the set Λ with respect
to (f, φ) is defined by
πφ(ω, f,Λ) = lim
ε→0
πφ(ω, f,Λ, ε). (9.5)
Remark 9.1. In the case that Λ is compact and invariant, it follows from the general
results on Carathe´odory structures in [44] that the limit (9.3) can be computed using
dynamic balls of the same length as
πφ(ω, f,Λ) = lim sup
n→∞
1
n
log
[
inf
Gω
{ ∑
(x,n)∈Gω
eSnφω(Bω(x,n,ε))
}]
(see e.g. [35] for the proof when φ ≡ 0). Under this assumption and ergodicity of
the measure P, Bogenschu¨tz and Ochs [12] proved that πφ(f,Λ) = πφ(ω, f,Λ) for
P-almost every ω.
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Proposition 9.2. Let (Xω)ω be a family of compact sets, f = (fω)ω be a family
of continuous maps fω : Xω → Xθω, φ = (φω)ω be a continuous potential and
Λ ⊂ X be an F -invariant set. Then πSℓφ(f
ℓ,Λ) = ℓπφ(f,Λ) for every ℓ > 1, where
f ℓ = (f ℓω)ω.
Proof. Fix ℓ > 1. By continuity of each fω and compactness of the fibers Xω,
given any ρ > 0 there exists ε(ω, ℓ, ρ) > 0 (depend) such that d(x, y) < ε implies
d(f jω(x), f
j
ω(y)) < ρ for every 0 6 j < ℓ and every 0 < ε 6 ε(ω, ℓ, ρ). It follows that
Bω,f (x, ℓn, ε) ⊂ Bω,fℓ(x, n, ε) ⊂ Bω,f (x, ℓn, ρ) (9.6)
for each 0 < ε 6 ε(ω, ℓ, ρ) and x ∈ Xω, where Bω,g(x, n, ε) denotes the dynamic ball
centered at x, of radius ε and size n under the iteration of the map gθn−1ω . . . gθωgω.
First we prove the > inequality. Fix ω ∈ Ω. Given N > 1 and any family
Gω(ℓ) ⊂ ∪n>NIn such that the balls Bω,fℓ(x, j, ε) with (x, j) ∈ Gω(ℓ) cover Λω,
denote
Gω := {(x, jℓ) : (x, j) ∈ Gω(ℓ)}.
The second inclusion in (9.6) ensures that the dynamic balls Bω,f (x, k, ρ) with
(x, k) ∈ Gω cover Λω. In particular∑
(x,j)∈Gω(ℓ)
e−αℓj+
∑j−1
i=0 Sℓφω(f
iℓ
ω (Bω,fℓ (x,j,ε) ))
>
∑
(x,k)∈Gω
e−αk+
∑k−1
i=0 φθiω(f
i
ω(Bω,f (x,k,ρ) ))−
∑k−1
i=0 κρ(θ
iω)
where κρ(ω) = sup{|ϕω(x) − ϕω(y)| : d(x, y) < ρ}. Ergodicity and Birkhoff’s
ergodic theorem ensures that 1k
∑k−1
i=0 κρ ◦ θ
i is almost everywhere convergent to
the constant κ∗ρ =
∫
κρ(ω) dP. It is not hard to check that limρ→0 κ
∗
ρ = 0. Hence,
given ζ > 0 it holds that∑
(x,j)∈Gω(ℓ)
e−αℓj+
∑j−1
i=0 Sℓφω(f
iℓ
ω (Bω,fℓ (x,j,ε) ))
>
∑
(x,k)∈Gω
e−(α+κ
∗
ρ−ζ)k+
∑k−1
i=0 φθiω(f
i
ω(Bω,f (x,k,ρ) ))
provided that N > 1 is large enough. In other words, as Gω is arbitrary this proves
mαℓ(ω, f
ℓ, Sℓφ,Λ, ε,N) > mα+κ∗ρ−ζ(ω, f, φ,Λ, ρ,Nℓ),
for every large N > 1. Since ε(ω, ℓ, ρ)→ 0 as ρ→ 0 and ζ was taken arbitrary the
latter proves the desired inequality.
For the 6 inequality, we need to show the relative pressure is not affected if one
restricts the infimum to families Gω of pairs (x, k) such that k is always a multiple
of ℓ. More precisely, let mℓα(ω, f, φ,Λ, ε,N) be the infimum over this subclass of
families, and let mℓα(f, φ,Λ, ε) be its limit as N →∞.
Lemma 9.3. We have mℓα(ω, f, φ,Λ, ε) 6 mα−ρ(ω, f, φ,Λ, ε) for every ρ > 0.
Proof. Fix ρ > 0. It is enough to prove that mℓα(f, φ,Λ, ε,N) 6 mα−ρ(f, φ,Λ, ε,N)
for every large N . Let N > 1 be large so that Nρ > ℓ(α + sup |φω |). Given any
Gω ⊂ ∪n>NIn such that the balls Bω,f(x, k, ε) with (x, k) ∈ Gω cover Λω, define
G′ω to be the family of all (x, k
′), k′ = ℓ[k/ℓ] such that (x, k) ∈ Gω. Notice that
−αk′ + Sk′φω(x) 6 −αk + αℓ + Skφω(x) + ℓ sup |φω | 6 (−α+ ρ)k + Skφω(x)
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given that k > N . The lemma follows immediately. 
Let us resume the proof of the proposition. Take an arbitrary 0 < ε 6 ε(ω, ℓ, ρ).
Let G′ω be any family of pairs (x, k) with k > Nℓ and such that every k is a multiple
of ℓ. Define Gω(ℓ) to be the family of pairs (x, j) such that (x, jℓ) ∈ G′ω . The first
inclusion in (9.6) ensures that if the balls Bω,f (x, k, ε) with (x, k) ∈ G
′
ω cover Λω
then so do the balls Bω,fℓ(x, j, ε) with (x, j) ∈ Gω(ℓ). Then∑
(x,k)∈G′ω
e−αk+
∑k−1
i=0 φθiω(f
i
ω(Bω,f (x,k,ε) ))
>
∑
(x,j)∈Gω(ℓ)
e−αℓj+
∑j−1
i=0 Sℓφω(f
iℓ
ω (Bω,fℓ (x,j,ε) ))−
∑ℓj−1
i=0 κρ(θ
iω).
Since Gω(ℓ) is arbitrary, an argument identical to the previous one ensures that
mℓα(ω, f, φ,Λ, ε,Nℓ) > mαℓ(ω, f
ℓ, Sℓφ,Λ, ε,N).
Taking the limit when N →∞ and using Lemma 9.3,
mα−ρ(ω, f, φ,Λ, ε) > m
ℓ
α(ω, f, φ,Λ, ε) > mαℓ(ω, f
ℓ, Sℓφ,Λ, ε).
It follows that ℓ
(
πφ(ω, f,Λ, ε) + ρ
)
> πSℓφ(f
ℓ,Λ, ε). Since ρ is arbitrary and
ε(ω, ℓ, ρ) tends to zero as ρ→ 0 we conclude that πSℓφ(f
ℓ,Λ) > ℓ πφ(f,Λ). 
A variational principle for relative pressure. The main results of this appen-
dix are Theorems 9.4 and 9.8 which, combined, provide a variational principle for
the relative pressure of random dynamical systems.
Theorem 9.4. Let φ ∈ L1X(Ω, C(M)) and let Λ ⊂ X be a measurable set so that
F (Λ) ⊆ Λ. Then
πφ(f,Λ) > sup
µ(Λ)=1
{
hµ(f) +
∫
Λ
φdµ
}
.
Proof. Let µ ∈M(X, f) with µ(Λ) = 1 and denote by µ = (µω)ω the disintegration
of µ. Assume, without loss of generality, that µ is ergodic. In fact, Lemma 6.19 in
[17] ensures that ζ ∈ M(X, f) is an extreme point of M(X, f) if and only if ζ is
ergodic. This, together with Choquet representation theorem, provides an ergodic
decomposition theorem for all measures in ζ ∈ M(X, f). Since µ(Λ) = 1, we can
obtain the ergodic decomposition on some partition of Λ. Let η be the partition
of Λ which induces ergodic components Λs for s ∈ S, where S denotes some index
set. Let us denote by µs the probability measure on Λs and by ν the probability
measure on the quotient space Λ˜ = Λ/η. By convexity of the maps µ 7→ hµ(f) and
µ 7→
∫
φdµ,
hµ(f) =
∫
Λ˜
hµs(f)dν(s),
∫
Λ
φdµ =
∫
Λ˜
(∫
Λs
φdµs
)
dν(s).
In consequence there is an ergodic component µs such that hµs(f) +
∫
Λs
φdµs >
hµ(f) +
∫
Λ φdµ, proving our claim.
Throughout, assume that µ ∈ M(X, f) is F -invariant and ergodic. Denote by
µΩ(·) = µ(Ω × ·) the probability measure obtained as marginal of µ on M . Since
the measure µΩ is regular, we can verify the following lemma as in the deterministic
case (see [45, Lemma 1]).
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Lemma 9.5. For every ε > 0, there are a positive number 0 < δ < ε, a Borel
partition ξ = {C1, · · · , Cm} of M , and a finite open covering U = {U1, · · · , Uk} of
M with k > m such that
(1) diam(Ui), diam(Cj) 6 ε for i = 1, · · · , k and j = 1, · · · ,m.
(2) U¯i ⊂ Ci for i = 1, · · · ,m.
(3) µΩ(Ci \ Ui) < δ for i = 1, · · · ,m
(4) µΩ(
⋃k
i=m+1 Ui) < δ.
(5) 2δ logm < ε.
Now, fix ε > 0 and let δ > 0, the partition ξ and the covering U be given by
Lemma 9.5. By Birkhoff’s ergodic theorem, for P-a.e. ω ∈ Ω, there are N1(ω) > 1
and A1(ω) ⊂ Xω with µω(A1(ω)) > 1− δ such that
1
n
#
{
0 6 l 6 n− 1: f lω(y) ∈
k⋃
i=m+1
Ui
}
< 2δ (9.7)
for every x ∈ A1(ω) and every n > N1(ω).
Given ω ∈ Ω, n > 1 and x ∈M , consider the partition
ξn(ω) = ξω
∨
f−1ω ξθω
∨
· · ·
∨
(fn−1ω )
−1ξθn−1ω,
and let ξn(ω)(x) denote the element of the partition ξn(ω) which contains x. By the
Shannon-Macmillan-Breiman theorem for random dynamical systems (cf. Propo-
sition 2.1 in [53]), for P-a.e. ω ∈ Ω, there are N2(ω) > 1 and A2(ω) ⊂ Xω with
µω(A2(ω)) > 1− δ so that
µω(ξn(ω)(x)) 6 exp
(
−(hµ(f, ξ)− δ)n
)
(9.8)
for every x ∈ A2(ω) and n > N2(ω). Using once more Birkhoff’s ergodic theorem,
for P-a.e. ω ∈ Ω there are N3(ω) > 1 and A3(ω) ⊂ Xω with µω(A3(ω)) > 1 − δ
such that if x ∈ A3(ω) then∣∣∣ 1
n
n−1∑
i=0
φθnω(f
i
ω(x))−
∫
Λ
φdµ
∣∣∣ < δ and ∣∣∣ 1
n
n−1∑
i=0
κε(θ
iω)−
∫
Ω
κ∗ε(ω)P
∣∣∣ < δ (9.9)
for every n > N3(ω), where κε(ω) = sup{|ϕω(x) − ϕω(y)| : d(x, y) < ε} and the
function κ∗ε ∈ L
1(P) is θ-invariant function and satisfies
∫
Ω
κ∗ε(ω)dP =
∫
Ω
κε(ω)dP.
Remark 9.6. We note that 0 6 κε 6 κε′ whenever 0 < ε 6 ε
′. This implies that
0 6 κ∗ε 6 κ
∗
ε′ if 0 < ε 6 ε
′. It is not hard to check that limn→∞
∫
Ω κ
∗
ε(ω)dP = 0,
since limε→0 κε(ω) = 0 for P-a.e. ω and
∫
Ω κ
∗
ε(ω)dP =
∫
Ω κε(ω)dP.
Now, if N(ω) = max16i63{Ni(ω)} and Aω =
⋂3
i=1Ai(ω), then µω(Aω) > 1−3δ.
Moreover, taking α < hµ(f, ξ)+
∫
Λ φdµ−
∫
Ω κ
∗
εdP−3δ−ε and N > N(ω), by (9.1)
there exists a finite covering Gω ⊂ SNU(ω) of Λω so that n(U) > N for U ∈ Gω and∣∣∣ ∑
U∈Gω
exp
(
−αn(U) + Sn(U)φω(U)
)
−mα(f, φ,Λ,U , ω)
∣∣∣< δ.
Let Gω(l) be the subset of Gω each of whose elements U satisfies n(U) = l and
U ∩ Aω 6= ∅, and set Yω(l) =
⋃
U∈Gω U ⊂ Xω. A standard application of Shannon-
Macmillan-Breiman’s theorem, entirely analogous to Lemma 2 in [44, Appendix II],
37
guarantees that
♯Gω(l) > µω(Yω(l) ∩ Aω) · exp
(
(hµ(f, ξ)− δ − 2δ log#ξ)l
)
(9.10)
for every l > N . Together with the estimates in (9.9), the fact that every U∩Aω 6= ∅
for every U ∈ Gω and that all elements in U have diameter smaller or equal to ε,
this yields
mα(ω, f, φ,Λ,U , N) + δ >
∑
U∈Gω
exp
(
−αn(U) + Sn(U)φω(U)
)
=
∞∑
l=N
∑
U∈Gω(l)
exp
(
−αl + Slφω(U)
)
>
∞∑
l=N
∑
U∈Gω(l)
exp
{(
−α+
∫
Λ
φdµ−
∫
Ω
κ∗ε(ω)dP− 2δ
)
l
}
.
Using (9.10), item (5) in Lemma 9.5, that 0 < δ < ε and the choice of α we get
mα(ω, f, φ,Λ,U , N) + δ
>
∞∑
l=N
µω(Yω(l) ∩Aω) exp
{(
−α+ hµ(f, ξ) +
∫
Λ
φdµ−
∫
Ω
κ∗ε(ω)dP− 3δ − ε
)
l
}
>
∞∑
l=N
µω(Yω(l) ∩Aω) > µω(Aω) > 1− 3δ.
Since mα(ω, f, φ,Λ,U , N) > 1− 4δ for every large N it follows that
πφ(f,Λ,U , ω) > hµ(f, ξ) +
∫
Λ
φdµ−
∫
Ω
κ∗ε(ω)dP− 4ε.
Taking the limit as ε tends to zero (choosing appropriate coverings Uε and recalling
Remark 9.6) we get πφ(ω, f,Λ) > hµ(f) +
∫
Λ φdµ, which proves the theorem. 
It is noticeable that it may occur that πφ(f,Λ) > supµ(Λ)=1
{
hµ(f)+
∫
Λ
φdµ
}
(we
refer the reader to [44] for such examples in the deterministic context of subshifts
of finite type). Hence, the converse inequality in Theorem 9.4 may fail. Neverthe-
less, the previous partial variational principle is sufficient to prove that topological
pressure can be computed as the maximum of the relative pressure of an invariant
set and its complement. More precisely:
Proposition 9.7. Assume that Λ ⊂ Γ are F -invariant measurable subsets of X.
Then the following properties hold:
(1) πφ(ω, f,Λ,U) 6 πφ(ω, f,Γ,U) for every finite covering U of M ,
(2) πφ(f,Λ) 6 πφ(f,Γ),
(3) πφ(f,X) = max{πφ(f,Λ), πφ(f,Λc)}.
Proof. Assume that Λ ⊂ Γ ⊂ X are measurable sets and U is a finite covering
of M . Item (1) is a direct consequence of the monotonicity condition of the ex-
terior measures mα(ω, f, φ,Λ,U , N) 6 mα(ω, f, φ,Γ,U , N). Item (2) is a direct
consequence of item (1). Finally, on the one hand item (2) implies πφ(f,X) >
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max{πφ(f,Λ), πφ(f,Λc)}. On the other hand, since each Xω is compact, the vari-
ational principle in (4.4) together with Theorem 9.4 ensures that
πφ(f) = sup
µ∈M(X,f)
{
hµ(f) +
∫
φdµ
}
= sup
µ∈Me(X,f)
{
hµ(f) +
∫
φdµ
}
= max
{
sup
µ(Λ)=1
{
hµ(f) +
∫
φdµ
}
, sup
µ(Λc)=1
{
hµ(f) +
∫
φdµ
}}
6 max{πφ(f,Λ), πφ(f,Λ
c)}.
This proves item (3) and finishes the proof of the proposition. 
Finally, although not needed here, we finish this section with the following con-
verse of Theorem 9.4 for product measures, yielding a variational principle for the
relative entropy of random dynamical systems.
Let Λ ⊂ Ω×X be a measurable set so that F (Λ) ⊆ Λ. For each (ω, x) ∈ Λ and
n > 1 consider the empirical measures µn(ω, x) =
1
n
∑n−1
j=0 δF j(ω,x), and denote by
V (ω, x) ⊂ M(X, f) the set of F -invariant probability measures obtained as weak∗
accumulation points of (µn(ω, x))n>1. As these measures may not be supported on
Λ, consider the set
E(Λ) = {(ω, x) ∈ Λ: V (ω, x) ∩M(Λ, f) 6= ∅}
of points whose empirical measures have some accumulation measure supported on
Λ. We have the following variational principle:
Theorem 9.8. Let φ ∈ L1X(Ω, C(M)) and let µ ∈ M(X, f) be a probability mea-
sure with µ(Λ) = 1. Then
πφ(f,Λ) > πφ(f, E(Λ)) = sup
{
hµ(f) +
∫
φdµ : µ(Λ) = 1
}
.
Proof. The inequalities πφ(f,Λ) > πφ(f, E(Λ)) > sup
{
hµ(f) +
∫
φdµ : µ(Λ) = 1
}
follow immediately from Proposition 9.7 (2) and Theorem 9.4. Thus we are left to
prove that πφ(f, E(Λ)) 6 sup
{
hµ(f) +
∫
φdµ : µ(Λ) = 1
}
. Actually, we will prove
that there exists a P-full measure subset Ω0 so that
πφ(f, E(Λ) ∩ (Ω0 ×M)) 6 hµ(f) +
∫
Ω
φ dP. (9.11)
We note that, by the definition of topological pressure, πφ(f, Y ) =
∫
Ω
πφ(f, Y, ω)dP.
Hence, (9.11) is sufficient to prove the theorem as removing a set of the form Z×M
from Y , where Z is a zero set with respect to P, will not change its value.
The strategy is a modification of the arguments in [45, Theorem 2]. For the proof,
we need two auxiliary results. Let E be a finite set and i = (i0, . . . , ik−1) ∈ Ek.
Denote by µi the measure on E given by
µi(e) =
1
k
#{0 6 j 6 k − 1: ij = e}.
Put
H(µi) = −
∑
e∈E
µi(e) logµi(e) and R(k, h, E) = {i ∈ E
k : H(µi) 6 h}.
Some combinatorial arguments yield the following lemma:
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Lemma 9.9. [14, Lemma 2.16] We have
lim sup
k→∞
1
k
log#R(k, h, E) 6 h.
Let U = {U1, . . . , Ur} be an open cover ofM with δ := diamU > 0 and fix ε > 0.
As before, for each ω ∈ Ω and every string a = (U0, U1, · · · , UN−1) with Ui ∈ U ,
we set U(a) = {x ∈ Xω : f jω(x) ∈ Uj for j = 0, · · · , N − 1} and n(U(a)) = N
(we omit the dependence on ω for notational simplicity), and recall that κδ(ω) =
sup{|ϕω(x) − ϕω(y)| : d(x, y) < δ}. Endow the space (Ω,F ,P) with the topology
via the definition of the Lebesgue space.
Proposition 9.10. There exists a full P-measure subset Ω1 ⊂ Ω such that for
each (ω, x) ∈ E(Λ) ∩ (Ω1 ×M) and µ ∈ V (ω, x) ∩M(Λ, f) there exists an integer
m = m(ω, x, µ) > 1 satisfying that: for every positive integer n > 1 there are N > n
and a string a with n(U(a)) = N such that:
(1) x ∈ U(a),
(2) supz∈U(a)
∑N−1
k=0 φθkω(f
k
ω(z)) 6 N
(∫
Ω×M
φdµ+ 1N
∑N−1
i=0 κδ(θ
iω) + ε
)
(3) the string a contains a substring a′ with n(U(a′)) = km > N −m such that
1
m
H(a′) 6 hµ(f) + ε.
Proof. Take a Borel partition ζ = {C1, . . . , Cr} of M such that Ci ⊂ Ui and
consider the partition of Ω×M given by Ω×ζ = {Ω×C1, . . . ,Ω×Cr}. Notice that
the supremum in the definition of the random measure theoretic entropy hµ(f) =
supξ hµ(f, ξ) can be taken over a finite partition whose elements are of the form
Ω × ξ, where ξ is a partition of M . This, together with (4.1), ergodicity and
invertibility of (θ,P) and Kingman’s subadditive ergodic theorem, implies that there
exists such a partition ζ satisfying
lim
n→+∞
1
n
Hµω
( n−1∨
k=0
(fkω)
−1ζ
)
= hµ(f, ζ) 6 hµ(f) +
ε
2
P− a.e.ω.
(see e.g. proof of Proposition 2.2 in [53]). In particular, there is a measurable set
Ω1 ⊂ Ω with P(Ω1) = 1 so that, for every ω ∈ Ω1, there exists m = m(ω) > 1
satisfying
1
m
Hµω
(
ζ(m)(ω)
)
6 hµ(f) +
ε
2
, (9.12)
where ζ(m)(ω) =
∨m−1
i=0 (f
i
ω)
−1ζ. Now, fix (ω, x) ∈ Λ∩ (Ω1 ×M) and µ ∈ V (ω, x)∩
M(Λ, f). Take a positive integer sequence ni →∞ such that µni(ω, x)→ µ in the
weak * topology. We may assume without loss of generality that nj = mkj , where
m = m(ω) and kj > 1.
Now, fix β > 0 arbitrary. By regularity of µ (hence of µΩ(·) := µ(Ω× ·)), there
exists a compact set Ki ⊂ Ci with µ(Ω × (Ci \ Ki)) < βµ(Ω × Ci). Choosing
an element Bi of the open cover
∨m−1
i=0 (f
i
ω)
−1U which contains Ki, one can find a
Borel set V ∗i such that Ki ⊂ V
∗
i ⊂ Bi and {V
∗
i } is a Borel partition ofM . For each
1 6 i 6 r, every nj = mkj and 0 6 q 6 m− 1 we set
M
(j)
i = #{0 6 s 6 nj − 1: f
s
ω(x) ∈ V
∗
i }
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and
M
(j)
i,q = #{0 6 s 6 nj − 1: f
s
ω(x) ∈ V
∗
i , s = q (mod m)}.
The latter describe the frequency of visits of the random orbit to a pre-determined
sequence of Borel sets considered above. Set also
p
(j)
i =M
(j)
(i1,i2,...,inj )
/nj and p
(j)
i,q =M
(j)
(i1,i2,...,inj ),q
/kj .
As µnj (ω, x) → µ as j → ∞ we deduce that, taking continuous bump functions
supported on V ∗i ,
lim inf
j→∞
p
(j)
i = lim inf
j→∞
1
nj
nj−1∑
k=0
χV ∗
i
(F k(ω, x)) > µ(Ω×Ki)
> (1 − β)µ(Ω× Ci).
Similarly,
lim sup
j→∞
p
(j)
i 6
∫
Ω
µω(Ki)dP+
∑
i6=j
∫
Ω
µω(Cj \Kj) 6 µ(Ω× Ci) + rβ.
Therefore, taking j sufficiently large and β > 0 sufficiently small, we have
−
1
m
∑
i
p
(j)
i log p
(j)
i 6 −
1
m
∑
i
µΩ(Ci) logµΩ(Ci) +
ε
2
6 hµ(f) + ε.
The rest part of the proof of the first and the third statement is the same as in the
proof of Lemma 2.15 in [14]. By convexity of the function c(x) = −x log x, we have
c(p
(j)
i ) >
1
m
m−1∑
q=0
c(p
(j)
i,q )
and hence
∑t
i=1 c(p
(j)
i ) >
1
m
∑m−1
q=0
∑t
i=1 c(p
(j)
i,q ). This ensures that there exists
0 6 q 6 m− 1 such that
1
m
t∑
i=1
c(p
(j)
i,q ) 6
1
m
t∑
i=1
c(p
(j)
i ) 6 hµ(f) + ε.
Set N = nj+q. For s < q we chose Us ∈ U so that f sω(x) ∈ Us. For every V
∗
i , we
take a string ai so that V
∗
i ⊂ Bi = U(ai). For s > q we write s = q +mp+ e with
p > 0 and 0 6 e < m and set Us = Ue,i, where i is chosen such that f
q+mp
ω (x) ∈ V
∗
i .
Set ap = U0,i . . . Um−1,i and take the substring a as U0 . . . Uq−1a0 · · ·akj−1. Then
for a′ = a0 . . . akj−1 the measure µa′ is given by the probabilities p
(j)
i,q and it satisfies
1
m
H(a′) =
1
m
t∑
i=0
c(p
(j)
i,q ) 6 hµ(f) + ε,
which ensures the first and the third statements. The second statement follows
from the weak∗ convergence µnj (ω, x) → µ as j → ∞ and the definition of the
function κδ(ω).

41
We are now in a position to complete the proof of Theorem 9.8, which was
reduced to the proof of the claim in (9.11). In what follows, take
P := sup
{
hµ(f) +
∫
φdµ : µ(Λ) = 1
}
.
By ergodicity of (θ,P), we can take a measurable set Ω2 ∈ F with P(Ω2) = 1
satisfying that for ε > 0 and ω ∈ Ω2 there is an integer n(ε, ω) > 1 such that
∣∣∣ 1
n
n−1∑
i=0
κδ(θ
iω)−
∫
Ω
κδ(ω) dP
∣∣∣ 6 ε
for n > n(ε, ω). Set also Ω0 = Ω1 ∩ Ω2 (recall (9.12)).
For each m > 1, denote by Gm the set of all points (ω, x) ∈ E(Λ) ∩ (Ω0 ×M)
for which there exists µ ∈ V (ω, x)∩M(Λ, f) and the statement in Proposition 9.10
holds for the positive integer m. Moreover, taking u ∈ R, put
Gm,u =
{
(ω, x) ∈ Gm : ∃µ ∈ V (ω, x) ∩M(Λ, f) &
∫
Λ
φ dµ ∈ [u− ε, u+ ε]
}
.
Observe that for each (ω, x) ∈ Gm,u and probability µ ∈ V (ω, x) ∩M(Λ, f) satis-
fying
∫
Λ φ dµ ∈ [u − ε, u + ε] one has that hµ(f) ≤ P − u + ε. Moreover, taking
c =
∫
Ω
|φω|∞ dP and an ε-dense subset {u1, . . . , us} of the interval [−c, c] it follows,
by construction, that
E(Λ) ∩ (Ω0 ×M) =
⋃
m>1
s⋃
i=1
Gm,ui (9.13)
Since the quantity πφ(ω, f, E(Λ) ∩ (Ω0 ×M)) is generated by some Carathe´odory
structure then
πφ(ω, f, E(Λ) ∩ (Ω0 ×M),U) = sup
i,m
πφ(ω, f,Gm,ui ,U) (9.14)
(see e.g. [44]).
We now fix m > 1 and u ∈ R and proceed to give an upper bound for the
pressure of any non-empty set Gm,u. For each N > 1, denote by Gm,u(ω,N)
the set of all strings a′ given in Proposition 9.10 for the pairs (ω, x) ∈ Gm,u and
µ ∈ V (ω, x)∩M(Λ, f) having length km ∈ [N−m,N ]. Item (3) in Proposition 9.10
ensures that
#Gm,u(ω,N) 6 (#U)
m #{a′ ∈ (#U)km : H(a′) 6 m(hµ(f) + ε)}
6 (#U)m #R(km,m(h+ ε),#U),
where h = P − u+ ε. As km 6 N < (k + 1)m, by Lemma 9.9 we obtain
lim sup
N→∞
1
N
log#Gm,u(ω,N) 6 h+ ε.
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Altogether we deduce that
mα(ω, f, φ,Gm,u,U , N) 6
∞∑
k=N
∑
U∈Gm,u(ω,k)
#Gm,u(ω, k) exp(−αk + Skφω(U))
6
∞∑
k=N
exp
(
− αk + k(h+ 2ε) + k
[
u+ 2ε+
1
k
k−1∑
i=0
κδ(θ
iω)
])
6
∞∑
k=N
exp
(
− k
(
α−
[
P +
∫
Ω
κδ dP+ 5ε
]))
for every sufficiently large N . Therefore, if α > P +
∫
Ω κδ(ω) dP + 5ε, then
mα(ω, f, φ,Gm,u,U) = limN→∞mα(ω, f, φ,Gm,u,U , N) = 0, which implies that
πφ(ω, f,Gm,u,U) 6 P +
∫
Ω
κδ(ω) dP+ 5ε.
This, together with (9.14), ensures that
πφ(ω, f, E(Λ) ∩ (Ω0 ×M),U) 6 P +
∫
Ω
κδ(ω) dP+ 5ε.
Taking δ = diam U → 0 and ε → 0 we prove that (9.11) holds, thus completing
the proof of the theorem. 
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10. Appendix B: Ledrappier-Young formula for random dynamics
The main goal of this Appendix is to present a mainly self-contained charac-
terization of non-uniformly expanding equilibrium states (i.e. equilibrium states
having only positive Lyapunov exponents) as those invariant probabilities which
are absolutely continuous with respect to an expanding conformal measure. Let us
first set the abstract framework.
Setting and main statement. Let (M,d) be a compact metric space and let B be
the Borel σ-algebra. Assume that (Ω,F ,P) is a Lebesgue space and that θ : Ω→ Ω
is an invertible P-preserving measurable transformation and let X ⊂ Ω × M be
a measurable compact subset. Consider a family f = (fω)ω of continuous maps
fω : Xω → Xθω and consider the skew-product F : X → X defined by F (ω, x) =
(θ(ω), fω(x)). The main assumption is the existence of an expanding conformal
measure. More precisely, assume there exists a probability ν = (νω)ω on X such
that L∗ωνω = λωνθω for P-a.e. ω, an F -invariant subset H ⊂ X satisfying ν(H) = 1
and α > 0 so that
lim inf
n→∞
1
n
n−1∑
i=0
log ‖Dfθiω(f
i
ω(x))
−1‖−1 > α. for every (ω, x) ∈ H. (10.1)
Remark 10.1. Khanin and Kifer [23, 26] considered a class of random average ex-
panding maps where for P-a.e. ω there exist a sequence (nk(ω))k of instants at
which all points in Xω have a hyperbolic time property. In particular, any parti-
tion of small diameter (in the fibers) is generating for the random dynamics. This
is useful as the Kolmogorov-Sinai theorem allows to reduce the computation of
the measure theoretical entropy to the entropy of a partition. Under the weaker
assumption (10.1) it may occur that for every ω ∈ Ω there are points with no
expanding behavior, hence natural generating partitions may fail to exist.
The previous remark justifies the need to construct suitable partitions adapted
to the non-uniformly expanding nature of the random dynamics, a main step to
obtain a Rohklin formula for entropy hereafter. Most known results deal with the
case of SRB measures (i.e., absolutely continuous along the unstable manifolds)
in which case Rohklin’s formula is known as Pesin’s formula. In the deterministic
context of C2-diffeomorphisms, the construction of suitable partitions and Rohk-
lin’s formula for the entropy were achieved by Ledrappier and Young [28] (whose
strategy can be traced back to [42]). An adaptation of their construction in the
case of non-uniformly expanding maps appeared in [52]. In the random dynamical
systems context there have been several contributions to the theory characterizing
SRB measures as those satisfying Pesin’s formula, justified by the need of dealing
with invertible or noninvertible randomness and fiber dynamics (we provide more
details after the statement of the main result below). Unfortunately, most of these
results seem not to adapt to our invertible base, non-invertible fiber and mild hy-
perbolicity assumptions, which reinforces the need of the following main result of
this Appendix.
Theorem E. Let (Ω,P) be a probability space, f = (fω)ω be a family of C
1-local
diffeomorphisms fω : Xω → Xθ(ω), and φ = (φω)ω ∈ L
1
X(Ω, C
β(M)), for some
β > 0. Assume that ν = (νω)ω is a conformal measure satisfying (10.1) with
Jacobians Jνωfω = λωe
−φω for P-a.e ω. If, in addition, πφ(f,X) =
∫
logλω dP
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then every equilibrium state η for f with respect to φ such that η(H ∩supp ν) = 1 is
absolutely continuous with respect to ν, meaning that η = (ηω)ω and ηω ≪ νω for P-
a.e. ω. In particular, if the random dynamical system is topologically transitive on
supp ν then there exists at most one expanding equilibrium state for f with respect
φ on supp ν.
Some remarks are in order. In the special case that νω denotes the Lebesgue
measure on Xω, the characterization of expanding equilibrium states as proba-
bilities absolutely continuous with respect to the Lebesgue measure corresponds
to Pesin’s formula for random dynamical systems and the family of potentials
φω = − log | detDfω|, ω ∈ Ω. This topic has been extensively studied and sev-
eral contributions were given which considered, separately, the cases where the
randomness is independent and identically distributed, both invertible and non-
invertible map θ and both the case of C2 diffeomorphisms or endomorphisms (cf.
[11, 31, 29, 32, 33] and references therein). In comparison to the deterministic con-
text [43, 51], it is worth mentioning that, in a random dynamical systems setting,
the C2-differentiability assumption may not be dropped to C1+α in general (cf.
Remark 2.4 in [33]). Our requirements on the C1-smoothness of the maps in Theo-
rem E are enough because we deal with the case that all Lyapunov exponents have
positive sign (hence we need no absolutely continuous stable foliation nor to con-
trol angles between stable and unstable Pesin subbundles). Furthermore, it seems
that Theorem E produces new results even in this context of SRB measures, as we
could not find any such work dealing with invertible base and non-invertible and
non-uniformly expanding fiber dynamics.
In the context of general equilibrium states, other versions of Theorem E for
random dynamical systems appeared in [10, 23, 24, 26, 37], most of the times
associated to random dynamical systems associated to C2-expanding maps and
making use of some Markov structure. Our approach is inspired by the arguments
in [32, Chapter VI], from which we borrow some information concerning Lyapunov
exponents and the theory of invariant manifolds.
Natural extensions and lifts. Some of the reasons to consider natural extensions
are that the dynamics generating the random dynamics are not invertible and that,
as mentioned in Remark 10.1, there may be points (ω, x), (ω, y) ∈ X so that fω(x) =
fω(y) but which behave differently, meaning that the refined partitions show a
different behavior (in terms of contraction and non-contraction) in neighborhoods
of (ω, x) and (ω, y).
The natural extension of the skew-product F is the map F˜ : X˜ → X˜ defined on
X˜ =
{
(. . . , (ω−1, x−1), (ω0, x0)) ∈ X
N : F (ωi, xi) = (ωi+1, xi+1), ∀i < 0
}
,
and given as usual by
F˜ ( (. . . , (ω−1, x−1), (ω0, x0)) ) = (. . . , (ω−1, x−1), (ω0, x0), F (ω0, x0)) (10.2)
Notice that X˜ ⊂ XN ⊂ (Ω×M)N. Based on the invertibility of θ, we may consider
a simplification of the natural extension. Indeed, consider alternatively the map
F˜ :
⋃
ω∈Ω
{ω} × X˜ω → {ω} ×
⋃
ω∈Ω
X˜ω
where
F˜ (ω, (. . . , x−2, x−1, x0)) = (θω, (. . . , x−2, x−1, x0, fω(x0))) (10.3)
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and
X˜ω =
{
(. . . , x−2, x−1, x0) ∈
0∏
i=−∞
Xθiω : fθ−iω(x−i) = x−i+1, ∀i > 0
}
.
The space X˜ω can be thought as the natural extension for a single realization of
the random dynamics and, clearly, X˜ := {ω}×
⋃
ω∈Ω X˜ω ⊂ Ω×M
N. Moreover, the
maps defined by (10.2) and (10.3) are measurable, invariant and make the following
diagrams commute.
((ω−i, x−i))i>0
F˜
−−−−−→ ( . . . , (ω−1, x−1), (ω0, x0), (θω0, fω0(x0)) )
↓ π˜0 ↓ π˜0
(ω0, x0)
F
−−−−−→ ( θω0, fω0(x0) )
and
((ω−i, x−i))i>0
F˜
−−−−−→ ( . . . , (ω−1, x−1), (ω0, x0), (θω0, fω0(x0)) )
↓ π10 ↓ π
1
0
(ω0, (x−i)i>0)
F˜
−−−−−→ ( θω0 (. . . , x−2, x−1, x0, fω(x0)) )
↓ π˜0 ↓ π˜0
(ω0, x0)
F
−−−−−→ ( θω0, fω0(x0) )
where π10 : (Ω×M)
N → Ω×MN, π˜0 : Ω×MN → Ω×M and π˜0 : (Ω×M)N → Ω×M
are the natural projections on the corresponding first coordinates. Since π10 is a
bijection, the map F˜ seems a more suitable concept than the natural extension
F˜ . By a slight abuse of notation we shall refer to the latter when mentioning the
natural extension of F . For each ω ∈ Ω we denote by f˜ω : X˜ω → X˜θω the map
(. . . , x−2, x−1, x0) 7→ (. . . , x−2, x−1, x0, fω(x0)),
where each fiber X˜ω is endowed with the metric d˜(x, y) =
∑
i>0 2
−id(x−i, y−i) and
the natural sigma-algebra inherited from MN .
The non-uniform expanding structure of the fiber dynamics can now be lifted to
the natural extension. This can be made both for the relevant sets as well as for
the invariant probability measures.
Remark 10.2. It is well known that for every F -invariant probability η there exists a
unique F˜ -invariant probability η˜ so that (π˜0)∗η˜ = η and, moreover, hη˜(F˜ ) = hη(F )
(cf. [47]). By construction, the probability η˜ := (π10)∗η˜ is F˜ -invariant, (π˜0)∗η˜ = η
and (π˜Ω)∗η˜ = P, where π˜Ω : Ω × MN → Ω is the natural projection on Ω. In
particular, by the semiconjugacy it follows that hη˜(F˜ ) = hη(F ). Furthermore, if
η(H) = 1 then the F˜ -invariant set H˜ = (π˜0)
−1(H) has full η˜-measure.
Remark 10.3. Although the conformal measure ν = (νω)ω is not necessarily in-
variant, one can also construct a natural family of lifts associated to it. Indeed, if
(ω, x) ∈ H is an Oseledets typical point then the map
π˜0 |W˜uloc(ω,x)
: W˜uloc(ω, x)→W
u
loc(ω, x)
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is a bijection and the measure νω (restricted to any subset of W
u
loc(ω, x)) can be
lifted to X˜ . This will be important later on in the proof that all expanding equi-
librium states satisfy the Rohklin property.
Oseledets’s theorem and local unstable manifolds. The following is a version
of Oseledets theorem for random dynamical systems with not necessarily invertible
C1-fiber maps. We refer the reader to [4] and [32, Chapter III] for more details and
proofs.
Theorem 10.4. Let θ be an ergodic map on a probability space (Ω,P), M be
a compact Riemannian manifold, f = (fω)ω be a family of C
1-maps fω : Xω ⊂
M → Xθ(ω) ⊂ M and let F be the natural skew-product. Suppose that η is an F -
invariant probability such that π∗η = P and that
∫
log+ ‖Dfω(x)‖ dη(ω, x) < +∞.
There exists an F -invariant subset Σ ⊂ X satisfying η(Σ) = 1 and so that for every
(ω, x) ∈ Σ there exists 1 6 k(x) 6 dimM , a filtration of linear subspaces of TxM
{0} = V 0ω,x ⊂ V
1
ω,x ⊂ · · · ⊂ V
k(x)
ω,x = TxM
and numbers λ1(x) < λ2(x) < · · · < λk(x)(x) (depending only on x) called Lyapunov
exponents defined by
lim
n→∞
1
n
log ‖Dfnω (x)v‖ = λ
i(x), ∀v ∈ V iω,x \ V
i−1
ω,x , ∀1 6 i 6 k(x).
Moreover, Dfω(x)V
i
ω,x = V
i
θω,fω(x)
for every (ω, x) ∈ Σ and the functions k(x),
λi(x) and V iω,x vary measurably with (ω, x), for every 1 6 i 6 k(x).
We will make use of the unstable manifold theorem for invariant probabilities
having only positive Lyapunov exponents.
Theorem 10.5. Assume the hypothesis of Theorem 10.4 and that all Lyapunov
exponents of η are bounded below by λ > 0. For any ε > 0 small, for η˜-almost
every (ω, x) there are δε(ω, x) > 0 and γ(ω, x) > 0 and an embedded C
1-disk
Wu
loc
(ω, x) ⊂ Xω, varying measurably with (ω, x), so that:
(1) For every y ∈ Wu
loc
(ω, x) there is a unique y ∈ X˜ω such that π˜0(y) = y0
and d(x−n, y−n) 6 γ(ω, x) e
−(λ−ε)n ∀n > 0;
(2) If a point z ∈ X˜ω satisfies
d(x, z) 6 δε(ω, x) and d(x−n, z−n) 6 δε(ω, x)e
−(λ−ε)n
for every n > 0 then z0 belongs to W
u
loc
(ω, x);
(3) If W˜u
loc
(ω, x) is the set of points y ∈ X˜ω given by (2) then
d(y−n, z−n) 6 γ(ω, x) e
−(λ−ε)nd(y, z)
for every y, z ∈ W˜u
loc
(ω, x) and every n > 0.
Since local unstable leaves vary measurably with the point, there are compact
sets of arbitrary large measure, referred to as hyperbolic blocks, restricted to which
the local unstable leaves passing through those points vary continuously as follows
(see e.g. [32, pp96–97]).
Corollary 10.6. There are countably many compact sets (Λ˜i)i∈N whose union is a
η˜-full measure set such that the following holds. For every i > 1 there are positive
numbers εi ≪ 1, λi, ri, , γi and Ri such that for every (ω, x) ∈ Λ˜i there exists an
embedded submanifold Wu
loc
(ω, x) ⊂ Xω ⊂M of dimension dimM , and:
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(1) if y0 ∈Wuloc(ω, x) then there is a unique y ∈ X˜ω such that for every n > 1
d(x−n, y−n) 6 rie
−εin and d(x−n, y−n) 6 γie
−λin;
(2) for every 0 < r 6 ri the set W
u
loc
(ω, y) ∩B(x0, r) is connected and the map
B((ω, x), εir) ∩ Λ˜i ∋ y 7→W
u
loc
(ω, y) ∩B(x0, r)
is continuous (in the Hausdorff topology);
(3) if y and z belong to B((ω, x), εir) ∩ Λ˜i then either Wuloc(ω, y) ∩ B(x0, r)
and Wu
loc
(ω, z) ∩ B(x0, r) coincide or are disjoint; in the later case, if y ∈
W˜u(ω, z) then d(y0, z0) > 2ri;
(4) if (ω1, y) ∈ Λ˜i ∩ B((ω, x), εir) then Wuloc(ω1, y) contains the ball of radius
Ri around W
u
loc
(ω1, y) ∩B(x0, r).
Measurable generating partition. We proceed with the construction of a spe-
cial partition in X˜, adapted to an invariant and expanding measure, that is closely
related with Ledrappier’s geometric construction in [27, Proposition 3.1]. In fact
this exposition is inspired by a dual argument in [32, Chapter 4, §2] on the con-
struction of measurable partitions adapted to stable foliations.
While X˜ is not a manifold in general, its fibered structure makes reasonable to
code inverse branches according to random orbits by θ−1. Given a partition Q˜
denote by Q˜(ω, x) the element of the partition containing (ω, x) ∈ X˜ . We say that
Q˜ is an increasing partition if (F˜−1Q˜)(ω, x) ⊂ Q˜(ω, x) for η˜-almost every (ω, x), in
which case we write F˜−1Q˜ ≻ Q˜.
All partitions considered throughout are fibered, meaning that Q˜ is a refinement
of the partition in fibers F˜0 := {{ω} × X˜ω : ω ∈ Ω}. Making this implicit require-
ment simplifies the notation as it avoids using an extra conditional entropy term
as in [32]. Assume, for the time being, the following two instrumental results.
Proposition 10.7. Let η be an F -invariant probability such that π∗η = P and
η(H) = 1. There exists an F˜ -invariant and full η˜-measure subset S˜ ⊂ H˜, and a
measurable partition Q˜ of S˜ such that:
(1) F˜−1Q˜ ≻ Q˜,
(2)
∨+∞
j=0 F˜
−jQ˜ is the partition of S˜ into points
(3) The sigma-algebras Mn generated by the partitions F˜−nQ˜, n > 1, generate
the σ-algebra in S˜,
(4) For η˜-almost every (ω, x) the element Q˜(ω, x) ⊂ W˜u(ω, x) contains a neigh-
borhood of x in W˜u(ω, x) ⊂ X˜ω and the projection π(Q˜(ω, x)) contains a
neighborhood of x0 in Xω.
Due to the non-expanding nature of the dynamics we cannot ensure in Proposi-
tion 10.7 that the refined partition
∨+∞
j=0(F˜
j
ω)
−1Q˜θjω is a partition into points on
{ω} × X˜ω (compare item (2) above).
Proposition 10.8. hη˜(F˜ ) = Hη˜(F˜
−1Q˜ | Q˜).
The previous propositions, whose proofs are postponed to the end of the appen-
dix, justify the construction of the previous family of measurable partitions.
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Rohklin-type formula. A main step in the proof of Theorem E is to prove that
every expanding equilibrium state η for f with respect to φ satisfies a Rohklin-like
formula involving the Jacobian with respect to the conformal measure.
Let η be an equilibrium state for f with respect to φ and assume, without loss
of generality, that η is ergodic. Let η˜ = (η˜ω)ω be the lift of η to X˜, and denote by
(η˜ω,x)(ω,x) be the disintegration of the measure η˜ω with respect to the partition Q˜ω
on {ω}×X˜ω. We also consider the lift of the conformal measure ν which is adapted
to η˜ which is constructed as follows. Since η˜-almost every (ω, x) is Oseledets typical,
we define the measure ν˜ω,x as the pull back
(
π˜0 |W˜uloc(ω,x)
)∗
νω (recall Remark 10.3).
Namely, the lift ν˜ = (ν˜ω,x)ω,x is defined by
ν˜(E˜) =
∫
ν˜ω,x(E˜) dη˜(ω, x) (10.4)
for every measurable subset E˜ ⊂ X˜.
Remark 10.9. By construction, ν˜ω,x(Q˜(ω, x)) = νω
(
π(Q˜(ω, x)) ∩Wuloc(ω, x)
)
for η˜-
almost every (ω, x). Since η˜ is an expanding measure then W˜uloc(ω, x) forms an open
neighborhood of x ∈ X˜ω and W˜uloc(ω, x)∩ π(Q˜(ω, x)) contains a neighborhood of x
in Xω. Using that η(supp ν) = 1 we get x ∈ supp(ν) and, we hereafter conclude
that 0 < ν˜ω,x(Q˜(ω, x)) 6 1 for η˜-almost every (ω, x).
We are in a position to show that the equilibrium state satisfies a second Rohklin-
type formula.
Lemma 10.10. The measure ν˜ω,x has a Jacobian Jν˜ω,x F˜ω = Jνωfω ◦ (π ◦ π˜0) with
respect to F˜ω, for P-a.e. ω. In addition,
hη˜(F˜ ) =
∫
log Jν˜ω,x F˜ω dη˜(ω, x). (10.5)
Furthermore, for η˜-almost every (ω, x) and every y ∈ Q˜(ω, x) the product
∆ω(x, y) =
∞∏
j=1
Jν˜
θ−jω
,F˜−jω (x)
fθ−jω(F˜
−j
ω (x))
Jν˜
θ−jω
,F˜−jω (x)
fθ−jω(F˜
−j
ω (y))
(10.6)
is positive and finite.
Proof. By definition ν˜θω,Fωx = (π˜0 |Wuloc(θω,Fω(x)))
∗(νθω |Wuloc(θω,fω(x))). Thus, if
Eω ⊂ Xω is measurable, fω |Eω is injective and E˜ω = π˜
−1
0 (Eω) is a cylinder then
ν˜θω,Fω(x)(F˜ω(E˜)) = ν˜θω,Fω(x)(Fω(E˜ω ∩ (F
−1
ω Q˜)(ω, x)))
= νθω(W
u
loc(θω, fω(x)) ∩ fω(Eω ∩ π˜0((F˜
−1Q˜)(ω, x))))
=
∫
Eω∩π˜0((F˜−1Q˜)(ω,x)))∩f
−1
ω (Wuloc(θω,fω(x)))
Jνωfω dνω
=
∫
E˜ω∩(F˜−1Q˜)(ω,x)
Jνωfω ◦ (π ◦ π˜0) dν˜ω,x.
Since the sigma-algebra B˜ is the completion of the sigma-algebra generated by the
cylinders then the first statement in the proposition holds. Rokhklin formula (10.5)
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follows, by simple algebraic manipulations, using that hη(f) = hη˜(F˜ ) and
πφ(f,X) =
∫
logλω dP(ω) = hη(f) +
∫∫
φω(·) dηω dP(ω).
Finally, the convergence of the product (10.6) follows by the Ho¨lder continuity of
the Jacobian Jν˜ω,x F˜ω = λωe
−φω◦(π◦π˜0), the fact that for P-a.e. ω the partition
Q˜(ω, ·) is subordinated to unstable leaves, and the backward distance contraction
for points in the same unstable leaf. This completes the proof of the lemma. 
Absolutely continuous disintegration. In this subsection we complete the proof
of Theorem E using the main tools provided by Propositions 10.7 and 10.8. Namely,
we obtained that
Hη˜(F˜
−1Q˜ | Q˜) =
∫
log Jν˜ω,x F˜ω dη˜(ω, x). (10.7)
The statement in the theorem is a direct consequence of the following:
Proposition 10.11. For P-a.e. ω the following properties hold:
(1) η˜ω,x is absolutely continuous with respect to ν˜ω,x, for η˜-almost every (ω, x);
(2) ηω is absolutely continuous with respect to νω.
Proof. By construction, the product ∆ω(x, y) (recall (10.6)) is bounded away from
zero and infinity for P-a.e. ω. Thus, the term Z(ω, x) =
∫
Q˜(ω,x)
∆ω(x, y) dν˜ω,x(y)
satisfies 0 < Z(ω, x) < ∞ for η˜-almost every (ω, x) ∈ X˜. Consider the probability
ζ˜ω,x given by
ζ˜ω,x(B) :=
1
Z(ω, x)
∫
Q˜(ω,x)∩B
∆ω(x, y) dν˜ω,x(y)
for every measurable B ⊂ X˜ω, and we proceed to prove that η˜ω,x = ζ˜ω,x. First, the
property F˜−1Q˜ ≻ Q˜ ensures that
ζ˜ω,x((F˜
−1Q˜)(ω, x))
=
1
Z(ω, x)
∫
(F˜−1Q˜)(ω,x)
∆ω(x, y) dν˜ω,x(y)
=
1
Z(ω, x)
∫
Q˜(θω,Fω(x))
Jνωfω ◦ (π ◦ π˜0)(ω, y) ∆ω(x, y) dν˜θω,Fω(x)(y)
=
Z(θω, Fω(x))
Z(ω, x)
·
1
Jν˜ω,x F˜ω(x)
. (10.8)
An argument identical to [32, Lemma VI.8.1] ensures that for P-almost every ω the
map Q(ω, x) ∋ y 7→ ∆ω(x, y) is Ho¨lder continuous and uniformly bounded away
from zero and infinity (by a constant depending only on ω). In particular
Z(ω, x)) = lim
n→∞
∫
Q˜(ω,x)
n∏
j=1
Jν˜
θ−jω
,F˜−jω (x)
fθ−jω(F˜
−j
ω (x))
Jν˜
θ−jω
,F˜−jω (x)
fθ−jω(F˜
−j
ω (y))
dν˜ω,x(y)
and log+ Z(θω,Fω(x))Z(ω,x) 6 log
+ Jν˜ω,x F˜ω ∈ L
1(η˜). Together with (10.8), this ensures
that ∫
− log ζ˜ω,x((F˜
−1Q˜)(ω, x)) dη˜(ω, x) =
∫
log Jν˜ω,x F˜ω(x) dη˜(ω, x). (10.9)
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Equations (10.7) and (10.9) together with
Hη˜(F˜
−1Q˜ | Q˜) =
∫
− log η˜ω,x((F˜
−1Q˜)(ω, x)) dη˜(ω, x)
imply that∫
− log ζ˜ω,x((F˜
−1Q˜)(ω, x)) dη˜(ω, x) =
∫
− log η˜ω,x((F˜
−1Q˜)(ω, x)) dη˜(ω, x).
This ensures
0 =
∫
log
ζ˜ω,x((F˜
−1Q˜)(ω, x))
η˜ω,x((F˜−1Q˜)(ω, x))
dη˜(ω, x) 6 log
∫
ζ˜ω,x((F˜
−1Q˜)(ω, x))
η˜ω,x((F˜−1Q˜)(ω, x))
dη˜(ω, x) = 0
which together with the strict convexity of the logarithm ensures that the measures
η˜ω,x and ζ˜ω,x coincide on the sigma-algebra generated by F˜
−1Q˜. Replacing F˜ by
any power F˜n in the previous computations it is not difficult to check that η˜ω,x and
ζ˜ω,x coincide in the increasing family of sigma-algebras generated by (F˜
−n(Q˜))n>1,
proving item (1) in the proposition.
Now, just observe that item (1) and the definition of the lifted measures ν˜ω,x
implies (π˜0)∗η˜ω,x ≪ ν for η˜-almost every x. Since (η˜ω,x) is a disintegration of η˜
and (π˜0)∗η˜ = η then η ≪ ν, proving item (2). 
Main estimates. The present subsection is devoted to the proof of the two main
propositions used in the proof of Theorem E. We combine modification of arguments
in [32, pp 96–103]. While the latter considers random positive iterations to consider
partitions subordinated to stable manifolds, we need to consider inverse interations
to capture backward contraction of unstable manifolds. Moreover, we avoid the use
of stationary measures.
Proof of Proposition 10.7. Take an F -invariant probability η such that π∗η = P
and η(H) = 1 and let η˜ be the unique F˜ -invariant probability projecting on it. We
proceed to construct a η˜-almost everywhere generating partition Q˜.
Since η˜ is an expanding measure, Proposition 10.5 guarantees the existence of
local unstable manifolds at η˜-almost every point. Take i > 1 such that the Pesin
block Λ˜i satisfies η˜(Λ˜i) > 0, and let ri, εi, γi and Ri be given by Corollary 10.6.
Fix 0 < r 6 ri and (ω0, x) ∈ supp(η˜ |Λ˜i). By construction W
u
loc(ω, y) ∩B(x0, r)
is connected and the map (ω, y) 7→ Wuloc(ω, y) ∩ B(x0, r) is a continuous function
on B((ω0, x), εir) ∩ Λ˜i. Consider the sets
V˜ω(y, r) = {z ∈ W
u
loc(ω, y) : z0 ∈ B(x0, r)} ⊂ X˜ω
defined for any (ω, y) ∈ B((ω0, x), εir) ∩ Λ˜i, and consider the subset of X˜ given by
S˜ω0(x, r) =
⋃{
{ω} × V˜ω(y, r) : (ω, y) ∈ B((ω0, x), εir) ∩ Λ˜i
}
.
Consider an initial partition defined as follows. Take the partition Q˜0(ω) of X˜ω
(depending on r) whose elements are the connected components V˜ω(y, r) of the
unstable manifolds and their complement X˜ω \ S˜ω(x˜, r) for every ω ∈ Ω satisfying
({ω} × X˜ω) ∩ S˜ω0(x, r) 6= ∅, and take Q˜0(ω) = X˜ω otherwise.
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Now, the partition Q˜ is obtained by the refinements by the dynamics, exploring
the ergodicity of η˜. Indeed, on the one hand Poincare´’s recurrence theorem implies
that
S˜ = S˜r :=
+∞⋂
j=0
+∞⋃
n=j
F˜n(S˜ω0(x, r))
is a η˜-full measure set. On the other hand, taking the partition
Q˜(ω) =
+∞∨
n=0
F˜nθ−nω(Q˜0(θ
−nω)) =
+∞∨
n=0
fnθ−nω(Q˜0(θ
−nω)),
on X˜ω and the partition Q˜ formed by the previous ones on each fiber, by construc-
tion one has that F˜−1Q˜ ≻ Q˜. Indeed,
F˜−1({ω} × Q˜(ω)) = {θ−1ω} × f−1θ−1ω
( +∞∨
n=0
fnθ−nω(Q˜0(θ
−nω))
)
= {θ−1ω} ×
+∞∨
n=−1
fnθ−n(θ−1ω)(Q˜0(θ
−n(θ−1ω)))
≻ {θ−1ω} × Q˜(θ−1ω).
Hence item (1) holds. Moreover, since η˜-almost every (ω, y) belongs to S˜, and these
points have infinitely many returns to the set S˜ω0(x, r) under iteration by F˜ , and
S˜ω0(x, r) is formed by pieces of unstable manifolds, the backward contraction along
unstable leaves guarantee not only that the diameter of the partition
∨n
j=0 F˜
−jQ˜
tend to zero as n → ∞, as the sigma-algebras Mn generated by the partitions
F˜−nQ˜, n > 1, generate the σ-algebra in S˜. This proves items (2) and (3).
In what follows we prove that, diminishing r if needed, the resulting partition
Q˜ = Q˜r satisfies item (4): for η˜-almost every (ω, y) the element Q˜(ω)(y) ⊂ W˜u(ω, y)
contains a neighborhood of y in W˜u(ω, y) ⊂ X˜ω and the projection π(Q˜(ω, y))
contains a neighborhood of y0 in Xω. We proceed to show that the partition
Q˜(r) satisfies (4) for Lebesgue almost every parameter r. Given 0 < r 6 ri and
(ω, y) ∈ S˜r define
βr(ω, y) = inf
n>0
{
Ri,
r
γi
,
1
2γi
eλind(y−n, ∂B(x0, r))
}
,
that it clearly non-negative. First we observe the following:
(a) If (ω, y) ∈ S˜ω0(x0, r), z0 ∈ W
u(ω, y) ⊂ Xω and d(y0, z0) < βr(ω, y) then
there exists z ∈ Q˜(ω, y) such that π(z) = z0;
(b) There exists a full Lebesgue measure set of parameters 0 < r 6 ri such that
the function βr(·) is strictly positive almost everywhere and η˜(∂Q˜r) = 0.
Indeed, any point (ω, y) ∈ S˜ω0(x, r) belongs to the local unstable manifold of some
element (ω, t) ∈ B((ω0, x), εir)∩ Λ˜i. If z0 ∈ Wu(ω, y) and d(y0, z0) < βr(ω, y) < Ri
then there exists z ∈ W˜u(ω, y) such that π(z) = z0 (cf. Corollary 10.6). In
particular
d(y−n, z−n) 6 γie
−nλid(y0, z0), ∀n ∈ N
ensuring that d(y−n, z−n) 6 r and d(y−n, z−n) 6 1/2 d(y−n, ∂B(x0, r)) for every
n ∈ N. Altogether, this ensures that the iterates F˜−nω (y) and F˜
−n
ω (z) belong to the
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same element of the partition Q˜0 for every n > 1, and conclude that z ∈ Q˜(ω, y).
This proves item (a).
The argument in the proof of (b) uses the following remark from measure theory
(see e.g. [32, Chapter 4, Lemma 2.1]): if r0 > 0, ϑ is a Borel measure in [0, r0] and
0 < a < 1 then Lebesgue almost every r ∈ [0, r0] satisfies
∞∑
k=0
ϑ
(
[r − ak, r + ak]
)
<∞. (10.10)
Let η˜M denote the marginal of η˜ onM
N. If ϑ is the measure on the interval [ri/2, ri]
given by
ϑ(E) = η˜M
(
y ∈MN : d(π0(y), x0) ∈ E
)
the previous assertion guarantees that
∞∑
k=0
η˜M
(
y ∈MN : |d(x0, π0(y))− r| < e
−λik
)
<∞ (10.11)
for Lebesgue almost every r ∈ [ri/2, ri]. On the other hand, there exists D > 0
such that |d(z0, x0) − r| < Dτ whenever d(z0, ∂B(x0, r)) < τ and 0 < τ < r 6 ri.
Therefore, by F˜ -invariance of η˜ and (10.11),
∞∑
k=0
η˜
(
(ω, y) ∈ X˜ : d(y−n, ∂B(x0, r)) < D
−1e−λik
)
=
∞∑
k=0
∫
Ω
η˜ω
(
y ∈ X˜ω : d(y−n, ∂B(x0, r)) < D
−1e−λik
)
dP(ω)
=
∞∑
k=0
∫
Ω
(fnω )∗η˜ω
(
y ∈ X˜θnω : d(π0(y), ∂B(x0, r)) < D
−1e−λik
)
dP(ω)
6
∞∑
k=0
η˜M
(
y ∈MN : d(π0(y), ∂B(x0, r)) < D
−1e−λik
)
<∞.
Then the Borel-Cantelli lemma assures that for η˜-almost every (ω, y) ∈ X˜ the
condition |d(y−n, ∂B(x0, r))| < D−1e−λik holds for at most finitely many positive
integers k, proving that βr(ω, y) > 0. Finally, since η˜(∪n>0F˜n(Ω×∂B(x0, r)N)) = 0
for all but a countable set of parameters 0 < r 6 ri then Q˜(ω, y) = Q˜r(ω, y) contains
a neighborhood of y in W˜u(ω, y) for η˜-almost every (ω, y) ∈ X˜. This proves claim
(b) above and finishes the proof of the proposition. 
Proof of Proposition 10.8. Given i > 1, let Λ˜i and ri be as in the proof of Proposi-
tion 10.7. The proof involves a preliminary lemma, adapted from [36], which ensures
the construction of measurable and finite entropy partitions with arbitrarily small
diameter.
Lemma 10.12. [32, Chapter VI, Lemma 5.2] If ∆ : X˜ → (0, 1) is a measurable
and log-integrable function with respect to η˜ then there exists a measurable partition
P0 of X˜ such that P0 ≻ F˜0 and diamP0(ω, x) 6 ∆(ω, x) for η˜-a.e. (ω, x) ∈ X˜.
This lemma can be used to construct measurable partitions whose refinements
are finer than Q˜. More precisely:
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Lemma 10.13. For any 0 < δ < 1 there exists a measurable partition P˜ of S˜ such
that Hη˜(P˜) < ∞, diam(P˜(ω, x)) 6 δ for η˜-almost every (ω, x), and so that the
partition
P˜(∞) =
+∞∨
n=0
F˜nP˜
is finer than Q˜.
Proof. The argument is identical to the proof of [32, Chapter VI, Proposition 5.1].

We are now in a position to complete the proof of Proposition 10.8. Let P˜ be
a measurable finite entropy partition so that P˜(∞) ≻ Q˜, given by Lemma 10.13.
Hence
hη˜(F˜ , P˜) = hη˜(F˜ , P˜
(∞)) = hη˜(F˜ , P˜
(∞) ∨ Q˜)
= hη˜(F˜ , F˜
nP˜(∞) ∨ Q˜)
= Hη˜(F˜
nP˜(∞) ∨ Q˜ | F˜n+1P˜(∞) ∨ F˜ Q˜)
for every n > 1 (here we used that hη˜(F˜ , ζ˜) = Hη˜(F˜
−1ζ˜ , ζ˜) whenever the partition
ζ˜ satisfies F˜−1ζ˜ ≻ ζ˜). Consequently,
hη˜(F˜ , P˜) = Hη˜(Q˜ | F˜ Q˜ ∨ F˜
nP˜(∞)) +Hη˜(P˜
(∞) | F˜−nQ˜ ∨ F˜ P˜(∞)). (10.12)
The second term in the right hand side above is bounded by Hη˜(P˜), which is finite.
Then item (3) in Proposition 10.7 implies that it tends to zero as n → ∞. It
remains to estimate the first term above, which is given by
Hη˜(Q˜ | F˜ Q˜ ∨ F˜
nP˜(∞)) =
∫
− log η˜(F˜ Q˜∨F˜nP˜(∞))(ω,x)(Q˜(ω, x)) dη˜(ω, x),
where the measure η˜F˜ Q˜∨F˜nP˜(∞) denotes the conditional measure of η˜ with respect to
the partition F˜ Q˜∨F˜nP˜(∞). Notice that since the diameter of almost every element
in F˜−n+1Q˜ tends to zero as n → ∞, there exists a sequence of sets (Γ˜n)n>1 in X˜
so that limn η˜(Γ˜n) = 1 and F˜Q(ω, x) ⊂ F˜nP˜(∞)(ω, x) for every (ω, x) ∈ Γ˜n. Then
Hη˜(Q˜ | F˜ Q˜ ∨ F˜
nP˜(∞)) = lim
n→∞
∫
Γ˜n
− log η˜(F˜ Q˜)(ω,x)(Q˜(ω, x)) dη˜(ω, x),
where the measure η˜F˜ Q˜ is the conditional measure of η˜ with respect to the partition
F˜ Q˜. This proves that, taking the limit as n→∞ in (10.12),
hη˜(F˜ , P˜) = lim
n→∞
∫
Γ˜n
− log η˜(F˜ Q˜)(ω,x)(Q˜(ω, x)) dη˜(ω, x) = Hη˜(Q˜ | F˜ Q˜).
We conclude that hη˜(F˜ ) = Hη˜(Q˜ | F˜Q) = Hη˜(F˜−1Q˜ | Q), proving the proposition.
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