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4. MOMENT PROBLEMS 
The moment problems we have in mind are concerned with a single 
real-valued random variable X. It is a function on the finite population 
S={co1, . . . . WN} and will be subject to the restrictions 
-1<x<+1; E(X)=or. 
Here, and below, IX will be a given number with - 1 -ax < + 1. Thus, we 
are mainly interested in the finite set {al, . . ., a~} of values a,= X(q), 
(v=l, . . . . N). It is said to be admisaible if 
(4.1) -l<a,< +1, (v=l, . ..) iv); (a1+...+anr)/N=ol. 
A real random variable X will be said to be admissible if one can find 
a set of numbers {ai, . . . . &) which is admissible and such that 
(4.2) 
This means precisely that Pr(X =x) is always a multiple of l/N while 
further -l<X<+l and E(X)=&. 
We are interested in the sample sum &= Em1 R(v)X(o,) = 2-r R(v)a, 
which corresponds to a sample of size n with replacement (n tied). It 
may be regarded as a sum 2~ = Xi + . . . + X, of n independent observations 
on X ; we are only interested in the case that X ia admissible. 
Let X’ be another admissible random variable and let &’ = Xl’ + . . . +X,’ 
be the corresponding aample sum. Then 
(4.3) x< x’=i- &< &I, 
(where Y < 2 is taken in the sense of dilatation, see (2.11)). For, it is 
well-known (see [l l] p. 418) that for sums of independent random variables 
ZXJ< ZX,’ as soon as X, < Xj’ for all i. Hence, (4.3) leads to the problem 
of determining the largest admissible random variable in the sense of 
dilatation. 
This problem is easily solved in terms of certain elementary tranafor- 
mations considered already in [7] p. 46. Consider an admissible random 
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variable X determined as in (4.2) by 8 set of numbers {al, . .., a~} satisfying 
(4.1). Suppose i and j are distinct indices such that - 1-c ai 4% < + 1. 
Then moving ar to the value at’ = - 1 and a~ to the value aj’=ar+aj+ 1 
(in case cq + al < 0) or moving uj to the value q’ = + 1 end at to the value 
q’=a{+&l- 1 (in case ar+aj> 0) while leaving the other ak unchanged 
(ar’=akifk#i, k#j) 11 wi result in a new admissible random v&able X’ 
which is a dilatation of X even in the strict sense ; that is #f(X) <E/(X’) 
if f is strictly convex. After all, if f is strictly convex then 
f(~+~+l)--f(~)>f(ar)--f(--) 
and 
f(l)-f(~)>f(ac)-f(at+a~-l). 
As a different proof for the first case, split the mass l/N at Q into the 
two masses pii to be placed at - 1 and ~12 = l/N -~11 to be placed at q’ ; 
similarly redistribute the mass l/N at uj as a mass psi at Q’ = - 1 and 
a mass psa at af’. Choosing pii =pss = (1 + q)/( 1+ 9’) the center of gravity 
is preserved in each case so that we have a true dilatation. 
After finitely many elementary transformations of the above type one 
must arrive at an admissible random variable X* with corresponding 
admissible set {al*, . . . , a~*) having at most one of the q* strictly interior 
to [ - 1+ l] ; (in fact, at most N - 1 transformations will be needed). Let 
M denote the number of a,* equal to - 1, thus, 0 < iU < N. The remaining 
numbers a,,* consist of N -iM- 1 numbers a,* equal to + 1 and one 
further number a,* = a,* with -l<a*< fl. Since NoL=&,*= -M+ 
+a*+(N-M-l), we see that 
(4.4) M=[N(l-or)/2]; (l-a*)/2=N(l-or)/2-H, 
(where [z] denotes the integer part of z). This shows that M and a* and 
thus X* is in fact unique. We will call X* the principal representation 
of Ly, and (al*, . . . . UN*} the principal population for 0~. They are entirely 
supported by the boundary ( - 1, + 1) of [ - 1, + l] precisely when (x is 
of the form 01= 1 - 2M/N with M an integer. This happens, for instance, 
when N is even and ar=O. 
The fact that X* dominates all admissible X (in the sense of dilatation) 
mesns that Z/(Q) Q Z&i*) whenever {ui, . . . . a~} is admissible and f is 
convex on [- 1, + 11. In view of (4.1) and (4.4), this leads to the useful 
inequality 
(44 jl f(9)<(N-l)f(l)+f(8+1---- [(8+2--N)/% 
where 8=x1+ . . . +ZN. It holds as soon as -l<q<+l for all i and f is 
convex on [ - 1, + l] with f( - 1) =f( + 1). For 8 and f fixed, this upper- 
bound cannot be improved. Also note that the upperbound is a periodic 
function of 8 of period 2 to the effect that the collection of possible pairs 
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;zc-- % ~~Jdm~ - 1 <q Q + 1) is not a convex set, not even 
. 
We have seen that X* is the largest admissible X. Naturally, one can 
also ask for the largest random variable X (in the sense of dilatation) 
among the random variables X with - 1 <X < + 1 and E(X) =oc (ignoring 
the requirement that Pr(X=x) must be a multiple of l/N). Moving all 
mass to the boundary { - 1 + l> so as to preserve the center of gravity, 
it is easily seen that this largest X is given by 
Pr(X= -l)=(l-m)/2; Pr(X= +1)=(1+a)/2. 
Let further &=X1 + . . . +X’, with the Xg independent and of type 2. 
Recalling (4.3), we thus have 
(4.6) x-Xx*-d; zk<zR*<ER, 
(where X and Zx are often not admissible). Since f(z) =ea is convex, 
we have in this way that 
(4.7) Etiz*< Ee3i = 
iv-M-l@ n 
N 1 
and further 
(4.8) EeazB < Eti-3 < EedF~ = 
1+a n 
+ -ea 
2 1 < en b+8’/2). 
The inequality in (4.7) is strict unless s=O or X=X*. The second ine- 
quality (4.8) is strict unless s= 0 or N(l -OL)/~ is an integer. The last 
inequality (4.8) is very useful and due to HOEFFDING [lo]. It follows 
simply by verifying that 
f#(8) = log 
[ 
q e-s+ 7 es] 
satisfies +(O)=O, +‘(O)=dc, +“(a)< 1. Applying (4.8) with 8=6, the usual 
Markov inequality yields that 
(4.9) I+(& > n(c+ + (5) < e--@/2 for all E > 0. 
Without further conditions, the coefficient l/2 in the exponent cannot 
be replaced by a larger constant (as follows immediately from the central 
limit theorem applied to CR*). 
Let us now turn to the sample sums &= zm1 T(Y)X(O,) = gw1 TV, 
corresponding to a sample of size n without replacement, still assuming 
(4.1). We know from (2.8) that 
(4.10) E&r < Eean < E&i. 
In fact, we know from (3.16) that the first inequality (4.10) is strict unless 
s = 0 or 02 = 0 or n = 1. In the sequel, let &* denote the (principal) sample 
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sum when taking a sample of size n without replacement from the unique 
population {al*, . . . , UN*} which is principal for a, compare (4.4) and (4.7). 
THEOREM 6. Among all the admissible sums 21~ the principal sum L’T* 
is the unique largest one in the sense of dilatation. Hence, 
(4.11) Ef(zT) <Ef(zT*) 
if f is convex, the strict inequality sign holding when f is strictly convex 
and & is not principal. In particular, 
(4.11) yn(s)- max [Ee+], 
(with & ran&g through the admipsible sum.s)., is given by y,,(s) = E&G , thus, 
(4.12) 
If a= 1-2&l/N (ikf an integer) this can be simplified to 
(4.13) y&) = c)-l i. (y) (Nnly) e(n-208. 
REMARK. We know from (4.7), (4.8), (4.10) and (4.11) that 
y&) 6 
N-H-led r 
(4.14) N 1 
6 C 1-e 2e-8+ l+a -e8 1 n 2 6 en @S+s’/2). 
Also note that the sums in the right hand side of (4.12) and (4.13) aa a 
function of iIf are so-called Krawtchouk polynomials. Thus (4.14) may 
be regarded as an inequality for Krawtchouk polynomials. 
PROOF OF THEOREM 6. Let {al, . . . . aN) be an admissible set of 
numbers as in (4.1). The corresponding sum & satisfies 
(4.15) 
where the summation extends over all 
(7 
sets of indices with 1 <VI < 
n 
< . ..<v.,<N. Let k and j be distinct indices such that -l<m<q< +l 
and af+q<O. Replacing a~ by as’= -1 and 9 by q’=~+a~+l (thus 
ai + q = ac’ + q’) while leaving the other a, unchanged, one obtains a new 
admissible set of numbers. The corresponding sum &’ is such that 
(4.16) [Ef(zT’)--Ef(xT)]= 
= ; [f(ai’+5,)+f(~‘+5,)-f(ar+5,)-f(~+5,)1. 
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Here, the E, run through all sums of the form la=&, +G~ + . . . + h--I 
with l<vl<... < ~~-1 <N and vk# i, VK# j. If f is convex, (that is, has 
increasing slope), then the right hand side of (4.16) is nonnegative (since 
q’ - (5 = ccl -q’) and even strictly positive if f is strictly convex. It follows 
that & < Zr’ even in the strict sense. Similarly when ai+a;r> 0. After 
finitely many such steps one neoessarily arrives at the principal sum &* 
(see the comments preceding (4.4)). Hence, & < &* and even strictly 
if Zr itself is not principal. This implies all remaining assertions. 
REMARK. One can prove much more. Namely, we claim that 
(4.17) x-g X’==% ‘ET< ZT’, 
(which is a result parallel to (4.3)). Let X and X’ correspond to the 
admissible sets {al, . . . . UN> and (al’, . . . . a~‘), respectively. The property 
X < X’ means that {al’, . . . . a~‘) dominates {ai, . . . . a~) in the sense that 
-&w) < Z#(ai’) f or all continuous convex functions 4. It has been dis- 
cussed in detail in [7] p. 45, p. 89. Let us call the transformation which 
leaves all but ai, a~ invariant (where ccl <a~) and replaces Q and GJ by 
& and 4, respectively, an elementary transformation if & <ai <a~<& and 
& + @ = at + a~. Clearly, the resulting set {iii, . . . , a,} dominates (ai, . . . , ok}. 
If X’ would derive from X by an elementary transformation then (4.17) 
would follow just as in (4.16). In fact, it is true that when X < X’ then 
X’ can be derived from X by a finite sequence of elementary transfor- 
mations. Namely, it is known, see [7] p. 47, that when {al’, . . . . a~‘} 
dominates {al, . . . . UN} then it can be obtained from {ai, . .., a~) by a 
finite sequence of at most N elementary transformations. It is even true 
that all intermediary sets {al”, . . . , UN”} will be located in the convex hull 
of the at and ag’ (and hence in [ - 1, + 11) and thus will also be admissible. 
Another way of proving (4.17) would be as follows. Let f by any con- 
tinuous convex function. We must prove that Ef(&)<Ef(&‘) whenever 
X < X’, that is, whenever {ai, . . . . UN} is dominated by {al’, . .., UN’}. But 
this means precisely (see [15] p. 263) that the function of the variables 
a, . . . . aN defined by the right hand side of (4.15) is convex in the sense 
of Schur. This is easily done, for instance, by using a criterion given by 
OSTROWSKI [15] p. 269, (for functions f having a positive continuous 
second derivative, which would be sufficient). 
Theorem 6 gives an explicit formula for the best possible upper bound 
lyr(s) on E(e’zP). Unless s=O or &=O, this bound is strictly smaller than 
the best possible upper bound E(etii ) on E(dzB). Thus, one may hope 
that the usual Markov inequality 
(4.18) Pr(&s=n(ol+E)) <e-n(~+~)slyn(~), 
(valid when s> 0), will lead to an upper bound which is appreciably 
smaller than the upper bound (4.9) in the case of Zk. In this direction, 
using rather different methods for estimating E(e&‘), SERFLING [17], [18] 
already established the following result. 
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THEOREM 7, (Serf-ling). Let 5> 0. Then in all cu.8~ 
(4.19) Pr(& > n(a + 5)) c exp [- (1+ 3m]. 
In Section 5, we shall strengthen this result in the special case 01= 0 only. 
For instance, in that case one can replace in (4.19) the term - “8; by $$; 
if E is small one can even replace it by about r/( 1 - y), where y = (n- l)/ 
(N- 1). And this constant cannot be improved much as can be seen from 
the following Theorem 8. It is a special case of results due to HAJEK 
[8], [9] and ROSI~N [16]. 
Let do be arbitrary but fixed, Ia]< 1. Consider a sequence of admissible 
populations {uk,i, . . . , an,~,} (as in (4.1) with N=Nk) such that 
(4.20) ak2= _ ;, Fl (an,3-@ >c>o, 
with c as a positive constant. Let & denote the sample sum & based 
on a sample of size nk without replacement taken from the k-th population, 
(nk<Nk). Finally, suppose that nk + 00. 
THEOREM 8, (Hajek). Under the above assumptions we huve that Sk is 
asymptotically normully dkdributed. More precisely, we have for all real 
numbers x that 
Here, n = nk, N =Nk, while ak2 is as in (4.20). Further @ denote8 the standard 
normal distribution function. 
COROLLBRY. Consider the inequality 
(4.22) Pr(~~>n(01+~))<Ae-Bnr’2 for O<lcn-‘. 
In fact, let 0 < y < 1, A > 0, B > 0 and 0 <.a < l/2 be constants and suppose 
that (4.22) holds for each .Zr which is based on a sample of size n < yN 
from some population satisfying (4.1), (n and N arbitrary, OL fixed). We 
assert that necessarily 
(4.23) B<(l-(X2)-1(1-&l. 
PROOF. It follows from (4.20) that ok2 +ara < 1. Here, the equality sign 
is nearly attained for N =Nk large by having all but at most one of the 
@,j equal to f 1, see (4.4). Thus we can choose the sequence of populations 
in Theorem 8 such that ok2 -+ 1-G and nk/Nk + y. Now apply (4.21) 
with x large but fixed (so that 1 -Q(x) N (xr/2n)-le+@2). Comparing (4.21) 
and (4.22), one obtains (4.23). 
Naturally, instead of applying Theorem 8 it would have been sufficient 
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to apply certain known resulta concerning the asymptotic normality of 
the hypergeometric distribution, see [14] and [l]. 
5. THE SYMMETRIC CASE 
In the present Section, we will restrict ourselves to the specid case 
(5.1) N=2M; or=O. 
Here, M is a positive integer. Further n denotes a fixed integer with 
16 n < 2M - 1. Thus ZIr will denote the sample sum for a sample of size n 
without replacement from a population {al, . . . . mu} of 261 numbers 
- 1 ~a, < + 1 having their average equal to 0. From Theorem 6, we now 
have that pn(s) defined by (4.11) is explicitely given by (4.13). Thus, the 
largest possible value Eeazr is attained for the case where CT has a hyper- 
geometric distribution. For our purposes, a more useful formula for yn(s) 
is given by 
(5.2) 
where 
w21 
y,(s) = 2 q,(Cosh a)n-21, 
I-0 
(5.3) q,= 2M -l 
( > n 
2n+M!/[(n-2j)!(M-n+j)! j!] 
is nonnegative; if n > M then Q = 0 for j <n - M. Namely, it follows from 
(4.13) that 
(5.4) 
yn(8) un = (1 + zle-a)M( 1 + wf?)M = 
t&(221 Cosh s)k-j. 
Computing the coefficient of un in the expansion on the right hand side, 
one obtains (5.3). The transformation from (4.13) to (5.2) is essentially a 
Gauss-Kummer transformation between hypergeometric functions, see 
[5] p. 65. 
By yn(0)=l, taking s=O in (5.2), we see that J&=1. It thus is natural 
to introduce a random variable W, taking values in (0, 1, . . ., [n/2]) such 
that 
(5.5) Pr(Wn=j)=qj for j=O, 1, .., [n/2]. 
Consider further the moment generating function 
In/21 
(5.6) fn(w) = EewJ+‘s = js f-NW. 
Let further gn(w)= log /n(w). One can write (5.2) aa 
(5.7) y&9) = enw’2fn( - w) = exp [&nw + gn( -@I, 
provided w>O is defined by 
(5.6) Cosh 8 = ewt2. 
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Both functions f,,(w) and gn(w) a,re increasing and convex. Hence, 
(6.9) -gn’(O)w<gn(-W)< -gn’(-w)w if w>o. 
Here, 0 < gn’( - w) < gn’( 0) = E( W,) if w > 0 ; it is easily seen that gn’( - w) = 0 
if n<M, while gn’( -oo)=n-M if n>M. One can compute E(R$) a8 
follows. We have from (6.4) that 
?.PE(zJy = (1 + 2u + zuyf. 
Differentiating with respect to z, and then letting z= 1, this gives 
In particular, 
(5.10) 
and 
gn'(0)=E(Wn) = s; 
gn”(0) = Var (W,) = 
(n- 1) n(.iV-n) (N-n- 1) 
2(N-1)2(N-3) ’ 
Combining (5.7), (5.9) and (&lo), one arrives at the lower bound 
(6.11) y&) = E& > (Co& ,y)nWn-lM~-l)1, 
It is to be compared with the upper bound 
yn(s) < Ee’=i = (Cosh s)n, 
which follows from (4.14). Using (5.11), with s small, one can give a new 
proof of the special case a=O, E= 0 of (4.23); namely, multiply (4.22) 
by edC and then integrctte with respect to l. 
LEMMA 2. Let Cn, wn be a given pair of nonnegative numbers such that 
(6.12) fn’(-Wn)>Gaf(-Wn). 
We assert that 
(6.13) W& > (n- 24 7) < exp [ - t(n - 2cn)q2h(q)1 
whenever 
(6.14) O<q<[l-e-%-J*; 
(if en < (n - iIf)+ one can take wn arbitrarily large and r] > 0 is arbitrary). 
Here, for O<q<l, h(q) is de/&d by 
(6.15) 
w=~[(l+dlog(l+~)+(l-rl)log(l-g), 
= *z. (k+&+l) >l++@>l* 
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PROOF. Let s> 0 and define w > 0 by Cosh s=ew’s. Suppose now that 
w<wn. Then, using (6.12), c,,<g,,‘(-w,)<g,‘(-w). It follows from (4.11), 
(5.7) and (5.9) that 
EedT <y,,(s) Q exp [#nw - cnzu] = (Co& B)“-% 
Let 7 be as in (5.14). Using s>O and the Markov inequality, we have 
that 
P~(CT > (n - 2c,)v) Q (e-q8 Cosh g)n-2%. 
Given 7, we like to choose s such that the right hand side is minimal, 
that is, such that Tanh a=~. In that case e-8= (1 -q)*( 1 +q)-*, and 
Cosh s = (1 - q)-*( 1+ q)-*, so that we get exactly the upper bound (5.13). 
In order that this choice of s is allowed we must have (1 - 172)’ = Cosh s = 
= eW/a< eWn’2, and this is indeed the case by (5.14). 
In the following Lemma it is assumed that n <M=N/2. We further 
define pi by (5.3) for all real numbers j with - 1 <j< (n+ 1)/2. Let further 
(5.16) r(j) = log F when - 1 < j < (n - 1)/2, 
thus, 
(5.17) 
Clearly, r(j) decreases from the value r( - 1) = +a0 to the value 
n-l 
=-CaLet -l<j*<T denote the unique number such that 
(5.18) r(j*)=O; that is, j*= -l+ (n+ 1) (nf2) 
2(iv+3) * 
Note that 2j* c (n- 2)/2 as long as n< M. 
Further, the random variable W, defined by (6.5) is unimodular with 
a median at the integer [i*] + 1 which is very close to the mean given by 
(5.10); (one has qo>ql>... >Q[~/zI precisely when j* =zz 0, that is, when 
(n+l)(n+2)<2(N+3); further, if n<M then pb~ql<...<q[~/z~ is im- 
possible unless n = M = 3). 
LEMMA 3. Suppose n< M. Then the derivative T’ of r is such that 
(5.19) r’(u)<+(v) when Ogu<v and (u+v)/2<j*. 
Moreover, with k a8 a positive integer, 
Pm+1 < qmik lJk (5.20) - 
Qm-1 [ 1 Pm-k ’ whenever k < m < j* + 4. 
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PROOF. We have from (5.17) that 
r'(4= - i (Q-x)-l- f: (b*+z-)-1, 
4-l i-l 
where al=(n-1)/2; a=+; bl=l; bz=M-n+l. Since Msn, we have 
bs>l=b1. 
Let Ogu<v be such that w=(u+v)/~G j*, (where j*<(n-2)/P). Thus 
u=w- y and v=w + y, where O< y QW. The assertion (5.19) says that 
r’(w + y) - r’(w - y) > 0. In other words, we must show that s(ys) > 0, where 
s(z) is defined by 
44= - $ [(cct-w)2-z]-1+ -$ [(bt+w)z-z]-l* 
i-l i-l 
Note that 0 G ya < wa < (1 + w)s. We first claim that s(y2) > 0 is implied 
by s(O)>O, that is, by 
(5.21) - 
(which will be proved below). 
In proving the sufficiency of (5.21) put m = (ai -w)a and pi= (bt+ w)s, 
(i=1,2).OnehasB1<or1<arz;(here,B1<or1because~~-~~=(n-3)/2-2w 
and 2w < 2j* < (n - 2)/2). Clearly, s(z) is a rational function having a pole 
of residue + 1 at ant (i = 1, 2) and a pole of residue - 1 at /G (i = 1, 2), 
(with the obvious adjustments if /3a coincides with either /?1, dc1 or as). 
In particular, s(z) has a residue zero at infinity and can have at most 
two finite zeros, counting multiplicities. 
Suppose it were possible that both s(O) 2 0 and s(ys) < 0, where 0 =G ys< fi1. 
Smce a(/?1 - 0) = + 00, the function 8(z) would possess at least two zeros 
in the interval [0,/?1), This certainly implies that 82 #a1 and Bz #as. Note 
further that 011 <fis<aa is impossible since M and n are integers. Finally, 
s(cx1+0)= +oo and .9(&z-O)= -00, hence, the function .s(z) must also 
have at least one zero in the interval (~1, ~2). But then 8(z) would have 
at least three zeros altogether and we have a contradiction. 
Therefore, in proving (5.19) it only remains to verify (5.21). Since 
0~ WQ j* and the left hand side of (5.21) is a decreasing function of w, 
it suffices to verify (5.21) for the case w= j*. Note that (a1- j*)(aa- j*) = 
=(b1+ j*)(bs+ j*), namely, in view of (5.17), (5.18) and the definition of 
the aa and bt. 
Letting ~$:a= (a-j*)-2 and yt= (bi+ j*)-2 (i= 1, 2), one must show that 
x1 +x2< y1+ y2 knowing that ~1~2 = y1yz. And this is immediate since 
0<~2<xl<y1 so that y2<~2. 
Next we must prove (5.20), where k is a positive integer. In view of 
(5.17), (5.20) would be implied by 
m+k- 1 
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and thus by the inequality 
r(m-k)+r(m+k-l)>r(m-1)+r(m), 
provided it holds whenever 1 gk<rn < j* + 4. Rewriting the latter in- 
equality as 
k-l 
d [r’(m+Q-r’(m-l-8)] d020, 
we see that is an immediate consequence of (5.19) applied with u = m - 1 - 8 ; 
v = m + 0 so that (U + v)/2 = m - 4 G j*. This completes the proof of Lemma 3. 
Recall that in the present Se&ion .& denotes the sample sum in a 
sample of size n without replacement from a population {al, . . ., a~} of 
even size N= 2M, with mean 0 and such that - 1 <a, < + 1 for all 
v=l , . . . . N. In the next Theorem, the function h(q) is defined by (5.15) 
when 0~7~1 and by h(q)=h(l)=log 4 when 7~1. 
THEOREM 9. We have, for all x> 0, that 
(5.22) pr( ZT > x) Q exp [-4$(f)], 
whenever s is an integer satisfying 
(5.23) s~[(n+1)(N-n+1)+x21/(N+2) 
and such that n-s= 2m is an even. integer. Consequently, (5.22) also holds 
for all x2 0 and any real number s such that 
(5.24) s~2+[(n+l)(N-n+1)+x21/(N+2). 
PROOF. Note that - & = zsl a,-& may be regarded as a sample 
sum which corresponds to a sample of size iV - n from the same population 
{ al, . . . , aN}. Hence, ZT may also be regarded as a sample sum which 
corresponds to a sample of size N-n from the admissible population 
{ al’, . ..) aN’} with a,‘= --a, (v= 1, . . . . N). In view of this transformation, 
one may assume without loss of generality that 
(5.25) 1 gngN=N/2. 
After all, the conditions of the Theorem on s are not influenced by a 
replacement of n by nnl=N-n. 
Let x be a given nonnegative number. Let further s be a fixed integer 
satisfying (5.23) and such that m= (n -s)/2 is an integer. We must prove 
the inequality (5.22). Since P!?(.& > n) = 0, one may as well assume that 
(5.26) Otx<n. 
Applying (5.13) with cn=O, wn= +oo and q=x/n, we see that (5.22) 
1 x 
always holds with s replaced by n. Since; h s is a decreasing function 
0 
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of 8, this proves (5.22) for the case s>n. Thus, we may as well assume 
that 8~12. 
Next, using (5.23), x>O and (5.25), we have that 
Therefore, (n+ 2)/2 <s < n - 1 so that n > 4. Moreover, the integer 
m=(n-s)/2 satisfies l<mg(n-2)/4. 
We further claim that rn< j* + 4, where j* is defined by (5.18). Namely, 
by m = (n-8)/2 this is equivalent to 
8>n-1-2j*=n+l- (n+l) (n+2) = (n+ 1) (N-n+l) 
N+3 N+3 
and this inequality is an immediate consequence of (5.23). 
In proving (5.22), we shall use Lemma 2, applied with cn=m. Thus, 
let w =wn be any positive number satisfying (5.12) with cn =m. In view 
of (5.6), this is equivalent to 
In/21 
(5.27) iz (i - m)q3e-*W a 0. 
Applying (5.13) with Cn=m and r=z/~=z/(n-2m), we see that (5.22) 
holds as soon as 
(5.28) 518 Q [ 1 - e-“1’. 
It only remains to show that w> 0 can be found so as to satisfy both 
(5.27) and (5.28). 
Since j-m > 0 for j > 2m and 2m < (n - 2)/2 < [n/2], it would be sufficient 
for (5.27) that 
(5.29) qm+ke-(m+k)w - qm-ke-(m-k)w > 0 for k = 1, . . . , m. 
Applying Lemma 3, we have that (5.29) is equivalent to 
e2w < qm+l/qm-1. 
Here, we used that n < M and m < j’ + *. Consequently, (5.27) holds for 
the special value w defined by 
e-w= [Pm-l/Qm+ll*~ 
It remains to verify (5.28) for this value w. In view of (5.16), (5.17) and 
m=(n-s)/2, we have 
e-w = Qm-1 * [ 1 -= Qm+l 
(n-8) (n-8+2) (N-n-8)(N-n-8+2) = 
(s-1)8(8+1) (s+2) 1 ‘< (n--s+ l)(N--n-s+ 1) 82 > 
since u(u+2)<(21+1)2 and (8-l)(s+2)=82+(S-2)>8Z, (for, c4n+W 
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>3). Therefore, (5.28) is implied by 
X2:2gS2 -(n-e+ l)(N-n-s+l) 
and this inequality is entirely equivalent to the given inequality (5.23). 
This completes the proof of Theorem 9. 
The following result is a consequence of Theorem 9. It sharpens the 
case B = 0 of Serf&g’s inequality (4.19) and is closely related to the case 
c,=O of (5.13) (due to HOEFPDIN~ [lo]) which states that, for all x>O, 
(5.30) WZP 2 x) 6 exp [-A@ .fJ < &%W. 
We shall use the notation 
(5.31) za=(M-k)/(2iU+2) where k=]n-MI. 
Further t > 0 thus 0 <z< &/2 in all cases. Also note that 
(5.32) z=[n/(iV+2)]* if n<M=iV/2. 
We further introduce the quantity 
(5.33) A=2+(n+1) l- [ ELI] =2+ ‘4f;5-@. 
It is easily seen that 
(5.34) A<3+n(l- s) <3+72(1-ta) if n<M. 
Finally, for 0 < r < 1, we introduce 
(5.35) 
THEOREM 10. We have 
(5.36) Pr(& > x) 6 e-L(T)g/(2A), for al2 x > 0. 
COMMENTS. From (4.23) (with 01=0) and the definition of A, it is 
clear that (5.36) could not possibly be true unless L(t) Q 1 for all z. One 
easily verifies that the function L(8) (0~8~ 1) is nonnegative, strictly 
decreasing and concave with L(O)= 1 and L(&/2)= .62058. 
Let .62058 CC< 1 and choose 0 <e ~4 such that L(r/e) =c. It follows 
from (5.32), (5.34) and (5.36) that 
[ 
X2 1 
-cZn- n+2 3 
(5.37) Pr(&>x) 6 exp ‘- N+2 + 12  , for all x>O, 
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as long as n<e(N+2); (e=$ if c=.62058). One can always take c=L(t), 
hence, (5.36) is an improvement of the second inequality (5.30). In fact, let 
w 1-r 
- = l+z +21og (l+t)=l+tfij2(t). 1 - rs 
Then A(t) admits the representation 
hence, 
.4823=i1(&‘2)<l(r)<A(O)= 1. 
Therefore, the exponent in (5.36) (or (5.37)) improves the exponent in 
the second inequality (5.30) by a factor > 1 + (.4823)ts. The latter factor 
exceeds l+@J, showing that (5.36) is also a considers,ble improvement 
of the special case 01= 0 of the inequality (4.19) due to Serfling. 
Finally, for n large but fixed, the constant coefficient L(t)/(2A) in the 
exponent of (5.36) amounts to an improvement of the (variable) coefficient 
h(x/n)/(2n) in the first inequality (5.30) provided 
L(z)/( 1 - r2) > h(s/n). 
This happens when x is not too large. More precisely, we must about 
have 0 <x < En where 0 <EC 1 is such that h(c) = L(z)/( 1 - 2s) ; if z is small 
one has E w r@ M v6N/n. 
PROOF OF THEOREM 10. Note that both t>O and A (as defined by 
(5.31) and (5.33)) are invariant under the replacement of n by n’ =n - N. 
In view of the remark preceding (5.25), we may thus assume without 
loss of generality that 1 <n < 1K. In the sequel, n and N = 2ilf will be 
fixed while O<x<n is variable (note that (5.36) is trivial when x=0 or 
x > n). Let further 
d=z, thus, O<x<n2. 
By Theorem 9, we know thst (5.22) holds for any number 8 satisfying 
(5.24), that is, any number s>A+z/(N+2), (see (5.33)). From (5.30), 
(5.22) also holds with s =n. Further i “t) is a decreasing function of 8, 
consequently, (5.22) holds for s=s(z) defined by 
(5.40) . 
Hence, in order to prove Theorem 10, it suffices to show that 
(5.41) $L(T)< inf lj& : ) 
0 O<agn’S 8 
where s is defined by (5.40). In particular, s <n so that the right hand 
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side of (5.41) cannot be smaller than ih z >ih(O)=i. Further L(t)< 
0 
<L(O) = 1, hence, (5.41) is trivial when A an and we may as well assume 
that A <n. But then 8 varies over the interval A <s < n, even the full 
interval, since 
(5.42) 
n2 
A+-= 
Nf2 
2+n+ N-%+1 
N+2 
>2+n>n. 
Observing that h(s/n) is an increasing function of 2, we conclude (in the 
case A <n) that (5.41) is equivalent to 
(5.43) 
where %=X(S) is defined by 
(5.44) x=(N+2)(s-A). 
By the definition (5.33) of A, (5.44) can also be written as 
z=(s-2)2-(n+3-a)(N-n+3-.s), 
which form clearly shows that z < (s - 2)s ~82. 
Next, we have from the definition (5.15) of the function h(q) that 
Hence, 
(5.45) ;h ; = s’ 2(1-e) 
0 () s- (z/t+32 
for all A <s <n, provided q(e) is defined by 
p(e) = max (8 - 2eq). 
A<#<fl 
A 
Here, S-%e2/8=8- l- s 
( ) 
(N +2)8s is a convex function of S, which 
neccessarily takes its largest value at one of the endpoints, that is, either 
at S= A (where z=O) or at ~=n. Therefore, 
Thus q(B) = A when 8 > z= [n/(N + 2)]*. Further, if O<O Q t then 
q(B)=A+(n-A)( I- (f)2) <A(l-82)/(1-d). 
After all, both sides of the inequality are linear in f3s; they are equal 
when tI=z while q(O)=n<A/(l--zz), as follows from (5.42). 
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We can now conclude from (5.45) that, for all A <s<n, we have the 
lower bound 
fh ; >yJzae+; 
0 ;2(1-e)de=L(t)/A, cl+0 T 
by the definition (6.36) of L(z). This proves (5.43) and completes the 
proof of Theorem 10. 
(To be continued) 
