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THE LOCAL DENSITY APPROXIMATION IN DENSITY
FUNCTIONAL THEORY
MATHIEU LEWIN, ELLIOTT H. LIEB, AND ROBERT SEIRINGER
Abstract. We give the first mathematically rigorous justification of
the Local Density Approximation in Density Functional Theory. We
provide a quantitative estimate on the difference between the grand-
canonical Levy-Lieb energy of a given density (the lowest possible energy
of all quantum states having this density) and the integral over the
Uniform Electron Gas energy of this density. The error involves gradient
terms and justifies the use of the Local Density Approximation in the
situation where the density is very flat on sufficiently large regions in
space.
c© 2019 by the authors. This paper may be reproduced, in its entirety,
for non-commercial purposes. Final version to appear in Pure and Ap-
plied Analysis.
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2 M. LEWIN, E.H. LIEB, AND R. SEIRINGER
1. Introduction
Density Functional Theory (DFT) [10, 44, 11, 4, 47] is the most efficient
approximation of the many-body Schro¨dinger equation for electrons. It is
used in several areas of physics and chemistry and its success in predict-
ing the electronic properties of atoms, molecules and materials is unprece-
dented. Among the many functionals that have been developed over the
years [42], the Local Density Approximation (LDA) is the standard and sim-
plest scheme [18, 22, 10, 44, 45]. It is not as accurate as its successors
involving gradient corrections, but it is considered as “the mother of all ap-
proximations” [46] and it is still one of the methods of choice in solid state
physics.
In the orbital-free formulation of Density Functional Theory [25, 35], the
Local Density Approximation consists in replacing the full ground state
energy by a local functional as follows:
FLL(ρ) ≈ 1
2
ˆ
R3
ˆ
R3
ρ(x)ρ(y)
|x− y| dx dy +
ˆ
R3
eUEG
(
ρ(x)
)
dx. (1)
Here ρ is the given one-particle density of the system and FLL(ρ) is the Levy-
Lieb functional [25, 35], the main object of interest in DFT. This is the lowest
possible Schro¨dinger energy of all quantum states having the prescribed
density ρ. The first term on the right side is called the direct or Hartree
term. It is the classical electrostatic interaction energy of the density ρ and
it is the only nonlocal term in the LDA. The second term is the energy of the
Uniform Electron Gas (UEG) [10, 44, 13, 30], containing all of the kinetic
energy and the exchange-correlation energy in our convention. That is,
eUEG(ρ0) is the ground state energy per unit volume of the infinite electron
gas with the prescribed constant density ρ0 over the whole space (from which
the direct term has been dropped). The rationale for the approximation (1)
is to assume that the density is almost constant locally (in little boxes of
volume dx), and to replace the local energy per unit volume by that of the
infinite gas at that density ρ(x).1
Our goal in this paper is to justify the approximation (1) in the appropri-
ate regime where ρ is flat in sufficiently large regions of R3. We will prove
the following quantitative estimate∣∣∣∣FLL(ρ)− 12
ˆ
R3
ˆ
R3
ρ(x)ρ(y)
|x− y| dx dy −
ˆ
R3
eUEG
(
ρ(x)
)
dx
∣∣∣∣
6 ε
ˆ
R3
(
ρ(x) + ρ(x)2
)
dx+
C(1 + ε)
ε
ˆ
R3
|∇√ρ(x)|2 dx
+
C
ε4p−1
ˆ
R3
|∇ρθ(x)|p dx (2)
for all ε > 0, where FLL(ρ) is the grand canonical version of the Levy-Lieb
functional. The parameters p > 3 and 0 < θ < 1 should satisfy some
conditions which will be explained below. For instance, p = 4 and θ = 1/2
1It is often more convenient to fix the densities ρ↑(x) and ρ↓(x) of, respectively, spin-up
and spin-down electrons instead of the total density ρ(x) = ρ↑(x) + ρ↓(x). All our results
apply similarly to this situation, as explained below in Remark 4.
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is allowed. After optimizing over ε, this justifies the LDA when the two
gradient terms are much smaller than the local term
ˆ
R3
|∇√ρ(x)|2 dx≪
ˆ
R3
(
ρ(x) + ρ(x)2
)
dx,
ˆ
R3
|∇ρθ(x)|p dx≪
ˆ
R3
(
ρ(x) + ρ(x)2
)
dx.
For instance for a rescaled density in the form
ρN (x) := ρ
(
N−1/3x
)
with
´
R3
ρ = 1, we obtain after taking ε = N−1/12∣∣∣∣∣FLL(ρN )− N
5
3
2
ˆ
R3
ˆ
R3
ρ(x)ρ(y)
|x− y| dx dy −N
ˆ
R3
eUEG
(
ρ(x)
)
dx
∣∣∣∣∣ 6 CN 1112 .
The bound (2) is, to our knowledge, the first estimate of this kind on
the fundamental functional FLL. Although it should be possible to extract
a definite value of the constant C from our proof, it is probably very large
and we have not tried to do it. The factor 1/ε4p−1 is also quite large and
it is an open problem to improve it. We hope that our work will stimulate
more results on the functional FLL in the regime of slowly varying densities.
In physics and chemistry, the exchange-correlation energy is defined by
subtracting a kinetic energy term T (ρ) from FLL(ρ). In this paper we also
derive a bound on T (ρ) which, when combined with (2), provides a bound
on the exchange-correlation energy similar to (2). This is explained below
in Remark 3.
In the next section we provide the precise mathematical definition of FLL
and eUEG, and we state our main theorem containing the estimate (2). In
Section 3 we review some known a priori estimates on FLL and prove a new
upper bound on the kinetic energy. Section 4 contains the proof of our main
results. Finally, in Appendix A we discuss a similar bound in the classical
case where the kinetic energy is dropped, extending thereby our previous
result in [30].
Acknowledgments. The authors thank the Institut Henri Poincare´ for its
hospitality. This project has received funding from the European Research
Council (ERC) under the European Union’s Horizon 2020 research and in-
novation programme (grant agreements AQUAMS No 694227 of R.S. and
MDFT No 725528 of M.L.).
2. Main result
2.1. The grand-canonical Levy-Lieb functional. Let us consider a den-
sity ρ ∈ L1(R3,R+) such that √ρ ∈ H1(R3). Naturally we should assume
in addition that
´
R3
ρ = N is an integer, but here we will work in the grand
canonical ensemble where this is not needed. The grand-canonical Levy-Lieb
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functional [25, 35, 30] is defined by
FLL(ρ) :=
inf
Γn=Γ∗n>0∑∞
n=0 Tr (Γn)=1∑∞
n=1 ρΓn=ρ
{
∞∑
n=1
Tr Hn
(
−
n∑
j=1
∆xj +
∑
16j<k6n
1
|xj − xk|
)
Γn
}
. (3)
Here
Hn := L2a((R
3 × {1, ..., q})n,C)
is the n-particle space of antisymmetric square-integrable functions on (R3×
{1, ..., q})n, with q spin states (for electrons q = 2). The family of opera-
tors Γ = {Γn}n>0 forms a grand-canonical mixed quantum state, that is, a
state over the fermionic Fock space (commuting with the particle number
operator). The density of each Γn is defined by
ρΓn(x) =
n
∑
σ1,...,σn
∈{1,...,q}
ˆ
R3(n−1)
Γn(x, σ1, x2, ..., xn, σn;x, σ1, x2, ..., xn, σn)dx2 · · · dxn
where Γn(x1, ..., σn;x
′
1, ..., σ
′
n) is the kernel of the trace-class operator Γn.
This kernel is such that
Γn(xτ(1), στ(1), ..., xτ(N), στ(N) ; x
′
1, σ
′
1, ..., x
′
N , σ
′
N )
= Γn(x1, σ1, ..., xN , σN ; x
′
τ(1), σ
′
τ(1)..., x
′
τ(N), σ
′
τ(N))
= ε(τ) Γn(x1, σ1, ..., xN , σN ; x
′
1, σ
′
1..., x
′
N , σ
′
N )
for every permutation τ ∈ SN with signature ε(τ) ∈ {±1}.
If
´
R3
ρ = N ∈ N and we restrict ourselves to mixed states Γ where
only ΓN is non-zero, we obtain Lieb’s functional [35]. If we further assume
that ΓN = |Ψ〉〈Ψ| is a rank-one projection, then we find the original Levy
or Hohenberg-Kohn functional [18, 25]. It is well known [35] that working
with mixed states has several advantages, in particular we obtain a convex
function of ρ.
The grand-canonical version (3) is less popular but still important phys-
ically.2 It is also a convex function of ρ. The fact that we can appeal
to states with an arbitrary number n of particles (but still a fixed average
number
´
R3
ρ) will considerably simplify several technical parts of our study.
We expect that our main result (Theorem 2 below) holds the same for the
canonical functionals, for which the energy is minimized over mixed or pure
states with N particles.
It is useful to subtract the direct term from FLL, hence to consider the
energy
E(ρ) := FLL(ρ)− 1
2
ˆ
R3
ˆ
R3
ρ(x)ρ(y)
|x− y| dx dy. (4)
2The grand canonical functional FLL is the weak-∗ lower semi-continuous closure of
the canonical Lieb functional [27]. Hence it appears naturally in situations where some
particles can be lost, e.g. in scattering processes.
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The (grand-canonical) exchange-correlation energy is defined by Exc(ρ) :=
E(ρ)− T (ρ) where
T (ρ) := inf
Γn=Γ∗n>0∑∞
n=0 Tr (Γn)=1∑∞
n=1 ρΓn=ρ
{
∞∑
n=1
Tr Hn
(
−
n∑
j=1
∆xj
)
Γn
}
= inf
06γ=γ∗61
ργ=ρ
Tr (−∆)γ
(5)
is the lowest possible kinetic energy. We will study the functional T (ρ) in
Section 3.2 below.
2.2. The Uniform Electron Gas. In [30, Section 5], we have defined the
uniform electron gas, which is obtained in the limit when ρ approaches a
constant function in the whole space. This is believed to be the same as the
ground state energy of Jellium, where the density is not necessarily constant
but the electrons instead evolve in a constant background [36]. This has
recently been proved in the classical case in [31, 7] and the same is expected
in the quantum case.
The following result is a slight improvement of [30, Thm. 5.1].
Theorem 1 (Quantum Uniform Electron Gas). Let ρ0 > 0. Let {ΩN} ⊂ R3
be a sequence of bounded connected domains with |ΩN | → ∞, such that ΩN
has a uniformly regular boundary in the sense that
|∂ΩN +Br| 6 Cr|ΩN |2/3, for all r 6 |ΩN |1/3/C,
for some constant C > 0. Let δN > 0 be any sequence such that δN/|ΩN |1/3 →
0 and δN |ΩN |1/3 → ∞. Let χ ∈ L1(R3) be a radial non-negative function
of compact support such that
´
R3
χ = 1 and
´
R3
|∇√χ|2 < ∞. Denote
χδ(x) = δ
−3χ(x/δ). Then the following thermodynamic limit exists
lim
N→∞
E
(
ρ01ΩN ∗ χδN
)
|ΩN | = eUEG
(
ρ0
)
(6)
where the function eUEG is independent of the sequence {ΩN}, of δN and
of χ.
For more properties of the UEG energy eUEG we refer to [30] and the
references therein. In [30, Thm. 5.1] we rather optimized over the values of
ρ in the transition region around ∂ΩN . We were able to prove the simple
limit (6) only when ΩN is a tetrahedron. Using an upper bound on E(ρ)
that will be derived later in Proposition 1, we are now able to treat more
reasonable limits in the form of (6). The proof of Theorem 1 is provided in
Section 4.4 below.
The function χδN is used to regularize the function ρ01ΩN which cannot
be the density of a quantum state, since its square root is not in H1(R3) [35].
The first condition δN/|ΩN |1/3 → 0 implies that the smearing happens in a
neighborhood of the boundary ∂ΩN which has a negligible volume compared
to |ΩN |. The second condition δN |ΩN |1/3 → ∞ ensures that the kinetic
energy in the transition region stays negligible in the thermodynamic limit.
Remark 1. The same result holds under the weaker condition that ΩN has
an η–regular boundary, which means that |∂ΩN+Br| 6 C|ΩN |η
(
r|ΩN |−1/3
)
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for all r 6 |ΩN |1/3/C, with η(t) → 0 when t → 0+. The condition
δN |ΩN |1/3 →∞ is then replaced by δ−2N η(δN |ΩN |−1/3)→ 0.
2.3. The Local Density Approximation. We are now able to state our
main result.
Theorem 2 (Local Density Approximation). Let p > 3 and 0 < θ < 1 such
that
2 6 pθ 6 1 +
p
2
. (7)
There exists a constant C = C(p, θ, q) such that∣∣∣∣E(ρ) − ˆ
R3
eUEG
(
ρ(x)
)
dx
∣∣∣∣ 6 εˆ
R3
(
ρ(x) + ρ(x)2
)
dx
+
C(1 + ε)
ε
ˆ
R3
|∇√ρ(x)|2 dx+ C
ε4p−1
ˆ
R3
|∇ρθ(x)|p dx (8)
for every ε > 0 and every non-negative density ρ ∈ L1(R3) ∩ L2(R3) such
that ∇√ρ ∈ L2(R3) and ∇ρθ ∈ Lp(R3).
The constant C = C(p, θ, q) in our estimate (8) depends on the number
of spin states q (q = 2 for electrons), in addition to the parameters p and
θ. It diverges when p → 3+. If p → 3+ then we can take θ → 5/6−.
Our estimate therefore applies to densities ρ with compact support, which
vanish at the boundary of their support like δ(x)a with a > 4/5, where
δ(x) = d(x, ∂ρ−1({0})). In particular, densities which vanish linearly are
allowed. Our proof allows one to consider more singular densities, that is,
to relax the constraint that θp 6 1+p/2, but then the power of ε deteriorates.
Our estimate (8) is certainly not optimal and it is an interesting challenge
to improve it. We conjecture that a similar inequality holds with ρ + ρ2
replaced by ρ4/3 + ρ5/3 which have the scaling of the Coulomb and kinetic
energies, respectively. The higher power ρ2 arises from the trial state used
in our upper bound (Proposition 1) and it is used to control some errors
appearing when merging quantum systems with overlapping supports. This
is explained in Section 4.1 below. Finally, the last gradient term in (8)
is used to control local variations of ρ in L∞. One could expect gradient
errors involving only
´
R3
|∇√ρ|2 and ´
R3
|∇ρ1/3|2 which are believed to arise
in the gradient expansion of the uniform electron gas for, respectively, the
Coulomb and kinetic energies.
One interesting case is when the density is given by a fixed function ρ
with
´
R3
ρ = 1, which is rescaled in the manner
ρN (x) = ρ(N
−1/3x).
After taking ε = N−1/12 in (8) we obtain the following simple bound∣∣∣∣E(ρN )−N ˆ
R3
eUEG
(
ρ(x)
)
dx
∣∣∣∣
6 CN
5
12
ˆ
R3
|∇√ρ(x)|2 dx+ CN 1112
ˆ
R3
(
ρ(x) + ρ(x)2 + |∇ρθ(x)|p
)
dx.
(9)
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It is conjectured [21, 24, 23, 26, 11] that the next order in the expansion of
E(ρN ) should involve the gradient correction to the kinetic energy
ˆ
R3
|∇√ρN (x)|2 dx = N
1
3
ˆ
R3
|∇√ρ(x)|2 dx
and the gradient correction to the Coulomb energy
ˆ
R3
∣∣∣∇ρ1/3N (x)∣∣∣2 dx = N 13 ˆ
R3
∣∣∣∇ρ1/3(x)∣∣∣2 dx.
In particular, the next order should be proportional to N1/3. It remains an
open problem to establish this rigorously.
In the classical case where the kinetic energy is neglected, the limit of
Ecl(ρN )/N was found in our previous work [30], but without a quantitative
estimate on the remainder. We can give an estimate similar to (8) in the
classical case, with a lower power of ε in front of the gradient term. This is
just a slight adaptation of the proof in [30], which is much easier than the
quantum case. The argument is explained for completeness in Appendix A.
In the classical case the limit for Ecl(ρN )/N was later extended to Riesz
interactions |x|−s and other dimensions d > 1 in [8]. Although our result (8)
in the quantum case can probably be extended to other Riesz interactions by
using ideas from [12, 19, 15, 8], we only consider here the physically relevant
3D Coulomb case for shortness.
Remark 2 (Canonical case). We expect an inequality similar to (8) for the
(mixed) canonical version of E(ρ) where
´
R3
ρ = N ∈ N and Γn = 0 for
n 6= N . However our proof does not adapt in an obvious way to this case.
Remark 3 (Exchange-correlation energy). In physics and chemistry, the
LDA is usually expressed in terms of the exchange-correlation energy. In
the grand-canonical setting it is defined by
Exc(ρ) = E(ρ)− T (ρ),
with T (ρ) the lowest possible kinetic energy (5). The functional T (ρ) is
studied in Section 3 below, where it is proved that∣∣∣∣T (ρ)− q− 23 cTF ˆ
R3
ρ(x)
5
3 dx
∣∣∣∣ 6 εq− 23 ˆ
R3
ρ(x)
5
3 dx+
C
ε
13
3
ˆ
R3
|∇√ρ(x)|2 dx
(10)
with cTF = 3
5/341/3π4/3/5 the Thomas-Fermi constant. The lower bound
was derived by Nam [43] and we prove the missing upper bound (with a
better power of ε) in Theorem 3 below. Actually, by following our proof of
Theorem 2 (simply discarding the Coulomb interaction) we can also prove a
lower bound on T (ρ), with an error similar to the right side of (8) but with
a smaller power of ε in front of |∇ρθ|p. This provides the following estimate
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on the exchange-correlation energy∣∣∣∣Exc(ρ)− ˆ
R3
eUEG
(
ρ(x)
)
dx+ q−
2
3 cTF
ˆ
R3
ρ(x)
5
3 dx
∣∣∣∣
6 ε
ˆ
R3
(
ρ(x) + ρ(x)2
)
dx+
C(1 + ε)
ε
ˆ
R3
|∇√ρ(x)|2 dx
+
C
ε4p−1
ˆ
R3
|∇ρθ(x)|p dx. (11)
For a rescaled density ρN (x) = ρ(x/N
1/3) we obtain the same rate of con-
vergence N11/12 as in (9).
Remark 4 (Local Spin Density Approximation). In practice, it is often
convenient to not fix the total density but, rather, the density of each spin
component
ρσ(x) =∑
n>1
n
∑
σ2,...,σn
∈{1,...,q}
ˆ
R3(n−1)
Γn(x, σ, x2, ..., xn, σn;x, σ, x2, ..., xn, σn)dx2 · · · dxn
for σ ∈ {1, ..., q}. Similarly as in Theorem 1 one can define the corresponding
spin-polarized UEG energy eUEG(ρ1, ..., ρq) of the uniform electron gas where
the electrons of spin σ are assumed to have the constant density ρσ. By
following the arguments in this paper, one can then prove the estimate
similar to (8)∣∣∣∣E(ρ1, ..., ρq)− ˆ
R3
eUEG
(
ρ1(x), ..., ρq(x)
)
dx
∣∣∣∣ 6 εˆ
R3
(
ρ(x) + ρ(x)2
)
dx
+
C(1 + ε)
ε
ˆ
R3
|∇√ρ(x)|2 dx+ C
ε4p−1
ˆ
R3
|∇ρθ(x)|p dx. (12)
It is only for simplicity of notation that we work with the total density
ρ =
∑q
σ=1 ρσ.
3. A priori estimates on T (ρ) and E(ρ)
Lower bounds on E(ρ) in (4) are well known and will be recalled below.
Upper bounds are somewhat difficult to derive due to the constraint that
the quantum states considered need to have the exact given density ρ. In
this section we prove an upper bound on the best kinetic energy and use it
to derive an upper bound on E(ρ). Because our bounds are of independent
interest we work in this section in any dimension d > 1. First we quickly
recall the known lower bounds.
3.1. Known lower bounds. We recall that the Lieb-Thirring inequal-
ity [39, 40, 38] states that there exists a positive constant cLT = cLT(d) > 0
such that
Tr (−∆)γ > q− 2d cLT
ˆ
Rd
ργ(x)
1+ 2
d dx (13)
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for every self-adjoint operator γ on L2(Rd,Cq) such that 0 6 γ 6 1. The best
constant cLT is unknown but has been conjectured to be the semi-classical
constant
cTF =
4π2d
(d+ 2)
(
d
|Sd−1|
) 2
d
(14)
in dimension d > 3. In [43], Nam has proved that
Tr (−∆)γ > q− 2d cTF (1− ε)
ˆ
Rd
ργ(x)
1+ 2
ddx− κ
ε3+
4
d
ˆ
Rd
|∇√ργ(x)|2 dx (15)
for every ε > 0 and some constant κ = κ(d), in all space dimensions d > 1.
We also recall the Hoffmann-Ostenhof inequality [17] which states that
Tr (−∆)γ >
ˆ
Rd
∣∣∇√ργ(x)∣∣2 dx (16)
and always imposes that
√
ρ ∈ H1(Rd). The inequality (16) does not require
the fermionic constraint 0 6 γ 6 1.
The Lieb-Oxford inequality [32, 37, 20, 38] states that the total Coulomb
energy is bounded from below by
∞∑
n=1
Tr Hn
( ∑
16j<k6n
1
|xj − xk|
)
Γn
}
>
1
2
ˆ
R3
ˆ
R3
ρ(x)ρ(y)
|x− y| dx dy − 1.64
ˆ
R3
ρ(x)
4
3 dx (17)
where Γ = {Γn} is a grand-canonical quantum state satisfying the conditions
in (4). Inspired by [2], this bound was recently generalized in [29] to
∞∑
n=1
Tr Hn
( ∑
16j<k6n
1
|xj − xk|
)
Γn
}
>
1
2
ˆ
R3
ˆ
R3
ρ(x)ρ(y)
|x− y| dx dy −
(
3
5
(
9π
2
) 1
3
+ ε
) ˆ
R3
ρ(x)
4
3 dx
− 0.001206
ε3
ˆ
R3
|∇ρ(x)| dx (18)
but the constant (3/5)(9π/2)1/3 ≃ 1.4508 is not expected to be the optimal
Lieb-Oxford constant.
Using (13) together with (17), we obtain the following.
Corollary 1 (Lower bound on E(ρ)). We have
E(ρ) > q−
2
3 cLT
ˆ
R3
ρ(x)
5
3 dx− 1.64
ˆ
R3
ρ(x)
4
3 dx (19)
for every ρ > 0 such that
√
ρ ∈ H1(Rd).
The constants can be improved at the expense of adding gradient correc-
tions, using (15) and (18).
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3.2. Upper bound on the best kinetic energy. Let us recall that the
lowest possible kinetic energy of a fixed density ρ ∈ L1(Rd,R+) with √ρ ∈
H1(Rd) reads
T (ρ) := min
06γ=γ∗61
ργ=ρ
Tr (−∆)γ.
In [30], we have shown that for ρ 6 1,
T (ρ) 6
ˆ
Rd
|∇√ρ|2 + q− 2d cTF
ˆ
Rd
ρ
by using the trial state
γ =
√
ρ(x)1
(
−∆ 6 d+ 2
d
cTFq
− 2
d
)√
ρ(x).
Our goal in this section is to prove a similar bound without the assumption
that ρ 6 1. Coherent states [33] can usually give good bounds on the kinetic
energy but they do not preserve the density. The main difficulty here is to
construct a state having the exact given density ρ. The next result says that
the semi-classical approximation to the kinetic energy is an upper bound to
the exact T (ρ), up to some gradient corrections.
Theorem 3 (Upper bound on the best kinetic energy). There are two con-
stants κ1, κ2 > 0 depending only on the space dimension d such that
T (ρ) 6 q−
2
d cTF (1 + κ1ε)
ˆ
Rd
ρ(x)1+
2
ddx+
κ2(1 +
√
ε)2
ε
ˆ
Rd
|∇√ρ(x)|2 dx,
(20)
for every ρ ∈ L1(Rd,R+) with √ρ ∈ H1(Rd) and every ε > 0, where cTF is
the Thomas-Fermi constant (14).
Note that the gradient correction in (20) has a better behavior in ε than
in Nam’s lower bound (15).
In dimension d = 1, March and Young have given the proof of a better
estimate without the parameter ε, in [41, Eq. (9)]:
T (ρ) 6 q−2cTF
ˆ
R
ρ(x)3 dx+
ˆ
R
∣∣∣(√ρ)′(x)∣∣∣2 dx.
In the same paper they also state a result in 3D (for a constant c > cTF)
but the proof has a mistake. This was mentioned as a conjecture in [35, Sec.
5.B]. Our result (20) can therefore be seen as a solution to the March-Young
problem. We conjecture that a similar bound holds without the parameter
ε in dimension d = 2, 3 as well.
Remark 5 (Explicit constants in 3D). In dimension d = 3 one can take
κ1 = 1, κ2 = 48 in (20).
These constants are not optimal and they are only displayed for concreteness.
Our proof allows to slightly improve the constants under the assumption that
ε is small enough. For instance for ε 6 1, we have the better inequality
T (ρ) 6 q−
2
3 cTF
(
1 +
ε
15
) ˆ
R3
ρ(x)
5
3dx+
19
ε
ˆ
R3
|∇√ρ(x)|2 dx. (21)
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Proof of Theorem 3. For simplicity we only write the proof in the no-spin
case q = 1. Recall that the free Fermi sea
Pr = 1
(
−∆ 6 d+ 2
d
cTFr
2/d
)
has the constant density ρPr = r and the constant kinetic energy density
cTFr
1+2/d. In particular, if we take
γ =
√
f(x)1
(
−∆ 6 d+ 2
d
cTFr
2/d
)√
f(x)
for some f > 0, we obtain
ργ = rf(x), Tr (−∆)γ = r
ˆ
Rd
|∇
√
f(x)|2 dx+ cTFr1+
2
d
ˆ
Rd
f(x) dx.
(22)
See for instance [30, Sec. 5] for details. In addition, we have in the sense of
operators 0 6 γ 6 f(x), hence γ is a fermionic one-particle density matrix
under the additional condition that f 6 1.
Let now η > 0 be a smooth non-negative function such that
ˆ ∞
0
η(t) dt = 1,
ˆ ∞
0
η(t)
dt
t
6 1. (23)
Using the smooth layer cake principle
ρ(x) =
ˆ ∞
0
η
(
t
ρ(x)
)
dt
we introduce the trial state
γ =
ˆ ∞
0
√
η
(
t
ρ(x)
)
1
(
−∆ 6 d+ 2
d
cTF t
2/d
) √
η
(
t
ρ(x)
)
dt
t
.
In the sense of operators, we have
0 6 γ 6
ˆ ∞
0
η
(
t
ρ(x)
)
dt
t
=
ˆ ∞
0
η(t)
dt
t
6 1.
In addition, γ has the required density
ργ(x) =
ˆ ∞
0
η
(
t
ρ(x)
)
dt = ρ(x).
Hence γ is admissible and it can be used to get an upper bound on T (ρ).
From (22), its kinetic energy is
Tr (−∆)γ =
ˆ
Rd
dx
ˆ ∞
0
dt
∣∣∣∣∣∇x
√
η
(
t
ρ(x)
)∣∣∣∣∣
2
+ cTF
ˆ
Rd
ρ(x)1+
2
ddx
ˆ ∞
0
η(t)t
2
d dt.
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Note that
ˆ
Rd
dx
ˆ ∞
0
dt
∣∣∣∣∣∇x
√
η
(
t
ρ(x)
)∣∣∣∣∣
2
=
ˆ
Rd
dx
ˆ ∞
0
dt
∣∣∣∇xη ( tρ(x))∣∣∣2
4η
(
t
ρ(x)
)
=
ˆ
Rd
dx
|∇ρ(x)|2
4ρ(x)4
ˆ ∞
0
t2dt
∣∣∣η′ ( tρ(x))∣∣∣2
η
(
t
ρ(x)
)
=
ˆ
Rd
|∇√ρ(x)|2 dx
ˆ ∞
0
t2η′(t)2
η(t)
dt.
Hence we have proved that
Tr (−∆)γ =
ˆ
Rd
|∇√ρ(x)|2 dx
ˆ ∞
0
t2η′(t)2
η(t)
dt
+ cTF
ˆ
Rd
ρ(x)1+
2
ddx
ˆ ∞
0
η(t)t
2
d dt
for all η > 0 satisfying the two constraints (23). The smallest constant we
can get in front of the ρ1+2/d term is cTF, by concentrating η at the point
t = 1, but this makes the other term blow up. If we fixˆ ∞
0
η(t)t
2
d dt = 1 + ε
then the best constant we can get in front of the gradient term is given by
the variational problem
C(ε) := inf
η>0´∞
0 η=1´∞
0 η/t61´∞
0
t2/dη61+ε
ˆ ∞
0
t2η′(t)2
η(t)
dt.
We claim that C(ε) 6 const.(1 + ε−1) for ε small enough, which we prove
by an appropriate choice of η.
Let us first take, for instance,
ηε(t) =
3
2ε3
(t− 1)21(1 6 t 6 1 + ε) + 3
2ε3
(1 + 2ε− t)21(1 + ε 6 t 6 1 + 2ε).
(24)
Then
´
ηε = 1 and
´
ηε(t)/t dt 6 1 since ηε is supported on [1,∞). Using
the simple bounds ˆ ∞
0
η(t)t
2
d dt 6 (1 + 2ε)2/d
and ˆ ∞
0
t2η′(t)2
η(t)
dt 6 (1 + 2ε)2
ˆ ∞
0
η′(t)2
η(t)
dt =
12(1 + 2ε)2
ε2
,
we obtain (after changing ε into ε/2)
T (ρ) 6 cTF(1+ε)
2
d
ˆ
Rd
ρ(x)1+
2
ddx+
48(1 + ε)2
ε2
ˆ
Rd
|∇√ρ(x)|2 dx, ∀ε > 0.
(25)
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The behavior of the correction in front of the semi-classical term cTF is
not optimal for small ε. It can be replaced by 1 + κ1ε
2, for ε 6 1. To see
this we slightly translate the function (24) to the left by an amount −εb and
introduce
ηε,b(t) =
3
2ε3
(t− 1 + εb)21(1− εb 6 t 6 1 + (1− b)ε)
+
3
2ε3
(1 + (2− b)ε− t)21(1− εb+ ε 6 t 6 1 + (2− b)ε). (26)
Then we have
ˆ ∞
0
ηε,b(t)
dt
t
= 1 + (b− 1)ε +
(
11
10
− 2b+ b2
)
ε2
+
(
−13
10
+
33
10
ε− 3b2 + b3
)
ε3 +O(ε4)
and
ˆ ∞
0
ηε,b(t)t
2
d dt = 1− 2
d
(b− 1)ε
+
1
10d2
(
22− 40b+ 20b2 − 11d+ 20bd − 10b2d)ε2 +O(ε3).
The unique bε such that
´∞
0 ηε,bε(t)
dt
t = 1 satisfies
bε = 1− ε
10
− 3
350
ε3 +O(ε4)
and for this bε we haveˆ ∞
0
ηε,bε(t)t
2
d dt = 1 +
2 + d
10d2
ε2 +O(ε4),
ˆ ∞
0
t2η′ε,bε(t)
2
ηε,bε(t)
dt =
12
ε2
+O(1).
This is how we can get (21) for ε small enough (after replacing ε2 by ε). 
Remark 6. In the 3D case we can take for instance b = 1− ε/10−4ε3/350.
One can then verify that
ˆ ∞
0
ηε,b(t)
dt
t
6 1,
ˆ ∞
0
ηε,b(t)t
2
3 dt 6 1 +
ε2
15
and ˆ ∞
0
t2η′ε,bε(t)
2
ηε,bε(t)
dt 6
19
ε2
for all ε 6 1. Hence
T (ρ) 6 cTF
(
1 +
ε2
15
)ˆ
R3
ρ(x)
5
3 dx+
19
ε2
ˆ
R3
|∇√ρ(x)|2 dx, ∀ε 6 1. (27)
Combining with (25), we find the estimate (20) for κ1 = 1 and κ2 = 48.
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3.3. Upper bound on E(ρ). It is well known that any fermionic one-
particle density matrix γ (i.e., an operator satisfying 0 6 γ = γ∗ 6 1) is
representable by a quasi-free state Γγ in Fock space [1]. The two-particle
density matrix of such a state is given by Wick’s formula
Γ(2)γ (x1, σ1, x2, σ2; y1, σ
′
1, y2, σ
′
2)
= γ(x1, σ1; y1, σ
′
1)γ(x2, σ2; y2, σ
′
2)− γ(x1, σ1;x2, σ2)γ(y1, σ′1; y2, σ′2). (28)
In particular, the corresponding interaction energy with pair potential w is
1
2
¨
Rd×Rd
w(x− y)
ρ(x)ρ(y)− q∑
σ,σ′=1
|γ(x, σ; y, σ′)|2
 dx dy.
From this we immediately obtain the following.
Corollary 2 (Upper bound on E(ρ) in dimension d > 1). We have
E(ρ) 6 q−
2
d cTF(1 + κ1ε)
ˆ
Rd
ρ(x)1+
2
d dx+
κ2(1 +
√
ε)2
ε
ˆ
Rd
|∇√ρ(x)|2 dx
(29)
for every ρ > 0 such that
√
ρ ∈ H1(Rd).
This is for the grand-canonical version (4) of the Levy-Lieb functional
which is the object of concern in this paper. It was proved in [34] that any
fermionic γ with integer trace N = Tr (γ) is also the one-particle density
matrix of an N -particle mixed state Γ on the fermionic space HN , such that
the corresponding two-particle density matrix satisfies
Γ(2) 6 Γ(2)γ
in the sense of operators. From the positivity of the Coulomb potential we
deduce immediately the following result for mixed canonical states.
Corollary 3 (Upper bound in the mixed canonical case). Let ρ ∈ L1(Rd,R+)
be such that
´
Rd
ρ = N ∈ N, and √ρ ∈ H1(Rd). Then there exists a mixed
state Γ on the fermionic space
∧N
1 L
2(Rd × {1, ..., q}) such that ρΓ = ρ and
Tr
 N∑
j=1
−∆xj +
∑
16j<k6N
1
|xj − xk|
Γ
6 q−
2
d cLT(1 + κ1ε)
ˆ
Rd
ρ(x)1+
2
d dx+
κ2(1 +
√
ε)2
ε
ˆ
Rd
|∇√ρ(x)|2 dx.
4. Proof of Theorems 1 and 2
Our proof is divided into several steps. The first is to show that the
energy is essentially local, that is, to prove that
E(ρ) ≈
∑
k
E
(
ρχk
)
(30)
where {χk} is a smooth partition of unity,
∑
k χk = 1. The precise state-
ment of (30) will involve upper and lower bounds, as well as an average over
the translations, rotations and dilations of the partition itself. The lower
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bound was indeed already shown in [30] using the Graf-Schenker inequal-
ity [14]. The upper bound is the main new ingredient of our proof. The two
bounds are derived in Sections 4.1 and 4.2. This will allow us to provide a
rather simple proof of Theorem 1 in Section 4.4, using the convergence for
tetrahedra which will be studied in Section 4.3.
In Section 4.5 we will estimate the deviation of the energy when we replace
ρχk by a constant function, say ρ(xk)χk for some xk in the support of χk. If
ρ is essentially constant in the corresponding region, the error will be small,
but if ρ is not constant we bound the energy using some gradient terms,
utilizing our upper bound (29).
After showing the Lipschitz regularity of eUEG in Section 4.6, we will
be able to conclude the proof of Theorem 2 in Section 4.7. We replace
E(ρ(xk)χk) by
´
R3
eUEG(ρ(x))χk(x) dx when ρ is large enough on supp(χk),
using some quantitative estimates derived for tetrahedra in Section 4.3.
In the rest of the paper we call C a generic constant which can some-
times change from line to line, but which only depends on q (the number
of spin states) and p, θ, the two parameters appearing in the statement of
Theorem 2.
4.1. Upper bound in terms of local densities. Our main goal here is
to give an upper bound on the energy E(ρ) by splitting ρ into a sum of local
densities. In the classical case, we have the exact subadditivity property
(see [30, Lem. 2.5])
Ecl(ρ1 + ρ2) 6 Ecl(ρ1) + Ecl(ρ2)
which considerably simplifies the analysis and was one of the main tools of
our previous work [30]. In particular we immediately find an upper bound
in the form
Ecl(ρ) 6
∑
k
Ecl(ρχk)
for a partition of unity χk. In the quantum case this is not as easy. The first
difficulty is that we cannot cut sharply and have to use a smooth partition
of unity. This has the consequence that neighboring local densities overlap.
But then, for two densities ρ1 and ρ2 with overlapping support, it is not
obvious how to relate E(ρ1 + ρ2) with E(ρ1) and E(ρ2). This is due to the
fermionic nature of the electrons which puts a very strong constraint on trial
states. If we take two trial quantum states for ρ1 and ρ2, we cannot simply
take their tensor product and use it as a trial state for ρ1 + ρ2. The tensor
product does not have the fermionic symmetry, and if we anti-symmetrize
it the density is not equal to ρ1 + ρ2 anymore.
For this reason, we will use an incomplete partition of unity with holes, in
order to make sure that the local quantum states are not overlapping. Since
we want to get the exact density, holes are however in principle not allowed.
Instead of filling the holes with electrons, our idea is to rather average over
all the possible rotations, translations and dilations of the partition of unity,
which will make the holes disappear in average. All the arguments of this
section apply the same to a tiling made of cubes, but for a better matching
with the lower bound we will consider a tiling made of tetrahedra. Our lower
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bound relies on the Graf-Schenker inequality [14] which requires the use of
tetrahedra.
Let us consider the unit cube C1 = (−1/2, 1/2)3 , which is the union of 24
disjoint identical tetrahedra ∆1, ...,∆24, all of volume 1/24. Since the cube
can be repeated in the whole space, we obtain a tiling of R3 with tetrahedra:
R
3 =
⋃
z∈Z3
24⋃
j=1
(∆j + z) (31)
and the corresponding partition of unity∑
z∈Z3
24∑
j=1
1ℓ∆j(x− ℓz) ≡ 1, for a.e. x ∈ R3,
for any fixed size ℓ > 0 of the tiles. Any ∆j can be written as ∆j = µj∆
where ∆ is a reference tetrahedron with 0 as its center of mass. Here
µj = (zj , Rj) ∈ C1 × SO(3) is an appropriate translation and rotation,
which acts as µjx = Rjx− zj , hence ∆j = Rj∆− zj . In each tetrahedron
we now place the regularized characteristic function
χℓ,δ,j :=
1
(1− δ/ℓ)31ℓµj(1−δ/ℓ)∆ ∗ ηδ. (32)
Here ηδ(x) = (10/δ)
3η1(10x/δ) where η1 is a fixed C
∞
c non-negative radial
function with support in the unit ball and such that
´
R3
η1 = 1. Assuming
that δ 6 ℓ/2, the function χℓ,δ,j has its support well inside ℓ∆j , at a distance
proportional to δ from its boundary. The prefactor has been chosen to ensure
that ˆ
R3
χℓ,δ,j =
ℓ3
24
= |ℓ∆|.
The function ∑
z∈Z3
24∑
j=1
χℓ,δ,j(x− ℓz)
is equal to (1− δ/ℓ)−3 > 1 inside the tiles but vanishes in a neighborhood of
the boundary of the tiles. It is the incomplete partition of unity which we
have mentioned above. We obtain a partition of unity after averaging over
the translations of the tiling:
1
ℓ3
ˆ
Cℓ
∑
z∈Z3
24∑
j=1
χℓ,δ,j(x− ℓz − τ) dτ = 1, for a.e. x ∈ R3. (33)
Here Cℓ = (−ℓ/2, ℓ/2)3 = ℓC1 is the cube of side length ℓ. This is because
for any f ∈ L1(R3),ˆ
Cℓ
∑
z∈Z3
f(x− ℓz − τ) dτ =
ˆ
Cℓ
∑
z∈ℓZ3
f(x− z − τ) dτ
=
ˆ
R3
f(x− τ) dτ =
ˆ
R3
f(τ) dτ.
The main result of this section is the following upper bound.
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Proposition 1 (Upper bound in terms of local densities). There exists a
universal constant C such that for any
√
ρ ∈ H1(R3), any 0 < δ < ℓ/2 and
any 0 < α < 1/2,
E(ρ) 6
(ˆ 1+α
1−α
ds
s4
)−1 ˆ 1+α
1−α
dt
t4
ˆ
SO(3)
dR
ˆ
Ctℓ
dτ
(tℓ)3
×
×
∑
z∈Z3
24∑
j=1
E
(
χtℓ,tδ,j(R · −tℓz − τ)ρ
)
+ Cδ2 log(α−1)
ˆ
R3
ρ2. (34)
In particular, we can find ℓ′ ∈ (ℓ(1 − α), ℓ(1 + α)), δ′ ∈ (δ(1 − α), δ(1 + α))
and an isometry (τ,R) ∈ R3 × SO(3) such that
E(ρ) 6
∑
z∈Z3
24∑
j=1
E
(
χℓ′,δ′,j(R · −ℓ′z − τ)ρ
)
+ Cδ2 log(α−1)
ˆ
R3
ρ2. (35)
The right side of (34) involves our incomplete partition of unity with holes,
which is rotated (with the rotation R), translated (with the translation τ)
and dilated (with the dilation parameter t). The error is small only when
δ (the size of the holes) is small. However we cannot take δ = 0 since that
would make the gradient of the densities χtℓ,tδ,j(R · −tℓz − τ)ρ blow up.
Nevertheless, the statement is that the energy decouples and the holes can
be neglected, at the expense of an error of the order δ2
´
R3
ρ2. In (34) we use
dilations for purely technical reasons, in order to better control error terms.
Proof of Proposition 1. Using (33), we write our density ρ as follows
ρ(x) =
1
ℓ3
ˆ
Cℓ
∑
z∈Z3
24∑
j=1
χℓ,δ,j(x− ℓz − τ)ρ(x) dτ. (36)
For every fixed τ ∈ Cℓ, we can construct a grand canonical trial state Γτ
having the density
ρΓτ (x) =
∑
z∈Z3
24∑
j=1
χℓ,δ,j(x− ℓz − τ) ρ(x).
For this we pick Γτ =
⊗24
j=1
⊗
z∈Z3 Γτ,z,j where each Γτ,z,j has the density
ρΓτ,z,j(x) = χℓ,δ,j(x− ℓz − τ)ρ(x)
and minimizes the corresponding energy E(χℓ,δ,j(· − ℓz − τ)ρ). Since the
quantum states Γτ,z,j have disjoint supports, we can anti-symmetrize the
state Γτ in the standard manner. We denote by Γτ,a the anti-symmetrized
state. The energy of Γτ,a is equal to that of Γτ and so is its density ρΓτ,a =
ρΓτ . Finally we take as trial state
Γ =
1
ℓ3
ˆ
Cℓ
Γτ,a dτ
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which satisfies by construction that ρΓ = ρ. We find the upper bound
E(ρ) 6
1
ℓ3
ˆ
Cℓ
E(ρΓτ ) dτ +
1
ℓ3
ˆ
Cℓ
D(ρΓτ ) dτ −D(ρ)
=
1
ℓ3
ˆ
Cℓ
∑
z∈Z3
24∑
j=1
E
(
χℓ,δ,j(· − ℓz − τ)ρ
)
dτ +
1
ℓ3
ˆ
Cℓ
D(ρΓτ − ρ) dτ.
(37)
Here we employ the usual notation
D(ρ) :=
1
2
ˆ
R3
ˆ
R3
ρ(x)ρ(y)
|x− y| dx dy. (38)
In the second line of (37) we have used that the energy of a tensor product
of states of disjoint supports is the sum of the energies of the pieces [30].
This is because the cross terms in the direct energy exactly cancel with the
many-particle interactions of different states in the tensor product.
The error term in (37) is solely due to the nonlinearity of the direct term
and it may be rewritten as
1
ℓ3
ˆ
Cℓ
D(ρΓτ − ρ) dτ =
1
ℓ3
ˆ
Cℓ
D
∑
z∈Z3
24∑
j=1
(1ℓ∆j − χℓ,δ,j)(· − ℓz − τ)ρ
 dτ.
For every real-valued (ℓZ3)–periodic function f , we have
1
ℓ3
ˆ
Cℓ
D
(
f(· − τ)ρ
)
dτ
=
1
2
∑
k∈(2π/ℓ)Z3
∣∣∣∣ 1ℓ3
ˆ
Cℓ
f(z)e−ik·z dz
∣∣∣∣2¨
R3×R3
eik·(x−y)
|x− y| ρ(x) ρ(y) dx dy
= 2π
∑
k∈(2π/ℓ)Z3
∣∣∣∣ 1ℓ3
ˆ
Cℓ
f(z)e−ik·z dz
∣∣∣∣2 ˆ
R3
|ρ̂(p)|2
|p− k|2 dp.
Hence we obtain
1
ℓ3
ˆ
Cℓ
D(ρΓτ − ρ) dτ = 2π
∑
k∈2πZ3
∣∣∣∣ˆ
C1
fδ/ℓ(z)e
−ik·z dz
∣∣∣∣2 ˆ
R3
|ρ̂(p)|2
|p − k/ℓ|2 dp,
with
fε(x) =
24∑
j=1
(
1µj∆ −
1
(1− ε)31µj(1−ε)∆ ∗ ηε
)
(39)
for ǫ = δ/ℓ. We have ˆ
C1
fδ/ℓ(z) dz = 0.
Since all the functions appearing in the sum on the right side of (39) are
supported in the unit cube, we also obtain for k ∈ 2πZ3 \ {0},
ˆ
C1
fδ/ℓ(z)e
−ik·z dz = − (2π)
3
(1− ε)3
24∑
j=1
̂1µj(1−ε)∆(k)η̂1(εk). (40)
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This results in the final formula for the error term
1
ℓ3
ˆ
Cℓ
D(ρΓτ − ρ) dτ
= (2π)7
∑
k∈2πZ3
k 6=0
|η̂1(εk)|2
∣∣∣∣∣∣ 1(1− ε)3
24∑
j=1
̂1µj(1−ε)∆(k)
∣∣∣∣∣∣
2 ˆ
R3
|ρ̂(p)|2
|p− k/ℓ|2 dp.
(41)
In order to control the denominator |p−k/ℓ|2, we are going to average our
calculation over all the rotations of the tiling. We also replace ℓ and δ by,
respectively, tℓ and tδ and we average over t ∈ (1− α, 1 + α) with a weight
t−4. Rotating the tiling is the same as rotating ρ. In addition, ǫ = δ/ℓ is
independent of t. Hence we are left with estimating(ˆ 1+α
1−α
dt
t4
)−1 ˆ 1+α
1−α
dt
t4
ˆ
SO(3)
dR
1
|p−Rk/(tℓ)|2
=
ℓ2
4π|k|2
3(1− α2)3
2α(3 + α2)
ˆ 1
1−α
1
1+α
r2dr
ˆ
S2
dω
1
|p′ − ωr|2
=
ℓ2
4π|k|2
3(1− α2)3
2α(3 + α2)
1Aα ∗
1
| · |2 (p
′)
with p′ = pℓ/|k| and where Aα is the annulus
Aα =
{
1
1 + α
6 |x| 6 1
1− α
}
.
We will use the following estimate
Lemma 1. We have ∥∥∥∥1Aα ∗ 1| · |2
∥∥∥∥
L∞
6 Cα log(α−1) (42)
for all α 6 1/2.
The proof of (42) is a simple computation which is provided at the very
end of the proof. Using (42) we obtain(ˆ 1+α
1−α
dt
t4
)−1 ˆ 1+α
1−α
dt
t4
ˆ
SO(3)
dR
1
(tℓ)3
ˆ
Ctℓ
D(ρΓτ ,R − ρ) dτ
6 C log(α−1)
 ∑
k∈2πZ3
k 6=0
ℓ2
|k|2 |η̂1(εk)|
2
∣∣∣∣∣∣ 1(1− ε)3
24∑
j=1
̂1µj(1−ε)∆(k)
∣∣∣∣∣∣
2
 ˆ
R3
ρ2
(43)
and it remains to estimate the sum in the parenthesis. For this we have to
bound
∑24
j=1
̂1µj(1−ε)∆(k).
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Lemma 2 (Fourier transform of the reduced tetrahedra). We have∣∣∣∣∣∣ 1(1− ε)3
24∑
j=1
̂1µj(1−ε)∆(k)
∣∣∣∣∣∣
2
6 C
ε4 + ε2|k|2
∣∣∣∣∣∣
ˆ
C1
(
x−
24∑
j=1
zj1∆j
)
e−ik·x dx
∣∣∣∣∣∣
2 (44)
for all 0 < ε < 1/2 and all k ∈ 2πZ3 \ {0}.
Proof. We recall that ∆j = Rj∆1 − zj with µj = (zj , Rj) ∈ C1 × SO(3).
We have
(1− ε)−3 ̂1µj(1−ε)∆(k) = (2π)−3/2(1− ε)−3
ˆ
µj(1−ε)∆
e−ik·x dx
= (2π)−3/2
ˆ
∆
e−ik·(Rj(1−ε)x−zj) dx
= (2π)−3/2
ˆ
µj∆
e−ik·x+iεk·(x−zj) dx.
Since k ∈ 2πZ3 \ {0}, the integral vanishes at ε = 0 after summing over j.
Inserting the derivative at ε = 0 yields
(1− ε)−3
24∑
j=1
̂1µj(1−ε)∆(k) = i(2π)
−3/2εk ·
ˆ
C1
(
x−
24∑
j=1
zj1∆j
)
e−ik·x dx
− ε2
24∑
j=1
ˆ 1
0
(1− s) ds
ˆ
∆j
(
k · (x− zj)
)2
e−ik·x+iεsk·(x−zj) dx.
We claim that the second term is uniformly bounded with respect to k.
Indeed, one integration by parts gives
ˆ 1
0
(1− s) ds
ˆ
∆j
(
k · (x− zj)
)2
e−ik·x+iεsk·(x−zj) dx
= i
ˆ 1
0
1− s
1− εs ds
ˆ
∆j
k · (x− zj) (x− zj) · ∇xe−ik·x+iεsk·(x−zj) dx
= i
ˆ 1
0
1− s
1− εs ds
ˆ
∂∆j
k · (x− zj) (x− zj) · nj(x)e−ik·x+iεsk·(x−zj) dx
− 4i
ˆ 1
0
1− s
1− εs ds
ˆ
∆j
k · (x− zj)e−ik·x+iεsk·(x−zj) dx. (45)
Here nj(x) is the normalized vector perpendicular to ∂∆j pointing outwards.
Integrating once more in the same manner (involving the edges of the faces
of ∂∆j for the first term), we see that (45) is bounded uniformly in k, hence
we obtain (44). 
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Inserting (44) in (43), we obtain the two error terms
ε2
∑
k∈2πZ3
k 6=0
|η̂1(εk)|2
∣∣∣∣∣∣
ˆ
C1
(
x−
24∑
j=1
zj1∆j
)
e−ik·x dx
∣∣∣∣∣∣
2
6 ε2(2π)3
∥∥∥∥∥∥x−
24∑
j=1
zj1∆j
∥∥∥∥∥∥
2
L2(C1)
= Cε2
(using here that ‖η̂1‖L∞ 6 (2π)3/2) and
ε4
∑
k∈2πZ3
k 6=0
|η̂1(εk)|2
|k|2 ∼ε→0 ε
3
ˆ
R3
|η̂1(k)|2
|k|2 dk.
Recalling that ε = δ/ℓ, our final estimate on the averaged error is propor-
tional to
δ2 log(α−1)
(
1 +
δ
ℓ
)ˆ
R3
ρ2.
In order to conclude the proof of Proposition 1, it remains to provide the
Proof of Lemma 1. We have
1Aα ∗
1
| · |2 (x) = 2π
ˆ 1
1−α
1
1+α
r2dr
ˆ π
0
sin(ϕ)dϕ
1
r2 + |x|2 − 2r|x| cosϕ
=
π
|x|
ˆ 1
1−α
1
1+α
log
(
r + |x|∣∣r − |x|∣∣
)
r dr
= π|x|
ˆ 1
|x|(1−α)
1
|x|(1+α)
log
(
r + 1∣∣r − 1∣∣
)
r dr.
For |x| 6 1/5 and 0 < α < 1/2, the integrand is bounded on the correspond-
ing interval and we obtain
1Aα ∗
1
| · |2 (x) 6 Cα.
Similarly, for |x| > 4 and 0 < α < 1/2 the integrand can be estimated by
r2, which gives again
1Aα ∗
1
| · |2 (x) 6 C
α
|x|2 6 Cα.
Finally, for 1/5 6 |x| 6 4, we have
1Aα ∗
1
| · |2 (x) 6 Cα+ C
ˆ 1
|x|(1−α)
1
|x|(1+α)
∣∣log ∣∣r − 1∣∣∣∣ dr.
The last integral is over an interval of length
1
|x|(1 − α) −
1
|x|(1 + α) =
2α
|x|(1− α2) 6
40
3
α.
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The integral is maximum when the interval is placed at the divergence point
r = 1. So we haveˆ 1
|x|(1−α)
1
|x|(1+α)
∣∣log ∣∣r − 1∣∣∣∣ dr 6 ˆ 1+ 403 α
max(0,1− 40
3
α)
∣∣log ∣∣r − 1∣∣∣∣ dr 6 Cα log(α−1).

This concludes the proof of Proposition 1. 
4.2. Lower bound in terms of local densities. Next we turn to the
lower bound. We are going to use the same tiling made of tetrahedra, with
the difference that we do not insert any hole. Similarly to (32), we introduce
ξℓ,δ,j := 1ℓµj∆ ∗ ηδ (46)
which forms a smooth partition of unity, without holes,∑
z∈Z3
24∑
j=1
ξℓ,δ,j(x− ℓz) = 1.
Proposition 2 (Lower bound in terms of local densities). There exists a
universal constant C such that for any
√
ρ ∈ H1(R3) and any δ > 0 with
0 < δ/ℓ < 1/C, we have
E(ρ) >
1− Cδ/ℓ
ℓ3
∑
z∈Z3
24∑
j=1
ˆ
SO(3)
ˆ
Cℓ
E
(
ξℓ,δ,j(R · −ℓz − τ)ρ
)
dR dτ
− C
ℓ
ˆ
R3
( (
1 + δ−1
)
ρ+ δ3ρ2
)
. (47)
In particular, we can find an isometry (τ,R) ∈ R3 × SO(3) such that
E(ρ) >
(
1− Cδ
ℓ
) ∑
z∈Z3
24∑
j=1
E
(
ξℓ,δ,j(R · −ℓz − τ)ρ
)
− C
ℓ
ˆ
R3
( (
1 + δ−1
)
ρ+ δ3ρ2
)
. (48)
Proof. For a state Γ =
⊕
n>0 Γn on Fock space (commuting with the particle
number operator) and an interaction potential w, we introduce the simplified
notation
Cw(Γ) :=
∑
n>2
Tr Hn
 ∑
16j<k6n
w(xj − xk)
Γn (49)
and
Dw(ρ) :=
1
2
ˆ
R3
ˆ
R3
w(x− y)ρ(x)ρ(y) dx dy. (50)
For the Coulomb potential w(x) = |x|−1 we simply use the notation C(Γ)
and D(ρ). For the kinetic energy, we write
T (Γ) :=
∑
n>1
Tr Hn
(
−
n∑
j=1
∆xj
)
Γn (51)
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and finally denote by
E(Γ) := T (Γ) + C(Γ)−D(ρΓ).
the total energy, with the direct term subtracted.
The proof uses the well known fact that, for any interaction potential w
and any state Γ on Fock space, we have
Cw(ρ)−Dw(ρ) >

−w(0)
2
ˆ
R3
ρΓ when ŵ ∈ L1(Rd) and ŵ > 0,
−
´
R3
w
2
ˆ
R3
(ρΓ)
2 when w ∈ L1(Rd) and w > 0.
(52)
For the first bound see for instance [30, Eq. (4.8)]. The second bound uses
only that Cw(Γ) > 0 and Dw(ρ) 6 ‖w‖L1 ‖ρ‖2L2 /2, by Young’s inequality.
We are now ready to prove (48). The smeared Graf-Schenker inequality
from [14, Lemma 6] states that the potential
w˜ℓ(x) =
1
|x| −
(
1− κδ
ℓ
)
h˜ℓ,δ(x)
|x| −
κδ2
ℓ
h˜ℓ,δ(0)
|x| (δ + |x|)
has a positive Fourier transform for all ℓ > κδ, with w˜ℓ(0) = −κℓ−1h˜ℓ,δ(0),
where
h˜ℓ,δ(x− y) = 1|ℓ∆|
ˆ
SO(3)
(
1ℓ∆ ∗ ηδ
) ∗ (1−ℓ∆ ∗ ηδ)(Rx−Ry) dR
=
1
|ℓ∆|
ˆ
SO(3)
ˆ
R3
(
1R−1ℓ∆+z ∗ ηδ
)
(y)
(
1R−1ℓ∆+z ∗ ηδ
)
(x) dz dR.
Here ∆ is a tetrahedron and κ > 0 is a large enough constant. In addition,
we have from [30, Proof of Lem. 5.5] that the potential
W˜δ(x) =
1
|x|(δ + |x|) −
e−
√
2
δ
|x|
δ|x|
is positive and has positive Fourier transform, with W˜δ(0) =
√
2δ−2.
Arguing exactly as in [30, Lem. 5.5] using (52), we find that for any
fermionic grand-canonical mixed state Γ = ⊕n>0Γn with density ρΓ, we
have
C(Γ)−D(ρΓ) >1− κδ/ℓ
ℓ3
∑
z∈Z3
24∑
j=1
ˆ
SO(3)
ˆ
Cℓ
{
C
(
Γ
|
√
ξℓ,δ,j(R · −ℓz−τ)
)
−D
(
ξℓ,δ,j(R · −ℓz − τ)ρΓ
)}
dR dτ
− C
ℓ
ˆ
R3
ρΓ − Cδ
3
ℓ
ˆ
R3
(ρΓ)
2. (53)
Here Γ|f is the geometrically f–localized state on Fock space [9, 16, 27],
that is, the unique state which has the k-particle reduced density matrices
f⊗kΓ(k)f⊗k. The last term proportional to δ3/ℓ comes from the L1 norm of
ℓ−1δe−
√
2
δ
|x||x|−1.
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For the kinetic energy we use the IMS formula as in [14, 16] and [30,
Lem. 5.6], which yields an error in the form
N
ℓ3
ˆ
R3
|∇√ξℓ,δ,j|2 = O(N
ℓδ
)
,
where N =
´
R3 ρΓ. For the total energy we obtain
E(Γ) > 1− κδ/ℓ
ℓ3
∑
z∈Z3
24∑
j=1
ˆ
SO(3)
ˆ
Cℓ
E
(
Γ
|
√
ξℓ,δ,j(R · −ℓz−τ)
)
dR dτ
− C
ℓ
(
1 +
1
δ
)ˆ
R3
ρΓ − Cδ
3
ℓ
ˆ
R3
(ρΓ)
2, (54)
which yields the result. 
4.3. A convergence rate for tetrahedra. In this section we study the
convergence of the energy per unit volume for tetrahedra and find a conver-
gence rate. We introduce the energy per unit volume of a tetrahedron at
constant density ρ0 > 0
e∆(ρ0, ℓ, δ) := |ℓ∆|−1E
(
ρ0 1ℓ∆ ∗ ηδ
)
(55)
where ηδ(x) = (10/δ)
3η1(10x/δ) with η1 a fixed C
∞
c non-negative radial
function with support in the unit ball and such that
´
R3
η1 = 1. We prove
the following
Proposition 3 (Thermodynamic limit for tetrahedra). For every fixed ρ0 >
0, we have
lim
δ/ℓ→0
δ3/ℓ→0
ℓδ→∞
e∆(ρ0, ℓ, δ) = eUEG(ρ0). (56)
For δ 6 ℓ/C and 0 < α < 1/2, we have the upper bound
e∆(ρ0, ℓ, δ) 6 eUEG(ρ0) + C
ρ0
ℓ
(
1 + δ−1 + δ3ρ0 + δρ
2/3
0
)
, (57)
and the averaged lower bound(ˆ 1+α
1−α
ds
s4
)−1 ˆ 1+α
1−α
e∆(ρ0, tℓ, tδ)
dt
t4
> eUEG(ρ0)− Cδ2ρ20 log(α−1). (58)
If in addition ρ
1/3
0 ℓ > C, we have the pointwise lower bound
e∆(ρ0, ℓ, δ) > eUEG(ρ0)− Cδρ
5/3
0 + ρ
4/3
0
ℓ
− Cρ
23/15
0 + ρ
18/15
0
ℓ2/5
. (59)
The constant C only depends on the chosen regularizing function η1. It is
independent of ρ0, ℓ, δ, α.
We will later see that the condition δ3/ℓ → 0 is actually not needed in
the limit (56). It is an interesting problem to replace the error term in the
lower bound (59) by an error similar to the upper bound (57). Note that
the error term in (58) goes to zero only when δ → 0 whereas (59) does not
require δ → 0.
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Proof. For fixed ρ0 > 0 and δ > 0, the existence of the limit (56) for ℓ→∞
was proved in [30], using a lower bound similar to (48).
We consider a large tetrahedron ℓ′∆, smeared at a scale δ′ and a tiling
of smaller tetrahedra of size ℓ≪ ℓ′, smeared at scale δ. Applying our lower
bound (47), we find
e∆(ρ0, ℓ
′, δ′)
>
1− C δℓ
|ℓ′∆|ℓ3
∑
z∈Z3
24∑
j=1
ˆ
Cℓ
ˆ
SO(3)
E
(
ρ0 (1R(ℓµj∆−ℓz−τ) ∗ ηδ) (1ℓ′∆ ∗ ηδ′)
)
dR dτ
− Cρ0
ℓ
(
1 + δ−1 + δ3ρ0
)
where for the error term we have used thatˆ
R3
(ρ01ℓ′∆ ∗ ηδ′)2 = ρ20
ˆ
R3
(1ℓ′∆ ∗ ηδ′)2 6 ρ20
ˆ
R3
1ℓ′∆ ∗ ηδ′ = ρ20|ℓ′∆|.
For all the tetrahedra such that R(ℓµj∆− ℓz − τ) +Bδ/10 ⊂ (ℓ′ − δ′)∆, we
obtain exactly |ℓ∆| e∆(ρ0, ℓ, δ) in the integral. The other tetrahedra are at
a distance proportional to ℓ+ δ+ δ′ from the boundary of ℓ′∆. Hence, using
our lower bound (19) on the energy, they give rise to an error term of the
order ρ
4/3
0 (ℓ+ δ + δ
′)/ℓ′. We obtain
e∆(ρ0, ℓ
′, δ′) >
(
1− Cσδ
ℓ
− Cσℓ+ δ + δ
′
ℓ′
)
e∆(ρ0, ℓ, δ)
− Cρ4/30
ℓ+ δ + δ′
ℓ′
− Cρ0
ℓ
(
1 + δ−1 + δ3ρ0
)
. (60)
Here σ = 1 if e∆(ρ0, ℓ, δ) > 0 and σ = 0 otherwise.
After taking the limit ℓ′ →∞ at fixed ℓ, δ, δ′, ρ0, we obtain
eUEG(ρ0) >
(
1− Cσδ
ℓ
)
e∆(ρ0, ℓ, δ) − Cρ0
ℓ
(
1 + δ−1 + δ3ρ0
)
.
It follows from our upper bound (29) (see also [30, Rmk. 5.4]) that
eUEG(ρ0) 6 q
−2/3cTFρ
5/3
0
for all ρ0 > 0. Hence after dividing by 1−Cσδ/ℓ we have shown the claimed
upper bound
e∆(ρ0, ℓ, δ) 6 eUEG(ρ0) + C
ρ0
ℓ
(
1 + δ−1 + δ3ρ0 + δσρ
2/3
0
)
.
We may use exactly the same argument using our upper bound (34) in place
of (48) and we obtain the lower bound (58).
Next we replace ℓ by tℓ and δ by tδ in our lower bound (60) on the energy
of the large simplex of size ℓ′, and average over t ∈ (1/2, 3/2) with the
measure t−4. We then insert our lower bound (58) and, after collecting the
different error terms, we obtain
e∆(ρ0, ℓ
′, δ′) > eUEG(ρ0)− C ℓ+ δ + δ
′
ℓ′
(ρ
5/3
0 + ρ
4/3
0 )
− Cρ0
ℓ
(
1 + δ−1 + δ3ρ0 + δρ
2/3
0
)
− Cδ2ρ20.
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It is natural to choose δ = ℓ−1/3(ρ0)
−4/9 which provides the estimate
e∆(ρ0, ℓ
′, δ′) > eUEG(ρ0)− C ℓ+ ℓ
−1/3(ρ0)
−4/9 + δ′
ℓ′
(ρ
5/3
0 + ρ
4/3
0 )
− C ρ
13/9
0 + ρ
10/9
0
ℓ2/3
−C ρ
11/9
0
ℓ4/3
− C ρ
2/3
0
ℓ2
and then ℓ = (ℓ′)3/5ρ
−2/15
0 which gives
e∆(ρ0, ℓ
′, δ′) > eUEG(ρ0)− C δ
′
ℓ′
(ρ
5/3
0 + ρ
4/3
0 )− C
ρ
23/15
0 + ρ
18/15
0
(ℓ′)2/5
under the assumption that ℓ′(ρ0)
1/3 > C. This is exactly (59). The two
bounds (57) and (59) give the limit (56). 
4.4. Proof of Theorem 1. Let ΩN be a sequence of domains as in the
statement, that is, such that |ΩN | → ∞ and |∂ΩN + Br| 6 Cr|ΩN |2/3 for
all r 6 |ΩN |1/3/C. Assume also that δN |ΩN |−1/3 → 0.
By following the proof of (60) we see that a similar inequality holds with
the large tetrahedron ℓ′∆ replaced by ΩN . This gives
E
(
ρ01ΩN ∗ ηδN
)
|ΩN | >
(
1− Cσδ
ℓ
− Cσℓ+ δ + δN|ΩN |1/3
)
e∆(ρ0, ℓ, δ)
− Cρ4/30
ℓ+ δ + δN
|ΩN |1/3
− Cρ0
ℓ
(
1 + δ−1 + δ3ρ0
)
.
Under the sole condition that δN |ΩN |−1/3 → 0, the right side tends to
eUEG(ρ0) if we take for instance δ fixed and ℓ = |ΩN |1/6.
We then use the upper bound (34) with α = 1/2 as well as the fact that
E
(
ρ0χtℓ,tδ,j(R · −tℓz − τ)1ΩN ∗ ηδN
)
6 Cρ0ℓ
3
(
ρ
2/3
0 + (ℓδ)
−1
)
+Cρ0
ˆ
R3
χtℓ,tδ,j(R · −tℓz− τ)
∣∣∇√1ΩN ∗ ηδN ∣∣2
by (29), for the tetrahedra close to the boundary. We find
E
(
ρ01ΩN ∗ ηδN
)
|ΩN |
6
(
1 + Cσ
ℓ+ δ + δN
|ΩN |1/3
)(ˆ 3/2
1/2
ds
s4
)−1 ˆ 3/2
1/2
e∆(ρ0, tℓ, tδ)
dt
t4
+ C
ℓ+ δ + δN
|ΩN |1/3
ρ0
(
ρ
2/3
0 + (ℓδ)
−1
)
+
Cρ0
δN |ΩN |1/3
+ Cρ20δ
2. (61)
We have used here that
1
|ΩN |
ˆ
R3
∣∣∇√1ΩN ∗ ηδN ∣∣2 6 CδN |ΩN |1/3 .
Under the additional assumption that δN |ΩN |1/3 → ∞, we may choose for
instance ℓ = |ΩN |1/6 and δ = |ΩN |−1/12, which yields the result. 
THE LOCAL DENSITY APPROXIMATION IN DENSITY FUNCTIONAL THEORY 27
4.5. Replacing the local density by a constant density. The goal
of this section is to provide estimates on the variation of the energy in a
(smeared) tetrahedron, when we replace the local density by a constant,
chosen to be either the minimum or the maximum of the density in the
tetrahedron.
Proposition 4 (Replacing ρ by a constant locally). Let p > 3 and 0 < θ < 1
such that
2 6 pθ 6 1 +
p
2
. (62)
There exists a constant C = C(p, θ, q) such that, for ℓ > C and δ 6 ℓ/C, we
have
E
(
ρ (1ℓ∆ ∗ ηδ)
)
6E
(
ρ (1ℓ∆ ∗ ηδ)
)
+ Cε
ˆ
R3
(
ρ+ ρ2
)
(1ℓ∆ ∗ ηδ)
+ C
ˆ
R3
ρ
∣∣∣∇√1ℓ∆ ∗ ηδ∣∣∣2 + C
ε
ˆ
R3
|∇√ρ|2(1ℓ∆ ∗ ηδ)
+ C
(
ℓ2p
εp−1
+
ℓp
ε
5
4
p−1
)ˆ
ℓ∆+Bδ
|∇ρθ|p (63)
and
E
(
ρ (1ℓ∆ ∗ ηδ)
)
>E (ρ (1ℓ∆ ∗ ηδ))− Cεℓ3
(
ρ+ ρ2
)− Cℓ2
δ
ρ
− C
ε
ˆ
R3
|∇√ρ|2(1ℓ∆ ∗ ηδ)
− C
(
ℓ2p
εp−1
+
ℓp
ε
5
4
p−1
)ˆ
ℓ∆+Bδ
|∇ρθ|p (64)
for all 0 < ε 6 1/2, where
ρ = min
x∈supp(1ℓ∆∗ηδ)
ρ(x), ρ = max
x∈supp(1ℓ∆∗ηδ)
ρ(x)
are respectively the minimum and maximum value of ρ on the support of
1ℓ∆ ∗ ηδ.
Under the assumption that
´
ℓ∆+Bδ
|∇ρθ|p is finite, the density ρ is con-
tinuous on ℓ∆+Bδ, so that ρ and ρ are well defined.
We have already discussed in the beginning of Section 4.1 the difficulty
of deriving a subadditivity-type estimate relating E(ρ1 + ρ2) to E(ρ1) and
E(ρ2). The following lemma provides a rather rough inequality, which how-
ever will be sufficient for our purposes.
Lemma 3 (Rough subadditivity estimate). Let ρ1, ρ2 ∈ L1(R3,R+) be two
densities such that
√
ρ1,
√
ρ2 ∈ H1(R3). Then
E(ρ1 + ρ2) 6 E(ρ1) + Cε
ˆ
R3
(
ρ
5/3
1 + ρ
4/3
1
)
+ Cε−2/3
ˆ
R3
ρ
5/3
2
+ C
ˆ
R3
|∇√ρ2 + ερ1|2 + 1− ε
ε
D(ρ2) (65)
for all 0 < ε 6 1.
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Here we have in mind that ρ2 is small compared to ρ1 and we estimate
E(ρ1 + ρ2) in terms of E(ρ1) plus some error terms. The worse error in
the estimate (65) is D(ρ2)/ε, because it grows much faster than the volume.
Later we will only use (65) locally and this bad term will not be too large.
But it will be responsible for the large power of ε in front of the gradient
correction in our main estimate (8). We conjecture that there is an inequality
similar to (65) without the term D(ρ2)/ε.
Note that we can estimateˆ
R3
|∇√ρ2 + ερ1|2 6
ˆ
R3
|∇√ρ2|2 + ε
ˆ
R3
|∇√ρ1|2
by the convexity of ρ 7→ |∇√ρ|2.
Proof of Lemma 3. Fix an ε ∈ (0, 1] and consider two optimal states Γ1 and
Γ2 in Fock space, for ρ1 and ρ2/ε+ ρ1, respectively. Then
Γ := (1− ε)Γ1 + εΓ2
is a proper quantum state which has the density
ρΓ = (1− ε)ρ1 + ε
(ρ2
ε
+ ρ1
)
= ρ1 + ρ2.
Inserting this trial state and using (29) for E(ρ2/ε+ ρ1), we deduce that
E(ρ1 + ρ2) 6 (1− ε)E(ρ1) + C
ε2/3
ˆ
R3
ρ
5/3
2 +C
ˆ
R3
|∇√ρ2 + ερ1|2
+ Cε
ˆ
R3
ρ
5/3
1 −D(ρ1 + ρ2) + (1− ε)D(ρ1) + εD(ρ1 + ρ2/ε).
We have
−D(ρ1 + ρ2) + (1− ε)D(ρ1) + εD(ρ1 + ρ2/ε) = 1− ε
ε
D(ρ2).
By the Lieb-Oxford inequality E(ρ1) > −C
´
R3
ρ
4/3
1 , and the result follows.

We are now able to provide the
Proof of Proposition 4. We write ρ = ρ+(ρ− ρ) and apply (65). We obtain
E
(
ρ (1ℓ∆ ∗ ηδ)
)
6E
(
ρ (1ℓ∆ ∗ ηδ)
)
+ Cε
ˆ
R3
(
ρ5/3 + ρ4/3
)
(1ℓ∆ ∗ ηδ)
+
C
ε2/3
ˆ
R3
(ρ− ρ)5/3(1ℓ∆ ∗ ηδ) + 1
ε
D
(
(ρ− ρ)(1ℓ∆ ∗ ηδ)
)
+ C
ˆ
R3
∣∣∣∇√(1ℓ∆ ∗ ηδ)(ρ− (1− ε)ρ)∣∣∣2 .
In the first line we have used that ρ 6 ρ on the support of 1ℓ∆ ∗ ηδ and that
1ℓ∆ ∗ ηδ 6 1. First we can bound ρ4/3 + ρ5/3 by ρ+ ρ2. Next, using
|∇
√
fg|2 = |∇(fg)|
2
4fg
6
f |∇g|2
2g
+
g|∇f |2
2f
,
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and ∇(ρ − (1 − ε)ρ) = ∇ρ = 2√ρ∇√ρ, we can bound the gradient term
pointwise by∣∣∣∇√(1ℓ∆ ∗ ηδ)(ρ− (1− ε)ρ)∣∣∣2
6 (1ℓ∆ ∗ ηδ)
2ρ
∣∣∇√ρ∣∣2
ρ− (1− ε)ρ + 2ρ
∣∣∣∇√1ℓ∆ ∗ ηδ∣∣∣2 .
Since ρ > ρ, we have ερ 6 ρ− (1− ε)ρ and hence
ρ
ρ− (1− ε)ρ 6
1
ε
.
This gives the estimate on the gradient term
ˆ
R3
∣∣∣∇√(1ℓ∆ ∗ ηδ)(ρ− (1− ε)ρ)∣∣∣2
6
2
ε
ˆ
R3
|∇√ρ|2(1ℓ∆ ∗ ηδ) + 2
ˆ
R3
ρ
∣∣∣∇√1ℓ∆ ∗ ηδ∣∣∣2 .
Next we estimate the terms involving ρ− ρ in terms of the gradient of ρθ.
We use the Sobolev inequality in the bounded set ℓ∆+Bδ
‖u‖p
L∞(ℓ∆+Bδ)
6 Cℓp−3
ˆ
ℓ∆+Bδ
|∇u(x)|p dx (66)
for p > 3 and every continuous u which vanishes at least at one point in
ℓ∆+ Bδ (we always assume δ 6 ℓ/C so that ℓ∆+ Bδ is included in a ball
of radius proportional to ℓ). By the Hardy-Littlewood-Sobolev inequality,
this gives
D
(
(ρ− ρ)(1ℓ∆ ∗ ηδ)
)
6 C
∥∥(ρ− ρ)(1ℓ∆ ∗ ηδ)∥∥2L6/5
6 C
∥∥∥ρθ − ρθ∥∥∥2
L∞(ℓ∆+Bδ)
(ˆ
R3
ρ
6
5
(1−θ)(1ℓ∆ ∗ ηδ)
) 5
3
6 C
(
ℓ2p
ˆ
ℓ∆+Bδ
|∇ρθ|p
) 2
p
(ˆ
R3
ρ
2p
p−2 (1−θ)(1ℓ∆ ∗ ηδ)
)1− 2
p
6 Cε
(
ℓ2p
εp−1
ˆ
ℓ∆+Bδ
|∇ρθ|p + ε
ˆ
R3
ρ
2p
p−2 (1−θ)(1ℓ∆ ∗ ηδ)
)
. (67)
In the second estimate we have used that
ρ− ρ 6 C(ρθ − ρθ)ρ1−θ
since θ 6 1. In the third estimate we have used Ho¨lder’s inequality to obtain
an integral to the power 1 − 2/p. This yields some power of ℓ which has
been taken into account in the first factor. In order to bound ρ
2p
p−2 (1−θ) by
ρ+ ρ2 we need that
1 6
2p
p− 2(1− θ) 6 2
which is equivalent to our assumption (62).
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Similarly, we can bound the other error term as followsˆ
R3
(ρ− ρ) 53 (1ℓ∆ ∗ ηδ)
6 C
∥∥∥ρθ − ρθ∥∥∥ 53a
L∞(ℓ∆+Bδ)
ˆ
R3
ρ
5
3
(1−θa)(1ℓ∆ ∗ ηδ)
6 C
(
ℓp
ˆ
ℓ∆+Bδ
|∇ρθ|p
) 5a
3p
(ˆ
R3
ρ
5p
3p−5a (1−θa)(1ℓ∆ ∗ ηδ)
)1− 5a
3p
6 Cε
2
3
(
ℓp
ε
p
a
−1
ˆ
ℓ∆+Bδ
|∇ρθ|p + ε
ˆ
R3
ρ
5p
3p−5a (1−θa)(1ℓ∆ ∗ ηδ)
)
(68)
where 0 < a 6 1 is a parameter to be chosen. As before we need the
condition
1 6
5p
3p − 5a (1− θa) 6 2
in order to bound the last term by ρ+ ρ2. This is equivalent to
2− p
5a
6 θp 6 1 +
2p
5a
where the left inequality is always satisfied under our assumption (62). If
we choose a = 1 then the upper bound on pθ is stronger than (62). Hence
we rather choose a = 4/5 and obtain (63).
The argument for (64) is similar. This time we write ρ = ρ+ (ρ− ρ) and
obtain from (65)
E
(
ρ (1ℓ∆ ∗ ηδ)
)
6E
(
ρ (1ℓ∆ ∗ ηδ)
)
+ Cε
ˆ
R3
(
ρ5/3 + ρ4/3
)
(1ℓ∆ ∗ ηδ)
+
C
ε2/3
ˆ
R3
(ρ− ρ)5/3(1ℓ∆ ∗ ηδ) + 1
ε
D
(
(ρ− ρ)(1ℓ∆ ∗ ηδ)
)
+ C
ˆ
R3
∣∣∣∇√(1ℓ∆ ∗ ηδ)(ρ− (1− ε)ρ)∣∣∣2 .
The gradient term can be bounded above byˆ
R3
∣∣∣∇√(1ℓ∆ ∗ ηδ)(ρ− (1− ε)ρ)∣∣∣2
6
2
ε
ˆ
R3
|∇√ρ|2(1ℓ∆ ∗ ηδ) + 2ρ
ˆ
R3
∣∣∣∇√1ℓ∆ ∗ ηδ∣∣∣2
6
2
ε
ˆ
R3
|∇√ρ|2(1ℓ∆ ∗ ηδ) + Cℓ
2
δ
ρ.
The other terms are estimated as before, using that ρ− ρ 6 ρ. 
4.6. Lipschitz regularity of eUEG. In this section we prove that the UEG
energy eUEG is locally Lipschitz. The main result is the following.
Proposition 5 (Lipschitz regularity of eUEG). There exists a universal con-
stant C so that
eUEG(ρ)− C
(
ρ
1
3 + ρ
2
3
)
ρ′ 6 eUEG(ρ− ρ′) 6 eUEG(ρ) + Cρ′ρ
1
3 (69)
for every 0 6 ρ′ 6 ρ. In particular, we have
|eUEG(ρ1)− eUEG(ρ2)| 6 C
(
max(ρ1, ρ2)
1
3 +max(ρ1, ρ2)
2
3
)
|ρ1 − ρ2|. (70)
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Proof. By scaling we have
E
(
αρ(α
1
3 ·)) = min
Γ
{
α
2
3T (Γ) + α 13 (C(Γ)−D(ρΓ))
}
6 α
1
3E(ρ)
for α 6 1. This proves that
E
(
αρ01
ℓ/α
1
3∆
∗ χ
δ/α
1
3
)
ℓ3|∆| =
e∆(αρ0, ℓ/α
1
3 , δ/α
1
3 )
α
6 α
1
3 e∆(ρ0, ℓ, δ).
Passing to the limit using Proposition 3, we find
eUEG(αρ0) 6 α
4
3 eUEG(ρ0)
for every 0 6 α = 1− ε 6 1, hence
eUEG
(
(1− ε)ρ0
)
6 (1− ε) 43 eUEG(ρ0) 6 eUEG(ρ0) + CεeUEG(ρ0)−.
Here we have used the notation x− = max(−x, 0) for the negative part.
Using that eUEG(ρ0) > −cLOρ4/30 by the Lieb-Oxford inequality (with cLO 6
1.64), we obtain
eUEG
(
(1− ε)ρ0
)
6 eUEG(ρ0) + Cερ
4
3
0
for all 0 6 ε 6 1. This proves the upper bound in (69).
Similarly, we can write (still for 0 6 α 6 1)
E
(
αρ(α
1
3 ·))+ cLOα 13 ˆ
R3
ρ
4
3
= min
Γ
{
α
2
3T (Γ) + α 13
(
C(Γ)−D(ρΓ) + cLO
ˆ
R3
ρ
4
3
)}
> α
2
3
(
E(ρ) + cLO
ˆ
R3
ρ
4
3
)
.
This gives as before
eUEG(αρ0) + α
4
3 cLOρ
4
3
0 > α
5
3
(
eUEG(ρ0) + cLOρ
4
3
0
)
.
Using this time eUEG(ρ0) 6 Cρ
5/3
0 , we obtain
eUEG
(
(1− ε)ρ0
)
> eUEG(ρ0)− Cε
(
ρ
4
3
0 + ρ
5
3
0
)
for all 0 6 ε 6 1. 
4.7. Proof of Theorem 2. We have derived all the estimates we need to
prove the main inequality (8) in Theorem 2.
Let ρ ∈ L1(R3,R+) ∩ L2(R3,R+) be any density so that ∇√ρ ∈ L2(R3)
and ∇ρθ ∈ Lp(R3). First we recall from our upper bound (29) and the lower
bound (19) that
|E(ρ)| 6 cTFq−2/3(1 + ε)
ˆ
R3
ρ5/3 + cLO
ˆ
R3
ρ4/3 +
C(1 + ε)
ε
ˆ
R3
|∇√ρ|2.
Similarly, we have
|eUEG(ρ)| 6 cTFq−2/3ρ5/3 + cLOρ4/3. (71)
In particular, the inequality (8) is obvious for large ε and we only have to
consider small ε.
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In our upper bound (34) and our lower bound (47), the worse coefficient
involving ℓ and δ in front of ρ+ ρ2 is δ2 + 1/(ℓδ). This suggests to take
δ =
√
ε, ℓ = ε−
3
2 (72)
which we do for the rest of the proof. In fact, in our proof we will replace ℓ
and δ by tℓ and tδ and average over t ∈ [1/2, 3/2].
Step 1. Upper bound. Let us first take 1/4 6 ε3/2ℓ 6 2 and 1/4 6 δε−1/2 6 2
and derive an upper bound on E(ρ(1ℓ∆ ∗ ηδ)). We recall that ∆ is a
tetrahedron of volume 1/24 as described in Section 4.1 and that ηδ(x) =
(10/δ)3η1(10x/δ) with η1 a fixed C
∞
c non-negative radial function with sup-
port in the unit ball and such that
´
R3
η1 = 1. We denote by
ρ := min
supp(1ℓ∆∗ηδ)
ρ, ρ := min
supp(1ℓ∆∗ηδ)
ρ
the maximal and minimal values of ρ on the support of 1ℓ∆ ∗ ηδ, as in
Proposition 4. We use the upper bound (63) from Proposition 4 which
quantifies the error made when replacing E(ρ(1ℓ∆ ∗ ηδ)) by E(ρ(1ℓ∆ ∗ ηδ)).
For the latter we then use our estimate (57) in Proposition 3 on the energy
of a smeared tetrahedron. With our choice (72) of ℓ and δ in terms of ε, this
leads to
E
(
ρ (1ℓ∆ ∗ ηδ)
)
6eUEG(ρ)
ˆ
R3
1ℓ∆ ∗ ηδ +Cε
ˆ
R3
(
ρ+ ρ2
)
(1ℓ∆ ∗ ηδ)
+ C
ˆ
R3
ρ
∣∣∣∇√1ℓ∆ ∗ ηδ∣∣∣2
+
C
ε
ˆ
R3
|∇√ρ|2(1ℓ∆ ∗ ηδ) + C
ε4p−1
ˆ
ℓ∆+Bδ
|∇ρθ|p. (73)
In the first line we have bounded the error terms in (57) by
ε
3
2ρ
(
1 + ε−
1
2 + ε
3
2ρ+
√
ερ2/3
)
6 Cε(ρ+ ρ2)
in order to to simplify our final bound. In the support of 1ℓ∆ ∗ ηδ we have
by (69)
eUEG(ρ) 6 eUEG(ρ(x)) + C(ρ(x)− ρ)ρ(x)
1
3
hence
eUEG(ρ)
ˆ
R3
1ℓ∆ ∗ ηδ 6
ˆ
R3
eUEG(ρ) (1ℓ∆ ∗ ηδ) + C
ˆ
R3
(ρ− ρ)ρ 13 (1ℓ∆ ∗ ηδ).
Similarly as we did for (68), we can bound for 0 < a 6 1ˆ
R3
(ρ− ρ)ρ 13 (1ℓ∆ ∗ ηδ)
6 C
∥∥∥ρθ − ρθ∥∥∥a
L∞(ℓ∆+Bδ)
ˆ
R3
ρ
4
3
−θa(1ℓ∆ ∗ ηδ)
6 C
(
ε−
3
2
p
ˆ
ℓ∆+Bδ
|∇ρθ|p
) a
p
(ˆ
R3
ρ
4−3θa
3
p
p−a (1ℓ∆ ∗ ηδ)
)1− a
p
6 C
(
1
ε
3
2
p+ p
a
−1
ˆ
ℓ∆+Bδ
|∇ρθ|p + ε
ˆ
R3
ρ
4−3θa
3
p
p−a (1ℓ∆ ∗ ηδ)
)
. (74)
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Again we need
1 6
4− 3θa
3
p
p− a 6 2
which is equivalent to
2− 2p
3a
6 θp 6 1 +
p
3a
where the left side is automatically satisfied under our main assumption (7).
In order to get an error controlled by the other gradient terms, we need
3
2
p+
p
a
− 1 6 4p − 1
which requires a > 2/5. Taking a = 2/3 provides the smallest power of ε.
Collecting our estimates, we have proved the following upper bound on the
energy in a tetrahedron
E
(
ρ(1ℓ∆ ∗ ηδ)
)
6
ˆ
R3
eUEG
(
ρ(x)
)
(1ℓ∆ ∗ ηδ) dx+ Cε
ˆ
R3
(1ℓ∆ ∗ ηδ)
(
ρ+ ρ2
)
+
C
ε4p−1
ˆ
ℓ∆+Bδ
|∇ρθ|p + C
ε
ˆ
R3
(1ℓ∆ ∗ ηδ)|∇√ρ|2
+C
ˆ
R3
ρ
∣∣∣∇√1ℓ∆ ∗ ηδ∣∣∣2 . (75)
Here we have considered a tetrahedron placed at the origin for simplicity,
but we of course get a similar inequality for any tetrahedron, by translating
and rotating ρ.
Next we recall our upper bound (34) on the total energy E(ρ)
E(ρ) 6
(ˆ 3/2
1/2
ds
s4
)−1 ˆ 3/2
1/2
dt
t4
ˆ
SO(3)
dR
ˆ
Ctℓ
dτ
(tℓ)3
×
×
∑
z∈Z3
24∑
j=1
E
(
χtℓ,tδ,j(R · −tℓz − τ)ρ
)
+ Cε
ˆ
R3
ρ2, (76)
with χℓ,δ,j := (1 − ε2)−31ℓµj(1−ε2)∆ ∗ ηδ. We also recall from Section 4.1
that δ/ℓ = (tδ)/(tℓ) = ε2. Inserting (75) into (76) and using the fact (33)
that χtℓ,tδ,j forms a partition of unity after averaging over translations and
rotations, we obtain
E(ρ) 6 (1− ε2)3
ˆ
R3
eUEG
(
(1− ε2)−3ρ(x)
)
dx+ Cε
ˆ
R3
(
ρ+ ρ2
)
+
C
ε
ˆ
R3
|∇√ρ|2 + C
ε4p−1
ˆ
R3
|∇ρθ|p. (77)
Note that when we sum over the tiling, the sets tℓµj∆ + Btδ have finitely
many intersections, which just results in a bigger constant in front of |∇ρθ|p.
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We have also used that
ˆ
SO(3)
dR
ˆ
Ctℓ
dτ
(tℓ)3
∑
z∈Z3
24∑
j=1
ˆ
R3
ρ
∣∣∣∣∇√χtℓ,tδ,j(R · −ℓz − τ)∣∣∣∣2
=
24
(tℓ)3
ˆ
R3
ρ
ˆ
R3
∣∣∣∣∇√χtℓ,tδ,j(R · −ℓz − τ)∣∣∣∣2 6 Cℓδ
ˆ
R3
ρ = Cε
ˆ
R3
ρ.
From Proposition 5 and (71), we have
(1− ε2)3
ˆ
R3
eUEG
(
(1− ε2)−3ρ
)
6
ˆ
R3
eUEG
(
ρ
)
+ Cε2
ˆ
R3
(
ρ
4
3 + ρ
5
3
)
hence we obtain the desired upper bound
E(ρ) 6
ˆ
R3
eUEG
(
ρ
)
+ε
ˆ
R3
(
ρ+ρ2
)
+
C
ε
ˆ
R3
|∇√ρ|2+ C
ε4p−1
ˆ
R3
|∇ρθ|p (78)
for ε small enough.
Step 2. Lower bound. The lower bound is slightly more tedious since all our
lower estimates involve ρ which can in general not be bounded by ρ. We
shall argue as follows. First we average our lower bound (47) over t. This
gives
E(ρ) >
(ˆ 3
2
1
2
ds
s4
)−1 ˆ 3
2
1
2
dt
t4
1− Cε
(tℓ)3
×
×
∑
z∈Z3
24∑
j=1
ˆ
SO(3)
ˆ
Ctℓ
E
(
ξtℓ,tδ,j(R · −tℓz − τ)ρ
)
dR dτ
− Cε
ˆ
R3
(
ρ+ ε2ρ2
)
. (79)
We recall that here ξℓ,δ,j = 1ℓµj∆ ∗ ηδ, see Section 4.2. In order to use the
same argument as for the upper bound, we are going to prove the estimate(ˆ 3
2
1
2
ds
s4
)−1 ˆ 3
2
1
2
dt
t4(tℓ)3
{
E
(
ρ(1tℓ∆∗ηtδ)
)
−
ˆ
R3
eUEG
(
ρ(x)
)
(1tℓ∆∗ηtδ) dx
+ C
ˆ
R3
ρ|∇
√
1tℓ∆ ∗ ηtδ |2 + Cε
ˆ
R3
(
ρ+ ρ2
)
(1tℓ∆ ∗ ηtδ)
+
C
ε
ˆ
R3
|∇√ρ|2(1tℓ∆ ∗ ηtδ)
}
> − C
ε4p−1
ˆ
2ℓ∆+B2δ
|∇ρθ|p. (80)
That the last integral is over the larger set 2ℓ∆ + B2δ will only affect the
multiplicative constant C. Inserting (80) into (79) gives a bound as in (78)
but in the opposite direction. This concludes the proof of the theorem and
it therefore only remains to prove (80).
With an abuse of notation we consider the minimal and maximal values
over the larger set 2(ℓ∆+Bδ),
ρ := min
2ℓ∆+B2δ
ρ, ρ := min
2ℓ∆+B2δ
ρ (81)
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instead of the corresponding definitions on the smaller set ℓ∆ + Bδ. First
we again recall that, by (29) and (19), we have∣∣∣∣E(ρ(1tℓ∆ ∗ ηtδ))− ˆ
R3
(1tℓ∆ ∗ ηtδ)eUEG
(
ρ(x)
)
dx
∣∣∣∣
6 C
ˆ
R3
(1tℓ∆ ∗ ηtδ)
(
ρ4/3 + ρ5/3
)
+ C
ˆ
R3
(1tℓ∆ ∗ ηtδ)|∇√ρ|2 + C
ˆ
R3
ρ
∣∣∣∇√1tℓ∆ ∗ ηtδ∣∣∣2 .
Hence there is nothing to prove whenˆ
R3
(
ρ4/3+ρ5/3
)
(1tℓ∆∗ηtδ) 6 Cε
ˆ
R3
(
ρ+ρ2
)
(1tℓ∆∗ηtδ)+ 1
ε4p−1
ˆ
2ℓ∆+B2δ
|∇ρθ|p.
This is the case if ρ1/3 6 Cε, for instance. Hence we may assume in the
following that ρ > Cε3 and thatˆ
R3
(
ρ4/3 + ρ5/3
)
(1tℓ∆ ∗ ηtδ) > 1
ε4p−1
ˆ
2ℓ∆+B2δ
|∇ρθ|p.
By (66), this implies
ℓ3
ε3pθ−4
ρpθ >
C
ℓp−3ε4p−1
(
ρθ − ρθ
)p
,
that is,
ρθ − ρθ 6 Cε 3p(1+ 5p6 −θp)ρθ.
Under our assumption (7) on p and θ the exponent is positive, hence we
deduce that for ε small enough
ρ 6 Cρ 6 Cρ(x)
on 2ℓ∆ + B2δ. With this additional information we can use our previous
estimates.
By arguing exactly as in the proof of Proposition 4 with ρ the maximum
over 2ℓ∆ + B2δ instead of the support of 1tℓ∆ ∗ ηtδ, we get the estimate
similar to (64)
E
(
ρ (1tℓ∆ ∗ ηtδ)
)
> E (ρ (1tℓ∆ ∗ ηtδ))− Cεℓ3
(
ρ+ ρ2
)
− C
ε
ˆ
R3
|∇√ρ|2(1tℓ∆ ∗ ηtδ)− C
ε4p−1
ˆ
2ℓ∆+B2δ
|∇ρθ|p. (82)
From the fact that ρ 6 Cρ, the second term on the right side can be bounded
by
Cε
ˆ
R3
(
ρ+ ρ2
)
(1tℓ∆ ∗ ηtδ).
Then we average over t and use our lower estimate (58) on the averaged
energy of a tetrahedron. This gives(ˆ 3
2
1
2
ds
s4
)−1 ˆ 3
2
1
2
dt
t4
E (ρ (1tℓ∆ ∗ ηtδ))
(tℓ)3|∆| > eUEG(ρ)− Cερ
2.
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The last term can again be bounded by
ε(tℓ)−3
ˆ
R3
ρ2(1tℓ∆ ∗ ηtδ)
and included into the average over t. Finally, using (69) and ρ 6 Cρ, we
infer that
eUEG(ρ) > eUEG(ρ(x))− C (ρ− ρ(x)) ρ(x)
1
3
on the support of 1tℓ∆ ∗ ηtδ. To conclude the proof of (80) we can proceed
in the same way as for the upper bound (75). This concludes the proof of
Theorem 2. 
Appendix A. Classical case
In the classical case where the kinetic energy is neglected, the grand
canonical energy functional is defined [30] by
Ecl(ρ) := inf∑∞
n=0 Pn(R
3n)=1∑∞
n=1 ρPn=ρ
∞∑
n=1
ˆ
(R3)n
∑
16j<k6n
1
|xj − xk|
dPn(x1, ..., xn)
− 1
2
ˆ
R3
ˆ
R3
ρ(x)ρ(y)
|x− y| dx dy (83)
where each Pn is a symmetric probability measure on (R
3)n with density
ρPn(x) = n
ˆ
R3(n−1)
dPn(x, x2..., xn).
This classical energy (83) is obtained from the quantum energy in the limit
lim
α→0
α−
4
3E(α3ρ(α·)) = Ecl(ρ)
see [5, 3, 28, 6]. When
´
R3
ρ = N ∈ N, the canonical version of Ecl reads
Ecancl (ρ) := infρP=ρ
ˆ
(R3)N
∑
16j<k6N
1
|xj − xk|dP(x1, ..., xN )
− 1
2
ˆ
R3
ˆ
R3
ρ(x)ρ(y)
|x− y| dx dy. (84)
In [30] we have shown that for ρN (x) = ρ1(N
−1/3x) with
´
R3
ρ1 = 1,
lim
N→∞
Ecancl (ρN )
N
= lim
N→∞
Ecl(ρN )
N
= cUEG
ˆ
R3
ρ(x)
4
3 dx (85)
where
cUEG = lim
ρ→0+
eUEG(ρ)
ρ4/3
< 0
is the energy per unit volume of the classical uniform electron gas at den-
sity 1. In this appendix we quickly explain how to derive the following
quantitative estimate on the convergence rate in (85).
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Theorem 4 (Estimate in the (grand-canonical) classical case). Let p > 3
and 0 < θ < 1 such that θp > 4/3. There exists a universal constant
C = C(p, θ) such that∣∣∣∣Ecl(ρ)− cUEG ˆ
R3
ρ(x)
4
3 dx
∣∣∣∣ 6 εˆ
R3
(
ρ(x) + ρ(x)
4
3
)
dx
+
C
εb
ˆ
R3
|∇ρθ(x)|p dx (86)
with
b = max
{
2p− 1, (1 + 3θ)p− 4},
for every ε > 0 and every non-negative density ρ ∈ L1(R3) ∩ L4/3(R3) such
that ∇ρθ ∈ Lp(R3).
Under the condition that θp 6 1 + p/3, which is slightly more restrictive
than in the quantum case (7), we get the much smaller power 2p− 1 of ε in
front of the gradient term. Then, after optimizing (86) in ε, we obtain the
quantitative estimate∣∣∣∣Ecl(ρN )−N cUEG ˆ
R3
ρ(x)
4
3 dx
∣∣∣∣
6 CN
5
6
(ˆ
R3
(
ρ(x) + ρ(x)
4
3
)
dx
)1− 1
2p
(ˆ
R3
|∇ρθ(x)|p dx
) 1
2p
(87)
for every ρN (x) = ρ1(N
−1/3x) and for 4/3 6 θp 6 1+ p/3. The rate N5/6 is
better than the N11/12 obtained in the quantum case, but still far from the
expected rate N1/3.
Proof. The estimate (86) follows from the Lieb-Oxford inequality (17) (with-
out the gradient term) when ε is large, so we only have to consider the case
where ε is small.
We use again the tiling (31) and, as in the proof in [30], the upper bound
Ecl(ρ) 6
∑
z∈Z3
24∑
j=1
Ecl(1ℓµj∆+ℓzρ) 6
∑
z∈Z3
24∑
j=1
Ecl(1ℓµj∆+ℓzρ) (88)
where ρ = minℓµj∆+ℓz ρ. The inequality (88) is a consequence of the sub-
additivity and the negativity of Ecl. Now it follows from [30, Cor. 3.4] and
from the Graf-Schenker inequality as in Section 4.3, that in a tetrahedron
cUEGρ
4/3
0 6
Ecl(ρ01ℓ∆)
ℓ3|∆| 6 cUEGρ
4/3
0 +
Cρ0
ℓ
.
This provides the upper bound
Ecl(ρ) 6 cUEG
ˆ
R3
ρ4/3 + |cUEG|
∑
z∈Z3
24∑
j=1
ˆ
ℓµj∆+ℓz
(
ρ4/3 − ρ4/3
)
+
C
ℓ
ˆ
R3
ρ.
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For the rest of the argument we use the notation ε = 1/ℓ. In each tetrahe-
dron we can follow the argument in (74) and estimateˆ
R3
(ρ
4
3 − ρ 43 )(1ℓ∆ ∗ ηδ)
6 C
∥∥∥ρθ − ρθ∥∥∥a
L∞(ℓ∆+Bδ)
ˆ
R3
ρ
4
3
−θa(1ℓ∆ ∗ ηδ)
6 C
(
1
εp
ˆ
ℓ∆+Bδ
|∇ρθ|p
) a
p
(ˆ
R3
ρ
4−3θa
3
p
p−a (1ℓ∆ ∗ ηδ)
)1− a
p
6 C
(
1
εp+
p
a
−1
ˆ
ℓ∆+Bδ
|∇ρθ|p + ε
ˆ
R3
ρ
4−3θa
3
p
p−a (1ℓ∆ ∗ ηδ)
)
with 0 < a 6 1. In order to estimate the second term by ρ+ ρ4/3, we need
that
1 6
4− 3θa
3
p
p− a 6
4
3
which is equivalent to
4
3
6 θp 6 1 +
p
3a
and which we assume for the rest of the proof.
We finally turn to the lower bound. Up to an appropriate rotation and
translation of the tiling (or, equivalently, of the density ρ), the Graf-Schenker
inequality gives the following lower bound [30, p. 100]
Ecl(ρ) >
∑
z∈Z3
24∑
j=1
Ecl(1ℓµj∆+ℓzρ). (89)
We recall that
Ecl(1ℓµj∆+ℓzρ) > −cLO
ˆ
ℓµj∆+ℓz
ρ
4
3
by the Lieb-Oxford inequality (17). We have nothing to prove in any tetra-
hedron ℓµj∆+ ℓz such that
cLO
ˆ
ℓµj∆+ℓz
ρ
4
3 6 ε
ˆ
ℓµj∆+ℓz
(
ρ+ ρ
4
3
)
+
A
εp+
p
a
−1
ˆ
ℓµj∆+ℓz
|∇ρθ|p.
Here A is a large constant to be chosen later. This is in particular the case
when ρ1/3 = maxℓµj∆+ℓz ρ 6 ε/cLO. So we may assume that
cLO
ˆ
ℓµj∆+ℓz
ρ
4
3 > ε
ˆ
ℓµj∆+ℓz
(
ρ+ ρ
4
3
)
+
A
εp+
p
a
−1
ˆ
ℓµj∆+ℓz
|∇ρθ|p
and that ρ > (ε/cLO)
3. This implies
ρθ − ρθ 6 Cε
1
a
− 1
p
A
1
p
ρ
4
3p 6
Cε
3
p
(1+ p
3a
−θp)
A
1
p
ρθ.
The power of ε is non-negative when, again,
θp 6 1 +
p
3a
.
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For A large enough (or ε small enough) this gives ρ 6 Cρ 6 Cρ in the
simplex ℓµj∆ + ℓz. The rest of the argument is then exactly the same as
for the upper bound.
As a conclusion we obtain the bound (86) with the error term
C
εp+
p
a
−1
ˆ
ℓµj∆+ℓz
|∇ρθ|p
and the restrictions that p > 3, 0 < θ 6 1, 0 < a 6 1 and
4
3
6 θp 6 1 +
p
3a
.
In order to minimize the power of ε we want to take a as large as possible,
that is,
a = min
(
1,
p
3(θp− 1)
)
.
For θp 6 1 + p/3 we take a = 1 whereas for θp > 1 + p/3 we choose the
other value and get the stated inequality (86). 
Remark 7 (Canonical case). As was mentioned in (85), in [30] we could also
handle the canonical case. We would easily obtain a quantitative estimate
on the canonical energy Ecancl (ρ) if we knew the speed of convergence of
ℓ−3Ecancl (ρ01ℓ∆) to its limit cUEG|∆|. Unfortunately, the argument used
in [30, Lem. 3.2] to prove that the limit coincides with the grand canonical
one does not seem to produce a quantitative bound.
References
[1] V. Bach, E. H. Lieb, and J. P. Solovej, Generalized Hartree-Fock theory and the
Hubbard model, J. Statist. Phys., 76 (1994), pp. 3–89.
[2] R. D. Benguria, G. A. Bley, and M. Loss, A new estimate on the indirect
Coulomb energy, Int. J. Quantum Chem., 112 (2012), pp. 1579–1584.
[3] U. Bindini and L. De Pascale, Optimal transport with Coulomb cost and the semi-
classical limit of density functional theory, J. E´c. polytech. Math., 4 (2017), pp. 909–
934.
[4] K. Burke and L. O. Wagner, DFT in a nutshell, Int. J. Quantum Chem., 113
(2013), pp. 96–101.
[5] C. Cotar, G. Friesecke, and C. Klu¨ppelberg, Density functional theory and op-
timal transportation with Coulomb cost, Comm. Pure Appl. Math., 66 (2013), pp. 548–
599.
[6] C. Cotar, G. Friesecke, and C. Klu¨ppelberg, Smoothing of transport plans with
fixed marginals and rigorous semiclassical limit of the Hohenberg-Kohn functional,
Arch. Ration. Mech. Anal., 228 (2018), pp. 891–922.
[7] C. Cotar and M. Petrache, Equality of the jellium and uniform electron gas next-
order asymptotic terms for Coulomb and Riesz potentials, ArXiv e-prints (version 5),
(2019).
[8] C. Cotar and M. Petrache, Next-order asymptotic expansion for N-marginal op-
timal transport with Coulomb and Riesz costs, Adv. Math., 344 (2019), pp. 137–233.
[9] J. Derezin´ski and C. Ge´rard, Asymptotic completeness in quantum field theory.
Massive Pauli-Fierz Hamiltonians, Rev. Math. Phys., 11 (1999), pp. 383–450.
[10] R. Dreizler and E. Gross, Density functional theory, Springer, Berlin, 1990.
[11] E. Engel and R. Dreizler, Density Functional Theory: An Advanced Course,
Theoretical and Mathematical Physics, Springer, 2011.
[12] C. Fefferman, The thermodynamic limit for a crystal, Commun. Math. Phys., 98
(1985), pp. 289–311.
40 M. LEWIN, E.H. LIEB, AND R. SEIRINGER
[13] G. Giuliani and G. Vignale, Quantum Theory of the Electron Liquid, Cambridge
University Press, 2005.
[14] G. M. Graf and D. Schenker, On the molecular limit of Coulomb gases, Commun.
Math. Phys., 174 (1995), pp. 215–227.
[15] J. N. Gregg, The existence of the thermodynamic limit in Coulomb-like systems,
Comm. Math. Phys., 123 (1989), pp. 255–276.
[16] C. Hainzl, M. Lewin, and J. P. Solovej, The thermodynamic limit of quantum
Coulomb systems. Part II. Applications, Advances in Math., 221 (2009), pp. 488–546.
[17] M. Hoffmann-Ostenhof and T. Hoffmann-Ostenhof, Schro¨dinger inequalities
and asymptotic behavior of the electron density of atoms and molecules, Phys. Rev.
A, 16 (1977), pp. 1782–1785.
[18] P. Hohenberg and W. Kohn, Inhomogeneous electron gas, Phys. Rev., 136 (1964),
pp. B864–B871.
[19] W. Hughes, Thermodynamics for Coulomb systems: a problem at vanishing particle
densities, J. Statist. Phys., 41 (1985), pp. 975–1013.
[20] G. Kin-Lic Chan and N. C. Handy, Optimized Lieb-Oxford bound for the exchange-
correlation energy, Phys. Rev. A, 59 (1999), pp. 3075–3077.
[21] D. Kirzhnits, Quantum corrections to the Thomas-Fermi equation, Soviet Phys.
JETP, 5 (1957).
[22] W. Kohn and L. J. Sham, Self-consistent equations including exchange and corre-
lation effects, Phys. Rev. (2), 140 (1965), pp. A1133–A1138.
[23] D. C. Langreth and M. J. Mehl, Beyond the local-density approximation in calcu-
lations of ground-state electronic properties, Phys. Rev. B, 28 (1983), pp. 1809–1834.
[24] D. C. Langreth and J. P. Perdew, Theory of nonuniform electronic systems. i.
analysis of the gradient approximation and a generalization that works, Phys. Rev.
B, 21 (1980), pp. 5469–5493.
[25] M. Levy, Universal variational functionals of electron densities, first-order density
matrices, and natural spin-orbitals and solution of the v-representability problem,
Proc. Natl. Acad. Sci. U. S. A., 76 (1979), pp. 6062–6065.
[26] M. Levy and J. P. Perdew, Tight bound and convexity constraint on the exchange-
correlation-energy functional in the low-density limit, and other formal tests of
generalized-gradient approximations, Phys. Rev. B, 48 (1993), pp. 11638–11645.
[27] M. Lewin, Geometric methods for nonlinear many-body quantum systems, J. Funct.
Anal., 260 (2011), pp. 3535–3595.
[28] , Semi-classical limit of the Levy-Lieb functional in Density Functional Theory,
C. R. Math. Acad. Sci. Paris, 356 (2018), pp. 449–455.
[29] M. Lewin and E. H. Lieb, Improved Lieb-Oxford exchange-correlation inequality
with gradient correction, Phys. Rev. A, 91 (2015), p. 022507.
[30] M. Lewin, E. H. Lieb, and R. Seiringer, Statistical mechanics of the Uniform
Electron Gas, J. E´c. polytech. Math., 5 (2018), pp. 79–116.
[31] , Floating Wigner crystal with no boundary charge fluctuations, Phys. Rev. B,
100 (2019), p. 035127.
[32] E. H. Lieb, A lower bound for Coulomb energies, Phys. Lett. A, 70 (1979), pp. 444–
446.
[33] , Thomas-Fermi and related theories of atoms and molecules, Rev. Mod. Phys.,
53 (1981), pp. 603–641.
[34] , Variational principle for many-fermion systems, Phys. Rev. Lett., 46 (1981),
pp. 457–459.
[35] , Density functionals for Coulomb systems, Int. J. Quantum Chem., 24 (1983),
pp. 243–277.
[36] E. H. Lieb and H. Narnhofer, The thermodynamic limit for jellium, J. Stat. Phys.,
12 (1975), pp. 291–310.
[37] E. H. Lieb and S. Oxford, Improved lower bound on the indirect Coulomb energy,
Int. J. Quantum Chem., 19 (1980), pp. 427–439.
[38] E. H. Lieb and R. Seiringer, The Stability of Matter in Quantum Mechanics,
Cambridge Univ. Press, 2010.
THE LOCAL DENSITY APPROXIMATION IN DENSITY FUNCTIONAL THEORY 41
[39] E. H. Lieb and W. E. Thirring, Bound on kinetic energy of fermions which proves
stability of matter, Phys. Rev. Lett., 35 (1975), pp. 687–689.
[40] , Inequalities for the moments of the eigenvalues of the Schro¨dinger hamiltonian
and their relation to Sobolev inequalities, Studies in Mathematical Physics, Princeton
University Press, 1976, pp. 269–303.
[41] N. H. March and W. H. Young, Variational methods based on the density matrix,
Proc. Phys. Soc., 72 (1958), p. 182.
[42] N. Mardirossian and M. Head-Gordon, Thirty years of density functional theory
in computational chemistry: an overview and extensive assessment of 200 density
functionals, Molecular Physics, 115 (2017), pp. 2315–2372.
[43] P. T. Nam, Lieb-Thirring inequality with semiclassical constant and gradient error
term, J. Funct. Anal., 274 (2018), pp. 1739–1746.
[44] R. Parr and W. Yang, Density-Functional Theory of Atoms and Molecules, Inter-
national Series of Monographs on Chemistry, Oxford University Press, USA, 1994.
[45] J. P. Perdew and S. Kurth, Density Functionals for Non-relativistic Coulomb
Systems in the New Century, Springer Berlin Heidelberg, Berlin, Heidelberg, 2003,
pp. 1–55.
[46] J. P. Perdew and K. Schmidt, Jacob’s ladder of density functional approximations
for the exchange-correlation energy, AIP Conference Proceedings, 577 (2001), pp. 1–
20.
[47] A. Pribram-Jones, D. A. Gross, and K. Burke, DFT: A theory full of holes?,
Annu. Rev. Phys. Chem., 66 (2015), pp. 283–304.
CNRS & CEREMADE, Universite´ Paris-Dauphine, PSL University, 75016
Paris, France
E-mail address: mathieu.lewin@math.cnrs.fr
Departments of Mathematics and Physics, Jadwin Hall, Princeton Univer-
sity, Washington Rd., Princeton, NJ 08544, USA
E-mail address: lieb@princeton.edu
IST Austria (Institute of Science and Technology Austria), Am Campus 1,
3400 Klosterneuburg, Austria
E-mail address: robert.seiringer@ist.ac.at
