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A Study of Integral Pulse Frequency Modulation 
of a Random Carrier 
GIUSEPPE GESTRI 
Istituto di Elaborazione dell'Informazione, C.N.R.--Pisa, Italy 
Integral pulse frequency modulat ion of a random impulse process is defined, 
and the general properties of one of its subclasses are studied. The  power 
density spectrum is derived for the modulated output  of one system of the 
subclass, namely the system where the carrier is a stationary Poisson process. 
I. INTRODUCTION 
Integral pulse frequency modulation (Li, 1961) is a well known modulation 
technique for communication and control systems (Li and Jones, 1963); 
recently it has also been applied to the analysis of pulse frequency modula- 
tion in neural systems (Bayly, 1968). Physically it represents the input- 
output relationship of a threshold element which emits an impulse whenever 
the magnitude of the integral of the input signal reaches the threshold. 
The aim of this paper is to study a subclass of integral pulse frequency 
modulation of a random carrier. Physically, integral pulse frequency modula- 
tion of a random carrier, as defined here, represents the input-output 
relationship of a threshold element which emits an impulse whenever the 
magnitude of the integral of the input signal reaches the threshold, and where 
the threshold is a random process. The subclass considered is characterized 
by a property which, on one hand, greatly simplifies its analytical treatment 
and, on the other hand, gives a tool to determine xperimentally whether 
the input-output relationship of a given system belongs to it. 
A possible application of the study presented here is the analysis of pulse 
frequency modulation in those neural systems where the discharge of nerve 
cells is random. In fact, it is known that the threshold of nerve cells is a 
random process (Verveen, 1961), and there is experimental evidence of the 
integrative properties of the cell membrane. 
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I I .  INTEGRAL PULSE FREQUENCY MODULATION OF A RANDOM CARRIER 
For simplicity, only pulse processes consisting of unit impulses will be 
considered here. Furthermore, it is assumed that the experiments start at 
t = 0, and that they could be extended for an arbitrary time in the future 
but not in the past. Then, only the positive time axis will be considered, 
and all random processes will be defined for t /> 0. 
DEFINITION 1. A nonnegative constant m 0 and a nonnegative random 
function r(t) define an integral pulse frequency modulation system. The 
input of the system is given by any function re(t) such that re(t) +mo >~ 0 
for all t, and the output by a random impulse process {t~}, n = 1, 2, 3 ..... 
For any input, the output {t~} of the system is defined as follows: the first 
impulse occurrence time t 1 is the smallest  1 ~.~ 0 for which 
tl  
r(t:) = fo (m° + re(t)) dt, (1.1) 
and, for any i, i = I, 2,..., ti+, is the smallest ,+ 1 >~ t, for which 
r(ti+a) = r t'+~ (m o q- re(t)) dt. (1.2) 
A block diagram of the integral pulse frequency modulation corresponding 
to Definition 1 is shown in Fig. 1. Physically, it represents he input-output 
relationship of a threshold element, having a random threshold r(t), which 
I GENERATOR OF I .......... ~ THE RANDOM I 
CONSTANT / FUNCTION rO'){ 
I THRESHOiD RESET ~I 
INPUT INTEGRATOR THRESHOLD ETEC- 
- -  ~TOR AND IMPULSE~ OUTPUT 
m,(o : I,E.E.ATOR ] - -  
FIo. I. Block diagram of a system corresponding to Def in inon I. The  system 
starts at t = 0, with the integrator set to zero. The  dashed line to the generator of  
the random function r(t) indicates that r(t) may be synchronized by {tnl}. 
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emits an impulse whenever the integral of the input re(t) plus the 'internal 
input' m o reaches the threshold; after each impulse, the integrator is reset 
to zero. 
In a system corresponding to Definition 1, the unmodulated impulse 
process (carrier) is a random process whose statistical properties depend on 
the statistical properties of the random function r(t). For example, constraints 
can be imposed under r(t) to obtain a stationary carrier. Of course, even if 
the carrier is stationary, the impulse process modulated by a nonsteady 
input will be a nonstationary impulse process. 
I I I .  A SUBCLASS OF INTEGRAL PULSE FREQUENCY MODULATION OF 
A RANDOM CARRIER 
Out of the many classes of integral pulse frequency modulation systems 
defined by (1), and corresponding to different classes of random functions 
r(t), one is of particular interest, because it is characterized by a property 
which greatly simplifies both its analytical treatment and its experimental 
test. 
The subclass is defined by the following definition. 
DEFINITION 2. Let {rk} , k = 0, 1, 2,..., be a succession of nonnegative 
random variables r~, and m 0 a nonnegative constant. Then {rk} and m 0 
define a system, whose input is any function re(t) such that m(t) 47 m 0 ~> 0 
for all t, and whose output is a random impulse process {t~}, n = 1, 2, 3,..., 
where, for any re(t), the first impulse occurrence time t 1 is given by 
r o = (m o 47 re(t)) dr, (2.1) 
and, for any i, ti+l is given by 
= j (m o 47 re(t)) dt. (2.2) r i 
ta 
Note that in Definition 2 no assumption is made concerning the statistical 
properties of the random variables r~ ; in particular, it is not assumed either 
that they are independent or that they are identically distributed. Therefore, 
Definition 2 is sufficiently inclusive to admit as carrier any random process 
of unit impulses. In fact, Definition 2 with re(t) = 0 for all t, is essentially 
the same as the definition of random point process given by Beutler and 
Leneman (1966). 
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A block diagram of the systems corresponding to Definition 2 is shown 
in Fig. 2. In Fig. 2, according to Definition 2, at any impulse occurrence 
time t i the threshold assumes at random a value r i' which holds until ti+ z . 
Figure 3 shows, for the same outcome of the random variables {rk}, the 
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INTEGRATOR ]THRESHOLD ETEC- INPUT /" i .--ITOR AND IMPULSE -.= OUTPUT 
~,,(o J I I GENERATOR {t~} 
FIO. 2. B lock  d iagram o f  a sys tem cor respond ing  to Def in i t ion  2. The  sys tem 
starts  at  t = 0, w i th  the  in tegrator  set to zero,  the  generator  o f  random var iab les  
set to r0 • 
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FIO. 3. Unmodu lated  (a) and  modu la ted  (b) output  processes .  
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output of one system in the absence of a modulating signal (Fig. 3a) and 
for a given modulating signal ml(t ) (Fig. 3b). 
For any given system of the subclass defined by (2), that is to say for any 
given m o and {rk} , let {t~ °} be the carrier (m(t) = 0 for all t), and let {t~ a} be 
the random impulse process modulated by a given input signal rex(t); further- 
more, for the given ml(t), let us define the change in time 
(3) 
It is immediately verified that, because of the condition m o + ml(t ) >~ 0 
for all t, t 1 is a nondecreasing function of t. Then any system of the subclass 
defined by (2) satisfies the following property. 
PaOPERT¥ 1. For any ml(t), {t~ 1} referred to t 1 is the same random process 
as {t~ °} referred to t. 
Proof. Let r0' , rx' , rz',... , be a given outcome of {rk}, k = 0, 1, 2 ..... 
Trivially, the member of the random process {t~ °} and the member of the 
random process {t~ 1} corresponding to this outcome are identical, if the 
change in time (3) is performed on the member of {t~l}. Since this is true 
for any outcome of {r~}, k = 0, 1, 2,..., {tn °} and {t~l} are the same random 
process, if {t~ °} is measured in t and {t~ 1} is measured in t 1. 
Conversely, given a system whose output is a random impulse process 
and whose input is any function re(t) of a class of 'possible inputs'; then it 
is easily seen that the input-output relationship of the system is described 
by (2) if the class of possible inputs is such that a nonnegative constant m 0 
exists for which re(t) + m o >/0, for any re(t) and all t, and the system satisfies 
Property 1 for any re(t). 
From Property 1, let us derive first a result which justifies the name of 
pulse frequency modulation for those systems defined by (2). Let us consider 
any system of the subclass defined by (2) and such that the carrier {t~ °} is 
stationary. Let us denote by P0 the average number of impulses per unit 
time for {tn°}; Po is independent of t, since {t~ °} is stationary. Let px(t) be 
the average number of impulses per unit time for the random process {t~ 1} 
corresponding to a given signal ma(t), and let pt'(t ~) be the average number 
of impulses per unit time for the random process {t~ 1} measured in t 1, where 
t I is given by transformation (3). Because of Property 1, 
t'~'(t9 = t'o. 
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Then, since 
pl(t) = pl'(#)(dtl/dt), 
pl(t) = po[(m0 + m~(t))/mo]. (4) 
Relationship (4) shows that for any system defined by (2) such that the 
carrier is a stationary impulse process, the average number of impulses 
per unit time is modulated in exactly the same way as the signal. 
Using (4), it is also possible to eliminate the input signal from transforma- 
tion (3), obtaining 
t~ = __If] Po pl(t) dt. (5) 
This expression for t 1 holds only for those systems defined by (2.1) and (2.2) 
such that the carrier is stationary. It may be useful when one has to test 
experimentally whether the input-output relationship of a system, whose 
input can be changed but cannot be directly observed, is described by (2). 
In fact, transformation (5) allows to test the validity of Property 1by observing 
only the output of a system. 
IV. POWER DENSITY SPECTRUM OF INTEGRAL PULSE FREQUENCY 
~/[ODULATION OF A POISSON CARRIER 
In this section, one system of the subclass defined by (2) will be considered 
in detail to derive its spectral properties, namely the system where the carrier 
is a stationary Poisson process of unit impulses. The system was chosen 
both because it is the simplest and because it can be considered as the 
opposite limiting case of the system were the carrier is a nonrandom train 
of equally spaced impulses. 
To derive, for a given system, the spectral properties of the output process 
for a given modulating signal ml(t), it is not necessary to specify Definition 2 
and then to make use of it; in fact, the system is completely defined by the 
value of too, by the carrier, and by Property 1. Therefore, Definition 2 will 
be specified only for the sake of completeness. 
The carrier {tn °} is a stationary Poisson process iff the random variables r~ 
of Definition 2 are independent, equally distributed, and their distribution is
p(r~') = a exp(--~r~'), 
where ~ is a constant, independent of k (Blanc-Lapierre and Fortet, 1965). 
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The two constants m o and ~ determine the average number of impulses of 
the carrier per unit time P0 ; in fact, it is 
Po = ~rno. 
The choice of the value of one of these constants, for example m0, is arbitrary 
but determin.es the class of the possible signals, because of the condition 
m o + re(t) ~ O. 
Let us derive now the spectrum of the output process {t~ i} when a sinusoidal 
signal ml(t ) is applied. Without loss of generality, let rn o = 1 and 
mi(t ) - -M 1 sin colt , where M i ~ I. Because of Property 1, {t~ l} will be 
a nonstationary Poisson process of unit impulses; according to (4) the 
average number of impulses per unit time pi(t) will be 
ol(t) = p0(l + 21//1 sin wit). (6) 
The spectrum of a nonstationary Poisson process is well known; for example, 
it is the simplest case of a class of nonstationary andom processes whose 
spectrum is studied in Blanc-Lapierre and Fortet (1965). However, since it 
is very simple, let us derive it again for convenience. 
The autocorrelation function R(h) for a nonstationary random process is 
l f( R(h) = 1~ -~ r(t, t + h) ,it, 
where F( t i ,  t2) is the covariance (Kamp6 de F6riet and Frenkiel, 1962). 
For a Poisson process of unit impulses 
r(t, t + h) = pdt) pl(t + h) + p~(t) 8(h), 
where ~ is the Dirac function; the autocorrelation fu ction of {tn i} is 
R(h) = lim L [ f r  Po~( 1 + Mi sin colt)(1 + M 1 sin COl(t + h)) dt 
T~:o : l  I J  o 
- /S(h) for Oo(1 + M i sin ~oit ) dt] 
= 0o ~ + P°~ ~- -~ cos o~h + pod(h). (7) 
From (7) it is seen that the autocorrelation f the modulated process {t~ 1} 
is given by the autocorrelation of the carrier, 
Ro(h) = po ~ + p08(h), 
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plus the autocorrelation f pl(t), 
R~(h) = (poM12/2) cos colh. 
The power density spectrum 6(co) of {t~ 1} is obtained from (7) 
¢(~o) = (po/2~r) q- po28(oJ) q- (po2M,2/2) 3(~o -- COl) , (8) 
and it is given by the spectrum of the carrier plus the spectrum of pl(t), 
without cross-terms (Fig. 4). 
21r 
0 w~ w 
FIG. 4, Power density spectrum of the sinusoidally modulated Poisson carrier. 
The  signal is M1 sin colt , with M 1 ~< 1; P0 is the average number  of impulses per 
unit  t ime of the carrier. 
If the spectrum (8) is compared with the spectrum of a sinusoidally 
modulated nonrandom carrier of equally spaced impulses (Bayly, 1968), it 
is seen that the efficiency of the second system is limited by the presence of 
discrete spectral components at the carrier frequency and its multiples, 
and by the presence of spectral cross-terms, while this limitation does not 
exist for the system having a random carrier of the Poisson type. 
V. CONCLUSIONS 
The subclass defined by (2) of integral pulse frequency modulation of 
a random carrier appears to be a good modulation technique for information 
transmission. Of course, since the information-carrying variable pl(t) is an 
ensemble average, it requires a parallel organization where a number of 
independent channels transmit he same signal; an estimate of pl(t) can in 
this case be obtained at the reception level by averaging the number of 
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impulses per unit time transmitted by these channels. For example, this 
organization is not unreasonable in neural systems (Gestri et al., 1966; 
Maffei, 1968). 
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