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Abstract
The work presented in this thesis forms part of a research project which at­
tempts to generate a visualisation of a speaker’s mouth from purely acoustic 
speech signals. The aim is to provide an aid for partially hearing impaired people 
in which visual information is presented alongside limited acoustic signals, facil­
itating easier use of the telephone. The system is essentially a low-level speech 
recogniser in which phonemic information is extracted from the speech waveform 
and mapped onto visemes generated on a synthetic facial image. This thesis 
presents a description of a major part of this project, that is, the development 
of an accurate phoneme discriminator which is capable of speaker independent 
operation, on continuous speech.
The recognition process is realised in three stages: a pre-processor to convert 
the speech into a suitable parametric form; a pattern recogniser to identify the 
possible phoneme classes and a post-processor to produce the viseme information. 
The pattern recognition stage uses a self organising Kohonen network, followed by 
a Learning Vector Quantiser (LVQ) to further improve the recognition accuracy. 
The performance of this stage is highly dependent on the choice of pre-processor 
used at the input to the network and it is the design of the pre-processor stage, 
that forms a significant part of this work. A novel technique known as the pseudo- 
cepstrum forms the basis of this pre-processor.
Extensive investigations have been conducted into the dependence of perfor­
mance on a range of parameters, both at the pre-processor stage and within 
the Kohonen classifier. In particular, a performance comparison of several pre­
processor techniques, including the pseudo-cepstrum, has been carried out. Fac­
tors affecting both the training and operation of the classifier are also described 
here, with the sensitivity of recognition performance to the input data, being a 
major issue. Overall recognition accuracies of 80% have been achieved.
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Chapter 1 
Introduction
1.1 Background to the Research
The work presented in this thesis is part of a larger project. The overall aim of 
this project is to produce a device to assist partially deaf people to communicate 
using the telephone. The device will recognise spoken words from the telephone 
and convert them into lip-shapes on a computer screen. These lip-shapes will 
be presented with an adjustable volume audio signal in order to make maximum 
use of the persons residual hearing. This will enable the user to “lip-read” from 
telephone speech in a manner similar to face-to-face communication.
This system will differ fundamentally from other devices currently available. 
Since the device proposed here interprets normal telephone speech, any other tele­
phone can be connected to it without additional specialist equipment. This gives 
the user much greater freedom by making it possible for them to communicate 
with whoever they choose.
The reasons for attempting speech-to-lip-shape, rather than speech-to-text 
translation, are twofold. Firstly for hard of hearing people who lip-read, this is 
their usual mode of communication, so lip-shapes and an amplified audio signal 
will seem more “natural” than lines of text. The second reason is a technical 
one. Full speech-to-text translation is a far more difficult task. English is not a 
phonetic language, so syllables with the same pronunciation may have different 
spellings, and then there is the additional problem of finding the word boundaries. 
For example the phrases “grey tape” and “great ape” are phonetically identical,
1
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Figure 1.1: System Block Diagram
however they have very different meanings, which can only be understood from 
the surrounding context. As explained in section 1.1.1, these problems have 
been overcome, to some extent, in modern speaker dependent dictation systems, 
however this is not the case for real-time speaker-independent recognition.
The speech recogniser will work by recognising phonemes, or phoneme classes 
with indistinguishable lip-shapes, and presenting the user with the relevant lip- 
shape. This should allow speaker-independent translation of continuous speech 
with an unlimited vocabulary. The phoneme recognition will be realised in three 
stages, see figure 1.1. These include: a,pre-processor to convert the speech into 
a suitable form; a pattern recogniser to identify the possible phonemes or lip- 
shapes and a post-processor to make the final decision. The phoneme recogniser 
will then be followed by a fourth graphics stage which will display the lip shape 
on the screen.
1.1.1 Speech Recognition
Human communication is dominated by speech and hearing. Speech is a natural 
and universal form of communication that is a great deal faster than typing or 
writing, and does not require the formers specialised skill. It leaves the hands and
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eyes free to continue with other tasks and allows freedom of movement around the 
room, as well as communication in the dark, [2]. In investigations into cooperative 
problem solving with the participants linked by various communication channels, 
the importance of spoken communication was clearly shown, [12]. The problems 
were solved in a significantly shorter time using speech alone, than with any 
other combination of non-speech channels. The number of messages sent when 
the speech channel was available was far higher than in any of the other cases.
Since spoken communication is so fundamental to human beings, the goal 
of automatic speech recognition has been important for many years. The ideal 
speech recognition system would understand conversational language, with an 
unlimited vocabulary, spoken by any person. This ideal system is far from being 
realised, however various engineering solutions have been provided to particular 
restricted tasks. In this way speech recognisers can be defined and categorised 
by the particular problems it has solved, [34]. Most of these systems depend 
heavily on the training of the system to a particular speaker’s voice for successful 
recognition, [102]. Usually these speaker dependent systems require the speaker 
to train the system on each word or phoneme.
Current commercial systems claim high recognition rates for continuous dicta­
tion by a single speaker after several hours of training, [25]. This is very different 
from speaker independent recognition, where the problems of different sounds 
from different speakers having very similar speech spectra must be addressed. 
These problems have only been overcome for systems performing isolated word 
recognition, with strictly limited vocabularies. Research into the different prin­
ciples of speech recognition has been pursued in both academic and industrial 
laboratories around the world, with various objectives in mind, [56].
When humans listen to speech they are performing tasks on many different 
levels at once; from the low-level detection of phonemes in the speech waveform, 
to the high-level understanding of the message, [41]. Rather than hearing all the 
speech elements, fragmentary sensory stimuli are continuously related to contexts 
that are familiar from various experiences. Unconsciously, perceptions are tested 
and reiterated at different levels of abstraction. Stated more simply, what people 
believe they hear is actually reconstructed from pieces of received information. 
The speech signal itself may not even contain all information in the message, much
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of it may be implied and hence shared by the speaker and the listener, [15]. A 
consequence of this is that speakers do not have to pronounce every sound, or even 
every word clearly, in order to be understood. This then makes it very difficult for 
an automatic speech recognition system to contend with conversational speech.
A  further difficulty in continuous speech recognition is the absence of explicit 
word boundary markers. Humans overcome this problem partially by using strong 
syllables to suggest probable word boundaries, then using these to reconstruct a 
plausible version of the speech. In English strong syllables are more likely to be 
at the beginnings of words, so the listener usually assumes that they are initial 
syllables, [9]. In other languages the normal emphasis may be elsewhere, such as 
at the end of the word.
Speaker dependent, continuous speech, dictation systems have solved many 
of the problems outlined in the previous two paragraphs. They use high level, or 
“natural” , language processing, that is the rules of syntax and grammar, along 
with contextual information, to resolve ambiguities in the speech waveform, a 
sentence at a time. These type of systems have a relatively low accuracy at 
the phoneme level, these errors are then corrected in the latter stages of the 
recognition system, to give a good overall recognition rate. This means that the 
actual phoneme recognition does not occur in real time, since the decisions are 
affected by words spoken later in the sentence.
1.1.2 Lip-Reading
Lip-reading is the process of understanding an aural language by a visual method. 
This is achieved by building a personal data base of knowledge and skill, so that 
the underlying acoustic message can be synthesised from the virtual sounds, that 
are associated with various lip-shapes. This database is constructed and refined 
by training, however research also shows that everybody can lip-read to some 
degree. Brinson, [8], states that when making presentations, a hearing audience 
will quickly lip-read numbers or a few remarks. They make the same mistakes as 
a deaf audience would, however, and show the same wide variations in skill. In 
contrast to these observations, results from experimental phonetics, [19] and [84], 
show that there are differences in the perception of lip-shapes between hearing
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impaired people and those with normal hearing. In particular the visemes /k,g/ 
are only recognised by hearing impaired people, who are also better at recognising 
/m,n/ than those with normal hearing. It is possible that these differences can 
be explained by the greater practice in observing lip-shapes by hearing-impaired 
people, even children, since they must rely much more heavily on this information. 
Whereas Brinson’s experience, using simple sentences, masks this effect, since 
the audience is able to use context to assist them. The use of context in lip- 
reading is extremely important, even a very experienced lip-reader may have 
difficulty identifying words out of context, which is why proper names can pose 
a particular problem. Facial expression and body language can also aid in lip- 
reading, however the majority of the lip-reader’s attention will be focussed on 
the mouth area, including the lips, teeth, tongue and jaw.
Seeing the face of the speaker in a noisy environment can significantly aid 
comprehension. This is because the visual information of the lip movements can 
contribute to the recognition process when the acoustic signal is low quality or 
ambiguous, [7]. The visible articulators, i.e. the lips, teeth and tongue, tend 
to be associated with low intensity, short duration, acoustic cues in the mid to 
high frequency range. These acoustic cues are highly susceptible to interference 
from noise. In contrast, the non-yisible articulators like the velum and larynx, 
tend to be associated with more intense, slowly changing, features in the low 
frequency range. These sounds are relatively immune to interference, and are 
more likely to be audible to a hearing aid user. In this way the visual and acoustic 
components of speech have a complementary nature which can be exploited in 
noisy circumstances, [86] and [71]. This can be seen clearly by comparing figures
1.2 and 1.3. The consonants at the ends of the branches were spoken in consonant- 
vowel syllables with the vowel “ah” . In figure 1.2 the syllables were presented 
in white noise at the signal-to-noise ratios indicated on the right hand side of 
the tree. Figure 1.3 shows the number of consonants, or groups of consonants 
that can be distinguished from one another as a function of the strictness of 
the statistical criterion for what is meant by discrimination. The line marked 
75% indicates that the nine groups of consonants defined below this point can 
be considered distinct visemes, since their groups were correctly identified 75% 
of the time. Figure 1.2 shows that whether a phoneme is voiced, unvoiced or
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Figure 1.2: Auditory Confusions Among Consonants, after Kryter, 1970
nasal is easy to discriminate aurally, whereas figure 1.3 shows that the place of 
articulation is more distinguishable visually. In this way the aural and visual 
confusions are almost opposites of each other.
The complimentary nature of the acoustic and visual signals explains why 
humans naturally learn to lip-read; it aids comprehension. It may also go some 
way to explaining the “McGurk Effect” , [65], [74] and [26]. This effect occurs 
when a subject is presented with conflicting auditory and visual information, and 
perceives a phoneme that is present in neither. For example when a recorded voice 
repeated the syllables “ba-ba” , while a video was shown of the lip movements 
corresponding to the syllables “ga-ga” ,' nearly all the subjects reported hearing 
the sounds “da-da” , a compromise between the two. However, when only the 
voice was heard the subjects gave the correct answer of “ba-ba” . This seems to 
suggest that people are subconsciously lip-reading in normal communication.
There are many ambiguities in lip, reading, sounds such as gutterals and some 
nasals are almost impossible to see, because they involve no lip movement,[72]. 
Other sounds may be clearly visible, but identical to one another, [73] (see ap­
pendix B for a version of the lip-reader’s alphabet). Speech sounds that look the 
same do so because they involve essentially the same articulatory movements. 
They are called homophenes. Although these may be easy to separate by ear, if 
only visual information is available these sounds are virtually indistinguishable,
CHAPTER 1. INTRODUCTION
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Figure 1.3: Visual Confusions Among Consonants, after Walden, 1977
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[1]. In spite of this a good lip-reader is often able to resolve these ambiguities by 
using contextual information, in addition to whatever auditory cues are available 
through the use of residual hearing, [28]. In lip-reading it is the consonants that 
give the language intelligibility, while the more slowly changing voweis give the 
flow and rhythm of speech which makes every sentence a pattern.
1.2 Possible Alternatives to this Project
This system will differ fundamentally from other devices currently available, such 
as the Minicom or the Video Phone, as these devices require both parties to own 
specialist equipment. British Telecom has tried to alleviate this problem with 
the Minicom system by using “interpreters” . A  hearing-impaired Minicom user 
can communicate with a person with normal hearing, but without a Minicom 
device, via a central switchboard. At the switchboard a third person links the 
two parties by transcribing the spoken words to text and vice-versa. Although 
this system has the advantage of simplicity it is at the expense of privacy and- 
direct, real-time communication, therefore it is not particularly satisfactory.
Unlike the Minicom, this new device developed here will allow natural spoken 
communication^rather than the more artificial form of-typed messages. This also 
improves the ease of use, particularly for those without keyboard skills or lacking 
manual dexterity. In the future these advantages may also be true of the Video 
Phone, although only if it becomes cheap-enough to be widely accepted by the 
general public. At present the picture quality of the Video Phone is not of a 
particularly high standard, and hence' may not be suitable for lip reading. Its 
customer base is also too small at present to allow hard of hearing people to use 
it for general communication.
A  multi-media telephone that converts speech into lip movements is currently 
under development in Italy, [55] and [54]. The basic proposal is very similar 
to that outlined here, however there are differences in the implementation. The 
plan in this implementation appears to be to utilise the higher data rates of ISDN 
lines, so that the processing would take place at “intelligent nodes” located at the 
telephone exchange. The visual parameters then would be sent along an ISDN 
down-link to a local receiver.
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The project seems to have developed from a video coding project, with the 
research emphasis placed on the development of the graphics output stage. The 
system uses linear prediction to derive twelve dimensional vectors of cepstral co­
efficients, see section 2.5.2. These are then normalised and presented as an input 
to a bank of six time delay neural networks (TDNN). A  TDNN is a recurrent 
neural network that was developed from the multi-layer perceptron, see section 
3.2. Each TD NN is trained to produce estimates of a single independent articula­
tory parameter, for example the width of the mouth opening, or the thickness of 
the lips. A  synthesis program then uses these articulatory parameters to modify 
a wire frame model. In this way an animated “talking head” is produced.
The experimental results reported in [54] again emphasise the graphical out­
put, for example visual comparisons between the original and synthesised images 
are performed. The results are all based on the perceptions of the synthesised 
face by human observers. The system appears to be speaker dependent, and no 
general results for the speech recognition algorithm are published. This makes it 
very difficult to directly compare the results achieved in that project with those 
described in this thesis.
1.3 Specific Objectives and Scope of this Work
This thesis presents the development of a major part of the overall project de­
scribed at the beginning of this chapter, that is to produce a recognition system 
that will convert speech into a set of lip-shape labels, that could then be processed 
by the graphics stage. The system must be speaker independent, have an unlim­
ited vocabulary and eventually be capable of operating in real-time. In order to 
develop a recognition system that will meet these goals, it will be necessary to 
focus on the low-level signal-processing of the incoming speech. In other words, a 
high phoneme recognition rate will need to be achieved, since high-level language 
processing will not be possible. This means that the design of the pre-processor 
and its optimisation with respect to the chosen classification stage will be critical.
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1.3.1 Outline o f this Thesis
In chapter two some of the technical issues involved in the design of the three 
main stages of a continuous speech recognition system are discussed. The chap­
ter begins with descriptions of the speech production and perception processes. 
These are covered in some detail since most pre-processing techniques (the first 
stage in a recognition system) are based on models of either the inverse of the 
speech production process or of the speech perception process. The phonetic 
structure of language is then discussed along with the phenomena of coarticu­
lation, which underlies many of the problems of continuous speech recognition. 
The rest of the chapter then describes the three stages of a speech recogniser, 
pre-processing, classification and decision making, in detail, including outlines of 
some of the techniques commonly in use.
The following chapter gives details of one family of classifiers, artificial neu­
ral networks. The chapter begins with a general introduction to artificial neural 
networks and their learning algorithms. This is followed by a brief description 
of the multi-layer perceptron, which is a supervised algorithm. An unsupervised 
technique, the Kohonen net (SOM), is then discussed in detail. This is a topo­
graphic map that can be used to analyse data, since the map locates clusters in 
un-labeiled data. The final part of this chapter is then focussed on Learning Vec­
tor Quantisation, this is a supervised technique that can be used in isolation or 
to “fine-tune” a Kohonen map. The philosophy and the operation of the general 
algorithms for both the Kohonen net and LVQ are described along with common 
variations. Some possible applications of these two networks are also discussed.
Chapter four outlines some of the. preliminary work that was done in order 
to gain a fuller understanding of the Kohonen net. The first part of this work 
was an investigation of the properties of the Kohonen net, using Matlab. The 
second part of this chapter describes some more advanced experiments using a 
dedicated Kohonen net simulator, SOM_PAK. These simulations had three main 
aims: to gain familiarity with SOM_PAI<; to refine understanding of the operation 
of the Kohonen net; and to investigate the implementation of a basic speech 
recognition system, which would then allow the development and assessment of 
various pre-processors. The final parts of this chapter continue this work with
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various pre-processors using a more sophisticated database, and adding Learning 
Vector Quantisation to the Kohonen net classifier in order to produce a working 
recognition system.
The development of the pre-processor specifically for the Kohonen net/LVQ 
classifier is described in chapter five. This chapter begins with a general discussion 
of homomorphic deconvolution and the definition of the root-cepstrum followed by 
a description of the relationship between the root-cepstrum and the conventional 
log-cepstrum. In the next section the general root-cepstrum is applied to the field 
of speech analysis and the pseudo-cepstrum defined. This section then goes on to 
describe the discrete form of the pseudo-cepstrum, the effects of truncating the 
cepstrum and then to discuss its robustness to additive Gaussian noise. While the 
following section then examines the results of applying the pseudo-cepstrum to 
the recognition system described in the previous chapter. Methods of optimising 
the recognition rate are discussed, including window shape, vector length, and 
capturing variations along the quefrency and time axes. The root-cepstrum is 
then returned to in order to discover if the pseudo-cepstrum is the optimum 
form for this application. Finally, the pseudo-cepstrum is compared directly with 
linear prediction and the log-cepstrum.
In chapter six the results of various recognition experiments, using the pre­
processor developed in the previous chapter in conjunction with the system de­
signed in chapter four, are described. Speaker and context dependencies, as well 
as the variation in recognition accuracy due to the sex of the speaker are studied 
by varying the composition of the training and testing sets. The relationship be­
tween the number of training vectors and the optimum map size is also examined 
by altering the data set size, as well as the size of the Kohonen net, and hence 
the number of vectors in the LVQ codebook. The affect of different groupings of 
lip-shape classes on the recognition accuracy are also investigated and the maps 
optimised accordingly. The use of a single map, rather than separate maps for 
each phoneme class, is then examined. The final part of this chapter uses di­
phone boundaries instead of the central portion of each phoneme as the input to 
the recognition system.
Chapter seven describes the design of the final stage of the recognition process, 
the decision maker. In the previous chapter ways of optimising the recognition
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system and the data classes were examined. However, this work treated each lip- 
sliape map individually and used only pre-segmented speech. The experiments 
reported in this chapter examine the final output from the recognition system 
when complete sentences are used as the input. Ways of integrating the output 
of the different maps are also investigated. In the first section, continuous speech 
is applied to a single map representing all the different lip-shapes. This is then 
followed by various investigations into combining the outputs of the four separate 
lip-shape maps that had been trained on different phoneme classes. This section 
concludes by examining the output of a map trained oi> lip-shape transitions, 
rather than steady-state lip-shape. The next section then examines the use of 
knowledge about the position of the phoneme boundaries to enhance the recogni­
tion accuracy for the transition map and ways of using the output of these maps 
in conjunction with the steady-state maps to enhance the overall recognition.
The final chapter of this thesis is the conclusion. It begins with a summary 
of the previous chapters and an explanation of how the work has fulfilled the 
objectives set out in this introduction.-The chapter then goes on to describe how 
the work could be taken further in order to complete the overall project, before 
ending with a summary of the original contributions that were made in this work.
Chapter 2 
Speech: Technical Issues
2.1 In tro d u c tio n
This chapter discusses some of the technical issues involved in the design of con­
tinuous speech recognition systems. Most speech recognisers have three main 
stages; pre-processing, pattern recognition and decision making, [79]. As has 
already been stated in section 1.1.1, most commercial speech recognisers use 
sophisticated processing in the decision making stage, to compensate for inade­
quacies in the earlier stages. This processing cannot be strictly “real-time” since 
it uses the context of a whole phrase to identify each phoneme. Hence, this type 
of processing would not be suitable for the particular application addressed in 
this thesis, since each sound must be presented as a lip-shape with minimum 
delay, in order for a natural conversation to occur. As a result, greater emphasis 
must be placed on the design of an effective pre-processor that is optimum for 
the chosen pattern recognition stage. Since most pre-processing techniques are 
based either on the inverse of the speech production process or on the speech 
perception process, this chapter begins with these two topics in sections 2.2 and
2.3 respectively. The phonetic structure of language is then discussed in section
2.4 along with the phenomena of coarticulation, which underlies many of the 
problems of continuous speech recognition. The rest of the chapter, sections 2.5 
to 2.7, then describe the three stages of a speech recogniser in detail, including 
some of the techniques commonly in use.
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Figure 2.1: Unvoiced and Voiced Speech
2.2 Speech P ro d u c tio n
The sounds in speech can be divided into two categories, voiced and unvoiced, 
[33]. Figure 2.1 shows the beginning of the word “suit” , where the unvoiced “ss” 
followed by the voiced “oo” can clearly be seen.
Voiced sounds are produced by expelling air from the lungs, through the vocal 
chords, which are thus made to vibrate, [92]. This vibration produces periodic 
pulses of sound with a spectrum consisting of a sequence of harmonics, each of 
which is a multiple of a fundamental frequency. The pitch of the sound is governed 
by the fundamental frequency. The sound waves are then spectrally shaped by 
the rest of the vocal tract, figure 2.2. This is effectively an acoustic enclosure with 
several resonant cavities whose size and shape can be changed by the movements 
of the various articulators. These are the jaw, tongue, lips, teeth and velum, 
[59]. For any position of the articulators, the vocal tract responds to some of 
the basic and harmonic frequencies produced by the vocal chords better than to 
others. The lowest of these resonances is called the first formant frequency, the 
next the second formant frequency, and so on. There can be between two and 
six formants, depending on the speaker and utterance, and these are subject to 
considerable variation in magnitude and frequency, [70]. In spite of this variation, 
different vowel sounds can be characterised by their typical values for the first
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Figure 2.2: Human Vocal Tract
and second formant frequencies, [100]. Unvoiced sounds are produced by relaxing 
the vocal chords and expelling air through a constriction in the upper part of the 
vocal tract, which causes turbulence in the air flow.
Speech can therefore be modelled as the convolution of an excitation source, 
either voiced or unvoiced, with the vocal tract filter, [69]. Speech recognition 
relies on separating the vocal tract response, which identifies the sound, from 
the excitation, which contains the information on voicing and pitch. In other 
words, the fine structure of the spectrum, which can be seen in figure 2.3(a), 
must be removed. This leaves the spectral envelope which clearly shows the 
positions of the formants, figure 2.3(b). The linear model of speech production is 
a special case of this more general model, where the vocal tract filter is assumed 
to be a linear pole-zero filter, with two possible input sources, [22]. For voiced 
speech the source is modelled by a periodic pulse-train, while unvoiced speech 
is represented by a random Gaussian noise source, figure 2.4. Thus the speech 
waveform at the output of the model is considered to be a convolution of one of the 
excitation functions with the linear filter response. The spectral characteristics 
of the speech, and therefore the identity of the sound, are hence determined by 
the parameters of the linear filter.
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Figure 2.4: The Linear Model of Speech Production
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Figure 2.5: Schematic of the Human Ear, after [16]
2.3 Speech P erception
The apparatus for hearing speech is far more complex than that for speech pro­
duction, however they probably evolved in parallel and are hence linked, [80]. For 
example the human ear is especially sensitive to frequencies in the 200-5600Hz 
range, that is the frequencies in the speech signal that are most relevant to com­
munication. The ear has three main parts, [101]: the outer ear, which directs 
the sound waves towards the ear drum; the middle ear, which transforms the 
pressure variations into mechanical motion; and the inner ear, which converts 
these mechanical vibrations into nerve impulses. In this way the ear acts as an 
acoustic to neural transducer.
A schematic of view of the auditory system is shown in figure 2.5. The visible 
part of the ear is called the pinea, [93], it funnels sound waves through the external 
canal or meateus, to the eardrum. These waves cause the eardrum to vibrate. The 
vibrations are transmitted from the eardrum to the oval window by three small 
bones in the middle ear. This accomplishes an impedance transformation from 
the air filled outer ear to the liquid filled inner ear, and produces an amplification 
effect of approximately 30dB. The amplification is caused by a combination of the
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Figure 2.6: Section Through a Single Turn of the Cochlea, after [96]
lever action of the bones and the difference in size between the eardrum and the 
oval window. There are two small muscles attached to these bones, one of which 
contracts when the ear is subjected to loud noises. This contraction protects 
the ear from damage and aids the comprehension of speech in noisy conditions. 
When the muscle is contracted low frequency sounds are attenuated more than 
the higher frequency speech sounds, reducing the masking affect of the noise, [6]. 
The cochlea is a coiled structure, divided into three sections by two membranes, 
and filled with liquid, see figure 2.6. The movement of the oval window causes a 
travelling wave in this liquid, which then causes the basilar membrane to vibrate. 
The organ of Corti lies on the basilar membrane, this organ contains thousands 
of hair cells, which lie in rows along the length of the cochlea, see figure 2.7. The 
vibrations of the basilar membrane cause these hair cells to bend, which in turn 
causes neural firings along the nerve fibres connected to the cells.
The frequency response of the basilar membrane varies along its length, due 
to its taper from the oval window to the apex, and its variation in stiffness. 
This gives each location a characteristic frequency at which it has a maximum 
response. The membrane acts as a broad band-pass filter with each location 
having an almost constant Q. The critical bandwidth is roughly constant below
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Figure 2.7: The Organ of Corti, after [96]
500Hz, but it increases approximately logarithmically for frequencies above 1kHz. 
This spacing has lead to a mapping between acoustic frequency and perceptual 
frequency called the mel scale, [80], which is defined in the following equation:
The mechanisms which convert the auditory nerve firings into a linguistic 
message are not well understood, [81]. Vowel perception is relatively simple, 
however consonant perception is more complex. There is a nonlinear mapping 
between acoustic cues and perception which results in a phenomenon called cate­
gorical perception. When subjects are played stimuli which systematically differ, 
the sounds are heard as belonging to one phonemic category, then suddenly to 
another, but never to both, [3].
2.4 Phonetics
Words are constructed from a set of basic “speech-sounds” called phonemes. A 
phoneme is a unit capable of inducing a minimal meaning difference between two 
utterances, for example “car” and “bar” . It is the smallest linguistic unit that 
can be used to distinguish meaning. Phonemes are language dependent, because 
languages differ slightly with respect to their set of minimal phonetic differences. 
Phonemes also vary according to accent or dialect, [15] and [33].
m  =  25951og10(l +  //700) (2 .1)
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The number of possible speech sounds that can be produced by the human 
vocal tract are confined to a definitive set. This is because the vocal tract itself 
can only vary within a limited range and yet the sounds used in speech must all 
be distinguishable from each other. Therefore the phonemes must in some way 
be distributed in “phoneme vector space” , [17], giving rise to an optimal number 
of speech sounds that can be easily discriminated, that is the phoneme set of 
a language. It is generally agreed that, in common with most other languages, 
there are only about forty different phonemes in the English language, however 
there is much disagreement over the precise set (see Appendix A for one version 
of the list).
The vocal tract shape for a particular phoneme is highly dependent on the 
context of the phoneme. Gestures for successive phonemes overlap in time, this 
phenomenon is called coarticulation, [82]. In forward coarticulation the articula­
tors change position early, anticipating a later phoneme. Whereas in carryover 
coarticulation they return to the neutral position slowly, so that some of the 
acoustic features of the phoneme features linger on past its normal end.
In many cases the same, single, feature of the acoustic signal provides infor­
mation about more than one phoneme, [29], this means that speech has a parallel 
structure. For example; consider a simple syllable consisting of two phonemes, a 
voiced stop consonant followed by a vowel. There is only one acoustic segment 
in such syllables, rather than the two which might be expected to correspond to 
the two phonemes. It is therefore not possible to cut the acoustic signal such 
that only the voiced stop can be perceived. In other words, a recording of the 
syllable “ba” cannot later be split into the separate phonemes /b/ and /as/. 
This is because the two phonemes are overlapped in production, and because the 
movements appropriate to each of the phonemes influence the same part of the 
acoustic signal, [60]. Phonemes do not therefore strictly exist as separate acoustic 
events, however it is thought that there are some underlying acoustic structures 
that correspond to “phonemes-in-context” which are useful sub-word units for 
recognition, [62].
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2.5 The Pre-Processor
It is possible to find some auditory cues directly from the speech amplitude-time 
waveform, notably whether or not the segment is voiced, and to use these to try 
and identify the speech sounds. However, it is more usual to transform the acous­
tic signal in some way, in order to make other cues evident, [76]. One function 
of the pre-processing stage is to extract the information contained in the speech 
waveform which is necessary for the recognition process. This stage should also 
eliminate the unnecessary information, such as prosody and speaker identity, as
t
far as possible. Another function is to compress the speech information con­
tained in the original waveform into a series of vectors of manageable size, a 
feature which is essential for a classifier to operate efficiently. The pre-processor 
may also attempt to standardise the speech in some way. The aim of this nor­
malisation process is to reduce, or even eliminate differences in the speech sample 
due to background noise and variations in speaking rate, pitch and intensity, [79].
Various acoustic representations are possible, although they all analyse the 
speech over a short time interval, say 20ms, and give it a more compact repre­
sentation. Within these short time intervals the speech spectrum is assumed to 
be stationary, due to the inertia of the articulators. The coefficients obtained 
from this analysis are intended to accurately and effectively describe the features 
of the speech in an economic way. This feature extraction is vital to the whole 
recognition process, since insufficient feature extraction cannot be corrected at a 
later point, even if syntactic and semantic information can be used, [64]. Three 
of the most commonly used representations for speech recognition purposes are: 
linear prediction analysis, see section. 2.5.1, cepstral analysis, see section 2.5.2, 
and filter bank analysis, see section 2.5.3. The first two are based on the speech 
production model, while the third is based on a model of acoustic perception and 
unlike the other two methods is not dependent upon the properties of speech.
2.5.1 Linear Prediction Analysis
Linear prediction is based on the linear model of speech production, as previously 
described. In its most general form it provides a compact, yet precise, representa­
tion of the speech spectral magnitude, by modelling the vocal tract as a pole-zero
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filter with constant coefficients, [67] and [97]. The difference equation for the 
linear model of speech production in the discrete time domain is:
q p
Sn =  C  }  ]  b j U n - i  )  ]  ( l k Sn —k  ( 2 - 2 )
Z=0 k=l
where b0 =  1, ak, and the gain G  are the parameters of the system and un 
and sn are the input and output samples of the system, respectively. Equation 
2.2 states that the output signal can be predicted from the linear combination of 
the past inputs and outputs. Thus the vocal tract filter can be specified in the 
frequency domain by equation 2.3: <
9
c/z) 1 +  £  &iz 1
m  = W m = g — y 2  (2-3)
U(z> 1 +  £  akz - k
k = 1
If the only data recorded is the speech utterance, then the input signal samples, 
un, are unknown. Therefore in speech processing only the output samples, sn, 
are used. This results in the all-pole model, equation 2.4, since 6/ is set to zero.
H(z) =  G  J   (2.4)
1 +  E  akz~k 
k - 1
The major drawback with this model is that in real speech the spectra of nasal 
sounds contain zeros as well as poles and these are not modelled. However, in 
practice this does not always seem to be a problem, as speech recognisers using 
the all-pole model have been reported to detect nasal vowels well, [78].
For the all-pole model the problem is to determine the linear prediction coef­
ficients ak and the gain G. This is done using the Method of Least Squares which 
gives the Yule Walker equations:
p
Y  akR(i — k) — R(i) for 1 < % < p (2-5)
k — \
where
OO
R (i) =  £  snsn_i (2.6)
T l =  —  0 0
is a column vector, and where:
OO
R{i k) — )  ] sn—ksn—i (2-7)
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Figure 2.8: Acoustic Tube Model of the Vocal Tract
is the autocorrelation matrix. This method results in a set of p equations with p 
unknowns, which can be solved to find the linear prediction coefficients, a The 
order of the analysis is given by p, and is equal to twice the maximum number 
of formants that can be modelled. This solution is usually achieved by using 
Durbin’s Algorithm, equations 2.8 to 2.12. This recursive algorithm gives both 
the raw linear prediction coefficients, a*, and the reflection coefficients, hi.
E 0 =  R{0)
ki —
I— 1
E
3 = 1
R ( i )  +   j )
Ei-\
—  kj.
J-l + ha)-\
Ei =  (1
for
(2 .8 )
(2.9)
(2 .1 0 )
(2 .1 1)
(2 .1 2 )
The all-pole digital filter produced.by the linear prediction process is analo­
gous to a simplified acoustic tube model of the vocal tract, figure 2.8. This model 
assumes that the vocal tract is a straight, smooth, rigid tube, that is symmetri­
cal about its longitudinal axis. The tube is formed from the concatenation of a 
discrete number of cylindrical sections, each of uniform thickness. The number 
of sections is equal to half of the order of the linear prediction analysis, and may 
therefore change with the speech waveform that is being modelled. The tube is 
also assumed to be loss-less, in that at each section boundary all the energy is 
either transmitted or reflected.
For the boundary between the ith and (i + l)th sections, the reflection coef-
CHAPTER 2. SPEECH: TECHNICAL ISSUES 24
ficient, k{, is defined by equation 2.13:
A-i+l Ai (2.13)
Ai+ 1 +  Ai
where Ai and A {+i are the cross-sectional areas of the ith and (i +  l)th sections
respectively, [14].
Either the raw linear prediction coefficients or the reflection coefficients are 
valid for use in speech recognition, but some authors, e.g. [68], suggest that better 
results can be obtained by using the log area transformation, equation 2.14:
coefficients. This is usually done by converting back to the time domain to 
construct the difference equation and then using this to calculate the impulse 
response. A discrete Fourier transform is then applied to an arbitrary length of 
this infinite response to find the power spectral density, which can then be plotted 
to show the features of the spectral envelope, see figure 2.9.
2.5.2 Cepstral Analysis
As stated earlier the linear model of speech production describes the speech 
waveform in the time-domain, as the convolution of an excitation function, u(t), 
and the vocal tract filter function, h(t), equation 2.15, [91]:
where * is the convolution operator. As was also explained previously, it is the 
filter transfer function that characterises the speech. Cepstral analysis is a form 
of the general technique of homomorphic deconvolution, [87]. It attempts to de­
sumptions that were necessary for linear prediction. The first step in this process 
is to perform a discrete Fourier transform, in order to convert the convolution op­
erator in the time-domain to a multiplication operator in the frequency-domain, 
equation 2.16:
(2.14)
The spectral envelope of the speech can also be obtained from the linear prediction
s(t) =  u(t) * h(t) (2.15)
convolve the excitation from the filter transfer function, without making the as-
S(uj) = U(lj) • H(lj) (2.16)
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(a) Original Waveform (b) Log Spectrum
(c) Linear Prediction (d) Log Envelope
Figure 2.9: Linear Prediction Analysis of “ah”
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Figure 2.10: Estimation of the Cepstrum
The multiplication can then be converted to addition by taking logarithms of 
both sides:
t
log|S(u/)|2 =  log\U{cu) • H(u)\2 =  log\G{u))\2 +  log\H(lu)\2 (2.17)
x Inverse Fourier transforms are then taken to return to a version of the time- 
domain, known as the cepstral-domain:
c ( t ) =  2 • T ~ x log |5(w )|  =  2 • log |G(w)l +  2 • T ~ l log \H(u)\ (2.18)
The cepstrum, or cepstral coefficient, c(r), is therefore defined as the inverse 
Fourier transform of the short-term logarithmic amplitude spectrum, figure 2.10. 
The time-domain variable, r, is measured in units of quefrency, [13].
The process of cepstral deconvolution is not commutable but it is reversible, 
that is:
log { T [s(£)]> % T {log [s(t)}} (2.19)
This is why the cepstrum is given a distinct terminology even though it is a time- 
domain function. The cepstral values are a measure of the rates of change of the 
spectral components, they have no direct relation to the original time-domain 
sequence. In the cepstrum, the excitation, which appeared as the fine structure 
in the spectral domain, appears as a component in the middle to high end of the 
quefrency axis. In contrast, the more slowly changing spectral envelope appears 
as components near the low quefrency end of the cepstrum. The cepstrum can 
then be windowed, or liftered, to remove the excitation and hence isolate the 
vocal tract filter function.
In order to obtain the spectral envelope the reverse of the cepstral analysis 
process is applied to this remaining part of the cepstrum. A spectral envelope 
obtained in this way will correlate closely to one obtained via linear prediction.
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Figure 2.11: Cepstral Analysis of “ah”
However, for the same order of analysis the cepstrum will give less information 
about the peaks, in other words the formants will not be as sharply defined. The 
advantage of the cepstrum is that it will show the positions of the zeros. This 
can be seen by comparing figure 2.11 with figure 2.9. A disadvantage of the 
cepstrum is that the non-linear logarithmic function serves to severely compress 
the dynamic range of the spectrum, and hence exaggerate the noise components 
in the spectrum. This is particularly severe in the higher frequency regions of the 
speech spectrum, where formants are low in magnitude.
It is also possible to derive cepstral coefficients from the linear prediction 
coefficients, [21], equations 2.20 and 2.21:
where Ci and are the zth-order cepstral and linear predictor coefficients respec­
tively. This technique is less computationally intensive, and hence faster, than 
the direct method described previously, since it requires fewer Fourier transforms. 
Unfortunately it inherits the limitations of linear prediction, and a spectral en­
velope obtained in this way will not give the additional information about the 
location of any zeroes in the spectrum. The coefficients obtained in this manner
(2 .2 0 )
for 1 < n < p (2.21)
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Figure
are numerically different from those obtained directly.
Cepstral coefficients based on the mel scale, see section 2.3, are commonly 
used, [79]. These can be obtained by simulating critical-band filtering with a set 
of triangular band-pass filters, see figure 2.12. The filters are linearly spaced in 
the range O-lOOOHz. Above this the centre frequency of each filter is given by:
fi+1 =  1.148/i (2 .2 2 )
where the initial frequency, /1} is 1kHz, [77]. The cepstral coefficients are then 
obtained from:
—  'y 2 X/ COS 
k=l nik-\) for n =  1, 2 , . . . , M (2.23)
where Xk is the log-energy output of the kth filter, L is the number of filters in 
the desired bandwidth and M  is the total number of coefficients required.
2.5.3 Filter Bank Analysis
The digital filter bank is a non-parametric analysis technique, in other words 
it differs from the previous two techniques in that it is not based on a model 
of the speech signal. It was originally developed as a way of estimating the 
power spectrum without the lengthy calculations needed for a discrete Fourier 
transform. It is suited for hardware implementation since it requires a relatively
1 2 3
Frequency (kHz)
2.12: Generation of Mel Based Cepstral Coefficients
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small amount of calculation, [23]. Typically up to 20 band-pass filters are used 
in a filter bank for a bandwidth of 4kHz. These filters usually approximate 
the auditory system by using a mel-scale frequency-warping as outlined in the 
previous section. Spacing the filters linearly below 1kHz and then logarithmically 
gives filter bandwidths of approximately 100Hz in the region of the first formant 
frequency, and up to 500-1000Hz at high frequencies.
2.6 The P a tte rn  Recogniser
The role of the pattern recogniser is to find clusters in the input data. It must 
be implemented in two phases; the training phase and the recognition phase, 
[83]. The training phase sets up the system, this is usually very time consuming 
and hence happens off-line. In contrast the recognition phase is how the system 
operates when it is in use and must therefore occur in approximately real time. 
It is during the first phase that the system in some way “learns” to recognise 
words, this involves training the system on large numbers of words spoken by a 
representative cross-section of speakers, for a speaker independent system, or by 
the actual users for a speaker dependent system. There are three main types of 
pattern recogniser used in speech recognition. Two methods, classical recognisers 
and hidden Markov models are outlined here, while the third method, neural 
networks, is examined in detail in the next chapter.
2.6.1 Classical Recognisers
Statistical pattern recognition techniques determine which class a given input 
sample pattern belongs to, based on selected measures or features extracted from 
the pattern, [57]. A special case of this approach is simple template matching, 
where the whole pattern is compared with a reference pattern. More complex 
techniques try to improve the robustness of the classification by using a set of 
features that are resilient to pattern variation within a class. A class is defined 
as a set of patterns that are in some way “similar” .
The choice of features is a difficult one, however the general aim is to select 
those features that maximise the differences between classes, while minimising
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Figure 2.13: Dividing the Feature Space into Classes
the differences within classes. It is this feature extraction that occurs within the 
pre-processor. Each pattern then consists of a vector of N features, which then 
maps the pattern onto a point in N-dimensional feature space, figure 2.13 for two 
dimensional example. A training set of representative patterns is used to find 
the optimal class boundaries, in order to maximise the recognition performance 
for each class. If features have been chosen such that the patterns within each 
class form clusters in the feature space, so that “similar” patterns are “near” each 
other, the recogniser will function well.
There are three main techniques for classifying the patterns and defining the 
class boundaries; these are based on either geometry, topology or probability. 
However it can be shown that these methods are all effectively equivalent, [58]. 
Figure 2.14 shows a feature space X  with two classes w\ and w 2, and an unclas­
sified pattern, y. The pattern recogniser must decide to which class y belongs. If 
a geometric classifier is used, a discriminant function, the line A, is used to par­
tition X  into two disjoint regions, X\ which contains W\ and X 2 which contains 
w 2. The point y is then classified according to the region in which it falls. In 
this example, y € X 2) so y 6 w 2. A topological classifier uses a distance measure, 
such as the Euclidean distance, to find the best matching class for y, where pi is 
the distance from y to Wi. As shown here, p2 < pi so again y € w 2. The third 
type of classifier is based on probability and is much harder to illustrate. First 
the class-conditional probability density functions p(y\wi) are defined. This gives
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Figure 2.14: Geometric, Topological and Probabilistic Classification
the probability of the occurrence of pattern y, conditional of the assumption that 
y G Wi. Then if p(y\w2) > p(y\wi), it is reasonable that y G w 2-
Techniques that are based on distance measures, that is those that are geo­
metric and topological, are known as non-parametric methods since they involve 
only the coordinates or local topology of the feature space. While those based on 
explicit probability density functions are known as parametric methods because 
these functions are usually parametric families of functions defined on the fea­
ture space. The nearest neighbour and Bayes classifiers are common examples of 
non-parametric and parametric classifiers,'respectively.
2.6.2 Hidden Markov Models
A real world process which can take a number of discrete states and in which the 
states change at discrete times can be modelled by a state diagram, figure 2.15. 
The state changes at each time interval are probabilistic and depend only on the 
current state. That is the state at time t depends only on the state at t — 1, this 
is a first order Markov assumption. This stochastic process, who’s output is a set 
of states at each instant of time is a Markov process, or an observable Markov 
model, since each state corresponds to an observable event. The model is defined 
by the number of states, N, and the state transition matrix, A, which gives the
CHAPTER 2. SPEECH: TECHNICAL ISSUES 32
Figure 2.15: A Three State Markov Process
probability of a transition along each of the arcs, [18].
A hidden Markov model (HMM) is a doubly embedded stochastic process. It 
consists of an underlying stochastic process that is hidden and can therefore only 
be observed via a second set of stochastic process that produce the sequence of 
observations, [88]. In this way the observation is a probabilistic function of the 
state. An HMM is type of parametric classifier and hence assumes that the signal 
can be well characterised by a parametric random process.
The operation of an HMM can be illustrated by the following “Urn and Ball” 
example. There are N  urns behind a curtain, each filled with balls of M  different 
colours in various fixed but unknown quantities. A genie then chooses an urn, 
according to some random process, and removes a ball at random. This ball is 
shown to an observer and then replaced. This process is then repeated, with the 
selection of the next urn depending probabilistically only on the previous urn. 
The observer knows only the colour of the ball selected, the identity of the urn 
from which it was taken remains unknown.
An HMM can then be used to model the sequence of observations, figure 
2.16. If N  is assumed to be three, then the simplest HMM that corresponds to 
the urn and ball process is one with three states, each of which corresponds to a 
specific urn. A probability for the colour of the ball is then defined for each of 
these states, and the choice of urn is dictated by the state transition matrix. The 
HMM is then completely specified by:
N  The number of states
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Figure 2.16: A Hidden Markov Model
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Figure 2.17: A Balds Hidden Markov Model
M  The number of distinct observations symbols per state 
A  The matrix for the state transition probability distribution 
B  The matrix for the observation symbol probability distribution 
7T The initial state distribution
The HMM in figure 2.16 is a fully connected network, each state can be 
reached directly from any other state. In speech recognition a left-right, or Balds, 
model is usually used, figure 2.17. This constrains the possible state transitions 
and hence reduces the number of parameters that must be calculated. The ob­
servations must begin in state one and then proceed from state to state in a 
monotonically increasing manner, finishing in state N. In this way the HMM 
contains an encoding of the time dependence of the signal, [89].
In an isolated word speech recogniser a HMM, Xv is built for each word in the 
vocabulary. This involves estimating the model parameters (A,B, n) in order to
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optimise the likelihood of the training set of observations for the nth word. Then 
for each unknown word that is to be recognised the observation sequence O  = 
0\02 '' ■ O t must be measured via a feature analysis of the speech corresponding 
to the word. This is followed by a calculation of model likelihoods for all possible 
models, P(0\Xv), 1 < v < V. The word whose model likelihood is highest is then 
selected.
v* =  arg max [P(0|AQ] (2.24)
An initial estimate of each model is made in the training phase, which is then 
adjusted iteratively in order to increase the value of P. In a continuous speech 
recogniser the procedure is very similar, accept an HMM is built for each sub­
word unit. The sub-word units can be acoustic events, phonemes, di-phones or 
even syllables.
2.7 The Decision M aker
The role of the decision maker, or post-processor, is to interpret the output of the 
pattern recognition stage, so that a “correct” or at least a “best estimate” of the 
phoneme string is produced. At the simplest level this is achieved by attaching a 
label to the selected cluster, that is the closest matching template in a classical 
recogniser, the most probable sequence in a hidden Markov model or the winning 
neuron in a neural network. There are many ways of improving this basic post­
processor, these include using: thresholds,'voting and both short and long term 
context. These methods can be used alone or in various combinations.
Thresholds are usually used in interactive recognition systems, to reject speech 
tokens that do not fall within the previously trained vocabulary. If a particular 
match is poor it is rejected and the user is asked to repeat the utterance. The 
value of the threshold must be carefully chosen in order to balance false accep­
tance and false rejection rates. A more complex type of threshold can also be used, 
where an utterance is rejected if the winning candidate is not distinct enough, 
i.e. two or more candidates have similar match values. These two methods can 
also be combined. Thresholds can also be used in a non-interactive system, as 
the first stage in a more complex post-processing system. For example, if the
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threshold is not met the decision is made in a more sophisticated way, such as 
using voting or short term context.
Voting can be used if there is more than one recogniser in operation, such 
as several neural networks. Each network is optimised in a different way, or is 
trained on different input parameters. Then the candidate chosen by the most 
networks wins. The outputs from the classifiers can be weighted, so that one has 
more influence on the final decision than the others.
Short term, or phoneme level, context uses consistency between frames to help 
decisions within a phoneme. In continuous speech each phoneme will probably 
occupy more than one frame of input data, whereas the recogniser will produce 
a labelled output for each frame. This string of phoneme identifications can then 
be smoothed in some way, so that the label remains constant for the duration of 
the phoneme. This could be implemented in conjunction with separate phoneme 
boundary identification so that the duration of each phoneme is known.
Context can also be used at the word and sentence levels, i.e. using deci­
sions on surrounding phonemes to influence the labelling of ambiguous sounds, 
and using the meaning and grammar of the complete sentence to finalise deci­
sions. One way of implementing this is to use a neural network as the input to 
a hidden Markov model, a so called “hybrid” system. Another implementation 
is “dynamically expanding context” .This corrects errors in phoneme strings to 
produce orthographically edited text by deriving a large number of production 
rules from samples of natural speech, [40] and [52]. Various linguistic rules can 
also be expressed explicitly, as in an expert system. The use of long term context 
is not appropriate in strictly real-time applications because of the inherent delay.
2.8 Conclusion
This chapter began with a discussion of the speech production and speech per­
ception mechanisms, these two areas are very important, since they provide the 
rationale behind the various different pre-processing techniques. Both linear pre­
diction analysis and cepstral analysis are broadly based on the speech production 
model, whereas the physiology of the human ear provides the basis for filter bank 
analysis. The way in which humans make and perceive speech helps to highlight
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some of the difficulties associated with continuous speech recognition. One of 
these problems, coarticulation, is then examined further within the context of 
phonetics. The second part of this chapter focussed on some of the techniques 
used in automatic speech recognition. The three main stages of a recognition 
system; pre-processor, pattern recogniser and decision maker, were covered in 
some detail and the main algorithms explored. Only two of the three types of 
pattern recogniser were dealt with in this chapter, since the following chapter is 
devoted to neural networks.
Chapter 3
Neural Networks
3.1 In tro d u c tio n
This chapter focuses on the third family of pattern recogniser, as mentioned in 
section 2.6. The chapter begins with a general introduction to artificial neural 
networks and their learning algorithms. This is followed in section 3.2.2 by a 
brief description of the multi-layer perceptron, which is a supervised algorithm. 
An unsupervised technique, the Kohonen net (SOM), is then discussed in detail 
in section 3.3. This is a topographic map that can be used to analyse data, 
since the map locates clusters in un-labelled data. The final part of this chapter, 
section 3.4, is then focussed on Learning Vector Quantisation, this is a supervised 
technique that can be used in isolation or to “fine-tune” a Kohonen map. Some 
possible applications of these two networks are also discussed.
3.2 Background
Artificial neural networks are massively parallel processing systems, made up of 
a number of very simple processing elements called neurons. These neurons are 
interconnected by links with adjustable weights, [63], The original research on 
neural networks was based on neurophysiology. A very simplistic model of the 
human neuron is organised into networks similar to those found in the brain, 
hence the name neural networks, [98].
In order for it to be useful, a neural net must be configured so that a set
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of inputs produces the desired set of outputs. This is achieved by training the 
network in some way, so that the “weights” , or strengths, of the connections 
between the neurons are gradually altered according to some algorithm, until the 
required output is obtained. In this way the network adapts or “learns” until 
it produces the correct output, [99]. This mapping between input and output, 
which can be used to decode specific patterns of activity, can be thought of 
as similar to a digital circuit, which is able to decode combinations of incoming 
logic signal values. Such an analogy is strictly limited however, since the collective 
phenomena of a neural network cannot be explained by logic operations. A neural 
network is actually more akin to an analogue computer, [39]. The training stage 
of a neural network is slow and computationally expensive, in contrast the actual 
operation of the net is very fast, if implemented in hardware, due to its parallel 
nature.
3.2.1 Types o f Network
There are many different types of neural networks, based on a variety of different 
algorithms and topologies. One of the simplest classifications that can be made 
is to divide the networks according to how they are trained, i.e. whether the 
learning is supervised or unsupervised, [94].
In supervised learning, which is the most common, the network is trained by 
the provision of example input/output pairs from an external source, or teacher. 
The aim is to force the network to adapt in'a way that allows it to generalise from 
these examples so that it can produce the correct input/output mapping for pairs 
that have never been presented before, [10]. This type of network is commonly 
used in classification problems. The multi-layer perceptron is a popular neural 
net that uses supervised learning, see section 3.2.2.
In unsupervised learning, no feedback from the environment is provided dur­
ing the training, so the net has no guide as to the correct classification of the 
input data, [24]. Therefore the net must discover for itself any relationships that 
may exist, by clustering the data into similarity groupings. This can only be 
implemented with redundant input data, since the redundancy provides knowl­
edge about the statistical properties of the input patterns, [103]. In this way
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Figure 3.1: A Multi-Layer Perceptron
unsupervised networks have close connections with the statistical pattern recog­
nition techniques described earlier 2.6.1. After this unsupervised training stage a 
supervised classification, or labelling stage is carried out, in order to find which 
inputs correspond to each output. This is sometimes referred to as calibrating 
the map. Finding clusters in the input data can be very valuable, since it can 
drastically reduce the dimensionality of the data, by compressing it from a high 
dimensional input space to an output space with a lower dimension, [95]. The 
Kohonen net, see section 3.3, is a common example of a neural network that is 
capable of unsupervised learning.
3.2.2 The M ulti-Layer Perceptron
A multi-layer perceptron (MLP) network is comprised of a number of identical 
neurons, or nodes, organised in layers, [53]. The nodes in each layer only have 
connections with nodes in adjacent layers, usually these layers are fully inter­
connected, that is each node in the first layer is connected to every node in the 
next layer. Data passes from input layer to output layer in one direction only and 
there must be at least one hidden layer of nodes between the input and output 
layers. The complexity of the network increases rapidly as more nodes and hidden 
layers are added. Figure 3.1 illustrates the topology of a simple, fully connected, 
three layer network.
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Typically, an MLP is used to classify patterns based on input vectors presented 
to the network. A network designed to discriminate between n classes requires 
n outputs, and is trained using supervised learning. The training data set is 
composed of pairs of input and output patterns, i.e. sets of input patterns paired 
with the corresponding “correct” output pattern. Then during the recognition 
phase feature vectors are presented to the neural network and the output unit 
with the most significant output indicates the class of the input pattern.
The learning algorithm used is called back-propagation of error, [104] and 
[11]. This algorithm involves two steps, a forward propagating step, called the 
forward pass, and a backward propagating step, known as the backward pass. In 
the forward pass, the training input data is presented to the input layer. The 
data propagates on through the hidden layers, being transformed as it goes, until 
it reaches the output layer, where it is displayed as the output pattern. The 
output pattern obtained is compared with the “correct” pattern associated with 
the input pattern used and the difference or error between them is calculated. 
This is used to produce an error function.
The backward pass starts with this error function being passed backwards 
through the network. At each node the individual error contribution is calculated, 
that is the amount of the overall error that can be assigned to each individual 
node. These error values are then used to change the assigned weights of the 
nodes. The magnitude of the error value indicates the size of the adjustment 
that needs to be made and the sign of the error value gives the direction of the 
change.
Each cycle through the training set causes the overall error in the network to 
reduce, so that the outputs obtained more closely resemble the “correct” patterns 
desired. This movement towards the “correct” solution is termed convergence. 
The speed with which the network converges is affected by many factors, these 
include: the size and complexity of the network, the size of the training set and 
the speed with which the individual processing units can accomplish the many 
calculations required.
An MLP only uses current input information to establish an output. However 
in many applications, such as speech recognition, context can be important. One 
development of the MLP which allows context to be taken into account is the
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Time Delay Neural Network (TDNN). In this network a delayed version of the 
output is fed back and used as part of the input to the network, see figure 3.2. 
In this way the current output depends on the previous outputs as well as the 
current input.
3.3 The Kohonen N et
A Kohonen net, or Self-Organizing Feature Map as it is sometimes called, is a 
topographic map that is formed by unsupervised learning. It is usually repre­
sented as a two dimensional neural network sheet, whose neurons become tuned 
to different input patterns through competitive, or winner-takes-all, learning. 
Those neurons which are best tuned to a given signal pattern become active and 
a response is concentrated in the area of the sheet with the most active neurons.
It is a topology preserving map in that output neurons that are physically 
close to one another respond to similar inputs, i.e. input patterns that are close 
together in signal space are mapped onto neighbouring neurons, [30]. This results 
in the net creating an internal representation of the incoming signal structure and
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Figure 3.3: The Weight Vectors During the Ordering Process
the responses to different input patterns are organised in an ordered manner. In 
this way the spatial locations of the neurons in the map correspond to intrinsic 
features of the input patterns, [27]. An example of this is shown in the sequence 
depicted in figure 3.3. This shows how the weight vectors in a Kohonen net order 
themselves to match a uniform distribution of two-dimensional input vectors, in 
a manner similar to a fishing net being spread out to best cover a given space. 
The weight vectors are represented by the intersections of the lines. The lines 
themselves are there to show the relationship between adjacent neurons. A math­
ematical analysis of the self-organising process, for the one dimensional case, is 
presented in [36], but this does not generalise to an N-dimensional, or even the 
two-dimensional case.
Another property of the Kohonen net is that frequently occurring input pat­
terns gain more area on the map surface to give a more detailed response. This 
effect is known as the magnification factor and ensures that the networks re­
sources are used in an optimal way, [37]. In some applications this optimisation 
can be a problem, since input events that occur rarely can be very significant.
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Figure 3.4: The “Mexican Hat” Function
In this case some form of constraint can be imposed on the area of output-space 
occupied by any one cluster, so that smaller clusters do not get “squeezed” off 
the map, [90].
The Kohonen net is based on biological evidence of sensory maps found in 
the brain. The neurons are arranged in a two dimensional lattice and are densely 
interconnected through lateral feedback. This lateral coupling is a function of 
distance. The interaction function between the cells is assumed to resemble the 
“Mexican Hat” function shown in figure 3.4. At distances of less than about half 
a millimetre the feedback is positive, while for maybe the next millimetre it is 
negative. At longer distances the feedback is weakly positive, [38].
The close range excitatory and inhibitory feedback emphasises the signal in 
the net, causing “activity bubbles” to form. These bubbles are centred around the 
local maximum of the input excitation. The width of the bubble is governed by 
the strength of the lateral coupling, increasing the excitatory feedback increases 
the width, while increasing the inhibitory interconnections decreases it. Although 
the above explanation is a description of the original simulations of the Koho­
nen net, it is rarely implemented directly. In practice the so called “short-cut” 
algorithm is used, since it produces the same results in a much simpler manner.
3.3.1 The Algorithm
The “short-cut” algorithm functions by assuming that the “activity bubbles” will 
exist and modelling them directly. This removes the need for lateral interaction
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and hence provides an algorithm that is suitable for simulation on a serial com­
puter. There is still some biological basis for this simplified algorithm and it can 
be interpreted in a physiological manner, [46]. For each iteration the algorithm 
finds the neuron that best matches the input vector, defines an “activity bub­
ble” , or neighbourhood, around the neuron and then updates all the weights in 
the neighbourhood in order to improve the match with the input vector. In this 
way different areas of the map become attuned to different input vectors, with 
adjacent areas responding to inputs that are in some way similar. Each of these 
steps is described in more detail below.
The first step in the algorithm, [47], is to examine all the i neurons in order 
to find the “winning” neuron c, i.e. the one whose weight vector m c most closely 
matches the current input vector x, as in equation 3.1:
Ik -  mc| =  min{|k -  m*]!} (3.1)I
A  neighbourhood set N c is then defined around neuron c and the weights updated 
according to equation 3.2;
m  (t +  1) =  I  mi^  +  1 WcM /3 2)\ rriiit) j iii ^  N c(t)
where a(t) is a scalar-valued “learning rate” 0 < a(t) < 1. Both the neighbour­
hood size, N c, and the learning rate, a ( t ) : decrease monotonically with time in 
order to ensure good ordering, but the actual rule is not important. For example 
a  —  a(t) could be linear (equation 3.3), inversely proportional to t (equation 3.4) 
or even occasionally exponential, [51]. .That is:
a(t) =  or(0)(1.0 — t/r len ) (3.3)
or
a(t) =  R { 0 ) C / ( C  A t ) (3.4)
where C  = r l e n /100.0 and r len is the total number of iterations.
It should be noted that there are two phases in the formation of the map: 
the initial ordering phase and the final convergence. In the first phase the values 
of N c and a(t) should be relatively large to prevent discontinuities in the map, 
while much smaller values should be used in the second phase, to avoid disrupting
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the map. The second phase should typically be between ten and one hundred 
times longer than the first phase, [42]. The radius of the neighbourhood should 
initially be more than half the diameter of the network to obtain a global order, 
and should then eventually shrink to include only the winning neuron during the 
fine tuning stages when a(t) < 0.01.
Equations 3.1 and 3.2 are applied alternately for each input vector with the 
appropriate values of a and N c. The input vectors are presented to the network 
cyclicly until the desired number of training steps has been completed. For good 
statistical accuracy the number of training cycles should' be at least 500 times 
the number of neurons, [44].
A more general definition of the Kohonen net uses the following equation to 
update the weights:
where hCi is the so-called neighbourhood kernel. If a simple “bubble” kernel is 
used
and equation 3.5 reduces to equation 3.2. Alternatively a Gaussian neighbour­
hood kernel can be used, such that:
where rc and r, are the radius vectors of nodes c and z, respectively, in the array,
the width of the kernel.
One of the major problems with the Kohonen net algorithm, is the proper 
choice of the above mentioned parameters. If they are not selected properly the 
map can become twisted, or may not converge at all. Two solutions to this 
problem that have been recently proposed are individual neighbourhood sizes, 
[66], and the use of a genetic algorithm to find a more optimum set of parameters,
(3.5)
(3-6)
(3.7)
while o{t) decreases with time and corresponds to the radius of Ac, i.e. it defines
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3.3.2 Applications and Examples
Since the Kohonen net uses unsupervised learning, pairs of input/output vec­
tors do not need to be supplied for the training stage. Instead a relatively small 
number of externally matched pairs is needed for the final classification. There­
fore a Kohonen net only requires a small labelled database, in conjunction with 
a much larger unlabelled database, which can be used for representative train­
ing. Another feature of the Kohonen net, which is particularly useful for speech 
recognition applications, is its robustness in the presence of noise. The Koho­
nen net has been used to produce a “phonetic typewriter” for spoken Finish and 
Japanese, [41], [43], [31] and [48]. It has also been used for semantic mapping 
[105]
3.4 Learn ing V ecto r Q uantisa tion
Learning Vector Quantisation (LVQ) is the name given to a group of algorithms 
that are closely related to the Kohonen net. In contrast to the Kohonen net, which 
uses unsupervised learning, the LVQ algorithms are supervised. This is because 
the Kohonen net is designed for examining data, whereas the LVQ algorithms are 
designed for statistical classification. Neighbourhoods are not defined around the 
“winner” in the basic LVQ algorithm, therefore no spatial ordering of the vectors 
is expected. The purpose of the algorithms is simply to define class regions in the 
input data space, [49]. In other words, the Kohonen net is used for organising 
the data and the LVQ algorithms for actually recognising it.
3.4.1 The Basic A lgorithm  -  LVQ1
As with the Kohonen net, the first stage in the basic LVQ algorithm is to “find 
the winner” , [50]. For the LVQ, this means identifying the class to which the 
input vector x belongs. Each class consists of several vectors, mi. These vectors 
form a “codebook” , which is a quantised representation of the input space. If c 
is defined as in equation 3.8, then m c is the winning vector, that is the nearest 
mi to x.
c =  arginin{||a: — mj||} (3.8)
i
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The misclassification errors in this nearest-neighbour classification are then ap­
proximately minimised by a learning process which alters the codebook vectors. 
This learning process is described in discrete time form in equation 3.9, and is 
used to find the appropriate asymptotic values for the m,.
where a(t) is the learning rate, as defined in section 3.3.1, and may be constant 
or decrease monotonically with time, see equations 3.3 and 3.4. The initial value 
of a(t) should usually be less than 0.1.
Unlike the Kohonen net, where the initial values of the vectors can be as­
signed randomly, the initial values of the codebook vectors for the LVQ must be 
carefully selected, or the algorithm will not converge. One method of initialising 
the codebook is to assign a number of vectors to each class and then use an 
algorithm such as the k-nearest-neighbour method to classify each input vector. 
If this tentative classification agrees with the class identifier of the sample, the 
sample value is used as an initial value for the codebook vector. Another method 
of initialising the codebook is to use a calibrated Kohonen net that has been 
trained on the same data, [45]. This technique is more robust, however it is also 
far more time consuming.
3.4.2 The Optimised Learning Rate LVQ1 (OLVQ1)
This variation of the basic algorithm assigns an individual learning rate, cn,(t), to 
each codebook vector, m,. If c is again defined by equation 3.8, then the following 
discrete-time learning process can be obtained:
m c(t +  l ) =  m c(t) +  a(t)[x(t) — m c(t)]
if x and m c belong to the same class 
m c[t + 1) =  mc(t) — a(£)[a;(£) — mc(t)]
if x and m c belong to different classes
rrii(t +  1) —  rrii{t) for i f c
(3.9)
m c(t + 1) =  m c(t) +  ac(t)[a;(t) -  m c(t)} 
if x is classified correctly 
m c(t + 1) = m c(t) - ac(t)[x(t) - m c(t)} (3.10)
if the classification of x is incorrect 
m,i(t -1- 1) =  rnj(t) for i / c
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In order for this process to converge as fast as possible, the aft) must be 
determined optimally. With this aim in mind, equation 3.10 can be re-written 
as:
m c(t +  1) =  [1 -  s(t)ac(t)]mc(t) +  s(t)aft)x(t) (3.11)
where:
I +1 1 if a; is classified correctly 
5(A) =  { } (3.12)
( — 1 J if the classification of x is incorrect
The last term in this equation shows that m c(t +  1) contains a “trace” from
x(t). Therefore mft  -1- 1) must also contain earlier traces, from x(t') (where
tt =  1,2...,t — 1) through mft). The magnitudes of these traces are scaled
down in each learning step. The scaling factor for x(t) is aft), whereas the
scaling factor for x(t — 1) is [1 — s(t)aft)] • aft — 1). These two scaling factors
must be equal for optimal performance. This is because the statistical accuracy
of the trained codebook is optimal if the effects of corrections made at different
times (with respect to the end of the training period) are of equal weight.
aft) =  [1 -  s(t)aft)] • aft - 1) (3.13)
Continuing this reasoning it can be seen that this equality should be made true for 
all t and the optimal values of ai are then determined by the following recursion.
1) <3-14> 
Since aft) can increase as well as decrease, a restriction must be placed on this 
algorithm to prevent it rising above the value 1. In practice aft) is usually 
prevented from rising above its initial value. The initial learning rate can be 
set rather high, for example aft) =  0.3 or even 0.5, which results in a very 
fast convergence. The OLVQ1 algorithm can be used alone to quickly find the 
approximate asymptotic values of the codebook vectors. Alternatively it can 
be followed by LVQ1, or one of the other variations, in order to fine tune the 
codebook.
3.4.3 Other Variations
The LVQ2 and LVQ3 algorithms give similar accuracies to LVQ1, but are based 
on different philosophies. In both of these new algorithms, two codebook vectors
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are updated simultaneously, one from the correct class and one from an incorrect 
class. However, the vectors are only altered if x falls into a “window” , which is 
defined differently in the two algorithms. The LVQ2 algorithm is based on the 
idea of differentially shifting the decision borders toward the Bayes limits. This 
optimises the relative distances of the codebook vectors from the class borders, 
however it does not consider what might happen to the location of the vectors in 
the long run. This algorithm should therefore only be used for a relatively few 
number of training steps, and with a small learning rate. This problem is solved 
in the LVQ3 algorithm which includes corrections to ens'ure that the codebook 
vectors continue to approximate the class distributions. Like LVQ1, LVQ3 is 
robust, that is the values of codebook vectors assume stationary values after 
extended learning.
3.5 Conclusion
This chapter began with a general introduction to artificial neural networks and 
their learning algorithms. This was followed by a brief description of a the multi­
layer perceptron, which is a supervised algorithm. An unsupervised technique, 
the Kohonen net was then discussed in detail. This is a topographic map that can 
be used to analyse data, since the map locates clusters in un-labelled data. The 
final part of this chapter then focussed on Learning Vector Quantisation, which 
it could be argued is not strictly a neural network at all, but just a classification 
algorithm. However, since it is very similar in nature to the short-cut software 
implementation of the Kohonen net, .this chapter seemed the most appropriate 
place to cover it. LVQ is a supervised technique that can be used to “fine-tune” 
a Kohonen map.
Chapter 4 
Preliminary Investigations
4.1 In tro d u c tio n
This chapter outlines some of the preliminary work that was done in order to gain 
a fuller understanding of the Kohonen net. .The first part of this work, section 
4.2, involved using Matlab and its associated Neural Network Toolbox to run 
several simulations. These simulations were designed to develop a basic under­
standing of the Kohonen net, and to investigate its properties when applied to 
simple problems. The second part of this chapter describes some more advanced 
experiments using a dedicated Kohonen net simulator, SOM_PAK. These had 
three main aims: to gain familiarity with SOM_PAK; to refine understanding of 
the operation of the Kohonen net; and to investigate the implementation of a 
basic speech recognition system, which would then allow the development and
assessment of various pre-processors. Sections 4.4 and 4.5 continue this work with\
various pre-processors using a more sophisticated database, and adding Learning 
Vector Quantisation to the Kohonen net classifier. This provided the basis for a 
working recognition system.
4.2 M a tla b
Matlab is a mathematical simulation package suitable for many different appli­
cations. It uses its own high level, “fourth generation” language, similar to “C” 
in some respects, but with many more built-in functions. One of Matlab’s avail-
50
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(a) Input Vectors (b) Ma'p after 50 Cycles
(c) Net after 100 Cycles (d) Net after 500 Cycles
Figure 4.1: Weight Vectors of the Kohonen Net Adapting to the Input Vectors
able “ad-ons” is a Neural Network Toolbox which facilitates the simulation of 
most types of neural network, including a set of commands for implementing a 
Kohonen net.
4.2.1 Initial W ork
The first simulation re-created an example which is commonly used in the lit­
erature to demonstrate the self-organising and topology preserving properties of 
the Kohonen net. The example uses a set of two dimensional input vectors ran­
domly chosen from a regular uniform distribution, and shows how the net unfolds 
to match the distribution. This routine is quite simple to implement using the 
neural network toolbox in conjunction with Matlab’s other built in functions.
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Figure 4.2: The Kohonen Net Performing Cluster Recognition
The 100 input vectors, see figure 4.1(a), are constructed using the function 
rands, which is a symmetric random generator, with a range of +1 to -1. The 
size of the net is then declared and the neighbourhood matrix constructed using 
the function nbman which calculates the Manhattan distance. The network is 
then initialised using the function initsm. This function takes the input vectors 
and the network size, in order to produce a matrix of random weights that lie 
within the range of the input vectors. These starting weights are then passed 
to the training function trainsmwhich then updates the weights according to 
the Kohonen learning rule. This function uses the neighbourhood matrix as well 
as the initial learning rate, and continues until the maximum training cycle has 
been reached, e.g. 1000 or 5000 cycles. The function trainsm also calls plotsm so 
the net can be watched as it unfolds. Figure 4.1(b) shows the weight vectors of 
the net after 50 training cycles, figure .4.1(c) after 100 and figure 4.1(d) after 500.
The second simulation was very similar to the first, but instead of the in­
put vectors being from a uniform distribution, they were individually specified. 
Twelve input vectors, each having two dimensions, were declared in such a way 
that they formed three distinct clusters, see figure 4.2(a). The rest of the pro­
gram continued in the same way as the previous one. This then showed how the 
weight vectors represent the input space by gradually moving towards the input 
vectors, see figure 4.2(b). Hence the network performs cluster recognition.
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Figure 4.3: An Example of a Training Letter
4.2.2 Character Recognition
The third set of simulations was an investigation into using a Kohonen net for 
character recognition. The input in this case was a set of thirty-five dimensional 
vectors, that represented each of the twenty-six letters of the alphabet on a seven 
by five grid, see figure 4.3.
The first of these simulations simply trained a seven by seven grid of neurons 
on each of these vectors taken cyclicly for 5,000 training cycles. Once the net has 
been trained, it is then classified using the function simusm to discover which 
neuron responds most strongly to each input vector, or letter in this case. The 
formation of an output “map” showing where each of the best responding neurons 
was located was first performed manually and then automatically using another 
program which carried out the simusm function on each letter and displayed the 
results graphically. This made it possible to see how letters with similar shapes 
were clustered together by the net, see figure 4.4. If the shapes were too similar, 
the net was unable to differentiate between them and the same neurons responded 
to different letters. For this net the letters C and G were not separable, nor were 
H and W or I, J and T.
The net was then tested on noisy letters to see if the correct neuron responded. 
The noisy letters were produced by using rand multiplied by a scaling factor (e.g. 
times 0.2 for 20% noise) to add random noise to each vector, see figure 4.5(a), 
figure 4.5(b) and figure 4.5(c). The net was very robust in the presence of noise, 
with noise levels of up to 50% producing no errors. Trials were then carried out 
with 90% noise, which caused some errors, although in most cases the error was 
only slight, with the neuron that actually responded being adjacent to the correct 
neuron. The excellent noise tolerance of this simulation was partly to be expected,
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Figure 4.5: An Example of a Letter with Varying Degrees of Added Noise
since this is one of the characteristics of a Kohonen net pattern recogniser, but 
the results may have also been improved by the high dimensionality of the input 
data.
The next simulation was very similar to the previous one, but the size of the 
net was increased from 49 to 100 neurons, and the number of training cycles 
increased from 5,000 to 10,000. This larger net was able to separate the letters I, 
J and T, but could still not differentiate between C and G, and it also confused 
H with M, see figure 4.6. When tested on noisy data, this net performed slightly 
better than the previous one since the responding neurons were better distributed 
over the net.
The final simulation was again closely based on the first character recognition 
simulation, but this time the net was trained on both perfect and noisy input 
vectors. The training sequence began with the normal letters, and then used a
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Figure 4.6: The Larger Output Map
set of letters with 20% noise, followed by a set with 40% noise, before finishing- 
off with the original data again. This simulation was run twice, as the effect of 
the noise would vary due to its random nature, and so two different output maps 
were produced. Both versions gave poorer results than original net when tested 
on noisy data, since the different clusters were less distinct. This contrasts with 
the results that would be expected from a multi-layer perceptron, where training 
with noisy data increases the robustness in the presence of noise.
The results of the character recognition experiment were very good. There 
were clear regions on the net that were designated to specific characters. On 
observing the output map it could be seen that the characters clustered clearly, 
so that characters with obvious visual'similarities were grouped together. When 
the map was tested on both clean and noisy data it provided accurate results, 
with noise levels of up to 50% producing no errors and only small errors being 
observed with 90% noise. Each character was represented by a seven by five grid, 
which gave an input vector with thirty-five dimensions. This high dimensionality 
of the input vectors may have contributed to the good training behaviour that was 
observed, however it was also likely to be a major reason for the maps robustness 
in noisy conditions.
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4.3 SO M LPAK
Once the preliminary investigations using Matlab were completed and a reason­
able understanding of the operation of the Kohonen net obtained, it was decided 
to use a more comprehensive simulation package for the next series of experi­
ments. This next stage of the work was to test a Kohonen net on real speech 
data, to try to recognise English vowel sounds.
The Self-Organizing Map Program Package is a dedicated Kohonen net sim­
ulator produced by Kohonen’s own research group in Helsinki, [51]. It allows 
detailed simulations to be carried out from a command line interface. Unlike 
Matlab, which only allows the number of iterations, the dimensions of the map, 
the initial size of the neighbourhood and the initial learning rate to be varied 
with ease, SOM-PAK allows all of the parameters of the Kohonen net to be 
individually specified, including:
running length The number of training steps in the simulation, 
size The x and y dimensions of the map.
topology The map may have either a rectangular or a hexagonal lattice.
neighbourhood function Either a step (bubble) function (see equation 3.6), or 
a Gaussian function (see equation 3.7) function can be used in the training 
algorithm.
neighbourhood size The initial radius of the training area used in the algo­
rithm (equivalent to N c if the bubble neighbourhood function is used). This 
value is decreased linearly to one during training.
learning rate function Either the linear (see equation 3.3) or the inverse-time 
function (see equation 3.4) can be used to decrease the learning rate in each 
iteration.
learning rate The initial value of a in the learning rate function
In order to ensure that this software package was operating as expected, it 
was first tried on the character recognition simulation outlined in the previous
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Figure 4.7: The SOMLPAK Output Map
section. Once the data had been manipulated into a suitable format the Kohonen 
net was trained and classified. The resulting graphical output was very similar in 
appearance to those obtained by the previous Matlab simulations, with similar 
shaped letters grouped together, see figure 4.7.
4.3.1 Vowel Recognition
It was decided to limit the first experiments using real speech data to classifying 
English vowel sounds, as it was thought that this would be a more straight 
forward task than working with the complete phoneme set. This was partly 
because limiting the number of classes to be recognised inherently reduces the 
complexity of the problem and partly due to the acoustic properties of vowels.
Because vowel sounds are always voiced they are strongly periodic. They 
are therefore easy to identify by eyeTrom an amplitude/time waveform, since 
the periodicity of the voiced excitation is clearly visible, and the amplitude is 
comparatively large. This reduces the complexity of hand segmenting the data, 
when only vowel segments are required. Vowel sounds also persist for a long 
time, in comparison to consonants, which further improves their visibility in an 
amplitude/time plot. The vocal tract reaches a steady configuration near the
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(a) fee/ (b) /ar/ (c) /uu/
Figure 4.8: Typical Vocal Tract Shapes
mid-point of producing most vowels, so their spectra are relatively static over 
this range. This is particularly important in the pre-processing stage, since 
the linear model of speech production assumes that the speech signal is locally 
stationary. As this assumption is more valid for vowels than consonants both 
linear prediction and cepstral analysis, which are based on this model, should be 
more effective for the analysis of vowel sounds.
In vowel production the resonance of the vocal tract, and hence the formant 
frequencies are mostly due to the tongue position, although the degree of lip 
rounding also has some influence, see figure 4.8, [100]. This is because the sound 
of each vowel is determined by the minimal cross sectional area of the vocal tract 
and the distance of this minimum opening from the glottis.
Several authors (e.g. Fant for Swedish, [20], and Waters for English, [100]) 
have shown that the distinction between vowel sounds can be exemplified by plot­
ting the first and second formant frequencies for each vowel along two orthogonal 
axes. On such a plot it can be seen that the vowels fall into separate classes 
with very little overlap. The different vowels sounds are therefore characterised 
by their distinctive formant frequencies, see section 2.2. Since the frequencies of 
the formants vary between different speakers, it is the relative, rather than the 
absolute, formant frequencies that are used to identify each vowel.
The twelve utterances chosen for the recognition experiments each contain a
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different vowel. The vowels were selected from the table in Appendix A, so that all 
the vowels in standard English were represented, apart from the diphthongs and 
the neutral “schwa” sound. It was thought that including these rather ambigu­
ous sounds would unnecessarily complicate the recognition process, by increasing 
inter-class confusions.
4.3.2 Speech Database
Before the new simulations on vowel recognition could ,begin, a small speecht
database had to be created. Recordings were made of four different speakers, 
two male and two female. Each speaker repeated a list of twelve utterances three 
times (see Appendix C). The utterances were all consonant-vowel-consonant 
combinations, chosen so that only the central vowel portion varied.
The recordings were initially made on analogue tape, then sampled on a P.O. 
using 16 bit samples at a sampling rate of 11kHz. Each utterance was then 
hand segmented to produce three vowel sections of 256 samples, or-one frame, 
by estimating the position of each vowel from the amplitude/time waveform, see 
figure 4.9. This segmentation produced one frame of speech each from what was 
approximated to be the beginning, middle and end of each vowel.
The database then consisted of three sets of data, each of which contained 
three vowel segments, from twelve utterances, spoken by four speakers. Initially 
only the utterances of the two male speakers were used in the following experi­
ments, in order to keep the quantity of data manageable. To assist in the later 
classification and evaluation stages, each of the hand segmented speech frames 
were labelled according to their filename as part of the pre-processing stage. This 
label consists of: the name of the utterance from which the frame originated, the 
speaker identity, the dataset and the frame position, i.e. whether it was from the 
beginning, middle or end of the vowel, see figure 4.10. This extra information 
could then be shown graphically after the map had been trained and classified, 
in order to examine the effectiveness of the networks clustering.
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Figure 4.9: Segmenting the Utterance “baitla”
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Vowel Position:
2 indicates second vowel frame 
-> middle portion of vowel
Vowel i.d.:
word is bait
-> vowel sound is /e/
Speaker i.d.: Speaker Version: 
c indicates utterance 
is from third dataset.
1 indicates first speaker
Figure 4.10: An Example of an Utterance Label
4.3.3 M ethod
The pre-processor selected for the initial investigations into speech recognition 
used sixteenth order linear prediction to produce a set of log area ratios for 
each frame of speech. This method was chosen because of its simplicity and the 
coefficients were obtained from a “C” program that was written to implement 
the algorithm as described in section 2.5.1.
The Kohonen net used in the first of these simulations was a five-by-ten net­
work with a rectangular lattice. This size was chosen- because in the earlier exper­
iments on character recognition a ten by ten network was effective in classifying 
twenty-six input vectors. This implies that for a simulation with approximately 
half the number of input vectors a network of half the size would be an appropri­
ate starting point. A further guide to a reasonable size for the network was taken 
from Kohonen’s “phonetic typewriter” 'which used ninety-six neurons to classify 
twenty-one input vectors, a ratio of about four and a half to one, [44]. Therefore 
for twelve input vectors this ratio would give a network size of just over fifty 
neurons. The reason for using a rectangular, rather than a hexagonal lattice, was 
to aid the final graphical presentation of the results. The network size was then 
increased to ten-by-ten in an attempt to improve the clustering of the output, 
and was kept at this larger size for the remainder of the simulations. Due to the 
lack of available information, the network parameters were based on the default 
values given in [51]. A “bubble” , or step neighbourhood was used with an initial 
radius of ten neurons. The network was trained for 1,000 cycles with an initial
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learning rate of 0.05, during the global ordering stage and for 10,000 with a initial 
learning rate of 0.02 and an initial neighbourhood during the fine tuning stage. 
The learning rate function was linear. Some further experiments were then tried 
to examine the effects of varying the size of both the network and the dataset. 
In the first of these additional simulations the network size was increased by a 
factor of two, from five-by-ten to ten-by-ten. While in the second the number of 
vowel sounds in the dataset was reduced from twelve to four.
4.3.4 Results
The SOMJPAK simulation package contains a program that will calibrate a 
trained map using labelled data. The output of this program is a list that shows 
the coordinates of the winning neurons for each of the input vectors. It gives 
the position of the most strongly responding neuron, as well as the label of the 
corresponding input utterance, and the strength of the neurons response. An­
other program was then written to display this information graphically, using a 
five-by-ten, or a ten-by-ten grid, as appropriate, to represent the network. The 
program annotates each winning neuron with the label of the relevant utterance. 
In this way some neurons have several labels, as they responded to different input 
vectors, and others have none. It should be emphasised that the results discussed 
here show how the Kohonen map clustered during its training phase, no actual 
recognition tests were carried out.
Three different output maps are presented: the first is the original one, pro­
duced as described above, while the second and third maps are simplified versions, 
designed to aid in the interpretation 'of the data. The second map of each set 
shows just the vowel identities, in the form of the utterance spoken. Whereas the 
third map indicates the speaker identity, with dark grey for speaker number one, 
light grey for speaker number two, mid grey for a mixture of the two speakers and 
white for an unlabelled neuron. The first set of maps show the results obtained 
when the original small network was trained on linear prediction reflection coef­
ficients. The second set show effect of increasing the network size. In the next 
set of maps a reduced dataset, comprising of only four vowels, was used.
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Figure 4.11: Original Results Using Linear Prediction Analysis
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Figure 4.12: Results Using Linear Prediction Analysis — Vowel Identity Only
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Figure 4.13: Results Using Linear Prediction Analysis — Speaker Identity Only
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Figure 4.14: Original Results Using A Larger Network
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Figure 4.15: Results Using A Larger Network — Vowel Identity Only
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Figure 4.17: Original Linear Prediction Results Using A Reduced Dataset
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Figure 4.18: Results Using A Reduced Dataset — Vowel Identity Only
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4.3.5 Analysis o f Results
The results of the vowel recognition experiments were disappointing, particularly 
when compared to the previous character recognition experiment. Observations 
of the trained map showed that the clusters were indistinct. In many cases 
different vowels were attributed to the same neuron or more than one neuron 
was labelled with different versions of the same utterance. Generally, the visual 
inspection of the map gave unsatisfactory results, although there did appear to be 
some kind of underlying order to the layout of the output map. It was possible 
to discern regions where similar vowels appeared to congregate. However, an 
overriding and unexpected result was that the map was segregated according to 
speaker identity. It should be noted that this classification might not generalise 
to data with more than two speakers, this could be verified by using a larger 
database. Since the net was able to classify according to speaker identity, this 
suggests that there is speaker dependent information present in the input data 
which should be removed in some way.
The choice of words from which the vowels sounds were segmented did not 
aid the recognition process as they were all very similar. This was a deliberate 
decision that was made in an attempt to ensure that only vowel sounds were being 
compared. Unfortunately due to the effects of coarticulation it is not possible to 
completely isolate the vowel sounds and some of the poor clustering could have 
been caused by contamination of the vowels sound with either the ‘b’ or the 
!t\ Increasing the size of the network, appeared to improve the definition of the 
clusters slightly so the ten-by-ten map was used in all the subsequent training 
trials. The original size of five-by-ten neurons was estimated from examples of 
successfully trained Kohonen nets in the literature.
4.3.6 Refinements and Further Investigations
On closely examining the time-amplitude waveforms a distinct variation in the 
speech amplitude between the different speakers was noticed. In order to remove 
this speaker dependent information the amplitude of each speech frame was nor­
malised. A Hamming window was also applied to the raw-time domain data, 
instead of the original rectangular window. The map was then trained on only
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the central, v2, portion of the vowel with the aim of reducing coarticulation af­
fects. Each of these refinements resulted in a slight improvement to the clustering. 
Cepstral coefficients were then tried as the input vectors, both derived from the 
linear prediction coefficients and calculated directly, as described in section 2.5.2. 
The clustering appeared very similar to that achieved using linear prediction. A 
novel pre-processing technique known as the pseudo-cepstrum, see chapter 5, was 
then tried, which gave much better clustering. The complete set of experiments 
was then repeated for the female speakers and for all four speakers. The results 
for the female speakers appeared slightly worse than that obtained for the male 
speakers, and the clustering was further degraded with all four speakers. A much 
larger (fifty by twenty) map was then used with the pseudo-cepstral coefficients 
of the male speakers, and when this was plotted by hand it produced very good 
clustering, see figure 4.20.
4 .3 .7  G o o d n e s s  M e a s u r e
All the results obtained so far have been qualitative in nature, however a quan­
titative approach is needed if different pre-processing techniques and variation of 
the map parameters are to be investigated throughly. This is particularly im­
portant when using larger maps as they are difficult to evaluate qualitatively. A 
measure of the “goodness” of each map was then developed. A map is “good” if 
the clusters are well separated, i.e. all the tokens representing the same utterance 
are close together in a cluster and the clusters do not overlap with each other. 
This can be quantified by measuring the spread and separation of each cluster.
Each cell in the net maybe identified by a set of Cartesian coordinates relative 
to some origin (typically the bottom left corner of the map). Taking each cell as 
a one unit by one unit square, the coordinates of the mean point of each cluster 
can be found. The standard deviation along any line drawn through the mean 
point of the cluster can then be calculated. The standard deviation then gives 
a measure of the spread of each cluster. A measure of the distance between the 
centres of two clusters can be found from the distance between the mean points 
of the clusters concerned. Therefore for any two clusters i and j  on the map, the
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Figure 4.20: Results for Male Speakers Using Pseudo-Cepstral Coefficients on a 
50 x 20 Map
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Figure 4.21: Finding o2 along line piPj
separation, Sitj, is defined as:
where: pi  and p j  are the vectors of the coordinates of the means of clusters i 
and j  respectively, and ai and oj are the standard deviations of clusters i and j  
respectively, along the line connecting the two means.
The means are calculated by separately summing the X and Y coordinates of 
each element in the cluster and dividing by the number of elements. This gives 
the vector p as a pair of coordinates. The standard deviations along the line 
connecting the means is found by summing the individual contribution of each 
element with respect to that line. This is done using the cosine rule, see equation
4.2 in conjunction with figure 4.21.
d, =
b = |/*i-p|
(4.2)
(4.3)
(4.4)
(4.5)
c \Rj - p
C‘,2 b2 +  d2 — 2 bd cos a
The variance of cluster i due to element p, cr2(p), is the contribution of p along 
the line d which is given by:
(4.6)
Therefore
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Pre-Processing Technique Goodness Measure
Male Female
Linear Prediction 1.2 1.2
Log Cepstrum 1.0 0.7
Pseudo-Cepstrum 4.2 2.8
Table 4.1: Goodness Measures for Various Pre-Processors Trained on 50x20 Map
t
where q is the number of labels in the cluster.
The total measure of separation for cluster i is then given by:
S i  =  E  Sy  (4.8)
i= 1
where N  is the total number of clusters. This then gives a “goodness of separa­
tion” measure, G , for the whole map:
Y n S-
G  =  + s p  (4.9)
Hence this “goodness” measure works by measuring the degree of separation 
between each pair of clusters and then totalling it for the whole map.
The measure was then applied to large maps trained on linear prediction log 
area ratios, cepstral coefficients and pseudo-cepstral coefficients, for male and 
female speakers separately, see table 4.1.
Since the size of the map and the number of cluster are known, a theoretical
lower and upper bound can be found for the “goodness” measure. The best
possible map is obtained with the minimum possible standard deviation for each 
cluster and the maximum possible distance. Since each cluster must occupy at 
least one neuron the minimum standard deviation is one, while the maximum 
distance between the means is given by:
/ Area of Map , J ,
=  y ---------- — -  (4-10)
For this fifty-by-twenty map with twelve clusters, this gives a maximum bound 
of about nine. In order for two clusters to be able to discriminate the distance
between the means must be greater than, or equal to, the standard deviation.
This then gives a minimum bound of one for a meaningful map.
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DIALECTREGIONS
SPEAKER DIRECTORIES
SENTENCE DIRECTORIES
WAVEFORM AND LABEL FILES
Figure 4.22: Structure of the TIMIT Database
4 . 4  T I M I T
The work so far has been limited to the small database described in section 4.3.2. 
To see if the results would generalise a much larger database was required. For 
this reason the TIMIT database was purchased. This is a fully labelled database 
o f‘American English, with 630 male and female speakers. It is divided into eight 
dialect regions, with separate testing and training sections, figure 4.22. Each 
speaker says eight different sentences as well as two common sentences. These 
two sentences, sal and sa2, are designed for use in dialect comparison studies, 
and are not used for training or testing purposes since they would add contextual 
bias. W ith these sentences excluded the testing and training databases are then 
completely independent since they have no speakers and no sentences in common. 
Each sentence is labelled with the appropriate sample numbers at the sentence, 
word and phoneme levels. All experiments used the data in the dialect region 
one training and testing sets, unless otherwise stated. This dialect region consists 
of fourteen female and twenty-four male speakers in the training set, and four 
female and seven male speakers in the test set.
The central frame of each vowel was extracted from each sentence, and then 
processed to produce pseudo-cepstral coefficients. These were then used to train
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an even larger Kohonen net. This 2000 cell map was used in all other simulations, 
unless another size is explicitly stated. The network was trained for 20,000 cycles 
with an initial learning rate of 0.05 and an initial neighbourhood of 100 neurons 
during the global ordering stage and for 200,000, with an initial learning rate of
0.02 and an initial neighbourhood size of 5 during the fine tuning stage. The 
resulting 50 by 40 map, was then coloured to aid the visual interpretation and 
can be seen in figure 4.23. Each phoneme category is represented by a different 
colour, phonemes that are represented by the same lip-shape are given similar 
shades. Some clustering is definitely visible, particularly w'lth regard to lip-shape. 
However the map appeared quite “noisy” , with overlapping clusters and scattered 
single labels, as well as multiple cluster sites for each label. It was not possible to 
apply the “goodness” measure to this map, as the means of the clusters were not 
obvious, due to the multiple cluster sites. Therefore another method of evaluating 
the results quantitatively had to be found.
4 . 5  L V Q J P A K
The Learning Vector Quantisation Program Package, [50], is the sister package 
to SOM_PAI< and implements the various1 •LVQ algorithms, see section-3.4. As 
well as the training algorithms the package also includes a K-means initialisation 
program, a recognition accuracy program and a classification program. The ini­
tialisation program uses the K-means algorithm to provide starting values for the 
codebook vectors, it is then followed by one of the LVQ training algorithms to 
produce the final codebook. This codebook can then be tested using the recog­
nition accuracy program with various datasets, see section 6.2, or used with the 
classification program to produce an output file that contains the best matching 
label for each unknown input vector, see section 7.2.1.
The recognition accuracy program was used to provide the quantitative re­
sults presented in the rest of this thesis. The program calculates the percentage 
accuracy for each category of input vectors presented, then weights these per­
centages according to the number of times that particular category has occurred 
to produce a total percentage accuracy. A sample output of this program is 
reproduced in figure 4.24, the symbols on the left represent vowel labels from
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Figure 4.23: Results for Dialect Region 1 Using Pseudo-Cepstral Coefficients on 
a 50 x 40 Map
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the TIMIT database, while the number of entries is the number of times that a 
particular vowel occurred in the testing dataset.
It is also possible to calculate the recognition accuracy of a Kohonen net 
using the recognition accuracy program. Since the actual shape of the map is not 
relevant when it is being used for classification, a program was written to modify a 
trained map to remove the coordinates and any blank cells. A map that had been 
treated in this way then resembles an LVQ codebook. The recognition accuracy 
could then be found directly, using either the training or testing datasets, by 
running the LVQ accuracy program.
t
4 . 6  T h e  C l a s s i f i e r
The Kohonen net could also be “tidied up” using one of the LVQ algorithms, in 
other words the Kohonen net was used to initialise the codebook vectors prior to 
using LVQ. Initialising the codebook vectors using the K-means algorithm gave 
very poor recognition accuracy, even when tested on the training data set. The 
two stage Kohonen ne t/ LVQ process gave much better results than either the 
Kohonen net alone or the LVQ initialised with the K-means algorithm. This 
combined classifier was used as the recognition stage in all the following work.
The size of the Kohonen net was 50 by 40 neurons. A “bubble” , or step 
neighbourhood was used with an initial radius of 25 neurons. The network was 
trained for 10,000 cycles with an initial learning rate of 0.05, during the global 
ordering stage and for 100,000 with a initial learning rate of 0.02 and an initial 
neighbourhood of 5 neurons during the fine tuning stage. The learning rate 
function was linear. The LVQ algorithm used was OLVQ1 with a running length 
of 50,000 cycles.
4 . 7  C o n c l u s i o n
In the first part of this chapter the operation of the Kohonen net was demon­
strated in a simple manner by using Matlab and its associated Neural Network 
Toolbox to run several simulations. These simulations showed the self organising 
nature of the network, as well as its ability to perform simple pattern classifica-
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Recognition accuracy:
ix: 186 entries 32.80
iy; 118 entries 64.41
ih: 91 entries 12.09
ax: 87 entries 29.89
eh: 81 entries 16.05
aa: 62 entries 37.10
ah: 58 entries 17.24
ey: 54 entries 27.78
axr: 50 entries 16.00
ao: 49 entries 24.49
ow: 46 entries 13.04
ay: 45 entries 15.56
er: 39 entries 23.08
ae: 35 entries 25.71
u x : 23 entries 21.74
uh: 18 entries 0 . 0 0
uw : 16 entries 18.75
ax-h: 12 entries 33.33
aw: 10 entries 1 0 . 0 0
oy: 7 entries 14.29
Total accuracy: 1087 entries 27.60 %
Figure 4.24: A Sample Output from the Recognition Accuracy Program
CHAPTER 4. PRELIMINARY INVESTIGATIONS 82
tion. The second part of this chapter described some more advanced experiments 
using a dedicated Kohonen net simulator, SOMJPAK. Once the operation of the 
simulator had been understood, it was used to develop and compare various pre­
processors. These experiments were first carried on using a very small database, 
specially designed and collected for this work, then on a much larger and more 
sophisticated commercial database. The pre-processing techniques were assessed 
first qualitatively by examining the clustering visually, then quantitatively using 
a “goodness” measure developed in this chapter. The final part of this chapter 
describes the use of Learning Vector Quantisation as a classifier, and the devel­
opment of a working recognition system using a combination of the Kohonen 
net and LVQ. This system, in conjunction with programmes for calculating the 
recognition accuracy, then allowed experimental comparisons of various factors 
to be carried out in the following chapters.
C h a p t e r  5  
D e v e l o p i n g  t h e  P r e - P r o c e s s o r
5 . 1  I n t r o d u c t i o n
In chapter four a working recognition system using the Kohonen net and Learn­
ing Vector Quantisation was developed, so tha t the recognition accuracy could be 
directly measured, see section 4.5. The performance of this system is highly de­
pendent on the choice of pre-processor used at the input to the network, [32], and 
it is the design of the pre-processor stage, specifically for the Kohonen net/LVQ 
classifier tha t is the subject of this chapter. In his original work on the-“phonetic 
typewriter” , [41], Kohonen used a form of filter bank analysis to provide the in­
put to the neural network. Other work on speech recognition, [15], commonly 
suggests the use of either linear prediction analysis, see section 2.5.1, or cepstral 
analysis, see section 2.5.2 to pre-process the data. However there is no evidence 
that any of these representations are optimal for this application. More recently, 
auditory models have been employed for this application, [5], with encouraging 
results.
One function of the pre-processing stage is to extract the information con­
tained in the speech waveform which is necessary for the recognition process. 
This stage should also eliminate the unnecessary information, such as prosody 
and speaker identity, as far as possible. Its other function is to compress the 
speech information contained in the original waveform into a series of vectors of 
manageable size, a feature which is essential for a classifier to operate efficiently. 
The pre-processing method developed here employs a generalisation of the cep-
83
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Figure 5.1: Homomorphic Deconvolution
strum, called the root-cepstrum, to provide compact vectors from the original 
speech waveform.
This chapter begins with a general discussion of homomorphic deconvolution 
and the definition of the root-cepstrum, section 5.2, followed by a description of 
the relationship between the root-cepstrum and the conventional log-cepstrum. 
In section 5.3 the general root-cepstrum is applied to the field of speech analysis 
and the pseudo-cepstrum defined. This section then goes on to describe the 
discrete form of the pseudo-cepstrum, the effects of truncating the cepstrum 
and then to discuss its robustness to additive Gaussian noise. Section 5.4 then 
examines the results of applying the pseudo-cepstrum’ to the recognition system 
described in the previous chapter. Methods of optimising the recognition rate 
are discussed, including window shape, vector length, and capturing variations 
along the quefrency and time axes. The root-cepstrum is then returned to in 
section 5.5, in_order to discover if the pseudo-cepstrum is the optimum form for 
this application. Finally, in section 5.6, the pseudo-cepstrum is compared directly 
with linear prediction and the log-cepstrum.
5 . 2  H o m o m o r p h i c  D e c o n v o l u t i o n
A generalised class of process called homomorphic deconvolution is described by 
figure 5.1. The purpose of such a system is to separate a signal s(t)  into its 
constituent parts, where s(t) consists of a convolution of two or more signals. 
These constituent signals must have discriminating features, in either the time 
or frequency domains, and the purpose of the non-linear function in the centre 
of the homomorphic deconvolution process is to enhance or exaggerate these 
discriminating features. Since the Fourier spectrum of the signal is complex, the 
non-linear function must operate on either the modulus of S(u>) or the phase
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spectrum or both. One common form of this process (and the one adopted here) 
is to operate on the modulus of S (uj) only, that is the magnitude spectrum, setting 
the phase spectrum arbitrarily to zero.
The generalised form of the non-linear function may be defined as:
3 (« ) =  |S H p  (5.1)
7  can be any number, but of particular interest are the set of non-linear functions 
defined by:
- 1  < 7  < +1 (5.2)
The output of the homomorphic system when 7  is restricted to this range is 
referred to as the root-cepstrum, [61]. Specifically the root-cepstrum of a signal 
s(t)  is defined by:
c(t ) [5(o/)] (5.3)
It is noted in passing however, tha t for 7  =  2,
S(W) =  |5 V )|2 (5.4)
which is the power spectral density function for s(t), and the output of the
homomorphic system is the autocorrelation function of s(t). For 7  =  1 , the
output of the system is the inverse Fourier transform of the magnitude spectrum 
of the input signal.
The most commonly recognised form of homomorphic deconvolution is the 
log-cepstrum, c(r), as outlined in section 2.5.2. Here the non-linear function is:
S (u )  =  log|S(w)| (5.5)
It can be shown that this conventional log-cepstrum is actually a special case out 
of the continuum of possible root-cepstra. This was shown empirically in [61], 
and developed further in [35]. Although originally applied to the more general 
case known as the complex cepstrum, it is adapted here for the specific case of
the real cepstrum. Let y7 (x)  be a real function of a real variable x , where:
y f x )  =  ~ (x 'y 7 / 0  (5-6)
7
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where 7  is a real number and [7 ! < 1. To find the limit of y7 (x)  as 7  tends to 0, 
expand x7 using the binomial series with the substitution x — 1 A p:
1
y7 (x) k 7 - 1)
= — [(1 + p)7 — 1]
1 , _  ■ 7 ( 7 “ 1 )P2 , 7 ( 7 -  l ) ( 7 - 2 ) p 3 , 1 -f- 7P +  ------—------ A     ~r
2 ! 3!
-  1
p , ( 7 - 1  )P2 ] ( 7 - l ) ( 7 ~ 2 ) p 3 |
2 ! 3! M  < 1
Since p =  x — 1:
^ s ) = x - 1 + (7 - 1}7  - 1)2 + (7 - 1)(T :,2)(a; - 1)3 +
2 ! 3!
Therefore:
r ( \ (x - 1) (x — 1)lim y-(2:) =  x — 1 ---------------- 1------ -----7->oy7V ’ 2 3
So:
=  log a;
Sry(x) —
logo;, 7 =  0
Now define a modified spectrum:
7
A real cepstrum of this modified spectrum may then be defined as:
c7 ( r )  =  T ~ l [ s 7M ]
=  T ~ l
7
(|5M| 7 -1)
But:
(5.7)
(5.8)
(5.9)
(5.10)
(5.11)
(5.12)
(5.13)
(5.14)
(5.15)
(5.16)
(5.17)
(5.18)
(5.19)^ - 1 [|5(W ) n  =  c(r)
which is the root-cepstrum, c(r). Therefore the modified cepstrum, c(r), and the 
root cepstrum, c(r), differ only by a scaling factor of 1/7  and the addition of a
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Dirac delta function at zero quefrency. So in the limit as 7  tends to zero, the 
root-cepstrum differs from the conventional log-cepstrum by this scaling factor 
and the addition of the delta function.
This chapter is primarily concerned with the homomorphic deconvolution pro­
cess tha t results from setting 7  =  1 . However this was compared with results 
obtained when 7  —» 0 (the log-cepstrum), and the performances obtained with 
other values of 7  , including ± 1/2 were also investigated.
5 . 3  A p p l i c a t i o n  t o  S p e e c h  A n a l y s i s
In section 2.2 the linear model of speech production was described. This shows 
how a speech signal s(t)  can be modelled as the convolution of an excitation 
source, u(t), either voiced or unvoiced, with the response of the vocal tract filter, 
h(t). This filter is assumed to be a linear pole-zero filter, with two possible 
input sources, a periodic pulse train for voiced speech and a random Gaussian 
noise source for unvoiced speech. The spectral characteristics of the speech, and 
therefore the identity of the sound, are assumed to be determined mainly by the 
parameters of the linear filter.
In the previous section the root-cepstrum of a signal s(t)  was defined by:
c (r )  =  T  1 F [s ( f ) ]p
=  {i^[«wir ■ w t f }
=  T ~ x |r[« (t)] p  * T - 1 \T[h(t)\ p (5.20)
(5.21)
c,.(r) =  T " 1 \T[h{t)} p (5.22)
the root-cepstrum of the vocal tract, then
c(r) -  cu(t ) * ch(r) (5.23)
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5 .3 .1  T h e  P s e u d o - C e p s t r u m
As already noted, for the case when 7  =  1, the output of the homomorphic system 
is simply the inverse Fourier transform of the magnitude spectrum, rather than 
the inverse Fourier transform of the log power spectrum, as in the case of the 
conventional log-cepstrum. We will call this case the pseudo-cepstrum.
For voiced speech the glottis is assumed to be generating periodic pulses which 
may be approximated by:
u(t) =  'E f6 ( t - l T )  (5.24)
i
where T  is the pitch period and I is an integer from the set — oo < I < oo. So:
I? [ “ &)] I = Z) 6 “ k/ T ) (5-25)
k
where k is an integer from the set — oo < k <  oo. The excitation therefore 
appears as a series of harmonics, regularly spaced across the frequency domain. 
In the cepstral domain
Cu{t ) =  Y , H t - it) (5-26)
i
and the pseudo-cepstrum is:
c(t ) -  ch[ r )  * 5 (r  -  IT)
i
=  E ch ( r - l T )  (5.27)
I
If the pitch period is relatively long, compared with the rate of decay of the 
vocal tract impulse response, then littering the low-order cepstral values produces 
a representation of the vocal tract impulse response. The plots in figure 5.2 show
how the spectral envelope of a frame of voiced speech can be separated from the
excitation by this method. These may be compared with figures 2.9 and 2.11. 
Unvoiced speech can be analysed in a similar manner.
5 .3 .2  D i s c r e t e  F o r m
In practice the speech waveform s(t)  is a sampled rather than a continuous func­
tion and so can be represented as s(n)  where n is discrete (sampled) time. There­
fore:
s(n)  =  h(n)  * u(n)  (5.28)
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(a) Original Waveform (b) Spectrum
(c) Pseudo-Cepstrum (d) Envelope
Figure 5.2: Pseudo-Cepstral Analysis of “ah”
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where h(n)  is is the response of the vocal tract filter and u(n)  is the excitation. 
The discrete root-cepstrum of s(n)  must then be defined using discrete Fourier 
transforms:
c(rj) =  T  1 \F[s(n ) } (
27T
27T
27t Jo
Z 5(n) * e‘n=0
N
-jun e?wr,du)
Z  M n) * u(n) ■ e
n=0
27T
L
I
= hi
1 /■27T 1 /*2tt
=  2-Jo *">*** to I
[  \H(cu) |7 cos{u>r])du * [
Jo 27r Jo2 ?r
Z ^ ( ^
i
27r
1/T)
Z X
i
l /T )
(5.29)
(5.30)
(5.31)
(5.32)
(5.33)
where 77 is discrete (sampled) quefrency. However, the first term in this convolu­
tion is of the form:
1 f2ir
—  / F(co) cos(ncu)du) (5.34)
Z7T Jo
which are the cosine coefficients of the Fourier series of F(cu) which is the complete 
Fourier series if F ( lj) is a real even function. The second term of the convolution 
produces a set of regularly spaced pulses. Therefore the discrete pseudo-cepstral 
coefficients are the real Fourier series coefficients of a Fourier analysis of a mag­
nitude spectrum to the power 7 , convolved with a set of pulses. In particular 
the low order quefrency coefficients constitute the Fourier series coefficients of 
an estimated Fourier analysis of the magnitude spectral envelope of the speech 
signal.
5 .3 .3  T r u n c a t i o n
It has been shown previously that the pseudo-cepstrum, c(t), is given by:
c(r) =  cu(t ) * ch(r )  (5.35)
where cu(r )  is the pseudo-cepstrum of the excitation and c/i(t) is the pseudo-
cepstrum of the vocal tract. When dealing with voiced speech the pseudo-
cepstrum consists of a repeated set of vocal tract impulse responses spaced at
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(a) Male Voiced Speech (b) Female Voiced Speech
Figure 5.3: Magnified Pseudo-Cepstral Coefficients
intervals corresponding to the pitch period, see section 5.3.1. Since the impulse 
response extends in both directions along the quefrency axis, the impulse response 
centred on the first pitch pulse overlaps with the original, desired, impulse re­
sponse. This causes aliasing in the quefrency domain. The effect of the aliasing is 
reduced, since the magnitude of the impulse response decays along the quefrency 
axis. However, the aliased coefficients are a source of error, therefore the length 
of the lifter window must be chosen, such that it rejects the aliased coefficients, 
i.e. it must be less than half of the pitch period. For female voiced speech the 
fundamental frequency is typically less than 300Hz, giving a maximum pitch pe­
riod of 53 samples, at the TIMIT sampling frequency of 16kHz. Therefore the 
lifter window must be less than 25 coefficients to avoid aliasing. For male voiced 
speech the fundamental frequency can be as low as 150Hz, giving a pitch period 
of 106 samples. The aliasing can be seen in figure 5.3.
5 .3 .4  R o b u s t n e s s  t o  N o i s e
The pseudo-cepstrum provides a less clear separation between time domain con­
volved components than the conventional log-cepstrum. However, because the 
square root operation produces less compression in the dynamic range of the 
spectrum, it is less prone to disruption by low level noise, [4]. A proof of this
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has been developed below. Let x(n )  be a composite signal, consisting of a speech 
signal s(n)  and additive white noise e(n), where the amplitude of the noise is less 
than that of the signal:
x(n) =  s(n) -t- e(n) (5.36)
y [ s (n)] =  to[S(uj)\+j$*[S(Lj)] (5.37)
X[e(n)] =  3%[E(u)]+j$s[E{uj)} (5.38)
X ( cj)  =  WS{u)] +  *t[E(tj)]+j(S[S{u>)] + 5$[E( cu)]) (5.39)
|X(w)| =  +  +  (5.40)
=  [P, +  a  +  2(»[S(<j)]K[FM ] +  9[SH ]9[J5(o;)])]i (5.41)
where Ps is the power spectrum of the speech signal and Pe is the power spectrum 
of the noise. In the time domain the power spectrums of the signal and the noise 
become their respective autocorrelation functions, and the final product term in 
equation 5.41 becomes the cross-correlation of the signal and the noise. Since the 
noise has been specified as white, the signal and the noise are hence uncorrelated, 
and the final term in the equation then becomes zero. Therefore:
| X H |  =  (ps +  p ep  
For the case of the log-cepstrum:
cn(r) =  2T ~ l [log ( P s 4- Pe) 2\
p-i
T -x
, Pe
1 + R ]
^ r" 1 [log (PsAPe)} 
log ( p t
log Ps +  log H- 
=  T ~ l [logP j +  T ~ l [log ( l  +
Pe
P,
(5.42)
(5.43)
(5.44)
(5.45)
(5.46)
(5.47)
The first term in the above equation is simply the definition of the log-cepstrum 
without the scaling factor 2. Also, since the magnitude of the noise is less than 
that of the signal, Pe <  Ps, so the series expansion of log ( l  +  is valid and
converges rapidly. Using the first term in this expansion gives:
cn{r) -c{r)AF 1
[Pel
.Ps.
(5.48)
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=  L ( t ) +  SS(t ) *  T ~  l [ p - 1]
c(r) +  eT  1 [Ps *]
(5.49)
(5.50)
(5.51)
where e is a scaling factor representing the noise level. However, for the pseudo- 
cepstrum:
cn(r) =  F - 1 [(Ps + Pe)>] 
= T ~ l
=  T ~ l Ps 1 + pe\2
f p ‘
p. 
* F ~ l 1 +
(5.52)
(5.53)
(5.54)
(5.55)
The first term in the above equation is simply the definition of the pseudo- 
cepstrum. Also, as Pe < Ps, the series expansion of ( l  -fi f j ) 2is valid and con­
verges rapidly. Using the first term in this expansion gives:
1 Pt
cn(r) = c(t) * T  1 
=  c(r) *
1 +  2 P J  
+  P -1
c(r) -fi c(t) * T  1
1
12PS\ 
2 PA
=  c(r) +  T  1 1 P.
.2 VPs. 
c (r )  +  T ~ x [Pe] * T - 1
c ( t )  +  ed(r )  *
1
2 y/E.
1
2  y / P s
c(t) +  eT-l
2\fPs
(5.56)
(5.57)
(5.58)
(5.59)
(5.60)
(5.61)
(5.62)
(5.63)
Comparing equations 5.51 and 5.63, it can be seen that the noise in each case is 
not only dependent upon the overall noise level but is spectrally shaped according
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to the inverse of the signal power spectrum. The consequent effect of this is to 
redistribute the noise energy unevenly across the frequency range. However, in 
the case of the pseudo-cepstrum the dynamic range of the noise component is 
considerably smaller when compared to the noisy log-cepstrum.
A comparative study of the effects of noise on the spectral envelopes obtained 
from three different types of pre-processor was then carried out. The envelopes 
were constructed from 30 dimensional vectors calculated using the following tech­
niques: linear prediction analysis, log-cepstral analysis and pseudo-cepstral anal­
ysis. For each pre-processor an “ideal” (noiseless) envelope was first calculated. 
This ideal envelope was then compared to the envelopes obtained when the sig­
nal to noise ratio was gradually decreased. The comparison between each pair 
of envelopes was carried out using the least mean squared error measure. The 
experiment was repeated for each pre-processor on several examples of voiced and 
un-voiced speech. Figure 5.4 shows how the various spectral envelopes degrade 
with decreasing signal to noise ratio (SNR). It can be seen the performance of 
the pseudo-cepstrum is marginally superior to that of the log-cepstrum.
5 . 4  P r a c t i c a l  D e t a i l s  o f  I m p l e m e n t a t i o n
The pre-processor was initially implemented using 30th order analysis, that is a 
rectangular lifter of 30 coefficients in the cepstral domain, producing 30 dimen­
sional output vectors. Recognition results were obtained using a Kohonen net 
trained on the TIMIT data base, then qptimised using Learning Vector Quanti­
sation as described in sections 4.4 and-4.6. The results for “vowels” and “fries” 
refer to a Kohonen net and LVQ codebook trained and tested on either the vowel 
class or the fricative class as specified in table 5.1. These classes are based on 
those used in the TIMIT database. The percentage accuracies are the weighted 
accuracies as calculated by the recognition accuracy program, see section 4.5.
5 .4 .1  W i n d o w i n g  E f f e c t s
It has been found previously, see section 4.3.6, that using a Hamming window, 
rather than a rectangular window, on the raw time-domain speech data improved
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(a) Male Voiced (b) Female Voiced
(c) Male Unvoiced (d) Female Unvoiced
Figure 5.4: Absolute Errors
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Class Label Description Phoneme Label
vowel Vowels iy, ih, eh, ey, ae, aa, aw, ay, ah, 
ao, oy, ow, uh, uw, ux, er, ax, ix, 
axr, ax-h
fries Fricatives and 
Affricatives
s, sh, z, zh, f, th, v, dh, m, n, ng, 
em, en, eng, nx, jh, ch
Table 5.1: Definition of Phoneme Classes
Lifter Type Vector Length vowels (20 classes) fries (17 classes)
Rectangular 30 32 41
Raised Sine 30 29 40
Table 5.2: Percentage Recognition Accuracies for the Pseudo-Cepstrum with 
Different Lifter Types
the classification of vowel sounds. Therefore this window was subsequently used 
on the time domain data for all further experiments.
In the cepstral-domain using a rectangular window to lifter the cepstral co­
efficients caused some ripple in the reconstructed spectral envelope, see figures 
5.5(a) and 5.5(b). This ripple was reduced when a raised sine window was used 
to lifter the coefficients. The raised sine window was defined as follows:
C n =  C r, i N  • V N1 —  sm(n7r)Z
0 < n < N  (5.64)
where C n is the n th  cepstral coefficient and C n is the windowed version. The effect 
of this window on the reconstructed spectral envelope can be seen figures 5.5(c) 
and 5.5(d). However when the lifter windows were applied to the system and the 
recognition accuracies calculated, the recognition accuracy obtained using the 
raised sine window was poorer than that obtained with the rectangular window, 
see table 5.2.
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(a) Male Rectangular Lifter (b) Female Rectangular Lifter
(c) Male Raised Sine Lifter (d) Female Raised Sine Lifter
Figure 5.5: Pseudo-Cepstral Envelopes for Voiced Speech
CHAPTER 5. DEVELOPING THE PRE-PROCESSOR 98
Vector Type Vector Length vowels (20 classes) fries (17 classes)
Pseudo-Cepstrum 30 32 41
1st Cepstral Diff. 28 31 41
Table 5.3: Percentage Recognition Accuracies for Cepstral Differences.
5 .4 .2  V a r i a t i o n  o f  C o e f f i c i e n t  V a lu e s
Although the absolute magnitude of the pseudo-cepstral ''coefficients vary, there 
still appear to be some patterns with respect to coefficient number and time. 
Figure 5.6 shows a grey-scale image representing the sentence “She had your 
dark suit in greasy wash water all year.” . This sentence is taken from dialect 
region one of the TIMIT database, and is spoken by a female speaker. The 
sampling rate is 16kHz and pseudo-cepstral coefficients were calculated every 512 
samples, or 32ms. For the recognition experiments the frame size, was-only 256 
samples, or 16ms, but this smaller frame rate would make the image less clear. 
The coefficient number, Cq to C 29 is plotted on the x-axis of the picture and time 
on the y-axis. The origin is the top left corner, so time runs down the image. 
In this way each square represents one cepstral coefficients for one frame. The 
grey-scale colour of the square represents the magnitude of the coefficient. This 
image suggests tha t there may be some underlying structure in the variation of 
the cepstral coefficients.
It was then attempted to capture and utilise this structure, by finding the 
change in magnitude of each coefficient and presenting this as an input to the 
recogniser. The first differences were calculated across the coefficients according 
to the following equation:
SGn(t)  =  On+i( t)-  C n~i{t)(5.65)
where Cn is the nth cepstral coefficient at time t. However this “first cepstral 
difference” did not improve the recognition accuracy, as can be seen from the 
recognition accuracies presented in table 5.3 .
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V
 ►
Quefrency (Coefficient Number)
Figure 5.6: Magnitude variation of Cepstral Coefficients with Time and Coeffi­
cient Number
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5 .4 .3  T i m e  D i f f e r e n c e s
It has been shown elsewhere, for example [85], that using dynamic information 
improved the recognition rates for hidden Markov Models. To discover if this 
would generalise, the first order time differences (equation 5.66) were then cal­
culated. The use of these time differences were also suggested by the image of 
cepstral coefficients against time discussed in section 5.4.2.
6xn(t) =  xn(t +  1) -  xn(t -  1) (5.66)
where xn is the n th element of the feature vector at time t. The instantaneous 
vectors use the central frame (256 samples or 16ms) of each phoneme and the 
first time differences use the frames on either side, covering an interval of 768 
samples or 48ms. Further investigations were then carried out using second order 
time differences (equation 5.67) and various combinations of the instantaneous 
vectors and the first and second order differences.
32xn{t) =  5xn(t +  1) — 8xn(t — 1) (5.67)
The vectors for the second order time differences therefore span an interval of 5 
frames or 80ms. When mixed vectors were used the different types of coefficient 
were placed alternately. For example, a vector comprised of all three types of 
coefficient was formed from sequences of an instantaneous coefficient, followed by 
a first then a second order time difference. The results of these investigations are 
shown in table 5.4. The maximum dimensionality was restricted to 45 to prevent 
the data files becoming too large. This resulted in the order of analysis having to 
be reduced proportionately. However, investigations showed that above a certain 
threshold, recognition rates were relatively insensitive to dimensionality, as shown 
in section 5.4.4.
As expected, adding the first time difference improved the recognition accu­
racy for the fricatives while leaving the result for the vowels unchanged. Since 
vowels have a relatively long duration the spectra are correspondingly static, 
so the dynamic information provided by the first time difference was not rel­
evant. In contrast fricatives have a shorter duration and a consequently more 
dynamic spectra, so the additional information provided by the rate of change of 
the cepstral coefficients improved the recognition rate. Adding the second time
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Vector Type Vector Length vowels (20 classes) fries (17 classes)
Instantaneous 30 32 41
1st Time Difference 30 25 36
Mixed Instantaneous and 
1st Time Difference
40 32 47
2nd Time Difference 30 24 34
Mixed 1st and 2nd Time 
Difference
40 22 31
Mixed Instantaneous and 
2nd Time Difference
40 24 37
. Mixed Instantaneous, 1st 
and 2nd Time Difference
.45 19 36
Mel-Scale Mixed 
Instantaneous and 1st Time 
Difference
40 i 31 44
Table 5.4: Percentage Recognition Accuracies for Different Forms of Pseudo- 
Cepstral Coefficients
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Vector Length vowels (20 classes) fries (17 classes)
10 20 40
20 31 44
30 33 46
40 32 47
50 36 48
Table 5.5: Percentage Recognition Accuracies for the Pseudo Cepstrum with 
Varying Vector Sizes '
difference degraded the performance for both, due to the superfluous data mask­
ing the relevant information. Mel-scale frequency warping was then tried, but 
no advantage was found. The best result is therefore for the pseudo-cepstrum 
with a 40 dimensional vector, consisting of 20 alternate instantaneous and first 
difference coefficients.
5 .4 .4  V e c t o r  L e n g t h
A study was carried out in order to determine the affect of vector size on recogni­
tion accuracy, using mixed instantaneous and first difference vectors. The results 
of this are shown in table 5.5. Since each vector consists of alternate instanta­
neous cepstral coefficients and first time differences, the order of analysis, or lifter 
length, is half the vector size.
These results show that once the vector length is greater than 20 coefficients, 
or the lifter length is greater than 10, the recognition accuracy is relatively in­
sensitive to the length of the vector. In other words using more than 10 pseudo 
cepstral coefficients does not significantly increase the useful information pre­
sented to the recogniser. From these results it was decided that a total vector 
length of 40, that is an analysis order of 20, was a reasonable compromise between 
recognition accuracy and the overall size of the data files.
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Value of 7 vowels (20 classes) fries (17 classes)
1 32 47
0.5 34 50
^ 7~ + 0  (Log-Cepstrum) 28 47
-0.5 17 44
Table 5.6: Percentage Recognition Accuracies for the Root-Cepstrum with Vary­
ing Values of 7
5 . 5  V a r y i n g  t h e  V a l u e  o f  7
Returning to the root-cepstrum, it was decided to vary the value of 7 , to see if the 
pseudo-cepstrum (7 =  1) was actually optimal. Tests were done for 7  =  ±0.5 for 
all speakers in dialect region one, using the 40 alternate instantaneous cepstral 
coefficients and first time differences, see table 5.6. The speakers were then split 
according to sex, in order to see if different values of 7  were optimal for male and 
female speakers.
Varying the value of 7  from 1 to 0.5 improved the recognition performance 
slightly, but the system appears not to be significantly effected by small changes 
in 7 , while the value remains positive. In fact for female speakers the effect was 
reversed, with a 7  value of 0.5 giving a slightly worse performance than a value of
1. When 7  =  —0.5 the spectrum is an inverted version of the one produced when 
7  =  ±0.5. This makes the zeros, rather than the poles, the dominant features 
represented in the cepstrum. Since vowels are predominantly identified by their 
formant frequencies the dramatic fall in the recognition rate of the vowels for 
7  =  —0.5 is unsurprising and occurred for both male and female speakers. Since 
the recognition accuracies for the fricatives are consistent across the different 
values of 7 , the inversion of the spectrum does not have a significant effect. This 
implies that the information used to identify the fricatives can not reside in any 
one particular feature. Indeed it is not at all clear how the spectrum is represented 
for fricatives. Again there was no significant difference between the sexes.
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Pre-Processor
Type
Vector Length vowels (20 classes) fries (17 classes)
Linear Prediction: 
Raw Coefficients
30 14 39
Linear
Prediction: Reflec­
tion Coefficients
30 21 45
Linear Prediction: 
Log Area Ratios
30 27 47
Log-Cepstrum 30 27 44
Pseudo-Cepstrum 30 32 41
Table 5.7: Percentage Recognition Accuracies for Instantaneous Vectors Obtained 
from Various Pre-Processing Algorithms
5 . 6  C o m p a r i s o n  o f  A l g o r i t h m s
The recognition results obtained from the pseudo-cepstrum were then compared 
with those obtained from some of the standard techniques described in chapter
2. The recognition system and the speech data were kept the same, with only the 
pre-processing algorithm being varied. The types of pre-processor investigated 
were as follows: linear prediction (raw coefficients, reflection coefficients and log 
area ratios), and the log-cepstrum. Each of these pre-processors was initially 
implemented using 30th order analysis, producing 30 dimensional vectors, see 
table 5.7. They were then implemented using 20th order analysis, producing 40 
dimensional vectors, which consist of 20 alternate instantaneous and first time 
difference coefficients, see table 5.8.
For the instantaneous vectors, these results show that although linear predic­
tion gives the best recognition rates for fricatives, the pseudo-cepstrum is superior 
for vowels, and hence gives a marginally better average recognition rate. When 
the vectors are augmented with the first time difference the fricative recognition 
rate for the pseudo-cepstrum shows a marked improvement. However, this trend
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Pre-Processor
Type
Vector Length vowels (20 classes) fries (17 classes)
Linear Prediction: 
Log Area Ratios
40 24 46
Log-Cepstrum 40 28 47
Mel-Scale
Log-Cepstrum
40 28 44
Pseudo-Cepstrum 40 32 47
Table 5.8: Percentage Recognition Accuracies for Mixed Instantaneous and Tst 
Difference Vectors Obtained from Various Pre-Processing Algorithms
does not continue when the second time difference is added, and the recognition 
rate drops. The best result is therefore for the pseudo-cepstrum with 40 dimen­
sional vectors, consisting of 20 alternate instantaneous and first time difference 
coefficients.
5 . 7  C o n c l u s i o n
This chapter described the development of a pre-processor specifically optimised 
for the Kohonen net/LVQ recognition stage developed in the previous chapter. 
This pre-processor uses a technique called pseudo-cepstral analysis. The theoret­
ical basis for the technique and its application to speech analysis was discussed 
in detail for both the continuous and discrete case, along with its relationship 
to the log-cepstrum. It was shown that the pseudo and log cepstra are both 
special cases of a more general technique known as the root-cepstrum, which is 
in turn a form of homomorphic deconvolution. The effects of aliasing within the 
cepstral domain were examined, and the necessity of littering the cepstrum with 
a window length of less than half the pitch period is demonstrated. It was then 
shown, both theoretically and experimentally, that the pseudo-cepstrum is more 
robust to Gaussian noise than the log-cepstrum.
The performance of the pseudo-cepstrum within the recognition system was
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then examined, including the effects of window shape, vector length, and includ­
ing information on rates of change. It was shown that although using a raised 
sine window for liftering the coefficients produced a clearer envelope, a rectangu­
lar window was better for recognition purposes. Including dynamic information 
in the form of rates of change of the cepstral coefficients considerably improved 
the recognition of rapidly changing sounds such as fricatives. It was also shown 
that the pseudo-cepstrum is relatively insensitive to the vector length, as long 
as the lifter length is at least ten coefficients, not withstanding the aliasing is­
sue mentioned earlier. In practice aliasing in the cepstral domain is not usually a 
problem, unless the speaker has a very high pitched voice, since the vector lengths 
need to be kept reasonably small to reduce the computation when training the 
recognition stage.
The final part of this chapter involved comparing the recognition rates ob­
tained with the pseudo-cepstrum to those obtained using other forms of pre­
processor. This included briefly returning to the more general root-cepstrum 
to examine the effect of varying the value of 7 , as well as a comparing the 
pseudo-cepstrum directly with linear prediction and the log-cepstrum. These 
experiments showed that overall the pseudo-cepstrum is the most effective form 
of pre-processor for this application.
C h a p t e r  6  
T h e  R e c o g n i t i o n  P r o c e s s
6 . 1  I n t r o d u c t i o n
This chapter describes various experiments that were carried out in order to 
examine how recognition accuracy was affected by changing different parameters. 
In section 6.2, results are reported for speaker and context dependencies, as well 
as for the variation in accuracy due to the sex of the speaker. These results are 
obtained by varying the composition of the training and testing sets. In section
6.3 the relationship between the number of training vectors and the optimum 
map size is examined by altering the data set size, as well as the size of the 
Kohonen net, and hence the number of vectors in the LVQ codebook. The effect 
of different groupings of lip-shape classes on recognition accuracy is investigated 
in section 6.4 and the maps optimised accordingly. The use of a single map, 
rather than separate maps for each phoneme class, is also examined. The final 
part of this chapter, section 6.5, uses di-phone boundaries instead of the central 
portion of each phoneme as the input to the recognition system.
All these experiments were applied to the “best” pre-processor found in the 
previous chapter i.e. the pseudo-cepstrum with 20 instantaneous and 20 first time 
differences. The “vowel” and “fric” phoneme classes, which were originally de­
fined in section 5.4, were used along with a third class “other” . This third class 
includes the remaining phonemes as defined in the TIMIT database, whereas 
the first two classes contain all the vowel sounds and all the fricative and af- 
fricative sounds respectively. The three phoneme classes are defined in table 6.1
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Class Label Description Phoneme Label
vowel Vowels iy, ih, eh, ey, ae, aa, aw, ay, ah, 
ao, oy, ow, uh, uw, ux, er, ax, ix, 
axr, ax-h
fries Fricatives and 
Affricatives
s, sh, z, zh, f, th, v, dh, m, n, ng, 
em, en, eng, nx, jh, ch
others Stops, Semi-vowels 
and Glides
b, d, g p, t, k, dx, q, 1, r, w, y, hh, 
hv, el
Table 6.1: Definition of Phoneme Classes
for completeness. The pattern recognition stage consisted of a Learning Vector 
Quantiser that had been seeded using a Kohonen net, see section 4.5. A separate 
pattern recogniser was used for each of the three phoneme classes. The TIMIT 
database (see section 4.4) was used for all the investigations and unless it is stated 
otherwise the system was trained and tested on data from one of the phoneme 
classes from the dialect region one (drl) training and testing sets respectively. 
The recognition accuracies were computed using the accuracy program provided 
in the LVQ-PAK software package.
6 . 2  E f f e c t  o f  D a t a  S e t  C o m p o s i t i o n
A range of different training and testing data sets were used as the input to the 
recognition system and the variation In recognition accuracy investigated. The 
aim of the first experiment was to discover whether or not the recognition system 
exhibited any speaker dependency. A comparison was made of the recognition 
accuracies obtained when using the normal training and testing sets, which have 
no speakers or sentences in common, and using the same data for both training 
and testing purposes. This was followed by an experiment using the same speakers 
for training and testing, but with the test sentences not included in the training 
set, ensuring different contexts for the phonemes. The final experiment used 
the same two sentences for both training and testing, but independent sets of
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Percentage Accuracy No. of speakers
vowels (20) fries (17) others (15) Train Test
Independent testing 
and training
32 47 52 38 11
Tested on training 
data
83 92 91 38 38
Tested on training 
speakers
36 56 47 38 38
Tested on training 
sentences
50 72 71 38 11
Table 6.2: Examining Speaker and Context Dependency
speakers. The results are shown in table 6.2.
Comparing the first and second rows of table 6.2 initially suggests tha t the 
recognition accuracy is highly speaker dependent. The first row of results were 
obtained using dialect region one of the TIMIT database as outlined in section 4.4, 
and provide the baseline for the various comparisons. The second row of results 
were obtained using the same data, and hence the same speakers and contexts, 
for both training and testing which dramatically improved the recognition rates. 
However, the next line shows that this assumption of speaker dependence is not 
strictly true. In this case the two dialect sentences spoken by each of the training 
speakers were used for testing purposes. These sentences were not used in the 
training process, see section 4.4, and therefore provide different contexts for the 
phonemes while keeping the speakers the same. The much smaller improvement 
from the baseline results suggests that the improvement in the previous line was 
due to context dependency, rather than speaker dependency. This hypothesis 
was then verified by using the two dialect sentences for both training and testing, 
while keeping to the original separation of training and testing speakers. In this 
way a limited number of common contexts were present in both the training and 
testing data sets, but the speakers in the two sets were different.
In the next experiment the effect of increasing the number of speakers on
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Percentage Accuracy No. of speakers
vowels (20) fries (17) others (15) Train Test
Dialect region one 
(drl)
32 47 52 38 11
Dialect region two 
(dr2)
39 50 56 76 26
All dialect regions 
(tested on d rl only)
41 59 59
t
462 11
All dialect regions 
(tested on all)
42 57 59 462 168
Table 6.3: Effect of the Number of Speakers on Recognition Accuracy
recognition accuracy was examined, see table 6.3. Since all the speakers in dialect 
region one were already being used, the only way to increase the number of 
speakers, while avoiding dialect variation, was to use a dialect region with a 
larger number of speakers. Dialect region two has twice as many speakers as 
dialect region one, therefore it was selected for this experiment. A further increase 
in the number of speakers could only be obtained by merging different dialect 
regions. Unfortunately this might reduce the recognition accuracy, due to the 
greater variation between different examples of the same phoneme. However as 
this problem could not be overcome using this database, a large training set was 
obtained by using the data from all eight dialect regions.
The results in this table might indicate that widening the training set to 
include a larger variety of speakers and contexts, reduces the context dependency 
and hence increases the recognition accuracy. However these results could also 
be interpreted as showing tha t for a' fixed map size, increasing the quantity of 
training data improves the recognition accuracy. In order to test this latter 
hypothesis it is necessary to train smaller maps on the original data set to see if 
this also improves the recognition rate, this is done in section 6.3. The results 
in that section suggest that although there is an optimum ratio between the 
map size and the quantity of training data, once a certain minimum size has
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Percentage Accuracy No. of speakers
vowels (20) fries (17) others (15) Train Test
Both sexes 32 47 52 38 11
Male speakers only 34 44 50 24 7
Female speakers only 35 50 45 14 4
Table 6.4: Effect of the Sex of the Speakers on Recognition Accuracy (drl only)
been reached further improvement in recognition accuracy is not particularly 
significant. Taking these results into consideration suggests that increasing the 
number of speakers and contexts does improve the recognition rate, however, 
ideally the map size should also be optimised. Increasing the number of testing 
speakers, did not have a great effect on the recognition accuracy, as expected.
The final investigation into the relationship between the input data and the 
recognition rate, examined whether the sex of the speaker affected the recognition 
accuracy. The male and female speakers in the dialect region one training set 
were separated, then two different pattern recognisers were trained, one for each 
sex. The map trained on only male speakers was then tested using just the male 
speakers from the dialect one test set, and the female map was tested on only 
female speakers. The results are presented in table 6.4.
Separating the male and female speakers did not appear to have a great affect 
on the recognition accuracy. The percentage accuracy was slightly decreased for 
some classes in the single sex maps, however this was probably due to the decrease 
in the amount of data available for training, so splitting the sexes probably does 
provide a slight improvement in the recognition accuracy. This was then checked 
by using data from dialect regions one and two to fix the number of speakers, see 
table 6.5. The training set for the male and female maps consisted of 14 speakers 
from dialect region one and 23 from dialect region two, while the testing set used 
4 and 8 speakers from dialect regions one and two respectively. The mixed set 
used 19 male and 18 female speakers for training and 6 of each for testing. The 
proportion of speakers from the two dialect regions was kept constant.
Having separate maps for male and female speakers, does have some effect on
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Percentage Accuracy
vowels (20) fries (17) others (15)
Both sexes 33 51 50
Male speakers only 35 48 52
Female speakers only 37 48 54
Table 6.5: Effect of the Sex of the Speakers on Recognition Accuracy (fixed 
number of speakers)
the recognition accuracy for any of the classes.However, when the recognition rate 
is averaged across the three classes, the affect is marginal, i.e. an improvement 
of about 1% for female speakers and even less for male. In order to use separate 
recognisers for male and female, some form of preliminary stage would be neces­
sary to categorise the sex of the speaker. The number of recognisers would also 
have to be doubled. This would significantly increase the computational load of 
the overall recognition system for a only a small gain in recognition accuracy.
6 . 3  R e l a t i o n s h i p  B e t w e e n  M a p  S i z e  a n d  D a t a  
S e t  S i z e
The next set of experiments were designed to examine the relationship between 
the map size and the data set size, and to discover whether this effected the 
recognition accuracy. The problem was analysed in two ways. The first inves­
tigation examined the effect of changing the map size, while keeping the data 
set constant. Then the data set size was changed while the map size was kept 
constant. All the resulting recognition accuracies were computed and plotted.
6 .3 .1  V a r y i n g  M a p  S iz e
The effect on the recognition accuracy of altering the dimensions of the Koho­
nen net, and hence the number of entries in the LVQ codebook was examined, 
while keeping the data set constant. The maps were all trained and tested on
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Map Size Percentage Accuracy No. Categories Recognised
No.of Cells Dimensions SOM LVQ SOM LVQ
60 10 x 6 31 - 13 -
120 12 x 10 32 - 16 -
260 20 x 13 33 4 17 1
500 25 x 20 32 32 16 18
750 30 x 25 30 39 18 18
1000 50 x 20 29 39 18 20
1200 4 0 x 3 0 30 35 18 19
1575 45 x 35 28 36 18 19
2000 50 x 40 28 32 19 17
2475 5 5 x 4 5 27 35 18 18
3000 60 x 50 29 33 18 19
3575 65 x 55 28 35 18 18
4000 80 x 50 29 32 19 18
Table 6.6: Effect of Varying the Map Size on Recognition Accuracy
the 20 categories of vowels in dialect region one. This provided 3677 vectors 
from 38 speakers for training and 1088 vectors from 11 speakers for testing. The 
results are shown in table 6.6. The fifth and sixth columns in the table, “No. of 
Categories Recognised” , refer to an analysis of the individual phoneme recogni­
tion accuracies, as provided by the accuracy program. The number of phoneme 
categories tha t had some tokens recognised correctly was counted, which hence 
gives an indication of the number of phoneme categories that were failing to be 
recognised at all. The data is then shown graphically in figures 6.1 and 6.2.
The LVQ codebook would not converge for very small map sizes. The recog­
nition rate dropped severely when the number of cells was reduced below 500. By 
examining the graph in figure 6.2 it can be seen that this drop in overall recog­
nition rate was due to a sharp drop in the number of phoneme categories being- 
recognised, rather then a decrease in the recognition accuracy in each category. 
This is because as the codebook became relatively small, phoneme clusters got
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Figure 6.1: Recognition Accuracy Against Map Size
Figure 6.2: Number of Categories Recognised Against Map Size
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Figure 6.3: Recognition Accuracy Against Map Size for dr2
“squeezed out” . This completely prevented some phoneme categories from being 
recognised, as they were not represented in the LVQ codebook. These results can 
be compared with those obtained directly from the Kohonen net (SOM), without 
the LVQ fine tuning. For map sizes greater than 500 neurons the LVQ is superior 
to the SOM, as expected. For the smaller map sizes the recognition accuracies of 
SOM are better than the LVQ as it did not appear to suffer from such dramatic 
convergence difficulties. This is because under represented phonemes still had 
some presence on the map, however the LVQ training then removed them since 
they resembled errors.
These results suggest that the optimum map size is between 0.2 and 0.3 times 
the number of training vectors. This was then confirmed by repeating the exper­
iment using the data from dialect region two, in order to ensure tha t the ratio 
between the quantity of input data and the map size is not highly data depen­
dent. Dialect region two comprised of 7506 training vectors from 76 speakers and 
2573 testing vectors from 26 speakers. The full results for this dialect region are 
shown in table 6.7, the data is then shown graphically in figures 6.3 and 6.4.
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Map Size Percentage Accuracy No. Categories Recognised
No.of Cells Dimensions SOM LVQ SOM LVQ
60 1 0 x 6 33 - 14 -
120 12 x 10 34 - 15 -
260 20 x 13 35 14 14 1
500 25 x 20 35 6 17 2
750 30 x 25 35 31 18 17
1000 50 x 20 34 40 19 ; 18
1200 4 0 x 3 0 31 41 19 18
1575 45 x 35 31 41 19 19
2000 50 x 40 31 39 19 20
2475 55 x 45 30 39 20 19
3000 60 x 50 30 37 20 20
3575 65 x 55 30 37 20 20
4000 80 x 50 30 36 20 19
Table 6.7: Effect of Varying the Map Size on Recognition Accuracy for dr2
Figure 6.4: Number of Categories Recognised Against Map Size for dr2
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6 .3 .2  V a r y i n g  D a t a  S e t  S iz e
The effect of varying the size of the data set, while keeping the map size static 
was now examined. The map size used was 25x20 (500) cells, which is consid­
erably smaller than the standard map size of 50x40 (2000) cells, so the initial 
neighbourhood size (see section 3.3.1) had to be reduced accordingly. All the 
other parameters were kept as standard, as discussed in section 4.6. The smaller 
map was chosen, so as to give a better spread of results, since the data set could 
not be enlarged without using a different dialect region and hence increasing the 
number of speakers. The map was trained on vowels sounds from dialect region 
one, using all 38 speakers with varying numbers of vectors, the complete test set 
of 1088 vectors from 11 speakers was used for testing.
Since the vectors were removed randomly from the training set, the results 
varied considerably each time a map was trained. To compensate for this five sep­
arate trials were run and the results averaged. Table 6.8 contains these average 
results over the five trials. To give an impression of the variation between the tri­
als the standard deviations are shown in brackets. These results are then shown 
graphically in figures 6.5 and 6.6. The SOM again exhibited greater stability 
than the LVQ, as can be seen by comparing the standard deviations. The ran­
dom removal of phonemes sometimes caused some of the phonemes to be under 
represented in the dataset. When this occurred the phoneme(s) did not appear in 
the LVQ codebook, dramatically reducing the recognition accuracy. This was the 
cause of the large variations between the LVQ results, which is reflected in the 
high standard deviations. These variations in the recognition accuracies over the 
five trials, resulted in reduced average LVQ recognition accuracies. The overall 
performance of the LVQ algorithm was hence poorer than the more consistent 
SOM.
6 . 4  L i p  S h a p  e s
6 .4 .1  P r e l i m i n a r y  C la s s e s
Since the overall aim of this project is to convert telephone speech into moving lip- 
shapes, it is not necessary to explicitly recognise every phoneme. This is because
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Data Set Size Percentage Accuracy No. Categories Recognised
SOM LVQ SOM LVQ
377 30 (1) 19 (3) 17(1) 6 (5)
707 32 (1) 28 (5) 17 (1) 13 (2)
1037 31 (3) 22 (7) 17(1) 10 (6)
1367 30 (1) 21 (11 ) 18 (1) 9(8)
1697 31 (3) 28 (7) 17 (1) 13 (7)
2027 31 (2) 27 (6) 17 (0) ' 14 (4)
2357 33 (1) 30 (3) 17 (1) 15 (1)
2687 31(2) 32 (2) 17 (1) 16 (1 )
3017 31 (1) 33 (3) 17(1) 16 (2)
3347 31 (1) 28 (14) 17 (1) 14 (8)
3677 32 (0) 32 (0) 16 (0) 18 (0)
Table 6.8: Effect of Varying the D ata Set Size on Recognition Accuracy
Figure 6.5: Recognition Accuracy Against Data Size
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Figure 6.6: Number of Categories Recognised Against Data Size
many phonemes appear identical to a lip reader, and so several phonemes can 
be represented using the same lip-shape. The “lip-readers alphabet” (appendix 
B) was used as guide to group visually identical phonemes into appropriate lip- 
shape categories. This grouping was done within the classes of vowels, fricatives 
and others that have been used to date, so tha t direct comparisons could be 
made between the phoneme and lip-shape recognition accuracies. In table 6.9 
phonemes with the same visual appearance within the three phoneme classes 
have been amalgamated and re-labelled,
Grouping the phonemes into lip-shapes reduced the number of categories in 
each class and hence significantly improved the recognition rate. The number of 
categories in the vowel class was reduced from 20 to 5, while 17 phonemes in the 
fricative class were reduced to 7 lip-shapes, and 15 phoneme were reduced to 8 
lip-shapes in the remaining class. The recognition results obtained with these 
lip-shapes for both dialect region one (drl) and all the dialect regions (all drs) 
are shown in table 6.10, in conjunction with the equivalent results for the original 
phonemes.
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Class Shape Label Phonetic Labels
vowel 00 ow, uh, uw, ux
ee iy, ih, eh, ey, ix3> ay, ae
aw aa, ao
er ah, er, ax, axr, ax-h
dip! aw, oy,
fricatives sh sh, jh, ch, zh
s s, z
f f, V
th th, dh
m m, em
ng ng, eng
n nx, n, en
other b b, p
d d, dx, t
g g5 k
w q, w
hh hh, hv
r r
y y
l 1, el
Table 6.9: Definition of Preliminary Lip-Shapes and Classes
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Percentage Accuracy No. of speakers
vowels fries others Train Test
Phonemes -  d rl 32 47 52 38 11
Phonemes -  all drs 42 57 59 462 168
Lip-shapes -  drl 64 64 61 38 11
Lip-shapes -  all drs 72 74 69 462 168
Table 6.10: Recognition Accuracies for Phonemes and Initial Lip-Shapes
6 .4 .2  F i n a l  C la s s e s
The preliminary grouping of phonemes into lip-shapes classes maintained the 
original class boundaries of vowel, fricative and other, however this prevented 
certain phonemes with the same appearance being amalgamated into a single 
lip-shape class, since they were in different phoneme classes. To resolve this the 
phoneme class were dispensed with and the phonemes re-grouped into a new set of 
lip-shape classes. Phonemes with the same visual appearance regardless of their 
original phoneme class were then amalgamated and re-labelled. These lip shapes 
were then placed into groups, loosely based on their manner of articulation, as 
shown in table 6.1 1 .
The results for the individual class maps, when trained and tested on dialect 
region one only, are shown in table 6.12. This regrouping further improved the 
recognition accuracy for the affected classes.
\
6 .4 .3  O p t i m i s a t i o n  o f  L ip  S h a p e  M a p s
Now that the class divisions had been finalised, it was decided to extend the 
previous study on the relationship between map and data set size, and try to 
optimise the individual lip-shape maps. These maps would not necessarily all 
have the same optimum size, since although the number of speakers remains 
constant the actual number of training vectors extracted from the speech varies 
between classes, see table 6.13.
The variation of recognition accuracy with map size is shown in table 6.14.
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Class Shape Label Phonetic Labels
fricatives sh sh, jh, ch, zh
s s, z
f f, v
hh hh, hv
th th, dh
glides 1 1, el
r r
w w
y y
plosives b b, m, em, p
d d, dx, nx, n, en, t
ng ng, eng
g g, q, k
vowels OO ow, uh, uw, ux
ee iy, ih, eh, ey, ix, ay, ae
aw aa, ao
er ah, er, ax, axr, ax-h
dip! aw, oy,
Table 6.11: Definition of Final Lip-Shapes and Classes
Class No. of Categories Percentage Accuracy
fricative 5 75
glide 4 73
plosive 4 65
vowel 5 64
Table 6.12: Recognition Accuracies for Final Lip-Shapes
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Class Number of Vectors
Training Testing
fricative 1829 544
glide 1072 330
plosive 2667 756 ,t
vowel 3677 1088
Table 6.13: Number of Vectors per Class
Map Size Percentage Accuracy
No.of Cells Dimensions fricative glide plosive vowels
260 20 x 13 77 71 69 70
500 25 x 20 ,77 71 69 70
750 30 x 25 • 78 70 67 67
1000 50 x 20 74 69 65 66
1200 40 x 30 75 73 67 63
1575 45 x 35 75 69 65 66
2000 50 x 40 75 73 65 64
Table 6.14: Recognition Accuracies for Varying Lip-Shape Map Sizes
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Percentage Accuracy
Phonemes 32
Lip-shapes 51
Table 6.15: Recognition Accuracies for a Single Combined Map
From this table it can be seen tha t for optimum recognition accuracy a different 
map size should be used for each class, but the effect of changing the map size is
f
marginal.
6 .4 .4  C o m p l e t e  M a p s
The next experiment then examined whether or not individual maps for different 
phoneme classes were really necessary. A standard 50x40 cell map was trained 
on all the 52 phonemes in the TIMIT database. A second map was then trained 
on the 18 lip-shapes. The results are shown in table 6.15
The recognition accuracy for a single combined lip-shape map is nearly 20% 
lower than the average recognition accuracy of the four individual lip-shape maps. 
However this direct comparison assumes that the class of the incoming phoneme 
can be determined with complete accuracy, so that the performance of the in­
dividual maps is not degraded. This issue will be examined further in chapter 
seven.
6 . 5  T r a n s i t i o n s
Until this point all the maps have been trained on vectors extracted from the 
central frames of each phoneme, as this data was assumed to be as free as possible 
from coarticulation effects. It was then decided to compare these results with 
those obtained from using di-phones, that is data obtained from the boundary 
region of phoneme pairs. The boundary of each phoneme was identified from 
the label files, and the vectors were formed by positioning the central frame 
across the phoneme transition. The corresponding first and second differences
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Pre-Processor Dimensionality Percentage Accuracy
Instantaneous Cepstrum 30 24
First Difference 4- Inst 40 54
Second +  First Difference 40 48
Second Difference +  Inst 40 36
Table 6.16: Recognition Accuracies for Lip-Shape Transitions
were then formed using the adjacent frames as normal, see section 5.4.3. The 
same set of pseudo-cepstral parameters as were examined in that section were 
then compared, using these new frame positions. Since the number of di-phones 
is much greater than the number of phonemes it was decided to go straight 
to lip-shape class classification, bypassing the original intermediate stage of full 
phoneme identification within the specific classes. This then gave 25 possible 
class transition categories: from all the possible combinations of the the four 
lip-shape classes and silence. The standard 50x40 map was trained on dialect 
region one, with 11332 training vectors and 3283 testing vectors. The results are 
presented in table 6.16.
These results follow the same pattern as for the steady state case, with the best 
input vectors being alternate instantaneous and first time difference coefficients. 
The percentage accuracies are lower than those obtained within the individual 
lip-shape classes, however this is not comparing like with like, since there are 25 
categories in this case compared with between 4 and 5 in the lip-shape classes. 
This transitional data may be helpful in determining the class of the incoming 
phoneme prior to further classification.
6 . 6  C o n c l u s i o n
This chapter described various experiments that were carried out in order to ex­
amine how the recognition accuracy was affected by varying different parameters. 
It was shown that the map exhibited a high degree of context dependency, how­
ever it was also shown that this could be improved by widening the training data
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set. This larger set was not generally used for the experiments due to the vastly 
increased training time involved. It appeared that having separate maps for male 
and female speakers would not greatly improve the recognition rate, even if the 
larger training sets were used, so this idea was rejected as it would significantly 
increase the computational load.
It was then shown that although it was possible to optimise the size of the 
map, and hence the codebook, for a particular data set, this was not particu­
larly important, as long as the map was greater than a certain minimum size. 
This minimum size varied according to the data set. However the recognition 
rate of the LVQ dropped catastrophically, and many classes were rejected com­
pletely, when this criterion was not met. This then made the identification of an 
undersized map a relatively simple task.
Converting the phoneme classes to the lip-shape classes required by the even­
tual application greatly improved the recognition rate. This was because the 
total number of categories to be recognised was significantly reduced. The final 
experiments in this chapter investigated the use of vectors formed from phoneme 
transitions rather than steady-state information. The number of possible transi­
tions was deemed too high to attem pt the classification of individual lip-shapes, 
instead the map was used to identify the lip-shapes class, with the eventual goal of 
using this information to augment the recognition accuracies that were obtained 
previously.
C h a p t e r  7
T h e  D e c i s i o n  M a k e r
7 . 1  I n t r o d u c t i o n
This chapter discusses the final stage of the recognition process, that is the de­
velopment of the decision maker. In the previous chapter, ways of optimising 
the recognition system and the data classes were examined, however, this work 
treated each lip-shape map individually and used only pre-segmented speech. The 
experiments reported in this chapter examine the final output from the recog­
nition system when complete sentences are used as the input. Various ways of 
integrating the output of the different maps are also investigated.
In section 7.2 continuous speech is applied to a single map representing all the 
different lip-shapes. This is then followed by various investigations into combining 
the outputs of the four separate lip-shape maps that had been trained on different 
phoneme classes. This section concludes by examining the output of a map 
trained on lip-shape transitions, rather than steady-state lip-shapes. Section 7.3 
then examines the use of knowledge about the position of the phoneme boundaries 
to enhance the recognition accuracy for the transition map and ways of using the 
output of these maps in conjunction with the steady-state maps to enhance the 
overall recognition. The final complete recognition system, as developed over 
chapters five, six and seven is then summarised in section 7.4.
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7 . 2  C o n t i n u o u s  S p e e c h
7 .2 .1  S in g le  M a p
The complete lip-shape map discussed in section 6.4.4 was trained as before on 
vectors obtained from the central three frames of each phoneme. This had a 
recognition accuracy of 51% on segmented speech. The testing data was a single 
sentence of continuous speech, pre-processed as normal to produce an input vector 
every three frames. The sentence used was; “Woe betide the interviewee if he 
answered vaguely.” . The sentence was spoken by a male speaker from the dialect 
region one test set. The test data was therefore completely independent from 
the training data, since neither the sentence nor the speaker appeared in the 
training data set. This test data was used as the input to the classifier program 
from LVQJPAK, in conjunction with the trained codebook. An excerpt from 
the output of this program is shown in figure 7.1, the numbers shown are the 
distances between the input vectors and the winning vectors, and the characters 
are the labels of the winning vectors.
This output was then compared with the ideal output, i.e. the correct output 
label was found for every third frame. This allowed a percentage recognition 
accuracy to be calculated for continuous speech. The phoneme class that each 
label belonged to could also be compared, this allowed a class recognition accuracy 
to calculated. Since the map was only trained on lip-shapes, not silence, there 
are many errors present due to silence in the input speech. This was overcome 
by using a separate silence detector. This compared the average energy in each 
frame with a threshold, if the average energy was below the threshold, then it 
is concluded that there is no speech present. When the threshold was optimised 
the accuracy of this silence detector was 88%. The output of the silence detector 
was then combined with the previous classification output, giving an improved 
recognition accuracy, as shown in table 7.1.
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Vector Distance Winning Label
0.000399 d
0.000197 f
0.000186 b
0.000027 w
0.000019 1
0.000112 1
0.000196 d
0.000098 d
0.000175 f
0.000303 b
0.000148 ee
0.000030 ee
0.000036 ee
0.000026 ee
0.000053 er
0.000131 d
Figure 7.1: A Sample Output from the Classify Program
completely correct class correct
Initial Results 45 59
W ith Silence Detector 60 72
Table 7.1: Percentage Recognition Accuracies for Testing a Single Map on Con­
tinuous Speech
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Class No. of Categories Percentage Accuracy
fricative 5 75
glide 4 73
plosive 4 65
vowel 5 64
Table 7.2: Recognition Accuracies for the Lip-Shape Maps on Segmented Speech
completely correct class correct
Un-normalised 55 71
Normalised 55 74
Averaged between transitions - 52
Classes chosen first 33 71
2 Frame Overlap, Normalised 33 42
Table 7.3: Percentage Recognition Accuracies for Testing the Integrated Maps 
on Continuous Speech
7 .2 .2  I n t e g r a t e d  M a p s  
N on-O verlapp ing  T ra in ing
The four lip-shape maps described in section 6.4.2 were then used. They were 
trained as before on vectors calculated from the central three frames of each 
phoneme. The recognition accuracies obtained when the maps were tested on 
segmented speech are reproduced in table 7.2 for the purpose of comparison. 
The continuous speech test data was the same as in the previous experiment. 
This input data was then presented to all four of the lip-shape maps, as well as 
to the silence detector.
The results in the first row of table 7.3 were obtained by finding the winner 
(the closest matching codebook vector) of each of the lip-shape maps, then com­
paring the distance between the incoming vector and the winner across the four 
maps. The overall winner was then taken to be the smallest of these distances,
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that is the one with the lowest error measure. This then gave a lip-shape and a 
class for every third frame of the incoming utterance.
Studying the magnitude of the distances for a number of utterances revealed 
that the average magnitude of the distance varied between the different maps, see 
figure 7.2(a). This was partially due to the variation in the number of categories to 
be recognised. To reduce this problem the distances were normalised by dividing 
each distance value by the total number of categories on the map. The results of 
this normalisation are shown in figure 7.2(b). The second row of table 7.3 gives 
the class and lip-shape recognition accuracies obtained Mien these normalised 
magnitudes were used.
It was then suggested that averaging the distances over the duration of each 
phoneme might improve the class detection. In order to accomplish this, infor­
mation about the position of the phoneme boundaries would have to be extracted 
from the input data. As an initial test of the usefulness of this information, the 
positions of the phoneme boundaries were taken directly from the label files. This 
additional information allowed the decision maker to sum the distances for each 
frame of a phoneme, then divide by the number of frames. The class with the 
lowest average distance was then chosen as the output, however this did not give 
any information as to the identity of the actual lip-shape. As this procedure did 
not improve the class recognition rate there was no need to automate the process.
The next experiment used a hierarchy of maps. A map was trained on the 
class information only, and the output of tjiis map used to select the appropriate 
lip-shape map, which in turn gave the lip-shape in the usual way. This hierarchy
is shown diagrammatically in figure 7.3. This technique did not improve the
\
results, due to the cumulative errors in the two layers of maps. The accuracy of 
the class map on the segmented speech from the dialect region one testing set was 
74%, and the average accuracy of the lip-shape maps on this data (see section 
6.4.2) was 70%. This gives a combined predicted accuracy on segmented speech 
of approximately 52%. This is only marginally better than the accuracy of the 
single map on segmented speech. Therefore it was unlikely to give significantly 
better results on continuous speech, as is confirmed by the results shown in table 
7.3.
It was thought that a possible problem with the testing on continuous speech
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(a) Un-normalised
(b) Normalised
Figure 7.2: Difference Between the Input Vector and the Winning Vector
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C lass
Input Data
,ip-Shape
Figure 7.3: Map Hierarchy
was a mismatch between the training and testing data. The maps were trained 
on only the central portion of each phoneme. However, the testing data was a set 
of vectors representing every three frames, which may contain data that mainly 
crosses the phoneme boundaries rather than the central section. One solution 
to this was to produce more testing vectors for each sentence by overlapping the 
frames. The following diagram, figure 7.4, shows a comparison of this overlap 
technique with the previous contiguous technique. The final result shown in 
table 7.3 was then obtained by stepping back two frames after pre-processing 
each vector. In this way three times as many input vectors were produced and 
there was a two frame overlap in the speech data used to produce each consecutive 
vector. Unfortunately this did not improve the recognition accuracy.
H a lf F ram e O verlapp ing  T rain ing
It was then suggested that a tighter overlap of frames might be more effective. 
That is, using only vectors calculated from the central two frames, rather than 
the previous three, might improve the recognition accuracy by reducing the effect 
of coarticulation. To this end overlapping frames were used for both training and 
testing. The frame positioning for both training and testing is shown in figure 7.5,
S ilen ce
D etection Identification
L
Identification
D
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Figure 7.4: Frame Positioning
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Figure 7.5: Frame Positioning for Overlapping Training
while the results for the individual class maps, when tested on segmented speech 
are given in table 7.4. Comparing this table with table 7.2 shows that overlapping 
the speech frames reduces the recognition accuracy on segmented speech, as a 
smaller time interval is represented. However, the effects of frame mismatch 
and coarticulation can be expected to be more pronounced in continuous speech, 
which may mitigate the effect. A silence map was also tried in this experiment, 
as an alternative to the simple silence detector. It was trained to differentiate 
between various different types of silence, such as the class of “p” , “b” and “m” 
closures and the class of “t ” ,“d” and“n” closures.
The recognition accuracies produced when these lip-shape maps were tested 
on continuous speech are shown in table 7.5 . The results in the first and sec­
ond rows of this table were obtained in the same way as their counterparts in
CHAPTER 7. THE DECISION MAKER 136
Percentage Accuracy
fricatives map 73
glide map 69
plosive map 59
vowel map 63
silence map 48
Table 7.4: Recognition Accuracies for Testing the Lip-Shape Maps on Segmented 
Speech with Overlapping Training
completely correct class correct
Un-normalised 19 25
Normalised 30 62
Sentence 2 Normalised 28 65
Class averaged between transitions (Ave) - 69
Middle of transitions picked 23 51
' 1 1 ......... . —.........  .........  ' 1 .. \
Ave, then middle of transitions picked 27 67
Classes chosen first 23 51
W ith Silence Map 16 52
Ave, with Silence Map - 55
Table 7.5: Percentage Recognition Accuracies for Testing the Integrated Maps 
on Continuous Speech with Overlapping Training
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the previous section, namely by finding the smallest distance from each of the 
four maps before and after normalisation. The third result used the same tech­
nique as the other normalised results but a different sentence was used to provide 
the input vectors. Information about the positions of the phoneme boundaries 
was then used to average the distances for each phoneme, in order to find the 
most consistent class. This class accuracy is given in row four. The next line, 
“Middle of Transitions Picked” , refers to using the label file to find the phoneme 
boundaries, then finding the centre frame of each phoneme. The output is then 
the winning label associated with that frame number. 'This process could be 
automated by extracting the position of the boundaries directly from the input 
speech as discussed in the previous section. This technique was then used in 
association with the class averaging from the row above. The final two results 
used the silence map instead of the silence detector, both with and without the 
class averaging. Overall, the results for continuous speech followed those obtained 
for segmented speech. Using overlapping frames to train the maps reduced the 
recognition accuracy, compared to the results obtained with contiguous training 
data.
7.2.3 Lip-Shape Transitions
Following the previous experiments on the application of the various steady-state 
maps to continuous speech, it was decided to extend the investigation to the 
single class transition map described in section 6.5. This map was trained on 
the boundaries of phoneme pairs, as a means of identifying the lip-shape class or 
the presence of silence. The map was trained on dialect region one as normal,
i.e. no overlap between frames. It was then tested on independent data, i.e. the 
single sentence of continuous speech used previously. A class recognition accuracy 
of 41% was obtained. This is much lower than the class recognition accuracies 
obtained with maps trained on steady-state lip-shapes, which were as high as 
74% for the best decision maker.
The classification program was then modified so that the labels and distances 
of the best ten codebook vectors were provided as an output. The aim of this 
exercise was to perform a more detailed analysis of the winning vectors and
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Class Correct
Speaker 1 Speaker 2
Silence on Map 72 77
No Silence Detector 56 53
Silence Override 64 65
Conditional Override 69 60
Table 7.6: Percentage Recognition Accuracies for Lip-Shape Transitions on Seg­
mented Speech
their respective distances and to try and discern any patterns in the relationship 
between correct classification and the closeness of the winning vectors. It was 
hoped that some form of threshold, or majority voting scheme, could be used 
within the algorithm that found the winning vector in order to improve the 
recognition accuracy. However on examining the output data no useful patterns 
could be found, so this idea was not pursued further.
7.3 Segmented Speech
Since the results for continuous speech had proved disappointing, especially for 
lip-shape transitions, it was decided to return to the idea of using knowledge of 
the position of the phoneme boundaries to aid recognition. This technique was 
not particularly successful when applied to steady-state maps, however it was 
thought it might be more effective for lip shape transitions. It was decided to 
also check for any variation between a male and a female speaker. In the following 
experiments speaker one is male, while speaker two is female.
As can be seen from the results, which are shown in table 7.6, the recogni­
tion accuracy considerably improved over the result of 41% obtained when the 
vectors were not centred on the phoneme boundaries, section 7.2.3. However the 
recognition accuracy does varies between the speakers. The first result used the 
original transition map that had been trained with silence as one of the possible 
transitions. The other results were then based on a new map that did not contain
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silence as a possible transition, and could then be used with the separate silence 
detector, discussed in section 7.2.1. The second result was that obtained without 
the silence detector, while the third used the silence detector to override the map 
output whenever silence was detected. The final result refers to an experiment 
when the output of the silence detector was only taken into consideration if the 
classification of the outgoing phoneme from one transition disagreed with the 
classification of the incoming phoneme of the next transition. The single stage 
transition map with silence recognition included provides a better recognition 
accuracy than transition map in conjunction with a separate silence detector. 
If a separate silence detector is used it is not clear whether it is better to use 
the output of the silence detector to always override the map output, or to only 
use the speech/silence decision if there is an inconsistency in the output of the 
transition map.
7.3.1 Class Voting
It was then decided to attem pt to improve the class accuracy by combining the 
steady-state and transition results already obtained. The steady-state result 
refers to the recognition accuracy obtained using the top level map in the hier­
archical system, described in section 7.2.2, however the input vectors were taken 
only from the central frames of each phoneme, so that the number of output labels 
agreed with those obtained from the transition maps. Only the class recognition 
accuracy was used in order to allow a meaningful comparison and combination 
with the transition map.
The simplest way of combining the results was a majority voting scheme. The 
steady-state decision maker produces one class per input vector, whereas there 
is an outgoing and an incoming class for each transition vector. Therefore there 
are three attem pts to identify the class of each phoneme: the incoming section 
transition, the steady-state and the outgoing section of the next transition. If 
any two of these labels agree then the third is altered to match them.
This correction system was quite effective in improving the class accuracy. The 
results presented in the last two rows of table 7.7 are better than those obtained 
for most of the transition maps in table 7.6. The results obtained using majority
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Class Correct
Speaker 1 Speaker 2
Silence Detector Only 88 90
Steady-State without Silence Detector 59 60
Steady-State with Silence Detector 69 70
Voting with Silence Detector 76 72
Voting with Silence on Map 76 83
Table 7.7: Percentage Recognition Accuracies for Combinations of Steady-State 
and Transition Maps
voting are also better than those obtained from steady-state speech alone. The 
best result that had been obtained previously was the 74% class recognition 
accuracy produced by the normalised output of the four lip-shape maps, which 
was used in conjunction with a separate silence detector. However, this result 
was obtained directly from continuous speech, while the results in this section 
were obtained using information about the position of the phoneme boundaries. 
The fourth row refers to the combination of the steady-state result with that 
obtained from the simple transition map with a conditional override from the 
silence detector. The conditional, rather than the absolute override from the 
silence detector was chosen, since it was more compatible with the overall voting 
system. The silence detector was only applied to the transition output, not the 
steady-state output, to avoid confusion.. The last row refers to a simple majority 
voting scheme using the later transition map that included silence. The separate 
silence detector was not used. This system gave the same recognition accuracy 
as the previous method for the male speaker, however it produced a significant 
improvement for the female speaker. Since this scheme is considerably simpler to 
implement than one requiring separate silence detection, this was the preferred 
method and is referred to as “Majority Voting” from this point on.
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Percentage Accuracy for Lip-Shape Class
Speaker 1 Speaker 2 Speaker 3 Speaker 4
Steady-State 59 60 64 59
Transition 72 76 62 53
Majority Voting 76 83 72 56
Table 7.8: Effect of Differing Speakers on Recognition Accuracy
7.3.2 Speaker Variation
The continuous speech results were then checked for variation between different 
test speakers, see rows one and two of table 7.8. The same test sentence was 
used for all four speakers, it was the one chosen in the previous section. Speakers 
one, three and four in the table are male, while speaker two is female. As can be 
seen from the results, the recognition accuracy does vary considerably between 
speakers. The steady-state result was obtained as described previously, without 
using the silence detector, while the transition result refers to the single map 
trained with silence as a possible transition. The final entry is a the combination 
of these two results using majority voting. The results for the majority voting 
also varied between the speakers, following the same pattern as for the transition 
results. This is unsurprising, since the class chosen by the transition map is 
weighted twice as heavily as tha t chosen by the combined outputs of the steady- 
state maps.
7.3.3 Lip-Shape Identification
Once the lip-shape class has been chosen by majority voting, this information 
is used to select the appropriate individual lip-shape class map, from which the 
actual lip-shape is then found. The results for completely correct lip-shape iden­
tification are presented in table 7.9. It can be seen from these results that the 
individual maps perform very well when the class is chosen correctly. Until this 
point, the output of the majority voting system had been simply labelled as in­
correct if all three lip-shape classes disagreed. However, this does not enable a
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Speaker 1 Speaker 2
Majority Voting 75 80
Majority Voting with Steady-State Override 80 82
Table 7.9: Final Percentage Recognition Accuracies for Lip-Shape Identification 
on Continuous Speech
final lip-shape to be selected. By studying the outputs /carefully it was found 
tha t in the case of complete disagreement, the steady-state lip-class was most 
often correct. A second set of results was then calculated, using the steady-state 
output as an override when all three class outputs were different. This further 
improved the results. A final average recognition rate of 81% was then obtained.
7.4 F ina l System
The system that has been developed over the past three chapters is now described 
in its entirety. The pre-processor performs pseudo-cepstral analysis on the speech. 
It uses three frames of input data to produce each output vector. Each vector con­
sists of 20 instantaneous and 20 first time-difference pseudo-cepstral coefficients. 
Six different SOM/LVQ classifiers are trained on labelled, segmented data from 
dialect region one. One map is trained on all possible lip-shape class transitions 
(boundary region), including silence, apd one on all four of the lip-shape classes
using the steady-state (central) region of each phoneme. The four remaining\
maps were each trained on a single lip-shape class, to perform the more detailed 
lip-shape classification. The recognition system then has five distinct stages, as 
shown in figure 7.6.
The first stage involves finding the location of the phoneme boundaries so 
that appropriate sets of speech frames can be passed to the maps on the next 
level. This initial processing is carried out manually at present using the label 
file for each input sentence, however it has been shown elsewhere, for example 
in [77], that the position of phoneme boundaries can be extracted automatically 
from the acoustic waveform with reasonable accuracy. Once the boundaries of
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Figure 7.6: Recognition System Hierarchy
CHAPTER 7. THE DECISION M AKER 144
a phoneme have been approximately located, nine frames of speech data must 
be pre-processed; three frames from the initial transition, three from the centre 
and three from the final transition. These final three frames are then also used 
as the initial frames for the next phoneme, so the overall pre-processing load is 
only six frames per phoneme. The pseudo-cepstral vectors calculated from the 
frames located at the boundary regions are then sent to the transition map for 
class identification, while the vector extracted from the central region is sent to 
the steady-state map. The outputs produced from these two maps then go to the 
decision stage, where a majority voting system then decides to which class the 
input vector belongs. There are three inputs to the voting stage: the previous 
transition output, the current transition output and the steady-state output. 
Once the lip-shape class has been decided by the voting stage, the cepstral vector 
is presented to the appropriate lip-shape class map where the final lip-shape is 
recognised. The voting stage uses the class chosen by the steady-state map when 
all three inputs to the voting stage are different. An overall recognition accuracy 
of 80% was obtained when testing a single sentence spoken by a male speaker. 
This sentence was selected at random from the d rl test set and was independent 
of the training data. The same sentence spoken by a female speaker gave a similar 
accuracy. This performance may not generalise to wider test set and this remains 
to be investigated.
7.5 Conclusion
In this chapter the application of the recognition system to continuous speech was 
investigated. First the single map containing all the possible lip-shapes was used. 
As expected using unsegmented speech reduced the recognition accuracy, however 
the reduction was less than 10%. When the output of this map was combined 
with a silence detector the results were reasonable, 60% of the input vectors were 
classified according to the correct lip-shape. The test data was then presented 
to all the lip-shape maps simultaneously and the result with the lowest error 
measure chosen. Not knowing the lip-shape class of the input vector significantly 
reduced the recognition accuracy. Various techniques were then tried to improve 
both the lip-shape and the class recognition accuracy, the most effective was a
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crude normalisation of the error measure according to the size of the individual 
maps. The lip-shape transition map was then tried, but the recognition accuracy 
on continuous speech was very poor.
The next part of this chapter then found that the use of knowledge of the 
position of the phoneme boundaries dramatically improved the accuracy of the 
lip-shape transition map. The boundaries were found from the label file for 
this trial, however as discussed in the previous section, it should be possible to 
automate this procedure reasonably easily, without much loss in accuracy. The 
output of the transition map was then used in conjunction with the steady- 
state results. Combining the outputs using a simple majority voting system 
improved the class recognition accuracy in comparison with either technique used 
in isolation. However, it was also found that the recognition accuracy varied 
considerably between different test speakers. This best class output was then 
used to select the appropriate lip-shape map from the four class maps available, 
this map then produced the actual lip-shape as the final output. The overall 
lip-shape recognition accuracy achieved in this manner was 81%, which should 
be high enough to use in a practical system.
This system could probably be further improved by training all six maps on 
the entire TIMIT database, rather than only using dialect region one. In the 
previous chapter it was shown that increasing the size of the training data set 
improved the recognition accuracy, since the maps are trained on a wider variety 
of contexts. Apart from re-training the maps on more data, further improve­
ments in this system would require radically different approaches. For example 
using di-phones, or even tri-phones, for the lip-shape identification, with the aim 
of explicitly modelling the phoneme context and hence reducing the current con­
text dependency. Since using di-phones or tri-phones would greatly increase the 
number of categories the codebook design would have to be considered carefully, 
possibly involving the use of more complex map hierarchies.
C h a p te r  8 
C onclusion
8.1 In tro d u c tio n
The overall aim of this project was to produce a device to assist partially deaf 
people to communicate using the telephone. The device should recognise spoken 
words from the telephone and convert them into lip-shapes on a computer screen. 
These lip-shapes would then be presented with an adjustable volume audio signal 
in order to make maximum use of the persons residual hearing. This will enable 
the user to “lip-read” from telephone speech in a manner similar to face-to-face 
communication.
The aim of this thesis was to devise a low-level recognition system that could 
convert an incoming speech signal into a string of labels representing the various 
lip-shapes. This three stage system, consisting of a pre-processor, a classifier and 
a post-processor/decision maker, would then be followed by a fourth, graphics, 
stage which would convert the labels into a suitable visual output when the whole 
project was completed. In conclusion the objectives of this thesis have been met, 
in that a system has been implemented that will convert speech into lip-shape 
labels. This system has a reasonable average recognition accuracy of 81%, even 
when tested on data that is completely independent from the training data. In 
other words the system is completely speaker independent, and has an unlimited 
vocabulary.
The recognition phase of the system can be implemented in real time, probably 
using only a moderately high specification personal computer. The training of
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the self organising map and the learning vector quantisation codebooks are rather 
time consuming, however since the system is speaker independent this training 
need be done only once, before the system is distributed.
This final chapter begins with a summary of the previous chapters of thesis. 
This shows the work done to date and the final achievements. Then section 8.3 
is a discussion of further work that could be carried out on the project. The final 
section summarises the original contributions of this work.
8.2 Sum m ary o f P revious Chapters
Chapter one was an introduction to this thesis. It began with an outline of the 
overall project and a explanation of its use. This was then followed by a more 
detailed description of the proposed system. Various background information 
on speech recognition and lip-reading was then introduced. Once the project as 
a whole had been put into context, the more specific aims of this thesis were 
described. The chapter then ended with a summary of the rest of the thesis.
In chapter two some of the technical issues involved in the design of the three 
main stages of a continuous speech recognition system were discussed. This 
chapter began with a discussion of the speech production and speech percep­
tion mechanisms. These two areas are very important, since they provide the 
rationale behind the various different pre-processing techniques. Both linear pre­
diction analysis and cepstral analysis are broadly based on the speech production 
model, whereas the physiology of the human ear, provides the basis for filter bank 
analysis. The way in which humans make and perceive speech helps to highlight 
some of the difficulties associated with continuous speech recognition. One of 
these problems, coarticulation, was then examined further within the context of 
phonetics.
The second part of this chapter focussed on some of the techniques used in 
automatic speech recognition. The three main stages of a recognition system; pre­
processor, pattern recogniser and decision maker, were covered in some detail and 
the main algorithms explored. Only two of the three types of pattern recogniser 
were dealt with in this chapter, since the following chapter was devoted to neural 
networks.
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This third chapter began with a general introduction to artificial neural net­
works and their learning algorithms. This was then followed by a brief description 
of the multi-layer perception, which is a supervised algorithm. An unsupervised 
technique, the Kohonen net (SOM), was then discussed in detail. This is a topo­
graphic map that can be used to analyse data, since the map locates clusters in 
un-labelled data. The final part of this chapter then focussed on Learning Vector 
Quantisation, which it could be argued is not strictly a neural network at all, 
but just a classification algorithm. However, since it is very similar in nature to 
the short-cut software implementation of the Kohonen net, this chapter seemed 
the most appropriate place to cover it. The philosophy and the operation of 
the general algorithms for both the Kohonen net and LVQ were described along 
with common variations. The LVQ is a supervised technique that can be used in 
isolation or to “fine-tune” a Kohonen map. Some possible applications of these 
two networks were also discussed.
In chapter four some of the preliminary work that was done in order to gain 
a fuller understanding of the SOM and LVQ algorithms was outlined. In the first 
part of this chapter the operation of the Kohonen net was demonstrated in a 
simple manner by using Matlab and its associated Neural Network Toolbox to 
run several simulations. These simulations showed the self organising nature of 
the network, as well as its ability to perform simple pattern classification.
The second part of this chapter described some more advanced experiments 
using a dedicated Kohonen net simulator, SOM_PAK. Once the operation of the 
simulator had been understood, it was used to develop and compare various pre­
processors. These experiments were first carried out using a very small database, 
specially designed and collected for this work, then on a much larger and more 
sophisticated commercial database. The pre-processing techniques were assessed 
first qualitatively by examining the clustering visually, then quantitatively using 
a “goodness” measure, that was also'developed in this chapter.
The final part of chapter four describes the use of Learning Vector Quantisa­
tion as a classifier, and the development of a working recognition system using 
a combination of the Kohonen net and LVQ. This system, in conjunction with 
programmes for calculating the recognition accuracy, then allowed experimental 
comparisons of various factors to be carried out in the following chapters.
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The development of the pre-processor specifically for the Kohonen net/LVQ 
recognition stage developed in the previous chapter was described in chapter five. 
This pre-processor uses a technique called pseudo-cepstral analysis. The theoret­
ical basis for the technique and its application to speech analysis was discussed 
in detail for both the continuous and discrete case, along with its relationship 
to the log-cepstrum. It was shown that the pseudo and log cepstra are both 
special cases of a more general technique known as the root-cepstrum, which is 
in turn a form of homomorphic deconvolution. The effects of aliasing within the 
cepstral domain were examined, and the necessity of liftering the cepstrum with 
a window length of less than half the pitch period is demonstrated. It was then 
shown, both theoretically and experimentally, that the pseudo-cepstrum is more 
robust to Gaussian noise than the log-cepstrum.
The performance of the pseudo-cepstrum within the recognition system was 
then examined, including the effects of window shape, vector length, and includ­
ing information on rates of change. It was shown that although using a raised 
sine window for liftering the coefficients produced a clearer envelope, a rectangu­
lar window was better for recognition purposes. Including dynamic information 
in the form of rates of change of the cepstral coefficients considerably improved 
the recognition of rapidly changing sounds such as fricatives. It was also shown 
that the pseudo-cepstrum is relatively insensitive to the vector length, as long 
as the lifter length is at least ten coefficients, not withstanding the aliasing is­
sue mentioned earlier. In practice aliasing in the cepstral domain is not usually a 
problem, unless the speaker has a very high pitched voice, since the vector lengths 
need to be kept reasonably small to reduce the computation when training the 
recognition stage.
The final part of chapter five consisted of a comparison of the recognition rates 
obtained with the pseudo-cepstrum with those obtained using other forms of pre­
processor. This included briefly returning to the more general root-cepstrum 
to examine the effect of varying the value of 7 , as well as a comparing the 
pseudo-cepstrum directly with linear prediction and the log-cepstrum. These 
experiments showed that overall the pseudo-cepstrum is the most effective form 
of pre-processor for this application.
In chapter six the results of various recognition experiments, using the pre­
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processor developed in the previous chapter, in conjunction with the system de­
signed in chapter four, were described. This chapter discussed several experiments 
that were carried out in order to examine how the recognition accuracy was af­
fected by varying different parameters. It was shown that the map exhibited a 
high degree of context dependency, however it was also shown that this could 
be improved by widening the training data set. This larger set was not gener­
ally used for the experiments due to the vastly increased training time involved. 
It appeared that having separate maps for male and female speakers would not 
greatly improve the recognition rate, even if the larger training sets were used, so 
this idea was rejected as it would significantly increase the computational load.
It was then shown that although it was possible to optimise the size of the 
map, and hence the codebook, for a particular data set, this was not particularly 
important, as long as the map was greater than a certain minimum size. This 
minimum size varied according to the data set, however the recognition rate of the 
LVQ dropped catastrophically, and many classes were rejected completely, when 
this criterion was not met. Hence making the identification of an undersized map 
a relatively simple task.
In the final part of chapter six the use of the lip-shape classes tha t are re­
quired by the eventual application were investigated. Converting the phoneme 
classes to the lip-shape classes greatly improved the recognition rate. This was 
because the total number of categories to be recognised was significantly reduced. 
The final experiments in this chapter investigated the use of vectors formed from 
phoneme transitions rather than steady-state information. The number of pos­
sible transitions was deemed too high to attem pt the classification of individual 
lip-shapes, instead the map was used to identify the lips-shape class, with the 
eventual goal of using this information to augment the recognition accuracies that 
were obtained previously.
In chapter seven the application of the recognition system to continuous 
speech was examined. First the single map containing all the possible lip-shapes 
was used. As expected using unsegmented speech reduced the recognition accu­
racy, however the reduction was less than 10%. When the output of this map was 
combined with a silence detector the results were reasonable, 60% of the input 
vectors were classified according to the correct lip-shape. The test data was then
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presented to all the lip-shape maps simultaneously and the result with the lowest 
error measure chosen. Not knowing the lip-shape class of the input vector signif­
icantly reduced the recognition accuracy. Various techniques were then tried to 
improve the both the lip-shape and the class recognition accuracy, however the 
most effective was a crude normalisation of the error measure according to the 
size of the individual maps. The lip-shape transition map was then tried, but the 
recognition accuracy on continuous speech was very poor.
In the next part of chapter seven it was then shown that the use of knowledge 
of the position of the phoneme boundaries dramatically improved the accuracy of 
the lip-shape transition map. The boundaries were found from the label file for 
this trial, however the automatic extraction of the position of phoneme boundaries 
was also briefly discussed. The output of the transition map was then used in 
conjunction with the steady-state results. Combining the outputs using a simple 
majority voting system improved the class recognition accuracy, in comparison 
with either technique used in isolation. However, it was also found that the 
recognition accuracy varied considerably between different test speakers. This 
best class output was then used to select the appropriate lip-shape map from the 
four class maps available, this map then produced the actual lip-shape as the 
final output. The overall lip-shape recognition accuracy achieved in this manner 
was 81%, which should be high enough to use in a practical system.
8.3 Suggestions fo r F u rth e r W ork
The final system that was developed in chapter seven, uses both the transition 
map and the steady-state maps in a majority voting system to identify the lip 
shape class. The recognition accuracy was improved by using a priori knowledge 
of the phoneme boundaries, in order to present frames from the correct region of 
the incoming phoneme to the pre-processor and hence to the maps. This infor­
mation about the boundaries was obtained from the label file for the purposes 
of this simulation. However, the location of the phoneme boundaries need to be 
extracted automatically from the acoustic waveform. This has been implemented 
elsewhere, for example in [77], and it has been shown that the automatic extrac­
tion can be achieved with reasonable accuracy. However, it will probably involve
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a substantial amount of work to integrate this process into the current system.
This system could probably be further improved by training all six maps on 
the entire TIMIT database, rather than only using dialect region one. In chapter 
six it was shown that increasing the size of the training data set improved the 
recognition accuracy, since the maps are trained on a wider variety of contexts. 
Apart from re-training the maps on more data, further improvements in this sys­
tem would require radically different approaches. For example using di-phones, 
or even tri-phones, for the lip-shape identification, with the aim of explicitly 
modelling the phoneme context and hence reducing the current context depen­
dency. Since using di-phones or tri-phones would greatly increase the number of 
categories the codebook design would have to be considered carefully, possibly 
involving the use of more complex map hierarchies.
The main piece of work that needs to be carried out in order to produce a 
complete stand-alone system, is the design and implementation of the graphics 
processor. This will take the labels that are produced by the lip-shape maps 
and convert them into a moving display. This could be implemented using either 
animation, video clips, or a combination of the two. In order to gain a deeper 
understanding of the problems associated with lip-reading, an adult education 
course in lip-reading was attended. This emphasised the highly ambiguous nature 
of lip-reading and the quantity of visual information that was used.
One of the issues that was discussed in the lip reading class was what parts 
of the face are important to study during lip reading. It was discovered that the 
positions of the tongue, teeth and jaw are just as important as those of the lips, 
when trying to comprehend a sentence- visually. It will not therefore be effective 
to implement the graphics stage as a pair of cartoon lips as initially thought, as 
this will not convey sufficient information for understanding. A more realistic 
representation of the lower part of the faces will hence be necessary.
The graphics stage could probably best be implemented by using motion cap­
ture techniques to produce digitised video sequences. A separate sequence could 
be stored for each lip-shape gesture, e.g. “b” , and the sequences could then be 
retrieved according to the label string output from the recogniser. The links 
between the sequences could then be smoothed using the animation technique 
known as “tweening” (short for ”in betweening”). This is an interpolation tech­
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nique where an animation program generates extra frames between the key frames 
that the user has created. This gives smoother animation without the user having 
to draw every frame. In other words the program would calculate the intervening 
frames necessary to blend one lip position seamlessly into the next.
8.4 O rig ina l C o n trib u tio n s
The original contributions described in this work can be divided into three main 
sections: the design of the pre-processor, the optimisation of the recognition 
stage, and the development of the decision maker.
The first of these sections included the development of a novel pre-processing 
algorithm, the pseudo cepstrum (sections 5.2 and 5.3), and investigations into 
its performance. The effects of noise, windowing, vector length (sections 5.3 and 
5.4), and the variation of the value of 7  (section 5.5) were all examined, as were 
ways of encoding temporal information, comparative studies between the pseudo- 
cepstrum, the log cepstrum and linear prediction were also carried out (section 
5.6).
In the initial work on the recognition stage a goodness measure was developed 
(section 4.3.7), to quantify the degree of clustering on a Kohonen map. Later 
work included investigations into speaker and context dependence, variations in 
performance for male and female speakers (section 6.2), and the optimisation of 
the map size with regard to the size of the training data set (section 6.3). The 
effect of different lip-shape groupings (section 6.4) were also studied, as was the 
use of di-phones (section 6.5).
The development of the decision maker involved finding the optimal combi­
nation of the various maps (section 7.2 and 7.3). Different ways of integrating 
the outputs were also investigated. The extensive and detailed investigations, 
reported in this thesis, have culminated in the development of an optimal contin­
uous speech, speaker independent, recognition system. Constrained to identify 
phoneme classes corresponding to specific visemes recognition accuracies of over 
80% were achieved.
A p p en d ix  A 
English  P honem es
t
The following table shows the English phonemes and their corresponding features.
P h o n em e M a n n e r  o f  
A r t ic u la t io n
P la c e  o f  A r t ic u la t io n V o iced E x a m p le
W o rd
i vow e l h igh  fro n t  tense yes b ea t
I vow e l h igh  fro n t  la x yes b it
e vow e l m id  fron t tense yes b a it
e vow e l m id  fron t la x yes b e t
se vo w e l low  fron t  tense yes bat
a vo w e l lo w  back  ten se yes co t
D vow e l m id  back  la x  rou nd ed yes cau gh t
0 vow e l m id  back  ten se  rou nd ed yes coa t
U vo w e l h igh  back  la x  rou nd ed yes b o o k
u vow e l h igh  back  ten se rou n d ed yes b o o t
A vow e l m id  back  la x yes bu t
T vo w e l m id  ten se (r e tr o f le x ) yes cu rt
d vo w e l m id  la x  (sch w a ) yes ab ou t
aj d ip h th o n g lo w  back -A  h igh  fron t yes b ite
3 i d ip h th o n g m id  back  —> h igh  fron t yes b o y
aw d ip h th o n g lo w  back  —» h igh  back yes b o u t
3 g lid e fron t  u nrou nded yes you
w g lid e b ack  rou nd ed yes w ow
I l iqu id a lv eo la r yes lu ll
r l iq u id re tr o f le x yes roa r
m nasal la b ia l yes m a im
n nasal a lv eo la r yes none
V nasal v e la r yes b a n g
f f r ic a t iv e la b ia l-d en ta l no flu ff
V fr ic a tiv e la b ia l-d en ta l yes v a lv e
e fr ic a tiv e d en ta l no th in
6 fr ic a t iv e den ta l yes then
s fr ic a t iv e a lv e o la r  s tr id en t no sass
z fr ic a t iv e a lv e o la r  s tr id en t yes zoos
I fr ic a t iv e p a la t ia l s tr id en t no sh oe
I fr ic a t iv e p a la t ia l s tr id en t yes m easure
h fr ic a t iv e g lo t ta l no how
P stop la b ia l no p o p
b stop la b ia l yes b ib
t s to p a lv eo la r no to t
d s to p a lv eo la r yes d id
k s top ve la r no k ick
9 stop v e la r yes g ig
c. a ffr ica te a lv eo p a la tia l no church
z a ffr ica te a lv eo p a la tia l yes ju d g e
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A p p en d ix  B 
Lip Shapes
This table is a version of the lip readers alphabet. It shows which groups of 
consonants look the same, and whether or not they are easily visible to a lip 
reader.
Consonant Group Easily Visible
SH, CH, J, ZH Yes
P, B, M Yes
T, D, N No
K, G, NG No
W, WH, QU Yes
F, V Yes
s, z No
TH Yes
R No
L No
H No
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A p p en d ix  C 
Speech D a tab ase
This is a list of the twelve words in the initial speech database. Each word is 
of consonant-vowel-consonant form, with only the vowel form varying between 
words. The list was recorded three times by each of the four speakers.
• Beat
• Bit
• Bait
• Bet
• Bat
• Book
• Boot
• But
• Bot
• Bought
• Boat
• Burt
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