Gene expression is an inherently noisy process. This noise is generally thought to be deleterious as precise internal regulation of biochemical reactions is essential for cell growth and survival. Selfrepression of gene expression, which is the simplest form of a negative feedback loop, is commonly believed to be employed by cellular systems to decrease the stochastic fluctuations in gene expression. When there is some delay in autoregulation, it is also believed that this system can generate oscillations. In eukaryotic cells, mRNAs that are synthesised in the nucleus must be exported to the cytoplasm to function in protein synthesis, whereas proteins must be transported into the nucleus from the cytoplasm to regulate the expression levels of genes. Nuclear transport thus plays a critical role in eukaryotic gene expression and regulation. Some recent studies have suggested that nuclear retention of mRNAs can control noise in mRNA expression. However, the effect of nuclear transport on protein noise and its interplay with negative feedback regulation is not completely understood. In this paper, we systematically compare four different simple models of gene expression. By using simulations and applying the linear noise approximation to the corresponding chemical master equations, we investigate the influence of nuclear import and export on noise in gene expression in a negative autoregulatory feedback loop. We first present results consistent with the literature, i.e., that negative feedback can effectively buffer the variability in protein levels, and nuclear retention can decrease mRNA noise levels. Interestingly we find that when negative feedback is combined with nuclear retention, an amplification in gene expression noise can be observed and is dependant on nuclear translocation rates. Finally, we investigate the effect of nuclear compartmentalisation on the ability of self-repressing genes to exhibit stochastic oscillatory dynamics.
Introduction
Gene expression is a complex, two-stage process, first the DNA of the gene is transcribed into messenger RNA (mRNA) by RNA polymerase (RNAP). The mRNA is subsequently translated into protein by ribosomes. In eukaryotic cells, mRNA synthesis is localised to the nucleus from which nascent mRNAs are exported to the cytoplasm for translation. In bacteria, which have no nucleus, translation occurs as soon as part of the mRNA is synthesised. The expression levels of many genes are tightly regulated by internal or environmental signals. Regulation is typically mediated by a special class of proteins called transcription factors, which either prevent the binding of RNAP to the promoter and thereby suppressing the gene expression or they promote the binding of RNAP to the promoter and thus promote gene expression. Eukaryotic transcription factors need to relocate from the cytosol to nucleus before they can interact with transcription binding sites on the DNA.
Gene expression and gene regulatory network dynamics are noisy due to intrinsic and extrinsic stochasticity Swain et al., 2002; Blake et al., 2003; Raser and O'Shea, 2005; Shahrezaei and Swain, 2008b; Raj and van Oudenaarden, 2008) . Intrinsic stochasticity arises from the probabilistic timing of the biochemical reactions, resulting in cell-to-cell variation in gene expression levels within clonal cell populations, even if the environment is completely homogeneous . Its effects are most pronounced when the number of biomolecules in the system is small (e.g., <100 since noise in a Poisson process is inversely proportional to the mean). Extrinsic stochasticity is generated from interactions of the system of interest with other stochastic systems in the cell or its environment, generating stochastic kinetic parameters, and it is responsible for cell-to-cell variation beyond what is expected from intrinsic variability generated by the reactions within the gene regulatory network.
Although, cells may take advantage of gene expression noise to enhance their fitness in fluctuating environments (Acar et al., 2008) , noise is generally thought to be deleterious as precise internal regulation of biochemical reactions is essential for cell growth and survival. Various control mechanisms with different noise suppression abilities exist within gene networks and are employed by cells to attenuate stochastic fluctuations in gene expression level, and therefore help increase the stability of the cells to changing environments. One well studied, both experimentally and theoretically, is transcriptional feedback, where the protein expressed from a gene inhibits its own transcription (Becskei and Serrano, 2000) . Negative autoregulation of gene expression is common in eukaryotes (Lee et al., 2002) , occurring both transcriptionally and post-transcriptionally. Approximately 40% of known transcription factors in Escherichia coli are subject to negative transcriptional autoregulation (Thieffry et al., 1998; Rosenfeld et al., 2002) . Negative feedback control is typically considered as an important means of repressing the noise level in gene expression by suppressing the variability of the protein level across cells (Savageau, 1974; Becskei and Serrano, 2000; Simpson et al., 2003; Swain, 2004; Boyer et al., 2005; Tao et al., 2007) . However, introducing negative feedback without increasing transcription or translation rates can amplify the intrinsic noise level, as negative feedback causes a decrease in the average number of mRNAs and proteins, which results in an increase in the protein variability (Shahrezaei et al., 2008; Singh and Hespanha, 2009) . It is argued that in fact negative feedback is more effective in reducing extrinsic noise (Shahrezaei et al., 2008; Singh and Hespanha, 2009 ). Recent work (Oyarzún et al., 2015) agrees with this and demonstrates that noise does not behave monotonically with respect to the repression strength nor to the promoter and repressor strength. Also, it is argued that there are physical limits on how much negative feedback can reduce noise (Zhang et al., 2009; Lestas et al., 2010) , hence, the role of negative feedback mechanisms in suppression of fluctuations in gene expression is complex and can depend on the molecular details of the regulation. Furthermore, a recent study by Albert and Rooman (2015) suggests that nuclear transport improves precise temporal patterning of negative feedback gene regulatory networks. This study used stochastic simulation with two different models of nuclear transport but it does not look specifically at noise in gene expression.
It is also known that negative feedback loops can create oscillations in mRNA and protein levels (Kobayashi and Kageyama, 2011; Geva-Zatorsky et al., 2010; Nelson et al., 2004) . Negative feedback loops are commonly found in a diverse range of biological processes, including inflammation, meiosis, apoptosis and the heat shock response (Alberts et al., 2008; Lahav et al., 2004; Fall et al., 2002) . The mathematical modelling of GRNs containing negative feedback loops has a long history with the earliest example coming from Goodwin, where a system of two ordinary differential equations (ODEs) was used to create a phenomenologically derived model of a self-repressing gene (Goodwin, 1965) . Nonlinearity in the form of a Hill function was used to capture the feedback of protein on mRNA production and this has since been used by many other models. The work of Goodwin was continued and extended by Griffith who showed that such a system could not exhibit oscillatory dynamics without the introduction of another model species (Griffith, 1968) . Mahaffy and co-workers developed this work further by introducing spatial structure and also delays accounting for transcription and translation (Mahaffy and Pao, 1984; Busenberg and Mahaffy, 1985; Mahaffy, 1988) . Some years later, it was discovered that introducing delays to ODE models of negative feedback loops could produce sustained oscillatory dynamics (Tiana et al., 2002) . Jensen et al. found the invocation of an unknown third species (as Griffith had done) could be avoided via the introduction of delay terms to a model of the Hes1 GRN (representing the processes of transcription and translation) (Jensen et al., 2003) . The Hes1 GRN is a simple example of a GRN which possesses a single negative feedback loop and benefits from having been the subject of numerous biological experiments (Hirata et al., 2002; Kagemyama et al., 2007; Kobayashi et al., 2009; Kageyama, 2010, 2011) . A delay differential equation (DDE) model of the Hes1 GRN was also studied in Monk (2003) . The effect of low molecule numbers in Monk's DDE model of the Hes1 GRN was explored in Barrio et al. (2006) . A spatio-temporal model of the Hes1 GRN, using a partial differential equation (PDE) approach, was presented in Sturrock et al. (2011) and extensions of this model were considered in Sturrock et al. (2012) . A spatial stochastic model of the Hes1 GRN in embryonic stem cells was studied in Sturrock et al. (2013) -this model was derived using mass action kinetics and its mean behaviour was studied in Sturrock et al. (2014b) . Wang et al. considered a spatially-homogeneous model of a self-repressing gene without nonlinearity in regulation in Wang et al. (2014) , and were able to identify certain regions of the parameter space which yielded 'stochastic oscillations'.
Most proteins and RNAs are not able to freely move across the nuclear envelope in either direction (cytoplasm to nucleus nor nucleus to cytoplasm) because the nuclear membranes prevent the free passage of large molecules between the nucleus and the cytoplasm. The sole channels for proteins and RNAs through the nuclear membranes are provided by the nuclear pore complexes. RNA molecules that are synthesised in the nucleus must be efficiently exported to the cytoplasm to function in protein synthesis, and certain proteins such as transcription factors that are functional inside the nucleus, need to be transported into the nucleus from the cytoplasm. The traffic of proteins and RNAs through the nuclear pore complex, particularly the nuclear protein import and mRNAs export, plays a key role in regulation of gene expression in eukaryotic cells (Cooper and Hausman, 2004) . But whether the selective traffic of proteins and RNAs can act to increase or decrease the stochastic fluctuations in eukaryotic gene expression have only recently been studied. A theoretical study has demonstrated that mRNA transport rate can regulate noise in gene expression (Singh and Bokes, 2012) . More recently, Bahar Halpern et al. (2015) ; Battich et al. (2015) have shown experimentally that nuclear retention of mRNA in single mammalian cells can reduce noise in mRNA levels.
Here, we study the interplay between nuclear transport and stochastic gene regulation in a selfrepressing gene. We compare systematically the noise in gene expression in four simple models: the canonical model of stochastic gene expression, a model including stochastic gene expression with negative feedback, a stochastic gene expression model with nuclear compartmentalisation and finally a stochastic gene expression model with negative feedback and nuclear compartmentalisation. We find results consistent with previous studies for the role of negative feedback regulation and nuclear retention in suppression of noise in gene expression. But, we also find situations when combining the two systems can amplify noise in cytosolic protein levels. Finally, given the history of studying oscillatory dynamics in gene regulatory networks containing negative feedback loops, we also take the opportunity to investigate whether there exists a relationship between noise and oscillatory dynamics. Specifically, we explore the role of transport in producing stochastic oscillations as defined in Wang et al. (2014) . 
Switching off of gene due to protein 
Methods

Noise Measures
The most common quantitative measure of noise is the coefficient of variation (CV ) squared, defined as
where σ 2 and < X > denote the variance and the mean steady-state number of molecule X. The coefficient of variation is a normalised measure of variability as it measures the extent of variability relative to the population mean.
Noise can also be quantified by the Fano factor, defined as
The Fano factor of any Poisson process is 1, as the mean and the variance of any Poisson process are equal. Both the coefficient of variation squared and the Fano factor show the extent of variability in relation to the mean of the population. Here, we are interested in comparing the noise levels between different models, therefore we define the following measure of relative noise between models M and N:
where CV 2 M denotes the CV squared produced for mRNA or protein species in model M and CV 2 N denotes the same for model N.
Chemical master equations
For any system of biochemical reactions, the lowest level of description of the stochastic dynamics is the chemical master equation (CME). The CME describes how the probability distribution of the molecular state of the system changes with time. In order to be clear and transparent about the model structures we consider and compare in this paper, we present the full chemical master equations for each model here. See Table 1 for an overview of the different model reactions.
Model 1
The first model captures gene expression in a well-mixed cell. This can be thought of as a model of gene expression in a prokaryotic cell. The model has three discrete variables, the number of free promoters ( f ), mRNAs (m) and proteins (n). F 0 represents the total number free promoters. The chemical master equation for this system can be written as
Model 2
The second model captures gene expression with an autoregulatory negative feedback loop in a wellmixed cell. This model can be attributed to the classical model of negative feedback first proposed by Goodwin (1965) and can be thought of as an autoregulatory feedback loop in a prokaryotic cell. The model has three discrete variables, the number of free promoters ( f ), mRNAs (m) and proteins (n). F 0 represents the total number free promoters. The chemical master equation for this system can be written as
Model 3
The third model captures gene expression in a compartmentalised cell (i.e., one containing a nucleus). This is a simple model of gene expression in a eukaryotic cell. The model has five discrete variables, the number of free promoters ( f ), mRNAs in the nucleus (m 1 ), mRNAs in the cytoplasm (m 2 ), proteins in the nucleus (n 1 ) and proteins in the cytoplasm (n 2 ). F 0 represents the total number free promoters. The chemical master equation for this system can be written as
Model 4
The fourth model captures gene expression in a compartmentalised cell (i.e., one containing a nucleus) with a negative feedback. This model was explored before in Sturrock et al. (2013) and represents gene expression in a eukaryotic cell with negative feedback. The model has five discrete variables, the number of free promoters ( f ), mRNAs in the nucleus (m 1 ), mRNAs in the cytoplasm (m 2 ), proteins in the nucleus (n 1 ) and proteins in the cytoplasm (n 2 ). F 0 represents the total number free promoters. The chemical master equation for this system can be written as
Linear noise approximation
In general, the full probability distribution from the CME can be analytically obtained only in a few simple cases (see e.g. Shahrezaei and Swain (2008a) ; Smith and Shahrezaei (2015) ). However, to obtain results for noise only up to the second moment of the probability distributions are needed and there are different methods available for this. A common approach is the use of the linear noise approximation (LNA), which is obtained through van Kampen's Ω-expansion (Van Kampen and Reinhardt, 2007; Elf and Ehrenberg, 2003) of the CME. This approach is computationally much more efficient than using the stochastic simulation algorithm (SSA) of Gillespie (Gillespie, 1976) , which produces statistically exact trajectories of the CME. The LNA allows us to explore large portions of the parameter space efficiently.
We consider the stochastic dynamics of a chemical system consisting of N molecular species and R chemical reactions. The CME for this system can be expressed as
where E denotes a step operator, S i j is the stochiometric matrix of the reactions, f j (X, Ω) is the reaction propensity of the jth reaction and Ω is the system volume. The copy number of chemical species i is written as the sum of its deterministic value and a random variable
where φ i is the macroscopic concentration of X i defined from
Then the probability distribution P(X,t) can be written as:
By inserting ∏ (ε,t) into equation (2), the CME can be approximated by:
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and
and φ is the solution of
The steady state solution is
The stationary distribution for P(X i ) is then taken to be the normal distribution
Which has zero mean vector and the covariance C is the solution of the (Lyapunov) matrix equation:
We can then compute the Fano-factor for chemical species X i by
We also check the accuracy of the LNA in comparison to SSA in Appendix A.
Parameter values and model comparison
The baseline parameter set is defined in Table 2 . The values used are based on physiologically realistic parameters used for modelling similar gene regulatory network models (Sturrock et al., 2013; Monk, 2003; Terry et al., 2011) . We neglect mRNA degradation in the nucleus as in Bahar Halpern et al. (2015); Battich et al. (2015) . For simplicity, we do not assume mRNA is imported into the nucleus nor do we assume protein is exported from the nucleus. The parameters in our model, which are the most difficult to measure and for which there exists the least data to support their values are T 1 and T 2 . In order to shed light on the influence of these parameter values, we will explore ranges of these parameters in the results section. In order to make a fair comparison between the four different models considered we match the mean levels of cytoplasmic mRNA and protein. To achieve this we vary the transcription (k 1 ) and translation (k 2 ) rates. We also match the mean transcriptional activity which we denote by g. In the models without negative feedback, the steady-state probability of the gene being active equals
hence we choose whereas for the models with negative feedback the steady-state probability of the gene being active equals
where < n > ss denotes the steady-state average number of protein affecting the negative feedback (which is the nuclear levels of protein in the models with a nucleus). Hence, in models with negative feedback if k on is equivalent to
then the probability of the gene being active is equal to g for the different models. By employing this matching scheme the differences in noise levels cannot be attributed to differences in the gene activity levels, nor the abundance of mRNA and protein but instead the differences in model structure. One should note as demonstrated previously by (Singh and Hespanha, 2009) , the specific choice of adapting parameters of translation and transcription when negative feedback is introduced will affect the degree of suppression of molecular fluctuations. Furthermore, we note that as has been shown before, the specific choice of what parameters to vary to maintain protein levels could affect the outcome of our results (Singh and Hespanha, 2009 ). Alternatively, we could fix the transcription and translation rates and vary the mRNA and protein degradation rates. However, since these rate constants already take physiologically realistic values, we felt it better to fix them and vary parameters for which we have less information. For completeness, we have shown the dependence of the nuclear mRNA levels, nuclear protein levels, transcription rate and translation rate on transport parameters in Appendix B. We also study the effect explored including nuclear degradation of mRNA in Appendix D.
Results
We present here the 6 different possible unique model comparisons that can be made with the 4 models illustrated in Figure 1 and detailed in Table 1 . We focus our comparison on cytoplasmic mRNA and protein noise levels and use the CV 2 metric, though we note our results remained the same if we use other measures of noise such as the Fano Factor. All calculations were performed using Julia using the "SymPy.jl" package and plotting was done using "PyPlot.jl" (Bezanson et al., 2014) .
Negative feedback decreases protein noise but can increase mRNA noise
It is well established that negative feedback can reduce noise in prokaryotic gene expression. This has been shown both experimentally using synthetic biology techniques (Becskei and Serrano, 2000) and through the use of mathematical models . In Figure 2 we explore the relative noise of model 1 vs. model 2 with respect to varying the mean levels of mRNA (m) and protein (p) with all other parameters as in Table 2 . Specifically, we visualise the output of equation (1), i.e., log 10
CV 2 1 as computed using the LNA using a contour plot. Using this equation, if the output is negative then model 2 produces less noise than model 1 and vice versa if a positive output is produced while if the output is exactly zero then the two models produce equal noise. It can be seen that protein noise levels are always reduced in model 2 compared with model 1 but mRNA noise levels either are not significantly modified or can be even increased in a regime where mean mRNA levels exceed mean protein levels (for other parameter sets the noise in mRNA can be reduced in model 2 vs. model 1, for example see Appendix C). It is worth noting that such a regime is biologically unrealistic with protein expression levels typically 10 -100 times that of mRNA (Greenbaum et al., 2003) . Though protein noise is almost uniformly decreased regardless of the mean mRNA or protein value (see colour bar of Figure 2b ), we find that protein noise reduction is at its most pronounced when protein levels are high whereas mRNA noise is approximately equal between the two different models for high mean protein levels. Hence, we find there is a decoupling between mRNA and protein noise, which is unexpected because protein noise is generally dominated by mRNA noise. Table 2 .
Compartmentalisation decreases mRNA noise but can increase protein noise
Bahar Halpern et al. (2015); Battich et al. (2015) demonstrated that nuclear retention of mRNA can efficiently buffer cytoplasmic transcript levels from noise that emanates from transcriptional bursts. Their studies challenged the view that transcripts predominantly reside in the cytoplasm and revealed a role of the nucleus in dampening gene expression noise. In this section, we study the impact of the cell nucleus by comparing noise levels of model 3 and model 1 (again using equation (1) with other parameters as in Table 2 ) whilst varying the rate of nuclear export of mRNA and nuclear import of protein.
We note that models 1 and 2 do not depend on transport parameters and hence are constant with respect to variation of T 1 and T 2 . Consistent with the findings of Bahar Halpern et al. (2015); Battich et al. (2015) , we find that the addition of the nucleus reduces mRNA noise (see Figure 3(a) ). However, by extending our study to the protein level we discover that protein noise can be increased if mRNA export and protein import are sufficiently fast (> 1 × 10 −2 min −1 ). Moreover, protein noise can be reduced when compartmentalisation is introduced if mRNA export and protein import is slow (< 1 × 10 −3 min −1 ). The level of mRNA noise is only dependent on T 1 (since there is no interaction between protein and mRNA in these models) while protein noise is sensitive to changes in both nuclear export of mRNA and nuclear import of protein. Table 2 .
3.3 Negative feedback or compartmentalisation can be more effective in reducing protein noise depending on translocation rates
In the previous two sections, we have shown that negative feedback and compartmentalisation can effectively reduce both mRNA and protein noise levels. In this section, we compare models 2 and 3 to see whether negative feedback or compartmentalisation is more effective in reducing noise and display the results in Figure 4 . As in the previous section, we vary both the mRNA nuclear export rate and protein nuclear import rate and display log 10
whilst keeping other parameters as in Table 2 . We find that mRNA noise is always less in model 3 than model 2 and the two models produce equal noise in the fast nuclear export limit, consistent with the effects observed in the previous two figures. With respect to protein noise, we observe that it is greater in model 3 than model 2 if nuclear export of mRNA is fast and nuclear import of protein is fast while if translocation rates are slow then compartmentalisation is more effective in reducing noise than negative feedback. Hence, compartmentalisation can be more or less effective than negative feedback in reducing protein noise. As we noted previously, models 1 and 2 do not depend on transport parameters, therefore one can view Figure 4 as a rescaling of Figure 3 . Table 2 .
Compartmentalisation and negative feedback can increase or decrease noise levels depending on translocation rates
If both compartmentalisation and negative feedback can effectively decrease noise, it would seem plausible that combining the two would prove to be a robust method of reducing gene expression noise. In this section, we explore this idea by comparing model 4 with the other 3 models over a range of mRNA nuclear export rates and protein nuclear import rates. We present our results for this in Figure 5 . Plots (a) and (b) show the relative noise of model 1 vs. model 4, plots (c) and (d) show the relative noise of model 2 vs. model 4 and plots (e) and (f) show the relative noise of model 3 vs. model 4. Strikingly, we find that the combination of both negative feedback and compartmentalisation can lead to an increase in both mRNA and protein noise compared to the other models. Specifically, combining slow protein import with fast mRNA export results in an increase in noise in both mRNA and protein while slow protein import combined with slow mRNA export is the most effective way to dampen noise. Furthermore, we find that the most effective way to increase protein noise in model 4 compared with models 1 or 2 is to make both mRNA export and protein import are fast. This suggests that eukaryotic cells can tune mRNA and protein noise levels by varying translocation rates. Additionally, from Figure 5 (b) and (d) we can see that there is an optimal import rate that minimises protein noise for mRNA export rates in the range 10 −3 to 10 1 min −1 . Interestingly, experimentalists have estimated the nuclear export rates to be in the range 10 −4 to 10 1 min −1 (Bahar Halpern et al., 2015) , meaning that the import rate is crucial for determining whether or not noise is increased or decreased. By comparing the noise produced by model Figure 5: Comparison of relative noise produced by models 1 and 4 (plots (a) and (b)), 2 and 4 (plots (c) and (d)), and 3 and 4 (plots (e) and (f)) for different mRNA export and protein import rates. Plots (a), (c) and (e) show relative mRNA noise and plots (b), (d) and (f) show relative protein noise where relative noise is computed using equation (1). Parameters as per Table 2 .
Fast decaying protein, noise and stochastic oscillations
While proteins are typically are a lot more stable than mRNAs, there are some proteins that have fast active degradation. For example the Hes1 protein has a protein life time that is comparable to mRNA life time and this is a requirement for oscillatory dynamics at the protein level. In Appendix C (Figures 12 and  13) , we have reproduced the noise characteristics of our models as explored above for the fast decaying protein case with d 2 = d 3 = d 4 = 0.03 min −1 (as is the case for the Hes1 gene regulatory network (Hirata et al., 2002) ). Overall, we find the noise in the mRNA and fast decaying proteins are much more aligned. For example, it can be observed that the size of the region where model 3 decreases protein noise relative to model 1 is increased. This means for proteins with fast decay, nuclear retention is a much more effective way of reducing protein noise. Also, with fast protein decay, the region where protein noise is maximised in model 4 compared to the other models is now solely the slow protein import and fast mRNA export regime. We next investigate the existence of oscillatory behaviour in models containing negative feedback with fast decaying protein, i.e. models 2 and 4 as it is known negative feedback with delay can produce oscillations as discussed in the introduction. We first attempted to look for peak frequencies in the power spectral density of long protein time series produced using the SSA but could not find any significant peaks. We also looked at the corresponding deterministic ODE system to see if oscillatory solutions could be found in the mean-field model but concluded that the introduction of a nonlinear Hill-function like term was necessary to observe such behaviour. Though we could not find the existence of deterministic oscillations, inspired by Wang et al. (2014), we investigated the existence of the stochastic analogue of such behaviour. Wang et al. (2014) introduced a technique for assessing temporal regularity in protein spiking behaviour by dividing the state space into two regions I and II and studying the distribution of the times where the system leaves I to enter II. To avoid spurious transitions, events are only recorded where the protein level crosses successively the mean protein level P and P ± 0.25std(P) where "std(P)" denotes the standard deviation of protein levels. Given the list of times where the system transits from low to high protein levels, we compute the probability of detecting n transitions within a time interval of fixed duration. We then compute the Fano Factor (as defined in section 2.1) associated with this probability distribution. Note that a Fano factor greater (less) than unity indicates super-Poissonian (respectively, sub-Poissonian) behaviour corresponding to a bunching (respectively, anti-bunching) of protein spikes. This spike anti-bunching can be viewed as a stochastic counterpart of deterministic oscillations.
In plots (a) and (b) of Figure 6 , we show a sample time series produced by the SSA for model 2 and the corresponding probability distribution produced by computing 10000 of such time series. We show that model 2 does not exhibit subpoissonian protein spiking as indicated by the fact the Fano Factor is greater than 1, though under other parameter regimes it is shown that this model can exhibit stochastic oscillations, see Wang et al. (2014) is subpoissonian and hence we can say that transport alone can introduce regularity into protein spiking. Plot (e) shows the result of varying T 1 and T 2 on the Fano factor of transition numbers. We can see that the transport parameters can reduce the Fano factor below 1 but can also increase it significantly above 1. By comparing this figure with Figure 13 (b) from Appendix C, we can see that there is some overlap in terms of the areas of the (T 1 ,T 2 ) parameter space in which the relative noise of model 4 is increased and the Fano Factor of the transition numbers is below 1. In particular, the fast mRNA export coupled with slow protein import parameter regime results in both an increase in the relative noise of model 4 compared with model 1 and subpoissonian protein spiking behaviour. To show this explicitly, Figure 6 (f), shows regions of the parameter space where subpoissonian behaviour in terms of number of transitions is observed and model 4 exceeds model 1 noise (highlighted with number 3), only subpoissonian behaviour in terms of number of transitions (highlighted with number 2), only noise in model 4 exceeds model 1 (highlighted with number 1) and neither subpoissonian or high relative noise in model 4 is observed (highlighted with number 0). We highlight the fact that in order to observe stochastic oscillations, the protein import does not have to be very slow but mRNA export must be fast. 
Schizosaccharomyces pombe parameter study
Schizosaccharomyces pombe (S. Pombe), also called "fission yeast", is a species of yeast which is used as a model organism in molecular and cell biology. We found values for mean mRNA levels (m), mean protein levels (p), mRNA decay rates (d 2 ) and protein decay rates (d 4 ) for 2390 different unique genes from experimental papers (Marguerat et al., 2012; Amorim et al., 2010; Christiano et al., 2014) . These parameters and the correlations between them are displayed in Figure 7 . It is clear from this figure that there exists a strong correlation between mean mRNA and protein levels and weak correlation between the other parameters.
Figure 7: Correlation plot of 2390 unique S. Pombe parameter sets (Marguerat et al., 2012; Amorim et al., 2010; Christiano et al., 2014) . Histograms are shown on diagonal panels and scatter plots comparing parameters are shown on off-diagonal panels.
We are interested in whether or not the results presented in sections 3.1 to 3.5 (the slow protein degradation case) and Appendix C (the fast protein degradation case) are sensitive to changes in parameters. To do this, we could perform a traditional parameter sensitivity analysis but this may lead us into unrealistic parameter regimes. Since we are particularly interested in realistic physiological parameters, we explore instead our noise comparison results using the above S. Pombe parameter sets. To do this, we compute the correlation distance between the model comparison results for slow and fast protein degradation cases and with those produced for the different S. Pombe parameter sets. I.e., we took the matrices used to create Figures 2-5 and Figures 12-13 and rearranged them into long vectors. We then created 2390 similar long vectors using different parameter values and computed the correlation distance (as implemented in the "Distances.jl" Julia package) between these vectors and those corresponding to the results presented in sections 3.1 to 3.5 and Appendix C. For two random variables X and Y the correlation distance is obtained by dividing their covariance distance by the product of their standard deviation distances. I.e., the correlation distance is
If the value produced is close to zero, the results can be considered to be qualitatively similar. Results are summarised in the following Figure 8 . We can observe negligible differences for the noise comparison results of model 3 vs. model 1 at the level of mRNA -which tells us that these results are particularly robust to changes in parameters. The other model comparisons have a similar structure, that is, the majority of parameter sets considered are close to the slow protein degradation case (distance less than 0.2) and a small fraction are close to the fast protein degradation case. We coloured the data points with the protein degradation rates which shows that the protein degradation rates dominate the results. However, it is possible to see a few genes for which the protein decay rate is relatively slow and the correlation distance exceeds 0.2. Figure 8: Distance correlation (computed using equation (14)) comparing noise comparison results for slow protein degradation case and fast protein degradation with 2390 unique S. Pombe parameter sets (Marguerat et al., 2012; Amorim et al., 2010; Christiano et al., 2014) . Black lines highlight distances of 0.2 for slow and fast protein degradation cases. Colour bar shows the range of values found for the protein decay rate of the 2390 S. Pombe proteins.
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Gene regulation networks involving transcription factors are inherently spatial and stochastic. Mathematical models of gene circuits with negative feedback regulation have up until now been dominated by phenomenologically derived ODE and well-stirred stochastic models. While these well-stirred models may be appropriate for the study of prokaryotic cells, eukaryotic cells are more spatially segregated. In eukaryotic cells, mRNAs that are synthesized in the nucleus must be exported to the cytoplasm to function in protein synthesis, whereas proteins must be transported into the nucleus from the cytoplasm to regulate the expression levels of genes. This motivated us to compare and contrast stochastic gene expression models with and without negative feedback loops in both eukaryotic cells (where transport between the nucleus and cytoplasm is included) and prokaryotic cells. By studying four separate models of gene expression noise (see Figure 1) in a systematic manner, we were able to understand how the differences in model structure influence the noise produced. We first wrote down the corresponding master equations describing the stochastic dynamics of each model (section 2.2). Since this master equation is neither analytically solvable nor computationally cheap to solve via stochastic simulation, we made use of a linear noise approximation. We verified the accuracy of this approximation by using long time simulations from the stochastic simulation algorithm for five different parameter regimes (see Appendix A). Using this linear noise approximation, we can solve the master equation cheaply and study a large portion of the translocation rate parameter space. We found that both the mRNA nuclear export rate and protein nuclear import rate had dramatic effects on the noise at both the mRNA and protein level.
It is known that both negative feedback and compartmentalisation can reduce gene expression noise (Savageau, 1974; Becskei and Serrano, 2000; Simpson et al., 2003; Swain, 2004; Boyer et al., 2005; Tao et al., 2007; Singh and Bokes, 2012; Bahar Halpern et al., 2015; Battich et al., 2015) . The central question we sought to address in this paper was: what effect does the combination of both negative feedback and compartmentalisation have on gene expression noise? In the process of investigating the answer to this question we first found that negative feedback does not necessarily reduce mRNA noise. In particular, if the abundance of proteins is low and mRNA abundance is high, we can observe an increase in mRNA noise. Next we found that if mRNA export and protein import are fast, then compartmentalisation can increase protein noise. Hence, neither negative feedback nor compartmentalisation can be said to robustly reduce noise in every parameter regime. Finally, we found that if mRNA nuclear export is fast and protein nuclear import is slow, then negative feedback and compartmentalisation together can increase noise at both the mRNA and protein level. This suggests that negative feedback may be a less efficient method of reducing gene expression noise in eukaryotes compared to prokaryotes. Overall, our results suggest that eukaryotic cells have more control over noise levels than prokaryotic cells. By controlling the rate of influx and efflux of molecules from the nucleus, the nucleus can act as a noise tuner.
While we made every effort to choose our parameters to be physiologically realistic, we wanted to explore how sensitive our noise comparison results were to changes in parameter values. A parameter sensitivity analysis may stray into physiologically unrealistic parameter regimes, so instead we gathered 2390 realistic parameter sets corresponding to different S. Pombe genes. We then computed the corresponding noise comparison results for each of these parameter sets. In order to judge how far they were from the original results presented, we then used a correlation distance metric which allowed us to gauge how sensitive our results were to using these different values. We found that our results were, in general, in agreement with those presented in the main paper, and those parameter sets that were not in agreement were instead close to the results presented in Appendix C.
In Appendix C we explored the noise properties of fast decaying proteins. We found compartmentalisation is more effective in reducing noise in fast decaying proteins. In the case of fast decaying protein, we also attempted to look for oscillations in our models with negative feedback but failed to find any significant peaks in the power spectral density. This confirms the notion that some nonlinearity in gene regulation is needed for observation of oscillatory behaviour. However, motivated by Wang et al. (2014) , we investigated the existence of stochastic oscillations or spike anti-bunching. For our choice of parameter set, in the well mixed negative feedback model (model 2), we failed to find conditions necessary for stochastic oscillations but in certain translocation rate regimes, we found that the negative feedback model with nuclear compartmentalisation (model 4) could produce stochastic oscillations, suggesting that transportation processes can facilitate stochastic oscillatory behaviour.
These results are relevant to the case of the Hes1 gene regulatory network, a known eukaryotic self repressing transcription factor. It has been shown that noise in Hes1 expression can lead to heterogeneous differentiation responses (Kobayashi et al., 2009) . It was argued by the authors that oscillatory dynamics contributed to this (Kobayashi and Kageyama, 2011) , however, the experimental data shows time series consistent with that which we present in Figure 6 (a), i.e., highly noisy but not exhibiting stochastic oscillations. Hence, it may be the case that the Hes1 mRNA and protein molecules are in the fast mRNA export, slow protein import regime we have identified which produces highly noisy gene expression. To test this idea further, we found a more recent study of Hes1 by Phillips et al. (2016) which contains time series data for Hes1 luminescence levels for 15 cells. Using these time series, we applied the same criteria for determining whether or not stochastic oscillations are observed as we did in section 3.6 and the results are shown in Figure 9 . We found that the data show superpoissonian transition times, consistent with the idea that Hes1 does not exhibit stochastic oscillations but instead is expressed in a highly noisy manner. In addition to studying naturally occurring negative feedbacks like Hes1, there has also been some interest in synthetically engineering negative feedback loops in mammalian cells (Tigges et al., 2009) with the aim of observing oscillatory dynamics. Our results suggests proper consideration of nuclear transport is important for effective design of such synthetic networks. Also, the role played by nuclear compartmentalisation highlights the fact that design principles that have emerged from system and synthetic biology studies in prokaryotes may not be readily transferable to the eukaryotic systems.
Although we have incorporated some spatial structure of eukaryotic cells in our model, individual molecule free diffusion within the cells is ignored. Some studies (Cottrell et al., 2012) have demonstrated that diffusion can affect the complexity of fluctuations in biochemical networks, while other studies have mathematically predicted that diffusion of transcription factors can significantly enhance the noise in gene expression (van Zon et al., 2006) , and Sturrock et al. (2014b) suggest that the spatially homogeneous approximations for bimolecular numbers do not agree with a one dimensional spatial model when the diffusion coefficients of molecules are slow. Therefore a further direction of our work is incorporating diffusive motion of mRNAs and proteins in our model, and studying how diffusion and molecular crowding affect the level of noise in eukaryotic gene expression, and exploring the difference between stochastic behaviours of the same biochemical network with compartments of different size. Also, the feedback mechanism presented in our model can be described as transcriptional auto-regulation. Within cells, however, there exist various types of feedback mechanisms, and their influence on noise can vary dramatically. Another further direction is therefore to include more possible feedback loops into our models of gene regulatory networks, and then study the effects of altering nuclear transport rates on noise in gene expression. In this study we have focused on intrinsic noise. Several studies have looked at the effect of feedback systems on extrinsic noise (Shahrezaei and Swain, 2008a; de Franciscis et al., 2016; Caravagna et al., 2013; Assaf et al., 2013) . In particular, it has been shown that negative feedback is effective in reducing extrinsic noise as well as intrinsic noise. We predict that nuclear retention is effective in reducing extrinsic noise affecting transcription but not translation. However, a full investigation of the interplay between nuclear transport and extrinsic noise should be performed in a future study. Finally, it is known that genes involved in autoregulatory feedback loops often must form dimers before they can bind to their own promoters (such as Hes, Her). Though there has been some progress made in elucidating the role of dimerisation in autoregulatory feedback loops (Sturrock et al., 2014a) , a systematic study of the impact of dimerisation on noise in such gene regulatory networks could prove fruitful. 5.00 × 10 −3 min −1 Table 3 : Different parameter sets used to check the accuracy of the LNA against the SSA Appendix A: Checking accuracy of the linear noise approximation using the stochastic simulation algorithm
Although, closed form analytical expressions are possible to obtain in some cases, we use the linear noise equations to numerically compute the noise in our different models for different parameter values. The LNA can be computed much faster than the stochastic simulation algorithm. In Figure 10 , we show how accurate it is for each model for different regions of the parameter set as defined in Table 3 . We plot the result of computing the CV 2 from a long time trajectory computed by the SSA (20,000 minutes) using the Gillespie algorithm (Gillespie, 1976) along with the approximation from the LNA. The error bar represents the coefficient of variation produced by the cumulative CV 2 from the long time trajectory. The LNA appears to produce a good approximation of the SSA result in all cases. Table 2 with T 1 and T 2 defined in Table 2 . Table 2 . the correlation distance between the model comparison results presented in the main paper with those produced for the different values of d 1 . As we did with the S. Pombe parameter study, we use the distance correlation metric and also check to see if including nuclear degradation affects the fast protein degradation results considered in the previous Appendix section. Results are summarised in the following Figure 14 . As we found for the S. Pombe parameter study, the model 3 vs. model 1 noise comparison is particularly robust to changes in the nuclear mRNA degradation rate. We can also observe negligible differences until d 1 is close to the value of d 2 and we can also see that the slow protein degradation case (considered in the main paper) is less sensitive to changing the nuclear degradation rate of mRNA than the fast protein degradation case. Figure 14: Distance correlation (computed using equation (14)) comparing noise comparison results for the slow protein degradation case and fast protein degradation case with noise comparison results produced using 500 nuclear degradation rates in the range (0, d 2 ) for the same models. Black lines highlight distances of 0.2 for slow and fast protein degradation cases. Colour bar shows the range of values explored for the nuclear degradation rate (d 1 ).
