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Summary
This thesis studies several methods for solving electromagnetic inverse scattering
problems, all of which are on the basis of the concept of subspace. The original
contributions of this thesis can be cataloged into two folds: Firstly, we not only
apply the multiple signal classification (MUSIC) method to locate small anisotropic
scatterers, dimensions of which are much less than the wavelength, but also propose
a new MUSIC algorithm that improves resolution and in the meanwhile is able to
deal with small degenerate scatterers; Secondly, we propose a new series of subspace-
based optimization methods (SOM) to solve the inverse scattering problems for
extended scatterers, including the nested SOM, twofold SOM, and improved SOM.
Based on the concept of subspace, we actually utilize the most stable part of the
measured scattered fields, thus, methods proposed in this thesis not only converge
fast but also are quite robust against noise. Various numerical simulations have
been carried out and validate the proposed algorithms.
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Chapter 1
Introduction
This thesis deals with inversion methods for solving electromagnetic inverse scatter-
ing problems, by which we use electromagnetic wave to probe the location, shape,
and physical characteristics of scatterers. Methods studied in the thesis include
those for small scatterers, dimensions of which are much smaller than the wave-
length of the illumination, and those for extended scatterers, dimensions of which
are comparable with the wavelength of the illumination. In this introductory chap-
ter, a brief survey of the topic is given, followed by original contributions of this
thesis and the structure of the thesis.
1.1 Background
When talking about inverse problem, one has to mention its counterpart, the for-
ward problem. We are usually used to describe a natural phenomenon by using a
physical model. For instance, we use Coulomb’s law to precisely describe the interac-
tion between two small charges, i.e., after knowing the quantities of two charges and
the distance between them, we can calculate the force on the two charges. We may
1
2define this problem as forward problem. Then, its counterpart, the inverse problem,
could be, knowing the force on the two charges and the quantities of charges, we
want to find out the distance between the two small charges. From this example,
we may summarize that inverse problem and forward problem actually are a pair
of problems regarding the same model but the input (condition) and output (solu-
tion) of these two types of problems are somewhat reversed [2] [3], e.g., in above
example, the distance between the two charges is the input of the forward problem
but the output of the inverse problem. After giving this initial impression of the
inverse problem, let us focus on the topic of this thesis, the electromagnetic inverse
scattering problem. It is the same procedure as above that, when we are talking
about the inverse problem, we need to refer to its counterpart. The electromagnetic
forward scattering problem, or the name we usually use, the electromagnetic scat-
tering problem, is the problem to find out electromagnetic scattered fields generated
by some obstacles or some inhomogeneous media. The inputs (conditions) are the
electromagnetic incident wave and the physical properties of scatterers, such as the
geometric distribution, the permittivity, and permeability of every scatterer. One
of the most famous electromagnetic scattering problem is the Rayleigh scattering
problem, which explains why the color of the sky is blue [4]. If we reverse the
solution and the conditions of the electromagnetic forward scattering problem, we
have the electromagnetic inverse scattering problem, i.e., by given the knowledge of
scattered fields, the incidences and maybe some other a priori information, we need
to find out the geometric distribution, like the shape and the location, and physical
parameters, like permittivity and (or) permeability, of scatterers [5].
Electromagnetic inverse scattering problems have played a central role in many
important civil and military applications in our daily life, such as in radar, non-
destruction detection, medical examination, cell-level imaging, semiconductor flaw
detection, etc.. Due to all these important applications, it is essential to develop
precise and fast methods to solve various inverse scattering problems. However,
3because of the intrinsic nonlinearity and (or) ill-posedness, the inverse scattering
problems usually can only be solved within some precision and the computational
cost is usually quite large.
The electromagnetic inverse scattering problems studied in this thesis can be
divided into two types: electromagnetic inverse scattering problems for point-like
scatterers (EISP-PLS), the dimensions of which are much smaller than the wave-
length of the illuminating waves; electromagnetic inverse scattering problems for
extended scatterers (EISP-ES), the dimensions of which are comparable with the
wavelength of the illuminating waves. These two types of problems are both nonlin-
ear, but are fundamentally different from each other from the view of whether the
problem is properly posed. In Hadamard’s sense [6], a problem is properly posed,
or well-posed, if
• The solution of the problem exists;
• The solution of the problem is unique;
• The solution of the problem is stable.
If the number of the detectors and the number of the incidences are both larger
than the number of the induced independent secondary point sources inside those
point-like scatterers, there is a well-determined gap between the large singular values
and small singular values of the multi-static response (MSR) matrix for these small
scatterers. Such a characteristic insures an injectivity between the scattered fields
and the induced secondary sources [7], and thus it is easy to construct a stable
inversion from the scattered fields to the induced secondary sources. In this sense,
according to above definition, the EISP-PLS are well-posed . If any of the above
three conditions cannot be fulfilled, the problem is improperly posed, or ill-posed.
The EISP-ES are ill-posed due to its compact scattering operator that maps the
induced current inside scatterers to the measured scattered fields [8, 9, 5]. Methods
4for solving EISP-PLS and EISP-ES are quite different, since one needs to deal with
the stability problem when solving the latter one.
Because EISP-PLS are properly posed, methods for solving these problems only
need to address the nonlinearity characteristic and try to give a more precise solution,
or in other word, try to obtain a better resolution under the condition of noise level.
Traditional methods, like beamforming method, do not have good resolving ability,
thus researchers turn to some methods that are based on the spectral information of
the measured scattering data, such as the two that have been intensively discussed
recently, including the Decomposition of the Time Reversal Operator (DORT, a
French acronym) [10–14] and Multiple Signal Classification (MUSIC) [11, 15–17, 7]
methods. Both methods are based on the singular value decomposition of the so-
called multi-static response (MSR) matrix. The main difference between these two
methods is that the DORT method needs scatterers are well-resolved in order to lo-
cate them, while MUSIC method is not constrained by such condition. Thus, MUSIC
method could obtain a better resolution than the DORT method does. However,
if one uses the DORT technique in a wide-band scenario, he can locate small scat-
terers embedded in inhomogeneous background, which is the time-reversal mirror
technique [18]. Despite its good resolving ability, MUSIC method was mainly used
in solving direction of arrival (DOA) problem in signal processing society [19–26] and
was only recently introduced into acoustical society for solving acoustic inverse scat-
tering problems. The transplant of MUSIC method from acoustic inverse scattering
problem to electromagnetic inverse scattering problem is not so straightforward due
to electromagnetic wave’s polarization characteristic, which may also supply some
margin to further develop the method. After obtaining the location of point-like
scatterers, scattering strengths of scatterers need to be retrieved either by iterative
method [15] or non-iterative method [1].
For EISP-ES, as aforementioned, due to the intrinsic ill-posedness, it is difficult
5to solve them. Research workers in mathematical society, physical society, and elec-
trical engineering society have devoted themselves in developing more stable and
more efficient solvers for decades. Chronologically, methods for one-dimensional
EISP-ES were first developed, followed by the methods for two-dimensional and
three-dimensional EISP-ES thanks to the amelioration of the fast computational
techniques and high performance computing equipments. Methods that have been
intensively discussed and used in practical scenarios could be cast into two large
groups: methods based on the integral equation solver of Maxwell equations and
methods based on the differential equation solver of Maxwell equations. These two
kinds of methods have their own advantages and disadvantages due to the forward
problem solver they adopt, e.g., the number of unknowns in methods based on dif-
ferential equation solver is usually larger than the one in methods based on integral
equation solver, but the former does not need the explicit expression of Green’s func-
tion while the latter needs [27]. In this thesis, the methods based on integral equa-
tion solver are investigated. Until nowadays, methods that are based on the integral
equation solver of Maxwell equations mainly include the Born iterative method [28],
distorted Born iterative method [29–32], modified gradient method [33], and con-
trast source inversion (CSI) method [34]. They use the integral equation solution
of Maxwell equations to set up an objective function that measures the mismatch
of the scattering data and (or) the mismatch of the induced current sources inside
the domain of interest. By minimizing such an objective function, the spatial dis-
tribution of permittivity and (or) permeability of scatterers could be obtained. Due
to aforementioned intrinsic nonlinearity and ill-posedness of this problem, iterative
optimization strategy and regularization are necessary. Usually, when the num-
ber of unknowns of the problem becomes large, the optimization usually converges
quite slow and thus the computational burden dramatically increases. Besides these
methods, there are some other methods that have been discussed in applied math-
ematical society, such as linear sampling method, factorization method, level set
method, etc. [35, 36]. The linear sampling method and factorization method be-
6long to the quantitative method that has quite low computation cost. However, as
mentioned by some researchers, they have difficulty in reconstructing the geometric
shape of scatterer that is not simply connected, such as an annular object [37].
The subject of this thesis is in two folds: First, to investigate MUSIC methods
for solving electromagnetic inverse scattering problems for point-like scatterers, so
as to obtain a better resolution; Second, to investigate methods for solving elec-
tromagnetic inverse scattering problems for extended scatterers, which makes the
optimization converge faster and obtain satisfactory reconstruction results, so as to
decrease the whole computational cost of the solver.
1.2 Original contributions and overview of the the-
sis
The original contributions of the thesis consist two parts: methods for solving EISP-
PLS and methods for solving EISP-ES, both of which are on the basis of the concept
of subspace. The subspace-based methods for solving EISP-PLS are introduced in
Chapter 3, while those for EISP-ES are introduced in Chapter 4. Before these two
chapter, in Chapter 2, some preliminaries are given, and the thesis is summarized
in Chapter 5. Following are the detailed construction of this thesis.
Chapter 2 reviews a forward problem model that is usually used in solving
inverse scattering problems, and several inversion techniques that are closely related
to our works. For the forward problem model, the coupled dipole method (CDM)
is derived. This method is on the basis of electric field integral equation (EFIE).
The singularity of the original EFIE is rigorously discussed. In the second part of
Chapter 2, several inversion techniques are discussed, for both point-like scatterers
and extended scatterers. First, the MUSIC that is used in solving acoustic inverse
7scattering problems and its preliminary usage in solving electromagnetic inverse
scattering problems for point-like scatterers is presented. Second, the inversion
technique based on EFIE for solving the electromagnetic inverse scattering problems
for extended scatterers are discussed, such as Born iterative method, distorted Born
iterative method, contrast source inversion method, and some other methods that
treat the whole inverse scattering problem as two separate physical processes: the
process of scattering from the induced secondary sources inside scatterers and the
process of inducing those secondary sources.
In Chapter 3, the application and extension of MUSIC method in solving the
electromagnetic inverse scattering problems for point-like scatterers are investigated.
First, based on the application in solving acoustic inverse scattering problems, a
new non-iterative retrieval method is proposed to retrieve the scattering strengths
after obtaining the locations of scatterers using MUSIC method. Second, MUSIC
method is applied to locate small anisotropic scatterers and the non-iterative re-
trieval method is extended to restore the scattering strength tensors of anisotropic
scatterers. Further, by utilizing the stable subspace of the MSR matrix and the
polarization characteristic of the electromagnetic wave, a new MUSIC method is
proposed to improve the resolving ability, which is also able to deal with small de-
generate scatterer whose scattering strength tensor is rank deficient or almost rank
deficient.
In Chapter 4, based on the concept of subspace, several methods for solving
electromagnetic inverse problems for extended scatterers are proposed, which could
converge fast to satisfactory results. To begin with, the sketch of the subspace-
based optimization method (SOM) is presented, and a multilevel scheme of applying
the method is followed. Based on the SOM, an even faster convergent method,
the twofold SOM, is proposed for solving the two-dimensional inverse scattering
problems. Before ending this chapter, a new current construction method is used
8to decrease the computational cost of the SOM and thus such an improved SOM
is able to solve three-dimensional electromagnetic inverse scattering problems for
extended scatterers.
Finally, in Chapter 5, summarization of this thesis is presented, as well as dis-
cussions of some aspects of the future work that may further improve the solver of
three-dimensional electromagnetic inverse scattering problems.
Chapter 2
Preliminaries
As mentioned in the introduction chapter, when talking about inverse problem, one
has to first mention its counterpart, the forward problem. In our topic, the forward
problem is the electromagnetic scattering problem, which has been studied for a
long time. Thus, in the first part of this chapter, a forward problem solver based on
the integral equation solution of the Maxwell equations is presented. Such forward
problem solver is used in solving the inverse scattering problems in the rest part of
the thesis. After introducing the forward problem solver, those methods mentioned
in the previous chapter for solving the electromagnetic inverse scattering problems
for both point-like scatterers and extended scatterers will be introduced.
2.1 Forward problem
As we know, the Maxwell equations consist of four equations, Faraday’s law, Am-
pere’s law, Gauss’ law for magnetic fields and Gauss’ law for electric fields, as








∇ · B = 0, (2.1c)
and
∇ ·D = ρ, (2.1d)
respectively, with E the electric field strength, H the magnetic field strength, D the
electric displacement, B the magnetic flux density, J the electric current density, and
ρ the electric charge density [4, 38]. These four equations describe the electromag-
netic wave’s behavior, i.e., the interaction between the electric fields and magnetic
fields. Besides, since the electromagnetic wave propagates in some medium, the in-
teraction between the wave and the medium is governed by the constitutive relations
as
D = ǫ · E, (2.2a)
B = µ ·H, (2.2b)
where ǫ = diag [ǫ1, ǫ2, ǫ3] is the permittivity tensor and µ = diag [µ1, µ2, µ3] is the
permeability tensor of the medium in which the wave propagates. We may catalog
various types of media into different types according to the different relationship
between the principal elements of the two tensors. When all principal elements in
the permittivity tensor (permeability tensor) are the same, the medium is called
electrically (magnetically) isotropic medium. When any of the principal element
of the permittivity tensor (permeability tensor) differs from the rest, the medium
is called electrically (magnetically) anisotropic medium. Such as the background
medium that we usually assume is the air with ǫ = diag [ǫ0, ǫ0, ǫ0] = Iǫ0 and µ =
diag [µ0, µ0, µ0] = Iµ0, meaning that the air is isotropic medium, where ǫ0 ≈ 8.85×
10−12 and µ0 = 4π×10−7. Because of these two constitutive relations, one sees that
when the electromagnetic wave encounters different media, the propagation of the
wave will be changed. The most usual behaviors of electromagnetic wave describing
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such changes include reflection, refraction, diffraction, and scattering. Now, we can
derive the integral solution of the Maxwell equations.
First, we need a solution of the scalar Helmholtz equation in source region. For
a continuous source ρ(r) in region D, it has been rigorously proven that the solution
of the scalar Helmholtz equation ∇2φ(r) + k20φ(r) = −ρ(r) is




g(r, r′)ρ(r′)dV (r′), (2.3)
for r ∈ D [39], where g(r, r′) = exp(ik0R)
4πR
with R = |r − r′| is the scalar Green’s
function in three-dimensional situation, φ0 is the unperturbed solution, and Vδ is
the principal volume containing r with surface SVδ . Next, following the procedure
in [40], we can obtain the integral equation solution of the Maxwell equation for
inhomogeneous medium by using (2.3). Now we assume that all inhomogeneous
regions are included in domain D with surface SD. From Maxwell equations and
the two constitutive relations, we have
∇2
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where k0 = ω
√
ǫ0µ0 is the wavenumber of the background medium, ǫr = ǫ/ǫ0 is
the relative permittivity tensor, µr = µ/µ0 is the relative permeability tensor,
and I is a 3 by 3 identity tensor. This equation is valid due to these conditions
∇ ·
[
E + (ǫr − I) · E
]
= ∇ ·D/ǫ0 = 0 and ∇ ·B = 0. If we consider the right-hand
side of the Eq. (2.4) as the secondary sources, this equation actually consists of






















By using identity g(∇′×A) = ∇′×(gA)−∇′g×A and ∫
v
∇′×AdV (r′) = ∫
s
nˆ×AdS,
the above equation could be written as
E(r) = E
inc













































where nˆ = nˆD is the unit vector outward normal to SD if r
′ ∈ SD, and nˆ = −nˆVδ
is the unit vector inward normal to SVδ if r
′ ∈ SVδ . The limit of the fifth term on
the right-hand side is zero, since on SD we have ǫr = I and on SVδ when δ → 0 the
scalar Green’s function g behaves as 1/R but the surface integration acts as R2 as
R → 0. So does the sixth term. Now only the third and the fourth terms need to
be addressed, and the details of which can be found in [40]. Ultimately, we arrive



































g(r, r′) is the dyadic Green’s function [38, 41, 42], and
L is a shape dependent dyad generated from the second term of the right-hand
side of Eq.(2.6). It can be shown that when the exclusion volume Vδ is a cube or
sphere, L = I/3 [40, 43–45]. Equation (2.7) is the well-known Lippmann-Schwinger
equation that governs the wave behavior in the inhomogeneous domain, which is also
the fundamental integral equation solution of the Maxwell equation. Based on this
solution, we derive a numerical method, the coupled dipole method (CDM) [46] or
the discrete dipole approximation (DDA) [47], which is used throughout the thesis.
From Eq.(2.7), one sees that the integration domain is the domain D including all
inhomogeneous media (of course, the contribution from the exclusion volume Vδ
is calculated in a different way). If one divides the whole domain D into many
subdomains, say M , Dm with m = 1, 2, . . . ,M , the volume integration in Eq.(2.7)
can be expressed as the summation of the volume integration on each subdomain.
Further, if the dimension of the subdomain is small enough when comparing to the
wavelength of the incident wave, we can assume that electric fields and magnetic
fields in each subdomain is constant, so do the permittivity tensors and permeability






























































































+ Imn , (2.8)
in which rm is the center of the subdomainDm, and ǫr,m and µr,m are the relative per-
mittivity and relative permeability tensors of the subdomain Dm, m = 1, 2, . . . ,M .
In the right-hand side of Eq. (2.8), the fourth and sixth terms are the contributions



























which, for different shapes of subdomain and exclusion volume, we need to specif-
ically calculate. Nevertheless, these two terms can be ignored when the dimension
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where we use the identity∇g×H = (∇×gI)·H and let χ(rn, rm) = (∇×g(rn, rm)I).





I + L · (ǫr − I)
]
· E, (2.11a)





I + L · (µr − I)
]
·H, (2.11b)










I + L · (µr − I)
]−1
·Htot, (2.12b)

















χ(rn, rm) · ζm ·H
tot
(rm), (2.13)









I + L · (ǫr,m − I)
]−1
, (2.14a)









I + L · (µr,m − I)
]−1
(2.14b)
for the mth subdomain. The multiplication of the electric (magnetic) scattering
strength tensor with the electric (magnetic) field could be interpreted as the induced
electric (magnetic) current. When we apply duality on Eq.(2.13), we can obtain its
















χ(rn, rm) · ξm · E
tot
(rm). (2.15)
Equations (2.13) and (2.15) are the two basic equations in CDM to calculate the
electric and magnetic fields inside the inhomogeneous domain, and we will use these
two equations as our forward problem model for solving the electromagnetic inverse
scattering problems, for both point-like scatterers and extended scatterers. The
method for solving of these two linear equation sets can be a direct solver when M
is not large, or an iterative solver when M is large, such as the conjugate gradient




































In this section, a more detailed survey on methods that are quite relevant to our
studies in this thesis is given.
2.2.1 Inversion methods for point-like scatterers
As mentioned in the previous chapter, the inverse scattering problems for point-like
scatterers are well-posed as long as the number of the detectors and the number
of the incidences are both larger than the number of the induced independent sec-
ondary sources. Thus, we only need to tackle the nonlinearity and try to obtain a
good resolution. The subspace-based methods supply a simple way to address the
nonlinearity of the problem, such as the decomposition of the time reversal operator
(DORT) method and multiple signal classification (MUSIC) method. Both methods
use the spectral information of the measured multi-static response (MSR) matrix.
For the purpose of locating scatterers by using an array of detectors, the DORT
method was first introduced in the society of acoustics in [51]. After that, research
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works published by the same group present thorough studies on this method in
acoustics, please see [10,13,52–55,18]. The DORT method is mainly applied to the
wide-band scenarios in acoustic applications, where the frequency of the acoustic
waves are usually quite low, such as in [56,57]. However, for electromagnetic waves,
the frequency range is much larger than the one of acoustic wave, meaning that the
wide-band DORT method (or the time-reversal mirror method) can only be used
in low frequency domain since the speed of the usually-used analog-to-digital (AD)
converter is too slow to record analog electromagnetic signal of which the frequency
is larger than several gigahertz [58–60]. Other than works mentioned above, some
other researchers proposed the time-reversal mirror method to the electromagnetic
wave locating in random media in microwave band, such as [61–64], due to its supe-
rior characteristics in random media (the time-reversal mirror method gains better
resolution in random media than in homogeneous media). Thus, as aforementioned,
due to the restriction of AD, the time-reversal mirror method cannot be applied in
high frequency scenarios to locate those very small objects, such as those in microm-
eter and nanometer scale. In narrow-band scenarios, the DORT method is not a
good candidate to locate targets in either acoustic or electromagnetic applications
because of the well-resolved condition constraint. For the DORT technique in acous-
tics, as mentioned in [10], since the eigenvectors of the time-reversal operator or the
singular vectors of the multi-static response matrix are the linear combination of the
background Green’s function generated at the position of each scatterer. Thus, only
when these Green’s function vector are orthogonal to each other, which is called the
well-resolved condition, can the energy scattered by one of these scatterers just fo-
cuses back on the same scatterer after reflecting by the time-reversal mirror and will
not generate disturbance at the location of other scatterers. As mentioned in [11],
such well-resolved condition actually is quite difficult to fulfill in practice. Thus, for
non-well resolved scatterers, the author suggested to use the multiple signal classi-
fication (MUSIC) method to locate small scatterers. For the electromagnetic case,
the DORT method has the same limitation [65].
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About MUSIC algorithm, it was first proposed to solve the direction of arrival
(DOA) problem [19]. In DOA problem, the received signal vector is the result of




a(θm)sm(t) + n, (2.17)
in which n is the noise, a(θ) = [a1(θ), a2(θ), . . . , aN(θ)] is the steering vector with
aj(θ) being the signal received by the j
th detector when the wave is incident from the
angle θ. Since the steering vectors are linear independent on each other, thus they
span the so-called signal space of the covariance matrix R = E {x · x∗}. Here, E {·}
means the expectation of a random variable. From the spectral theory of matrix,
the signal space is always perpendicular to the noise space, which is spanned by the
singular vectors corresponding to those very small singular values that is at the noise
level. The MUSIC algorithm uses such orthogonality between the signal space and
the noise space of the covariance matrix. Thus, if one already has the covariance
matrix R, one can use singular value decomposition (SVD) to obtain its singular




a∗ · Π · a (2.18)
goes to infinity when θ ∈ {θ1, θ2, . . . , θM}, where Π = Un · U
∗
n is obtained from the





n. Because of its simplicity,
the MUSIC algorithm had been intensively studied in signal processing societies
(please see [25], [26] and references therein). For DOA problem, it is found that the
MUSIC method behaves as the maximum likelihood method when the sample size
is large enough, which means that the efficiency of the MUSIC method is quite high
and the its lower bound of the covariance of the estimation is close the Cramer-Rao
bound [20, 26]. When the sample size is not large enough, the bias of the MUSIC
algorithm is not zero anymore [24].
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Actually, the steering function in DOA problem could be interpreted as the
far-field scalar Green’s function in three-dimensional scenario, i.e., the spherical
wave becomes plane wave in the far-field zone. Thus, researchers realized that the
MUSIC algorithm could be used to locate point-like scatterers in acoustic inverse
scattering problems [67, 15, 1, 68]. In solving the three-dimensional acoustic inverse
scattering problems for point-like scatterers, the measured data is still the multi-
static response (MSR) matrix. We now refer to as the background Green’s function
vector the received scattered field vector generated by a point source in a known
background medium. When the background medium is homogeneous, due to the
linear independency of the background Green’s function vector, it is obvious that
the signal space of the MSR matrix is spanned by the background Green’s function
vectors generated at every position of point-like scatterers. Thus, following the same





in which u∗p is the orthogonal basis of the noise space of the MSR matrix and G0(r) is
the background Green’s function vector generated at r. This indicator peaks at the
positions of scatterers. Here, the resolution of the indicator function only depends
on the level of noise.
After obtaining the positions of all scatterers, one needs to retrieve the scattering
strength of each scatterer. In [15], the author proposes an iterative method to
tackle this nonlinear problem. However, utilizing the linear independency between
the background Green’s function generated at different position, other researchers
propose a non-iterative method to solve the nonlinear retrieving problem [1]. Though
the precision of the non-iterative method may not be as good as the iterative method
(provided that the iterative method succeeds to retrieve), it does avoid the problem
that the iterative method may not converge in some cases and supply a simple way
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to solve the nonlinear problem.
Having successfully solved the acoustic inverse scattering problems for point-
like scatterers, the MUSIC algorithm was further implemented to solve the three-
dimensional electromagnetic inverse scattering problems for point-like scatterers re-
cently [17, 69]. For a small scatterer, the signal space of the MSR matrix is found
to be spanned by the background Green’s function vectors generated by the inde-
pendently induced secondary sources inside the small inclusion, i.e., with proper
illuminations, for a dielectric isotropic small inclusion there are three independently
induced sources and for a PEC isotropic small inclusion there are six independently
induced sources. Such a result means for a dielectric isotropic small inclusion the
rank of the MSR matrix is three, whereas for a PEC small inclusion, the rank is
six, while the illumination is properly conducted [12, 70]. Based on this, it is not
difficult to know in electromagnetic case, the rank of the MSR matrix is equal to the
independently induced secondary dipoles, including electric and magnetic dipoles,
in all scatterers. In [17], as an early attempt to implement the MUSIC method in
electromagnetic inverse problems, single scattering model is adopted for the well-
separated small isotropic inclusions, and an approximate model is proposed for the
closely spaced small isotropic inclusions, where two equivalent ellipsoids are con-
structed. In [69], the authors studied the half space situation for three-dimensional
isotropic small spheres, and they used single scattering model too. Besides, in
both [17] and [69], the method to retrieve the scattering strength of the scatterers
is not provided.
2.2.2 Inversion methods for extended scatterers
Different from the inversion methods for locating the point-like scatterers, methods
for retrieving the locations and shapes of extended scatterers from the measured
electromagnetic waves have been intensively studied for decades due to its signif-
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icance in many military and civil applications as well as in many branches of the
applied mathematics and physics. Thus, there are vast literatures in this topic that
have been published so far. In this subsection, a survey in methods that is closely
related to our studies is presented, i.e., methods based on the integral equation
solution of the Maxwell equations.
According to the definition of ill-posedness mentioned in the previous chapter,
the solution of the problem cataloged in this type could be in any situation of the
three types: the solution does not exist; the solution is not unique; the solution
is not stable. Fortunately, the existence and the uniqueness of the solution of the
electromagnetic inverse scattering problems in most general cases for either nonmag-
netic or nonelectric extended scatterers have been proven [5]. In some highly specific
cases, the uniqueness of the solution may not exist, and we shall not consider these
cases in this thesis. The instability of the solution of the problem mainly raises from















for r /∈ D, since the kernel of this integral operator, G(r, r′), is analytic [8, 9, 5]. As
mentioned in [8] and references therein, as long as the detectors are a few wavelength
away from the scatterers, the singular values of such an operator decays dramati-
cally and there are only finite number of singular functions corresponding to those
nontrivial singular values if there is noise in the measured scattering data (which
is always true in realistic cases). Such property of the scattering operator directly
results in the mismatch of the dimension of information data and the dimension of
the solution space. That is to say, there are always some part of the induced cur-
rent belonging to the noise subspace of scattering operator that we cannot obtain
from the scattered fields, regardless the setup of the incidence and the detectors (of
course, they should be in the far-field zone of the scatterers). These undetectable
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induced current is called non-radiating current [71], and because of the existence of
such non-radiating current, the spatial distribution of scatterers cannot be uniquely
determined when there is only one incidence [72]. Such nonuniqueness can, providen-
tially, be overcame by several incidences from different angles [5]. Nevertheless, the
aforementioned instability caused by the analytic kernel of the scattering operator
still exists. To tackle this ill-posedness, regularization scheme must be introduced
to stabilize the solution.
In most of the literatures dealing with this type of problems, Tikhonov regular-
ization method is the most common regularization scheme used to take care of the
ill-posedness of the problem, such as in [28, 29, 73, 8, 5, 74]. Besides the Tikhonov
regularization method, there are some other methods used to deal with the ill-
posedness, such as the multiplicative regularization scheme used in a series of the
contrast source inversion (CSI) methods [75–77], and truncated singular value de-
composition (TSVD) [78–80]. Among these three regularization methods, the TSVD
is the simplest, and it has been proven under some circumstances it is equivalent to
the most established Tikhonov regularization method [50].
Another difficulty, besides the ill-posedness, is the nonlinearity. Such as for
isotropic nonmagnetic scatterers, from Eq. (2.5), we have
E(r) = E
inc






{∇′ ×∇′ × [(ǫr − 1)E(r′)]} dV (r′), (2.21)
for r ∈ D. From this equation, one sees that the electric fields in domain D are
the linear function of the incident fields in D, thus, from Eq. (2.20), one knows
that the scattered fields are also linear to the incident fields in D. However, from
Eq. (2.20) and (2.21), the scattered fields are actually not a linear function of the
permittivity of the scatterers. Such nonlinearity complicates the whole problem
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and thus makes it much more difficult to be solved. Until now, one sees that the
electromagnetic inverse scattering problems for probing the dielectric profile of the
extended scatterers from the measured scattering data are underdetermined (due to
the mismatch of the dimension of the measured scattering data and the dimension of
the solution space) and nonlinear optimization problems. Some researchers proposed
some linear models to approximate the original nonlinear one in order to simplify the
whole optimization problem, such as the Born iterative method [28] and distorted
Born iterative method [29–32,81]. The Born iterative method directly use the Born
approximation as the forward problem model, i.e., the total electric fields inside the
integral operator is replaced by the incident fields in Eq. (2.20), which linearizes
the problem and consequently significantly simplify the problem. However, such
linearization severely limits its usage in a narrow scope where frequency is low and
the permittivity of the scatterers are close to the permittivity of the homogeneous
host medium. Unlike the Born iterative method which uses the same background
Green’s function throughout the optimization, the distorted Born iterative method,
during the optimization, uses the Green’s function that updated by considering the
dielectric profile obtained in the previous iteration as the background, for the usage
of the current iteration. Such amendment still keeps the forward model used in
every iteration is linear, and it is also capable of handling scatterers with large
permittivity.
In both Born iterative method and distorted Born iterative method, one needs
to solve once the forward problem in every iteration of the optimization. This is
actually a heavy computational burden when the domain of interest is large com-
pared to the wavelength. To avoid this, researchers find that it is possible to directly
solve the original underdetermined nonlinear optimization problem without repeat-
ing solving the forward problem in every iteration of the optimization. These meth-
ods include the modified gradient method [33,82] and the contrast source inversion
(CSI) method [34, 75, 77]. In modified gradient method, the solutions of the total
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electric fields and the dielectric profile in the domain of interest are being searched
simultaneously in every iteration, which, in comparison, are finished alternatively
in every iteration in CSI method. Both methods treat the whole inverse scattering
problem as a combination of two problems: the first is the linear scattering process
from the induced secondary sources to the scattered fields; the second is the exci-
tation of the induced secondary sources from the incident fields inside the domain
of interest. Thus they use quite similar objective functions that measures both the
mismatch of the scattering data and the mismatch of the fields inside the domain
of interest [33,34]. Such treatment clearly shows the origin of the ill-posedness and
the nonlinearity when solving the problem.
Apart from the aforementioned methods, there are some other methods, such
as level set method [36, 83, 84], methods based on the differential equation solution
(finite element or finite difference) of the Maxwell equations [85–87], and quantitative
method [7, 35, 88, 89]. These methods all have their advantages and disadvantages.
For instance, quantitative method can efficiently find the geometric support of the
simply connected scatterers, but it fails to do so when confronting those not simply




In this chapter, several methods for solving the electromagnetic inverse scattering
problems for point-like scatterers will be introduced. All these methods are based
on the multiple signal classification (MUSIC) method which utilizes the orthogo-
nality between the signal space and the noise space of the measured multi-static
response (MSR) matrix to locate the scatterers. As mentioned in Chapter 2, such
MUSIC algorithm has been applied to locate small obstacles by analyzing the acous-
tic scattering data. Differing from the acoustic wave, the electromagnetic wave has
the polarization information, which may bring us some additional margin to improve
the method and provide a good resolution. First of all, for acoustic inverse scattering
problems, a new robust non-iterative method is introduced to retrieve the scattering
strengths of small scatterers after obtaining their locations. Secondly, the MUSIC
algorithm is applied to locate anisotropic small scatterers by analyzing the scattered
electromagnetic fields, and extend the non-iterative retrieval method to the vectorial
electromagnetic case to obtain the scattering strength tensors of anisotropic scat-
terers. Further, it is found that the polarization information of induced secondary
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dipole sources can be utilized to improve the resolution and meanwhile deal with
those degenerate scatterers with rank-deficient scattering strength tensor. This new
MUSIC method is proposed in the third section of this chapter.
3.1 A robust non-iterative method for retrieving
scattering strength
The paper by Marengo and Gruber [1] proposes a noniterative method for solv-
ing the nonlinear inverse problem of retrieving the scattering strengths from the
multi-static response matrix after the estimation of the scatterers’ positions via the
multiple signal classification (MUSIC) method [15]. Marengo and Gruber’s nonit-
erative method avoids the convergence problem in the iterative method proposed
by Devaney et al. [15], and, by using the linearly independent property of both the
transmit and the receive background Green’s function vector, shown in Eqs. (3) and
(4) in [1], it can determine the scattering strengths exactly in the noise-free case.
However, in presence of noise, the inversion equations used in [1] are somewhat
inconsistent with the assumption on the linear independency of the transmit and
receive background Green’s function vector, which may lead to the inaccuracy of
the estimation of the scattering strengths, especially when the signal-to-noise ratio
(SNR) is low. The purpose of this section is to present a new noniterative method
which is based on the least squares technique and achieves a good estimation of the
scattering strengths in the presence of noise. The new least squares retrieval method
is tested through numerical simulations, and is compared with the method proposed
in [1].
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3.1.1 The least squares retrieval method
We first rewrite the multi-static response matrix of the scattering system in an
alternative form. Assume that there are M point scatterers located at Xm, m =
1, 2, . . . ,M , with scattering strength τm,m = 1, 2, . . . ,M , respectively. After placing
a transmitter array at Rt(i), i = 1, 2, . . . , Nt, and a receiver array at Rr(j), j =
1, 2, . . . , Nr, the multi-static response matrix generated by them could be written as
K = Gr0 · τ ·Gt, (3.1)
whereGt = [ψt(X1), ψt(X2), . . . , ψt(XM)]
T , andGr0 = [g0,r(X1), g0,r(X2), . . . , g0,r(XM)],
and τ = diag [τ1, τ2, . . . , τM ]. Note that ψt(Xm) and g0,r(Xm) have the same defini-
tions as those of [1], and they are defined by





τm′G0(Xm,Xm′ )ψt(Xm′ ), (3.2)
where g0,t(Xm) = [G0(Xm,Rt(1)), G0(Xm,Rt(2)), . . . , G0(Xm,Rt(Nt))]
T , and
g0,r(Xm) = [G0(Rr(1),Xm), G0(Rr(2),Xm), . . . , G0(Rr(Nr),Xm)]
T , (3.3)
with G0 being the background Green’s function.
Note that, we in this section make the same assumption as [1] does, i.e., M ≤
min(Nt, Nr). Such an assumption together with the independency between the M
Green’s function vectors g0,r(Xm) leads the situation that the rank of K matrix is
equal to M .
Equation (3.2) could be written as
(Q1 +Q2) · τ ·Gt = GTt0, (3.4)
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From Eq. (3.4), we have τ · Gt = (Q1 + Q2)−1 · GTt0, the substitution of which
into Eq. (3.1) yields the multi-static response matrix
K = Gr0 · (Q1 +Q2)−1 ·GTt0. (3.6)
After estimating the locations of the M scatterers, Gr0, Gt0 and Q2 become
known matrices, and the unknow scattering strengths τm, m = 1, 2, . . . ,M , are in
the diagonal of Q1.
If the singular value decomposition of an N by M (N ≥ M) matrix A is A =
U · Σ · V ∗, where ∗ denotes the conjugate transpose, the least squares solution [66]
for the overdetermined problem A · X = B is X = A†B, where A† = V · Σ′ · U∗




ii for Σii 6= 0 and Σ′ii = 0 for Σii = 0,
i = 1, 2, . . . ,M . First, treating (Q1 + Q2)
−1 · GTt0 in Eq. (3.6) as an unknown, we
obtain its least squares solution,
(Q1 +Q2)
−1 ·GTt0 = G†r0 ·K. (3.7)
Next, an equation for Q1 could be written, from Eq. (3.7), as
α ·QT1 = β, (3.8)
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Least Squares Retrieval Method
CRB
Result in Ref. 1
Figure 3.1: Comparison of the result obtained by least squares retrieval method
and that given in [1] for the case that the scatterers have same scattering strengths,
τm = 1, m = 1, 2, 3, 4. The errors are averages over 1000 repetitions. The CRB of
the estimation is also shown.
where α = (G†r0 · K)T and β =
[
GTt0 −Q2 ·G†r0 ·K
]T
. Thus, by using the least
squares method, the scattering strength for the mth scatterer is given by
τm = (α
†
m · βm)−1, (3.9)
where αm and βm denote the m
th column of matrices α and β, respectively, m =
1, 2, . . . ,M .
3.1.2 Numerical simulation
In order to test the least squares retrieval method and compare it with the nonitera-
tive method described in [1], we apply it to the same simulation geometry used in [1]
and [15]. For the purpose of eliminating the effect of the errors in the estimation
of the positions of the scatterers, we, following the second and third experiments
in [1], assume that the correct positions of the scatterers are already known. Be-
sides, we adopt the same method used in [1] to add the additive white Gaussian
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noises to the multiple scattering data. The accuracy of the estimates is quantified
by a normalized percent error, which is also the same as that used in [1], defined
by E = 100 · ‖τˆ−τ¯‖
‖τ¯‖
, where ‖·‖ denotes the L2 vector norm, τ¯ = [τ1, τ2, . . . , τM ]T is
the actual value of the scattering strengths, and τˆ is the estimation of the scatter-
ing strengths. All the errors in our numerical experiments are averages over 1000
repetitions. In our first experiment, we assume that all the scatterers’ scattering
strengths are the same, τm = 1, m = 1, 2, 3, 4. The retrieval result using the least
squares approach is shown in Fig. 3.1, in which, for the convenience of comparison,
we also plot the result of the second experiment in [1]. We clearly see that, the
least squares retrieval method gives a better estimation than the method in [1] does.
The reason why the least squares method outperforms the one proposed in [1] is
that one of the inversion formulas in [1], i.e., the lower equation of Eq. (6), is in-
consistent to some degree with the independency of the receive background Green’s
function vector in the presence of noise, which can be seen upon the substitution of
Eq. (2) to Eq. (6) in [1], whereas the least squares retrieval method makes no such
assumption and meanwhile it minimizes the error in L2 form. The retrieval result is
also compared with the Cramer-Rao bound (CRB), which expresses a lower bound
on the variance of estimators [90]. Using the formulas in the appendix of [68], we
calculate the Fisher matrix I, and take the trace of the inverse of the Fisher matrix
as the CRB of the total variance of the four scattering strengths. In Fig. 3.1, we
observe that the result obtained by the proposed algorithm is close to that dictated




, see the derivation in Appendix A). In the second
experiment, the scattering strengths are changed into τm = m, m = 1, 2, 3, 4, and
the result is shown in Fig. 3.2. In this experiment, we see that the least squares
retrieval method also achieves a better result compared with the results shown in
Fig. 3 of [1]. Furthermore, comparing with the result shown in Fig. 3.1, we find that
although the scattering strengths have been changed, the accuracy of the estimates
almost remains the same, which indicates that the performance of the method is
stable. In the third experiment, keeping τm = 1, m = 1, 2, 3, 4, and without moving
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Least Squares Retrieval Method
CRB
Figure 3.2: Normalized percentage of the estimation errors for the case that the
scatterers have different scattering strengths, τm = m, m = 1, 2, 3, 4. The errors are
averages over 1000 repetitions. The CRB of the estimation is also shown.
the scatterers, we increase the number of the transceivers from 7 to 31, and the
transceiver array is still centered along the x axis at z = 0 and having six wave-
lengths’ interelement separation. The result obtained by the least squares retrieval
method is shown in Fig. 3.3. Compared with the result in Fig. 3.1, we see that the
performance of the least squares retrieval method is improved. In both Figs. 3.2
and 3.3, the results obtained by the proposed algorithm are close to those dictated
by the CRB, respectively.
3.1.3 Summary
Benefiting from the error minimization property, the least squares retrieval method
presented in this section could achieve a better estimation of the scattering strengths
than the one obtained by the method proposed in [1]. In addition, its performance
could further be improved by increasing the number of the transceivers. Thus,
the least squares retrieval method is a robust non-iterative method, which could be
implemented after the estimation of the positions of the scatterers by some methods,
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Least Squares Retrieval Method
CRB
Figure 3.3: Normalized percentage of the estimation errors for the case that the
number of the transceivers is 31 and the scatterers have same scattering strengths,
τm = 1, m = 1, 2, 3, 4. The errors are averages over 1000 repetitions. The CRB of
the estimation is also shown.
such as the time reversal MUSIC method.
3.2 MUSIC imaging method for small anisotropic
scatterers
As an early attempt to implement the MUSIC method in electromagnetic inverse
problems in [17], single scattering model is adopted for the well-separated small
isotropic inclusions, and an approximate model is proposed for the closely spaced
small isotropic inclusions, where two equivalent ellipsoids are constructed. The pur-
poses of this section are two folds. First, by using the Foldy-Lax equation, we
derive the multiple scattering model for the small anisotropic spherical scatterers
whose principle elements of the permittivity and permeability tensors are different
from the background homogeneous medium’s permittivity and permeability, respec-
tively, based on which the MUSIC method is implemented to obtain the positions of
the scatterers. Second, the non-linear problem of retrieving the scattering strength
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tensors and the orientations of the principle axes of each scatterer is tackled by
the extended method of the non-iterative analytical method introduced in previous
chapter. The proposed methods are tested through two numerical simulations. The
first simulation is the far-field imaging and the retrieval of the scattering strength
tensors of the well-separated scatterers, while the second one is the near-field imag-
ing and the retrieval of the scattering strength tensors of the scatterers that are
close to each other, and the latter shows that the multiple scattering effect (MSE)
cannot be ignored in order to obtain an accurate estimate of the scattering strength
tensors.
3.2.1 Formulas for the forward problem of the multiple-
scattering small anisotropic spheres




2, . . . , r
′
N ,
each of which consists of 3 small dipole antennas oriented in the x, y and z direction
with length dix, diy, diz and driving current Iix, Iiy, Iiz, respectively, i = 1, 2, . . . , N .
We also assume that M small anisotropic spherical scatterers with radii am are
located at rm , m = 1, 2, . . . ,M . The permittivity and permeability tensors of


























































































Figure 3.4: The definition of the rotation angles φn,m, θn,m and ϕn,m, where e
(l)
n,m is
the lth electric (n = E) or magnetic (n = H) principle axis of the mth scatterer,





m are the permittivity and permeability element aligned





H,m as indicated in Fig. 3.4, respectivly, l = 1, 2, 3 and m = 1, 2, . . . ,M . Note that
ǫ
(l)
m 6= ǫ0 and µ(l)m 6= µ0, where ǫ0 and µ0 are the permittivity and permeability of
the background homogeneous medium, respectively, l = 1, 2, 3 and m = 1, 2, . . . ,M .
The rotation transforming matrix Ξn,m is the function of the rotation Euler angles
φn,m ∈ [0, 2π], θn,m ∈ [0, π] and ϕn,m ∈ [0, 2π] [91], which are defined as the ones
shown in Fig. 3.4, n = E,H and m = 1, 2, . . . ,M .
For the M small spherical scatterers, we have kam ≪ 1, where k is the wave
number of the background medium, m = 1, 2, . . . ,M . Thus, from Eqs. (2.13) and
(2.15), or by using the Foldy-Lax equation for small inclusions [15] [92] [93] [94],













































0 (rj) and H
in
0 (rj) are the incident electric and magnetic fields excited by
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the antenna array at the position of jth scatterer, j = 1, 2, . . . ,M , G(r, r
′





) is the dyadic Green’s function of the background medium and g(r, r
′
) =
eikR/4πR with R =






























































are the electric and magnetic scattering strength tensors of the mth scatterer ob-
tained from Eqs. (2.14a) and (2.14b) by using Eqs. (3.10a) and (3.10b), respectively,
m = 1, 2, . . . ,M (which also can be found in [95]).
Here we use the same definition of χ(rn, rm) = (∇ × g(rn, rm)I) as the one in
Chapter 2. Then, (3.11a) and (3.11b) can be written in the matrix form,




















































where the superscript T denotes the transpose, and both
Λ = diag
[

















1 , −iωµ0G(r1, r2), −iωµ0G(r1, r3), . . . , −iωµ0G(r1, rM)
−iωµ0G(r2, r1), ξ
−1
2 , −iωµ0G(r2, r3), . . . , −iωµ0G(r2, rM)
−iωµ0G(r3, r1), −iωµ0G(r3, r2), ξ
−1














0, χ(r1, r2), χ(r1, r3), . . . χ(r1, rM)
χ(r2, r1), 0, χ(r2, r3), . . . χ(r2, rM)














1 , −iωǫ0G(r1, r2), −iωǫ0G(r1, r3), . . . , −iωǫ0G(r1, rM)
−iωǫ0G(r2, r1), ζ
−1
2 , −iωǫ0G(r2, r3), . . . , −iωǫ0G(r2, rM)
−iωǫ0G(r3, r1), −iωǫ0G(r3, r2), ζ
−1


































which leads to a linear equation system describing the scattered electric fields at the
positions of all the antenna units
E
s






















is a 3N -dimensional vector, and Ω =[
G0,−X0
]




































N , r1), iωµ0G(r
′
N , r2), iωµ0G(r
′











































N , r1), χ(r
′
N , r2), χ(r
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The incident fields at the positions of all scatterers, i.e., ψ
in











 ·D · I = P ·D · I, (3.21)
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where D = diag [d1x, d1y, d1z, d2x, d2y, d2z, . . . , dNz] and
I = [I1x, I1y, I1z, I2x, I2y, I2z, . . . , INz]
T .
By using (3.19), (3.13), and (3.21), the voltage induced by the scattering fields
at each component of the antenna array could be obtained via
V = D · Es
= D · Ω · Λ · ψint
= D · Ω ·Q−1ψin0
= D · Ω ·Q−1 · P ·D · I
(3.22)
where V = [V1x, V1y, V1z, V2x, V2y, V2z, . . . , VNz]
T . Thus, the multi-static response
(MSR) matrix can be represented as
K = D · Ω ·Q−1 · P ·D. (3.23)
By reciprocity, we know that the MSR matrix K is symmetric.
3.2.2 Inverse scattering problem
The implementation of the MUSIC algorithm for estimating the positions
of the scatterers
For point-like targets, the MUSIC algorithm has been proved to be applicable in
acoustics [15], which shows that the range space of the MSR matrix is spanned by the
background Green’s function vectors evaluated at the scatterer locations. For the
electromagnetic case, however, the background Green’s function is a dyadic function.
From the expression of MSR matrix in (3.23), we find that, for the small anisotropic
spheres whose principle elements of the permittivity and permeability tensors are
different from those of the background homogeneous medium, if 6M < 3N , the rank
40
of the 3N by 3N MSR matrix is 6M , and the range space of the MSR matrix is
spanned by the background Green’s function vectors corresponding to the x, y and z
components of the electric and magnetic dipoles induced in each scatterer, i.e., Sr =
Span
{
Gx(ri),Gy(ri),Gz(ri),Xx(ri),Xy(ri),Xz(ri); i = 1, 2, . . . ,M
}
, where Gx(ri),
Gy(ri) and Gz(ri) are the [3(i− 1) + 1]th, [3(i− 1) + 2]th, and [3(i− 1) + 3]th col-
umn of matrix G0, respectively, and Xx(ri), Xy(ri) and Xz(ri) the [3(i− 1) + 1]th,
[3(i− 1) + 2]th, and [3(i− 1) + 3]th column of matrix X0, respectively. This is sim-
ilar to the analysis of the time-reversal operator in [12] and is due to the fact that,
for small anisotropic spheres whose principle elements of the permittivity and per-
meability tensors are different from those of the background medium, the x, y and
z directions’ electric and magnetic dipoles could be excited independently in each
scatterer. Thus, the total 6M background Green’s function vectors, Gx(ri), Gy(ri),
Gz(ri), Xx(ri), Xy(ri) and Xz(ri), i = 1, 2, . . . ,M , are linearly independent. From
the singular value decomposition analysis [66], the MSR matrix could be represented
as K · vp = σpup and K
∗ · up = σpvp, where the superscript ∗ denotes the Hermi-
tian, so that the null space of the MSR matrix is Sn = Span {up; σp = 0}. Due
to the orthogonality between the range space Sr and the null space Sn, we have∣∣u∗pGl(rm)∣∣ = 0 and ∣∣u∗pXl(rm)∣∣ = 0, for σp = 0, m = 1, 2, . . . ,M and l = x, y, z.







∣∣u∗pGl(r)∣∣2 +∑l=x,y,z ∣∣u∗pXl(r)∣∣2] , (3.24)
which becomes infinite at the position of each scatterer.
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The non-iterative analytical method for retrieving the scattering strength
tensors
After estimating the positions of the scatterers, we need to retrieve the scattering
strength tensors of each scatterer, and this is a nonlinear problem considering the
multiple scattering effect (MSE). However, instead of using the iterative method
proposed in [15], one can solve such a nonlinear problem through linear approach
used in acoustics [1] or the one presented in the previous section. In [1], in order to
obtain the scattering strength of a scatterer, the fact that the background Green’s
function vectors are linearly independent is used to generate M equations. One of
these equations, referred to as the prime equation hereafter, is used to solve for the
scattering strength whereas the other M − 1 equations act as constraints. In the
absence of noise, theM−1 constraints are satisfied and the solved scattering strength
is exact. However, in the presence of noise, these constraints are violated and solving
for the scattering strength from the prime equation alone results in relatively large
error. In comparison, the method in Chapter 2 does not have constraint equations
and uses least squares method twice to minimize errors of the estimates of scattering
strengths, which is shown to be more robust than the method presented in [1] in
the presence of noise. Here we apply the method proposed in the previous section
to the present electromagnetic problem. First, taking Q
−1 ·P as unknows in (3.23),
one obtains its least squares solution given by
Q
−1 · P = Ω† · K˜, (3.25)
where K˜ = D

















and Q2 = Q−Q1.
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After estimating the positions of the scatterers, the matrices Ω, P and Q2 are
known, and the unknown scattering strength tensors ξm and ζm are embedded in
Q1. From (3.25), we have an equation for Q1
Y ·QT1 = Z (3.27)
where Y = (Ω
† ·K˜)T and Z =
[
P −Q2 · Ω
† · K˜
]T
with † denoting the psuedoinverse

















m = 1, 2, . . . ,M . Here, matrices Y j and Zj are defined as
Y j =
[
Y 3(j−1)+1, Y 3(j−1)+2, Y 3(j−1)+3
]





where Y i and Z i are the i
th column of matrices Y and Z, respectively, j = 1, 2, . . . , 2M ,
and i = 1, 2, . . . , 6M . Note that the solutions given by (3.28a) and (3.28b) are exact
for the noise-free situation, and are the least squares solutions in the presence of
noise.
In order to obtain the transforming tensors ΞE,m and ΞH,m for the m
th scatterer,
which tell the orientations of the electric and magnetic principal axes of the scat-
terers, we apply the eigenvalue decomposition to the scattering strength tensor ξm
and ζm, respectively, and (3.12a) and (3.12b) show that the resulting eigenvectors
give the information of transforming tensors ΞE,m and ΞH,m, m = 1, 2, . . . ,M .
The above derivation is for the case where the MSE is considered. When the
MSE is ignored, we let Z = P
T
and follow the same aforementioned procedure.




Two numerical simulations are presented in this section to test the proposed inver-
sion methods. The first one deals with the far-field imaging and retrieval of the
scattering strength tensors of two well-separated targets, and the second one is for
the near-field imaging and retrieval of the scattering strength tensors of four targets
close to each other. Both of the two simulations were carried out under the assump-
tion that the scattering data are contaminated with noise. We first calculated the
forward problem to give the MSR matrix K by using (3.23), and then we added
the additive white Gaussian noise to the MSR matrix. The noise level is quantified







‖κ‖ , where κ is the
additive white Gaussian noise and ‖·‖ denotes the Frobenius norm of a matrix [15].
In the numerical simulations, the MSR matrix is the arithmetic mean of 10 noisy
MSR matrices. Such a procedure simulates a practical operation in which the MSR
matrix is given by an arithmetical average of 10 measurements.
After applying the non-iterative retrieval method described in section III, we





m = 1, 2, . . . ,M . The accuracy of the estimation of the scattering strength tensors












∣∣ςm,ij∣∣2 × 100%, (3.29)
where ς
′
m,ij is the element of the estimated electric scattering strength tensor ξ
′
m
(or the estimated magnetic scattering strength tensor ζ
′
m), and ςm,ij is the actual
element of the electric scattering strength tensor ξm (or the magnetic scattering
strength tensor ζm), m = 1, 2, . . . ,M .
In the following two simulations, all the orientations of the principle axes of each
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scatterer are generated randomly. The frequency of the electromagnetic wave was
set to be f = 100 MHz. Each antenna unit used in the simulations has three antenna
orientated in x, y, and z directions with the same length dix = diy = diz = λ/50,
i = 1, 2, . . . , N , where λ is the wavelength in vacuum of the electromagnetic wave
at frequency f = 100 MHz.
Imaging and retrieval of the scattering strength tensors of the well-
separated spheres
In the first numerical simulation, two scatterers with the same radius am = λ/30
were placed in the z = 0 plane with the x and y coordinates (0, 0), and (0, λ), and





m = [3 + (−1)m] ǫ0
ǫ
(2)
m = [4 + 0.5(−1)m+1] ǫ0
ǫ
(3)






m = [2 + 0.5(−1)m]µ0
µ
(2)
m = [2.5 + 0.25(−1)m]µ0
µ
(3)
m = [3 + 0.75(−1)m+1]µ0
, (3.30)
m = 1, 2. The orientations of the electric and magnetic principle axes were randomly
chosen.
There were 16 antenna units employed in this simulation, half of which were
aligned along the x axis while the other half aligned along the y axis in the z = 10λ
plane. The two linear arrays were centered directly above the origin of the coordinate
system with 5λ separation distance between neighboring units. The simulation was
carried out under the SNR from 15 dB to 30 dB. The normalized pseudo-spectrum
at z = 0 plane at 15 dB SNR is shown in Fig. 3.5(a), which shows that the MUSIC
algorithm could give a good estimation of the positions of the scatterers even though
the SNR is low. After reading the positions from the pseudo-spectrum image, the
non-iterative analytical method was applied to retrieve the polarization tensors,
and results are shown in Fig. 3.5(b) for the SNR from 15 dB to 30 dB. In Fig.
45
(a) The normalized pseudo-spectrum at z = 0 plane at 15
dB SNR;











Electric polarization strength tensor with considering MSE
Magnetic polarization strength tensor with considering MSE
Electric polarization strength tensor without considering MSE
Magnetic polarization strength tensor without considering MSE
(b) The percentage errors of the estimations of the scatter-
ing strength tensors when the position errors are included;











Electric polarization strength tensor with considering MSE
Magnetic polarization strength tensor with considering MSE
Electric polarization strength tensor without considering MSE
Magnetic polarization strength tensor without considering MSE
(c) The percentage errors of the estimations of the scatter-
ing strength tensors when the position errors are excluded.
Figure 3.5: Pseudo-
spectrum image and
the accuracy of the
retrieval of the scat-
tering strength ten-
sors for two small
anisotropic spheres
located at (0, 0) and
(0, λ).
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3.5(b), although the inaccuracy of the estimation of the polarization tensors mainly
decreases as the SNR increases, there are some fluctuations. Since the non-iterative
retrieval method depends on the measured MSR matrix and the positions of the
scatterers, the inaccuracy of the final estimations is caused by the noise contained
in the MSR matrix and the errors in the estimation of the positions. We attribute
the fluctuations in Fig. 3.5(b) mainly to the errors in the estimation of the positions.
To verify this, we further assume that the correct positions of all the scatterers are
already known (Q2, P , and Ω are chosen to be the actual values), and the result
excluding the position errors is shown in Fig. 3.5(c). Comparing the results shown
in Fig. 3.5(b) and Fig. 3.5(c), we clearly see that, after excluding the position
errors, the errors of the estimation of the polarization tensors are much smaller and
the fluctuations are also much smaller, which is due to the noise in the MSR matrix.
Such a correlation between the position errors and the errors of the estimations of the
polarization tensors has also been mentioned by Devaney et al. in [15]. Furthermore,
as we expected, there is no appreciable difference between the results obtained by
the non-iterative analytical retrieval method with and without considering the MSE,
since the separation between the two small spheres is far enough.
Imaging and retrieval of the scattering strength tensors of the closely-
separated spheres
In our second numerical simulation, the total of four scatterers with same radius
am = λ/30 were placed in the z = 0 plane with the x and y coordinates (0, 0),
(0, λ/12), (λ/12, 0) and (λ/12, λ/12), and the permittivity and permeability ele-
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m = [3 + (−1)m + 0.1m] ǫ0
ǫ
(2)
m = [4 + 0.5(−1)m+1 + 0.1m] ǫ0
ǫ
(3)






m = [2 + 0.5(−1)m + 0.1m]µ0
µ
(2)
m = [2.5 + 0.25(−1)m + 0.1m]µ0
µ
(3)
m = [3 + 0.75(−1)m+1 + 0.1m]µ0
,
(3.31)
where m = 1, 2, 3, 4. The orientations of the electric and magnetic principle axes
were randomly chosen.
There were 45 antenna units employed in this simulation which were located in
three circles. The three circles, whose centers were at the origin and radii were λ/3,
were placed in xy, yz and xz planes, respectively, with 15 antenna units uniformly
distributed along the perimeter of each. The simulation was taken under the SNR
from 40 dB to 55 dB. The normalized pseudo-spectrum at z = 0 plane at 40 dB SNR
is shown in Fig. 3.6(a), from which we see that the MUSIC method obtains a good
estimation of the position of each scatterer. The estimations errors of the electric
and magnetic scattering strength tensors including the position errors (position data
are read from the image data) and excluding the position errors (assuming that the
correct positions of all scatterer are known) are shown in Figs. 3.6(b) and 3.6(c),
respectively. Different from the results in the previous simulation for the well-
separated spheres, either including or excluding the position errors, the accuracy
of the estimations of the scattering strength tensors was improved obviously by
considering the MSE, indicating that the multiple scattering between closely spaced
spheres cannot be ignored in this case. Furthermore, comparing these two results,
we also conclude that the high percentage errors of the estimations at low SNR is
mainly contributed by the inaccuracy of the position estimations.
48


























(a) The normalized pseudo-spectrum at z = 0 plane at
40 dB SNR;












Electric polarization strength tensors with considering MSE
Magnetic polarization strength tensors with considering MSE
Electric polarization strength tensors without considering MSE
Magnetic polarization strength tensors without considering MSE
(b) The percentage errors of the estimations of the scat-
tering strength tensors when the position errors are in-
cluded;













Electric polarization strength tensor with considering MSE
Magnetic polarization strength tensor with considering MSE
Electric polarization strength tensor without considering MSE
Magnetic polarization strength tensor without considering MSE
(c) The percentage errors of the estimations of the scat-
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By using the Foldy-Lax equation, we find that, for the small anisotropic spheres
whose principle elements of the permittivity and permeability tensors are different
from the permittivity and permeability of the background homogeneous medium,
respectively, if the number of the non-zero singular values of the MSR matrix is
smaller than the number of the antennas, i.e., 6M < 3N , the range of the MSR ma-
trix is spanned by the total 6M background Green’s function vectors corresponding
to the x, y and z components of the electric and magnetic dipoles induced in each
scatterer. Therefore, the MUSIC algorithm could be implemented to locate the
small anisotropic spherical scatterers based on this model. After estimating the po-
sitions of the scatterers, we propose a non-iterative analytical method to retrieve
the scattering strength tensors as well as the orientations of the principle axes of
each scatterer. Two numerical experiments show that, the MUSIC algorithm could
obtain a good estimation of the positions of the scatterers both well-separated and
closely-separated, and the non-iterative analytical retrieval method obtains a better
result after considering the MSE between the closely distributed scatterers. Thus,
the nonlinear inverse scattering problem for the multiple-scattering small anisotropic
spheres is solved by using two linear methods: the MUSIC algorithm to locate the
scatterers, and the non-iterative analytical retrieval method to obtain the scattering
strength tensors as well as the orientations of the principle axes of each scatterer.
When some of the principle elements of scattering strength tensors (not all) are
the same as the ones of the background medium, the induced electric or magnetic
dipole will be laid in a specific plane or direction, which means the scattering strength
tensor is rank-deficient. Such a problem can be solved by the method introduced in
the following section.
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3.3 MUSIC imaging method with enhanced res-
olution
The multiple signal classification (MUSIC) algorithm has been of great interest in
the inverse scattering community since it was proposed to locate point-like scatterers
in 2000 [96].The positions of the small objects are retrieved from the multistatic re-
sponse (MSR) matrix generated by an array of transceivers [11,15,97,7,17]. MUSIC
imaging was first applied to acoustic imaging, where scalar field is involved. The test
function used to generate the MUSIC pseudo-spectrum is the Green’s function of the
background medium associated with a monopole source [16, 15, 7]. Recently, MU-
SIC algorithm was generalized to electromagnetic imaging of small three-dimensional
isotropic targets [17] and anisotropic targets (shown in the previous section). In case
of electromagnetic scattering, the induced sources inside small objects are electric
dipoles and/or magnetic dipoles, not monopoles any more. The test function that is
used to generate the MUSIC pseudo-spectrum is chosen to be the Green’s function
of the background medium associated with an electric or magnetic dipole source
with an arbitrary orientation [17].
This section focuses on two phenomena in electromagnetic MUSIC imaging that
are different from the ones in acoustic MUSIC imaging. The first is regarding the
spatial resolution in the presence of noise. In acoustic imaging, the test function
used to generate MUSIC pseudo-spectrum is the Green’s function of the background
medium associated with a monopole source. In electromagnetic imaging, the test
function that is used to generate the MUSIC pseudo-spectrum is chosen to be the
Green’s function of the background medium associated with an electric or magnetic
dipole. Although the test dipole can be oriented in any direction in the noise free case
for the non-degenerate scatterers, the MUSIC pseudo-spectrum depends noticeably
on the orientation the test dipole in the noisy scenario. The second phenomena is
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regarding degenerate scatterers in which only one or two independent components
of an electric or magnetic dipole are induced inside some small scatterers due to
special shape or composing material of the scatterers. For example, a needle-like
or disk-like small object may present only one or two dominant components of
induced electric dipoles. For an anisotropic small sphere, when some components
in the principal axes of the permittivity tensor are equal to the permittivity of
the background medium, the number of independent electric dipole components are
less than three. In degenerate cases, standard MUSIC algorithms [17] do not work
because the arbitrarily chosen direction of test dipole is not necessarily located in
the space spanned by actually induced independent dipole components.
In this section, we propose an algorithm to obtain the direction of the test
dipole that yields optimal resolution, and it can also deal with degenerate cases.
Compared with the previous MUSIC algorithms proposed in the previous section
and in [17] that search for the test dipole direction so that the corresponding Green’s
function vector is orthogonal to the noise space that is the orthogonal complement
to the range of the MSR matrix, the proposed algorithm in this section determines
the test dipole direction so that the corresponding Green’s function vector is in
the space spanned by the dominant eigenvectors of the MSR matrix. The analysis
of the induced electric dipoles in eigenstates provides the physical insight of the
proposed method. The theoretical and numerical results show that the amplitudes
in three directions of the optimal test dipole direction are not necessarily in phase,
i.e., the optimal test dipole may be not corresponding to a physical direction in the
real three-dimensional space. The proposed algorithm was tested through numerical
simulations and was found to not only provide better resolution than the standard
MUSIC algorithm but also work well in the presence of degenerate objects.
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3.3.1 Forward scattering problem
Consider M three-dimensional nonmagnetic small objects that are illuminated by
time-harmonic electromagnetic waves radiated by an array of N antenna units. The
antenna units are located at r′1, r
′
2, . . . , r
′
N, and each consists of 3 small dipole anten-
nas oriented in the x, y and z direction with the same length l and driving current
Iix, Iiy, Iiz, respectively, i = 1, 2, . . . , N . The M scatterers can be of any shape, but
we consider only spherical and ellipsoidal objects in this section for ease of present-
ing. The size of each scatterer is much smaller than the wavelength so that Rayleigh
scattering occurs. The centers of the scatterers are located at r1, r2, . . . , rM. The
scatterers are made of isotropic or anisotropic materials. The shape and composing
material of each small scatterer determine its polarization tenor ξj [95,98], which re-
lates the induced electric current dipole Il(rj) inside the object to the total incident
electric field Eint (rj) by Il(rj) = ξj · Eint (rj), j = 1, 2, . . . ,M . The expression for ξj
for isotropic and anisotropic spheres and ellipsoids can be found in Ref. [95]. In this
section, we assume the scatterers are non-magnetic and the background medium is
the free space.
Following a similar procedure shown in the previous section, the multi-static
response (MSR) matrix that relates the scattered fields to the driving current dipoles
is given by
K¯ = R¯ · Λ¯ · (I3M − Φ · Λ)−1 · T¯ , (3.32)
where R(i, j) = iµ0G¯0(r
′
i, rj), T = R
T
, Λ¯ = diag
[
ξ1, ξ2, . . . , ξM
]
, I3M is a 3M -
dimensional identity matrix, µ0 is the permeability of the free space, and Φ(j, j
′) is
null for j = j′ or is iµ0G¯0(rj, rj′) for j 6= j′ with G¯0(r, r′) being the dyadic Green’s
function in free space [38]. The MSR matrix is characteristic of the collection of
scatterers for given sets of transceivers at the frequency of operation.
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3.3.2 The MUSIC algorithm with enhanced resolution
Standard MUSIC algorithm
The MSR matrix K maps C3N , the vector space of complex 3N -tuples, to its range
Sr ⊆ C3N . From the singular value decomposition (SVD) analysis [66], the MSR ma-
trix could be represented asK ·vp = σpup andK
∗ ·up = σpvp, p = 1, 2, . . . , 3N , where
the superscript ∗ denotes the Hermitian. The vector space C3N can be decomposed
into the direct sum of the range Sr = span{up, σp > 0} and the orthogonal comple-
ment space Sn = span{up, σp = 0} that is referred to as the noise space. Consider
non-degenerate scatterers in the absence of noise, three independent electric current
dipole components are induced in each scatterer, and the scattered field Es is in the
space S0 spanned by the background Green’s function vectors associated with the x,
y, and z components of electric dipoles evaluated at the position of each scatterer,
i.e., Es ∈ S0 = span
{
Gx(rj), Gy(rj), Gz(rj); j = 1, 2, . . . ,M
}
, where Gx(rj), Gy(rj)
and Gz(rj) are the [3(j − 1) + 1]th, [3(j − 1) + 2]th, and [3(j − 1) + 3]th columns of
matrix R, respectively. The Green’s vectors Gl(r) evaluated at an arbitrary position
r can be defined similarly. In this case, it is easy to conclude that the two subspaces
Sr and S0 are identical [11, 15]. Due to the orthogonality between the range Sr
and the noise space Sn, we have
∣∣u∗pGl(rm)∣∣ = 0 and for σp = 0, m = 1, 2, . . . ,M
and l = x, y, z. The standard MUSIC algorithm in [17] and in the previous section





where the test function f(r) can be any linear combination of Gx(r), Gy(r), and
Gz(r). The pseudo-spectrum becomes infinite at the position of each scatterer.
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MUSIC algorithm with the optimal test dipole direction
In degenerate cases, however, since the independent electric dipoles induced in a
degenerate scatterer is less than three, the arbitrarily chosen direction of test dipole
is not necessarily located in the space spanned by actually induced independent
dipole components. Thus the standard MUSIC algorithm may fail to detect the
degenerate scatterer. In addition, even if there is no degenerate scatterers, when the
scattered fields are noise contaminated, the performance of the MUSIC algorithm is
found to noticeably depend on the orientation of the test dipole.
To find the optimal test dipole direction, it is equivalent to determine a ∈ C3
subject to ||a|| = 1, so that the solution x to the equation
K · x = G(r) · a (3.34)
is the most robust in the presence of noise, where G(r) = [Gx(r), Gy(r), Gz(r)]. The







The eigenvalue is in non-increasing order, σ1 ≥ σ2 ≥ . . . ,≥ σ3N ≥ 0. The least




u∗i ·G(r) · a
σi
vi. (3.36)
Note that the value of 1
σi
is large for a small σi. To obtain a stable solution x, we
should find a so that u∗i ·G(r) · a is non-zero for only the first few items. Due to the
orthogonality of ui, we need to find a so that G(r) · a is a linear combination of the
first few ui, i.e.,
L∑
i=1
λiui = G(r) · a. (3.37)
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The proposed MUSIC algorithm is based on the analysis of the induced electric
current dipoles in the eigenstate, which is referred to as the eigen-dipole hereafter.







G(rj) · J(i)j , i = 1, 2, . . . , L. (3.38)
In the absence of noise, Eq. (3.38) is exactly hold, whereas in the presence of
noise, the quantities in the left is approximately equal to that of the right and their








j = G(r) · a. (3.39)
There are two cases to be considered: (a) when the test position r is not at any of
the scatterers, rj , and (b) r is at one of the scatterers.
Note that the Green’s function vectors in G(r) are linearly independent to each
other [7, 17]. When the test position r is not at any of the scatterers, Eq. (3.39)
is hold only when a = 0 and λi = 0. Therefore, for any dipole direction a, which
satisfies ||a|| = 1, u∗i · G(r) · a is not equal to zero for all 3N left singular vectors
ui. In this case, the solution x is the linear combination of all 3N right eigenvectors
vi as shown in Eq. (3.36). The norm of x is large and it is not stable due to the
presence of small σi.










j λi = 0, j = 2, 3, . . . , N. (3.41)








are linearly dependent, where J
(i)
is a column vector of length 3M consisting of
J
(i)
j , j = 1, 2, . . . ,M . Therefor, when the test point r is at one of the scatterers, the
value of minimum L is equal to one plus the total number of independent dipoles
induced in other scatterers. For example, for M isotropic spheres, the value of L
equals to 3M − 2. It is stressed that the algorithm also applies to degenerate cases.
When the nontrivial λi, i = 1, 2, . . . , L obtained from Eq. (3.41) are plugged into
Eq. (3.40), the resulting a is generally a complex value. When we force the vector a
to be real, more eigen-states are needed to solve Eq. (3.41). Thus from Eq. (3.36),
we know that the solution is not as robust as the one obtained from the previous
complex a.
An empirical approach to determine the approximate value of L is to find the
total number of dominant singular values from the spectrum. The test dipole di-
rection is determined by finding a ∈ C3 subject to ||a|| = 1, so that G(r) · a is
close to the space spanned by the first L dominant eigenvectors ui, i.e., we aim at
a minimum projection angle between the vector G(r) · a and the space spanned by
the eigenvectors ui, i = 1, 2, . . . , L:
a = argmaxa
∑L
i=1 |u∗i ·G(r) · a|2
|G(r) · a|2
. (3.42)
From the general eigenvalue decomposition, we obtained the solution a that is







, where U = [u1, u2, . . . , uL]
∗. Then, the











where amax is the optimal direction obtained by Eq. (3.42).
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Figure 3.7: Singular values and pseudo-spectrum obtained by the standard MUSIC
algorithm in noise free case. (a) The 10 base logarithm of the singular values of
the MSR matrix (j = 1, 2, . . . , 48). (b), (c) and (d) are the 10 base logarithm of
the pseudo-spectrum in y = x + 0.112λ plane obtained by the standard MUSIC
algorithm with test dipoles in x, y and z directions, respectively.
3.3.3 Numerical simulation
The inversion method proposed in previous section is tested through numerical sim-
ulations in two scenarios, noise free case and noise-contaminated case.
We assume that three small spheres are located at r1 = (0.084λ, 0.196λ, 0.084λ),
r2 = (−0.168λ,−0.056λ,−0.112λ) and r3 = (−0.196λ,−0.084λ, 0.140λ), where the
first two are isotropic spheres with their permittivity ǫ1 = ǫ2 = 2ǫ0 with ǫ0 the
permittivity of the background free space, and the third one is a rotated anisotropic
sphere with its permittivity tensor ǫ3 = diag [ǫ0, 3ǫ0, 9ǫ0] and rotation Euler angles
(as defined in the previous section) (ψ, φ, θ) = (π/4, π/3, 3π/8). The three spheres
are electrically small with the same radius a = λ/30. Note that the smallest distance
between two of the three spheres is 0.255λ (the distance between the second and
the third scatterers), and, for the convenience of depiction of the test results, all
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Figure 3.8: Pseudo-spectrum obtained by the proposed MUSIC algorithm in noise
free case. (a), (b), (c) and (d) are the 10 base logarithm of the pseudo-spectrum in
y = x+ 0.112λ plane obtained by the proposed MUSIC algorithm corresponding to
the L = 4, 5, 6 and 7 cases, respectively.
three spheres are chosen to locate in the y = x + 0.112λ plane. Furthermore, from
the constitutive parameters of the scatterers, we know that there are up to eight
independent secondary sources that could be induced inside the three scatterers.
There are 16 antenna units employed in this simulation, half of which were
aligned along the y axis while the other half aligned along the z axis in the x = −13λ
plane. The two linear arrays were centered at (−13λ,−9λ, 11λ) with 5λ separation
distance between neighboring units.
For the noise free case, the MSR matrix is calculated by Eq. (3.32) under the
aforementioned circumstance. The singular values of the MSR matrix are shown
in Fig. 3.7(a), in which we see that the first eight singular values are much larger
than the rest, since they are corresponding to the eight singular vectors spanning the
signal space. Fig. 3.7(b), Fig. 3.7(c) and Fig. 3.7(d) are the pseudo-spectrum in y =
x+0.112λ plane obtained by the standard MUSIC method using x-, y- and z-oriented
test dipole, respectively. Not surprisingly, the standard MUSIC algorithm can only
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Figure 3.9: Pseudo-spectrum obtained by the proposed MUSIC algorithm in noise
free case when the test dipole is constrained to be real. (a), (b), (c), (d), (e) and (f)
are the 10 base logarithm of the pseudo-spectrum in y = x+ 0.112λ plane obtained
by the proposed MUSIC algorithm corresponding to the L = 4, 5, 6, 7, 8 and 9
cases, respectively.
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Figure 3.10: Singular values and pseudo-spectrum obtained by the standard MUSIC
algorithm in noise-contaminated case (30dB). (a) The 10 base logarithm of the
singular values of the MSR matrix (j = 1, 2, . . . , 48). (b), (c) and (d) are the pseudo-
spectrum in y = x+0.112λ plane obtained by the standard MUSIC algorithm with
test dipoles in x, y and z directions, respectively.
find the first two isotropic spheres and fail to locate the third degenerate anisotropic
target. Here, since the pseudo-spectrum value is too large at the positions of the
scatterers, we plot the base 10 logarithm of it, and the horizontal and vertical axes in
Fig. 3.7(b), Fig. 3.7(c) and Fig. 3.7(d) are the x and z coordinate of spatial points
in y = x+0.112λ plane, so do the cases hereafter. By using Eq. (3.43), the pseudo-
spectrum obtained by the proposed MUSIC algorithm are shown in Fig. 3.8 with
L = 4, 5, 6 and 7. From these results, we see that, to locate the first two isotropic
spheres, we only need L = 6, but, to locate the third degenerate anisotropic sphere,
we need L = 7. This is due to the reason that when locating one of the first two
isotropic spheres, the rest two spheres have only five independent induced dipoles,
which means that L = 6 is sufficient for Eq. (3.41) to have exact solutions; but, if
we want to locate the third degenerate sphere, the rest two isotropic spheres have
totally six independent induced dipoles, thus only when L = 7 can we solve Eq.
(3.41). For the L = 4 and 5 cases, since the L is not large enough to solve Eq.
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Figure 3.11: Pseudo-spectrum obtained by the proposed MUSIC algorithm in noise-
contaminated case (30dB). (a), (b), (c), (d), (e) and (f) are the pseudo-spectrum in
y = x+ 0.112λ plane obtained by the proposed MUSIC algorithm corresponding to
the L = 4, 5, 6, 7, 8 and 9 cases, respectively.
(3.41), none of the three scatterers can be located precisely. If L is further increased
to 8 and 9, the result will be the same as the one in L = 7 case, which are not
presented here. If we constrain the test dipole to be real, i.e. a in Eq. (3.42) and
Eq. (3.43) is real, the pseudo-spectrum is shown in Fig. 3.9. We see that L needs
to be larger in order to locate the scatterers, i.e., to locate the first two isotropic
spheres L need to be at least 7, while to locate the third degenerate sphere L at least
8. Such a phenomenon was expected based on the analysis in the previous section.
For the noise-contaminated case, we add additive white Gaussian noise to the
MSR matrix. The noise level is quantified by the signal to noise ratio (SNR) in dB
62
Figure 3.12: Pseudo-spectrum obtained by the proposed MUSIC algorithm in noise-
contaminated case (30dB) when the test dipole is constrained to be real. (a), (b),
(c), (d), (e) and (f) are the pseudo-spectrum in y = x + 0.112λ plane obtained by
the proposed MUSIC algorithm corresponding to the L = 4, 5, 6, 7, 8 and 9 cases,
respectively.







‖κ‖ , where κ is the additive white Gaussian noise and ‖·‖ denotes
the Frobenius norm of a matrix [11]. In this simulation, 30dB white Gaussian noise
is added. Fig. 3.10(a) shows the singular values of the noise-contaminated MSR
matrix, in which the singular values corresponding to the noise space are much
larger than those in the noise free case. In such a case, if we apply the standard
MUSIC algorithm to locate the scatterers, the pseudo-spectrum obtained by the
test dipoles in x, y and z direction are shown in Fig. 3.10(b), Fig. 3.10(c) and
Fig. 3.10(d), respectively, which show that all the three test dipole directions fail
to locate any of the three scatterers. By using the proposed MUSIC algorithm, the
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pseudo-spectrum are drawn in Fig. 3.11. In Fig. 3.11, for the L = 4, 5, 6 and 7
cases, similar phenomena can be observed as in Fig. 3.8, however, for the L = 8
and 9 cases, some unwanted disturbance appear in between the second and the third
spheres, which show that the singular vector corresponding to the eighth singular
value is contaminated by the noise to an extent so that it cannot be regarded as in
the signal space anymore. We further constrain the test dipole to be real and obtain
the results shown in Fig. 3.12, from which we clearly see that the third sphere
cannot be located precisely. This result could also be predicted from the results
shown in Fig. 3.9 and Fig. 3.11. From Fig. 3.9 we know that to locate the third
degenerate case we need the information from the singular vector corresponding to
the eighth singular value which however has be moderately contaminated by noise
according to the result shown in Fig. 3.11.
3.3.4 Conclusion
A MUSIC algorithm with choosing the optimal test dipole direction has been pro-
posed in this section, which could not only obtain a better resolution than the
standard MUSIC algorithm does but also be able to deal with the degenerate scat-
terers. Based on the analysis of the eigenstate of the MSR matrix, the proposed
MUSIC algorithm determines the test dipole direction so that the corresponding
Green’s function vector is in the space spanned by the dominant eigenvectors of the
MSR matrix. In addition, the optimal test dipole direction are not necessarily in
phase, i.e., the optimal test dipole may be not corresponding to a physical direc-
tion in real three-dimensional space. The proposed algorithm was tested through
numerical simulations. Such an algorithm is a good candidate imaging method in




After introducing inversion methods for solving the electromagnetic inverse scatter-
ing problems for small scatterers, now in this chapter, inversion methods for solving
the electromagnetic inverse scattering problems for extended scatterers are investi-
gated, the dimension of which are comparable to the wavelength of the illuminations.
All the methods introduced in this chapter are based on the subspace-based opti-
mization method (SOM), so this method is introduced in the first section of the
chapter. Immediately after the introduction of SOM, a slightly different SOM, a
nested SOM, is presented, which adopts the nested scheme to increase the efficiency
of SOM. In the second section of this chapter, a new method is proposed, the twofold
subspace-based optimization method (TSOM), which has much better the conver-
gence rate than the original SOM. The TSOM is tested in two-dimensional TM case.
Finally, an improved SOM with a new current construction method is investigated
in the last section of this chapter, and the implementation of the improved SOM in
solving the three-dimensional electromagnetic inverse scattering problems is given.
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4.1 SOM and nested SOM
Algorithms for solving the inverse scattering problem of determining the dielectric
profile of bounded scatterers embedded in some known background usually deal
with the Lippmann-Schwinger equation that relates the fields inside the scatterers
to the incident fields. Due to the intrinsic ill-posedness and nonlinearity of inverse
scattering problem, iterative optimization methods with regularization are used to
minimize some objective function measuring the mismatch of the scattering data and
(or) the mismatch of the induced current sources inside the scatterers, such as in the
Born iterative method [28], distorted Born iterative method [29], and source-type
inversion method [99, 34, 75, 100]. Developed from the subspace-based method tar-
geting at the point-like scatterers in the section 3 of Chapter 3, the subspace-based
optimization method (SOM) was proposed to solve the inverse scattering problem
for extended scatterers [101]. In SOM, the main idea is to determine part of the in-
duced current by analyzing the spectral properties of the mapping from the induced
current to the scattered fields, and obtain the rest ambiguous part via optimization
method. Compared to the contrast source inversion (CSI) method, SOM finds sev-
eral similarities and meanwhile has faster convergence rate [102]. Besides, SOM has
a good robustness against noise.
4.1.1 The subspace-based optimization method
In this section, we introduce the original SOM. Here, we consider an inverse scatter-
ing problem in two-dimensional (2D) setting with transverse magnetic (TM) time
harmonic illuminations. Let’s say there are Ni plane waves incident from different
angles onto the domain of interest D (D ⊂ R2, the background 2D homogeneous
medium), where nonmagnetic scatterers are located, and these plane waves give
incident fields Eincl (r¯), l = 1, 2, . . . , Ni, r¯ ∈ D. For each incidence, the scattered
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fields are detected by Nr antennas located at r¯
′
j, j = 1, 2, . . . , Nr. With all these
information, including every incident field inside the domain of interest and the cor-
responding scattered fields at the positions of all detectors, we need to determine the
dielectric profile ǫ(r¯), r¯ ∈ D. The governing equation inside the domain of interest is
the Lippmann-Schwinger equation, which is a continuous integral operator mapping
from the incident fields to the total fields inside the domain of interest. For the
convenience of computing, the domain of interest D is usually discretized into many
small subunits whose dimensions are much smaller than the wavelength and whose
centers are located at, say, r¯m, m = 1, 2, . . . ,M , so that the continuous integral op-
erator in Lippmann-Schwinger equation becomes a summation of contributions from
every subunit as we did in Chapter 2. Such discretization could lead to the so-called
coupled dipole method (CDM) or discrete dipole approximation (DDA) [103, 49].
From CDM or the Eq. (2.13), for the lth incidence, the total incident field at the
mth subunit is





ik0η0g (r¯m, r¯n) ξnE
tot
l (r¯n), (4.1)
where k0 = ω
√
ǫ0µ0 and η0 =
√
µ0/ǫ0 are respectively the wavenumber and impedance
of the background medium, g (r¯m, r¯n) is the 2D Green’s function of the background
medium, and ξn is the scattering strength that relates the total incident field and
induced current I totl (r¯n) at r¯n with I
tot
l (r¯n) = ξnE
tot
l (r¯n). In 2D TM scenario,
ξn = −ik0An[ǫr(r¯n) − 1]/η0, where An is the area of the nth subunit and ǫr(r¯n) is
























ik0η0g(r¯m, r¯n) form 6= n and 0 form = n, and Eincl = [Eincl (r¯1), Eincl (r¯2), . . . , Eincl (r¯M)]T.
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Here, the superscript T denotes the transpose operation. Similarly, the integral op-
erator relating the induced current and the scattered fields could also be expressed
as the summation of the contribution from all the subunits,
E
sca




















and GS(j,m) = ik0η0g(r¯
′
j, r¯m) for
j = 1, 2, . . . , Nr and m = 1, 2, . . . ,M .
Since the inverse scattering problem is usually underdetermined, i.e. Nr and
Ni are both much smaller than M , and due to the fact that GS contains zero and
very small singular values, it is impossible to directly determine I
tot
l by (4.3). Thus,
it is convenient to split the induced current into two parts: a deterministic part
I
d
l and an ambiguous part I
a
l , the former of which could be obtained by (4.3) and
the later by the optimization method. The singular value decomposition of GS tells
GS · vSj = σSj uSj , j = 1, 2, . . . ,M , with the basis vSj spanning the current space
while uSj the scattered field space. Here the superscript S denotes the mapping
GS. Assuming that the singular values are a descending sequence, i.e. σ
S
m ≥ σSn
if m < n, the first L (say L < Nr) current basis, v
S
j , j = 1, 2, . . . , L, construct







































j = 1, 2, . . . , L, and the superscript ∗ denotes the Hermitian operation while super-
script + refers to the dominant current subspace, the subspace corresponding to
the dominant singular values. From (4.4), we clearly see that in order to reduce
the impact of noise contained in the contaminated measured E
sca
l , it is necessary to
choose an appropriate value of L so that the σSL is above the level of noise. On the































, with the latter
being the unknown coefficients. Here the superscript − refers to the subordinate
current subspace, the subspace corresponding to those subordinate singular values.
Having expressed the induced current in the aforementioned way, it is convenient
to define the objective function. Firstly, it is natural to give the mismatch of the
scattered fields by
∆fiel =





l are as in (4.4) and (4.5), respectively, and ‖·‖ denotes the L2 norm.
The current equation in (4.2) is another key equation to satisfy, so we could have
the mismatch as
∆curl =
∥∥∥A · α−l − Bl∥∥∥2 , (4.7)
where A = V
−
S − ξ · GD · V
−
S and Bl = ξ · (E
inc
l + GD · I
d
l ) − I
d
l . The coefficients
vector α−l is obtained in least squares sense as
α−l = (A
∗ · A)−1 · A∗ ·Bl. (4.8)






∥∥Escal ∥∥2 +∆curl / ∥∥∥Idl ∥∥∥2
)2
. (4.9)
The optimization is to minimize the above objective function. In SOM, the Levenberg-
Marquardt (LM) algorithm is used for this nonlinear minimization problem.
In SOM, parameter L controls the convergence rate, and there is a successive
range for the value of L in which SOM could converge at the optimal speed. This
is mainly due to the fact that, when the deterministic part of the current is already
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obtained from the scattered fields, the dominant part of the scattered fields is auto-
matically matched whereas the mismatch of the remaining subordinate part of the
scattered fields only contribute little to the total objective function (4.9). The larger
the L is, the smaller the mismatch of the scattering data. In this case, the algorithm
only needs to construct the ambiguous part of the current within the subordinate
current subspace V
−
S to balance the total induced current at the first few iterations
of the optimization when the mismatch of the induced current is still much larger
than the mismatch of the scattering data. Consequently, at the very beginning of
the optimization, this mechanism lets the algorithm avoid simultaneously matching
the scattering data and the induced current, and consequently reduces the complex-
ity of the problem. Such a mechanism actually accelerates the optimization. Here
we need to accentuate that if we increase the value of L so that σSL is below the
noise level, although the mismatch of the scattering data is further depressed, the
noise contaminated deterministic part of the current could spoil the optimization.
From this point of view, the SOM actually uses the truncated SVD to deal with the
ill-posedness of the scattering operator GS.
4.1.2 The nested SOM
In order to give a precise description of the scattering behavior of the interested
domain, the dimension of the subunits usually needs to be small enough, which
however leads to the increase of the number of the unknowns. If the SOM directly
worked on such a fine mesh, the convergence rate of the algorithm may be slow.
Fortunately, in [102], it has been shown that, the SOM is robust against noise.
Inspired by this, although a coarse mesh induces some imprecision into the forward
problem model used in the objective function, the impact of such imprecision could
be considered as noise and the SOM may still be able to handle such noise. Thus,
in this section we proposes the following multilevel SOM:
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1. Use air as the initial guess and run SOM with a coarse mesh, in which the
convergence is usually fast;
2. Linearly interpolate the result generated at the first step onto a fine mesh;
3. Use the interpolated result as the initial guess for SOM with the finer mesh
used in second step and the algorithm may converge within a few steps.
To test this scheme, we used the ’Austria’ profile with an annular and two disks
[76] [100], which were with relative permittivity ǫr = 2 and located in an interested
domain of a 2 m by 2 m square as shown in Fig. 4.1. The annular is centered at (0
m, -0.2 m) with inner radius 0.3 m and outer radius 0.6 m. The two disks both are
with the same radius 0.2 m and their centers locate at (-0.3 m, 0.6 m) and (0.3 m, 0.6
m). 20 plane waves at 400 MHz from 20 different directions, uniformly distributed
in [0, 2π), were employed as illuminations, while 40 receivers collected the scattered
fields, which were evenly distributed around a circle with radius of 5λ (λ = 0.75m
is the wavelength of the background air). The simulations were using the scattering
data, calculated by MOM method with a 150 × 150 mesh grid, with 10% additive
white Gaussian noise. We chose L to be 15 through all simulations, and the initial
guesses for 20× 20, 30× 30 and 40× 40 grid mesh were air. In Fig. 4.2, we see that
100 iterations, the result obtained using 20× 20 grid mesh was good. Using 30× 30
grid mesh, the algorithm did not converge after 100 iterations but gave a contented
result after 150 iterations, as shown in Fig. 4.3 and 4.4, respectively. However,
when we went further to try 40 × 40 grid mesh, the algorithm failed to converge
even after 1000 iterations, as shown in Fig. 4.5. Finally, we linearly interpolated
the result obtained using 20× 20 grid mesh onto a 64× 64 grid mesh, and used it as
the initial guess for the optimization with the 64× 64 grid mesh. After 5 iterations,
the algorithm gave a satisfied result as in Fig. 4.6.
From this test, we clearly see that, by using the result obtained with a coarse














Figure 4.1: The original dielectric
















Figure 4.2: Reconstruction result ob-














Figure 4.3: Reconstruction result ob-













Figure 4.4: Reconstruction result ob-
tained using 30 × 30 mesh grid after
150 iterations.
nested SOM supplies a better efficiency than the original SOM. Such characteristics
actually can be interpreted as a regularization effect. When using the coarse mesh,
the integral operators referred to in this problem are projected to a subspace with
smaller dimension compared to the subspace produced by a fine mesh, thus they have
a better robustness against noise [104]. Once a reasonable initial result is obtained,
a fine mesh is used to restore the accuracy of reconstruction. Such nested scheme
















Figure 4.5: Reconstruction result ob-
















Figure 4.6: Reconstruction result ob-
tained using 64 × 64 mesh grid after
5 iterations with result in Fig. 4.2 as
the initial guess.
4.2 Twofold SOM
Based on SOM, this section proposes an optimization method that further accel-
erates SOM by utilizing the spectral property of the mapping from the induced
current to the fields inside the scatterers. The ambiguous part of the induced cur-
rent in SOM is constructed by a new set of orthogonal basis. All these basis are
chosen according to their influence on the fields inside the domain of interest. If only
the most influential basis are used, the optimization will be carried out in a subspace
with much smaller dimension than that in SOM. With such current construction,
the nested scheme [105–107] could be used to further accelerate the optimization.
In all, using the spectral properties of two current-to-field mapping operators, such
a twofold subspace-based optimization method is able to control the convergence
speed of the optimization by using different numbers of the current basis.
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4.2.1 The twofold SOM
In this section we propose a new twofold SOM. Firstly we need to introduce a new
way to construct the ambiguous part of the current. From the analysis in section
2, we know that in SOM the ambiguous part of the current is constructed by the
rest M −L basis obtained from GS. Due to the fact that all these current basis are
corresponding to the small singular values of the mapping from the induced current
to the scattered field, as long as the value of L is large enough, the contribution from
the ambiguous part of the current to the scattered fields is small. However, this part
of the induced current may still be influential to the fields inside the scatterers, as
shown in (4.1). In other words, the existence of the ambiguous part of the current
balances the total induced current inside the domain of interest by making it satisfy
the Lippmann-Schwinger equation. Besides, it is also clearly seen from (4.2) that the
influence from the induced current to the fields inside the domain of interest is via
the operator GD. Bearing these, it is possible to construct I
a
l only using a subspace
that is influential to the fields inside the domain of interest, whose dimension may
be much smaller than the one used in (4.5). To achieve this, we need to analyze
the spectral property of the GD mapping. The singular value decomposition (SVD)
of GD reads GD · vDj = σDj uDj , j = 1, 2, . . . ,M , with vDj spanning the current space
and uDj the field space. Here the superscript D denotes the mapping GD. With
the assumption that the singular values are a descending sequence, the first few,
say M0, current basis, v
D
j , j ≤ M0, is influential to the fields inside the domain of
interest, and we can use these basis to construct the ambiguous current. On the
other hand, since we have already used (4.3) and (4.4) to obtain the deterministic
part of the induced current, the basis used to construct the ambiguous part of the
current should not include those components in the deterministic part. Thus, we
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and IM is the M dimensional identity matrix. Here, we still use superscript + to
denote the dominant current subspace for the mapping GD.
It is clear that, after choosing an optimal L, we can replace (4.5) with the new
current expression (4.10) to shrink the dimension of the subspace for the ambiguous
part of the current. We still follow the steps used in SOM, and as dealing with α−l in
the original SOM, here we also obtain the unknown coefficients β
+





∗ · A)−1 · A∗ ·Bl, (4.12)
where A now becomes A = V
+′
D − ξ · GD · V
+′
D . Here, the (A
∗ · A)−1 should be
interpreted as a generalized inversion. With such a constraint on the ambiguous
part of the current, the optimization only needs to search the optimal ambiguous
part of the current within a small subspace, which is easier than searching in the
current subspace spanned by the entire M − L basis vSj (j = L + 1, L + 2, . . . ,M),
including the components in the noise-sensitive subspace of the operator GD. That
is to say, after imposing such a constraint, this method actually keeps the algorithm
searching within a stable current subspace V
+′
D .
Now we need to decide the number of the basis needed to construct the am-
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biguous part of the current. Principally, M0 cannot be too large so as to keep σ
D
M0
still above the noise level, which prevents the optimization from dealing with those
severely noise-sensitive current subspace. On the other hand, if M0 is too small, the
ambiguous part of the current may not be reconstructed as it could be. In this case,
we have to give M0 an appropriate value in order to obtain a good retrieval result.
However, as aforementioned, the smaller the value of M0, the faster the convergence
rate. With this characteristic, an easy way to obtain a good result is to use the
so-called nested scheme [105–107]. Here, we highlight that the nested scheme is not
a must in our proposed method (numerical simulations in Section 4 will validate this
argument), and instead it is a helpful auxiliary strategy to the proposed method.
Eventually, using the spectral property of the current-to-field mapping operator GD,
in addition to GS that is used in SOM, we propose a new twofold SOM as follows,
1. Using the background medium as the initial guess and choosing L to be some
optimal value, we run the LM optimization algorithm with the objective func-
tion with a small M0. The optimization will converge to a coarse result;
2. Using the result generated in the first step as the initial guess and a same L
as in the first step, we run the LM optimization algorithm with the objective
function with a larger M0, and let the algorithm search in a larger current
subspace.
The first step of such a twofold scheme ensures a fast convergence to a meaningful
coarse result that could be used as initial guess in the second step. In the second
step, by increasing the dimension of the current subspace, the algorithm gives us a
result with better resolution (under the condition of the noise level). Since in the
second step a good initial guess is given, the convergence rate is also very fast. For
some specific problem, the scheme could be carried out in multi-steps by increasing
the value of M0 slowly in each step. Finally, we want to remind that, from (4.4) and
(4.10), the whole induced current is constructed by using the most stable current
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(a) Singular values of GS















(b) Singular values of GD
Figure 4.7: Singular values of GS and GD




D , and thus, the proposed
method should be robust against noise.
In addition, it is possible to use a simpler objective function. In SOM, we have
two terms for each incidence in the objective function (4.9). As discussed in section
2, if L is large enough and the descending speed of singular values after the Lth one
is fast enough, the first term representing the mismatch of the scattering data is
usually small after we determined the deterministic part of the current. This term
only counts at some mature stage of the optimization when the second term, the
mismatch of the induced current, is minimized to an order comparable to it. Thus,










As in SOM, we use LM algorithm to minimize this objective function. Empirically,
we stop the optimization when the values of the scattering strength tensor do not
noticeably change for continuous 3 iterations.
77
4.2.2 Computational test
In order to test the proposed twofold SOM (TSOM), we used the ’Austria’ profile as
mentioned in the previous section. In our first three tests, all of the three scatterers
in the ’Austria’ profile are with the same relative permittivity ǫr = 2, whereas in
the last test three scatterers are with different permittivity. Our domain of interest
was a 2 m × 2 m square centered at the origin. The scatterers were illuminated
with 20 plane waves at 400 MHz incident from different angles that were evenly
distributed in [0, 2π). The scattered waves were collected by an antenna array with
40 antennas uniformly placed at a circle whose radius was 5λ (λ = 0.75 m is the
wavelength in the background medium air) and center was at the origin. In all the
following simulations, we used a 64 × 64 grid mesh of the domain of interest for our
reconstructions. Under such a circumstance, the mapping GS and GD were ready
and they were both independent of noise, the SVD of which gave their singular
values, as shown in Fig. 4.7(a) and 4.7(b), respectively. From Fig. 4.7(a), we see
that the singular values begin to descend at around 15. Considering the falling
speed after 15 is very fast, we chose L = 15 through all our simulations. For a 64
× 64 grid mesh, there were totally 4096 basis. However, from Fig. 4.7(b), we see
that only the first less than 500 basis dominated the most portion of the interaction
inside the domain of interest, and the rest were vulnerable under the noisy scenario.
The measured scattered fields were simulated by the synthetic result calculated by
MOM method using a 150 × 150 grid mesh of the domain of interest, as shown in
Fig. 4.1 (the dielectric profile is for the first three tests). The white Gaussian noise




l,MOM was the synthetic result for l





In all the following simulations, an apriori information was that the scatterers were
lossless.
In our first test, we present that how the number of basis used to construct the
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Figure 4.8: The recalculated objective function values while choosing M0 =













(a) Reconstruction result after 30 iterations












(b) Reconstruction result after 142 itera-













(c) Reconstruction result after 300 iterations















(d) Reconstruction result after 3000 itera-
tions using M0 = 500.
















Figure 4.10: Reconstruction result after 5 iterations using M0 = 500 with the initial
guess generated by using M0 = 50 after 30 iterations with 10% additive noise.
ambiguous part of the current affects the convergence rate of the optimization. For
this purpose, we used the same ‘measured fields’ simulated by the synthetic data with
10% additive noise, the same initial guess, air, and the same value of L (L = 15
as aforementioned) while choosing different values of M0. Note that when M0 is
different the value of the objective function (4.13) is different even for the same input
ξ, which tells that we cannot directly compare the values of the objective function
with different M0 after each iteration. For a fair comparison, after choosing M0, the
result obtained after each iteration of LM algorithm with objective function using
(4.10), was used to recalculate the objective function using (4.5). That is to say, the
optimization always used the objective function with constraint on the subspace of
the ambiguous current to generate a sequence of results after each iteration. After
that, we used those results obtained after each iteration of the optimization as inputs
to recalculate the values of the objective function without any constraint on the
subspace of the ambiguous current. Lastly, we compared the recalculated objective
function values. Thus, having choosing M0 = 50, 100, 200, and 500, the recalculated
objective function values within 300 iterations are shown in Fig. 4.8, in which we
see that the optimization converged very fast whenM0 = 50, and the reconstruction
result after 30 iterations is shown in Fig. 4.9(a). The next are the cases ofM0 = 100
andM0 = 200, and the reconstruction results after 142 and 300 iterations are shown














(a) Reconstruction result after 30 iterations
using M0 = 50 with 30% additive noise with














(b) Reconstruction result after 5 iterations
using M0 = 500 with the initial guess shown
in Fig. 4.11(a);
Figure 4.11: Reconstruction results in the first and second step of TSOM on scat-
tering data with 30% additive noise.
M0 = 50 and 100, M0 was too small to reconstruct a result with high resolution.
For the third case when M0 = 200, the basis are enough to give a contented result,
though the convergence rate is not so fast. However, when we further increased the
value of M0 to 500, the algorithm failed to converge within 300 iterations. In fact,
for the M0 = 500 case, we tried to let the algorithm search the result within 3000
iterations, but were unsuccessful, and the reconstruction result after 3000 iterations
is shown in Fig. 4.9(d). All these results agree the analysis given in section 3.
Finally, for a fast solution, we applied the scheme mentioned in section 3. We used
the result obtained by TSOM using M0 = 50 after 30 iterations as the initial guess
for the TSOM using M0 = 500. After 5 iterations, the algorithm converged, and the
result is shown in Fig. 4.10, in which we see that the reconstruction is successful
and efficient.
In the second and third tests, we looked into the robustness of TSOM against
noise. In the second test, we added 30% noise, and still choseM0 = 50 and air as the
initial guess in the first step. The reconstruction result after 30 iterations is shown
in Fig. 4.11(a), which was used as the initial guess for the second step where we















(a) Reconstruction result after 45 iterations
using M0 = 50 with 50% additive noise with














(b) Reconstruction result after 5 iterations
using M0 = 500 with the initial guess shown
in Fig. 4.12(a);
Figure 4.12: Reconstruction results in the first and second step of TSOM on scat-
tering data with 50% additive noise.
is shown in Fig. 4.11(b), which is satisfied. In the third test, we added 50% noise to
the synthetic data. We used the same values of M0 in the first step and the second
step as the ones used in the second test, 50 and 500. In this test, the algorithm took
a bit longer to converge from air to a meaningful result in the first step by using
45 iterations, as shown in Fig. 4.12(a). In the second step, the algorithm needed
only 5 iterations to converge to a good result, as shown in Fig. 4.12(b). In addition,
comparing the results using the same value of M0 = 50 under different noise level,
as shown in Figs. 4.9(a), 4.11(a) and 4.12(a), we see there is no much difference
among them, and this is due to the fact that the basis we used to construct the
induced current, including the deterministic part and the ambiguous part, are the
most stable ones against noise. From these two tests, we see that the proposed
TSOM is quite robust against noise.
In the fourth test, we tried to retrieve inhomogeneous scatterers with different
permittivity. Now the relative permittivity of two disks at the left hand side and
right hand side are ǫr1 = 2.5 and ǫr2 = 1.5, respectively. The relative permittivity
of the annular is ǫr3 = 2. In this test, 10% noise was added. In the first step of















(a) Reconstruction result of inhomogeneous
scatterers after 20 iterations using M0 = 50












(b) Reconstruction result of inhomogeneous
scatterers after 10 iterations using M0 = 250
with the initial guess shown in Fig. 4.13(a);
Figure 4.13: Reconstruction results of inhomogeneous scatterers in the first and
second step of TSOM on scattering data with 10% additive noise.
in Fig. 4.13(a). In the second step, we chose M0 = 250, and the retrieval result
after 10 iterations is shown in Fig. 4.13(b). We see that, TSOM gave a satisfactory
result after only 30 iterations. Finally, we tested the noise-free case using the profile
in the first three tests, and found that the reconstruction result was quite close to
the exact profile.
4.2.3 Discussion and summary
It worths to mention that, the V
+′
D obtained by (4.11) is not exactly the overlap






D is exactly in V
−
S but not exactly in V
+
D.
There are some components falling into the subspace V
−
D. The exact overlap of the




S can be obtained by constructing a subspace that
falls in V
+
D and in the meanwhile is orthogonal to V
+




·V +D (Θ is
an L×M0 matrix). The SVD of Θ gives Θ · vΘj = σΘj uΘj , j = 1, 2, . . . ,M0. Since L
is usually less than M0 (this condition is always true if a proper M0 is chosen), with
assumption that the series σΘj is non-increasing, the basis v
Θ
j , j = 1, 2, . . . , L, span
the subspace that are nontrivial (the result of the multiplication of Θ with a vector
83
in this subspace is not zero), and the basis vΘj , j = L + 1, L + 2, . . . ,M0, span the
subspace that are trivial (the result of the multiplication of Θ with a vector in this
subspace is zero). In another word, for any vector, ϕ, in the subspace spanned by
vΘj , j = L + 1, L + 2, . . . ,M0, the vector, ψ, obtained by ψ = V
+
D · ϕ, is orthogonal
to the subspace spanned by V
+
S , and thus is in the subspace of V
−
S . Note that, ψ is
constructed by the basis in V
+


































is M × (M0 − L),




, M ×M0. However, through numerical
tests (which is not shown here for the conciseness of the thesis), it is found that, if the









(obtained by (4.11)). Thus, if one
has a large aperture detection antenna array, he may just use the simpler (4.11) to
construct the ambiguous part of the induced current and avoid the SVD operation
that is needed when using (4.14).
In all, we propose a new twofold subspace-based optimization method to solve
the inverse scattering problem. Based on the subspace-based optimization method,
the proposed method analyzes the spectral property of the current-to-field mapping
inside the domain of interest, and uses a new set of basis to construct the induced
current. By choosing different number of basis, the new method is able to control its
convergence rate, which is utilized to give a fast convergent scheme. Furthermore,
since the basis used to construct the induced current are in the most stable subspaces
of the two current-to-field mappings, the proposed method has a good robustness
against noise. Numerical tests validate the proposed method.
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4.3 Improved SOM and its implementation in three-
dimensional inverse scattering problems
The drawback of SOM is, as mentioned in [102], its additional computational cost
compared to the CSI method, including the singular value decomposition (SVD) of
the mapping from induced current to scattered fields, say GS, and the construction
of the ambiguous part of the induced current in every iteration of the optimization.
In SOM, assuming that the number of unknowns is M and the number of receivers
is Nr, since we use the first L basis to construct the deterministic part of the induced
current and use the restM−L basis to construct the ambiguous part of the induced
current, we have to manipulate a full SVD of GS, which is somehow computationally
intensive when the number of unknowns is large. Therefore, compared to the CSI
method these two operations need additional computational cost: O(NrM
2) for
SVD and O (nM(M − L)) for the current construction, where n is the number of
the optimization iteration needed. These two operations are very computationally
burdensome when dealing with three-dimensional (3D) inverse scattering problems,
since as we know the number of unknowns in 3D inverse scattering problem is much
larger than the one in 2D.
To overcome this drawback and apply the SOM to 3D inverse problems, we pro-
pose a new current construction method in this section, which significantly reduces
the computational complexity of the SVD operation and the current construction in
every iteration of the optimization. The new current construction method only needs
a thin SVD of GS, which costs O(MN
2
r ), and the cost of the current construction in
each iteration of the optimization will be reduced to O(LM) after applying the new
method. Thus, as a continuation of [102], the contributions of this method are in
two folds: First, to propose an improved SOM with less computational complexity;
Second, to apply the improved SOM to solve the 3D inverse problems.
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4.3.1 Three-dimensional SOM
In this section we present the 3D SOM with a new current construction method.
First, the unit vectors of the 3D Cartesian coordinate are eˆ1, eˆ2, and eˆ3, and
we denote a point in this 3D spacial coordinate with x = (x1, x2, x3). We as-









3;n), n = 1, 2, . . . , Nr. For each incidence, detectors measure the
vectorial electric field in three directions, so that we have 3NrNi measured data in
total. For the purpose of utilizing the fast Fourier transform (FFT), we choose a
rectangular domain of interest D. Such domain of interest is discretized into M
rectangular subdomains, the centers of which are located at xm = (x1;m, x2;m, x3;m),
m = 1, 2, . . . ,M . We assume that the dimension of every subdomain is small











m = 1, 2, . . . ,M , is a constant vector through the subdomain, where the first sub-
script 1, 2 and 3 denote the vector components in eˆ1, eˆ2, and eˆ3 directions, respec-
tively.












































































is a 3Nr× 3M matrix with GS;uv the mapping from the v component of the induced
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current to the u component of scattered fields (u, v = 1, 2, 3). The explicit expression
























where δ(y) is 1 when y = 0 and is 0 otherwise, k0 = ω
√
ǫ0µ0 is wave number of
the background medium, ǫ0 and µ0 are the permittivity and permeability of the
background, Rn,m = |x ′n − xm| with n = 1, 2, . . . , Nr and m = 1, 2, . . . ,M , and
g(R) = exp(ik0R)/4πR.
As mentioned in [101] and [102], the induced current can be split into two parts,
the deterministic part, I
d
, and the ambiguous part, I
a
. Firstly, from the SVD of
G
3D
S , we could write G
3D
S · vj = σjuj, j = 1, 2, . . . , 3M , with basis vj spanning
the current space. Assuming that singular values is a non-increasing sequence, i.e.
σm ≥ σn if m < n, the first L (where L ≤ 3Nr) current basis, vj, j = 1, 2, . . . , L,
construct a current subspace that is the most influential to scattered fields. The










+ · α+, (4.18)
where V
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j = 1, 2, . . . , L, and the superscript ∗ denotes the Hermitian operation while super-
script + refers to the dominant current subspace, the subspace corresponding to the
dominant singular values. If we follow the original SOM [101, 102] , the ambiguous
part of the induced current is constructed by the remaining 3M − L current basis






















. Note that, in
the SOM, this unknown vector α− is obtained via optimization. However, this
current construction method needs all the remaining 3M − L basis and the com-
putational cost of such construction is O(3M(3M − L)). Observe that, the matrix






, generated from the SVD of G
3D
S , is a unitary ma-







−] · [V +, V −]∗ = V + · V +∗ + V − · V −∗, where I3M
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· β






in which we let α− = V
−∗ · β (This is reasonable since the rank of V −∗ is 3M −
L). In this new current expression, we only need the first L current basis for the
construction, which means that a thin type SVD of G
3D
S is sufficient to supply these
current basis. As we known, a full SVD of a 3Nr × 3M matrix costs O(27NrM2)
when 3M is much larger than 3Nr, but a thin SVD only costs O(27N
2
rM) [108].
In addition, though the number of the unknowns increases (β is an 3M dimension
vector while α− is an 3M − L dimension vector), the computational complexity of
the current construction decreases dramatically, from O(3M(3M −L)) to O(3ML).
From the discretized Lippmann-Schwinger equation, or the so-called couple
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inc




(l = 1, 2, 3).
In (4.21), the ξ is called scattering strength tensor that relates the incident field and
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if m = n
0 otherwise
(4.22)
for n,m = 1, 2, . . . , 3M , where q = mod(m,M) ifm 6=M, 2M, 3M otherwise q =M ,
Vq is volume of the q
th subdomain, and ǫr;q is the relative permittivity of the q
th
subdomain [40]. The G
3D
D in (4.21) has the same structure as G
3D
S shown in (4.16)























for m 6= n, where Rn,m = |xn − xm| with n,m = 1, 2, . . . ,M , and GD;uv(n,m) = 0
for m = n. Still, as in (4.17), u, v = 1, 2, 3.
After obtaining I
d
by (4.18), we can write the objective function as
f
(
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p. This objective function is the same as the one we used in [102] except the
coefficient βp instead of α
−
p is used as unknowns.
We adopt the CG-type optimization scheme mentioned in [34, 75, 102] and [77]
to minimize the objective function (4.24). The unknowns of the whole inverse scat-
tering problem are the scattering strength tensor ξ and the vector β. In every
iteration of the optimization, we firstly update β using the CG algorithm, and then
we update the scattering strength tensor by solving a quadratic minimization prob-
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lem (see the Eq. (12) in [102]). Please note that, compared to the original CSI
updating procedure, the updating procedure for β here only has a small additional
computational cost for the construction of the ambiguous part of the induced cur-
rent β − V + · V +∗ · β, which is O(3ML). As in [77], the multiplications of G3DD with
a vector can be calculated by the 3D FFT algorithm, because the multiplication of
GD;uv with any vector is a 3D convolution type multiplication. So is the case for its
adjoint. With these characteristics, we can use CG algorithm to efficiently update
β. After updating β, we use the Eq. (12) in [102] to update the scattering strength
tensor ξ, and we ignore the details here.
As in 2D scenario [102], in 3D SOM, parameter L controls the convergence rate.
This is mainly due to the fact that, when the deterministic part of the current
is already obtained from scattered fields, the dominant part of scattered fields is
automatically matched whereas the mismatch of the remaining subordinate part of
scattered fields only contribute little to the total objective function. The larger the
value of L, the smaller the mismatch of the scattering data. In the first few iterations
of the optimization when the mismatch of the induced current is still much larger
than the mismatch of the scattering data, the algorithm only needs to construct
the ambiguous part of the current within the subordinate current subspace V
−
S .
Such a mechanism actually accelerates the optimization. Here we want to remind
that, if the singular values of G
3D
S drop quite fast after some index number, we do
not want to let L fall behind this index number to avoid numerically amplifying
the noise in the measured data. The contribution to the scattered fields from the
current subspace spanned by the basis behind this index can be restored from the








Figure 4.14: A coated cube with its inner edge length a = 0.6λ and outer edge
length b = 1.6λ. The relative permittivity of the inner cube is ǫr1 = 1.6 and the
relative permittivity of the outer layer is ǫr2 = 1.3.





















In this section, we present numerical simulations to test the performance of the
proposed algorithm. In particular, we test how the value of L affects the convergence
rate of the algorithm. The scatterer used in the simulation is a coated cube centered
at the origin with its inner edge length a = 0.6λ and outer edge length b = 1.6λ (λ
is the wavelength of the incident wave in the background medium, air), as shown in
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Fig. 4.14. The relative permittivity of the inner layer is ǫr1 = 1.6 while the relative
permittivity of the outer layer is ǫr2 = 1.3. Note that though we use non-conductive
scatterer, we do not assume so during our inversion procedure. The coated cube is
illuminated by 30 electric dipole antennas, which are located on three circles (with
10 dipoles evenly distributed on each circle) with the same radius 3λ. The three
circles are in x− y, y− z and z− x planes, and their centers are at (0.2λ, 0,−0.1λ),
(0.1λ, 0,−0.15λ) and (−0.05λ, 0.1λ, 0), respectively. The directions of the electric
dipole sources in x− y plane are in z direction, while those in y− z and z−x planes
are in x and z direction, respectively. Scattered fields are detected by 30 detectors,
which are located at the same positions as the 30 dipole sources. As mentioned at
the beginning of the previous section, we assume that each detector measures the
vectorial electric field in three directions. Thus, we have 30× 90 data points. These
synthetic data are calculated by the MOM-based algorithm proposed in [77] using
60×60×60 mesh grid of a cubic domain containing the scatterer. This cubic domain
is centered at the origin and with an edge length 3λ. The white Gaussian noise is




p,MOM is the synthetic result for p




p,MOM+ ep. In this
simulation, 10% additive white Gaussian noise is added.
We choose the same cubic domain as the domain of interest during our inversion
procedure. The domain of interest is discretized into a 30 × 30 × 30 mesh grid,
which means we have 27000 unknowns in total. After concreting the locations of
detectors and all the subdomains, we can generate G
3D
S and its singular values, as
shown in Fig. 4.15. From Fig. 4.15, we see that there is a gap between the first
60 singular values and the last 30 singular values. This is due to the fact that all
the detectors are located in the far-field zone of the domain of interest, thus the
radial components of scattered fields are weaker than the tangential components,
the former of which span the subspace corresponding to those subordinate singular
values. In addition, we have numerically verified that, the gap increases when we
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Figure 4.16: The objective function values within 60 iterations when L = 1, 5, 10, 30
and 60.
increase the radius of the three circles where the detectors are located. In this
simulation, we test five different values of L, i.e., L = 1, 5, 10, 30 and 60. The
values of the objective function within 60 iterations are shown in Fig. 4.16, from
which we clearly see that, the larger the value of L, the faster the objective function
converges. The retrieval results for these different cases after 60 iterations are shown
in Figs. 4.17 and 4.18. In Fig. 4.17, the real part of the retrieval dielectric profile is
presented. Sub-figures from the first row to the fifth row are corresponding to the
cases of L = 1, 5, 10, 30 and 60, respectively. The sub-figures in the first, second and
third column are the cross section at z = −0.05λ, y = −0.05λ, and x = −0.05λ,
respectively. We apply the same rule to the sub-figures in Fig. 4.18 in which the
imaginary part of the retrieval dielectric profile is presented. From these two figures,
we clearly see that, when L = 60, we obtain a satisfactory retrieval result. From this
simulation, we can conclude that, in 3D scenario, SOM behaves the same as it does
in 2D case. The proposed SOM can efficiently solve the 3D electromagnetic inverse
scattering problems in a small number iterations, since it simplifies the original






































































z = −0.05λ x = −0.05λy = −0.05λ
Figure 4.17: The real part of the retrieval result of the dielectric profile for the
domain of interest after 60 iterations. The real part of the relative permittivity of
the inner cube and outer layer are 1.6 and 1.3, respectively.
current and searching the rest part of the induced current in a constrained subspace.
The dimension of the constrained subspace can be adjusted, so that an optimal
convergence rate of the optimization could be obtained. Thus, with the optimal
convergence rate, the proposed SOMmethod can obtain a satisfactory reconstruction
result in a small number of iterations, which saves a lot of computational burden
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z = −0.05λ y = −0.05λ x = −0.05λ
Figure 4.18: The imaginary part of the retrieval result of the dielectric profile for the
domain of interest after 60 iterations. The imaginary part of the relative permittivity
of the inner cube and outer layer are both 0.
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4.3.3 Summary
An improved subspace-based optimization method with a new method to construct
the ambiguous part of the induced current inside the domain of interest has been pro-
posed in this section. The new current construction method firstly reduces the com-
putational complexity in every iteration of the optimization from O(3M(3M − L))
to O(3ML). Since L is much less than M , the new current construction method
has much less computational complexity. Secondly, the new current construction
method only needs the first L basis, which directly reduces the singular value de-
composition of the mapping G
3D
S from a full type, with complexity O(27NrM
2), to a
thin type, with complexity O(27N2rM). With much less computational complexity,
the improved subspace-based optimization method is able to deal with the three-
dimensional inverse scattering problems. Numerical tests validate the algorithm.
Chapter 5
Conclusion
This thesis gives investigations on inversion methods for both small scatterers and
extended scatterers. All the inversion methods proposed in this thesis are on the
basis of the concept of subspace:
1. The MUSIC algorithm for locating the anisotropic small scatterers utilizes the
orthogonality between the signal space and noise space of the MSR matrix,
both of which are the subspaces of the MSR matrix;
2. The MUSIC algorithm with enhanced resolution further mines the most robust
information in the signal space of the MSR matrix so as to obtain a better
resolution than the standard MUSIC does;
3. The nested SOM follows the original SOM, i.e., utilizing the dominant sub-
space of the scattering operator to deal with its ill-posedness, and improves
the convergence rate by adopting the nested scheme;
4. Apart from using the spectral information of the scattering operator, the
twofold SOM (TSOM) further takes advantage of the spectral information
of the operator that maps the induced current to the electric fields inside the
domain of interest, and thus the TSOM obtains a very good convergence rate
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and robustness against noise compared to the original SOM in two-dimensional
TM case;
5. By giving a new current construction method, an improved SOM is proposed
to significantly reduce the computational complexity of the original SOM, and
thus is able to deal with three-dimensional inverse scattering problems, one of
the most computationally demanding problems.
We conclude all these contributions as follows.
Benefiting from the error minimization property, the least squares retrieval
method has been proposed to achieve a better estimation of the scattering strengths
than the one obtained by the method proposed in [1]. In addition, from the result
of the simulation, the proposed non-iterative method is very efficient in that the
variance of the estimation is quite close to the Cramer-Rao bound. Thus, the least
squares based retrieval method is a robust non-iterative method, which could be
implemented after estimating the positions of the scatterers by some methods, such
as the time reversal MUSIC method.
Using the Foldy-Lax equation, we find that, for the small anisotropic spheres
whose principle elements of the permittivity and permeability tensors are different
from the permittivity and permeability of the background homogeneous medium,
respectively, if the number of the non-zero singular values of the MSR matrix is
smaller than the number of the antennas, the range of the MSR matrix is spanned
by all the background Green’s function vectors corresponding to the x, y and z
component of the electric and magnetic dipoles induced in each scatterer. Therefore,
the MUSIC algorithm could be implemented to locate the small anisotropic spherical
scatterers based on this model. After estimating the positions of the scatterers, the
non-iterative analytical method is extended from the scalar case to retrieve the
scattering strength tensors as well as the orientations of the principle axes of each
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scatterer. Two numerical experiments show that, the MUSIC algorithm could obtain
a good estimation of the positions of the scatterers that are either well-separated or
closely-separated, and the non-iterative analytical retrieval method obtains a better
result after considering the MSE between the closely distributed scatterers. Thus,
the nonlinear inverse scattering problem for the multiple-scattering small anisotropic
spheres is solved by using two linear methods: the MUSIC algorithm to locate the
scatterers, and the non-iterative analytical retrieval method to obtain the scattering
strength tensors as well as the orientations of the principle axes of each scatterer.
Considering the polarization characteristics of the electromagnetic wave, a MU-
SIC algorithm that is able to choose the optimal test dipole direction has been
proposed in this thesis, which could not only obtain a better resolution than the
standard MUSIC algorithm does but also be able to deal with the degenerate scat-
terers with rank-deficient scattering strength tensor. Based on the analysis of the
eigenstate of the MSR matrix, the proposed MUSIC algorithm determines the test
dipole direction so that the corresponding Green’s function vector is in the space
spanned by the dominant eigenvectors of the MSR matrix. In addition, the optimal
test dipole direction are not necessarily in phase, i.e., the optimal test dipole may be
not corresponding to a physical direction in real three-dimensional space. The new
MUSIC algorithm has been tested through various numerical simulations. Such an
algorithm is a good candidate imaging method in situations where partial-aspected
low SNR data are collected.
By using the result obtained with a coarse mesh as the initial guess, the SOM
could be dramatically accelerated. Thus, the nested SOM supplies a better effi-
ciency than the original SOM. Such characteristics actually can be interpreted as a
regularization effect. When using the coarse mesh, the integral operators referred
to in this problem are projected to a subspace with smaller dimension compared to
the subspace produced by a fine mesh, thus they have a better robustness against
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noise [104]. Once a reasonable initial result is obtained, a fine mesh is used to restore
the accuracy of reconstruction. Such nested scheme balances the robustness against
noise and the accuracy of the reconstruction.
A new twofold subspace-based optimization method has been proposed to solve
the inverse scattering problem. Based on the SOM, the proposed method analyzes
the spectral property of the current-to-field mapping inside the domain of interest,
and uses a new set of basis to construct the induced current. By choosing different
number of basis, the new method is able to control its convergence rate, which
is utilized to give a fast convergent scheme. Furthermore, since the basis used to
construct the induced current are in the most stable subspaces of the two current-to-
field mappings, the proposed method has a good robustness against noise. Numerical
tests validate the proposed method.
An improved subspace-based optimization method with a new method to con-
struct the ambiguous part of the induced current inside the domain of interest has
been proposed. The new current construction method firstly reduces the computa-
tional complexity in every iteration of the optimization from O(3M(3M − L)) to
O(3ML), where M is the number of the subunits of the domain of interest and L
is the number of the basis used to construct the deterministic current. Since L is
much less than M , the new current construction method has much less computa-
tional complexity. Secondly, the new current construction method only needs the
first L basis, which directly reduces the singular value decomposition of the mapping
G
3D
S from a full type, with complexity O(27NrM
2), to a thin type, with complexity
O(27N2rM), where Nr is the number of the detectors. With much less computa-
tional complexity, the improved subspace-based optimization method is able to deal
with the three-dimensional inverse scattering problems. Numerical tests validate
the algorithm.
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Having applied the SOM to solve the three-dimensional inverse scattering prob-
lems, one may expect to extend the twofold SOM to the three-dimensional case
so as to obtain better reconstruction results in a more efficient manner. How-
ever, such extension is not straightforward. When we use twofold SOM to solve
the two-dimensional problem, we firstly need to obtain the spectral information of
the scattering operator that maps the induced current to the scattered field inside
the domain of interest, which is accomplished by the singular value decomposition
(SVD) of the operator. As we know, the computational burden of the SVD on
the operator is very costly. For example, if we are dealing with an M ×M mesh
grid for a two-dimensional domain of interest, the size of the scattering mapping
mentioned above is M2 ×M2. The computational cost of the SVD on this oper-
ator is O(M6). Such computational cost is still manageable when we are dealing
with medium size two-dimensional problems. However, when dealing with three-
dimensional inverse scattering problem, the size of the scattering operator becomes
very large, which directly results in an even costly computational burden for the
SVD operation. Consequently, a direct extension of the twofold SOM to the three-
dimensional case is not advisable. Thus, the application of the twofold SOM in
solving the three-dimensional inverse scattering problem is still a pending issue.
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Appendix A
Derivation of the Cramer-Rao
bound
In this appendix, we derive the Cramer-Rao bound that used in the Section 2 of the
Chapter 3.
The multi-static matrix (MSR) is Kuv =
∑M
m=1 τmG0(Rr(u), Xm)G(Xm, Rt(v)),
u = 1, 2, . . . , Nr, v = 1, 2, . . . , Nt.
The vectorized MSR is
K =
{






 mod(i, Nr) mod(i, Nr) 6= 0Nr otherwise , (A.2)





















, . . . , ∂K
∂θ2M
]












, and by using





























where RS {·} is a reshape operation which changes an arbitrary matrix
A =
[
A1, A2, . . . , AN
]




































while G0,r, O, g0,r, gt, H and ξ(t) have same definitions with those in [68].
Thus, by using σ2 =
‖K‖2F
NrNt10SNR/10
, the lower bound of the normalized errors of

















where tr {·} is the trace of a matrix, ‖·‖F is the Frobenius norm, |·| is the L2 norm
of a vector, O
′
= diag {O}, and SNR is in dB.
