defined as centered, stationary Gaussian process with continuous sample paths and covariance
) t∈ [q,d] be a (q, d)-Slepian-process defined as centered, stationary Gaussian process with continuous sample paths and covariance
Note that
where Bt is standard Brownian motion, is a (q, d)-Slepian-process. In this paper we prove an analytical formula for the boundary crossing probability
Introduction
The signal plus noise process Often it is of interest to test the null-hypothesis
A simple statistic for each window is the difference s(t)
of the observations at the two boundary points of the interval [t − q, t]. Under H 0 and by normalizing the variance to 1 we get the stochastic process
This process is at least useful to detect increasing or decreasing signals s. Note that the covariance of the above process is given by
where a + = a if 0 ≤ a and = 0 if a < 0. We call a centered, stationary Gaussian process Note that for 0 < q < d 
Therefore the boundary crossing probability for (q, d)-Slepian processes can be restricted to boundary crossing probabilities of Slepian processes W := W [1,e] . Never- and 2q < d, respectively. All proofs are given in an appendix.
Boundary Crossing Probability
Given an arbitrary boundary function g an approximation of the boundary crossing
can be determined by approximating the boundary function g piecewise by simple functions. Wang and Pötzelberger (1997) applied such an approach to Brownian motion. They used affine functions as simple functions. It is more complicated to apply this idea to Slepian processes because Brownian motion is markovian, Slepian processes are not.
At first we prove an expression for the boundary crossing probability by considering the boundary function piecewisly without simplifying it.
in time t 0 , . . . , t n with q = t 0 < t 1 < t 2 < . . . < t n = d, be given and let c :=
. Then for a measurable function g :
The proof is given in the appendix A.1.
For a Slepian process 
where x 0 , x n ∈ R, for piecewise constant boundaries b i ∈ R, i = 1, . . . , n, as iterated integrals. Our formula given in Theorem 2.1 is an extension of their result, see also the proof of Theorem 2.1.
We denote
the non-crossing probability of a (q, d)-Slepian-bridge starting in x i at t = t i and terminating in x i+1 at t = t i+1 . This probability occurring under the integrals in 
where
is a Lebesgue-density of the double conditioned first hitting time of
Gal and Bar-David (1975) determined a Lebesgue-density of the double conditioned first hitting time π
So they obtained the non-crossing probability of a Slepian bridge by the above considerations. 
Note that this probability is closely connected to the non-crossing probability of a standard Brownian bridge, since for a standard Brownian motion B = (B t ) t≥0 holds true for q ≤ t 1 < t 1 + h ≤ d:
For the last equation see e.g. Siegmund (1986) 
Appendix A. Proofs
For both proofs we need the finite dimensional distributions of the Slepian pocess.
Let W = W [1,e] be a Slepian process, where e ∈ R is a constant with 1 < e. Let ϕ(W s1 = ·, . . . , W sm = ·) denote a density of the finite dimensional distribution of (W s1 , . . . , W sm ) and let ϕ(W s1 = ·, . . . , W sm = · |W u1 = a 1 , . . . , W u ℓ = a ℓ ) denote a density of the conditional finite dimensional distribution of (W s1 , . . . ,
Slepian (1961) proved the formula
Hence, for 1 = u 0 < u i < u i+1 , u n = e, x 0 , x i , x i+1 , x n ∈ R, i = 1, . . . , n − 1, we get the following expressions after some calculations
A.1. Proof of Theorem 2.1
In a first step we apply Fubini's Theorem and get for u 0 = 1, u n = e
Next, we use an idea from Ein-Gal and Bar-David (1975 and W s2 = x 2 . Since this Markov-like property, we have for
and 1 = u 0 < u n−1 < u n = e:
Applying this procedure sequentially to the first probability under the integral and using the densities for the finite dimensional (conditional) distributions calculated above leads to the following result. Let n + 1 fixed points in time u 0 , . . . , u n with 1 = u 0 ≤ u 1 ≤ u 2 ≤ . . . ≤ u n = e, be given and let c :=
. Then for h : [1, e] → R holds true:
Hence, the result stated in Theorem 2.1 follows by (1.4) and (1.5).
A.2. Proof of Theorem 2.2
Let W = W [1,e] , 1 < e, be a Slepian process, let 0 < ℓ ≤ e − 1, and let g(s) = b + a(s − 1), s ∈ [1, 1 + ℓ], be an affine boundary function. In the following we need the first hitting time τ g = inf{t ≥ | W t > g(t)} and a Lebesgue-density of the first hitting time under the condition that the process W starts in x 1 at t = 1. This density is denoted by π g ( · |W 1 = x 1 ). Abrahams (1984) , see also Mehr and McFadden (1965) , gives an explicit formula of the conditional first hitting time density for an affine boundary function 4) where the last equation can be obtained after some calculations using (A.2).
By (2.2) it is sufficient to determine a Lebesgue-density of the double conditioned first hitting time π g (u | W 1 = x 1 , W 1+ℓ = x 2 ) at u under the condition W 1 = x 1 < g(1) = b, W 1+ℓ = x 2 < g(1 + ℓ) = b + aℓ. Ein-Gal and Bar-David (1975) give such a formula if the boundary g is constant. In the following we use their idea and show that it works for an affine boundary function as well. By Bayes' Theorem
Note that 1 < t < 1 + ℓ and {τ g = t} = {W s < g(s) for all s ∈ [1, t), W t = g(t)} .
Hence, by the Markov-like property of W , see the proof of Theorem 2.1, the expression above coincides with
where (A.3) is used by calculating the last equation. Hence, the result follows by using (1.5) and by transforming the density function.
