With the recent exponential growth of applications using artificial intelligence (AI), the development of efficient and ultrafast brain-like (neuromorphic) systems is crucial for future information and communication technologies. While the implementation of AI systems using computer algorithms of neural networks is emerging rapidly, scientists are just taking the very first steps in the development of the hardware elements of an artificial brain, specifically neuromorphic microchips. In this review article, we present the current state of neuromorphic photonic circuits based on solid-state optoelectronic oscillators formed by nanoscale double barrier quantum well resonant tunneling diodes. We address, both experimentally and theoretically, the key dynamic properties of recently developed artificial solid-state neuron microchips with delayed perturbations and describe their role in the study of neural activity and regenerative memory. This review covers our recent research work on excitable and delay dynamic characteristics of both single and autaptic (delayed) artificial neurons including all-or-none response, spike-based data encoding, storage, signal regeneration and signal healing. Furthermore, the neural responses of these neuromorphic microchips display all the signatures of extended spatio-temporal localized structures (LSs) of light, which are reviewed here in detail. By taking advantage of the dissipative nature of LSs, we demonstrate potential applications in optical data reconfiguration and clock and timing at high-speeds and with short transients. The results reviewed in this article are a key enabler for the development of high-performance optoelectronic devices in future high-speed brain-inspired optical memories and neuromorphic computing.
FIG. 1. a) Artistic view of a biological neuron. b)
Representation of a neuron with a self-feedback connection with a time-delay τ due to the presence of an autapse. c) The solid-state neuron microchip consisting of an RTD-photodetector connected in series with a semiconductor laser diode using a gold (Au) wire bond. Both electrical and optical high-speed excitable spike signals can be activated either electrically or optically. d) Representation of the autaptic neuron microchip. In this configuration, the optical spiking output is re-injected into the RTD-photodetector input after a time-delay τ due to the propagation in an optical delay line (red trace). The typical performance of our artificial neuron and of a single biological neuron are both detailed in the bottom left and top left, respectively. The energy per spike was calculated using E = 1 2 CV 2 pp , assuming C = 245 pF and Vpp = 100 mV for the case of the biological neuron, while the electrical energy per spike of the artificial neuron assumed a typical device with C = 4.5 pF and Vpp = 3 V. The energy per spike of the artificial neuron can be substantially reduced ( 1 pJ) by scaling down the size of the microchip components.
photonic circuits to build robust, flexible and high-speed brain-inspired regenerative optical memories displaying the unique signatures of spatio-temporal localized structures of light.
I. INTRODUCTION
We are currently witnessing an exponential growth of artificial intelligence systems to help humans dealing with highly complex tasks, such as sensing and learning [3] [4] [5] [6] [7] , needed for the internet of things and to handle with big data. While conventional digital computing has been the engine of the information technology revolution in the past decades, this technology falls far short of the human brain in terms of problem-solving abilities and power consumption. For this reason, neural networks, i.e., collections of artificial neurons mimicking biological brain functions, are currently the focus of much attention. To this end, there is a strong focus not only on the development of deep neural networks using computer algorithms [8] [9] [10] but also in integrated neuromorphic microchips 7, [11] [12] [13] as the hardware that can reproduce neurotransmission dynamics -the communication between neurons -by interconnecting many artificial neuron-like elements. This communication is encoded in sequences of intensity spikes (the excitable pulses 14 ) as found in the unique information processing of the brain. This challenging and highly-interdisciplinary area of research has recently mobilized significant researchers around the world. In the United States, researchers funded by DARPA SyNAPSE developed a one million neuron brain-inspired processor 15 , the TrueNorth chip. In 2012 Intel announced their venture into neuromorphic chip development with a new architecture resulting in the start-up development of the QuarkSE chip. In Stanford University, the Neurogrid 16 implemented a mixed-analog-digital multi-chip system for large-scale neural simulations. In Europe, the FACETS program 17 developed a chip with 200,000 neurons and 50 million synaptic connections which in turn has led to the European initiative "The Human Brain Project" launched in 2014 18 . Other examples of projects in brain machine simulation include the SpiNNaker 19 and the BrainScaleS 20 initiatives. Thus far, the emphasis has been on the development of neuromorphic electronic technologies based on CMOS and/or memristors 11, 12, [21] [22] [23] . Although the impressive advances, these approaches use electronic synapses 24 at kHz speeds, which are difficult to interface with optical technologies for implementation in the context of high-bandwidth optical communications systems. One of the most promising alternatives is to use light-based synapses enabled by neuromorphic photonic integrated chips. This approach takes advantage of energy efficient optical interconnects to achieve low-power neuron-like responses at speeds one billion times faster than neurons (> 1 Gb/s). This is also much faster than the electronicbased artificial neurons, making optical neurons excellent candidates to realize the dream of a fully integrated brain-inspired photonic information processor. In photonics, highspeed neuromorphic spiking responses can be achieved using semiconductor lasers 25 and other optoelectronic-based configurations 26, 27 , see a recent review in 28 . Several laser-based neuromorphic systems have been reported allowing operation at telecommunication wavelengths (see for example the recent work of Hurtado et al. 29 , and references therein), and therefore compatible with current fiber-optic communication systems.
While considerable attention has been dedicated to the realization of optical neurons and network architectures, less attention has been paid to the mechanism of autaptic, i.e. selffeedback, connections in neurons. These synapses between a neuron and a branch of its own axon were reported for the first time more than four decades ago 30 , and have been found in the neocortex and the hippocampus regions of the brain, among other areas 31 . Several works suggest that these autaptic neural connections are abundant in specific types of neurons 32 , having key implications in synaptic transmission 33 and in local feedback neuron regulation 31, 34 . In neural networks, these self-feedback connections may offer energetically effective means for controlling network dynamics towards specific states 35, 36 . A number of theoretical studies show that the delays in autaptic inputs affect the bursting behavior and information transfer of individual neurons [37] [38] [39] [40] . Despite the potential applications of autaptic neurons, excluding the work on reservoir computing that uses a single dynamical delayed node as a complex network to perform computation 41 , experimental autaptic neurons remain almost unexplored in the context of neuromorphic microchips.
In this article, we review our recent work on solid-state artificial neurons with autaptic (delayed) perturbations. In Fig. 1 , we show a schematic diagram that compares the biological neuron, panels a) and b), with our solid-state neuron, panels c) and d). The biological neuron, panel a), consists of a soma region (cell body nucleus), dendrites (thin structures that arise from the cell body) and axon terminals (a long cellular extension that arises from the cell body). Neurons generate action potentials (electrical spikes), with amplitudes of approximately 100 mV and duration in the range of 0.1-1 ms in their soma. The spikes then propagate through the axon and are transmitted to the next neuron through the synapses consuming less than 10 pJ per spike 1 . The synapses, which are 20-40 nm wide gaps between the axon end and the dendrites, transmit the signal either chemically by releasing neurotransmitters or electrically, depending on the type of the synapse. The typical performance of a biological neuron is detailed in the top left of Fig. 1. In panel b) , it is shown a schematic representation of an autaptic neuron with a self-feedback connection with a time-delay τ due to the presence of an autapse. These type of connections provide additional control of the synaptic activity of neurons.
The artificial neuron, panel c), consists of a neuromorphic optoelectronic microchip 2 formed by two key components: a nanoscale double barrier quantum well (DBQW) resonant tunneling diode photodetector (RTD-PD) 42, 43 in an optical ridge waveguide, and a laser diode (LD). Both components operate at telecommunications wavelengths (∼1.55 µm).
The typical electrical active area of the RTD-PDs used in our work is around 400 µm 2 and the ridge mesas of the commercial lasers have typical areas of ∼ 300 µm 2 . Although the footprint of both devices is currently much larger than the nanoscale dimensions of the DBQW nanostructure (around 10 nm), our neuromorphic integrated system could potentially be reduced to dimensions (excluding the electrical contacts) of only a few micrometers taking advantage of recent advances in the nanofabrication of nanoscale light sources (nanoLEDs 44, 45 and nanolasers 46 ) with wavelength and sub-wavelength scale dimensions. Furthermore, RTD devices with areas below 25 µm 2 have been reported already by several groups, e.g. 47, 48 , although for different applications, namely terahertz (THz) oscillators. This would bring several advantages since the energy per spike of the artificial neuron could be substantially reduced ( 1 pJ) by scaling down both RTD-PD and LD components.
In the neuromorphic integrated system, the RTD-PD component provides a nonmonotonic current-voltage (I − V ) characteristic with a nonlinear region of negative differential conductance (NDC), Fig. 2 . Depending on the dc bias point, that is, the intersection point between the load line and the nonlinear I − V curve, the device can be operated in various dynamical regimes, in which the optoelectronic delayed feedback plays different roles:
1. Bistability: the load line can intersect the nonlinear I − V curve in one of its two positives slopes, also called positive differential conductance (PDC) regions (I and II in Fig. 2 ). Within either the two PDCs, the device remains at a steady-state but if the load line intersects both the PDCs, bistability is achieved. In this bistable regime, the noise stemming from e.g. thermal fluctuations in the circuit can induce transitions between the two stable states and a phenomenon of stochastic resonance is observed, as reported in 49 .
2. Self-sustained oscillations: in the NDC, region II in Fig. 2 , the system operates as a high-frequency nonlinear self-sustained oscillator 50 . In this situation, the quality of the high-speed radio-frequency signals can benefit from the effect of the delayed optoelectronic feedback 51, 52 , enabling ultra-low phase noise self-sustained oscillations.
3. Excitable dynamics: when the bias point is set at the border between the first PDC and the NDC, region I in Fig. 2 , neural, type II, excitable dynamics is achieved (see Section IV-A for details on the physical principle of excitability). Multi-pulse excitable bursting is obtained when biased at the border between the NDC and the second PDC, region III in Fig. 2 . Depending on the perturbation and load line, periodic and aperiodic mixed mode oscillations can also be obtained under a proper external modulation (see section IV-B). In the excitable dynamic regime, the effect of delayed optoelectronic feedback leads to self-regeneration of the fired excitable pulses enabling regenerative memory operation, as discussed in detail in Section IV-C.
Neural inhibition dynamics:
although not discussed in this review paper, our system could be used to obtain neural inhibition dynamics 29, 53 . In this case, the bias point is set in the NDC and close to the peak, region II in Fig. 2 , where oscillations are obtained. In order to get a static response, that is inhibition, an external voltage can be applied (using e.g. a negative pulse voltage) to switch the operation point to the first PDC region, region I in Fig. 2 . The same principle can be used in the case the bias point is set in the NDC region but closer to the valley. In this situation, a positive pulse voltage is needed to switch the operation point to the second PDC region, region III in Fig. 2 .
In this review article, we address the neural spike dynamic characteristics detailed above in the excitable dynamic regime (point 3) combined with a mechanism of time-delayed feedback. This corresponds to the solid-state autaptic neuron configuration represented schematically in Fig. 1d ). It consists of an optical delay line inserted off-chip 54 , typically using a low loss optical fiber, with a time delay of τ . The delay line provides a mechanism of re-injection of the fired optical pulses, analogous to the autaptic neuron shown in Fig. 1b) . This scheme is exploited for applications in brain-inspired temporal buffer memories enabling writing and storage of information as light intensity pulses. Notably, the neural spike response in the autaptic configuration displays all the signatures of spatio-temporal localized structures (LSs) of light (see a recent review in 55 ). As discussed in Section IV-E, by taking advantage of the dissipative nature of the LSs, robust and flexible data reconfiguration and clock and timing can be achieved in our neuromorphic chips at high-speeds and with short transients.
II. NANOSCALE RESONANT TUNNELING DIODE
The quantum properties of charge transport and the nonlinearity of nanoscale RTDs have been exploited in a large variety of applications including THz communications 56 43, 49, 54, 65 . Here, we give particular attention to the mechanism of charge transport based on quantum resonant tunneling that provides the Nshaped negative differential conductance in RTDs, a key property enabling excitable neural responses in nanoscale RTDs. Figure 3a) shows a schematic example of the energy diagram of a resonant tunneling diode formed by InGaAs/AlAs compound semiconductors. Its nanostructure consists of a low energy band-gap semiconductor with energy E gw , typically a quantum well ranging from 5 nm to 10 nm wide, surrounded by two thinner layers of higher energy band-gap semiconductor barriers (with energy E gb ), typically ranging from 1.5 nm to 5 nm wide, both sandwiched between lower energy band-gap materials, usually the quantum well material. When both sides are terminated by highly doped semiconductor layers for electrical connection (the emitter and the collector contacts), the nanostructure is called a resonant tunneling diode. These type of low-dimensional nanostructures have attracted a large attention because of the pronounced region of NDC that appears in their I − V characteristics over a wide voltage range, Fig. 3b) .
A. Double barrier quantum well nanostructure
The carrier flow through a double barrier quantum well resonant tunneling diode (DBQW-RTD) is fundamentally different from that of a single barrier because the DBQW structure acts as filter to charge carrier energy distribution by controlling the number of carriers that can take part in the conduction through the resonant levels. In the scheme of Fig. 4 , it is shown a comparison between the transmission coefficient, T (E) (panel c)), for a single barrier, panel a), and a symmetric double barrier quantum well, panel b), as a function of the incident charge carrier energy, E. For the case of a symmetric double barrier, because of the finite height of the energy barriers, the allowed energy states in the well region become quasi-bound (or resonant states) rather than bound states. As a consequence, tunneling of charge carriers through the barriers is strongly enhanced (reaching unity), black line in Fig.  4c ), for incident energies that equal the nanostructure resonant energies. The transmission coefficients in the double barrier quantum well case are much higher than the transmission coefficients of a single barrier at the same energy values of the resonant levels, see green dashed-point trace in Fig 4c) . The transmission coefficient lobs broaden with increasing energy because the barriers become more transparent. The carrier transmission coefficient maxima shown in Fig. 4c) give rise to a current-voltage characteristic with regions of maximum and minimum conduction, resulting in an N-shaped change of the current flow as a function of the applied voltage.
B. Negative differential conductance
The N-shaped RTD I − V characteristic can be understood with the help of the lowest conduction band profile. Figure 5 shows a schematic of the lowest conduction band profiles for an n-type DBQW-RTD at zero volt, panel a), at the peak voltage (resonance), panel b), and at the valley voltage (off resonance), panel c). When the applied bias is small, i.e., V V p (where V p is the peak voltage, also referred as resonance voltage), the conduction band profile is not much affected, remaining almost flat, see Fig. 5a ). The first resonant level is well above the emitter's Fermi level, and very low charge flows. As the voltage is increased, the energy of the first resonant level is moved downwards to the emitter's Fermi level, leading to an almost linear increase of the current with the voltage. The current increases until a local maximum is reached at I p , ideally, at V 2E n=1 /q, that is, when the overlap between the emitter's Fermi sea energy and the transmission coefficient around the first resonant level reaches a local maximum, see Fig. 5c ). An additional increase of the bias voltage will further lift up the emitter's Fermi level and tunneling through higher resonant levels or carrier transport above the barriers will lead to a new current increase.
C. Liénard oscillator model
Using the theory of nonlinear differential equations employed to describe oscillator systems, here we formulate the nonlinear dynamic model that describes the dynamic characteristics of resonant tunneling diode resonators. The RTD is represented by an equivalent parallel circuit describing the RTD's conductance G 0 and its capacitance C as shown in Fig. 6 . The RTD conductance and the diode capacitance correspond to the static NDC conductance and the RTD's emitter-collector capacitance, respectively. We use a voltage dependent current source, I = F (V ) to model the nonlinear I − V characteristic. The function F (V ) describes the experimental N-shaped I − V characteristic and can be either fitted with a polynomial function or using a more detailed equation 67 . Since the RTD current lags behind the applied voltage, an inductance in series with the RTD conductance should be considered in the circuit model. This inductance L qw is related with the resonant state given by L qw = τ d /G 0 , where τ d is the resonance lifetime. However, in a real circuit operating at moderate frequencies < 10 GHz, L qw is negligible, that is, much smaller that the circuit's inductance, Fig. 6 .
By applying Kirchhoff's rules (using Faraday's law) to the circuit of Fig. 6 , the voltage V (t) across the capacitance C and the current I(t) through the inductor L are given by the following system of two first-order differential equations: 
where V dc is the dc bias voltage and L describes the circuit parasitics from the transmission line and wire connections. Lastly, R is the series resistance related to the highly doped bulk regions on either side of the DBQW structure and the external lead resistances associated to the contacts, e.g. wires and other bias circuit components. We also include in Eq.
(1) an external electrical perturbation V ac sin(2πf in t) describing a sinusoidal modulation, where V ac represents the amplitude and f in its frequency. For purposes of numerical simulation time was rescaled by the RTD natural frequency
In Eqs.
(1)-(2), when V AC = 0, the system is called an autonomous Liénard oscillator 68 . The Liénard's model describes a wide range of physical nonlinear dynamical systems (see 68, 69 and the references therein). More recently, we have demonstrated the Liénard system describes the rich dynamics of RTD optoelectronic oscillators, specifically the generation of self-sustained oscillations at GHz speeds 50, 52 . The Liénard RTD oscillator subjected to a time-dependent external force (V ac = 0) provides an additional degree of freedom and a wide range of additional dynamical regimes besides self-sustained oscillations can emerge. Foremost of these dynamical regimes include synchronization 70, 71 , chaos 72, 73 , and excitability 2 . Lastly, the photo-current, I ph , and current noise, I n , sources included in Eq. (1) describe the Liénard oscillator under optical injection 42 and perturbed by current noise 52 , respectively. The photo-detection characteristics of the RTD are analyzed in detail in Section III-A.
III. SOLID-STATE OPTOELECTRONIC NEURON RESONATOR
In this section we present our work on recent developed solid-state optoelectronic neuron microchips formed by resonant tunneling diode oscillators. In our approach, electronic and photonic components are hybrid integrated in a single chip enabling electro-optical neuromorphic functionalities. Figure 7 shows a schematic representation of the individual and hybrid integrated microchips, panels a)-c), and their respective equivalent circuits, panels d)-f) used to model the experimental circuits. In what follows, we describe, both experimentally and theoretically, the implemented optoelectronic circuits for neuromorphic applications.
FIG. 7. a) Schematic of the solid-state neuron microchip consisting of the RTD-photodetector (RTD-PD). b) Schematic of the solid-state optoelectronic neuron microchip consisting of an RTD-PD connected in series with a semiconductor laser diode using a gold (Au) wire bond. Both electrical and optical high-speed excitable spike signals can be activated either electrically or optically. c) Schematic of the autaptic neuron microchip. In this configuration, the optical spiking output is re-injected into the RTD-photodetector input after a time-delay τ due to the propagation in an optical delay line (red trace). Schematic representation of the equivalent lumped electrical circuit of the d) RTD-PD microchip, e) RTD-PD-LD microchip, f) autaptic microchip.
A. RTD-photodetector
The key component of our solid-state neuron microchips is the RTD-photodetector, Fig.  7a ). It consists of a DBQW embedded in an optical ridge waveguide and operates as a waveguide photodetector for incoming light at wavelengths with energy close to or above the waveguide core bandgap energy (the typical operation of our devices is ∼ 1.55µm). Its typical epi-layer structure is grown by molecular beam epitaxy in a Varian Gen II system on an InP substrate and consists of a 2-nm-thick AlAs barriers separated by a 6-nm-wide InGaAs layer, embedded in a 1 µm thick ridge waveguide which corresponds to the photoconductive semiconductor layers. The ridge waveguide consists of a unipolar InAlAs/In 0.53 Ga 0.42 Al 0.05 As/InP (for more detail see 43, 74 ). As represented schematically in Fig. 7a ), such configuration enables control of the neuron microchip using both light and electrical signals.
The dynamics of the RTD-PD is analyzed considering the lumped electrical circuit of Fig. 7d ). This circuit is equivalent to the Liénard oscillator circuit analyzed in section II-C, Fig. 6 , but assuming an additional photocurrent, I ph , and current noise, I n , sources (already described in Eq. (1). The photocurrent source, I ph , (see below) describes the photogenerated current in response to an optical modulated signal. The current noise source, I n , describes the random noise processes in the oscillator and detector, specifically thermal and shot noises, and are all modelled as Gaussian noise processes (and are described in section III-C).
In Eq.
(1), the RTD-PD photo-generated current, I ph , in response to a optical modulated signal, P (λ), is given by:
where λ is the wavelength, e is the electric charge unit, h and c are the Planck constant and the speed of light in the vacuum, respectively, and η ph is the waveguide photodetector quantum efficiency given by:
where κ is the light coupling factor, R ref is the waveguide facet reflectivity, α is the waveguide core absorption coefficient, γ ph is the overlap integral of the electric and the optical fields, and Λ is the active waveguide PD length. Typical values can be found in.
43
Although the I −V characteristic of the RTD-PD is a function of both voltage and optical power, 43 considering the low responsivity of the photodetectors analyzed (< 0.25 A/W), in this work we assume the static I −V curve in dark conditions. In the cases where the optical injection changes substantially the I − V characteristic, refinements of the model can be included, namely by taking into account the photoconductivity and charge accumulation effects in double-barrier RTD structures (see for example the work of 75 ).
B. RTD-laser diode
In the RTD-laser diode configuration, Fig. 7b ), the RTD-PD is connected in series with a laser diode in a hybrid optoelectronic integrated circuit. The typical laser devices used in our work consisted of an InGaAsP multi-quantum-well active region operating in continuouswave at ∼1550 nm, with 6 mA threshold current, up to 10 mW optical output power, and a modulation bandwidth of ∼ 10 GHz. Connecting a laser diode in series does not substantially change the overall shape of the nonlinear I − V characteristic of the RTD. As detailed in 50 it just shifts the peak and valley regions to higher voltages (a shift of around 0.84 V, i.e., the voltage drop across the laser p − n junction), while the current values are unchanged. In fact, the nonlinearity of the RTD-PD remains in the laser output. The RTD-PD provides a dynamical bias current control for the laser diode enabling the RTD-LD to operate as a neuromorphic optoelectronic oscillator featuring high-speed response and quadruple electronic and optical input/output functionalities. Moreover, this configuration can be readily adapted to include other types of laser devices (e.g. VCSELs), and on-chip monolithic integration of both RTD-PD and LD components can also be implemented 76 . In order to describe the dynamic behavior of the laser diode employed in our neuromorphic microchips, we use a single-mode rate-equation model. The rate equations for the photon, s(t), and carrier, n(t), densities in the semiconductor laser active region are given by:
where I(t) is the modulated current provided by the RTD-PD (given by Liénard's model, Eqs.
(1)- (2)), plus the dc current, V a is the volume of the active region, τ n and τ p are the spontaneous carrier lifetime and the photon lifetime, respectively; the spontaneous emission factor, β sp , is the fraction of the spontaneous emission that is coupled to the lasing mode; n 0 is the carrier density at transparency; g 0 is the differential gain which includes the effect of gain compression; Γ is the optical confinement factor; λ c is the emission wavelength; η ext is the external efficiency; and P opt is the laser optical output power. For simplicity of analysis, the nonradiative recombination processes were neglected in the rate equations model.
C. Autaptic neuron resonator
Here we describe how to operate and model the neuromorphic optoelectronic microchip described previously as an autaptic neuron. In this configuration, Fig. 7c)-f) , an optical delay line with time-delay τ is inserted off-chip (typically a low loss optical fiber) providing a mechanism of re-injection of the optical output, analogous to an autaptic biological neuron, Fig. 7c)-f) . As detailed in Section IV, this scheme is explored for applications in braininspired temporal buffer memories enabling writing and storage of information as light intensity pulses. In order to fully model this neuromorphic optoelectronic resonator system, we consider the set of Eqs. (1)-(2) describing the RTD-photodetector and the rate-equation model (5)- (7) describing the laser diode in a delayed feedback configuration. We then obtain the following dimensionless coupled delay differential equations (DDE) system describing the dynamic characteristics of the solid-state autaptic neuron:
where N (t) and S(t) are the dimensionless carrier and photon densities, respectively. The variables were rescaled as n(t) = N (t)N th and s(t) = S(t)S 0 , where S 0 = Γ(τ p /τ n )N th and N th = n 0 +(Γg 0 τ p ) −1 is the threshold carrier density; time is normalized to the characteristic LC resonant tank frequency, ω 0 = (
is the optical feedback, where η is the feedback strength and τ is the time delay with respect to the dimensionless time t. The feedback strength parameter, η, depends on RTD-PD detection characteristics, Eq. (3), and the fraction of the laser optical output power P opt re-injected into the delayed feedback loop. The carrier density in the laser Eqs. (10)-(11) is normalized to threshold, and I th is the dimensionless laser diode threshold current. The parameters τ n and τ p come from the time rescaling. Lastly, we model the stochastic processes of the neuromorphic system (e.g. thermal and shot noises) as an effective deltacorrelated Gaussian white noise of zero mean χξ(t) 77 , Eq. (8), where the parameter χ is the dimensionless variance of the distribution and denotes the noise strength. Typical parameters used in the numerical simulations can be found in 52 .
IV. EXCITABLE AND DELAY DYNAMICS
In this section, we review our recent results on the excitable and delay dynamic characteristics of both single and autaptic (self-delayed) solid-state neurons including all-or-none spike response (Subsection A) and mixed mode oscillations (Subsection B), and spike-based data encoding, storage, and signal regeneration (subsection C). In subsection D, we link our experimental implementation of the artificial neuron, based upon the nanoscale nonlinear resonant tunneling diode driving a laser, to the paradigm of neuronal activity, the FitzHugh-Nagumo (FHN) model with delayed feedback.
In subsection E, we analyze in more detail our autaptic neuron and disclose the existence of a unique temporal response characteristic of extended spatio-temporal localized structures. As thoroughly discussed in subsection E, the ubiquitous physical properties of these localized structures, namely mutual independence, as demonstrated by their uncorrelated random walk motion in the presence of noise, enables the implementation of robust and flexible regenerative photonic memories by addressing, creating and destroying individual localized pulsed patterns of information.
A. Excitability
Excitability is a concept originally coined to describe the capacity of living organisms e.g. nerves 78, 79 or neurons to respond strongly to a weak external stimulus that overcomes a well defined threshold. If the system is perturbed from its rest state, it may relax back towards its steady state in two different ways. If the perturbation remains below a certain threshold, the relaxation is exponential. Above this threshold, the system has to perform a large orbit that involves the whole phase space topology before relaxing again towards the unique fixed point (the rest state). Such a relaxation consisting of two widely different transient regimes towards a unique attractor defines the so-called excitability phenomenon (typically with a pulsed shape). Notably, this unique pulse (or spike) response depends only on the characteristics of the excitable system at hand and not on the details of the stimulus. During its large excursion in phase space, the system cannot respond to another perturbation which defines the so-called lethargic time (or refractory time), T l , as the temporal extent of the orbit. Well known in physiology, this refractory period corresponds physically to the large amount of energy released during the excitable response and may be understood as the time the system needs to recharge before being able to release another response. In neurons, this period of time occurs during the re-polarization and the hyperpolarization of the membrane potential.
The unique characteristics of the excitable response confer to the data transmission and processing systems based upon this mechanism a high degree of robustness due to their inherent capability of signal reshaping. In the spatial domain, a photosensitive BelousovZhabotinsky reaction was used to perform image processing 80 , enabling smoothing and Sobel filter edge detection. Recently, an optical torque wrench 81 was employed as a sensing technique based in the excitability and was capable of detecting single perturbation events. In the last two decades, there has been a quest for electro-optical semiconductor excitable systems capable of operating at speeds much faster than the typical slow speeds of neurons. In electronic systems, neuron-like semiconductors 82 have been explored showing moderate operation speeds (20 kHz). In the context of high-speed optical communications, short optical pulses (0.73 ns) were obtained using a monolithic vertical cavity laser with an intracavity saturable absorber 83 . Another examples of generation of fast optical excitable pulses can be found in 84 showing excitability in a quantum dot semiconductor laser with optical injection, and in 85 where much faster refractory times were reported using a micropillar laser with saturable absorber.
In what follows, we summarize our results on the artificial solid-state neuron of Figs. 7b) and e), operating at room temperature and at a telecommunication wavelengths (∼1550 nm) enabling high-speed neural pulse response. Our optoelectronic circuit contains the key ingredients that fulfill the excitability paradigm and thus, the inherent capabilities for being used in the framework of bio-inspired photonic data processing. Specifically, this includes a potential for monolithic integration, an intrinsic high-speed response and quadruple electronic and optical inputs/outputs.
Spiking and bursting
In order to operate the neuromorphic microchip of Figs. 7b)-e) and as an excitable system, the optoelectronic circuit is externally activated using either light or electrical signals and dc biased in a monostable condition (below or above the NDC region), that is, in a unique fixed point of at one of the PDC regions. In these conditions, the circuit is highly sensitive to the external input (using either a pulsed, square or noise signals), emitting fixed-shape spikes (or bursts of spikes), depending on the dc bias point. By choosing a white noise perturbation as the input signal, coherence resonance (CR) phenomena can be activated 14 , i. e., a maximum of temporal regularity in the output for a finite noise level. Figure 8a ) presents experimental results showing the occurrence of spiking and CR behavior in a neuromorphic circuit activated by electrical noise. For a very weak noise input level, the output maintains its steady (rest) state. For a given noise threshold perturbation, panels (i) and (ii), the circuit is perturbed from its rest state and spiking in both electrical and laser outputs is observed (V and S, respectively). The spikes appear random, and the interval between excitations varies substantially. We show in the inset a single pulse event in both the electrical and the optical outputs. The upward voltage pulse event shows a full width half maximum (FWHM) of around 13 ns, inset of panel i). The LD intensity output follows the electrical current switching induced by the RTD with a sequence of downward pulses of identical shape and typical FWHM of ∼ 200 ns, inset of panel (ii). For a moderate noise level, panels (iii)-(iv), the firing of spikes is more regular and the interspike intervals do not differ much, providing an example of coherence resonance behavior. An analysis of the statistics of the interspike interval (ISI) of the fired spikes allow us to estimate the refractory time to be around 500 ns (± 20 ns).
Interestingly, the asymmetric I −V characteristic of our neuromorphic circuit enables two different excitable regimes. As detailed previously, in the first PDC, the response consists in a single isolated peak. But in the second PDC, the temporal response is composed by a succession (or burst) of peaks well separated by the lethargic time. In Fig. 8a ), panels (v) and (vi), is shown multi-pulsing "bursting" behavior when the circuit is dc biased in the second PDC region. As explained next in more detail, in this case the optical pulses are fired in an upward direction since the laser follows the electrical current switching induced by the RTD-LD.
The above observations can be fully explained with the model of Eqs. (8)- (11) (see 2 for details on the parameters used). Fig. 8b ) shows a very good agreement between the numerical simulations and the experimental results in both electrical and optical outputs. The white Gaussian noise with amplitude above the excitable threshold activates randomly neuron-like pulses as observed experimentally. The multiple bursting in the second PDC is also predicted by the model due to the asymmetry of the F (V ) function. The pulse triggering mechanism is represented schematically in Fig. 9 and is explained as follows. The RTD-based autaptic neuron is an example of a slow-fast excitable system in which the fast variable is the voltage and the slow one the current. During the excitable orbit, the two fast stages correspond to a sudden increase and drop of the voltage during which the current does not changes appreciably. These two fast stages are interleaved by two slow stages in which the current evolves along the attracting nullcline as defined by the F (V ) function while the voltage follows adiabatically. In the limit µ 1, the two fast stages can be neglected and the lethargic time corresponds mainly to the evolution along the slow stages defined by the two PDC regions. In these regions, the motion is governed by is removed, the lethargic time is solely proportional to the inductance of the circuit L. An approximate expression of the excitable period T l can be estimated to be:
with I ± the currents values at the folding points and F −1 1,2 the inverse of the derivative of F in the first and second PDCs. The estimated inductance of the circuit analyzed in Fig.  8a ) was L ∼ 3 µH, explaining the large measured lethargic time (∼500 ns). As shown in the results of subsection C-2, the lethargic time in our neuromorphic microchips can be substantially reduced using a transmission line with lower inductance to connect the RTD and the LD dies.
High-speed optically induced spike generation
Excitability and pulsating behavior can be achieved at much faster speeds as a result of modifications of our neuromorphic optoelectronic circuit. Using a transmission line with L ∼ 8 nH to connect the RTD and the LD dies lethargic time can be substantially reduced. Figures 10a) and 10b) show downward and upward optical pulses, respectively, measured in the LD output and triggered by noise. In this case, excitation events were also triggered optically, panel b), by coupling a light signal at 1550 nm to the RTD-PD ridge waveguide using a lensed optical fiber. The optical signal was amplitude modulated (AM) with electrical white noise. The RTD-PD shows a typical responsivity ∼0.2 A/W when dc biased in the second PDC region (see section III-A for more details concerning the RTD-PD). In the inset of Fig. 10b) , we show the single fired pulse events of both electrical and the optical outputs orbits. This analysis allow us to estimate a refractory time of 12 ns (± 500 ps) in the first PDC region, Fig. 10c ), and 9 ns (± 500 ps) in the second PDC region, Fig. 10d ). The lethargic time is more than one order of magnitude lower than the lethargic time measured in the previous neuromorphic circuit analyzed (∼500 ns). Further speed increasing and pulse width reduction is expected with future improvements of the microchips which include reducing the RTD-PD active area (and therefore reduce the intrinsic capacitance < 1pF), and reducing the series equivalent inductance, here mainly determined by the length of the gold wires used in the electrical connections.
B. Mixed mode oscillations
Mixed mode oscillations (MMOs) describe trajectories that combine small-amplitude oscillations and large-amplitude oscillations of relaxation type, both recurring in an alternating manner, as compared with the self-sustained relaxation oscillations. Recently, there has been a lot of interest in MMOs that arise due to a generalized canard phenomenon (see 86 and references therein). Such MMOs arise in the context of slow-fast systems, similar to our RTD-based neuromorphic system. The small oscillations arise during the passage of the trajectories near a fold, due to the presence of a so-called folded singularity. The dynamics near the folded singularity is transient, yet recurrent: the trajectories return to the neighborhood of the folded singularity by way of a global return mechanism.
In order to understand the dynamics of the MMO pattern generation in the case of our neuromorphic optoelectronic resonator, we discuss the current-voltage phase space diagram displayed in Fig. 11a ). For the chosen parameters, the load line intersects the I − V in the first PDC region (rest state), but sufficiently close to the NDC region where self-sustained relaxation oscillations can occur. By choosing a periodic sinusoidal modulation, when the driving amplitude is below a given level of V ac , the dynamics is only perturbed around the fix point, as shown in the upper left corner of the phase-space diagram. This corresponds to the small amplitude oscillations (binary '0'). If we increase the driving amplitude above a threshold value, oscillations of large amplitude (binary '1') can occur, corresponding to a large excursion in the limit cycle. Using this mechanism, MMO patterns of large and small (L S ) amplitude oscillations in the electrical domain are achieved. A typical waveform is displayed in Fig. 11b) , showing a periodic L S → 3 1 MMO sequence with large amplitude signals of V followed by one small amplitude oscillation in the other state. The two-state level operation can be associated with a binary encoding {0, 1}. The L S electrical current patterns directly modulate the laser diode, enabling identical MMO dynamics to occur in the LD intensity optical output.
In Fig. 12 is shown typical experimental time traces of MMOs patterns using a neuromorphic circuit similar to the one discussed in section IV-A2. In this experiment, in order to operate the circuit as a two-state level MMO pattern generator, the bias point was selected in the second PDC region. Depending on the driving frequency and amplitude of the external control ac signal (assuming a fixed dc bias point and circuit parameters) either periodic or aperiodic intermittent MMO patterns can be triggered. In Fig. 12 we measured the response of the neuromorphic circuit to sinusoidal electrical signals in the range of 0.53 GHz to 0.63 GHz, that is, close to the natural oscillation frequency of the circuit, and recorded the laser photo-detected output using an oscilloscope. The results show that changing the periodic external signal will trigger an MMO sequence periodic of L S → 3 1 → 2 1 → 1 1 , upon varying the frequency parameter. Between periodic MMOs, more complex patterns can be achieved including quasi-periodic and chaotic MMOs. In Fig. 12d) we show an example of an aperiodic sequence displaying random MMOs.
The MMO pattern generation can be used as an efficient switching method to modulate the laser intensity output for applications in pattern and random bit generation. Considering that small external perturbations (in frequency or amplitude) substantially change the dynamical characteristics of the MMO patterns, this can have novel applications in data encoding.
C. Regenerative photonic memories
Buffering of optical signals is desirable to avoid congestion of information traffic and realize efficient optical interconnects. Recently, all-optical buffer memories have been proposed based on slow-light delay lines, or using the Kerr nonlinearity on a standard silica optical fiber 88 providing functionalities such as all-optical storage and reshaping. However, for realistic applications an optical buffer has to be compact for on-chip integration, which rules out most existing schemes, as they are not easily scalable to a millimeter size footprint and the writing process is often complex and costly. Therefore, configurations that combine the robustness of semiconductor nanoelectronic and optical devices with the wide-bandwidth of photonics elements offer significant advantages because they can provide small size, highspeed and low cost alternatives to the all-optical buffers currently proposed.
In this section, we review our work on regenerative photonic memories using the autaptic configuration introduced in Fig. 6c ) and f). In this configuration, an optical delay line with time delay τ is inserted off-chip (in this case a low-loss single-mode optical fiber) providing a mechanism of re-injection of the fired excitable pulses analyzed in section IV-A, a mechanism analogous to an autaptic neuron. Our regenerative memory operates under the physical principle of excitable regeneration in which a pulse re-circulates indefinitely in an optical fiber delayed feedback loop enabling robust regenerative signal buffering and the potential for logical operations. The work on the solid-state autaptic neuron follows the strong interest that has been devoted during the past two decades on the effects of communication time delays in biological systems 89, 90 , and how they can influence the synchronization dynamics between distant coupled neurons. For instance, it was shown that dynamical systems mimicking coupled neurons exhibit stable periodic pulsating regimes [91] [92] [93] [94] , instead of a stable steady-state regime. Following the seminal work of Ikeda 95 , the concept of pattern memorization in time delayed bistable systems was addressed in opto-electronic systems, see for instance 96, 97 . Departing from these works, our work involves an excitable element, the RTD-PD resonator, as the nonlinear node. Because of this crucial difference, our approach benefits from the robustness and self-healing properties which are typical of neural signals and do not exist in bistable systems. Specifically, the excitable response of the nonlinear node guarantees a strong and well-defined all-or-nothing pulse response, almost identical in shape and duration to any supra-threshold incoming signal, enabling the reshaping and healing functionality of incoming signals which can be employed in the following critical telecommunication buffer functions: writing, storage, reshaping/healing, and XOR operation. Figure 13 presents a typical example of experimental time traces showing the writing and storage of the regenerative memory using electrical injection of a single pulse bit, panel a). The binary-coded data streams were generated using an arbitrary function generator. For purposes of demonstration and experimental convenience, the data signals were injected electrically although the signals could be also injected optically, taking advantage of the optical input port of the RTD-PD. By operating our solid-state autaptic neuron in an excitable regime (close to the NDC region), we are able to store and regenerate optical bits of information in the fiber, the empty region signalling the "0" bits and the excitable optoelectronic pulses the "1". When these bits are re-injected into the RTD-PD they trigger the generation of a new excitable cycle. This regenerative mechanism occurs after each round trip in the fiber which is extremely robust since even if the bit sequence is strongly deteriorated, the all-or-none nonlinear response of the excitable RTD-PD enables the signal regeneration. In the experiments we used a low-loss optical fiber loop with a 46 µs cavity round-trip time, τ . The time τ was chosen in order that the memory buffer is much larger than the typical excitable lethargic time, T l , of the RTD-PD-LD excitable system (in this case T l ∼500 ns). In the results of Fig. 13b ), the regeneration lasted more than 10 4 time round-trips, only limited by the acquisition time of the oscilloscope employed. Real-time measurements suggest that storage of a data stream can be achieved for several minutes without using any temperature or vibration controllers of both optical fiber and optoelectronic circuit.
In order to assess the robustness of the writing and storage process, a wide range of temporal bit patterns were tested. Figure 14 shows an example of complete regeneration using two-bit (11), panel a), and four-bit (1101), panel b), patterns. The bits must be separated by the lethargic time T l of the excitable system, which eventually defines the maximal bit rate as T −1 l . The lethargic time induces a repulsion between nearest bits of data when they get too close, thereby ensuring signal integrity. Moreover, choosing a bit sequence where the amplitude of the bits are not evenly distributed, panel c), the system is able to perform single pass healing by restoring and self-adjusting the received bits to a fixed amplitude. Thus, the unique characteristics of the excitable response of our neuromorphic system enables the implementation of novel types of regenerative memories almost insensitive (in a certain range) to the exact shape or amplitude of the incoming data signals. As presented in Fig. 15 showing complete regeneration using a more complex pattern of 8-bits (11011101), the writing and storage process of the regenerative memory is extremely robust. In this situation, the regeneration was stable within the ms range.
It is noteworthy that the writing process of the regenerative memory can be scalable to multi-gigahertz operation, only limited by the laser diode frequency response. The information can be written with a single addressing pulse, either using electrical or optical incoming data, and can be stored in standard low-loss single mode silica optical fibres, which is very beneficial for practical applications.
D. Time-delay FitzHugh-Nagumo model
A precise modeling of the experimental situation can be achieved within the framework of a dynamical model employing a Liénard equation. However, by assuming that the excitable response is slower than the relaxation oscillation frequency of the laser, one can adiabatically eliminate the laser intensity (S) that becomes slaved to the current (I) of the RTD. By expanding the nonlinear characteristic of the RTD at the center of the negative differential resistance, denoting δV and δI the deviation of the voltage and of the current, neglecting the asymmetry of the NDC region, i.e. we assume it is symmetric, one may reduce exactly the underlying physical model to the FHN model with delayed feedback, making a complete link with our time-delayed neuromorphic photonic system and the paradigm of excitability. The time delayed FHN model readṡ
The stiffness parameters ε = µ 2 denotes the ratio of the time scale governing the slow and the fast variables while β is the effective bias parameter. We choose β > 0 without loss of generality. The influence of the delayed re-injection of light, proportional to the current in the RTD, is taken into account by the delayed term in Eq. 13. The amplitude of the delayed feedback is denoted η. For the sake of convenience we use the so-called form of non invasive feedback 98 . As such, the steady states of the FHN model are unchanged by the presence of feedback. If not otherwise stated the parameters are ε = 0.05, η = 0.18 and τ = 500. We included white Gaussian noise of variable amplitude ξ to model the stochastic processes occurring in our experimental neuromorphic photonic oscillator.
E. Spatio-temporal localized structures
The stored information in the optical delay line of the solid-state autaptic neuron is composed of coherent photon packets that possess all the properties of localized structures in delayed and spatially extended dynamical systems 99 . Localized structures have been widely observed in nature such as in granular media 100 , gas discharges 101 , reactiondiffusion systems 102 , fluids 103 , and convective systems 104 . Since the observation of LSs in semiconductor microcavities 105 , LSs analogues based in lasers have been exploited in periodically modulated and autonomous delayed dynamical systems [106] [107] [108] [109] [110] paving the way to novel methods of information storage, as proposed theoretically in 111 . We exemplify in Fig. 16a-d) various occurrences of such periodic regimes whose period are close to τ and that are composed of 0, 1, 3 and 6 bits of information as embedded excitable responses within the time delay τ . We stress in Figure 16e ) that all these regimes coexist between themselves for a wide range of the bias parameter β. Because these isolated temporal patterns are bistable with the uniform state and are also independent of the boundary conditions, i.e. the time delay value, and are attractors of the dynamics, they can be considered as the equivalent of Localized Structures in time delayed systems.
Interestingly, each branch of solution corresponds to a well defined number of temporal LSs. However, what is hidden in such a projection is that for a given number of bits, i.e. a given branch, an infinity of different arrangements and relative distances exists. The storage capacity of our regenerative memory can be understood intuitively. Since the temporal extension of the excitable orbit is defined by its lethargic time T l , the maximal amount of elements that can be stored in the time delay is the integer closest to N ∼ τ /T l .
The full bifurcation diagram of the multi-LSs solutions was obtained with DDE-BIFTOOL 112 and is depicted in Fig. 17b . The continuation of such solutions proved to be particularly challenging numerically and we were only able to study the equidistant multi-LSs solutions, see 54 for more details. We notice first that the simple bifurcation scenario found without feedback in Fig. 17a changes dramatically with η = 0. The dominant periodic branch that corresponds to the canard blow-up (in black) develops a large number of folds as apparent in Fig. 17b . We stress that only the upper part of this folded branch is stable and that at, e.g. at β = 1.1, it corresponds to the solution with a maximal number of LS within the time delay, i.e. the trace depicted in Fig. 16d with N = 7. By analogy with the terminology of spatially extended systems we denote this particular temporal trace without empty regions as the fully developed pattern. We stress that in this regime, all the N = 7 pulses are interacting via their tails and can hardly be considered as independent. For instance, erasing an individual pulse would result in a smooth rearrangement of the other N = 6 remaining LSs in order to minimize their residual repulsive interactions. The other branches represented in colors in Fig. 17b correspond to solution with N ∈ [1, 6 ] LSs. We refer the reader to 54 for the details regarding this analysis.
As another proof of the mutual independence of the temporal LSs, one can study their relative motion in presence of noise. For that purpose, we use a two dimensional pseudo-spatial representation in which the relative motion of the various LSs are best observed. In this co-moving reference frame, the horizontal axis is a space-like coordinate that allows to localize the position of the pulses within a given round-trip while the vertical coordinate corresponds to the slow temporal evolution of the system over many round-trips, see 54 for details. The mutual independence of these pulses is demonstrated for instance by their uncorrelated random motion in the presence of noise. We also show the nucleation and annihilation process in Fig. 18c ) simply by including an extremely large amount of noise. One also notice here a property of the utmost importance: the almost total absence of transients: the localized bits of information can be perfectly written and erased in a single round-trip, at variance with e.g. the results of 107, 113, 114 where transients representing tens of round-trip are necessary before a stabilization of the waveform. From an application point of view, our time-delayed neuromorphic photonic memory presents the extraordinary advantage to allow writing and erasing information at a rate comparable to the nominal reading rate.
V. PERSPECTIVES AND APPLICATIONS
The growing of artificial intelligence and the recognition by the semiconductor industry that the Moore's law is near its end is signaling a clear urgency for disruptive scientific concepts and technologies to keep up with the demands of low energy consumption and ultrafast computing and communications systems. Neuromorphic technologies combined with optics offer great promise for implementing compact, low power consumption artificial brain-inspired computing systems with real-time learning abilities.
Here, we have reviewed our recent work covering photonic memory circuits inspired by the biophysics of neurons. They consist of an integrated high-speed nanoscale nonlinear resonator and photo-detector, the resonant tunneling diode photo-detector (RTD-PD), a laser diode (LD) and an optical fiber, operating at telecommunications wavelengths (∼1550 nm). This optoelectronic configuration forms a new type of high-speed nonlinear neuromorphic photonic resonator microchip, which emulates the biophysics of real spiking neurons and dynamic synapses. The neuron-inspired photonic memory was demonstrated by sending a sequence of random bits of information that triggered the RTD-PD electro-optical spiking excitable response. Excitability is a nonlinear mechanism that not only governs the connections between neurons but also commands the rhythmic action of cardiac cells. Then, by delaying the excitable response using an optical fiber loop before re-injecting back into the RTD-PD input, we have demonstrated a regenerative memory as a result of the time-delayed feedback of the spiking nonlinear response of the system onto itself.
The impacts of this work are twofold. First, in our experiments we were able to write, reshape and store photon packets of information using conventional optical fibers at speeds much faster than the typical responses of biological neurons. The results are very promising for the development of disruptive brain-inspired high bit-rate (Gb/s) optical communications systems. Second, we have demonstrated that the stored information in the optical fiber is composed of coherent photon packets that possess all the properties of localized structures. Such states are abundant in nature and can be found in systems like granular media, semiconductors, fluids, and optical cavities. Their ubiquitous physical properties, namely mutual independence, as demonstrated by their uncorrelated random walk motion in the presence of noise, enables a robust and flexible memory operation by easily addressing, creating and destroying individual localized pulsed patterns of information.
Exploiting such a peculiar neuron-inspired electro-optical response using photonics is a conceptual breakthrough that has been almost unexplored in the field of optical data communications and could open up new applications, e.g. clock and timing, optical memories and data buffers.
