The authors establish the global existence and uniqueness of strong and classical solutions to the Cauchy problem for the barotropic compressible Navier-Stokes equations on the whole two-dimensional space with vacuum as far field density and with no restrictions on the size of initial data provided the shear viscosity is a positive constant and the bulk one is λ = ρ β with β > 4/3.
Introduction and main results
We are concerned with the two-dimensional barotropic compressible Navier-Stokes equations which read as follows:
where t ≥ 0, x = (x 1 , x 2 ) ∈ Ω ⊂ R 2 , ρ = ρ(x, t) and u = (u 1 (x, t), u 2 (x, t)) represent, respectively, the density and velocity, and the pressure P is given by P (ρ) = Rρ γ , γ > 1.
(1.
2)
The shear viscosity µ and the bulk one λ satisfy the following hypothesis:
For 1 ≤ r ≤ ∞, we also denote the standard Lebesgue and Sobolev spaces as follows:
Then, we give the definition of strong solutions to (1.1): Thus, the first main result concerning the global existence of strong solutions can be stated as follows:
Theorem 1.1 Assume that β > 4/3, γ > 1, (1.5) and that the initial data (0 ≤ ρ 0 , u 0 ) satisfy that for some q > 2 and a ∈ (1, 2) Then the problem (1.1)-(1.4) has a unique global strong solution (ρ, u) satisfying that for any 0 < T < ∞, 8) and that inf 0≤t≤T B N ρ(x, t)dx ≥ 1 4 R 2 ρ 0 (x)dx, (1.9) for some constant N > 0 and B N x ∈ R 2 |x| < N .
If the initial data (ρ 0 , m 0 ) satisfy some additional regularity and compatibility conditions, the global strong solutions become classical ones, that is, Theorem 1.2 Suppose that (1.5) holds. In addition to (1.6) , assume that (ρ 0 , u 0 ) satisfies 10) for some constant δ 0 ∈ (0, 1), and the following compatibility condition:
with some g ∈ L 2 . Then, in addition to (1.8) and (1.9) , the strong solution (ρ, u) obtained by Theorem 1.2 satisfies for any 0 < T < ∞, [34] ). Therefore, it would be interesting to study the problem (1.1)-(1.4) when 1 < β ≤ 4/3. This is left for the future.
We now comment on the analysis of this paper. Note that for initial data satisfying the conditions of Theorems 1.1 and 1.2, the local existence and uniqueness of strong and classical solutions to the Cauchy problem (1.1)-(1.4) have been established in [22] . Thus, to extend the strong and classical solutions globally in time, one needs global a priori estimates on smooth solutions to (1.1)-(1.4) in suitable higher norms. To do so, motivated by [16, 17] , it turns out that the key issue in this paper is to derive the upper bound for the density. We then try to modify the analysis in [16, 34] . However, the methods in [16, 34] can not be applied directly to our case since their arguments rely heavily on the fact that the domain is bounded. The key steps of this paper are as follows: We first obtain the spatial weighted mean estimate of the density(see (3.6) ). Then, rewriting (1.1) 2 as (3.13) in terms of a sum of commutators of Riesz transforms and the operators of multiplication by u i (see (3.12) ) as in [16, 23, 28] , we succeed in deriving the estimate of L ∞ (0, T ; L p )-norm of the density (see (3.9)) after using the spatial weighted mean estimate of the density we have just derived, the Hardy type inequality (see (2.3)), and the L p -estimate of the commutators due to CoifmanRochberg-Weiss [5] (see (2.8) (3.24) ). Then, after we establish a key estimate of ρu L r in terms of ρ L ∞ , ρ 1/2 u L 2 , and ∇u L 2 with the explicit expression of r (see (2.6) for details), we can use the W 1,p -estimate of the commutator due to Coifman-Meyer [6] (see (2.9) ) to obtain an estimate on the L 1 (0, T ; L ∞ )-norm of the commutators in terms of ρ L ∞ (see (3.40) ), which together with the Brezis-Wainger inequality (see (2.10)) leads to the key a priori estimate on ρ L ∞ provided β > 4/3. See Proposition 3.1 and its proof.
The next main step is to bound the gradients of the density. We first obtain the temporal weighted mean estimates on the material derivatives of the velocity by modifying the basic estimates on the material derivatives of the velocity due to Hoff [15] . Then, following [17] , the L p -bound of the gradient of the density can be obtained by solving a logarithm Gronwall inequality based on a Beale-Kato-Majda type inequality (see Lemma 2.7), the a priori estimates we have just derived and some careful initial layer analysis; and moreover, such a derivation yields simultaneously also the bound for L 1 (0, T ; L ∞ (R 2 ))-norm of the gradient of the velocity; see Lemma 4.2 and its proof.
The rest of the paper is organized as follows: In Section 2, we collect some elementary facts and inequalities which will be needed in later analysis. Section 3 is devoted to the derivation of upper bound on the density which is the key to extend the local solution to all time. Based on the previous estimates, higher-order ones are established in Sections 4 and 5. Then finally, the main results, Theorems 1.1 and 1.2, are proved in Section 6.
Preliminaries
The following local existence of strong and classical solutions can be found in [22] . The following Sobolev inequality will be used frequently. 
The following weighted L p bounds for elements of the Hilbert spaceD 1, 
where we denote B N {x ∈ R 2 | |x| < N } for N > 0. 
Proof. Noticing that
we obtain by direct calculations
where in the last inequality we have used the following simple fact that
due to (e + y) −α log(e + y) ≤ α −1 for α > 0 and any y ≥ 0. The desired estimate (2.3) thus directly follows from (2.1), (2.4), and (2.2). The proof of Lemma 2.4 is completed. A useful consequence of Lemma 2.4 is the following weighted bounds for elements of D 1,2 (R 2 ) which is important for our analysis.
Lemma 2.5 Letx and η
is a non-negative function such that 
for any r ∈ (1, ∞).
Proof. It follows from (2.5) and the Poincaré type inequality [12, Lemma 3.2] that there exists a positive constant C depending only on M 1 , M 2 , N 1 , and γ, such that
This combined with Holder's inequality, (2.3), and (2.5) yields that for r ∈ (1, ∞) and
which shows (2.6) and finishes the proof of Lemma 2.5. Next, let H 1 (R 2 ) and BMO(R 2 ) stand for the usual Hardy and BMO space. Given a function b, define the linear operator
where R i is the usual Riesz transform on R 2 :
The following properties of the commutator [b, R i R j ](f ) will be useful for our analysis.
(2.9)
Remark 2.1 Properties (2.8) and (2.9) are due to Coifman-Rochberg-Weiss [5] and Coifman-Meyer [6] respectively.
Next, we state the following Beale-Kato-Majda-type inequality which was proved in [1, 20] when divu ≡ 0 and will be used later to estimate ∇u L ∞ and ∇ρ L p .
Finally, the following Brezis-Wainger inequality will also be used.
Lemma 2.8 ( [2, 10]) For q > 2, there exists some positive constant C depending only on q such that every function
v ∈ v ∈ W 1,q ∇v ∈ L 2 satisfies v L ∞ ≤ C( v L q + ∇v L 2 ) ln 1/2 (e + v W 1,q ) + C. (2.10)
A priori estimates (I): upper bound of the density
In this section and the next, in addition to the conditions of Theorem 1.1, we will always assume that smooth (ρ 0 , u 0 ) satisfies
for some a positive constant N 0 . Moreover, suppose that (ρ, u) is the strong solution to
The following Proposition 3.1 will give an upper bound of the density which is the key to obtain higher order estimates. 
there is a positive constant C depending only on µ, β, γ, T, N 0 , a, and E 0 such that
Before proving Proposition 3.1, we establish some a priori estimates, Lemmas 3.2-3.6. First, we have the following lemma. 
and inf
Proof. First, the standard energy inequality reads:
Next, multiplying (1.1) 1 byx a and integrating the resulting equality over R 2 , we obtain after integration by parts and using (3.5) that
, which together with Gronwall's inequality gives
This, along with (3.5), gives (3.3). Finally, the mass conservation equation (1.1) 1 yields
For N > 1, let ϕ N be a smooth function such that
It follows from (1.1) 1 , (3.7), and (3.5) that
This combined with (3.1) yields that for
which shows (3.4). The proof of Lemma 3.2 is completed.
Lemma 3.3 Assume that (1.5) holds. Then there is a positive constant C depending only on µ, β, γ, T, N 0 , a, and E 0 such that
Proof. First, we denote
whereḟ is the material derivative of f. Let G and ω denote the effective viscous flux and the vorticity respectively as follows:
We thus rewrite the momentum equations (1.1) 2 as 10) which shows that G solves
This implies 11) with the commutator F defined by
Then, since ρ > 0 due to (3.1), the mass equation (1.1) 1 leads to
which combined with (3.11) gives that
Next, denoting f max{θ(ρ) − ψ, 0}, multiplying (3.13) by ρf 2γ−1 , and integrating the resulting equality over R 2 lead to 15) where in the last inequality we have used the following simple fact that for any p ∈ (1, ∞), 
where σ = 4(β − 1)/((4 + a)(2βγ + 1) − 4). Substituting (3.17) into (3.15) gives 18) due to β > 1. Next, we claim 19) which together with (3.18), (3.3), and Gronwall's inequality yields
This combined with (3.19) and (3.7) directly gives (3.9). Finally, it only remains to prove (3.19) . In fact, for any p ∈ (1, ∞), we have 20) which, along with (2.1) and (3.3), gives that for any r ∈ (2, ∞),
It thus follows from (3.21), (3.7), and the fact that β > 1 that
The proof of Lemma 3.3 is finished.
The following L p -estimate of the momentum will play an important role in the estimate of the upper bound of the density. 22) with η 0 as in (1.7) and
Lemma
Proof. First, for
multiplying (1.1) 2 by (2 + ν)|u| ν u and integrating the resulting equation over
which together with Gronwall's inequality and (3.9) thus gives
Then, it follows from Holder's inequality, (3.23), (3.3), (3.4), and (2.6) that for
which shows (3.22) and finishes the proof of Lemma 3.4.
Lemma 3.5 Assume that (1.5) holds. Then there is a constant C depending only on µ, β, γ, T, N 0 , a, and E 0 such that
where
Proof. First, direct calculations show that 26) and that
Then, multiplying (3.10) by 2u and integrating the resulting equality over R 2 , we obtain after using (3.26) and (3.27) that
Each I i can be estimated as follows:
First, it follows from (3.10) that
which together with the standard L p -estimate of elliptic equations yields that for p
In particular, we have
This combined with (2.1) gives
which leads to
Next, we will use an idea due to [9, 28] to estimate I 2 . Noticing that
This combined with the fact that BMO is the dual space of H 1 (see [11] ) gives 33) where in the third inequality we have used (3.30) and the following simple fact that for 34) due to (3.9). Next, Holder's inequality yields that for δ ∈ (0, 2(β − 1)),
where in the last inequality we have used (3.9) and (2.1). Then, noticing that (3.25) gives
one deduces from the Holder inequality and (2.1) that for 0 < δ < 1,
where in the last inequality we have used (3.30) . Putting (3.37), (3.36), and (3.30) into (3.35) yields
Finally, substituting (3.32), (3.33) , and (3.38) into (3.28), we obtain after choosing ε suitably small that for δ ∈ (0, min{1, 2(β − 1)})
Dividing (3.39) by e + A 2 , choosing δ = 1/(3β), and using (3.3), we obtain (3.24) and finish the proof of Lemma 3.5.
Next, the following lemma gives an estimate of the L 1 (0, T ; L ∞ )-norm of the commutator F defined by (3.12).
Lemma 3.6 Assume that (1.5) holds. Then there is a positive constant C depending only on µ, β, γ, T, N 0 , a, and E 0 such that
Proof. First, it follows from the Gagliardo-Nirenberg inequality, (3.16), and (2.9) that for p ∈ (8, ∞),
where in the last inequality we have used (3.22).
Next, we obtain from (3.31), (3.37), (3.34) , and (3.3) that
Substituting (3.42) into (3.41) yields that for p > 8,
which together with (3.24) and (3.3) directly gives (3.40) after choosing p suitably large since 1 + β/4 > 4/3 due to β > 4/3. The proof of Lemma 3.6 is completed. Now we are in a position to prove Proposition 3.1.
Proof of Proposition 3.1. For ψ as in (3.14) , it follows from (3.21) and (3.3) that ψ L 2γ ≤ C, which together with (2.10), (3.22) , and (3.20) leads to
where in the last inequality we have used (3.24) . One thus derives from (3.13), (3.43) and (3.40) that
Because of (1.5) and (1.7), this directly gives
which together with (3.39), (3.34), (3.3), and Gronwall's inequality yields (3.2). We complete the proof of Proposition 3.1.
A priori estimates (II): higher order estimates (I)
Lemma 4.1 Assume that (1.5) holds. Then there is a positive constant C depending only on µ, β, γ, T, N 0 , a, and E 0 such that
Proof. We will adapt an idea due to [15] to prove (4.1). In fact, operating ∂/∂t + div(u·) to (1.1)
Then, multiplying (4.2) byu, we obtain after integration by parts that
where in the second inequality we have used (3.42) and (3.2). Multiplying (4.3) by t and integrating the resulting inequality over (0, T ), we obtain (4.1) after using (3.2).
We thus finish the proof of Lemma 4.1.
Lemma 4.2
Assume that (1.5) holds and let q > 2 be as in Theorem 1.1. Then there is a constant C depending only on µ, β, γ, T, N 0 , a, E 0 , q, and ρ 0 H 1 ∩W 1,q such that
Proof. Following [17] , we will prove (4.4). First, denoting Φ (2µ + λ(ρ))∇ρ, one deduces from (1.1) 1 that Φ satisfies
Multiplying (4.5) by |Φ| q−2 Φ and integrating the resulting equation over R 2 , we obtain after integration by parts that 6) where in the second inequality we have used (3.29).
Next, noticing that the Gargliardo-Nirenberg inequality, (3.2), and
we deduce from standard L p -estimate for elliptic system that 8) where in the fourth inequality we have used (3.29) . This together with Lemma 2.7 and (4.7) yields that
Next, it follows from Holder inequality, (3.3), (3.4), (2.6), and (3.2) that
which together with (3.2) and (4.1) implies that
Then, substituting (4.9) into (4.6), we deduce from Gronwall's inequality and (4.11) that sup 12) which, along with (4.8) and (4.11), shows
Finally, it follows from (1.1) 1 that ∇ρ satisfies
We obtain from (3.2), (3.29) , and (4.12) that 15) which together with (4.14), (3.2), (4.13), and (4.1) gives
The combination of (4.12), (4.13), and (4.16) thus directly gives (4.4). We thus finish the proof of Lemma 4.2.
Lemma 4.3
Under the conditions of Theorem 1.1, there is a constant C depending only on µ, β, γ, T, N 0 , a, E 0 , q, and
Proof. First, it follows from (2.2), (3.2)-(3.4), and (2.7) that for any ε ∈ (0, 1) and
Direct calculations shows
which combined with (4.18) implies
Then, one derives from (1.1) 1 that v ρx a satisfies
which together with simple calculations gives that for any p ∈ [2, q] 20) where in the second and the last inequalities, we have used (4.19) and ( 
A priori estimates (III): higher order estimates (II)
In this section, in addition to the conditions of Theorem 1.2, we will always assume that (3.1) holds and that (ρ, u) is the classical solution to (1.1)-(1.4) on R 2 × (0, T ] obtained by Lemma 2.1.
From now on, in addition to µ, β, γ, T, N 0 , a, E 0 , q, and
and g L 2 , with g as in (1.11).
Lemma 5.1 It holds that
Proof. First, taking into account on the compatibility condition (1.11), we define √ ρu(x, t = 0) = g.
Then we deduce from (4.3) and Gronwall's inequality that ∇u
Then, it follows from (2.2), (2.7), (3.4), and (4.17) that for ε > 0 and η > 0, every 4) and that
Next, Differentiating (1.1) 2 with respect to t gives
Multiplying (5.6) by u t and integrating the resulting equation over R 2 , we obtain after using (1.1) 1 that
We estimate each term on the right-hand side of (5.7) as follows: First, the Holder inequality gives
where in the second inequality we have used (5.4) and (5.5).
Then, the Holder inequality, (5.3), and (5.2) lead to
Next, for p ≥ 1, (1.1) 1 yields that ρ p satisfies
which together with (5.4) and (4.17) shows
Similarly, we have
which combined with (5.2) and (5.10) yields
Finally, putting (5.8), (5.9), and (5.11) into (5.7) and choosing ε suitably small give
which together with (5.5) and (5.2) gives (5.1) and finishes the proof of Lemma 5.1.
The following higher order estimates of the solutions which are needed to guarantee the extension of local classical solution to be a global one are similar to those in [22] , so we omit their proofs here. [3, 28, 34] ) thus show that the problem (1.1)-(1.4) has a global strong solution (ρ, u) satisfying the properties listed in Theorem 1.1. Since the proof of the uniqueness of (ρ, u) satisfying (1.8) and (1.9) is similar to that of [22] , we finish the proof of Theorem 1.1.
Lemma 5.2 The following estimates hold:
Proof of Theorem 1.2. Without loss of generality, assume that ρ 0 satisfies (6.1) and (6.2). We choose 0 ≤ρ δ 0 ∈ C ∞ 0 (R 2 ) satisfying (6.3), (6.4), and 1)-(1.4) satisfying (1.8), (1.9), and (1.12) . We finish the proof of Theorem 1.2.
