Abstract-Real-time object detection has many computer vision applications. Since Viola and Jones [1] proposed the first real-time AdaBoost based face detection system, much effort has been spent on improving the boosting method. In this work, we first show that feature selection methods other than boosting can also be used for training an efficient object detector. In particular, we introduce greedy sparse linear discriminant analysis (GSLDA) [2] for its conceptual simplicity and computational efficiency; and slightly better detection performance is achieved compared with [1]. Moreover, we propose a new technique, termed boosted greedy sparse linear discriminant analysis (BGSLDA), to efficiently train a detection cascade. BGSLDA exploits the sample reweighting property of boosting and the class-separability criterion of GSLDA. Experiments in the domain of highly skewed data distributions (e.g., face detection) demonstrate that classifiers trained with the proposed BGSLDA outperforms AdaBoost and its variants. This finding provides a significant opportunity to argue that AdaBoost and similar approaches are not the only methods that can achieve high detection results for real-time object detection.
I. INTRODUCTION
R EAL-TIME objection detection such as face detection has numerous computer vision applications, e.g., intelligent video surveillance, vision based teleconference systems and human motion analysis [3] , [4] . Various detectors have been proposed in the literature [1] , [5] - [8] . Object detection is challenging due to large variations of the visual appearances, poses and illumination conditions. Furthermore, object detection is a highly imbalanced classification task. A typical natural image contains many more negative background patterns than object patterns. The number of background patterns can be 100 000 times larger than the number of object patterns. That means, if C. Shen is with NICTA, Canberra Research Laboratory, Canberra, ACT 2601, Australia. He is also with the Australian National University, Canberra, ACT 0200, Australia (e-mail: chunhua.shen@nicta.com.au).
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Digital Object Identifier 10.1109/TIP.2010.2055880 one wants to achieve a high detection rate, together with a low false detection rate, one needs to design a specific and sensitive classifier that takes the imbalanced data distribution into consideration [9] . Viola and Jones [1] proposed the first real-time AdaBoost based face detector. They introduced a framework for selecting discriminative features and training classifiers in a cascaded manner as shown in Fig. 1 . The cascade framework allows most nonface patches to be rejected quickly before reaching the final node, resulting in fast performances. A test image patch is reported as a face only if it passes tests in all nodes. This way, most nonface patches are rejected by these early nodes. Cascade detectors have led to very fast detection speed and high detection rates. Due to their tremendous success, numerous further work have been proposed. Most of them focused on improving the underlying boosting method or accelerating the training process. For example, AsymBoost was introduced in [9] to alleviate the limitation of AdaBoost in the context of highly skewed example distributions. Li et al. [10] proposed FloatBoost for a better detection accuracy by introducing a backward feature elimination step into the AdaBoost training procedure. Wu et al. [11] used forward feature selection for fast training by ignoring the reweighting scheme in AdaBoost. Another technique based upon the statistics of the weighted input data was used in [12] for even faster training. KLBoost was proposed in Liu and Shum [13] to train a strong classifier. The weak classifiers of KLBoost are based upon histogram divergence of linear features. Notice that in KLBoost, the classifier design is separated from the feature selection process. Bourdev and Brandt [14] developed the soft cascade to reduce the complexity of cascade design and training. The idea was further improved in multiexit boosted classifiers [15] . Cascade classifiers were applied not only to boosting based classifiers, but also to support vector machines (SVMs) [5] . In this work, we propose an improved learning algorithm for face detection, dubbed boosted greedy sparse linear discriminant analysis (BGSLDA). A preliminary version of this work appeared in Paisitkriangkrai et al. [16] . In this paper, we have included more discussion and experimental results with various features on both faces and humans.
One issue that contributes to the efficacy of the system comes from the use of AdaBoost for training cascade nodes. AdaBoost is a forward stage-wise additive modeling with the weighted exponential loss function [17] - [19] . The algorithm combines an ensemble of weak classifiers to produce a final strong classifier with high classification accuracy. AdaBoost chooses a small subset of weak classifiers and assigns them with proper coefficients. The linear combination of weak classifiers can be interpreted as a decision hyper-plane in the weak classifier space. The proposed BGSLDA differs from the original AdaBoost in the following aspects. Instead of selecting decision stumps with minimal weighted error as in AdaBoost, the proposed algorithm finds a new weak learner that maximizes the class-separability criterion. As a result, the coefficients of selected weak classifiers are updated repetitively during the learning process according to this criterion. It seems that the class-separability criterion better considers the asymmetric characteristic of the detection problem.
Our technique differs from [11] in the following aspects. Wu et al. [11] proposed the concept of linear asymmetric classifier (LAC) by addressing the asymmetric node learning goal in the cascade framework. Unlike our work where the features are selected based upon the linear discriminant analysis (LDA) criterion, Wu et al. select features using the AdaBoost/AsymBoost algorithm [11] . Given the selected features, Wu et al. then build an optimal linear classifier for the node learning goal using LAC or LDA. Note that similar techniques have also been applied in neural networks. In [20] , a nonlinear adaptive feed-forward layered network with linear output units has been introduced. The input data is nonlinearly transformed into a space in which classes can be separated more easily. As our experiments demonstrate, in terms of feature selection, the proposed BGSLDA method is superior than AdaBoost and AsymBoost for object detection.
The key contributions of this work are as follows. 1) We introduce GSLDA as an alternative approach for training face detectors. Similar results are obtained compared with Viola and Jones' approach. 2) We propose a new algorithm, BGSLDA, which combines the sample reweighting schemes typically used in boosting into GSLDA. Experiments show that BGSLDA can achieve better detection performances. 3) Wu et al. [11] showed that feature selection and classifier training techniques can have different objective functions (in other words, the two processes can be separated) in the context of training a visual detector. Our proposed GSLDA based approach provides new evidence to confirm this observation. 4) Our results confirm that it is beneficial to consider the highly skewed data distribution when training a detector. LDA's learning criterion already incorporates this imbalanced data information. Hence, it is better than standard AdaBoost's exponential loss for training an object detector. The remaining parts of the paper are structured as follows. In Section II-A, the GSLDA algorithm is introduced as an alternative learning technique to object detection problems. We then discuss how LDA incorporates imbalanced data information when training a classifier in Section II-B. Then, in Sections II-C and II-D, the proposed BGSLDA algorithm is described and the training time complexity is discussed. Experimental results are shown in Section III and the paper is concluded in Section IV.
II. ALGORITHMS
In this section, we present alternative techniques to AdaBoost for object detection. We start with a short explanation of the concept of GSLDA [21] . Next, we show that like AsymBoost [9] , LDA is better at handling asymmetric data than AdaBoost. We also propose a new algorithm that makes use of sample reweighting schemes commonly used in AdaBoost to select a subset of relevant features for training the GSLDA classifier. Finally, we analyze the training time complexity of the proposed methods.
A. GSLDA
LDA can be cast as a generalized eigenvalue decomposition. Given a pair of symmetric matrices corresponding to the between-class and within-class covariance matrices , one maximizes a class-separability criterion defined by the generalized Rayleigh quotient
The optimal solution of a generalized Rayleigh quotient is the eigenvector corresponding to the maximal eigenvalue. The sparse version of LDA is to solve (1) with an additional sparsity constraint (2) where counts the number of nonzero components, a.k.a. the norm.
is an integer set by the user. Due to this sparsity constraint, the problem becomes nonconvex and NP-hard. In [21] , Moghaddam et al. presented a technique to compute optimal sparse linear discriminants using the branch and bound approach. Nevertheless, finding the exact globally optimal solution for high-dimensional data is computationally infeasible. The algorithm was extended in [2] , with new sparsity bounds and efficient matrix inverse techniques to speed up the computation time by 1000 fold. The technique works by sequentially adding the new variable which yields the maximum eigenvalue (forward selection) until the maximum number of elements are selected or some predefined condition is met. As shown in [2] , for two-class problems, the computation can be made very efficient as the only finite eigenvalue can be computed in closed-form as with because in this case is a rank-one matrix. is a column vector. Therefore, the computation is mainly determined by the inverse of . When a greedy approach is adopted to sequentially find the suboptimal , a simple rank-one update for computing significantly reduces the computation complexity [2] . We have mainly used forward greedy search in this work. For forward greedy search, if is the current subset of indices and for candidate which is not in . The new augmented inverse can be calculated in a fast way by recycling the last step's result (3) where with indexing the th rows and th column of and [2] , [22] . Note that we have experimented with other sparse linear regression and classification algorithms, e.g., -norm linear SVMs, -norm regularized log-linear models, etc. However, the major drawback of these techniques is that they do not have an explicit parameter that controls the number of features to be selected. The tradeoff parameter (regularization parameter) only controls the degree of sparseness. One has to tune this parameter using tedious trial-and-error. Hence, we have decided to apply GSLDA, which makes use of greedy feature selection and the number of features can be predefined. It would be of interest to compare our method with -norm induced sparse models [23] .
The following paragraph explains how we apply the GSLDA classifier [2] , [21] as an alternative feature selection method to classical Viola and Jones' framework [1] .
Due to space limit, we omit the explanation of cascade classifiers. Interested readers should refer to [1] and [11] for details. The proposed GSLDA based detection framework is summarized in Algorithm 1. The algorithm operates as follows. The set of selected features is initialized to an empty set. The first step (lines 4-5 in Algorithm 1) is to train weak classifiers, for example, decision stumps on Haar features. 1 For each Haar-like rectangle feature, the threshold that gives the minimal classification error is precomputed and stored in memory. In order to achieve maximum class separation, the output of each decision stump is examined and the decision stump whose output yields the maximum eigenvalue is sequentially added to the list [line 7, step (1)]. The process continues until the predefined condition is met (line 6).
B. LDA on Asymmetric Data
In cascade classifiers, we would prefer to have a classifier that yields high detection rates without introducing many false positives. In the Bayes sense, linear discriminant classifiers are optimum for normal distributions with equal covariance matrices. However, due to its simplicity and robustness, linear discriminant classifiers have shown to perform well not only for normal distributions with unequal covariance matrices but also nonnormal distributions. A linear discriminant classifier can be written as if otherwise (4) where defines a function which returns a binary output, is the input image features and is an optimal threshold such that the minimum number of examples are misclassified.
The asymmetric goal for training cascade classifiers can be written as a tradeoff between false acceptance rate and false rejection rate as (5) where is a tradeoff parameter, representing an acceptable false rejection rate at the cost of higher false acceptance rate. Various approaches have been proposed to determine this tradeoff [1] , [11] , [14] , [24] . The objective of LDA is to maximize the projected between-class covariance matrix (the distance between the mean of two classes) and minimize the within-class covariance matrix. The choice of weight coefficients, , which satisfies the LDA objective is guaranteed to achieve this goal. Having large projected mean difference and small projected class variance indicates that the data can be separated more easily and, hence, the asymmetric goal can also be achieved more easily.
On the other hand, AdaBoost minimizes the symmetric exponential loss function that does not guarantee high detection rates with few false positives [9] . The selected features are, therefore, no longer optimal for the task of rejecting negative samples. Another way to think of this is that AdaBoost sets initial positive and negative sample weights to and ( and are the number of positive samples and negative samples). The prior information about the number of samples in each class is encoded only in the initial distribution of sample weights. The information gradually phased out during subsequent weak learners' training. In contrast, LDA takes the number of samples in each class into consideration when solving the optimization problem, i.e., the number of samples is used in calculating the between-class covariance matrix . Hence, is the weighted difference between class mean and sample mean, which writes (6) where is the number of samples in class and is the total number of samples. This extra information minimizes the effect of imbalanced data set.
In order to demonstrate this, we generate an artificial data set similar to the one used in [9] . We learn a classifier consisting of four linear classifiers and the results are shown in Fig. 2 . From the figure, we see that the first weak classifier (#1) selected by both algorithms are the same since it is the only linear classifier with minimal error. AdaBoost then reweights the samples and selects the next classifier (#2) which has the smallest weighted error. From the figure, the second weak classifier (#2) introduces more false positives to the final classifier. Since most positive samples are correctly classified, the positive samples' weights are close to zero. AdaBoost selects the next classifier (#3) which classifies all samples as negative. Therefore, it is clear that all but the first weak classifier learned by AdaBoost are poor because it tries to balance positive and negative errors. The final combination of these classifiers are not able to produce high detection rates without introducing many false positives. In contrast to AdaBoost, GSLDA selects the second and third weak classifier (#2, #3) based upon the maximum class separation criterion. Only the linear classifier whose outputs yield the maximum distance between two classes is selected. As a result, the selected linear classifiers introduce much less number of false positives (Fig. 2) .
Viola and Jones [9] pointed out the limitation of AdaBoost in the context of highly skewed data distribution and proposed a new variant of AdaBoost called AsymBoost which is experimentally shown to give a performance improvement over conventional boosting. In brief, the sample weights are updated before each round of boosting with the extra exponential term which causes the algorithm to gradually pay more attention to positive samples in each round of boosting. Our scheme based upon LDA's class-separability can be considered as an alternative classifier to AsymBoost that also takes asymmetry information into consideration.
C. BGSLDA
Before we introduce the concept of BGSLDA, we present a brief explanation of boosting algorithms. Boosting is one of the most popular learning algorithms. It was originally designed for classification problems. It combines the output of many weak classifiers to produce a single strong learner. A weak classifier is defined as a classifier with classification accuracy on the training set greater than random guessing. There exist many variants of boosting algorithms, e.g., AdaBoost (minimizing the exponential loss), GentleBoost (fitting regression function by weighted least square methods), LogitBoost (minimizing the logistic regression cost function) [25] , LPBoost (minimizing the hinge loss) [26] , [27] , etc. All of them rely on sample reweighting and weighted majority voting. One of the widely used boosting algorithm is AdaBoost [28] . AdaBoost is a greedy algorithm that constructs an additive combination of weak classifiers such that the exponential loss is minimized. Here is the labeled training examples and is its label is the final decision function where its sign predicts the class label. Each training sample receives a weight that determines its significance for training the next weak classifier. In each boosting iteration, the value of weak classifier's weight coefficients, , is computed and the sample weights are updated according to the exponential rule (7). AdaBoost then selects a new hypothesis that best classifies updated training samples with minimal weighted classification error . The final decision rule is a sign of the linear combination of the selected weak classifiers weighted by their coefficients . The classifier decision is given by where is a weight coefficient; is a weak learner and is the number of weak classifiers. In the previous section, we have introduced the concept of GSLDA in the domain of object detection. However, decision stumps used in GSLDA algorithm are learned only once to save computation time. In other words, once learned, an optimal threshold, which gives smallest classification error on the training set, remains unchanged during GSLDA training. This speeds up the training process as also shown in forward feature selection of [11] . However, it limits the number of decision stumps available for the GSLDA classifier to choose from. As a result, the GSLDA algorithm fails to perform at its best. In order to achieve the best performance from the GSLDA classifier, we propose to extend decision stumps used in GSLDA training with sample reweighting techniques used in boosting methods. In other words, each training sample receives a weight and the new set of decision stumps are trained according to these sample weights. We call the new classifier Boosted GSLDA (in short, BGSLDA). The BGSLDA cascade learning algorithm is shown in Algorithm 2. Since the BGSLDA based object detection framework has the same input/output as GSLDA based detection framework (Algorithm 1), we replace lines 2-10 in Algorithm 1 with Algorithm 2.
In Algorithm 2, the criterion used to select the best decision stump is similar to the one applied in step (1) in Algorithm 1.
Step (3) in Algorithm 2 is introduced in order to speed up the GSLDA training process. By saying that, we remove decision stumps with a weighted error larger than where , is an arbitrarily small constant, is the number of samples, is the class label of sample and is the prediction of the training data using weak classifier . The condition used here has connection with the dual constraint of the soft margin LPBoost [26] . The dual objective of LPBoost minimizes subject to the constraints and As a result, the sample weights is the most pessimistic one. We choose decision stumps with a weighted error smaller than . These decision stumps are the ones that perform best under the most pessimistic condition.
Given the set of decision stumps, GSLDA selects the stump that results in maximum class separation [step (4) ]. The sample weights can be updated using different boosting algorithms [step (5) ]. In our experiments, we use AdaBoost [1] reweighting scheme (BGSLDA -scheme 1) (7) with Here is the weighted error, is a normalization factor chosen such that will be a probability distribution. We also use AsymBoost [9] reweighting scheme (BGSLDA-scheme 2) (8) with
D. Training Time Complexity of BGSLDA
In order to analyze the complexity of the proposed system, we need to analyze the complexity of boosting and GSLDA training. Let the number of training samples in each cascade layer be . For boosting, finding the optimal threshold of each feature needs . Assume that the size of the feature set is and the number of weak classifiers to be selected is . The time complexity for training boosting classifier is . The time complexity for GSLDA forward pass is . is the time complexity for finding mean and variance of each features.
is the time complexity for calculating correlation for each feature. Since, we have features and the number of weak classifiers to be selected is , the total time complexity for GSLDA is . Hence, the total time complexity is . When , most of the computation is spent on training weak classifiers. On the other hand, when is large, most of the computation time is spent on GSLDA calculation (finding the feature that maximizes class-separability criterion). For cascaded structure, The value of can be set to be small, i.e., the maximum number of weak classifiers in each cascade node. For face detection using Haar-like features with cascade classifiers [1] , is 4916, is 160 000 (24 24 pixels patch) and is usually less than 200.
For fast AdaBoost training of Haar-like rectangle features, we apply the precomputing technique similar to [11] .
III. EXPERIMENTS
This section is organized as follows. The data sets used in this experiment, including how the performance is analyzed, are described. Experiments and the parameters used are then discussed. Finally, experimental results and analysis of different techniques are presented.
A. Face Detection With the GSLDA Classifier
Due to its efficiency, Haar-like rectangle features [1] have become a popular choice as image features in the context of face detection. Similar to the work in [1] , the weak learning algorithm known as decision stumps and Haar-like rectangle features are used here due to their simplicity and efficiency.
The following experiments compare AdaBoost, FloatBoost (AdaBoost with backtrack mechanism) [10] and GSLDA learning algorithms in their performances in the domain of face detection.
1) Performances on Single-Node Classifiers:
This experiment compares single strong classifier learned using AdaBoost, FloatBoost and GSLDA algorithms in their classification performance. The data sets consist of three training sets and two test sets. Each training set contains 2000 face examples and 2000 nonface examples (Table I ). The data set consists of 10 000 mirrored faces. The faces were cropped and rescaled to images of size 24 24 pixels. For nonface examples, we randomly selected 10 000 random nonface patches from nonface images obtained from the internet. For each experiment, three different classifiers are generated, each by selecting two out of the three training sets and the remaining training set for validation. The performance is measured by two different curves: the test error rate and the classifier learning goal (the false alarm error rate on test set given that the detection rate on the validation set is fixed at 99%). A 95% confidence interval of the true mean error rate is given by the -distribution. In this experiment, we test two different approaches of GSLDA: forward-pass GSLDA and dual-pass (forward+backward) GSLDA. 2 The results are shown in Fig. 3 . The following observations can be made from these curves. Having the same number of learned Haar-like rectangle features, GSLDA achieves a comparable error rate to AdaBoost or FloatBoost on test sets [ Fig. 3(a) ]. GSLDA seems to perform slightly better with less number of Haar-like features (less than 100) while AdaBoost and FloatBoost seems to perform slightly better with more Haar-like features (more than 100). However, all classifiers perform almost similarly within 95% confidence interval of the true error rate. This indicates that features selected using GSLDA classifiers are as meaningful as features selected using the AdaBoost and FloatBoost classifiers. From the curve, GSLDA with bidirectional search yields better results than GSLDA with forward search only. Fig. 3(b) shows the false positive error rate on the test set. From the figure, GSLDA, AdaBoost and FloatBoost achieve a comparable false positive error rate on the test set. Similar to [10] , FloatBoost has a slightly lower error rate than AdaBoost.
2) Performances on Cascades of Strong Classifiers:
In this experiment, we used 5000 mirrored faces from previous experiments. The nonface samples used in each cascade layer are collected from false positives of the previous stages of the cascade (bootstrapping). The cascade training algorithm terminates when there are not enough negative samples to bootstrap. For fair evaluation, we trained both techniques with the same number of weak classifiers in each cascade. Note that since dual-pass GSLDA (forward+backward search) yields better solutions than the forward search in the previous experiment, we use the dual-pass GSLDA classifier to train a cascade of face detectors.
We tested our face detectors on the low resolution faces data set, MIT CMU frontal face test set. The complete set contains 130 images with 507 frontal faces. In this experiment, we set the scaling factor to 1.2 and window shifting step to 1 pixel. The technique used for merging overlapping windows is similar to [1] . Detections are considered true or false positives based upon the area of overlap with ground truth bounding boxes. To be considered a correct detection, there must be at least a 50% overlap between the predicted bounding box and ground truth bounding box. Multiple detections of the same face in an image are considered false detections. Fig. 4 (a) and (b) shows a comparison between the receiver operating characteristic (ROC) curves produced by GSLDA, AdaBoost and FloatBoost. In Fig. 4(a) , the number of weak classifiers in each cascade stage is predetermined while in Fig. 4(b) , weak classifiers are added to the cascade until the predefined objective is met.
The ROC curves show that the GSLDA method outperforms AdaBoost at all false positive rates. The observation is that by lowering AdaBoost's threshold (in order to achieve high detection rates with moderate false positive rates), the classification performance of AdaBoost is no longer optimal. Our findings in this work are consistent with the experimental results presented in [9] - [11] .
Wu et al. [11] used LDA weights instead of weak classifiers' weights provided by the AdaBoost algorithm. [10] introduced a backtrack mechanism to remove unfavorable weak classifiers (FloatBoost learning). We found the performance of AdaBoost plus LDA, FloatBoost and GSLDA to be similar. Since, we also use Haar-like features and the cascade structure introduced in [1] , we can infer that the evaluation time of our GSLDA face detector is similar to that of AdaBoost face detector. Fig. 5(a) compares the performance of LDA-based classifiers against asymmetric boosting-based classifiers [9] , [29] . For [9] , we set the asymmetric parameter to be 1.1 using cross-validation. For [29] , we trained the classifier in an offline mode and set the asymmetric parameter to be 2 using cross-validation. The number of weak classifiers in each node was set to be the same in all classifiers. Based upon our results, the detection performance of GSLDA is similar to asymmetric AdaBoost. Since, we train each cascade node with equal number of faces and nonfaces, in our experiments, the performance of [29] is very similar to [9] . Training each node with different ratio of training faces and training nonfaces might produce different performance results between the two versions of asymmetric boosting of [29] and [9] .
Our next experiment compares the performance of our classifiers on correlation coefficient features. We first calculate region covariance from several image statistics. In this experiment, we used seven statistics; namely pixel location , pixel location , image intensity , first-order partial derivative of the intensity in horizontal and vertical direction, and , second-order partial derivative of the intensity in horizontal and vertical direction and . We then calculate correlation coefficient between any two random variables and use them to replace Haar-like features. We train weak classifiers using decision stumps and learn a cascade classifier. We set the asymmetric parameter for [9] to be 1.1 and for [29] to be 2. The experimental results are shown in Fig. 5(b) . As we can see, the performance of GSLDA is similar to AsymBoost [9] when the number of false positives is less than 50. Because we only extract one statistic (correlation between a pair of random variables) from each image region, the performance is slightly inferior to Haar-like features. Note that GSLDA not only performs better than AdaBoost but it is also much simpler. The weak classifier learning (decision stumps) is performed only once for the given set of samples (unlike AdaBoost or FloatBoost where weak classifiers have to be retrained in each boosting iteration). GSLDA sequentially selects the decision stump whose output yields the maximum eigenvalue. The process continues until the stopping criteria are met. Note that given the decision stumps selected by GSLDA, any linear classifiers can be used to calculate the weight coefficients. Based upon our experiments, using linear SVM (maximizing the minimum margin) instead of LDA also gives a very similar result to our GSLDA detector. We believe that using one objective criterion for feature selection and another criterion for classifier construction would provide a classifier with more flexibility than using the same criterion to select features and train weight coefficients. This finding was originally advocated in Wu et al. [11] . Our results are consistent with the experimental results reported in [11] . This finding opens up many more possibilities in combining various feature selection techniques with many existing classification techniques. We believe that a better and faster object detector can be built with careful design and experiments.
Haar-like rectangle features selected in the first cascade layer of different classifiers are shown in Fig. 6 . Note that all classifiers select Haar-like features that cover the area around the eyes and forehead. Table II compares the two cascade classifiers in terms of the number of weak classifiers and the average number of Haar-like rectangle features evaluated per detection window. Comparing GSLDA with AdaBoost, GSLDA has more weak classifiers and takes longer time to evaluate than AdaBoost.
Unlike in AdaBoost, where training samples are reweighed in each boosting iteration, GSLDA does not update sample weights. In our algorithm, we only learn weak classifiers (e.g., decision stumps) with the smallest error on the training set once, i.e., for decision stump, the threshold is learned once in the beginning. Once learned, the threshold parameter remains unchanged. This is different from AdaBoost where the threshold parameter is relearned so that the weak classifier would yield minimal weighted misclassification error. Hence, the number of decision stumps available for training GSLDA is much smaller than the number of decision stumps used in training AdaBoost classifiers. In other words, AdaBoost can choose a more powerful/meaningful decision stump during each boosting iteration. Interestingly, GSLDA outperforms AdaBoost. This indicates that the classifier trained to maximize class separation might be more suitable in the domain where the distribution of positive and negative samples is highly skewed. In the next section, we conduct experiments on BGSLDA.
B. Face Detection With BGSLDA Classifiers
The following experiments compare BGSLDA and different boosting learning algorithms for face detection. BGSLDA (weight scheme 1) corresponds to GSLDA classifier with decision stumps being reweighted using the AdaBoost scheme while BGSLDA (weight scheme 2) corresponds to GSLDA with decision stumps being reweighted using the AsymBoost Fig. 7 . Face detection examples using the BGSLDA (scheme 1) detector on the MIT+CMU test data set. We set the scaling factor to 1.2 and window shifting step to 1 pixel. The technique used for merging overlapping windows is similar to [1] .
scheme (for highly skewed sample distributions). AsymBoost used in this experiment is from [9] . However, any asymmetric boosting approach can be applied here, e.g., [27] , [30] .
1) Performances on Single Node Classifiers:
The experimental setup is similar to the one described in previous section. The results are shown in Fig. 3 . The following conclusions can be made from Fig. 3(c) . Given the same number of weak classifiers, BGSLDA always achieves a lower generalization error rate than FloatBoost. However, in terms of training error, FloatBoost achieves a lower training error rate than BGSLDA. This may be explained as FloatBoost has a faster convergence rate than BGSLDA. From the figure, FloatBoost only achieves lower training error rate than BGSLDA when the number of Haar-like rectangle features is larger than 50. Fig. 3(d) shows the false alarm error rate. The false positive error rates of both classifiers are very similar.
2) Performances on Cascades of Strong Classifiers:
The experimental setup and evaluation techniques used here are similar to the one described in Section III-A.1. The results are shown in Fig. 4 . Fig. 4(a) shows a comparison between the ROC curves produced by BGSLDA (scheme 1) and FloatBoost trained with the same number of weak classifiers in each cascade. Both ROC curves show that the BGSLDA classifier outperforms both AdaBoost, FloatBoost [10] and AdaBoost plus LDA [11] . Fig. 4(b) shows a comparison between the ROC curves of different classifiers when the number of weak classifiers in each cascade stage is no longer predetermined. At each stage, weak classifiers are added until the predefined objective is met. Again, BGSLDA significantly outperforms other evaluated classifiers. Fig. 7 demonstrates some face detection results on our BGSLDA (scheme 1) detector. In the next experiment, we compare the performance of BGSLDA (scheme 2) with other classifiers using the asymmetric weight updating rule [9] . In other words, the asymmetric multiplier is applied to every sample before each round of weak classifier training. The results are shown in Fig. 8 . Fig. 8(a) shows a comparison between the ROC curves trained with the same number of weak classifiers in each cascade stage. Fig. 8(b) shows the ROC curves trained with 99.5% detection rate and 50% false positive rate criteria. From both figures, the BGSLDA (scheme 2) classifier outperforms other classifiers evaluated. BGSLDA (scheme 2) also outperforms BGSLDA (scheme 1). This indicates that an asymmetric loss might give a better detection accuracy in object detection where the distributions of positive examples and negative examples are highly imbalanced. Note that the performance gain between BGSLDA (scheme 1) and BGSLDA (scheme 2) is small compared with the performance gain between AdaBoost and AsymBoost. Since, LDA takes the number of samples of each class into consideration when solving the optimization problem, we believe that this reduces the performance gap between BGSLDA (scheme 1) and BGSLDA (scheme 2). Table II indicates that our BGSLDA (scheme 1) classifier evaluates at a speed comparable to the AdaBoost classifier. However, compared with AdaBoost plus LDA, the performance gain of BGSLDA comes at the slightly higher cost in evaluation time. In terms of cascade training time, on a desktop with an Intel Core™ 2 Duo CPU T7300 with 4GB RAM, the total training time is less than one day. A breakdown of GSLDA training time is given in Table III. As mentioned in [31] , a more general technique for generating discriminating hyper-planes is to define the total withinclass covariance matrix as (9) where is the mean of class 1 and is the mean of class 2. The weighting parameter controls the weighted classification error. We have conducted an experiment on BGSLDA (scheme 1) with different value of , namely . All the other experiment settings remain the same as described in the previous section. The results are shown in Fig. 9 . Based upon ROC curves, it can be seen that all configurations of BGSLDA classifiers outperform AdaBoost at all false positive rates. Setting gives the highest detection rates when the number of false positives is larger than 200. Setting performs best when the number of false positives is very small. 
C. Pedestrian Detection With GSLDA and BGSLDA Classifiers
In this section, we apply the proposed algorithm to pedestrian detection, which is considered a more difficult problem than face detection.
1) Pedestrian Detection on the Daimler-Chrsyler Data Set With Haar-Like Features:
In this experiment, we evaluate the performance of our techniques on Daimler-Chrsyler pedestrian data sets [32] . The data sets contain a set of extracted pedestrian and nonpedestrian samples which are scaled to size 18 36 pixels. The data sets consist of three training sets and two test sets. Each training set contains 4800 pedestrian examples and 5000 nonpedestrian examples. Performance on the test sets is analyzed similarly to the techniques described in [32] . For each experiment, three different classifiers are generated. Testing all three classifiers on two test sets yields six different ROC curves. A 95% confidence interval of the true mean detection rate is given by the t-distribution. We conducted three experiments using Haar-like features trained with three different classifiers: AdaBoost, GSLDA and BGSLDA (scheme 1). The experimental setup is similar to the previous experiments. Fig. 10 shows detection results of different classifiers. Again, the ROC curves show that LDA outperforms AdaBoost at all false positive rates. Clearly these curves are consistent with those on face data sets.
2) Pedestrian Detection on the Inria Data Sets With Covariance Features:
We also conduct experiments on INRIA pedestrian data sets. We compare the performance of our method with other state-of-the-art results. The INRIA data set [33] consists of one training set and one test set. The training set contains 2416 mirrored pedestrian examples and 1200 nonpedestrian images. The pedestrian samples were obtained from manually labeling images taken at various time of the days and various locations. The pedestrian samples are mostly in standing position. A border of eight pixels is added to the sample in order to preserve Because Haar-like features perform poorly on theses data sets, we apply covariance features instead of Haar-like features [8] , [34] . Note that decision stumps may not be a ideal choice for weak classifiers. To apply decision stumps to multidimensional data, one can usually select one dimension and then train a decision stump on this dimension-the information of other dimensions is totally ignored. To overcome this problem, we apply LDA that projects a multidimensional data onto a 1-D space first. In brief, we stack covariance features and project them onto 1-D space. Decision stumps are then applied as weak classifiers. Our training technique is different from [8] . [8] applied AdaBoost with weighted linear discriminant analysis (WLDA) as weak classifiers. The major drawback of [8] is a slow training time. Since, each training sample is assigned a weight, weak classifiers (WLDA) need to be trained times, where is the number of boosting iterations. In this experiment, we only train weak classifiers (LDA) once and store their projected result into a table. Because most of the training time in [8] is used to train WLDA, the new technique requires only training time as that of [8] . After we project the multidimensional covariance features onto a 1-D space using LDA, we train decision stumps on these 1-D features. In other words, we replace lines 4 and 5 in Algorithm 1 with Algorithm 3.
In this experiment, we generate a set of over-complete rectangular covariance filters and subsample the over-complete set in order to keep a manageable set for the training phase. The set contains approximately 45 675 covariance filters. In each stage, weak classifiers are added until the predefined objective is met. We set the minimum detection rate to be 99.5% and the maximum false positive rate to be 35% in each stage. The cascade threshold value is then adjusted such that the cascade rejects 50% negative samples on the training sets. Each stage is trained with 2416 pedestrian samples and 2500 nonpedestrian samples. The negative samples used in each stage of the cascades are collected from false positives of the previous stages of the cascades. Fig. 11 shows a comparison of our experimental results on learning 1-D covariance features using AdaBoost and GSLDA. The ROC curve is generated by thresholding the minimum number of neighbor rectangles that makes up a single pedestrian. From the curve, GSLDA performs slightly better than AdaBoost classifiers. The results seem to be consistent with our results reported earlier on face detection. Some detection results on INRIA test data sets are shown in Fig. 12 . Note that multiple scanning windows are merged using the simple technique similar to [8] .
IV. CONCLUSION
In this work, we have proposed an alternative approach in the context of visual object detection. The core of the new framework is GSLDA [2] , which aims to maximize the class-separation criterion. On various data sets for face detection and pedestrian detection, we have shown that this technique outperforms AdaBoost when the distribution of positive and negative samples is highly skewed. To further improve the detection result, we have proposed a boosted version GSLDA, which combines boosting reweighting scheme with decision stumps used for training the GSLDA algorithm. Our extensive experimental results indicate that the performance of BGSLDA is better than that of AdaBoost and AsymmBoost at a similar computation cost.
Future work will focus on the search for more efficient weak classifiers and online updating the learned model.
