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Ergodic theory has its origin in the field of statistical physics, more specifically
in statistical thermodynamics. In the 1880s Ludwig Boltzmann formulated
the first results that were later called ergodic hypothesis [Bol12, III: “Allge-
meine Lösung des Problems des Gleichgewichtes der lebendigen Kraft“]. The
hypothesis states that for a transformation ϕ on a space X the orbits of ϕ
reach every state in the space X. A classic example is the description of an
ideal gas with a finite, but large, amount of particles trapped inside a box.
The position and the velocity of each particle are each described by three
coordinates, thus each state of the system is described by a point x ∈ R6d,
where d is the amount of particles. The transformation ϕ : R6d → R6d
describes the changes of the state of the system. This ergodic hypothesis had
to be changed and weakened to obtain meaningful mathematical results.
The first ergodic theorems were proven by George D. Birkhoff and John von
Neumann. The mean ergodic theorem (von Neumann) and individual ergodic
theorem (Birkhoff) were the first theorems that proved the known statement







X f dν where
(X, ν) denotes a probability space, f : X → R is a measurable observable
and ϕ : X → X a suitable transformation of the probability space. A more
detailed description of the history can be found in [Eis+15, Chapter 1: “What
is Ergodic Theory?“].
Later averages containing more than one transformation were considered
and group theoretic aspects became more and more important. The theory
developed for amenable groups, groups that admit an (left- or right-) invariant
mean, and later on for non amenable groups. In both settings the summation
is no longer regarded over natural numbers. The sums are taken, roughly
speaking, along words of increasing length. The words consist of symbols that
represent generating elements of a group.
In this context several different kinds of averages arise. On the one hand
there are averages 1#Fn
∑
g∈Fn f(gx), n→∞ where Fn ⊂ G is a sequence of
growing sets with carefully chosen properties. On the other hand there are







g∈Fn f(gx), N →∞.
For amenable groups an important method to prove ergodic theorems
are Følner sequences. These are sequences of growing compact subsets of
the group that cover the group uniformly in a specific sense. By using
regular Følner sequences William R. Emerson proved in 1974 a pointwise
ergodic theorem for σ-compact amenable groups [Eme74]. The results were
generalized and sharpened in the following years. In 2001 Elon Lindenstrauss
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proved a general mean and pointwise ergodic theorem for amenable groups
that holds along tempered Følner sequences [Lin01].
The method with the Følner sequences is however not enough to prove
ergodic theorems for non amenable groups, thus a new theory had to be
developed for this purpose. First results for non amenable groups were
proven by Amos Nevo and Elias M. Stein in 1994 [NS94]. They showed that
for a free group Fr with r generators the sequence of Cesàro averages of
spherical averages converges pointwise almost everywhere and in Lp-norms
for 1 < p <∞.
Rostislav I. Grigorchuk showed in [Gri99] the convergence of Cesàro aver-
ages of sphere averages for actions of free semigroups and groups. Alexander
I. Bufetov introduced in [Buf00] the method of using a transition matrix for
the generating set of a free group and he formulated operator ergodic theo-
rems for actions of free semigroups and groups. With the operator theoretic
approach and the transition matrix he showed in [Buf02] the convergence
of spherical averages for the free group, pointwise almost everywhere and in
L1-norm for functions ϕ ∈ L logL. In 2015 Terence Tao established that the
L1-convergence for functions ϕ ∈ L1 fails for spherical averages in the case of
a free group in [Tao15].
In this work we will first explain the aforementioned operator ergodic
theorem. In the second part we apply the method to Cesàro averages of
sphere averages for actions of Fuchsian groups Γ (i.e. discrete subgroups of
PSL(2,R)) with certain restrictions to the fundamental domain. The goal







g∈σl Tg ◦ ϕ(x) pointwise almost
everywhere and in L1-norm. The sum is taken over spheres σl ⊂ Γ that
contain elements g ∈ Γ of length l ∈ N. The length is measured with respect
to a specific set of generators of the group Γ.
We will follow [BS11] to obtain a set of generators {g1, . . . , gm} for a
Fuchsian group together with a transition matrix P ∈ Rm×m. This will allow
us to apply the results in [Buf00] and to prove ergodic theorems for Cesàro
averages of sphere averages for actions of Fuchsian groups.
The essential ingredient in order to obtain the specific set of generators is
the use of hyperbolic geometry. Fuchsian group actions are isometric in the
hyperbolic plane. To the sides of a fundamental domain we can canonically
associate elements from the Fuchsian group. An important fact is that these
elements generate the group. Together with the isometric action it allows us
to tile the hyperbolic plane with translations of the fundamental domain of a
group. Relations between group elements are then portrayed by geometric
6
1 Introduction
properties of the tiling. The focus lies on the boundary of the hyperbolic
plane. We will define intervals on the boundary that will represent the set of
generators and that will give rise to the desired transition matrix.
The idea to code Fuchsian groups by using the fundamental domain goes back
to Caroline Series and Rufus Bowen [BS79] and for simpler cases to Rufus
Bowen [Bow79]. Caroline Series and Rufus Bowen used the coding to define
a map on the boundary of the Poincaré disc D that is orbit equivalent to the
action of the Fuchsian group. The coding was later simplified by C. Series in
[BKS91].
In 2011 Alexander I. Bufetov and Caroline Series then proved “A Pointwise
Ergodic Theorem for Fuchsian Groups“ in their likewise called paper [BS11]
which we follow in the sections regarding the geometric coding.
We need to restrict the statement to Fuchsian groups with fundamental
domains that satisfy some regularity conditions. A fundamental domain has
even corners, if the tessellation consists only of geodesics. We say that a
vertex is an improper infinite vertex if it belongs to only one side and lies
on the boundary of the hyperbolic plane. We refer to Subsection 7.3 for the
details. In general the convergence holds for all Fuchsian groups that admit
an identification with a finite alphabet and a strict irreducible transition
matrix. The main theorem is the following.
Theorem. Let Γ be a finitely generated Fuchsian group. Let R be a fun-
damental domain that has even corners, at least five sides and does not
contain improper infinite vertices. If Γ acts ergodically on a probability space
(X, ν) then the Cesàro averages of sphere averages converge pointwise almost














where ϕ ∈ L1(X, ν) and σl ⊂ Γ are spheres of words of length l ∈ N with
respect to the generating set.
More recent results by Alexander I. Bufetov, Alexey Klimenko and Caro-
line Series from 2018 go one significant step further. In [BKS18] they showed
the pointwise convergence and convergence in Orlitz spaces “L logL” of spher-
ical averages for finitely generated Fuchsian groups. They use the same main
principle which states that the group is generated by the group elements that
are associated to the sides of the fundamental domain.
The thesis is organized as follows: First we state basic ergodic theorems in
Section 2 and introduce the notation of Cesàro averages for multiple operators
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in Section 3. We state a general theorem in Section 3 for groups that can be
represented by a finite alphabet and a transition matrix. In the second part
we show that finitely generated Fuchsian groups, with certain restrictions
to the fundamental domain, admit such a representation. To develop the
representation we give an introduction into Möbius transformations (Sec-
tion 4), hyperbolic geometry (Section 5), the concept of Fuchsian groups and
their action in the hyperbolic plane (Section 6) and fundamental domains
(Section 7). As hyperbolic geometry calls for visualization we included images
at various points to make the definitions and statements more approachable.
With those tools at hand we can develop a geometrical coding for Fuchsian
groups with respect to their fundamental domain in Section 8. Together with
the coding we state in Section 9 the main theorem for Fuchsian groups. The
last chapter (Section 10) is devoted to the application of the main theorem
to three explicit examples. We apply the developed method to the free group
F3, to a fundamental group of a compact manifold with genus two and we




In this chapter we note the basic ergodic theorems that are applied later.
We follow [Eis+15] throughout this section for the results. We divide the
ergodic theorems into two different categories, namely mean and pointwise
ergodic theorems. Mean ergodic theorems yield results about the convergence
with respect to a given norm and pointwise ergodic theorems yield results
about the pointwise convergence almost everywhere with respect to the given
measure.
For a probability space (X, ν) and some 1 ≤ p < ∞ we take a look at








the norm and the identification of functions that are equal almost everywhere,
we denote the space by Lp(X, ν). It is a complete and normed vector space
and for p = 2 even a Hilbert space.
Definition 2.1. Let (X, ν) be a probability space and let Ψ : X → X be a
measurable transformation.
1. Subsets A ⊂ X are called Ψ-invariant, if A = Ψ−1A holds up to a set
with zero measure. We define BΨ := {A ⊂ X : A is Ψ-invariant} to be
the set of invariant subsets;
2. Measurable functions ϕ : X → R are called Ψ-invariant, if ϕ(Ψx) = ϕ(x)
holds for almost every x ∈ X;
3. The transformation Ψ : X → X is called measure preserving, if ν(A) =
ν(Ψ−1(A)) holds for all ν-measurable sets A;
4. A measure preserving transformation Ψ is called ergodic, if for all
Ψ-invariant sets A ∈ BΨ the identity ν(A) ∈ {0, 1} holds.
We want to extend the definitions to operators on the spaces Lp(X, ν).
For a given transformation Ψ : X → X it is common to investigate the
Koopman operator. The Koopmann operator T : Lp(X, ν) → Lp(X, ν) is
given by Tϕ(x) = ϕ(Ψx). In the remainder of the work we will focus on
the operator theoretic aspects and we will neglect the connection to the
underlying transformation on the probability space.
Definition 2.2. Let (X, ν) be a probability space and let T : Lp(X, ν) →
Lp(X, ν) be some operator.
1. A measurable subset A ⊂ X is called T -invariant, if TχA = χA holds
for the characteristic function;
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2. A measurable function ϕ : X → R is called T -invariant, if Tϕ(x) = ϕ(x)
holds for almost every x ∈ X.





for all ϕ ∈ L1(X, ν).
4. A measure preserving operator T is called ergodic, if dim fix(T ) = 1
holds, where fix(T ) := {f ∈ Lp(X, ν) : Tf = f} denotes the fixspace.
We include a short lemma to connect the two, at first sight, different
notions of ergodicity.
Lemma 2.3. ([Eis+15, Proposition 7.15.]) Let (X, ν) be a probability space.
Let Ψ : X → X be a transformation and let T : L1(X, ν)→ L1(X, ν) be the
underlying Koopman operator. Then the following are equivalent:
1. Ψ : X → X is ergodic.
2. T : L1(X, ν)→ L1(X, ν) is ergodic.
Proof. 2. =⇒ 1.: First note that 1X ∈ fix(T ) holds. Any measurable set
A ⊂ X with 1A ∈ fix(T ) and 1A 6= 1 a.e. or 1A 6= 0 a.e. immediately implies
dim fix(T ) ≥ 2. Therefore all Ψ-invariant sets must have measure zero or one
and Ψ is ergodic.
1. =⇒ 2.: We denote {f > c} := {x ∈ X : f(x) > c} and let f ∈ fix(T )
be arbitrary but fixed. For any c ∈ R the sets {f > c} ⊂ X are measurable
and Ψ-invariant. Because Ψ is ergodic this implies ν({f > c}) ∈ {0, 1}.
Choose c0 := sup{c ∈ R : ν({f > c}) = 1}. For any c > c0 it follows that
ν({f ≥ c}) = 0 must hold. For any c < c0 it follows that ν({f ≤ c}) 6= 1
and therefore ν({f ≤ c}) = 0 must hold. Together this shows ν({f > c0}) =
ν({f < c0}) = 0 and therefore any f ∈ fix(T ) must be constant.
2.1 Mean Ergodic Theorems
First we present the convergence of the averages. The identification of the
limit as the space mean will be covered in the last section of this chapter.
Definition 2.4. Let (H, ‖.‖) be a Hilbert space. An operator T : H → H is
called a contraction if
‖Tv‖ ≤ ‖v‖
holds for all v ∈ H.
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Theorem 2.5 (Von Neumann’s Ergodic Theorem). Let (H, ‖.‖) be a Hilbert








exists in H for all v ∈ H.
Proof. We refer to [Eis+15, Theorem 8.6]. The proof is based around the
argument that the Hilbert space H can be decomposed into the orthogonal
sum
H = {v ∈ H : Tv = v} ⊕ {v ∈ H : v = w − Tw,w ∈ H}
and convergence follows immediately on those two subsets.
Definition 2.6. Let (X, ν) be a probability space. An operator T : L1(X, ν)→
L1(X, ν) is called a Dunford-Schwartz operator if
‖Tϕ‖1 ≤ ‖ϕ‖1 and ‖Tϕ‖∞ ≤ ‖ϕ‖∞
holds for all ϕ ∈ L1(X, ν) ∩ L∞(X, ν).
Remark. Dunford-Schwartz operators are also called absolute contractions or
L1 − L∞ contractions.
Theorem 2.7. Let (X, ν) be a probability space and T : L1(X, ν)→ L1(X, ν)








exists in L1(X, ν) for all ϕ ∈ L1(X, ν).
Proof. We refer to [Eis+15, Theorem 8.24].
2.2 Pointwise Ergodic Theorems
Pointwise ergodic theorems require usually more tools and work than mean
ergodic theorems. We will concentrate on the results and refer to the literature
for the proofs. The theorem for pointwise convergence is often referred to as
Birkhoffs’s ergodic theorem.
Definition 2.8. Let (X, ν) be a probability space and let T : L1(X, ν) →
L1(X, ν). The operator T is called positive if Tf(x) ≥ 0 holds almost
everywhere for all f ∈ L1(X, ν) with f(x) ≥ 0 almost everywhere.
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Theorem 2.9. (Birkhoff’s Pointwise Ergodic Theorem) Let (X, ν) be a prob-
ability space and let T : L1(X, ν) → L1(X, ν) be a positive, linear and a








exists ν-almost everywhere for any ϕ ∈ L1(X, ν).
Proof. For the proof we refer to [Eis+15, Theorem 11.4]. The main idea
in the proof is to prove a maximal inequality in order to apply Banach’s
Principle. The principle allows us to transfer the pointwise convergence on a
dense subset of L1(X, ν) to convergence for all ϕ ∈ L1(X, ν). The maximal







T lϕ > λ}) ≤ λ−p‖ϕ‖pp
for any ϕ ∈ Lp(X, ν), p ∈ [1,∞).
2.3 The Limit in Ergodic Theorems
Ergodic theorems not only yield the existence of a limit, the theorems also
identify the limit.
Theorem 2.10. Let (X, ν) be a probability space and let T : L1(X, ν) →












Proof. An operator T is ergodic if the dimension of the fixspace equals one
(Definition 2.2). Therefore the ergodicity of T is equivalent to the fact, that
all T -invariant functions are constant.
From the definition of ϕ̄ it follows that the limit ϕ̄ is T -invariant and
therefore ϕ̄ must be constant. We assumed that T is ergodic and therefore in




















holds for any ϕ ∈ L1(X, ν) and for all n ∈ N.






























holds. It follows that ϕ̄ =
∫
X ϕdν must hold.
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3 Cesàro Averages of Sphere Averages
In this section we focus on the convergence of the Cesàro averages of sphere
averages for operators T1, . . . , Tm. The main idea is to define one operator TP
whose sum of powers will be identified with the Cesàro averages of operators
T1, . . . , Tm. Ergodic theorems for contractions between Hilbert spaces can
then be applied to TP to conclude the convergence of the Cesàro averages.
Further we make the important observation that the construction preserves
ergodicity that means that the invariance of a function for TP implies its
invariance for each T1, . . . , Tm.
We mainly follow [Buf00] for the results. The ideas are also by Rostislav
I. Grigorchuk [Gri99] and Jean-Paul Thouvenot.
3.1 Basic Notation
Throughout the section we denote a Hilbert space by (H, ‖ . ‖H) or shorter
by H and its m-fold Cartesian product by Hm. We equip Hm with the norm
‖x‖Hm :=
√
(‖x1‖2H + . . .+ ‖xm‖2H).
Definition 3.1. Let P := (pij) ∈ Rm×m≥0 be a matrix with non- negative
entries. The matrix P is called
• positive, if pij > 0 holds for all i, j = 1, . . . ,m. We write P > 0 if a
matrix is positive;
• row stochastic, if ∑mj=1 pij = 1 holds for all i = 1, . . . ,m;
• stochastic, if ∑mk=1 pkj = 1 and ∑mk=1 pik = 1 hold for all j = 1, . . . ,m
and i = 1, . . . ,m, respectively;
• irreducible, if there exists an n ∈ N such that ∑ni=1 P i is positive;
• strictly irreducible if the matrices P and P · P t are irreducible.
Definition 3.2. Let P ∈ Rm×m be a given row stochastic matrix and let
p ∈ Rm be a vector. The vector p is called a stationary distribution of P if p
satisfies
ptP = pt
where pt denotes the transposed of p.
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Definition 3.3. Let m ∈ N be fixed. We call the set A := {1, 2, . . . ,m}
the alphabet and we denote by Wm := {w = w1w2 . . . wl : l ∈ N, wi ∈ A, i =
1, . . . , l} the set of all finite words (the index m only refers to the alphabet)
and by | . |A the length of a word with respect to the alphabet A. We denote
by ε ∈ Wm the empty word.
The spheres of radius l ∈ N are defined by σl := {w ∈ Wm : |w|A = l} ⊂ Wm.
Definition 3.4. Let P := (pij) ∈ Rm×m≥0 be a matrix with a stationary
distribution p = (p1, . . . , pm) ∈ Rm≥0. For l ∈ N and a finite word w :=
w1w2 . . . wl ∈ Wm we define the weight of a word as the product
P (w) := pw1 · pw1w2 · pw2w3 · . . . · pwl−1wl
and we set P (ε) = 1 for the empty word.
Definition 3.5. Let T1, . . . , Tm : H → H be operators. For l ∈ N and a
finite word w = w1 . . . wl ∈ Wm we define Tw : H → H by
Tw := TwlTwl−1 . . . Tw1
and we set Tε := Id for the empty word.
Definition 3.6. Let P := (pij) ∈ Rm×m≥0 be a matrix. We define the sphere
averages over all words of length l with a given last symbol i ∈ A := {1, . . . ,m}
to be sP,il (T ) : H → H given by




and the Cesàro averages of the sphere averages to be the operator cP,in (T ) : H → H
given by





sP,il (T ) .
Instead of considering Cesàro averages relative to a fixed last symbol
i ∈ A of the alphabet, the final Theorem 3.12 is formulated with respect to
all words, without restriction. Therefore we extend the previous definition.
Definition 3.7. For l ∈ N we define
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and






It immediately follows that

















Remark. The idea in using these sphere averages is to be able to restrict the
averages to certain allowable words. The matrix P indicates the allowable
words. Let w = w1 . . . wl ∈ Wm be a word in the alphabet. If pwkwk+1 = 0
holds for some combination of letters wk ∈ A then also P (w) = 0 holds and
the word w will not contribute to the sphere average. In this way we can
later encode the group structure into the transition matrix and we avoid that
a letter is followed by its inverse. This ensures that all the words are reduced.
The following lemmas show the connection between the transition matrix
and the sphere averages.
Lemma 3.8. Let sP,il (T ) be defined as above and let P ∈ Rm×m be a stochastic








Proof. We use the definitions of sP,il (T ) and of the weight of a word P (w) =
pw1 ·
∏l





















l (T ) .
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3.2 Cesàro Averages as Powers of an Operator
The following definition is from Alexander I. Bufetov [Buf00], Rostislav I.
Grigorchuk [Gri99] and Jean-Paul Thouvenot. It is the main idea behind the
application of ergodic theorems to spherical averages.
Definition 3.9. Let T1, . . . , Tm : H → H be linear operators. Let P :=
(pij) ∈ Rm×m≥0 be a matrix and let (p1, . . . , pm) ∈ Rm>0 be a stationary dis-
tribution for P with strictly positive entries. We define TP : Hm → Hm
by














Remark. We state a few remarks regarding the previous definition.
1. In the remainder of the work we will use a stochastic and (strictly)
irreducible matrix. By Lemma A.4 there exists a stationary distribution
p ∈ Rm and the vector p will therefore always be the normalized
stationary distribution.
2. The m-fold Cartesian product of Hilbert spaces is again a Hilbert
space. An inner product on Hm is for example defined by 〈x, y〉Hm :=∑m
i=1〈xi, yi〉H for x := (x1, . . . , xm), y := (y1, . . . , ym) ∈ Hm. Then the
space Hm is complete with respect to the norm ‖(x1, . . . , xm)‖Hm :=√∑m
i=1 ‖xi‖2H because a sequence (xn1 , . . . , xnm)∞n=1 is a Cauchy sequence
in Hm if and only if each coordinate (xni )∞n=1, i = 1, . . . ,m is a Cauchy se-
quence in H. This allows us to conclude the coordinatewise convergence
in H of sequences in Hm.
The following calculation motivates the definition of the operator TP . It
connects the powers of the operator TP to the sphere averages.
Lemma 3.10. Let P ∈ Rm×m be a stochastic matrix and let p ∈ Rm>0 be the
normalized stationary distribution. Let TP : Hm → Hm be defined as above.
Then for all v ∈ H and for all l ∈ N the powers of TP calculate as









Proof. Induction over l and the definitions of TP and P (w) yield the desired.
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For l = 1 we calculate






































and the statement holds for l = 1. For the induction step l 7→ l + 1 lets
assume that the hypothesis holds for some l ∈ N and calculate:

























































Now we can sum the powers of TP to obtain the Cesàro averages of
spherical averages.
Lemma 3.11. Let P ∈ Rm×m be a stochastic matrix and let p ∈ Rm>0 be the
stationary distribution. Let TP : Hm → Hm be defined as above. Then for all














Proof. The proof is done by induction. For n = 1 we see that T 0P (v, . . . , v) =
(v, . . . , v) =
(
cP,11 (T )v/p1, . . . , cP,m1 (T )v/pm
)
holds from Definition 3.6. For
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the induction step n 7→ n+ 1 we assume that the statement holds for some


















































































to conclude the proof.
3.3 Convergence of Cesàro Averages
Theorem 3.12. Let H be a Hilbert space and let the operators T1, . . . , Tm :
H → H be linear and contractions. Let P ∈ Rm×m be a stochastic and strictly
irreducible matrix.









n (T )v holds by Definition 3.7.
Theorem 3.13. Let (X, ν) be a probability space and let T1, . . . , Tm : L1(X, ν)→
L1(X, ν) be linear, positive and Dunford-Schwartz operators. Let P ∈ Rm×m
be a stochastic matrix.
For any ϕ ∈ L1(X, ν) the limit
lim
n→∞
cPn (T )ϕ(x) =: ϕ̄(x)
exists both ν-almost everywhere and in L1-norm.
To prove the theorems we need to establish a lemma first.
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Lemma 3.14. Let P ∈ Rm×m be a stochastic and strictly irreducible matrix
and let p = (p1, . . . , pm)t ∈ Rm>0 be a normalized stationary distribution. Let
T1, . . . , Tm : H → H be linear operators and let TP be defined as above.
If T1, . . . , Tm : H → H are contractions then TP : Hm → Hm is also a
contraction.
Proof. We calculate that TP is a contraction on the Hilbert space Hm. We
choose some (v1, . . . , vm) ∈ Hm and assume without loss of generality that
‖(v1, . . . , vm)‖Hm = 1 holds, in particular coordinatewise ‖vi‖H ≤ 1 holds.
We use the fact that the matrix P is stochastic and calculate


































































































Proof of Theorem 3.12. From Lemma 3.14 we know that TP is a contrac-
tion. Further TP is linear because the operators Ti are linear for i =








P (v, . . . , v). With the given norm
√∑m
i=1 ‖vi‖2H on Hm it
immediately follows that a sequence converges if and only if each coordinate
converges in the norm of H.
We know that the Cesàro averages cPn (T ) are exactly the sum of coordinates
of the iterated powers of the operator TP (Lemma 3.11) therefore cPn (T )v
converges for any v ∈ H.
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Let (X, ν) be a probability space and let L1(X, ν) be the space of all
integrable functions. We will identify the m-fold Cartesian product Lm1 (X, ν)
with the space L1(X×{1, . . . ,m}, ν×p) where p denotes a probability measure
on {1, . . . ,m} obtained from the stationary distribution p = (p1, . . . , pm).
The spaces (X, ν) and ({1, . . . ,m}, p) are both a probability space and
therefore in particular σ- finite. From measure theory we know that there
exists an unique product measure for the product space X×{1, . . . ,m} which
we denote by ν × p. This allows us to identify the m-fold Cartesian product
Lm1 (X, ν) with the space L1(X × {1, . . . ,m}, ν × p).
Proof of Theorem 3.13. The operator TP satisfies the assumptions of the Er-






P (ϕ, . . . , ϕ) converges in Lm1 (X, ν) and with this each coordinate
cP,in (T )ϕ, i = 1, . . . ,m converges in L1(X, ν) for n→∞.








P (ϕ, . . . , ϕ) converges (ν × p)-almost everywhere for all
(ϕ, . . . , ϕ) ∈ Lm1 (X, ν). The measures ν and p are both σ-finite. There-





P (ϕ, . . . , ϕ) implies pointwise conver-






P (ϕ, . . . , ϕ) are exactly the Cesàro averages cP,in (T )ϕ.
This shows that the Cesàro averages cPn (T )ϕ converge ν-almost everywhere
for n→∞ .
3.4 Invariance of the Limit
In classical ergodic theorems invariant functions of an operator are closely
connected with the ergodicity of this operator. Functions which are invariant
under a certain operator are therefore of interest. In the following we want
to show that functions that are invariant under TP are necessarily also
coordinatewise invariant under each of the individual operators T1, . . . , Tm.
As before let (X, ν) be a probability space and let H be a Hilbert space. We
follow [Buf00, §5.] for this section. The next result is [Buf00, Lemma 10].
Theorem 3.15. Let m ∈ N and let T1, . . . , Tm : L1(X, ν) → L1(X, ν) be
positive and linear Dunford-Schwartz operators. Let P := (pij) ∈ Rm×m≥0
be a stochastic and strictly irreducible matrix with stationary distribution
p = (p1, . . . , pm) ∈ Rm. If ϕ1, . . . , ϕm ∈ L1(X, ν) satisfy
TP (ϕ1, . . . , ϕm) = (ϕ1, . . . , ϕm)
then ϕ1 = . . . = ϕm and Tiϕ1 = ϕ1 hold for all i = 1, . . . ,m.
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The theorem will be proved by investigating general vectors in Hilbert
spaces first. In a second step we use the results and approximate functions in
L1(X, ν) by functions from the Hilbert space L2(X, ν).
Proposition 3.16. Let m ∈ N and let h, h1, . . . , hm ∈ H satisfy ‖h‖ =
‖h1‖ = . . . = ‖hm‖. Let α1 > 0, . . . , αm > 0 satisfy
∑m
i=1 αi = 1 and suppose
that h = ∑mi=1 αihi holds.
Then the vectors satisfy h = h1 = . . . = hm.
Proof. Assume without loss of generality that ‖h‖ = · · · = ‖hm‖ = 1. Further
assume that there exists a j0 ∈ {1, . . . ,m} such that h 6= hj0 and 0 < αj0 < 1
to derive a contradiction.
From the Cauchy-Schwarz inequality deduce that 〈αj0hj0 , h〉 ≤ ‖αj0hj0‖ ·
‖h‖ holds. The equality holds if and only if hj0 and h are linearly dependent.
As we assumed ‖hj0‖ = ‖h‖ = 1 and hj0 6= h this is only possible if hj0 = −1·h
holds. In this case however 〈αj0hj0 , h〉 = −αj0〈h, h〉 = −αj0‖h‖2 < αj0‖h‖2 =
αj0‖hj0‖ · ‖h‖ must hold. Therefore the strict inequality holds in any case.
This implies that











holds and we conclude that there does not exist a j0 with h 6= hj0 .
Normed vector spaces with the previously shown property are also called
strictly convex spaces. It means that nontrivial linear combinations of elements
from the boundary of the unit ball lie within the interior of the unit ball. As
we showed here all Hilbert spaces are strictly convex.
One can further show that also the Lp-spaces for 1 < p <∞ are strictly
convex. See for example [Cla36] where a slightly stronger property of uniform
convexity was shown.
Proposition 3.17. Let T : H → H be linear and a contraction. Let h1, h2 ∈
H satisfy the relations ‖h1‖ = ‖h2‖ = ‖T (h1)‖ = ‖T (h2)‖. Then the equality
T (h1) = T (h2) implies that h1 = h2 holds.
Proof. We assume that h1 6= h2 holds which implies ‖ (h1+h2)2 ‖ < ‖h1‖. Other-
wise the vectors h1, h2, h1+h22 would satisfy the assumptions of the previous
Proposition 3.16 which would imply that h1 = h2 = h1+h22 holds. The assump-
tion T (h1) = T (h2) implies that ‖T (h1+h22 )‖ = ‖
T (h1)+T (h2)
2 ‖ = ‖h1‖ holds
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and it follows that
‖h1‖ =
∥∥∥T (h1 + h22
)∥∥∥ ≤ ∥∥∥(h1 + h2)2
∥∥∥ < ‖h1‖
must hold which is a contradiction. Therefore h1 = h2 must hold.
Now we can go back to the operator TP and apply the recent results.
Proposition 3.18. Let m ∈ N and let T1, . . . , Tm : H → H be linear and
contractions. Let P := (pij) ∈ Rm×m≥0 be a stochastic and irreducible matrix
with stationary distribution p = (p1, . . . , pm) ∈ Rm. If (h1, . . . , hm) ∈ Hm
satisfies the relation
TP (h1, . . . , hm) = (h1, . . . , hm)
then the following statements hold:
1. There exists an r ∈ R≥0 such that ‖h1‖ = . . . = ‖hm‖ = r holds. Further
if pij > 0 holds for some i, j ∈ {1, . . . ,m} then even ‖Ti(hj)‖ = r holds.
2. If ((PP t)n)ij > 0 holds for some power n ∈ N and i, j ∈ {1, . . . ,m}
then hi = hj holds.
3. If P is strictly irreducible then the equations h1 = . . . = hm and
Ti(h1) = h1 hold for all i ∈ {1, . . . ,m}.
Proof. Claim 1:
From the formula for TP we get h1 =
∑m
i=1 pipi1/p1T1(hi). The vector p ∈ Rm
is a stationary distribution therefore 1 = ∑mi=1 pipi1/p1 holds.
We assume that ‖h1‖ ≥ ‖hi‖ holds for all i ∈ {1, . . . ,m}. Otherwise the
same argument holds for the i0 ∈ {1, . . . ,m} for which ‖hi0‖ ≥ ‖hi‖ for all


















For each i ∈ {1, . . . ,m} the inequalities pipi1
p1
≤ 1 and ‖h1‖ ≥ ‖hi‖ hold thus
we can conclude that ‖h1‖ = ‖hi‖ = ‖T1(hi)‖ holds for those i ∈ {1, . . . ,m}
where pi1 > 0.
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For those i ∈ {1, . . . ,m} where pi1 = 0 holds we apply the operator TP
to both sides of the equality TP (h1, . . . , hm) = (h1, . . . , hm) and repeat the
argument to obtain




























































The terms∑mj=1 pijpj1 := p(2)i1 are factors from the “two step“ transition matrix



































Hence ‖h1‖ = ‖hi‖ holds by the same argument as above if p(2)i1 > 0 holds.
The same argument holds for higher powers of of the transition matrix P .
As the matrix P is irreducible we find for all i ∈ {1, . . . ,m} an n ∈ N with
p
(n)
i1 > 0. Therefore ‖h1‖ = ‖hi‖ must hold for all i ∈ {1, . . . ,m}.
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holds, therefore equality must hold. Because Tj is a contraction for each
j ∈ {1, . . . ,m} we see that ‖hj‖ = ‖Tj(hi)‖ holds for those i ∈ {1, . . . ,m}
where pij > 0 holds.
Claim 2:
(PP t)ij > 0 implies that there exists an k ∈ {1, . . . ,m} such that pik >






of a linear combination with at least two non vanishing terms. We can
apply Proposition 3.16 and we see that hk = Tk(hi) = Tk(hj) holds. From
Proposition 3.17 it immediately follows that hi = hj holds.
If ((PP t)n)ij > 0 holds for some power n ∈ N then we can repeat the
argument. ((PP t)n)ij > 0 implies that there exists some k1 ∈ {1, . . . ,m}
such that (PP t)ik1 > 0 and ((PP t)n−1)k1j > 0 hold. By repeating we find
k1, . . . , kn ∈ {1, . . . ,m} such that the matrix PP t has strictly positive entries
at the according positions. By applying Proposition 3.16 and Proposition 3.17
like in the first step we find that the implications
(PP t)ik1 > 0 =⇒ hi = hk1
(PP t)k1k2 > 0 =⇒ hk1 = hk2
...
(PP t)knj > 0 =⇒ hkn = hj
hold. We have shown that hi = hj holds.
Claim 3:
By assumption the matrix P is strictly irreducible so there exist n1, n2 ∈ N
such that ∑n1l=0 P l > 0 and ∑n2l=0(PP T )l > 0 hold. This implies that for any
pair of indices i, j ∈ {1, . . . ,m} there exist l1, l2 ∈ N such that (P l1)ij > 0
and ((PP t)l2)ij > 0 hold. We can apply part 1. and part 2. to any indices
i, j ∈ {1, . . . ,m} to conclude that h1 = . . . = hm and Ti(h1) = h1 hold for all
i ∈ {1, . . . ,m}.
We include a short result regarding operators. It is known as the Riesz-
Thorin interpolation theorem and we cite [Wer06] for the result.
Theorem 3.19. Let T : L2(X, ν) → L2(X, ν) be linear and a Dunford-
Schwartz operator, that means it contracts the L1-norm and the L∞-norm.
Then T also contracts the L2-norm.
Proof. We refer to [Wer06, Theorem II.4.2] for the proof.
Proof of Theorem 3.15. Let ε > 0 be arbitrary. We use the assumption
TP (ϕ1, . . . , ϕm) = (ϕ1, . . . , ϕm) to conclude equality in the coordinates. (X, ν)
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is a probability space hence the set L2(X, ν) ∩ L1(X, ν) is dense in L1(X, ν).
For ϕ1, . . . , ϕm ∈ L1(X, ν) we can choose h1, . . . , hm ∈ L2(X, ν) such that
‖ϕi − hi‖L1 ≤ ε holds for all i ∈ {1, . . . ,m}.
Next we define functions ψi ∈ L2(X, ν) by






T lP (h1, . . . , hm).
From the Riesz–Thorin interpolation theorem (Theorem 3.19) we know that
a Dunford-Schwartz operator Ti is also a contraction on L2(X, ν). Thus TP
is also a contraction on Lm2 (X, ν). We can apply the Ergodic theorem for
contractions on Hilbert spaces (Theorem 2.5) and we see that (ψ1, . . . , ψm) ∈
Lm2 (X, ν) holds. Therefore coordinatewise ψi ∈ L2(X, ν) holds for all i ∈
{1, . . . ,m}.
The invariance
TP (ψ1, . . . , ψm) = (ψ1, . . . , ψm)
follows immediately from the definition of (ψ1, . . . , ψm). The matrix P is
strictly irreducible and we can apply now part 3. of Proposition 3.18 to see
that ψ1 = . . . = ψm and Ti(ψ1) = ψ1 must hold.
The last step is to conclude the equality for our initial functions ϕ1, . . . , ϕm ∈
L1(X, ν). We use the assumption that TP (ϕ1, . . . , ϕm) = (ϕ1, . . . , ϕm) holds.
We denote the i-th coordinate by (ϕ1, . . . , ϕm)i = ϕi. For some big enough
N ∈ N we estimate










(T lP (h1, . . . , hm))i − ϕi‖L1(X,ν)





(T lP (h1, . . . , hi, . . . , hm)i − T lP (ϕ1, . . . , ϕm)i)‖L1(X,ν)




As ε > 0 was chosen arbitrarily we can conclude that ϕ1 = . . . = ϕm holds
and with this also Ti(ϕ1) = ϕ1 holds for each i ∈ {1, . . . ,m}.
Remark. Weaker conditions for P do not yield the invariance of the limit. A
counter example can be found in [BK12, discussion after Theorem 11]. It







does not imply the invariance statement from Theorem 3.15.
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3.5 The Limit of Cesàro Averages
We use the notation from the chapters before and denote the transition matrix






Lemma 3.20. Let (X, ν) be a probability space and let T1, . . . , Tm : L1(X, ν)→
L1(X, ν) be measure preserving transformations. Let P be a stochastic and
strictly irreducible matrix with stationary distribution p = (p1, . . . , pm) ∈ Rm>0
and let TP : L1(X × {1, . . . ,m}, ν ⊗ p) → L1(X × {1, . . . ,m}, ν ⊗ p) be the
operator defined in Definition 3.9. If T1, . . . , Tm are ergodic then TP is ergodic.
Proof. An operator T is ergodic if the functions that are invariant under T are
necessarily constant. If T1, . . . , Tm are ergodic, then the invariance Tiϕ = ϕ
implies that ϕ is constant. From the previous chapter and Theorem 3.15 we
know that invariance under TP implies the coordinatewise inavariance under
each T1, . . . , Tm. We can conclude that
TP (ϕ1, . . . , ϕm) = (ϕ1, . . . , ϕm)
=⇒ ϕ1 = . . . = ϕm and Tiϕ1 = ϕ1, i = 1, . . .m (Theorem 3.15)
=⇒ ϕ1 = const (Ti ergodic)
holds. This shows that TP is also ergodic.
Theorem 3.21. Let (X, ν) be a probability space, let T1, . . . , Tm : L1(X, ν)→
L1(X, ν) be linear and contractions and let P ∈ Rm×m be stochastic and
strictly irreducible. If T1, . . . , Tm are ergodic then the limit lim
n→∞
cPn (T )ϕ =:





for all ϕ ∈ L1(X, ν).
Proof. For ϕ̃ = (ϕ, . . . , ϕ) ∈ L1(X × {1, . . . ,m}, ν ⊗ p) we already know







P ϕ̃ exists by Theorem 3.13 and is necessarily
invariant under TP by Theorem 2.10. By Theorem 3.15 this further implies
that Tiϕ̄ = ϕ̄ holds for all i = 1, . . . ,m. The operators Ti are ergodic which
means that the invariant functions must be constant thus ϕ̄ = c holds with
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3.6 Ergodic Theorems for Strictly Markovian Groups
In this last section we want to apply the previous method to groups that
admit a transition matrix P .
Definition 3.22. Let (G, ·) be a group and X some set. The group G acts
on X, if for the mapping ◦ : G×X → X the following hold:
1. e ◦ x = x for all x ∈ X, e ∈ G;
2. (g · h) ◦ x = g ◦ (h ◦ x) for all g, h ∈ G, x ∈ X.
Let (X, ν) be a probability space, denote by BX the σ-algebra on X and by
BG the σ-algebra on G. The group action of G is called
1. measure preserving, if
• the mapping ◦ is (BG × BX)-BX-measurable;
• ν(B) = ν(gB) holds for all g ∈ G,B ∈ BX .
2. ergodic if B = gB for all g ∈ G implies that ν(B) ∈ {0, 1} holds.
Definition 3.23. Let A := {1, . . . ,m} be an alphabet and let A = (aij) ∈
Rm×m≥0 be a matrix. We define
Σ := {w1 . . . wn : n ∈ N, wi ∈ A and awi−1wi > 0 for all i = 1, . . . , n}
to be the set of all allowable finite words over the alphabet A with respect to
the matrix A.
Definition 3.24. We call a group G generated by G0 such that every element
g ∈ G can be written as a finite combination g = g1 . . . gn, gi ∈ G0 for i ∈ N.
The set G0 ⊂ G is called the set of generators. We say that the group G is
finitely generated, if it is generated by a finite subset. For g = g1 . . . gn ∈ G
with gi ∈ G0, i = 1, . . . , n we denote by |g|G0 = n the length of an element.
Definition 3.25. Let G be a group generated by G0 := {g1, . . . , gk} and let
A := {1, . . . ,m} be an alphabet. The mapping
π : {1, . . . ,m} → {g1, . . . , gk}
is called the alphabet map. For a finite word w = w1 . . . wn, wi ∈ A the
alphabet map canonically extends to the map π : Σ→ G by
w 7→ π(w1) . . . π(wn)
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for all allowable words.
The mapping π is called length preserving if
|w|A = |π(w)|G0
holds for all w ∈ Σ.
The next definition is from [Buf00, Definition 5].
Definition 3.26. Let G be finitely generated by G0 := {g1, . . . , gk}, k ∈ N.
The group is called strictly Markovian with respect to G0 if there exists
some m ∈ N with m ≥ k, a mapping π : {1, . . . ,m} → {g1, . . . , gk} and an
irreducible matrix A ∈ Rm×m such that the canonical extension
π : Σ→ G
defines a length preserving bijection between the set of A-allowable finite
words and the group G.
For the following result we denote a Koopman operator by Tgϕ(x) := ϕ(gx)
for g ∈ G and ϕ ∈ L1(X, ν). We state a few results and we refer to [Eis+15,
Introduction to §7]
Lemma 3.27. Let G be a group acting measure preservingly on a probability
space (X, ν). Then for all g ∈ G0 the Koopman operator Tg : L1(X, ν) →
L1(X, ν) defined by Tgϕ(x) := ϕ(gx) satisfies:
1. Tg is linear;
2. Tg is positive;
3. Tg is measure preserving;
4. Tg is a Dunford-Schwartz operator.
Proof. The linearity follows from the definition as Tg(ϕ1(x) + ϕ2(x)) =
ϕ1(gx) + ϕ2(gx) = Tgϕ1(x) + Tgϕ2(x) holds. Similar the positivity follows
immediately. The group acts measure preservingly on X. Therefore ϕ(x) ≥ 0
almost everywhere implies that ϕ(gx) ≥ 0 holds almost everywhere and Tg is
positive.




i=1 αiχAi dν =∫
X
∑m
i=1 αiχAi dν holds for simple functions
∑m
i1 αiχAi . The simple functions




X ϕdν holds for all ϕ ∈
L1(X, ν).
At last Tg does not affect the L1-norm and L∞-norm for any ϕ ∈ L1(X, ν)∩
L∞(X, ν) and Tg is a Dunford-Schwartz operator.
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We now turn to the transition matrix A ∈ Rm×m and state a few result
from which we obtain a stochastic matrix P ∈ Rm×m. For the application of
the ergodic theorems it is necessary that the matrix is stochastic.
The first result yields the existence of a strictly positive eigenvalue for a
strictly irreducible matrix. The theorem is attributed to Perron, Frobenius
and Wielandt.
Theorem 3.28. Let A ∈ Rm×m≥0 be strictly irreducible. Then there exist a
maximal eigenvalue λ > 0, a right eigenvector v ∈ R>0 and a left eigenvector
xt ∈ Rm>0. The vectors v and x are unique up to a scalar factor and satisfy
Av = λv and xA = λx.
Proof. We refer to [Hup90, Chapter IV. Theorem 1.8] for the proof. The
existence of the left eigenvector follows by applying the theorem to the
transposed matrix At.
With the help of the strictly positive eigenvalue we can now define a
stochastic matrix which is sometimes referred to as the Parry matrix. For
this we use the previous Theorem 3.28. We normalize the eigenvectors such
that ∑mi=1 vixi = 1 holds.
Definition 3.29. Let A ∈ Rm×m≥0 be a transition matrix that satisfies Aij ∈
{0, 1} for all i, j = 1, . . . ,m. Let λ > 0 be the biggest eigenvalue and let




for all i, j = 1, . . . ,m.
Lemma 3.30. The matrix P ∈ Rm×m satisfies:
1. P is stochastic;
2. P has a normalized stationary distribution p ∈ Rm>0;
3. P is strictly irreducible if and only if A is strictly irreducible.
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holds for each row. The same argument holds for the columns and therefore
P is stochastic.
Further we see that p := (v1x1, . . . , vmxm) ∈ Rm≥0 defines a normalized


































= (v1x1, . . . , vmxm)
= p
holds and we assumed the eigenvectors to satisfy 1 = ∑mi=1 vixi = ∑mi=1 pi.
Next P is (strictly) irreducible if and only if A is strictly irreducible,
because both matrices contain only positive entries and λ > 0 and vi > 0
hold. This implies that
Pij > 0 ⇐⇒ Aij = 1
holds for all i, j = 1, . . . ,m.
We introduced allowable words by Σ := {w1 . . . wn : n ∈ N, wi ∈
A and awi−1wi > 0 for all i = 1, . . . , n}. The previous immediately implies
the following result.
Corollary 3.31. The transition matrix A ∈ Rm×m and the stochastic ma-
trix P ∈ Rm×m lead to the same allowable words over the alphabet A :=
{1, . . . ,m}.
Proof. We showed that Pij > 0 ⇐⇒ Aij = 1 holds. The statement follows
immediately.
We recapitulate that for a word w ∈ Σ with length l ∈ N the weights were
defined by P (w) := pw1
∏l−1
k=1 Pwkwk+1 . The next result is a known result in the
context of Markov chains and entropy. We refer to [LM95, Theorem 4.5.12]
and [LM95, Discussion before Equation (13-3-6)] for the following results.
Lemma 3.32. Let A ∈ Rm×m be a transition matrix with biggest eigenvalue
λ > 0 and let P ∈ Rm×m be as in and Definition 3.29. Then the weight P (w)
is uniform among words w ∈ Σ with the same length l ∈ N up to a constant,
which is independent of the length of the word.
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Proof. Let w ∈ Σ be a word with length l ∈ N. We calculate











which shows the desired.
The following theorem is [Buf00, Theorem 7].
Theorem 3.33. Let G be a finitely generated group and let (X, ν) be a
probability space. Let the group G be strictly Markovian and the corresponding
matrix P be strictly irreducible. If the Koopman operators Tg1 , . . . , Tgm :














converge pointwise ν-almost everywhere as well as in L1-norm.
Proof. By assumption the group is strictly Markovian thus the alphabet
map π is a length preserving bijection and we can identify elements g ∈ G
with corresponding finite words in the alphabet {1, . . . ,m}. The previous
Lemma 3.30 shows that we can assume the strictly irreducible matrix P to
also be stochastic. Further the matrix assigns uniform weights by Lemma 3.32






g∈σl Tg ◦ ϕ.
The existence of the limit follows from Theorem 3.13 with the help of
the operator TP . The matrix P is strictly irreducible and the operators are





In this section we introduce and describe Möbius transformations. In this
section we follow [Rud06], [Bea12] and [KL07] for the introductions. We denote
the extended complex plane by Ĉ := C ∪ {∞}. The complex numbers are
extended by the point infinity “∞“ together with the conventions z+∞ =∞,
z
∞ = 0 for all z ∈ C and z ·∞ =∞ for z ∈ C\{0}. For a detailed introduction
of the extended complex plane see for example [BNN10, §1.5].
We denote the upper half plane by H := {z ∈ C : Im(z) > 0} and the
open unit disc by D := {z ∈ C : |z| < 1}, where | · | denotes the Euclidean
distance.
4.1 Introduction and Properties
Definition 4.1. Let a, b, c, d ∈ C be chosen such that ad− bc = 1 holds. The













is called a Möbius transformation.
Remark. Notice that any linear fractional z 7→ az+b
cz+d with a, b, c, d ∈ C and
ad− bc 6= 0 can be normalized such that ad− bc = 1 holds.
The first result is from [Rud06, § 14.3.] and it describes Möbius transfor-
mations.
Theorem 4.2. Any Möbius transformation m is a finite composition of
translations (z 7→ z+λ, λ ∈ C), inversions (z 7→ −1
z
) and stretching rotations
(z 7→ zλ, λ ∈ C).
Proof. We follow [Rud06, § 14.3.]. Let m(z) := az+b
cz+d be a Möbius transforma-









This is a composition of translations, inversions and stretching rotations and
it proves the desired.
For the following we use open sets in the extended complex plane Ĉ. Sets
A ⊂ Ĉ in the extended plane are open if they are open in C or if they are
of the form A = Ĉ \ K for some compact set K ⊂ C. We refer to [KL07,
Proposition 1.5.1] for the next result.
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Lemma 4.3. Every Möbius transformation m ∈ MC is continuous and
differentiable in the extended complex plane.
Proof. A transformation m is of the form m(z) = az+b
cz+d with ad − bc = 1
and a, b, c, d ∈ C. Any translation and stretching rotation is continuous in
the extended plane. The inversion z 7→ 1/z becomes continuous by setting
1/z0 =∞ for z0 = 0.
We denote z := x + iy ∈ C. From complex analysis we know that a
function (x, y) 7→ f(x, y) is complex differentiable if it satisfies the Cauchy-
Riemann equations or equivalently if 12 (∂xf + i∂yf) = 0 holds. For a Möbius
transformation m(x+ iy) = a(x+iy)+b











= i · id−ib(c(x+iy)+d)2 holds.
Definition 4.4. We define the set of Möbius transformations
• in the extended complex plane MC := {m : Ĉ → Ĉ : m(z) =
az+b
cz+d , a, b, c, d ∈ C and ad− bc = 1};
• in the upper half planeMH := {m : H → H : m(z) = az+bcz+d , a, b, c, d ∈
R and ad− bc = 1};
• in the unit discMD := {m : D→ D : m(z) = az+cc̄z+ā , a, c ∈ C and |a|
2 −
|c|2 = 1}.
Remark. The setMC contains the setsMH andMD in the sense that any
transformation m ∈ MH or m ∈ MD can be also seen as a transformation
m : Ĉ→ Ĉ.
Lemma 4.5. Let m ∈MC be a Möbius transformation of the form m(z) :=
az+b
cz+d with ad− bc = 1. The Möbius transformation satisfies






if c 6= 0 and m′(z) = a
d
if c = 0
for all z ∈ Ĉ. Further Möbius transformations with real coefficients m ∈MH
satisfy:









At first we use the fact that ad− bc = 1 holds and calculate for z ∈ Ĉ
m(m−1(z)) =
a dz−b−cz+a + b
c dz−b−cz+a + d
= a(dz − b) + b(−cz + a)
c(dz − b) + d(−cz + a)
= z
which shows the first equation.
Claim 2.:
The Möbius transformation m is differentiable and ad− bc = 1 holds. First
we assume that c 6= 0 holds so that we can calculate for the derivative
m′(z) = a(cz + d)− c(az + b)(cz + d)2






If c = 0 holds then m(z) = az+b
d




We are interested in Möbius transformations with real coefficients cz + d 6= 0








(az + b)(cz̄ + d)
(cz + d)(cz̄ + d)
)



















= |(ax+ b)(cy + d)− (ay + b)(cx+ d)|
2
Im(x) Im(y)






holds which completes the proof.
Lemma 4.6. The set of all Möbius transformationsMH forms a group.
Remark. The same proof holds for Möbius transformations in the complex
plane hence alsoMC andMD form a group.
Proof. The group operation is the composition of Möbius transformations.
The neutral element is id : H → H, id(z) := z. For the composition let









= a1a2z + a1b2 + b1(c2z + d2)
c1a2z + c1b2 + d1(c2z + d2)
= (a1a2 + b1c2)z + (a1b2 + b1d2)(c1a2 + d1c2)z + (c1b2 + d1d2)
.
Further we calculate by using the fact that aidi − cibi = 1 holds for i = 1, 2
(a1a2 + b1c2)(c1b2 + d1d2)− (a1b2 + b1d2)(c1a2 + d1c2)
= a1d1a2d2 − c1b1a2d2 + b1c1b2c2 − a1d1c2b2
= a2d2(a1d1 − c1b1) + b2c2(b1c1 − a1d1)
= a2d2 − b2c2
= 1
holds and therefore the concatenation m1 ◦m2 : H → H is again a Möbius
transformation. The inverse for any element is given by Lemma 4.5.
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Definition 4.7. The map C : H→ D with
C(z) = z − i
z + i
is called the Cayley transformation.
Theorem 4.8. The Cayley transformation C : H → D is continuous and
bijective. Further the relation
C ◦m ◦ C−1 ∈MD ⇐⇒ m ∈MH
holds.
Proof. First we note that −i /∈ H holds and the transformation C is well
defined for all z ∈ H.
Claim 1: The fact that C is continuous follows immediately as C is a composi-
tion of continuous functions.
Claim 2: The map C : H→ D is surjective. Using the notation z := x+iy ∈ H
and |z|2 = z · z̄ we calculate∣∣∣∣z − iz + i
∣∣∣∣ < 1 ⇐⇒ |z − i|2 < |z + i|2
⇐⇒ (z − i)(z̄ + i) < (z + i)(z̄ − i)
⇐⇒ (x+ iy − i)(x− iy + i) < (x+ iy + i)(x− iy − i)
⇐⇒ x2 + (y − 1)2 < x2 + (y + 1)2
⇐⇒ 0 < y.
This shows that C(z) ∈ D holds if and only if Im(z) > 0 or equivalently z ∈ H
holds.
Claim 3: The map C : H→ D is injective. Let z1, z2 ∈ H be with C(z1) = C(z2).
It follows that
(z1 − i)(z2 + i)=(z1 + i)(z2 − i)
⇐⇒ iz1 − iz2 =iz2 − iz1
⇐⇒ z1 =z2
which concludes the injectivity.
Claim 3: C ◦m ◦ C−1 ∈MD ⇐⇒ m ∈MH.
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For an arbitrary m ∈MH,m(z) = az+bcz+d we calculate that







= z(a+ d+ i(b− c)) + (a− d− i(c+ b))
z(a− d+ i(c+ b)) + (a+ d− i(b− c))
= αz + β
βz + α
holds for suitable α, β ∈ C. Calculating further we also see that
|α|2 − |β|2 = (αᾱ− ββ̄)
= (a+ d+ i(b− c))(a+ d− i(b− c))−
(a− d− i(c+ b))(a− d+ i(c+ b))
= (a+ d)2 + (b− c)2 − [(a− d)2 + (c+ b)2]
= (2ad− 2bc+ 2ad− 2bc)
= 4
holds. By multiplying both sides with the factor λ = 1/4 this means that
|α/2|2 − |β/2|2 = 1
holds. We normalize the transformations to see that C◦m◦C−1(z) = (α/2)z+β/2
(β/2)z+α/2
are exactly the transformations contained inMD.
For the other implication we assume that C ◦ m ◦ C−1 ∈ MD holds.
The transformation must be of the form C ◦ m ◦ C−1 ∈ MD = az+cc̄z+ā with
|a|2 − |c|2 = 1. The same calculation as above implies that m ∈ MH must
hold. This concludes the proof.
At last we want to state how Möbius transformations behave on the
boundary of H and D.
Lemma 4.9. Let m ∈MC be a Möbius transformation with real coefficients.
Then z ∈ R ∪ {∞} implies that m(z) ∈ R ∪ {∞} holds.
Proof. The statement follows immediately from the fact that the Möbius
transformation m(z) := az+b
cz+d has real coefficients a, b, c, d ∈ R.
Lemma 4.10. Let m ∈ MC be of the form m(z) := az+cāz+c̄ for a, c ∈ C with
|a|2 − |c|2 = 1. Then z ∈ ∂D implies that m(z) ∈ ∂D holds.











∣∣∣ = 1 holds for α := c/a.
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4.2 Classes of Möbius Transformations
In the following we will categorize the Möbius transformations and point out
some properties of their fixpoints in the complex plane. We follow [Bea12,
§4.3.] and [Rud06] for the following definitions and lemmas.
Lemma 4.11. A Möbius transformation is completely determined by the
values at three given points. This means that for any given triplet of distinct
points {z1, z2, z3}, zi ∈ Ĉ and {z̃1, z̃2, z̃3}, z̃i ∈ Ĉ with zi 6= z̃i there exists a
unique m ∈MC that satisfies m(z1) = z̃1, m(z2) = z̃2 and m(z3) = z̃3.
Proof. The proof follows the idea in [Rud06, § 14.3 Equation (14.11)]. In the
first part we construct a transformation that maps the given three distinct
points z1, z2, z3 ∈ C to 0, 1,∞, respectively.
Assume m ∈ MC is given with m(z1) = 0,m(z2) = 1,m(z3) =∞. The first
and third equation determine the terms (z− z1) in the numerator and (z− z3)
in the denominator. In order to also satisfy m(z2) = 1 the transformation
has to be of the following form:
m(z) = (z2 − z3)(z − z1)(z2 − z1)(z − z3)
.
Next we construct a second transformation m̃ : Ĉ → Ĉ that maps the
given triplet {z̃1, z̃2, z̃3} to {0, 1,∞}. Then the combined transformation
m ◦ m̃−1 : Ĉ→ Ĉ maps the triplet {z1, z2, z3} to {z̃1, z̃2, z̃3}.
Definition 4.12. For k ∈ C we define the normalized Möbius transformations
mk : Ĉ→ Ĉ to be
m1(z) := z + 1
mk(z) := kz, k ∈ C \ {1}.
We continue with a lemma that motivates the definition of normalized
Möbius transformations. Two Möbius transformations m, m̃ : Ĉ → Ĉ are
conjugated, if there exists a Möbius transformation h : Ĉ → Ĉ, h(z) =
az+b
cz+d , a, b, c, d ∈ C such that m(z) = h ◦ m̃ ◦ h
−1(z) holds for all z ∈ Ĉ.
Lemma 4.13. Every Möbius transformation m ∈MC,m(z) = az+bcz+d is con-
jugated to some normalized Möbius transformation mk with k ∈ C.
Proof. From solving m(z) = z it follows immediately that any Möbius trans-
formation m has either two distinct fixpoints z1, z2 ∈ Ĉ or exactly one z1 ∈ Ĉ.
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In the second case we choose some z2 ∈ C with z2 6= z1. Regardless of the
amount of fixpoints we define the Möbius transformation h : Ĉ→ Ĉ by
h(z1) :=∞
h(z2) := 0
h(m(z2)) := 1 if m(z2) 6= z2.
The Möbius transformation h is uniquely determined by the values in these





0, if m(z2) = z2
1, if m(z2) 6= z2
holds.
In the case of two distinct fixpoints hmh−1 fixes the points 0 and ∞
therefore it must be of the form mk(z) := kz, k ∈ C \ {1}. In the case of only
one fixpoint the transformation fixes only the point ∞. Due to hmh−1(0) = 1
it must be of the form m1(z) := z + 1.
Definition 4.14. Let m(z) = az+b
cz+d , a, b, c, d ∈ C be a Möbius transformation.
We define the trace of the transformation tr :MC → C by
tr(m) = a+ d.
Lemma 4.15. The trace is invariant under conjugation.
Proof. Let m1,m2 : Ĉ → Ĉ be two Möbius transformations with mi(z) =
aiz+bi
ciz+di , ai, bi, ci, di ∈ C for i = 1, 2. We see that





















= a2[a1(d2z − b2) + b1(−c2z + a2)] + b2[c1(d2z − b2) + d1(c2z + a2)]
c2[a1(d2z − b2) + b1(−c2z + a2)] + d2[c1(d2z − b2) + d1(c2z + a2)]
= z(a2a1d2 − a2b1c2 + b2c1d2 + b2d1c2) + (a2a1(−b2) + a
2
2b1 − b22c1 + b2d1a2)
z(c2a1d2 − c22b1 + d22c1 + d2d1c2) + (c2a1(−b2) + c2b1a2 + d2c1(−b2) + d2d1a2)




holds. With further calculation we see that
tr(m2 ◦m1 ◦m−12 ) = α + δ
= (a1 + d1)(a2d2 − b2c2)
holds. By definition ad − bc = 1 holds for Möbius transformations and
therefore tr(m1) = a1 + d1 = tr(m2 ◦m1 ◦m−12 ) holds.
Definition 4.16. Let m : Ĉ→ Ĉ be a Möbius transformation. The transfor-
mation is called
• elliptic if |tr|2(m) < 4 holds;
• parabolic if |tr|2(m) = 4 holds;
• hyperbolic if |tr|2(m) > 4 and tr(m) ∈ R holds;
• loxodromic if |tr|2(m) > 4 and tr(m) ∈ C \ R hold.
Remark. Analogous definitions hold for Möbius transformations inMH and
MD.
We take a closer look on transformations with real coefficients and classify
them with respect to their fixpoints.
Lemma 4.17. Let m ∈MH be a Möbius transformation with real coefficients.
The transformation is
• elliptic if and only if m has one fixpoint in H;
• parabolic if and only if m has one unique fixpoint in R ∪ {∞};
• hyperbolic if and only if m has two distinct fixpoints on R.
Proof. As the trace is invariant under conjugation we could compare the
values of traces of the normalized transformations. However we will take a
more direct approach and calculate the fixpoints of a Möbius transformation.
Let m(z) := az+b
cz+d ∈MH be the transformation. Now solve m(z) = z for
z ∈ H to obtain:
m(z) = z ⇐⇒ az + b = (cz + d)z
⇐⇒ 0 = cz2 + (d− a)z − b















We see that the equation has one solution if and only if (d− a)2 + 4bc = 0
holds. We note that (d− a)2 + 4bc = (d+ a)2 + 4(bc− ad) holds and use the
identity ad− bc = 1 to see that
(d+ a)2 − 4(ad− bc) = 0 ⇐⇒ tr2(m) = 4
holds. This shows that m is parabolic if and only if the transformation has
one fixpoint z1 = a−d2c ∈ R ∪ {∞}.
We only look for solutions in the upper half plane H or its boundary
R ∪ {∞}. Therefore the calculation above also shows that
z1 ∈ H ⇐⇒ |tr|2(m) < 4
z1, z2 ∈ R ⇐⇒ |tr|2(m) > 4




Hyperbolic geometry is closely connected to the previously introduced Möbius
transformations. The axiomatic approach to hyperbolic geometry does not
differ greatly from the well know Euclidean geometry. The major difference is
the negation of the “axiom of parallelism“ which states in Euclidean geometry,
that to each point not lying on a given line there can be drawn at most one
line containing that point and parallel to the given line. For the axioms in
hyperbolic geometry we now assume that to each point not lying on a given
line there exist at least two lines containing the point and parallel to the
given line.
We will, however, take a simpler approach to introduce the models of
hyperbolic geometry. We consider the models of the hyperbolic plane as
subsets of C to simplify their introduction. Throughout this chapter we follow
the approach by [Bea12, §7.1]. For a more detailed reading on the axioms
and the difference between Euclidean and hyperbolic geometry we refer to
[Cox98, §9.5 and §9.6].
Throughout the section we follow mainly [Bea12], [Kat92] and [And06].
We denote by H := {z ∈ C : Im(z) > 0} the complex upper half plane and by
D := {z ∈ C : |z| < 1} the open unit disc. We will denote by | · | the standard
(Euclidean) distance.
5.1 Hyperbolic Metric
Definition 5.1. Let H := {z ∈ C : Im(z) > 0} be the upper half plane. We






Let D := {z ∈ C : |z| < 1} be the open unit disc. We define the length of






The sets H and D are equipped with the hyperbolic metric
dH(x, y) := inf
γ
‖γ‖H with x, y ∈ H
dD(x, y) := inf
γ
‖γ‖D with x, y ∈ D




We will call H together with the metric dH the upper half plane model and
D together with the metric dD the (Poincaré) disc model of the hyperbolic
space.
The following result is well known in hyperbolic geometry. We refer to
([Bea12, §7.2.]).
Theorem 5.2. The functions dH : H × H → R≥0 and dD : D × D → R≥0
satisfy the properties of a metric. Further
• dH is invariant under the Möbius transformations m ∈MH;
• dD is invariant under the Möbius transformations m ∈MD.










1− |γ(t)|2 dt, γ : [0, 1]→ D
it follows that dH and dD are positive, because Im(z) > 0 holds for z ∈ H and
|z| < 1 holds for z ∈ D. Further it follows immediately that dH and dD are
symmetric and satisfy the triangle inequality.
We use the formulas for the derivative and the imaginary part of a Möbius
transformation from Lemma 4.5 to show the invariance of dH under a Möbius
transformation m(z) := az+b
cz+d . We calculate



















where the infimum is taken over all curves γ : [0, 1] → C with γ(0) =
z1, γ(1) = z2.
A similar calculation shows the invariance of the metric dD under Möbius
transformations of the formm(z) = az+c̄
cz+ā with |a|
2−|c|2 = 1. Again we use the
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formulas for the derivative and the imaginary part of a Möbius transformation
from Lemma 4.5 and calculate






























where the infimum is taken over all curves in D connecting z1 ∈ D and
z2 ∈ D.
Remark. Now we know that Möbius transformations with real coefficients
are isometries in (H, dH). For completeness we state the following theorems
without proofs. The results are classical results for which we refer to [Kat92]
and [BKS91].
Theorem 5.3. The group of isometries Isom(H) is generated by Möbius
transformations m ∈MH together with the mapping z 7→ −z̄.
Proof. We refer to [Kat92, Theorem 1.3.1] for the proof.
Theorem 5.4. The group of isometries Isom(D) is generated by Möbius
transformations m ∈MD together with the the mapping z 7→ −z̄.
Proof. We refer to [BKS91, Theorem 1.23] for the proof that the automor-
phisms of the unit disc are exactly the group of isometries. Further the group
of automorphisms of the unit disc is the group of transformations of the form
z 7→ az+c̄
cz+ā , |a|
2 − |c|2 = 1. This is an immediate consequence of the Lemma of
Schwarz known from complex analysis (Theorem A.2).
5.2 Upper Half Plane and Poincaré Disc
The following theorem plays the central role in identifying the upper half
plane and Poincaré disc model.
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Theorem 5.5. The Cayley transformation C : H→ D given by C(z) := z−i
z+i
is an isometry ([Kat92, discussion after Theorem 1.2.6]).
Remark. We already know from Theorem 4.8 that C is continuous and bijective.




|z + i|2(1− | z−i
z+i |2)
= 4
|z + i|2 − |z − i|2
= 42iz̄ − 2iz
= 1Im(z)
and use the equality in the second step. For this we choose z1, z2 ∈ H and
calculate










2 · |C ′(γ(t))| · |γ′(t)|
1− |C(γ(t))|2 dt
= dD(C(z1), C(z2))
This shows that C is an isometry and concludes the proof.
Remark. There are many further models that describe the hyperbolic space.
The most known are the “hyperboloid model“ ([Bea12, Definition 3.7.4]) and
the “Beltrami-Klein model“ ([Bea12, §7.1]). Between each of the models
there exists a map that identifies the different models with each other like in
Theorem 5.5. They therefore all represent the same hyperbolic space.
We state a few formulas regarding the hyperbolic metric. The formulas
are from [Bea12, Theorem 7.2.1].
Proposition 5.6. Let dH and dD be the metric of the upper half plane and
the Poincaré disc, respectively. Then the following identities hold:
1. dH(ip, iq) = log( qp) for p, q ∈ R, 0 < p < q;





for x, y ∈ H;
3. dD(0, r) = log(1+r1−r ) = 2 arctanh(r) for 0 < r < 1;
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4. dD(x, y) = 2 arctanh
(∣∣∣ x−y1−xȳ ∣∣∣) for x, y ∈ D.
Proof. We follow [Bea12, Theorem 7.2.1] for the calculations.
Claim 1.:
Let γ(t) := x(t) + iy(t), 0 ≤ t ≤ 1 be any differentiable curve with γ(0) =
ip, γ(1) = iq. In the following x(t) and y(t) denote the real and the imaginary
















and equality holds for example for the curve γ(t) := i[p + t(q − p)]. This
shows the first formula.
Claim 2.:
We showed that the left hand side of the equation is invariant under Möbius
transformations in Theorem 5.2. If we show that the right hand side is
invariant too then the result will follow by applying a Möbius transformation
and mapping the two points x, y onto the imaginary axis and applying part 1.
To show that the right hand side is invariant under Möbius transformations
we use statement 4. in Lemma 4.5 to conclude that
|m(x)−m(y)|2 = |x− y|2 · Im(m(x)) Im(m(y))Im(x) Im(y)
holds. In general a Möbius transformation with real coefficients m ∈ MH
is also well defined on the extended complex plane Ĉ (and not only on H).
Thus for z ∈ C the identity m(z̄) = az̄+b
cz̄+d =
az+b
cz+d = m(z) holds. Together with
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Im(m(ȳ)) + |x− y|
√
Im(m(y))
= |x− ȳ|+ |x− y|
|x− ȳ| − |x− y|
and shows the invariance of the right hand side under Möbius transformations.
We can map two arbitrary points x, y ∈ H onto the imaginary axis and apply
part 1. to conclude the proof.
Claim 3.:
We use the Cayley transformation to identify H with D. From Theorem 5.5
we know that the Cayley transformation C is an isometry between H and D
thus











holds. The equation log(1+r1−r ) = 2 arctanh(r) is the definition of arctanh(·).
Claim 4.:
Most important in the remaining proof is the invariance of dD under adequate
Möbius transformations. Just like in the previous part both sides of the
equation are invariant under Möbius transformations m ∈MD.
Let x, y ∈ D be two arbitrary points. The Möbius transformation m(z) =
z−x
1−x̄z satisfies m(x) = 0 and together with an adequate rotation around the
origin we can ensure that m(x) · eiθ = 0 and m(y) · eiθ ∈ [0, 1)∩D holds. The




In this section we will introduce concepts from topology and apply them in
the upper half plane. The main interest is the comparison of the topologies
obtained on the one hand from the Euclidean metric and on the other from
the hyperbolic metric. We will say that a set is a hyperbolic or Euclidean
circle if all points have constant hyperbolic or Euclidean distance from a fixed
center point.
Theorem 5.7. Hyperbolic circles and the Euclidean circles coincide in the
Poincaré disc D as well as in the hyperbolic plane H ([BKS91] Proposition
1.3).
Proof. At first we take a look at the unit disc D and a circle Cr := {z ∈ D :
dD(0, z) = r} around the origin with hyperbolic radius r > 0. The metric is
invariant under rotations thus from the formula in Proposition 5.6 we know





holds for any z ∈ D. This implies that
Cr = {z ∈ D : |z| = e
r−1
er+1} holds and this is an Euclidean circle with radius
r̃ = er−1
er+1 .
An arbitrary hyperbolic circle with center w ∈ D can be mapped to some
Cr with the transformation z 7→ z−w1−zw . The transformation and its inverse do
not alter hyperbolic distances (Theorem 5.2) and further they both preserve
Euclidean circles (Proposition A.3).
This shows that arbitrary hyperbolic circles coincide with Euclidean
circles. We identify the unit disc with the upper half plane by using the
Cayley transformation z 7→ z−i
z+1 and we use the fact that the identification is
isometric (Theorem 5.5). Therefore we can conclude that hyperbolic circles
and Euclidean circles coincide in the upper half plane H as well.
Definition 5.8. Let X be some set and let τ be a family of subsets of X.
Then τ is called a topology if
1. X ∈ τ and ∅ ∈ τ hold;
2. any union of sets in τ is contained in τ ;
3. any finite intersection of sets in τ is contained in τ .
Corollary 5.9. The topology in H and in D induced by the hyperbolic metric
and the Euclidean metric are the same.
Proof. Hyperbolic circles and Euclidean circles coincide as shown in the
previous Theorem 5.7. The same argument holds for open discs. These sets
are a basis for the topologies with respect to the Euclidean and hyperbolic
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metric. Therefore the topologies induced by the hyperbolic metric and the
Euclidean metric are the same.
Definition 5.10. Let A ⊂ H or A ⊂ D be some subset of the hyperbolic
plane or Poincaré disc, respectively. We denote by
• Ã ⊂ H (or Ã ⊂ D) the closure with respect to the upper half plane H
(or Poincaré disc D);
• A ⊂ C the closure with respect to the extended complex plane Ĉ.
We want to distinguish between the two closures. Later we look at the
boundaries of H and D in C. With the chosen notation the identities H̃ = H,
H = H ∪ R ∪ {∞}, D̃ = D and D = D ∪ {z ∈ C : |z| = 1} hold.
5.4 Geodesics
The next section is devotes to special subsets of hyperbolic spaces. The
subsets, which we will call geodesics, will describe the shortest connections
with respect to the hyperbolic metric.
Definition 5.11. A subset h ⊂ H is called a hyperbolic line in H, if for
arbitrary but fixed a ∈ R and r ∈ (0,∞)
• h = {z ∈ H : Re(z) = a} (rays orthogonal to R) holds or
• h = {z ∈ H : |z − a| = r} (half circles orthogonal to R) holds.
A subset h ⊂ D is called a hyperbolic line in D, if for an arbitrary but
fixed θ ∈ [0, π)
• h = {z ∈ D : z = ±reiθ, r ∈ [0, 1)} (diameters of D) holds or
• h = {z ∈ D : |z − eiθ| = r} for a fixed r ∈ (0, 1) (half circles orthogonal
to the boundary ∂D) holds.
Some basic examples of hyperbolic lines in D and H are given in Figure 1
and Figure 2.
Definition 5.12. Let h ⊂ H be a hyperbolic line. We say that z ∈ R∪ {∞}
is an endpoint of the hyperbolic line h if z ∈ h̄ ∩ (R ∪ {∞}) holds.
The hyperbolic lines share many properties with Euclidean lines that
are known from elementary geometry. We state a few basic properties, the




Figure 1: Hyperbolic lines in H
∂D
Figure 2: Hyperbolic lines in D
Lemma 5.13. For any distinct points z1, z2 ∈ H there exists a unique hyper-
bolic line h ⊂ H such that z1 ∈ h and z2 ∈ h hold.
Proof. We follow the proof in [And06, Proposition 1.2]. There are two cases
to consider.
1. Re(z1) = Re(z2): In this case the set h := {z ∈ H : Re(z) = Re(z1) =
Re(z2)} is the only hyperbolic line containing z1 and z2.
2. Re(z1) 6= Re(z2):
There exists an unique Euclidean line segment connecting z1 and z2.
Understood as subsets of the complex plane we can choose the perpendic-
ular bisector to this line segment. As Re(z1) 6= Re(z2) the perpendicular
bisector is not parallel to R. The intersection of the perpendicular bisec-
tor with R determines a point a ∈ R. At last we choose r := |z1−a| ∈ R
for the radius. As the point a lies on the perpendicular bisector we see
51
5 Hyperbolic Geometry
that |z2 − a| = r holds. This uniquely determines the hyperbolic line
h := {z ∈ H : |z − a| = r}.
We note some properties of hyperbolic lines for a better understanding of
the hyperbolic models. We follow [Bea12, §7.3].
Lemma 5.14. Let h1, h2 ⊂ H be two distinct hyperbolic lines.
1. The hyperbolic lines h1, h2 are either disjoint or intersect in a single
point;
2. There exists a Möbius transformation m : H→ H such that m(h1) = h2
holds.
Proof. 1. Let h1, h2 ⊂ H be two distinct hyperbolic lines. If one of the
hyperbolic lines is of the form {z ∈ C : Re(z) = a} for some a ∈ R then the
statement is clear. If both hyperbolic lines are half circles orthogonal to R
then they can not intersect more than once in the hyperbolic plane.
2. First we show that with the help of a Möbius transformation we can map
any hyperbolic line onto the positive imaginary axis. There are two cases to
consider. If h1 = {z ∈ H : Re(z) = a} holds for some a ∈ R then the Möbius
transformation z 7→= z − a yields the desired.
If h1 = {z ∈ H : |z − a| = r} holds for some a ∈ R and r ∈ (0,∞)







z+r−a maps the hyperbolic line h1 onto the positive imaginary axis.
We can now map any given hyperbolic line to the imaginary axis and by
taking the inverse transformation we can map the imaginary axis onto any
given hyperbolic line. This concludes the proof.
Definition 5.15. Let z1, z2 ∈ H be distinct points and let h ⊂ H be the
unique hyperbolic line passing through those points.
• The points z1, z2 divide the hyperbolic line h into three open, disjoint
and connected sets. Only one of the three sets has a compact closure in
the upper half plane. We call this set the open segment of the hyperbolic
line h and denote it by _z1z2;
• If z ∈ _z1z2 holds then we say that z is between z1 and z2;
• The hyperbolic line h is called the extension of the segment _z1z2.
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The following result formulates the idea of shortest connections with
respect to the hyperbolic metric. The result is well known, we refer to [And06,
Proposition 3.20].
Lemma 5.16. Let z1, z2 ∈ H be arbitrary but fixed. The equality
dH(z1, z2) = dH(z1, z) + dH(z, z2)
holds if and only if z is between z1 and z2.
Proof. We follow the proof in [And06, Proposition 3.20]. First we consider
the special case where z1 := ip and z2 := iq hold for 0 < p < q. In this case
the open segment _z1z2 = {z ∈ C : Re(z) = 0 and p < Im(z) < q} is contained
in the imaginary axis.
Let γ(t) := x(t) + iy(t) be any curve connecting z1 and z2. From Proposi-









holds for γ(t) := x(t) + iy(t). From this we conclude that dH(z1, z2) = ‖γ‖H
holds if and only if the curve γ satisfies x(t) = 0 and y′(t) > 0 for all t ∈ [0, 1].
If we choose z /∈ iR>0 then any curve γ0(t) := x0(t) + iy0(t) connecting z1
to z satisfies x(t) 6= 0 for all t ∈ I in some small enough interval I ⊂ [0, 1].
This implies ‖γ0‖H > dH(z1, z2) and therefore d(z1, z2) < dH(z1, z) + dH(z, z2)
holds if z /∈ _z1z2.
If we choose z ∈ _z1z2 then we see that dH(z0, z1) = dH(z0, z) + dH(z, z1)
holds due to the additivity of the integral after a possible reparametrization
of the curves.
The general case follows from the invariance of dH under Möbius transfor-
mations. We use the fact that there exists a unique Möbius transformation
that maps three given points to three given values (Lemma 4.11). This allows
us to reduce the general case to the case where z0 = ip, z1 = iq, 0 < p < q
holds.
Remark. The previous shows that the open segment _z1z2 of a hyperbolic line
h ⊂ H is the shortest connection for all the points between z1 and z2 with
respect to the metric dH. This motivates our use of the term geodesics when
referring to hyperbolic lines.
The same statement holds for hyperbolic lines in the Poincaré disc when the
metric dH is replaced by dD because the identification is isometric.
Definition 5.17. A subset A ⊂ H (or A ⊂ D) is called convex, if for all
points x, y ∈ A the geodesic segment _xy is contained in A.
The following definition introduces the notion of halfplanes in hyperbolic
geometry. It is from [And06, Definition 2.29].
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Definition 5.18. Let H be the upper half plane and D the unit disc. For
each geodesic h ⊂ H (or h ⊂ D) the set H \ h (or D \ h) consists of two open
and disjoint sets E1 ⊂ H and E2 ⊂ H. We call the sets E1, E2 open half
planes in H (and analogously in D).
By construction we see that H is the disjoint union H = h∪̇E1∪̇E2. An




Figure 3: Two half planes bounded by a geodesic h in D
Proposition 5.19. Let A,B ⊂ H (or A,B ⊂ D) be two convex sets. Then
the closure Ã ⊂ H and intersection A ∩B ⊂ H are convex too.
Proof. If x, y ∈ A ∩ B then _xy ⊂ A, _xy ⊂ B holds. A geodesic _xy is unique
therefore _xy ⊂ A∩B holds. To show that the closure is convex choose x, y ∈ Ã.
Then there exist sequences (xn)n∈N, (yn)n∈N in A such that lim
n→∞
xn = x and
lim
n→∞
yn = y hold. For each n ∈ N there exists a unique geodesic
_
xnyn ⊂
A. The family of geodesics segments F := { _xnyn(t) : [0, 1] → H, n ∈ N}
is uniform equicontinuous. By the Arzelà-Ascoli theorem there exists a
subsequence that converges uniformly which implies that the limit is exactly
the geodesic _xy and that _xy ⊂ Ã holds. This concludes the proof.
Proposition 5.20. Open and closed half planes are convex in H and D
[And06, Proposition 5.3].
Proof. Let E ⊂ H be an open half plane and let x, y ∈ E be distinct points.
The half plane E is bounded by a geodesic line h ⊂ H. The geodesics h and
_
xy are either disjoint or intersect at most once (Lemma 5.14). If they do
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not intersect we see that _xy ⊂ E holds. Further they can not intersect only
once, because one endpoint of _xy would not be in E. If h and _xy would only
touch then _xy ⊂ h would hold which is a contradiction as we assumed E to
be open.
The same applies for half planes in D. With the previous proposition it
follows that a closed half plane is convex as well.
5.5 Geometry of Möbius Transformations
We will present a few geometric properties of Möbius transformations. The
properties are fundamental for the discussions about fundamental domains in
the later chapters. We follow [Rud06] for results about Möbius transformations
and [For04] as well as [Kat92] for the results regarding isometric circles.
For the definitions we can always consider the geodesics not only as subsets
of the hyperbolic space but also as subsets of C equipped with the Euclidean
metric.
Definition 5.21. Let h1, h2 ⊂ H be two distinct geodesics. If the geodesics
intersect, then we can define the angle between the geodesics as the angle
between the (Euclidean) tangent lines of h1 and h2.
Lemma 5.22. Möbius transformations in MH preserve the angle between
geodesics in H.
Proof. We follow the ideas in [Rud06, Theorem 14.2]. We have shown in
Lemma 4.5 that |m′(z)| =
∣∣∣ 1
cz+d
∣∣∣2 6= 0 holds for any z ∈ H. From complex
analysis it is known that complex differentiable functions with non vanishing
derivative preserve the angle.
Corollary 5.23. Möbius transformations inMD preserve the angle between
geodesics in D.
Proof. The Cayley transformation z 7→ z−i
z+i identifies the upper half plane
with the unit disc and maps geodesics in H onto geodesics in D. The Cayley
transformation is holomorphic and it identifies the Möbius transformations
m ∈MH with Möbius transformation m ∈MD (Theorem 4.8).
Lemma 5.24. Every transformation m ∈MH maps geodesic segments in H
onto geodesics segments in H.
Proof. Let x, y ∈ H be arbitrary and _xy the connecting geodesic segment.
From Lemma 5.16 we know that z ∈ _xy if and only if the equality dH(x, y) =
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dH(x, z) + dH(z, y) holds. Each transformation m ∈MH is an isometry with
respect to the metric dH (see Theorem 5.2). This shows that dH(m(x),m(y)) =
dH(m(x),m(z)) + dH(m(z),m(y)) holds and therefore m(z) ∈
_
m(x)m(y) for
all z ∈ _xy.
Remark. The analogous statement holds for geodesic segments in D and
Möbius transformations inMD as they preserve the metric in the Poincaré
disc.
In the following we will look at some specific geodesics called isometric
circles. The definitions are from [For04, Definition and Equation 44, p.25].
Definition 5.25. Let m ∈ MH be a Möbius transformation. We assume
that c 6= 0 holds for m(z) = az+b
cz+d . Let | · | be the Euclidean distance. The set
I(m) := {z ∈ H : |cz + d| = 1}




I(m) := {z ∈ H : |cz+ d| < 1} the set that is inside the isometric circle;
• Î(m) := H \
◦
I(m) the set exterior of the isometric circle.
An analogous definition holds for the Poincaré disc and Möbius transforma-
tions m ∈MD,m(z) := az+cc̄z+ā where the isometric circle is defined as the set
I(m) := {z ∈ D : |c̄z + ā| = 1}.
Remark. We state a few facts about the isometric circle.
1. The term isometric circle is motivated by the fact that z ∈ I(m)
holds if and only if |m′(z)| = 1 holds (see also Lemma 4.5). The
Euclidean distance is preserved for points on the isometric circle under
the corresponding transformation.
2. For transformations m ∈MH with c = 0 there does not exist a unique
circle like for the case c 6= 0. In this case the Möbius transformation is
a translation z 7→ az+b
d
. The transformation then acts as an (Euclidean)
isometry either on the whole plane (in the case |a/d| = 1) or nowhere
(in the case |a/d| 6= 1).
The relation between the isometric circles of a transformation and its
inverse are important in the later chapters. The results are from [Kat92,
Theorem 3.3.2 & Theorem 3.3.3].
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Lemma 5.26. Let m ∈ MH be a Möbius transformation with m(z) :=
az+b
cz+d , c 6= 0 and let I(m) ⊂ H be the isometric circle. Then the following
identities hold:
1. The Euclidean center of I(m) is z0 = −dc ∈ R and the radius is
1
|c| ;
2. The Euclidean center of I(m−1) is z1 = ac ∈ R and the radius is
1
|c| ;
3. m(I(m)) = I(m−1);
4. m(
◦


















Figure 4: Isometric circles in H for m(z) = −z2z−1
Remark. The relation m(
◦
I(m)) = Î(m−1) for m(z) = −z2z−1 is visualized in
Figure 4 and Figure 5. The dotted part is mapped onto the dotted part and
the dashed part onto the dashed part.
Proof. The proof follows essentially [Kat92, Theorem 3.3.2 & Theorem 3.3.3].
First we note that |cz + d| = 1 ⇐⇒ |z + d
c
| = 1|c| holds. This shows that




From Lemma 4.5 we know that the inverse transformation has the form
m−1(z) = dz−b−cz+a thus we see that I(m
−1) = {z ∈ H : | − cz + a| = 1} holds.




The equation |cz + d| = 1 implies that m′(z) = 1 holds for all z ∈ I(m)
(see Lemma 4.5) thus m does not alter Euclidean lengths on I(m). Hence the
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inverse m−1 can not alter Euclidean lengths on m(I(m)) and
m(I(m)) = {z ∈ H : | − cz + a| = 1}
= I(m−1)
must hold.





holds which implies |m′(z)| > 1 for all z ∈
◦
I(m) and |m′(z)| < 1 for all
z ∈ Î(m). Together with the chain rule for differentiation we conclude that
|(m−1)′(z)| > 1 must hold for all z ∈ m(
◦
I(m)) and |(m−1)′(z)| < 1 must hold
for all z ∈ m(Î(m)).




The isometric circles have a nice property in the hyperbolic plane as they
represent geodesics with respect to the hyperbolic metric which is shown in
the following lemma.
Lemma 5.27. For any m = az+b
cz+d ∈ MH with c 6= 0 the isometric circle
I(m) ⊂ H is a geodesic in H.
Proof. We choose some m(z) := az+b
cz+d ∈MH. By definition a, b, c, d ∈ R and
c 6= 0 hold. Hence the (Euclidean) center of the isometric circle z0 := −dc ∈ R
is on the real line (Lemma 5.26). This implies that I(m) is exactly a half
circle orthogonal to the real line R and therefore a geodesic with respect to







Figure 5: Interior and exterior of isometric circles in the unit disc D
At last we want to characterize an isometric circle in the unit disc ∂D.
The ideas are from [Bea12, §7.21].
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Lemma 5.28. Let m(z) = az+c̄
cz+ā be a Möbius transformation with a, c ∈ C
such that |a|2 − |c|2 = 1. Then the set {z ∈ D : dD(0, z) = dD(m(0), z)} ⊂ D
is the isometric circle of m−1.
Remark. The set {z ∈ D : dD(0, z) = dD(m(0), z)} ⊂ D is in fact the
perpendicular bisector of the geodesic segment between 0 and m(0). For later
constructions however we only need the fact that it is an isometric circle.
Proof. We follow the ideas in [Bea12, §7.21]. From the explicit formulas
in Proposition 5.6 we know that dD(x, y) = 2 tanh−1
(∣∣∣ x−y1−xȳ ∣∣∣) holds for any
x, y ∈ D. Using this and m(0) = c̄
ā
we can calculate
dD(0, z) = dD(m(0), z) ⇐⇒ tanh−1 (|z|) = tanh−1




∣∣∣∣1− z · ca




∣∣∣∣ = ∣∣∣∣ āz − c̄ā
∣∣∣∣
⇐⇒ |z| =
∣∣∣∣ āz − c̄−cz + a
∣∣∣∣ · ∣∣∣∣aā
∣∣∣∣
⇐⇒ |z| = |m−1(z)| · 1
⇐⇒ z ∈ I(m−1)
With the help of the isometric circle it is also possible to classify the
Möbius transformations as done already in Definition 4.16. The following is a
known fact for example in [Bea12, Exercise 7.36].
Lemma 5.29. A Möbius transformation m ∈MH is
• elliptic, if the isometric circles I(m) and I(m−1) intersect in H;
• parabolic, if the isometric circles I(m) and I(m−1) intersect only in one
point on R ∪ {∞};
• hyperbolic, if the isometric circles I(m) and I(m−1) are disjoint in
H ∪ R ∪ {∞}.
Proof. The distance between the centers of both isometric circles equals |a+d
c
|





intersect in H if and only if |a+ d|2 < 4,
intersect on R ∪ {∞} if and only if |a+ d|2 = 4,
are disjoint if and only if |a+ d|2 > 4,
holds which is exactly Definition 4.16 and it concludes the proof.
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6 Fuchsian Groups and Hyperbolic Space
In this section we introduce Fuchsian groups and show their connection to the
hyperbolic space. We mainly follow [Kat92] and [Bea12] for the introductions
and results.
6.1 Discrete Groups
Definition 6.1. Let (G, τ) be a group with a given topology τ . The group
is called a topological group, if
• G→ G with g 7→ g−1 is continuous and
• G×G→ G with (g, h) 7→ gh is continuous,
where the second mapping is considered with respect to the product topology
on G×G.
Definition 6.2. Let (G, τ) be a group with a given topology τ . A subgroup
Γ ≤ G is called discrete, if for each g ∈ Γ the set {g} ⊂ Γ is open in the
induced topology τΓ := {U ∩ Γ : U ∈ τ}.
The following result is a short characterization of discreteness. It is [Bea12,
Corollary 1.5.2].
Lemma 6.3. Let (G, τ) be a topological group with a given topology τ . The
group is discrete if and only if the set {g} ⊂ G is open for some g ∈ Γ.
Proof. For any g, h ∈ G the mappings g 7→ gh and g 7→ hg are homeomor-
phisms of G onto itself. The image of open sets under those maps remains
open. If the set {g} ⊂ G is open for one g ∈ G then by applying g 7→ g−1h
we can conclude that {h} ⊂ G is open for arbitrary h ∈ G.
The reverse direction follows immediately from the definition.
Lemma 6.4. Let (G, τ) be a topological group. If a subgroup Γ ≤ G is
discrete then every sequence in Γ, that converges towards Id ∈ Γ, is constant
from some index on ([Bea12, discussion at the beginning of §2.3]).
Proof. We assume that Γ is discrete. Let (gn)n∈N be a sequence of elements
in Γ converging to Id. By definition for any neighborhood U ∈ τ of Id ∈ Γ
there exists some index n0 ∈ N such that gm ∈ U holds for all m ≥ n0. From
the discreteness we know that the set {Id} ⊂ Γ is a neighborhood of Id ∈ Γ
and therefore gm = Id must hold for all m ≥ n0.
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6.2 The Group PSL(2,R)
We denote the group of matrices with determinant equal one by with the
usual matrix multiplication SL(2,R) := {A ∈ R2×2 : det(A) = 1}.







→ az + b
cz + d =: m(z).
We see however that each Möbius transformation has two representatives in
SL(2,R), because multiplying the nominator and denominator with λ = ±1
does not change the Möbius transformation (other constants would not change
the transformation but they would change the value of the determinant which
we require to satisfy det(A) = 1). We therefore introduce the projective linear
space PSL(2,R).
Definition 6.5. We define the projective special linear group over the real
numbers as the quotient group
PSL(2,R) := SL(2,R)/{±Id}
where Id := ( 1 00 1 ) ∈ SL(2,R) denotes the identity matrix.
PSL(2,R) is a group with the usual matrix multiplication. We now can
identify the Möbius transformations with real coefficients and the matrices in
PSL(2,R).
Lemma 6.6. The groupMH of Möbius transformations with real coefficients
is isomorphic to the group PSL(2,R).
Proof. In Lemma 4.6 we already showed that Möbius transformations form a
group. For m(z) = az+b







The map Φ is well defined, because any Möbius transformation m(z) := az+b
cz+d
satisfies ad− bc = 1. This also implies the surjectivity of Φ.
The map Φ is injective because for i = 1, 2 and mi(z) := aiz+biciz+di , ai, bi, ci, di ∈ R
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⇒ m1(z) = m2(z).
To show that Φ is a homomorphism we take two Möbius transformations
m1,m2 : H→ H as above and calculate












a1a2 + b1c2 a1b2 + b1d2
c1a2 + d1c2 c1b2 + d1d2
)
= Φ(m1 ◦m2)








= a1a2z + a1b2 + b1(c2z + d2)
c1a2z + c1b2 + d1(c2z + d2)
= (a1a2 + b1c2)z + (a1b2 + b1d2)(c1a2 + d1c2)z + (c1b2 + d1d2)
holds.
Remark. Notice that we only use the group structure of PSL(2,R), there is
no direct connection between linear maps on C, seen as matrices, and the
Möbius transformations which are identified with matrices.
Any matrix g := ( a bc d ) ∈ SL(2,R) can be identified with a point (a, b, c, d) ∈
R4. A norm on SL(2,R) is given by ‖g‖ := (|a|2 + |b|2 + |c|2 + |d|2) 12 and the
norm induces a metric dSL(g, h) := ‖g−h‖ ([Kat92, discussion after Theorem
2.1.1]). The metric induces a topology on SL(2,R).
We equip the quotient group PSL(2,R) with the quotient topology induced
by the quotient map δ : SL(2,R)→ PSL(2,R) where δ (± ( a bc d )) = ( a bc d ).
Lemma 6.7. The group PSL(2,R) is a topological group with the quotient
topology, induced by SL(2,R).
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Proof. The group SL(2,R) is a topological group. The quotient map Φ :
SL(2,R) → PSL(2,R) is given by δ (± ( a bc d )) = ( a bc d ). By the definition of
the quotient topology δ is continuous. It follows that for g, h ∈ PSL(2,R) the
maps g 7→ g−1 and (g, h) 7→ gh are continuous on PSL(2,R) which concludes
the proof.
Remark. The same arguments apply to the groups SL(2,C) and PSL(2,C).
They are topological groups as well.
6.3 Fuchsian Group Actions on H
In this section we introduce Fuchsian groups. For the results regarding the
action of Fuchsian groups on H we mainly follow [Kat92].
Definition 6.8. A discrete subgroup Γ ≤ PSL(2,R) is called a Fuchsian
group.
Remark. In general a discrete subgroupK ≤ PSL(2,C) is calledKleinian group.
Fundamental domains and geometric properties can be also investigated for
Kleinian groups ([Mas12, IV.F]). Kleinian groups are further closely connected
to Riemannian surfaces and hyperbolic 3-manifolds ([Mas12, F.1]). In the
remainder of this work only Fuchsian groups will be studied.
We remind the Definition 3.22 that a group is acting on a set X if the
group elements satisfy
1. e ◦ x = x for all x ∈ X, e ∈ G (neutral element);
2. (g · h) ◦ x = g ◦ (h ◦ x) for all g, h ∈ G, x ∈ X.
Lemma 6.9. The group PSL(2,R) acts on the upper half plane H by
gz = az + b
cz + d
where z ∈ H, g = ( a bc d ) ∈ PSL(2,R).
Proof. The neutral element is the identity e := ( 1 00 1 ) ∈ PSL(2,R). By
Lemma 4.6 we know that MH is isomorphic to PSL(2,R). Thus for any
g, h ∈ PSL(2,R) we know that (g · h)z = g(hz) holds for any z ∈ H.
From Lemma 4.5 we know that Im(gz) = Im(z)|cz+d|2 holds. The equality shows
that Im(gz) > 0 if and only if Im(z) > 0 and therefore gz ∈ H holds if and
only if z ∈ H holds.
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Example 6.10. The subgroup PSL(2,Z) ≤ PSL(2,R) is a discrete subgroup
of PSL(2,R). This follows immediately from the fact that (Z,+) is a discrete
subgroup of (R,+). The group PSL(2,Z) acts on H by gz = az+b
cz+d where
g = ( a bc d ) ∈ PSL(2,Z). The group PSL(2,Z) is called the modular group.
The following definitions shall characterize discrete group actions in the
hyperbolic space. The definitions follow [Kat92, §2.2].
Definition 6.11. Let G be a group acting on a metric space (X, d). For
x ∈ X an orbit Gx := {gx : g ∈ G} ⊂ X is called locally finite, if for all
compact sets K ⊂ X the set Gx ∩K is finite.
Definition 6.12. The action of G on a metric space (X, d) is called properly
discontinuous if for every x ∈ X the orbit Gx := {gx : g ∈ G} ⊂ X is locally
finite.
The next result is [Kat92, Lemma 2.2.4] and it characterizes compact
subset in PSL(2,R).
Proposition 6.13. Let K ⊂ H be a compact set and let z0 ∈ H be fixed.
Then the set A := {g ∈ PSL(2,R) : gz0 ∈ K} ⊂ PSL(2,R) is compact.
Proof. We follow [Kat92, Lemma 2.2.4] for the proof. We will show that the
set A is the image of compact set under a continuous map and therefore itself
compact.
PSL(2,R) carries the quotient topology induced by the canonical quotient
map Φ : SL(2,R)→ PSL(2,R) with Φ ( a bc d ) = g where gz = az+bcz+d , z ∈ H. By
definition Φ is continuous. We define B := {( a bc d ) ∈ SL(2,R) : az0+bcz0+d ∈ K}
and A = Φ(B) follows.
Next we show that B is closed and bounded, therefore compact. The set B is
closed because it is the preimage of the closed set K under the continuous
map Φ̃ : SL(2,R)→ H with Φ̃( a bc d ) = Φ( a bc d )z0 = az0+bcz0+d for the fixed z0 ∈ H
from the statement.
At last we know that K ⊂ H is compact and gz0 ∈ K holds for all g ∈ B.
Therefore there exists a constant C1 > 0 such that
|gz0| =
∣∣∣∣∣az0 + bcz0 + d
∣∣∣∣∣ ≤ C1
holds. AsK is compact, there exists a second constant C2 > 0 such that for for
all z ∈ K the inequality Im(z) ≥ C2 > 0 holds. In particular Im(az0+bcz0+d) ≥ C2
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Putting everything together we can estimate the denominator by




and the nominator by





Because Im(z) > 0 holds it follows that a, b, c, d ∈ R are bounded. This
implies that ‖ ( a bc d ) ‖2 = (|a|2 + |b|2 + |c|2 + |d|2) is also bounded. Hence the
set B is bounded, closed and therefore compact.
The next statement is necessary for further arguments. It is [Kat92,
Lemma 2.2.5].
Proposition 6.14. Let Γ ≤ PSL(2,R) be a group that acts properly discon-
tinuously on H and let z0 ∈ H be a fixed point for some g ∈ Γ \ {Id}. Then
there exists a neighborhood Uz0 ⊂ H of z0 such that no other point in Uz0 is
fixed by any element in Γ \ {Id}.
Proof. We follow [Kat92, Lemma 2.2.5]. Let g ∈ Γ\{Id} be such that gz0 = z0
holds. To arrive at a contradiction we assume that in every neighborhood
U ⊂ H of z0 there exists a point different from z0 that is fixed by some
group element that is not the identity. Any g ∈ Γ \ {Id} has at most two
fixpoints and we can find a sequence of points (zn)n∈N, zn 6= z0 and a sequence
of distinct group elements (gn)n∈N, gn 6= Id that satisfy gnzn = zn → z0.
The topology induced by the hyperbolic metric coincides with the topology
induced by the Euclidean metric, hence for any ε > 0 the set B(z0, ε) := {z ∈
H : dH(z0, z) ≤ ε} is compact. Because Γ acts properly discontinuously for
all z ∈ H we know that in particular the set Γz0 ∩B(z0, ε) must be finite.
For some large enough N ∈ N and all n > N the inequalities





must hold simultaneously. By using the triangle inequality we see that
dH(gnz0, z0) ≤ dH(gnz0, gnzn) + dH(gnzn, z0)




holds, which is a contradiction to Equation 1. This concludes the proof.
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We finish the characterization of discreteness in connection with the action
on the upper half plane H. The result is from [Kat92, Theorem 2.2.6].
Theorem 6.15. Let Γ ≤ PSL(2,R) be acting on (H, dH). The subgroup Γ is
a Fuchsian group if and only if the group Γ acts properly discontinuously on
(H, dH).
Proof. Let K ⊂ H be a compact subset.
At first we assume that Γ ≤ PSL(2,R) is a Fuchsian group. From
Proposition 6.13 we know that the set E := {g ∈ PSL(2,R) : gz ∈ K} ⊂
PSL(2,R) is a compact set. As Γ is discrete we know that the set {Id} is
open in Γ. It follows that ⋃g∈Γ{g · Id} is an open cover for Γ and in particular
for Γ ∩ E. Because E is compact any open cover admits a finite subcover.
We can conclude that the set E ∩ Γ is finite for any compact K ⊂ H. This
shows that Γ acts properly discontinuously.
Let now Γ be a group that acts properly discontinuously on H and assume
that Γ is not discrete. Then there must exist a sequence (gk)k∈N of distinct
elements in Γ with gk → Id.
By using Proposition 6.14 we can choose a point z0 ∈ H that is not fixed
by any element in Γ \ {Id}.
We see that gkz0 → z0 holds for k →∞ and that the set {gkz0 : k ∈ N} ⊂
H must consist of distinct points. Hence any compact disc centered around
z0 ∈ H contains infinitely many points from the orbit Γz0 and therefore Γ
can not act properly discontinuously on H. This contradiction concludes the
proof.
6.4 Fuchsian Group Actions on D
In further chapters we want to use the Poincaré disc model for our discussions.
In order to do so we need to transfer some definitions from H to D.
The first result is [KL07, Proposition 1.7.2].
Theorem 6.16. Let g ∈ PSL(2,C) be arbitrary. A group Γ ≤ PSL(2,R) is
discrete if and only if the group gΓg−1 ≤ PSL(2,C) is discrete.
Proof. The group PSL(2,C) is a topological group (remark after Lemma 6.7)
and the mappings (g, h) 7→ gh and g 7→ g−1 are continuous. This implies that
{Id} ⊂ Γ is open if and only if g{Id}g−1 ⊂ gΓg−1 is open and this is exactly
the definition of discreteness.
We recapitulate the definition of the Cayley transformation C : H→ D,
C(z) = z−i
z+i , z ∈ H.
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Lemma 6.17. A group Γ ≤ PSL(2,R) acts properly discontinuously on H if
and only if the group CΓC−1 ≤ PSL(2,C) acts properly discontinuously on D.
Proof. The map C : H → D is bijective and continuous. The inverse C−1 :
D→ H, C−1(z) = iz+i−z+1 is continuous as well. Therefore the image CK ⊂ D
is compact if and only if K ⊂ H is compact. It follows that for a compact
set K ⊂ H and for any x ∈ H, with C(x) := z ∈ D, the orbit Γx ∩K ⊂ H is
finite if and only if the conjugated orbit (CΓC−1)z ∩ CK ⊂ D is finite.
Definition 6.18. Let Γ ≤ PSL(2,R) be a Fuchsian group and let g =
( a bc d ) ∈ Γ be some element in the group and let C : H → D be the Cayley
transformation. The group Γ acts on the unit disc D by
gz = CgC−1z
for any g ∈ Γ, z ∈ D.
The previous definition allows us to switch between the upper half plane
H and the Poincaré disc D. The discreteness of a group Γ ≤ PSL(2,R) is
carried over to the conjugated subgroup in PSL(2,C).
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7 Geometry of Fuchsian Groups
In the following chapter we will use the Poincaré disc model to describe the
actions of Fuchsian groups and to define the fundamental domain. We follow
[KL07] and [Bea12] throughout the chapter.
7.1 Fundamental Domains
We introduce the concept of fundamental domains for groups. As before we
denote for a subset A ⊂ D by
• Ã the closure with respect to the Poincaré disc D;
• A the closure with respect to the Euclidean plane C.









Definition 7.1. Let Γ be a Fuchsian group acting on D. A set R ⊂ D is
called a fundamental domain for Γ, if
1. R is a domain (i.e. open and connected);




4. the boundary ∂R := R̃ \ R satisfies h-area(∂R) = 0.
Remark. An analogous definition holds for a Fuchsian group Γ ≤ PSL(2,R)
acting on the upper half plane H. Part 3. in the definition is replaced by the
condition that ⋃g∈Γ gR̃ = H holds and part 4. with an analogous statement
for the upper half plane.
Definition 7.2. A fundamental domain R ⊂ D for a Fuchsian group Γ is
called locally finite, if for any compact set K ⊂ D, the equality K ∩ gR̃ = ∅
holds for all but finitely many g ∈ Γ.
Fundamental domains not only occur for Fuchsian groups and hyperbolic
geometry. They can be defined for general group actions on metric spaces.
For example the fundamental domain for the action of Z × Z on R2 is a
rectangle with edge length equal to one. This example helps to visualize the
key points 2. and 3. from Definition 7.1.
Roughly speaking the fundamental domain contains at most one point
from each orbit of the group action. This immediately follows from part 2. in
the Definition 7.1.
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7.2 Dirichlet Domains
In the following we will present a procedure that allows us to construct
fundamental domains for any given Fuchsian group Γ. The Dirichlet domain
is not only a fundamental domain for a given group, it also satisfies some
regularity properties. The ideas and calculations mainly follow [KL07] and
[Bea12].
Definition 7.3. Let Γ be a Fuchsian group acting on (D, dD). For a fixed
g ∈ Γ let z0 ∈ D be no fixed point of g. We define the set Dg := {z ∈ D :
dD(z0, z) < dD(gz0, z)}. Further we define the Dirichlet domain with respect





Remark. We note that each Dg is bounded by the set s := {z ∈ D : dD(z0, z) =
dD(gz0, z)}. By Lemma 5.28 this is an isometric circle for g−1 and in particular
a geodesic line. According to Definition 5.18 the sets Dg can therefore be





Figure 6: Halfplane Dg for a Dirichlet domain with respect to z0 = 0
Lemma 7.4. Let Γ be a Fuchsian group acting on (D, dD) and let z0 ∈ D
be no fixed point for all g ∈ Γ \ {Id}. Then the Dirichlet domain Dz0 is a
fundamental domain.
Proof. We follow the proof in [KL07, Proposition 6.3.1]. First we note that
z0 ∈ Dg holds for all g ∈ Γ \ {Id} therefore Dz0 is not empty. We now show
the four conditions from Definition 7.1.
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1. Claim: Dz0 is open and connected. For this let z ∈ Dz0 and let
γ̃ : [0, 1] → D be the geodesic segment joining z to z0. The geodesic
segment lies completely in Dz0 because for all points z̃ = γ̃(t), t ∈ [0, 1]
the equality dD(z0, z̃) = dD(z0, z)− dD(z̃, z) holds. This implies that for
g ∈ Γ \ {Id}
dD(z0, z̃) = dD(z0, z)− dD(z̃, z)
< dD(gz0, z)− dD(z̃, z)
≤ dD(gz0, z̃)
holds, therefore z̃ ∈ Dz0 must hold and Dz0 is geodesically connected,
in particular also connected.
If we assume that Dz0 is not open, then we can find a point z∗ ∈ Dz0
and a sequence (zn)n∈N with zn /∈ Dz0 for all n ∈ N and zn → z∗. As
zn /∈ Dz0 holds we know that there exist some sequence (gn)n∈N ⊂ Γ
such that the estimates
an := d(zn, gnz0) ≤ d(zn, z0) =: bn
and
a∗n := d(z∗, gnz0) > d(z∗, z0) =: b∗
hold. Because zn → z∗ holds, the sequence bn is bounded. Together
with the properly discontinuously action of the group Γ on D this implies
that the sequence (gn)n∈N consists of finitely many distinct elements.
By passing to a subsequence we see that (gn)n∈N must be constant for
large enough n ∈ N. Further also a∗n = a∗ must be constant for large
enough n ∈ N. By taking the limit we get a contradiction, because
bn → b∗ and an → a∗ imply a∗ ≤ b∗ < a∗. This shows that Dz0 must be
open.
2. Claim: gDz0 ∩Dz0 = ∅. To show this take any z ∈ Dz0 and an arbitrary
g ∈ Γ\{Id}. Recall that g and g−1 act isometrically on D and calculate
dD(z0, g−1z) = dD(gz0, z)
> dD(z0, z)
= dD(g−1z0, g−1z) .
This shows that g−1z /∈ Dz0 holds which means that gDz0 ∩ Dz0 = ∅
must hold.
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3. Claim: ⋃g∈Γ gD̃z0 = D. For this let z ∈ D \ D̃z0 . We will show
that z ∈ g−1D̃z0 for some g ∈ Γ \ {Id}. As Γ is discrete Γ acts
properly discontinuously on D (Theorem 6.15) and in particular the
orbit Γz = {gz : g ∈ Γ} ⊂ D is discrete for all z ∈ D. This means that
we can find one element g ∈ Γ such that for all h ∈ Γ
0 ≤ dD(z0, gz) ≤ dD(z0, hz)
holds. Further denote by ẑ0gz the geodesic segment between z0 and gz
and let ζ ∈ ẑ0gz be an arbitrary point on the segment. If we show that
ζ ∈ D̃z0 holds then this will imply that the segment is contained within
Dz0 and that gz ∈ D̃z0 or equivalently z ∈ g−1D̃z0 hold.
Assume that ζ /∈ D̃z0 holds. By the definition of Dz0 there must exist an
h ∈ Γ such that dD(hz0, ζ) ≤ dD(z0, ζ). We can even say that the strict
inequality dD(hz0, ζ) < dD(z0, ζ) must hold as ζ /∈ D̃z0 . This yields
dD(z0, h−1gz) = dD(hz0, gz)
≤ dD(hz0, ζ) + dD(ζ, gz)
< dD(z0, ζ) + dD(ζ, gz)
= dD(z0, gz) (as ζ ∈ ẑ0gz)
which is a contradiction to our choice of g and we see that ⋃g∈Γ gD̃z0 = D
holds.
4. Claim: h-area(∂Dz0) = 0. The intersection of closed sets is closed,
therefore ⋂g∈Γ D̃g is closed. D̃z0 is the smallest closed set containing⋂
g∈Γ Dg therefore we see that D̃z0 ⊂
⋂
g∈Γ D̃g and ∂Dz0 ⊂
⋃
g∈Γ\{Id} ∂Dg
hold. For the boundary h-area(∂Dg) = h-area ({z ∈ D : dD(z0, z) =
dD(gz0, z)}) = 0 holds. This shows that h-area(∂Dz0) = 0 must hold.
A Dirichlet domain can be constructed not only for Fuchsian groups. In
the case of Fuchsian groups, that are in particular discrete, the Dirichlet
domain however satisfies further (regularity) properties. The results are from
[Bea12, Theorem 9.4.2]
Lemma 7.5. The Dirichlet domain of a Fuchsian group is a convex and
locally finite fundamental domain.
Proof. We follow the proof in [Bea12, Theorem 9.4.2]. Let Dz0 be the Dirichlet
domain for a Fuchsian group Γ for some z0 ∈ D. As before we note that
z0 ∈ Dz0 holds hence Dz0 is not empty.
72
7 Geometry of Fuchsian Groups
The Dirichlet domain is an intersection of open half planes. Each half
plane is convex (see Proposition 5.20). The nonempty intersection of convex
sets is convex and therefore the Dirichlet domain is convex.
We already know that the Dirichlet domain is a fundamental domain,
therefore it is enough to show that it is locally finite. Suppose that K ⊂ D
is a compact disc with center z0 ∈ D and a fix, but arbitrary, radius r > 0.
Assume that K ∩ gD̃z0 6= ∅ for some g ∈ Γ. Then there exists a z ∈ D̃z0 such
that dD(z0, gz) ≤ r. It follows that
dD(z0, gz0) ≤ dD(z0, gz) + dD(gz, gz0)
≤ r + dD(z, z0)
≤ r + dD(gz, z0) (as z ∈ Dz0)
≤ 2r
holds. The group Γ is discrete which is equivalent to Γ acting properly
discontinuous on D (Theorem 6.15 and Lemma 6.17). Therefore the inequality
dD(z0, gz0) ≤ 2r can hold only for finitely many g ∈ Γ. An arbitrary compact
set is contained in a disc K ⊂ D for some big enough r > 0 and it follows
that Dz0 is locally finite.
Lemma 7.6. Let D0 ⊂ D be a Dirichlet domain centered at the origin 0 ∈ D.
Then the boundary of the Dirichlet domain is contained in the union of
isometric circles for appropriate elements g ∈ Γ.
Proof. In Lemma 5.28 we showed that for g ∈ Γ the set {z ∈ D : dD(0, z) =
dD(g0, z)} is exactly the isometric circle for g−1 ∈ Γ. The boundary of
each half plane Dg = {z ∈ D : dD(0, z) < dD(g0, z)} is therefore part of
the isometric circle and thus also the boundary of the Dirichlet domain
D0 =
⋂
g∈Γ\{Id}Dg consists of isometric circles.
7.3 Locally Finite Fundamental Domains
In the following we will define vertices and sides for a convex locally finite
fundamental domain. The results show that local finiteness implies that the
fundamental domain is of polygonal nature. In particular the results apply to
Dirichlet domains of Fuchsian groups as they are always locally finite. We
follow the definitions in [Bea12, §9.3] for this section.
7.3.1 Sides of Locally Finite Fundamental Domains
Lemma 7.7. Let R ⊂ D be a convex and locally finite fundamental domain
for a Fuchsian group Γ. For all g ∈ Γ \ {Id} the set gR̃ ∩ R̃ is either empty,
a single point or a geodesic segment.
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Figure 7: Fundamental domain with sides s1, s2, improper infinite vertices
v1, v2 and a vertex v3
Proof. All elements g ∈ Γ act isometrically on D and map geodesics onto
geodesics. This implies that for all g ∈ Γ the translations gR are convex.
From Proposition 5.19 we further know that R̃ and gR̃ ∩ R̃ are convex too.
R is a fundamental domain which means that gR∩R = ∅ holds for all
g ∈ Γ. It follows that for the intersection gR̃ ∩ R̃ ⊂ ∂R must hold.
The boundary condition now implies that h-area(gR̃∩R̃) ≤ h-area(∂R) =
0 must hold. The convex set gR̃ ∩ R̃ therefore must be either empty, a single
point or a geodesic segment. The set gR̃ ∩ R̃ can not contain more points as
then the interior would not be empty which would contradict the condition
h-area(gR̃ ∩ R̃) = 0.
The previous lemma motivates the following definition of sides and vertices
of a fundamental domain.
Definition 7.8. Let R ⊂ D be a convex locally finite fundamental domain
for a Fuchsian group Γ and let g1, g2 ∈ Γ \ {Id} be with g1 6= g2. We define
• a side of R to be the set s := R̃ ∩ g1R̃ ⊂ D with positive length. We
will write s = s(g1) to distinguish between different sides;
• a vertex of R as the single point v ∈ D of the form v := R̃ ∩ g1R̃ ∩ g2R̃;
• an infinite vertex as the single point v ∈ ∂D in the intersection of two
sides on ∂D. It has the form v := ∂D ∩R ∩ g1R∩ g2R;
• an improper infinite vertex v ∈ ∂D as the endpoint of exactly one side
s ⊂ ∂R on ∂D.
Definition 7.9. Let R be a locally finite fundamental domain. We say that
two sides s(g1), s(g2) ⊂ ∂R are adjacent, if they intersect in a vertex.
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The following statements are from [Bea12, discussion following Definition
9.3.2.] and they characterize the previously defined sides of the fundamental
domain.
Lemma 7.10. Let R be a convex, locally finite fundamental domain for a
finitely generated Fuchsian group Γ. Then the following statements hold:
1. The boundary ∂R is the union of sides.
2. If two sides of R intersect in D, then they intersect in a vertex.
Proof. We follow [Bea12, discussion following Definition 9.3.2.] for the proof.
Claim 1:
We already know that the sides s(g) are geodesic segments. We therefore have
to show that ∂R consists of geodesic segments. For this choose an arbitrary
z ∈ ∂R. We will show that z is contained in a side s(g) for some g ∈ Γ.
Any neighbourhood of z ∈ ∂R contains points in R and points not in R,
different from z. We can find a sequence of points zn ∈ ∂R with zn → z. For
any compact neighbourhood Kz ⊂ D of z there exist only finitely many g ∈ Γ
with gR̃ ∩Kz 6= ∅, because R is locally finite. This implies that there must
exist one g ∈ Γ such that zn ∈ gR̃ ∩ R̃ holds for infinitely many n ∈ N. This
is only possible if gR̃ ∩ R̃ is a side of R because gR̃ ∩ R̃ is either empty, a
single point or a geodesic segment.
Claim 2:
From part 1. we already know that each vertex v ∈ D lies on some side
s ⊂ ∂R. We need to show that the intersection of sides cannot be a geodesic
segment.
For a contradiction we assume that for distinct g, h ∈ Γ the two sides
s(g) and s(h) coincide on a geodesic segment s0 ⊂ ∂R of positive length. Let
∆ ⊂ R be some convex and closed set with nonempty interior that contains
the side s and an arbitrary but fixed point z ∈ R. It follows that s0 ⊂ g∆∩h∆
holds. The fact int(∆) 6= ∅ implies that g int(∆) ∩ h int(∆) 6= ∅ holds but by
the definition of a fundamental domain gR∩ hR = ∅ must hold for distinct
g, h ∈ Γ. This contradiction concludes the proof.
7.3.2 Side Pairings for Locally Finite Fundamental Domains
In the next section we focus on the boundary of locally finite fundamental
domains for Fuchsian groups. We begin with some technical statements that
are necessary to prove that the elements of the group, associated with the
sides, generate the group.
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Lemma 7.11. Let R be a locally finite fundamental domain for a Fuchsian
group Γ and let z ∈ D. Then there exists a compact neighbourhood Uz ⊂ D of




2. z ∈ ⋂ni=1 giR̃
3. hR∩ Uz = ∅ if and only if h ∈ Γ \ {g1, . . . , gn}
holds.
Proof. By the definition of local finiteness we know that every compact subset
of D intersects only finitely many translates giR̃ for gi ∈ Γ and i = 1, . . . , n0.
This shows that 1. Uz ⊂
⋃n
i=1 giR̃ holds for every compact neighbourhood of
z ∈ D.
Let Uz ⊂ D be a compact neighbourhood of z. We decrease the radius
of Uz (if necessary) to choose only those translates giR̃, i = 1, . . . , n which
contain the point z. This shows that 2. z ∈ ⋂ni=1 giR̃ holds.
For 3. let hR∩Uz 6= ∅ hold for some h ∈ Γ. It follows that hR∩ gjR̃ 6= ∅
holds for some j = 1, . . . , n or equivalently R ∩ h−1gjR̃ 6= ∅. We know
that h-area(∂R) = 0 holds for the boundary and for each translation, in
particular h-area(∂h−1gjR) = 0. It follows that the intersection of the open
sets R∩ h−1gjR is not empty. This is only possible if h−1gj = id holds, as R
is a fundamental domain. This implies that h = gj holds for some j = 1, . . . , n
and it concludes the proof.
The following statement forms the foundation for the coding of a group
with respect to the sides of its fundamental domain. It is [Bea12, Theorem
9.2.7].
Lemma 7.12. Let R be a locally finite fundamental domain for a Fuchsian
group Γ acting on D. Then Γ∗ := {g ∈ Γ : gR̃ ∩ R̃ 6= ∅} generates the group
Γ.
Proof. We follow [Bea12, Theorem 9.2.7] for the proof. We denote by Γ̂∗ the
group that is generated by Γ∗.
We choose an arbitrary z ∈ D. If there exist distinct g, h ∈ Γ such that
gz ∈ R̃ and hz ∈ R̃ hold, then it follows that hz ∈ R̃ ∩ hg−1R̃ and therefore
hg−1 ∈ Γ∗ holds. Two elements g, h ∈ Γ belong to the same right coset of Γ̂∗
if and only if hg−1 ∈ Γ∗ holds. We know that the equality
Γ̂∗h = Γ̂∗g
76
7 Geometry of Fuchsian Groups
holds and we can properly define a map Φ : D→ Γ/Γ̂∗ given by
Φ(z) := Γ̂∗g
if gz ∈ R̃. We will first show that Φ is constant.
Let Uz ⊂ D be an open neighbourhood of z ∈ D. From Lemma 7.11 we
know that there exist finitely many g1, . . . , gn ∈ Γ such that z ∈ giR̃ for all





Any w ∈ Uz is contained in giR̃ for some i = 1, . . . , n so we see that
Φ(w) = Γ̂∗(g−1i ) = Φ(z).
This shows that Φ is constant on the neighbourhood Uz ⊂ D for arbitrary
z ∈ D.
Equip Φ(D) with the discrete topology. Φ is continuous as it is locally
constant. The image Φ(D) is connected because it is the image of the
connected set D under a continuous map. This implies that Φ(D) consists of
a single point.
For the last step we choose any g ∈ Γ and any w ∈ g−1R. With the
constant Φ and z ∈ R we see that
Γ̂∗ = Φ(z) = Φ(w) = Γ̂∗g
which implies that g ∈ Γ̂∗. Therefore Γ ⊂ Γ̂∗. The relation Γ̂∗ ⊂ Γ is true by
definition and therefore Γ̂∗ = Γ holds.
The following theorem is [Bea12, Theorem 9.3.3].
Theorem 7.13. Let R be a convex, locally finite fundamental domain for a
Fuchsian group Γ. Then Γ0 := {g ∈ Γ : gR̃ ∩ R̃ is a side of R} generates the
group Γ.
Remark. The difference to Lemma 7.12 is that Γ0 contains only those elements
where gR̃ ∩ R̃ is not only not empty but also has positive length.
Proof. We follow the proof in [Bea12, Theorem 9.3.3]. From Lemma 7.12 we
know that the elements with gR̃ ∩ R̃ 6= ∅ generate the group. It is therefore
enough to show that if gR̃ ∩ R̃ 6= ∅ holds, then g must already be contained
in the group generated by Γ0.
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Let gR̃ ∩ R̃ 6= ∅ hold for some g ∈ Γ and choose some z ∈ gR̃ ∩ R̃. From
Lemma 7.11 we know that there exists a small enough compact neighbourhood
Uz ⊂ D such that
z ∈ R̃ ∩ g1R̃ ∩ . . . ∩ gmR̃
Uz ⊂ R̃ ∪ g1R̃ ∪ . . . ∪ gmR̃ (3)
hold for some m ∈ N and g1, . . . , gm ∈ Γ (m = 1 if w is not a vertex,
otherwise m ≥ 2). Further part 3 in Lemma 7.11. implies that g = gj for
some j = 1, . . . ,m.
We can choose Uz small enough such that Uz contains no vertices, besides
possibly z, and only those sides of ∂R that contain z.
We know that ∂R is the union of geodesic segments. Thus with g0 = Id ∈ Γ
Uz ∩ (g0∂R∪ g1∂R∪ . . . ∪ gm∂R)
consists of geodesic segments, too. Because of Equation 3 and the fact that
giR ∩ gjR = ∅ holds for gj 6= gi for fundamental domains, we conclude
that two images giR, gjR share a common side, if giR̃ ∩ gjR̃ 6= ∅. After
relabeling the g0, g1 . . . , gm, if necessary, we see that two consecutive domains
g0R, g1R, . . . , gmR share a common side. Therefore it follows that for j =
0, . . . ,m− 1
R̃ ∩ g−1j gj+1R̃
is also a geodesic segment and a side by definition. This shows that g−1j gj+1 ∈
Γ0. We know now that any element g ∈ Γ with gR̃ ∩ R̃ 6= ∅ can be written as
g = gj = g0(g−10 g1)(g−11 g2) . . . (g−1j−1gj)
and is therefore contained in the group generated by Γ0. This concludes the
proof.
7.3.3 Finite Sided Fundamental Domains
We state a result regarding the amount of sides of a fundamental domain for
a Fuchsian group.
Definition 7.14. Let Γ be Fuchsian group. We call the group elementary if
and only if there exists a finite orbit Γz := {gz ∈ D : g ∈ Γ} for some z ∈ D
in the closed unit disc.
Remark. A detailed and more general description of all elementary subgroups
of PSL(2,C) can be found in [Bea12, §5.1]. For example all finite and all
abelian subgroups of PSL(2,C) are elementary.
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Theorem 7.15. Let Γ be a non-elementary Fuchsian group. Then the fol-
lowing are equivalent:
1. Γ is finitely generated;
2. There exists a convex, locally finite fundamental domain R for Γ with
finitely many sides;
3. Every convex, locally finite fundamental domain R of Γ has finitely
many sides.
Proof. The proof would lead beyond the framework of this work. We refer to
[Bea12, Theorem 10.1.2] for the complete proof.
7.4 Tessellations of Hyperbolic Space
We want to introduce some properties of the tessellation with images of the
fundamental domain.
Definition 7.16. Let R ⊂ D be a fundamental domain for a Fuchsian group






to be the union of the images of the boundary of the fundamental domain.
Definition 7.17. Let R be a fundamental domain for a Fuchsian group Γ
and T the associated tessellation. We say that R has even corners, if for each
side s ⊂ ∂R the geodesic s∗ ⊂ D that contains the side s is contained in the
tessellation T ([BKS91, discussion before Theorem 5.9]).
In [AF91, Theorem 1.1] it is shown that for a compact surface S := D/Γ of
genus g ≥ 2, where Γ is a discrete group of orientation preserving isometries of
D, there exists an (8g− 4) sided fundamental domain with even corners. The
construction of such a fundamental domain can be found in [AF91, Appendix
A].
According to [BS11, 2.1.2. Ubiquity of even corners] the property of
even corners is not a great restriction, because the arguments later rely on
the relation between the elements that are associated with the sides of the
fundamental domain and not on the exact geometric pattern of the sides.
Further it was shown in [BS79] that every fintely generated Fuchsian group
is quasiconformally equivalent to a finitely generated Fuchsian group that has
a fundamental domain with even corners.
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Lemma 7.18. Let R be a fundamental domain for a Fuchsian group Γ with
at least four sides. Then the geodesics in the tessellation T that intersect the












Figure 8: Construction in the proof of Lemma 7.18
Proof. We follow the proof in [BS79, Lemma 2.2]. Let s, s′ be two sides of
the fundamental domain. We will assume that two geodesics, that contain s
and s′, intersect in some point that is not a vertex to show a contradiction.
The tessellation consists of images of ∂R hence it is enough to prove that the
geodesics of two non-consecutive sides do not intersect.
Let v, v′ ∈ D be the vertices of the sides s and s′, that are closest to x.




v′x. The segments _vx,
_
v′x are contained in the tessellation T because R has
even corners.
Let s1, . . . , sp be the sides between s and s′ labeled in order such that
s, s1, . . . , sp, s
′ are consecutive sides of R. The geodesic segment
_
vv′ lies
completely in R because R is convex. Therefore the sides s1, . . . , sp are all
contained inside ∆.
The endpoints of the geodesic line containing s2 are either both outside ∆
or one endpoint coincides with x. In both cases the geodesic containing s2
must intersect one of the geodesics containing s or s′ which we started with,
because geodesic lines can intersect at most once (Lemma 5.14). Inductively
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we see that we can assume that the sides s and s′ are separated by exactly
one side s1 of R.
We take a look at the image g1R of the fundamental domain that is
adjacent to the side s1 and denote the sides of g1R that are adjacent to s1
by t and t′. The image g1R can not coincide with ∆ because |∂R| > 3 hence








v′x are contained in the tessellation of D by images of R or the sides t, t′
lie completely within ∆. Otherwise some of the geodesic segments would
intersect twice which is impossible. The fact that geodesic segments can
not intersect twice also implies that t, t′ must intersect within ∆ or on the
boundary of ∆ in a point x1 ∈ D. Again we have two non-consecutive sides
t, t′ of g1R that intersect in a point x1.
We can repeat the argument to find an infinite sequence gnR of images of
R that is contained within ∆. This is a contradiction to Γ being discrete and
thus acting properly discontinuously on D.
7.5 Example Fundamental Domains
Example 7.19. ([Bea12, Example 9.4.4]) Let Γ := PSL(2,Z) be the Fuchsian
group acting on the hyperbolic plane H. Then the region R := {z ∈ H : −12 <
Re(z) < 12 and |z| > 1} is a Dirichlet domain (with respect to z0 = 2i) and
therefore a locally finite fundamental domain.
Proof. We choose transformations f, g ∈ PSL(2,Z) with fz := z + 1 and
gz := −1
z
. We observe that
Dg = {z ∈ H : d(2i, z) < d(g2i, z)}
= {z ∈ H : |z| > 1},
Df = {z ∈ H : Re(z) > −1},
Df−1 = {z ∈ H : Re(z) < 1}
and further
Dg ∩Df ∩Df−1 ⊂ R.
This shows that the Dirichlet domain D := ⋂h∈Γ\{Id}Dh satisfies D ⊂ R.
We show that D = R holds by contradiction. We assume that D ( R
holds. Then there exists some z ∈ R with z /∈ D. The Dirichlet domain D is
a fundamental domain (Lemma 7.4) therefore there exists some h ∈ Γ \ {Id}
such that z ∈ R and hz ∈ D ( R hold simultaneously. We show that this
can not occur.
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Figure 9: Fundamental domain for PSL(2,Z)
Let hz := az+b
cz+d be with a, b, c, d ∈ Z and ad − bc = 1. As |z| > 1 and
−12 < Re(z) <
1
2 holds for all z ∈ R we can estimate
|cz + d|2 = c2|z|2 + 2 Re(z)cd+ d2
> c2 − |cd|+ d2 (|Re(z)| < 1/2)
= (|c| − |d|)2 + |cd|.
If c = 0, d 6= 0 then the condition ad− bc = 1 implies that a = d = ±1 holds
and the transformation must be the identity.
The lower bound is zero if and only if c = d = 0 which can not occur.
Further the lower bound has to be an integer as a, b, c, d ∈ Z. This together
implies that |cz + d| > 1 must hold.
At last we calculate
Im(hz) = Im(z)
|cz + d|2 < Im(z).
We can replace z, h with hz and h−1 to obtain with the same argument
Im(h−1hz) = Im(hz)
| − cz + a|2 < Im(hz).
Together the inequalities yield Im(hz) < Im(z) = Im(h−1hz) < Im(hz). This
is a contradiction so we see that D = R must hold.
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The following example shows an octagon as a fundamental domain and
it is Example C in [Kat92, §4.3.]. The main argument in constructing the
group is Poincaré’s theorem [Kat92, Theorem 4.3.2.]. The theorem specifies
sufficient conditions a domain must fulfill such that a Fuchsian group can be
constructed for that domain.
Example 7.20. Let R8 be the domain bounded by eight symmetrical geodesics
as given in Figure 10. The domain can be chosen such that h-area(R8) = 4π
holds. The angle at each vertex is equal to π/4. The fact follows from
the Gauss-Bonnet Theorem ([Kat92, Theorem 1.4.2]) which states that for
a triangle ∆ in the Poincaré disc with angles α, β, γ ∈ [0, 2π) the identity
h-area(∆) = π − α− β − γ holds.
Let g1, g2, g3, g4 ∈MD be chosen such that
g1 : s3 7→ s1, g−11 : s1 7→ s3
g2 : s2 7→ s4, g−12 : s4 7→ s2
g3 : s7 7→ s5, g−13 : s5 7→ s7
g4 : s6 7→ s8, g−14 : s8 7→ s6
hold.
The elements generate a discrete group that has exactly R8 as the funda-
mental domain. This follows from Poincaré’s Theorem for which we refer to
[Theorem 4.3.2.][Kat92]. The theorem specifies conditions under which the
generated group is discrete.
One can use the symmetries to derive concrete expressions for these
elements. We refer to [Kat92, Example C] for the explicit calculations. If we
denote an element by g3 := ( a cā c̄ ) then we obtain the expressions
a := 2 +
√
2







2 + i(2 +
√
2))
for the variables. By the symmetry of the sides the other generating elements
can also be expressed by
g1 := ( a −c−c̄ ā ) , g2 := ( ā −c̄−c a ) ,
g3 := ( a cc̄ ā ) , g4 := ( ā c̄c a ) .
These elements generate the group Γ.
In order to generate the tessellation we use the fact that Möbius transfor-
mations act isometrically on D and preserve the angles. As the fundamental
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Figure 10: An octagon R8 as a fundamental domain ([Kat92, Figure 18])
domain is a symmetrical 8-gon the angle at each vertex is equal to π/4. The
Möbius transformations preserve the angle therefore there must be eight images
of R intersecting in each vertex. These images are bounded by the dashed
lines in Figure 16.
Due to the symmetry of the 8-gon the tessellation of the disc consists of
geodesics and the fundamental domain R8 has even corners.
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8 Coding for Fuchsian Groups
Let Γ be a finitely generated Fuchsian group and let R ⊂ D be a locally finite
fundamental domain of Γ. We assume that R
• has at least five sides
• has even corners,
• does not contain improper infinite vertices (Definition 7.8),
which means that the fundamental domain does not contain arcs from ∂D on
the boundary.
Let Γ0 be the set of generators containing the group elements that associate
the sides of the fundamental domain R.
The goal of this chapter is to define a transition matrix P for the group Γ.
For this we will first introduce an alphabet that will represent the generators
Γ0 of the group Γ. The alphabet, however, can contain multiple letters that
correspond to the same element in the generators Γ0. The ideas are mainly
from [BS11] and [BS79].
8.1 Geometric Alphabet
Definition 8.1. Let s = s(g) ⊂ D be a side for some g ∈ Γ0. The side s
extends to a complete geodesic with endpoints on ∂D and divides D into two
halfplanes. We define
• H(g) to be the open half plane bounded by s(g) and containing gR;
• L(g) := ∂D∩H(g) to be the part of ∂D that is bounded by the endpoints
of the geodesic containing s(g) and that lies in the same halfplane as
gR.
Remark. We note a detail in the labels of the side. The halfplaneH(g) contains
the translation gR, the side s(g) that bounds the half plane is mapped by the
inverse element g−1 ∈ Γ0 onto another side of the fundamental domain R. See
also Figure 11. An example is given in Figure 17. In this example s1 = s(g)
is the side that bounds the halfplane H(g) for g = ( 1 −10 1 ) ∈ PSL(2,R).
Lemma 8.2. Let Γ be a finitely generated Fuchsian group and R the funda-











Figure 11: Examples of H(g) and L(g)
Proof. The translations of the fundamental domain cover the Poincaré disc.
We assumed group Γ to be finitely generated thereforeR has only finitely many
sides. Each side s = s(g) ⊂ ∂R divides the disc into two halfplanes, namely
H(g) ⊂ D and D \H(g). By Theorem 7.13 every translation g ∈ Γ can be
represented by the elements associated with the sides of R which we denoted
by Γ0. It follows that every translation is contained in a halfplane H(g) ⊂ D
for some g ∈ Γ0. The (Euclidean) closure
⋃




covers the parts of the boundary that are not contained in the closure of the
fundamental domain.
We consider only fundamental domains R without improper infinite ver-
tices, therefore it can not occur that an arc of ∂D is contained in R∩ ∂D. By
the definition of the sets L(g), g ∈ Γ0 it follows that the closure of the union
of these sets cover the boundary of the disc.
Definition 8.3. Let R be a fundamental domain and let T := ⋃g∈Γ g(∂R)
be the tessellation of the unit disc D. We define
• the set of points P := {z ∈ ∂D : z ∈ s∩∂D, s is a geodesic in T and s∩
R̃ 6= ∅};
• the alphabetA := {I ⊂ ∂D : I = (zi, zj) is an interval bounded by zi, zj ∈
P and I ∩ P = ∅}.
Remark. We want to note a few facts about the alphabet:
1. The fundamental domain is locally finite therefore only finitely many
geodesics in the tessellation can intersect in every vertex inside the open
unit disc. When determining the points in P the condition s ∩ R̃ 6= ∅
assures that the alphabet is finite.
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2. The condition I ∩ P = ∅ assures that the alphabet A is a collection of
disjoint intervals. The closure of the union of all intervals covers ∂D.
To every I ∈ A we can now associate a group element from the generating
set Γ0. Every I ∈ A is contained in at least one set of the form L(·) ⊂ ∂D
(Lemma 8.2) and at most two sets of the form L(·) ⊂ ∂D. If I ⊂ L(g1)∩L(g2)
holds then we choose for I the element that belongs to the set L(·) ⊂ ∂D
that occurs first in anticlockwise order around the boundary. This leads to
the following definition.
Definition 8.4. Let A be the alphabet. We define the alphabet map π̃ : A →
Γ0 by setting
π̃(I) := g
such that I ⊂ L(g) holds. If I ⊂ L(g1) ∩ L(g2) holds then we choose the
associated element that occurs first in anticlockwise order.
Remark. In Figure 12 the alphabet map π̃ would be ambiguous on I2 and
I8. In this case we chose the element first in clockwise order. This leads for
example to π̃(I8) = g.
I1
I2






Figure 12: Example elements in the alphabet A on ∂D
In a similar every z ∈ ∂D is contained in some set of the form L(·) ⊂ ∂D.
If z ∈ L(g1)∩L(g2) holds then we fix the element that belongs to the set that
appears first in anticlockwise order. This leads to the following definition.
Definition 8.5. We define the map f : ∂D→ ∂D given by
f(z) = g−1z
if z ∈ L(g).
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Remark. From Lemma 4.9 we know that Möbius transformations inMD map
the boundary of the Poincaré disc onto the boundary.
In general it is also not important what concrete choice is made for the
definition of f for z ∈ L(g1) ∩ L(g2) as the arguments will work regardless of
the specific choice.
With the help of the function f we can now define the transition matrix
P and allowable words with letters in the alphabet A.
Definition 8.6. Let m := |A| ∈ N be the amount of elements in the alphabet
A and let f : ∂D→ ∂D be defined as above. We define a matrix P := (pIJ) ∈
Rm×m by
pIJ :=
1, if f(I) ⊃ J0, else
which we call the transition matrix.
Remark. We already showed in Lemma 3.30 how to construct a stochastic
matrix from a given adjacency matrix. Therefore we will denote the transition
matrix by P in the remainder of the work.
Definition 8.7. Let A be the alphabet and P the transition matrix defined
in Definition 8.6. We define
Σ := {Ii0 . . . Iin : n ∈ N, Iik ∈ A and pIik−1Iik > 0 for all k = 1, . . . , n}
to be the set of all allowable finite words over the alphabet A.
Definition 8.8. Let π̃ : A → Γ0 be the alphabet map defined as above. We
extend the alphabet map to all allowable finite words π : Σ→ Γ by
π(Ii1 . . . Iin) = g1 . . . gn
if π̃(Iik) = gk holds for all k ∈ {1, . . . , n}.
Lets now turn to a few properties of the function f on the boundary ∂D.
Lemma 8.9. The function f : ∂D→ ∂D defined as above
1. is piecewise continuous on each I ∈ A. In particular f maps any I ∈ A
onto connected arcs on ∂D;
2. satisfies f(P) ⊂ P.
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Proof. Claim 1. :
On each interval I ∈ A the function f describes the action of one Möbius
transformation on the boundary ∂D which maps connected arcs on the
boundary onto connected arcs (Lemma 4.3).
Claim 2. :
We will show that endpoints of geodesics are mapped to endpoints of geodesics.
Let ξ ∈ P be an endpoint of an interval I ∈ A. Then I ⊂ L(g) and
f(ξ) = g−1ξ hold for some g ∈ Γ0. The point ξ ∈ P is further the endpoint
of a geodesic line s̃ ⊂ D that meets the closure of a side s ⊂ ∂R of R. By
definition of L(g) the geodesic segment g−1s ⊂ ∂R is also a side of R. Thus
the geodesic g−1s̃ intersects the fundamental domain R in the side g−1s.
One endpoint of the geodesic g−1s̃ is f(ξ) = g−1ξ. It follows that f(ξ) ∈ P
and with that f(P) ⊂ P .
Corollary 8.10. Let I, J ∈ A be intervals on the boundary then f(I)∩J 6= ∅
implies that f(I) ⊇ J must hold.
Proof. In Lemma 8.9 it was shown f is continuous on each interval I ∈ A.
Therefore these connected sets are mapped onto connected sets. The intervals
in A are defined as disjoint intervals. Further it was shown that f maps
endpoints of intervals in A onto endpoints of intervals in A. Thus the strict
relation f(I) ⊂ J is not possible if f(I) ∩ J 6= ∅ holds. The same argument
holds for the case where J \ f(I) 6= ∅ holds. Therefore f(I) ⊇ J must
hold.
The mapping f : ∂D → ∂D was already studied in depth before for
example in [BS79]. We mention one result without the proof that shows
how the mapping is connected to the group action. We say that a function
f : ∂D→ ∂D and a group Γ are orbit equivalent, if
x = gy, g ∈ Γ, x, y ∈ ∂D
holds if and only if there exist m,n ∈ N such that
fn(x) = fm(y)
holds.
Theorem. Let f : ∂D → ∂D be defined as above. Then f and Γ are orbit
equivalent except on the set of endpoints of the extension of sides of R.
Proof. For the proof we refer to [BS79, Lemma 2.4.]
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8.1.1 Alphabet Map
The following theorem is a result stated in [BS11, Theorem 2.1.]. For the
proof we refer to [BKS91, Theorem 5.10 and Corollary 5.11].
Theorem 8.11. Let Γ be a finitely generated Fuchsian group with a funda-
mental domain R ⊂ D. We assume that R has more than 5 sides.
Then the alphabet map π : Σ → Γ is surjective. Further every element
in π(Σ) with length n ∈ N can not be written as a product with less than n
elements with respect to the set of generators Γ0 obtained from the fundamental
domain R.
Remark. The statement also holds for weaker assumptions on the sides of the
fundamental domain. It follows also for fundamental domains with four sides
and for fundamental domains with three sides and with at least one vertex
on the boundary. We focus however on fundamental domains with five sides
or more.
The following statement is [BS11, Proposition 2.2]. The result describes
the injectivity of the alphabet map π : Σ→ Γ.
Theorem 8.12. Let Γ be a finitely generated Fuchsian group and let π : Σ→ Γ
be the previously defined alphabet map. Then the alphabet map is almost
injective, more explicit
• #{w ∈ Σ : w = π−1(g)} ≤ 2 holds for g ∈ Γ for |g|Γ0 →∞;
• #{g ∈ Γ : |g|Γ0 = n, π−1(g) > 1}/n→ 0 for n→∞.
Proof. For the proof we refer to [BS11, Proposition 2.2 and Proposition 2.13].
The proof is based around the idea that if two distinct elements w1, w2 ∈ Σ
are identified with the same group element in g ∈ Γ and if the sequence of
letters in w1 and w2 differs at some position then the letters must differ on all
remaining positions. The words w ∈ Σ that are mapped to the same group
element can then be characterized as special chains.
8.2 Transition Matrix
In this section we will describe the transition matrix P from Definition 8.6.
We follow [BS11] and [BS79].
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8.2.1 Irreducibility of the Transition Matrix
At first we prove a criterion that connects the irreducibility of the transition
matrix with the mapping f : ∂D→ ∂D and the intervals in the alphabet A.
Lemma 8.13. Let P ∈ Rm×m,m := |A| ∈ N be the transition matrix and
assume that there exists some K ∈ N such that for any I, J ∈ A the relation
f r(I) ⊃ J holds for some 0 < r ≤ K. Then the transition matrix P is
irreducible.
Proof. Let I, J ∈ A be arbitrary and let r > 0 be such that f r(I) ⊇ J holds.
From Lemma 8.9 we know that for any I ∈ A the image f(I) is connected
and endpoints of intervals are mapped to endpoints. It follows that f(I) must
contain some interval in A and we can find some I1 ∈ A such that f(I) ⊇ I1
holds. This implies that pII1 > 0 holds. Similarly, we find an interval I2 ∈ A
such that f(I1) ⊇ I2 and thus pI1I2 = 1 hold. This implies that (P 2)II2 > 0
must hold.
Inductively we can find I2, . . . , Ir such that f(Ik−1) ⊇ Ik holds for all
k ∈ {2, . . . , r}. This implies that pIk−1Ik > 0 holds for all k ∈ {2, . . . , r}. We
assumed f r(I) ⊇ J thus we can denote Ir = J and it follows that the entry
(P r)I,J must be strictly positive.
As I, J were chosen arbitrarily we can conclude that there exists some
K ∈ N such that (∑Kl=0 P l) has only strictly positive entries.
The rest of this section we dwell deeper into specific intervals on the
boundary. We introduce further definitions and specifications for the intervals
in the alphabet A.
Definition 8.14. Let v ∈ D be a vertex of R. We define
n(v) :=
#{s ⊂ T : s is a geodesic and v ∈ s} , if v ∈ D2 , if v ∈ ∂D
to be the amount of geodesics in T that intersect in the vertex v.
Remark. We assume that R has even corners which means that the extension
of any side into a complete geodesic is contained completely in T .
For the following discussion we need a slightly different definition of the
intervals on the boundary ∂D. The connection to the previously defined
alphabet A is shown in the lemma following the definition.
Definition 8.15. Let v ∈ D be a vertex of R and let n(v) ∈ N be the amount
of geodesics in the tessellation that intersect in v. The endpoints of those
geodesics divide ∂D into finitely many disjoint and open intervals. We define
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• W (v) to be collection of intervals divided by endpoints of geodesics in the
tessellation that intersect in v. By definition we have #W (v) = 2n(v),
if v ∈ D and #W (v) = 3, if v ∈ ∂D.
• W := ⋃vW (v) where the union is taken over all vertices v of R
Lemma 8.16. Any interval J ∈ W is the interior of the closure of a union
of intervals I ∈ A.
Proof. For any vertex v ∈ ∂R the set W (v) is defined by the endpoints of the
geodesics in the tessellation that intersect in the vertex v. By Lemma 7.18
the geodesics in the tessellation can only intersect in vertices. The alphabet
A is defined by the endpoints of the geodesics that intersect in any vertex of
the fundamental domain.
Further the closure of the union of the intervals I ∈ A covers the whole
boundary ∂D.
Therefore any interval J ∈ W (v) can be written as the interior of the
closure of a union of intervals I ∈ A.
To each of these new intervals J ∈ W we now want to assign a level with
respect to a vertex of the fundamental domain R. We say that two intervals
I1, I2 ∈ A are neighboring, if Ī1 ∩ Ī2 6= ∅ holds.
Definition 8.17. Let v ∈ ∂R be a vertex with the adjacent sides s(g1), s(g2)
for some g1, g2 ∈ Γ0. Let J ∈ W (v) be an interval. We define a level
levv : W (v)→ N by the following:
• levv(J) := n(v), if J = L(g1) ∩ L(g2) holds. This interval is called the
highest level interval;
• levv(J) = levv(I)− 1, if I is neighboring to J ;
• levv(J) := 0, if J = ∂D \ (L(g1) ∪ L(g2)) holds;
We refer to Figure 13 for an example.
Remark. We note the following:
1. The set J = L(g1) ∩ L(g2) is indeed contained in W (v), because the
sets L(·) are bounded by the endpoints of extensions of sides of the
fundamental domain R. The geodesics in hyperbolic space can intersect
at most once and by Lemma 7.18 the geodesics that intersect the closure
of the fundamental domain can only do so in a vertex. The regions
H(g1), H(g2) are both convex and therefore the the interval J can
not contain any further endpoints of geodesics in the tessellation that
intersect the closure of the fundamental domain. The same holds true
for J = ∂D \ (L(g1) ∪ L(g2)) ∈ W (v).
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Figure 13: The level of intervals
2. The intervals with level ≥ 2 are also contained in the alphabet A. The
intervals with level 0 and 1 are by previous lemma the interior of the
closure of the union.
3. v ∈ ∂D implies that L(g1)∩L(g2) = ∅ holds and there exists no highest
level interval.
Definition 8.18. Let s(g) be a side of the fundamental domain R for some
g ∈ Γ0 and let v1, v2 ∈ ∂R be the vertices at the sides s(g). We define the
sets:







• C(∂g) := C(v1) ∪ C(v2);
• A(g) := L(g) \ C(∂g).
We refer to Figure 14 for an example.
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Figure 14: Construction in Definition 8.18
Remark. The set M(g) is introduced, because it does not contain any points
of the intersection L(g1) ∩ L(g2). The set C(v) is referred to as the crown of
the vertex v.
The following result shows the effect of f on the level. The result ist
[BS79, Equation 2.4.1].
Lemma 8.19. Let g ∈ Γ0 be arbitrary. Let J ∈ W (v) be an interval with
J ⊂ L(g) for some g ∈ Γ0 and let v ∈ ∂R be a vertex with adjacent side
s = s(g) ⊂ ∂R. Assume that levv(J) ≥ 2 holds. Then the identity
levg−1v(f(J)) = levv(J)− 1
holds.
Proof. At first we note that f|J = g−1 holds because J ⊂ L(g). By choice of
notation the group element g−1 maps the side s(g) onto another side with
g−1v as a vertex.
The image satisfies g−1J ∈ W (g−1v) because g ∈ Γ maps geodesics in
the tessellation onto geodesics in the tessellation and it preserves the angles
between the geodesics (Corollary 5.23).
Further the side s(g) ⊂ D is part of the isometric circle of g−1 ∈ Γ therefore
we can conclude that g−1L(g) ⊂ ∂D \ L(g−1) holds.
We need to investigate the explicit form of an image under f of an interval
J ∈ W (v).
Assume first that J ∈ W (v) is the highest level interval with levv(J) =
n(v). It is bounded by the extension of the side s(g) ⊂ ∂R and some
adjacent side s(h) ⊂ ∂R that intersects in the vertex v ∈ ∂R. The image
g−1J ∈ W (g−1v) must therefore be bounded by the extension of the side
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s(g−1) ⊂ ∂R and some adjacent geodesic in the tessellation. There are
only two intervals bounded by the extension of the side s(g−1), namely the
highest level interval and the interval with the second to highest level. As
g−1J ⊂ ∂D \ L(g−1) holds we can conclude that levg−1v(g−1J) = n(v) − 1
must hold.
The argument carries on to the lower level intervals.
Remark. The restriction to intervals of level greater or equal 2 is necessary.
The image of lower level intervals under f can cover big parts of the boundary
∂D.
Lemma 8.20. Let R be a fundamental domain for a finitely generated Fuch-
sian group Γ with |∂R| > 3. Then there exists a constant K ∈ N such that
for any I ∈ A the identity
f r(I) ⊃ A(g)
holds for some r ≤ K and some g ∈ Γ0.
Remark. The constantK ∈ N does only depend upon the fundamental domain
R and the combinatorial pattern of the sides that is predetermined by the
group Γ ([BS11, Lemma 2.5]).
Proof. Let I ∈ A be arbitrary. We assume that I 6= A(g), g ∈ Γ holds as
there is nothing to show otherwise.
The boundary ∂D is covered by intervals of the form A(g) and C(g)
(Lemma 8.2). Therefore the chosen interval I ∈ A must be contained in a
crown C(g) for some g ∈ Γ. This also implies that I ∈ W (v) holds for some
vertex v ∈ ∂R. By the previous Lemma 8.19 we know that the level of each
interval decreases under the action of f . This means that eventually we reach
levfr(v)(f r(I)) = 1 for some r ∈ N.
By definition a set of the form A(g) ⊂ D is not contained in any crown
C(v) for any vertex v ∈ ∂R and therefore A(g) must be contained in some
interval J ∈ W (v) with levv(J) = 1.
We can conclude that the images of any I ∈ A will at some point be of
level 1 and therefore they will cover some set A(g) ⊂ ∂D for some g ∈ Γ.
There are only finitely many vertices and due to the local finiteness of the
fundamental domain R there are only finitely many geodesics that intersect
in each vertex. Therefore there exists some constant K ∈ N that satisfies the
desired statement.
We proceed with further technical arguments about the covering mecha-
nism and we denote by ∂g := {v1, v2} the vertices at the side s(g) ⊂ ∂R.
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Proposition 8.21. Let f : ∂D→ ∂D be as above and let g ∈ Γ0 be arbitrary.
Let ∂g−1 := {v1, v2} be vertices and choose J1 ∈ W (v1), J2 ∈ W (v2) such that
J1∩L(g−1) = ∅, J2∩L(g−1) = ∅, levv1(J1) = n(v1)−1 and levv2(J2) = n(v2)−1
hold. Then the identity
f(M(g)) = ∂D \
(
L(g−1) ∪ J1 ∪ J2
)
holds, in particular the identities
1. f(M(g)) ⊃ C(v) for any vertex v /∈ ∂g−1
2. f(M(g)) ⊃ A(h) for any h 6= g−1 ∈ Γ0
hold.
Proof. By definition f|M(g) = g−1 holds. As M(g) ⊂ L(g) holds we conclude
that f(M(g)) ⊂ ∂D \ L(g−1), therefore the image must be contained outside
of the region L(g−1).
Further by the definition of M(g) the endpoints of M(g) are the endpoints
of intervals of the highest level n(·) with respect to the according vertices.
By Lemma 8.19 these points are mapped to endpoints of intervals of level
n(·)− 1. Therefore the image does not include the intervals J1, J2 ⊂ ∂D from
the statement.
The claims 1. and 2. follow immediately as the sets are exactly contained
in the parts of the boundary that are covered by the image f(M(g)) =
∂D \ (L(g−1) ∪ J1 ∪ J2).
The last step before the theorem is to show a further covering property.
The following is [BS11, Lemma 2.7].
Lemma 8.22. Let R be a fundamental domain with |∂R| ≥ 5 and let g ∈ Γ0
be arbitrary but fix. Then there exists a constant K ∈ N such that for any
I ∈ A with I ⊂M(g) the identity
f r(A(g)) ⊃ I
holds for some r ≤ K. The constant K does only depend upon the domain R
and the combinatorial pattern of the sides.
Proof. The proof is divided into three parts depending on the relation of the
sides s(g) and s(g−1).
1. Case 1.: The sides s(g) and s(g−1) are neither adjacent nor equal. We
take a look at the image f(A(g)) ⊂ ∂D. The endpoints of A(g) are the
endpoints of the geodesic lines that contain the sides of the region gR ⊂
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D. They are adjacent to the side s(g) ⊂ ∂R. The element g−1 ∈ Γ0 maps
the region gR to R and the sides of gR adjacent to s(g) are mapped to
sides of R adjacent to s(g−1) which we denote by s(h1) and s(h2) with
h1, h2 ∈ Γ0. It follows that f(A(g)) = ∂D \ (L(g−1) ∪ L(h1) ∪ L(h2))
holds.
We assumed in the statement that the fundamental domain R has at
least five sides. In the case where s(g), s(g−1) are neither equal nor
adjacent we can therefore conclude that all sides s(g), s(g−1), s(h1), s(h2)
are distinct and that M(g) ⊂ ∂D \ (L(g−1) ∪ L(h1) ∪ L(h2)) must hold.
The statement follows with r = 1 as f(A(g)) ⊃M(g).
2. Case 2.: The sides s(g) and s(g−1) are adjacent but not equal. In this
case we have one vertex v = s(g)∩ s(g−1) ∈ D. Arguing as above we see
that f(A(g)) ⊃M(h) holds for any side s(h) with h ∈ Γ0 that is neither
equal nor adjacent to s(g−1). As we assumed that the fundamental
domain has at least five sides and as s(g), s(g−1) are adjacent we can
choose one such h ∈ Γ0 such that h 6= g and h 6= g−1 hold. We
use Proposition 8.21 to conclude that f(M(h)) ⊃ C(w) holds for all
vertices w /∈ ∂h−1. In particular it covers the crown of the vertex with
which we started that means f(M(h)) ⊃ C(v) holds. At last we note
that g−1v = v together with the decreasing level from Lemma 8.19
implies that f(I) = L(g) \ C(v) holds for the interval I ∈ W (v) with
I ⊂ C(v)\L(g−1) and levv(I) = 2. This implies that all of L(g) ⊃M(g)
can be covered which concludes this part of the proof.
3. Case 3.: The sides s(g) and s(g−1) are equal. Again the image f(A(g))
covers the sets of the form M(h) for all h ∈ Γ0 except for the three
element g, h1, h2 ∈ Γ0, where s(h1), s(h2) are the sides adjacent to s(g).
As the fundamental domain has at least five sides we can find two
distinct elements i1, i2 ∈ Γ0 such that f(A(g)) ⊃M(i1) ∪M(i2) holds.
By Proposition 8.21 it follows that f(M(i1)) ⊃ A(g) must hold. Further
also by Proposition 8.21 the images f(M(·)) cover all crowns except
the crowns belonging to the side of the inverse element, therefore
f(M(i1)) ⊃ C(v), v /∈ ∂i−11
f(M(i2)) ⊃ C(v), v /∈ ∂i−12
which implies that f(M(i1)) ∪ f(M(i2))) ⊃ C(v), v /∈ ∂i−11 ∩ ∂i−12 must
hold. This in particular implies that the crowns for v ∈ ∂g are covered.
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Theorem 8.23. Let Γ be a Fuchsian group with a fundamental domain that
satisfies |∂R| ≥ 5 and let P be the transition matrix defined as above. Then
the matrix P is irreducible.
Proof. By Lemma 8.13 we have to show for the irreducibility that there exists
some constant K ∈ N such that for any I1, I2 ∈ A the identity
f r(I1) ⊃ I2
holds for some 0 ≤ r ≤ K.
We can assume without loss of generality that I1 = A(g) holds for some
g ∈ Γ0, because the images of intervals I ∈ A cover a set of the form A(·)
after a fixed amount of steps (Lemma 8.20). Further it is enough to show
that images of sets M(·) cover ∂D, because we showed in Lemma 8.22 that
images of A(·) cover all sets M(·). We use the previous Proposition 8.21 to
see that
f(M(g)) ⊃ C(v) holds for all v /∈ ∂g;
f(M(g)) ⊃ A(h) holds for all h 6= g−1.
As the fundamental domain has at least five sides we can choose distinct
h1, h2 ∈ Γ0 \ {g, g−1} such that f(M(g)) ⊃ A(h1) ∪ A(h2) holds. By
Lemma 8.22 we see that there exists some r1 ≤ K1 such that
f r1(A(h1)) ⊃M(h2)
holds. By using Proposition 8.21 we see again that
f(M(h1)) ⊃ C(v) holds for all v /∈ ∂h−11 ;
f(M(h1)) ⊃ A(h) holds for all h 6= h−11 .
We repeat the argument for h2 ∈ Γ0 to see that there exists some r2 ≤ K
such that
f r2(A(h2)) ⊃M(h2)
holds and by using Proposition 8.21 further
f(M(h2)) ⊃ C(v) holds for all v /∈ ∂h−12 ;
f(M(h2)) ⊃ A(h) holds for all h 6= h−12 .
As the elements g, h1, h2 ∈ Γ0 are distinct elements it follows that C(∂g−1) ∩
C(∂h−11 ) ∩ C(∂h−12 ) = ∅ holds. This concludes the proof as any interval can
be covered.
Remark. The irreducibility of the transition matrix also holds for fundamental
domains with 3 sides that contain at least on vertex on the boundary ∂D.
We refer to [BS11, Proposition 2.8] for the details. The proof requires a step
by step investigation of the images of the intervals in A.
98
8 Coding for Fuchsian Groups
8.2.2 Strict Irreducibility of the Transition Matrix
Definition 8.24. Let A be the alphabet from Definition 8.3 and f defined
as above. We define a relation on A×A by I ∼ J if there exist finitely many
I1, . . . , In ∈ A such that
f(I) ∩ f(I1) 6= ∅
f(I1) ∩ f(I2) 6= ∅
...
f(In) ∩ f(J) 6= ∅
hold.
Proposition 8.25. The relation ∼ is an equivalence relation on A.
Proof. We show the reflexivity, symmetry and transitivity of the relation ∼.
1. For I ∈ A it is obvious that f(I) ∩ f(I) 6= ∅ holds. Therefore I ∼ I
holds and ∼ is reflexive.
2. If f(I)∩ f(J) 6= ∅ holds for I, J ∈ A then clearly f(J)∩ f(I) 6= ∅ holds
too and ∼ is symmetric.
3. Transitivity:
Let I1, I2, I3 ∈ A be with I1 ∼ I2, I2 ∼ I3. Then there exist Ij1 , . . . , Ijm ∈
A and Ik1 , . . . , Ikn ∈ A such that
f(I1) ∩ f(Ij1) 6= ∅
f(Ij1) ∩ f(Ij2) 6= ∅
...
f(Ijm) ∩ f(I2) 6= ∅
and
f(I2) ∩ f(Ik1) 6= ∅
f(Ik1) ∩ f(Ik2) 6= ∅
...
f(Ikn) ∩ f(I3) 6= ∅
hold. This implies immediately that I1 ∼ I3 holds as the sequence
Ij1 , . . . , Ijn , I2, Ik1 , . . . , Ikm satisfies the condition from Definition 8.24.
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Lemma 8.26. Assume that P from Definition 8.6 is irreducible. Then P is
strictly irreducible if and only if the equivalence relation ∼ generates just one
equivalence class on A.
Proof. At first we assume that there exists only one equivalence class on A.
We need to show that PP t is irreducible. Let A be the alphabet and let ∼
be the equivalence relation from Definition 8.24. Choose I, J ∈ A to be two
arbitrary intervals. By assumption there exists only one equivalence class for
the relation ∼ that means there exist I1, . . . , In ∈ A such that
f(I) ∩ f(I1) 6= ∅
f(I1) ∩ f(I2) 6= ∅
...
f(In) ∩ f(J) 6= ∅
hold. We argue like in Lemma 8.13. The mapping f : ∂D→ ∂D is piecewise
continuous on each interval I ∈ A and it maps endpoints of intervals onto
endpoints of intervals. Therefore f(I) ∩ f(I1) 6= ∅ implies that there exists
some Ij1 ∈ A with Ij1 ⊆ f(I) ∩ f(I1). With the same argument there exist
Ij2 , . . . , Ijn+1 ∈ A such that altogether
f(I) ∩ f(I1) ⊇ Ij1
f(I1) ∩ f(I2) ⊇ Ij2
...
f(In) ∩ f(J) ⊇ Ijn+1
hold. From the definition of the matrix P it follows that
pIIj1 > 0, pI1Ij1 > 0
pI1Ij2 > 0, pI2Ij2 > 0
...
pInIjn+1 > 0, pJIjn+1 > 0
hold for the entries of the matrix and (PP t)n+1IJ > 0 follows immediately. As
I, J where chosen arbitrarily it follows that PP t is irreducible.
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If on the other hand the matrix PP t is irreducible, then the we know




> 0 holds. It follows that there exists a sequence I1, . . . , In ∈ A
such that (PP T )II1 > 0, (PP T )I1I2 > 0, . . . , (PP T )In−1In > 0, (PP T )InJ > 0
hold. Further (PP T )II1 > 0 implies that there exists some J1 ∈ A such that
pIJ1 > 0 and pI1J1 > 0 hold. We can repeat the argument for all the other
intervals to conclude that f(I) ∩ f(I1) ⊃ J1, . . . , f(In) ∩ f(J) ⊃ Jn+1 hold
and therefore I ∼ J . This concludes the proof.
The last result is [BS11, Proposition 2.11] and it concludes the section
about the transition matrix.
Theorem 8.27. Let Γ be a finitely generated Fuchsian group with a locally
finite fundamental domain R that satisfies |∂R| ≥ 5. Let A := {I1, . . . , Im}
be the alphabet obtained from the fundamental domain. Then the associated
transition matrix P ∈ R|A|×|A| is strictly irreducible.
Proof. In Theorem 8.23 we already showed that P is irreducible. The strict
irreducibility follows from Lemma 8.26. We will first show that the sets A(·)
satisfy
1. ⋃mi=0 f(A(gi)) ⊃ ∂D \ P
2. f(A(gi)) ∩ f(A(gj)) 6= ∅ for i = 0, . . . ,m
with gi ∈ Γ0 for i = 0, . . . ,m. For each gi ∈ Γ0 the interval A(gi) ⊂ L(gi) is
bounded by the extensions of the sides of the region giR that are adjacent to
the side s(gi) := R̃ ∩ giR̃. The element g−1i maps the side s(gi) to the side
s(g−1i ) and adjacent sides to adjacent sides. If we denote the adjacent sides




L(g−1i ) ∪ L(h1) ∪ L(h2)
)
must hold. The key points 1. and 2. now follow from the fact that we required
in the statement that R has at least five sides.
The key point 1. implies that every interval I ∈ A is equivalent so some
A(·) and key point 2. implies that all sets A(·) are related. This implies that
the relation ∼ from Definition 8.24 generates only one equivalence class and
Lemma 8.26 implies that the matrix P is strictly irreducible.
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9 Ergodic Theorem for Fuchsian Groups
In this section we formulate the ergodic theorem for Fuchsian groups. The
result is [BS11, Theorem B]. As before we admit finitely generated Fuchsian
groups with a fundamental domain
• that has at least five sides;
• has even corners;
• does not contain improper infinite vertices.
Throughout the section we denote a Fuchsian group that satisfies these condi-
tions by Γ and we denote by Γ0 the set of generators derived from the sides of
the fundamental domain. By the previous Section 8 there exists an alphabet
A, a set of finite words Σ over the alphabet and a transition matrix P that is
strictly irreducible. The alphabet map π that identifies Γ with Σ is length
preserving, surjective and injective excepts for a set of elements that satisfies
lim
n→∞
#{g ∈ Γ : |g| = n, π−1(g) > 1}/n = 0 (Theorem 8.12).
First we include a short result regarding the growth of the spheres in the
set of allowable words Σ. In Theorem 3.28 we already mentioned that there
exist a strictly positive eigenvalue and eigenvector for a strictly irreducible
matrix.
Theorem 9.1. Let A ∈ Rm×m≥0 be a strictly irreducible matrix. Let v, xt ∈ Rm>0
be the right and left eigenvector to the eigenvalue λ > 0. Then for any
i, j ∈ {1, . . . ,m} and any n ∈ N
Anij = (vixj + ε(i, j, n)) · λn
holds with ε(i, j, n)→ 0 for n→∞.
Proof. We refer to [LM95, Theorem 4.5.12].
Corollary 9.2. For n ∈ N the amount of allowable words with length n grows
exponentially, precisely
KΣ(n) = (c+ ε(n)) · λn−1
with ε(n)→ 0 for n→∞.
Proof. The amount of allowable words in Σ with length n ∈ N can be





which shows the result.
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In the following we will distinguish between the spherical averages along
elements in the group Γ and spherical averages along allowable words Σ
that are identified with the group elements. We denote the number of
elements in a sphere by KΓ(n) := #{g ∈ Γ : |g|Γ0 = n} and analogously







the sphere averages for group elements and by






the sphere averages with respect to allowable words in Σ. And analogously we











Proposition 9.3. Let KΓ(n) and KΣ(n) be the amount of elements in the
according spheres. Then for every ε > 0 there exists an N ∈ N such that for
all n ≥ N
KΓ(n) ≤ KΣ(n) ≤ KΣ(n)(1 + ε)
holds.
Proof. We compare the two values by using the fact the the alphabet map
π is surjective and almost injective. The inequality KΓ(n) ≤ KΣ(n) follows
immediately as the alphabet map π is surjective. Further for some big enough
N ∈ N and |g| = N the identity π−1(g) ≤ 2 holds by Theorem 8.12. Therefore
we can compare the amount of elements in both spheres. We see that
KΓ(n)
KΣ(n)
= KΣ −#{g ∈ Γ : |g|Γ0 = n, π
−1(g) > 1}
KΣ(n)




holds for n → ∞. The second term vanishes because #{g ∈ Γ : |g|Γ0 =
n, π−1(g) > 1}/n→ 0 holds (Theorem 8.12).
Lemma 9.4. Let (X, ν) be a probability space. Then for arbitrary ϕ ∈
L1(X, ν) and α > 0 the identity
ν({x ∈ X : lim sup
n
|sΓnϕ(x)− sΣnϕ(x)| > α}) = 0
holds.
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Proof. We define the set Bn := {g ∈ Γ : |g|Γ0 = n, π−1(g) > 1}. From
Theorem 8.12 we know that for |g| = n π−1(g) ≤ 2 holds for some big enough





















































holds. We define An := {x ∈ X : |sΓnϕ(x)− sΣnϕ(x)| > α} for arbitrary α > 0
and conclude with the Markov inequality from measure theory that


















≤ 2 · #Bn‖ϕ‖L1(c+ ε(n))λn−1
holds We know from Theorem 8.12 that #Bn
n
→ 0 holds for n→∞. Therefore




With the Borel-Cantelli Lemma it follows that ν(lim sup
n→∞
An) = 0 holds
which concludes the proof.
At last we include a result that states the convergence of Cesàro averages
with respect to Σ imply the convergence of Cesàro averages with respect to Γ.
Lemma 9.5. If cΣn (T )ϕ converges pointwise almost everywhere and in L1-
norm then cΓn(T )ϕ converges also pointwise almost everywhere and in L1-norm.
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Proof. From the previous Lemma 9.4 we know that
lim
k→∞
|sΣk (T )ϕ(x)− sΓk (T )ϕ(x)| = 0
holds ν-almost everywhere for any ϕ ∈ L1(X, ν). Thus for any ε > 0 we can
find an index n0 ∈ N such that |sΣk (T )ϕ(x) − sΓk(T )ϕ(x)| < ε holds for all
k ≥ n0. For N >> n0 we can estimate that












∣∣∣sΣk (T )ϕ(x)− sΓk (T )ϕ(x)∣∣∣
−→ 0
holds for N →∞. The same applies to the L1-norm as





‖sΣk (T )ϕ− sΓk (T )ϕ‖L1
→ 0
holds again by Lemma 9.4 and the convergence of Cesàro averages with
respect to Γ follows.
At last the results come together to show the ergodic theorem for Fuchsian
groups.
Theorem 9.6. Let Γ be a finitely generated Fuchsian group. Let R be the
fundamental domain with at least five sides, even corners and without improper














converges pointwise almost everywhere and in L1-norm, where ϕ ∈ L1(X, ν)
and σl ⊂ Γ are spheres of words of length l ∈ N with respect to the generating
set obtained from the fundamental domain R.
Proof. We proved the convergence of Cesàro averages for strictly Markovian
groups in Theorem 3.33. We apply the theorem to the Fuchsian group Γ.
The fundamental domain R generates an alphabet A (Definition 8.3)
and gives rise to a transition matrix P ∈ R|A|×|A| (Definition 8.6). The
allowable words are identified with the group elements by an alphabet map
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π (Definition 8.4). The identification preserves the length of the elements,
is surjective and is almost injective, precisely #{g ∈ Γ : |g|Γ0 = n, π−1(g) >
1}/n → 0 holds for n → ∞ (Theorem 8.12). The transition matrix P
is strictly irreducible by Theorem 8.27 and can be assumed stochastic by
Lemma 3.30.
The Cesàro averages with respect to Σ converge pointwise almost every-
where and in L1-norm for every ϕ ∈ L1(X, ν) by Theorem 3.33.
From Lemma 9.5 we conclude that convergence holds also for Cesàro
averages with respect to Γ, because the difference does not contribute to the
limit.


















Figure 15: A fundamental domain for the free group F3
10 Example Constructions
In the last chapter we will show some examples of the coding. We follown
[Kat92] for the construction of the fundamental domain of a surface group
and we use [BS11] for the example of PSL(2,Z).
10.1 The Free Group with Three Generators
In this example we want to show the coding for the free group in three
generators F3. The free group has been studied in depth before. Amos
Nevo and Elias M. Stein showed in [NS94] that spherical averages for th
free group, with even radius, converge pointwise and in Lp-norm for any
ϕ ∈ Lp(X, ν) for p > 1. Alexander I. Bufetov later showed the convergence
for ϕ ∈ L logL(X, ν) by using an operator theoretic approach in [Buf02].
Further Terrence Tao provided a counterexample such that convergence fails
of these spherical averages for ϕ ∈ L1(X, ν) in [Tao15].
In this example we use the presented method to prove the convergence of












for g ∈ F3 and ϕ ∈ L1(X, ν). In the case of the free group the identification
is bijective with the alphabet generated by the fundamental domain. Let
R ⊂ D be the region bounded by the six geodesics s1 to s6. By Lemma 5.14
there exist transformations g1, g2, g3 ∈MD such that g1s1 = s4,g2s2 = s5 and
g3s3 = s6 hold. By Lemma 5.28 the set {z ∈ D : dD(0, z) = dD(g10, z)} is
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exactly the isometric circle of the inverse transformation g−11 ∈ MD. The
isometric circle of a transformation and its inverse are disjoint in this example.
Poincaré’s Theorem implies that the group generated by the fundamen-
tal domain is a Fuchsian group. The theorem specifies conditions for the
fundamental domain such that the generated group is indeed discrete. We
refer to [Mas71] for the specific statement and the proof of the theorem. The
important Condition (g) in [Mas71] is satisfied by using Lemma 5.29 to show
that a cycle transformation is parabolic.
The group generated by these elements is the free group F3. To see this we
apply the Table-Tennis Lemma Theorem A.1. We choose p := 0 as well as the
sets A1 := H(g1)∪H(g−11 ), A2 := H(g2)∪H(g−12 ) and A3 := H(g3)∪H(g−13 ).
These sets are bounded by the isometric circles of the related group elements.
In particular a set Ai is outside of the isometric circle of gj for j 6= i. We
use Lemma 5.26 which states that points outside the isometric circle are
mapped onto points inside the isometric circle. The sets are chosen in such
a way that for i, j = 1, 2, 3, and i 6= j the identities gi(Aj ∪ {p}) ⊂ Aj and
g−1i (Aj ∪ {p}) ⊂ Aj hold. Therefore the group generated by these three
elements and their inverse is the free group F3.
We define the alphabet on the boundary ∂D to be A := {I1, . . . , I6}. The
alphabet map π : A → {g1, g−11 , g2, g−12 , g3, g−13 } is given by
π(I1) = g−11 , π(I2) = g−12 , π(I3) = g−13 ,
π(I4) = g1, π(I5) = g2, π(I6) = g3.
In the case of the free group the identification of letters in the alphabet with
group elements is 1-1. This is in general not the case.
10.1.1 Transition Matrix
The discussion of the isometric circle in Lemma 5.26 visualizes the action of
the transformations. Each side divides the disc into two disjoint half planes.
The notation was chosen such that the half plane H(g1) ⊂ D bounded by the
side s4 contains the image g1R. It follows that
g−11 H(g1) = D \H(g−11 )
and therefore
f(I1) = I1 ∪ I2 ∪ I3 ∪ I5 ∪ I6
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hold. By investigating the image under f of the remaining intervals we obtain
P̃ =

1 1 1 0 1 1
1 1 1 1 0 1
1 1 1 1 1 0
0 1 1 1 1 1
1 0 1 1 1 1
1 1 0 1 1 1

for the transition matrix. We normalize the matrix with the biggest eigenvalue
λ = 5 and we obtain
P =

1/5 1/5 1/5 0 1/5 1/5
1/5 1/5 1/5 1/5 0 1/5
1/5 1/5 1/5 1/5 1/5 0
0 1/5 1/5 1/5 1/5 1/5
1/5 0 1/5 1/5 1/5 1/5
1/5 1/5 0 1/5 1/5 1/5

for the stochastic transition matrix.
The strict irreducibility of P follows from the general discussion in Theo-
rem 8.27 or by simple calculation as in this case PP t = PP > 0 holds.
Let (X, ν) be a probability space and let F3 act ergodically on (X, ν).















holds pointwise almost everywhere as well as in L1.
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10.2 Example of a Surface Group
Let R8 ⊂ D be given as in Figure 16. The domain was also constructed in
Example 7.20 and a similar construction is made in [BBR16, Section 1.2.2].





















Figure 16: Fundamental domain for a surface groups ([Kat92, Figure 18])
From the construction of the fundamental domain in Example 7.20 we
know that the generating elements identify the sides as follows:
g1 : s3 7→ s1, g−11 : s1 7→ s3,
g2 : s2 7→ s4, g−12 : s4 7→ s2,
g3 : s7 7→ s5, g−13 : s5 7→ s7,
g4 : s6 7→ s8, g−14 : s8 7→ s6.
We denote spheres by σl := {g ∈ Γ8 : |g| = l} where the length is measured
with respect to the generating set {g1, g2, g3, g4, g−11 , g−12 , g−13 , g−14 } ⊂ Γ8. Let
(X, ν) be a probability space and let ϕ ∈ L1(X, ν). We remind the notation
of the Koopman operator Tgϕ(x) := ϕ(gx).
If the operators Tg1 , . . . , Tg4 act ergodically on L1(X, ν) then we can















holds ν- almost everywhere and in L1.
We want to mention a few more details to the irreducibility and strict
irreducibility of the transition matrix P .
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10.2.1 Irreducibility of the Transition Matrix
The tessellation of the Poincaré disc leads to 48 Intervals on the boundary
∂D that are the alphabet A for the transition matrix P ∈ R48×48. We label
the intervals counterclockwise starting with I1 ⊂ ∂D as the interval bounded
by the endpoints of the sides s1 and s8. The next interval I2 ∈ A is the
interval bounded by the endpoints of the geodesic containing the side s8 and
the endpoints of a further geodesic in the tessellation.
The irreducibility of the transition matrix P follows from Theorem 8.23.
The irreducibility follows from the fact that for any I, J ∈ A there exists
some r ∈ N such that f r(I) ⊃ J holds.
We recapitulate the level of an interval from Definition 8.17. For example
levv1(I1) = 4, levv4(I20) = 3, levv3(I15) = 2 holds. Further the level satisfies
f 2(I1) = f(I20) = I15
which shows how the map f decreases the level of the intervals (Lemma 8.19).
One main argument is that sets of the form A(g) := L(g) \ ⋃h6=g L(h)
cover the sphere ∂D. The sets A(·) are contained in the union of intervals
with level equal to one.
For example for A(g−11 ) = I4 the identity
f(I4) = ∂D \
(
L(g1) ∪ L(g2) ∪ L(g−12 )
)
holds because the image of I4 under f must be contained outside L(g1)
(Lemma 5.26) and because I4 is bounded by geodesics that are mapped onto
the adjacent sides of the side s3. In particular I28 ⊂ f(I4) holds and by the
same argument the image satisfies
f(I28) = ∂D \
(
L(g−13 ) ∪ L(g4) ∪ L(g−14 )
)
and this shows f(I4) ∪ f(I28) = ∂D. This implies that any interval J ∈ A
can be covered by images of I4. The argument repeats for all intervals in the
alphabet A.
10.2.2 Strict Irreducibility of the Transition Matrix
The strict irreducibility follows from Theorem 8.27. The main argument in
the proof was to find a family of sets such the images under f cover the sphere
and such that the images have a pairwise non-empty intersection.
The sets of the form A(g) ⊂ ∂D satisfy this condition. In Figure 16 they
are exactly the intervals I4, I10, I16, I22, I28, I34, I40 and I46. The image of each
such interval under f covers the whole sphere except for three neighboring sets
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of the form L(·) like in the example f(I4) = ∂D \
(
L(g1) ∪ L(g2) ∪ L(g−12 )
)
.
Because the fundamental domain has more than five sides the images overlap
in the desired way.
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10.3 Example of PSL(2,Z)
Let Γ = PSL(2,Z) be the modular group. The canonical fundamental domain
contains only three sides, therefore the main theorem is not applicable. We
can, however, still construct an alphabet and a transition matrix for Γ. The
transition matrix will only be irreducible and not strictly irreducible. Without
a strict irreducible transition matrix we do not know anything about the
invariance of the limit in Theorem 3.15.
More recent results from [BKS18, Theorem A] can be applied to con-
clude that for functions in “Orlitz spaces” L logL the spherical averages,
over spheres with even radius, converge almost everywhere. Further results




g∈σl Tg ◦ ϕ →l→∞
∫
X ϕdν converge almost everywhere ([Nev94, Proposi-
tion 1]). The convergence almost everywhere fails for the case p = 1 as shown
in [BB19].
We follow [BS11, Lemma 2.9.] for the construction of the transition matrix.
We construct the alphabet in the hyperbolic plane and not in the Poincarè





I1 I2 I3 I4 I5 I6 I7 I8
Figure 17: The alphabet for the fundamental domain R of PSL(2,Z)
The group elements that map one side to another can be identified as
g1 = ( 1 10 1 ) : s1 7→ s2
g2 = ( 1 −10 1 ) : s2 7→ s1
g3 = ( 0 −11 0 ) : s3 7→ s3
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and they correspond to the transformations g1 : z 7→ z + 1, g2 : z 7→ z − 1
and g3 : z 7→ −1/z. Notice that the relations g1 = g−12 and g3 = g−13 hold.
The tessellation of H is indicated in Figure 17. We keep in mind that
the fundamental domain R is a triangle with one vertex on the boundary at
infinity.
10.3.1 Irreducibility of the Transition Matrix
To write down the alphabet A we are only interested in the geodesics from
the tessellation that intersect the fundamental domain R (dashed lines in
Figure 17). These geodesics divide the boundary R ∪ {∞} of the hyperbolic
plane into eight intervals labeled by I1, . . . , I8.
We remind Definition 8.1 of the sets L(·) ⊂ ∂H and see that I1, I2, I3 ⊂
L(g−11 ), I3, I4, I5, I6 ⊂ L(g3) and I6, I7, I8 ⊂ L(g−12 ) hold. Notice that I3 ⊂
L(g−11 ) ∩ L(g3) and I6 ⊂ L(g−12 ) ∩ L(g3) hold. For these two intervals there is
a choice in the definition of the alphabet map π and the boundary map f .
We set f|I3 := g3 and f|I6 := g3. This is a different choice than the general
one made in Definition 8.5. The specific choice however had no influence in
the further results.
This establishes the definition of the map f : R ∪ {∞} → R ∪ {∞} from
Definition 8.5 by
f|I1(z) = f|I2(z) = z + 1,
f|I3(z) = f|I4(z) = f|I5(z) = f|I6(z) = −1/z,
f|I7(z) = f|I8(z) = z − 1
where only on I3 and I6 there was a choice in the definition of f . With the
definition of f we can calculate the relations
f(int(I1)) = int(I1 ∪ I2),





f(int(I7)) = int(I5 ∪ I6),
f(int(I8)) = int(I7 ∪ I8).
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This implies that the transition matrix is of the form
P =

1 1 0 0 0 0 0 0
0 0 1 1 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 1 1 0 0
0 0 0 0 0 0 1 1

and we use the criterion from Lemma 8.13 to show the irreducibility of P .
The criterion states that for irreducibility it is enough to show that for any
Ij, Ik ∈ A and j, k = 1, . . . , 8 there exists some r ∈ N such that f r(Ij) ⊃ Ik
holds.
For example for I1 and I4 we see that with r = 2
f 2(I1) = f(int(I1 ∪ I2))
= int(I1 ∪ I2 ∪ I3 ∪ I4) ⊃ I4
holds. We omit the explicit calculations for the other intervals.
10.3.2 Strict Irreducibility of the Transition Matrix
The transition matrix P for PSL(2,Z) is, however, not strictly irreducible.
We defined a relation ∼ on the alphabet in Definition 8.24. Two intervals
are related if their images under f have a non-empty intersection. There is
always more than one equivalence class under the relation ∼. Precisely two
intervals I, J ∈ A are related I ∼ J , if there exists a sequence of intervals






We find that the elements I1, I2 are not in relation. To see this consider
the images f(I1) = I1 ∪ I2, f(I2) = I3 ∪ I4. The only elements that lead to a
non-empty intersection with f(I1) are I5, I6 ∈ A. But we see that f(I5) = I2
and f(I6) = I2 hold. This shows that there can not exist a sequence of




Theorem A.1 (Table-Tennis Lemma). Let X be some set and let (Gi)mi=1
be a family of subgroups of a group G. Let Gi be each acting on X, let
A1, . . . , Am ⊂ X be nonempty subsets and let p ∈ X \
⋃
iAi be fixed. If
g(Aj ∪ {p}) ⊂ Ai
holds for all g ∈ Gi, then the group G is a free product of the subgroups Gi.
Proof. We refer to [Löh17, Theorem 4.3.1] for the basic proof for two gen-
erators and to [Tit72, Proposition 1.1] for a proof with more than two
generators.
Theorem A.2 (Lemma of Schwarz). Let f : D → C be holomorphic with
f(0) = 0 and |f ′(z)| ≤ 1 for all z ∈ D. If |f(z)| = |z| holds for some
z ∈ D \ {0} then f(z) = λz holds for some λ ∈ C with |λ| = 1.
Proof. For the proof we refer to ([Rud06, Theorem 12.2 and Theorem 12.6]).
Proposition A.3. Any transformation m ∈MC maps Euclidean circles and
Euclidean lines onto Euclidean circles and Euclidean lines.
Proof. We follow [FL13, Theorem 3.5]. As shown in Theorem 4.2 every
Möbius transformation can be written as a product of translations, stretching
rotations and inversions. The first two clearly map Euclidean circles and lines
onto Euclidean circles and lines. What is left to show is that the statement is
true for inversion z 7→ 1
z
.
For this let α, γ ∈ R, β ∈ C with ββ > αγ. The equation
αzz + βz + βz + γ = 0
describes a circle (if α 6= 0) or a line (if α = 0). By applying the inversion
z 7→ 1
z
(and multiplying with 1
zz
) we see that the equation transforms to
α + βz + βz + γzz = 0
which again is a circle or a line.
The following lemma justifies the use of a stationary distribution in
connection with an irreducible matrix. The lemma has an “ergodic“ proof
and is included for completeness. The lemma is attributed to Perron and it
is from [Eis+15, Theorem 8.12].
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Lemma A.4. Let P ∈ Rm×m≥0 be an irreducible and row stochastic matrix.
Then there exists a unique stationary distribution p = (p1, . . . , pm)t ∈ Rm≥0
such that ptP = pt and ∑mi=1 pi = 1 hold.
For the proof of Lemma A.4 we need the following result which is [Eis+15,
Lemma 8.13.].
Proposition A.5. Let P ∈ Rm×m≥0 be a row stochastic matrix entries. Then
the following statements are equivalent:
1. P is irreducible.
2. (Id+ P )l > 0 for some l ∈ N.







Proof. To show 1. =⇒ 2. we can rewrite the term (Id+ P )l = ∑li=0 (li)P i.
As P is irreducible ∑li=0 P i > 0 must hold for some l ∈ N. P contains only
non-negative entries and therefore also ∑li=0 (li)P i > 0 holds.
To show 2. =⇒ 3. we first apply the ergodic Theorem 2.5 to the operator






ix exists for all x ∈ Rm.
As P is row stochastic it satisfies P (1, . . . , 1)t = (1, . . . , 1)t and this implies
that Q(1, . . . , 1)t = (1, . . . , 1)t holds and Q is row stochastic too. Therefore Q
can not have a row consisting of zeros only. Further we see that QP = Q and
Q(Id+ P )l = Q∑li=0 (li)P i = ∑li=0 (li)Q = 2lQ hold. As (Id+ P )l is strictly
positive the matrix Q = Q(Id+ P )l 12l must be strictly positive too.
To show 3. =⇒ 1. we use the fact that P has non-negative entries. Now
Q > 0 implies that ∑li=0 P i must be strictly positive for some l ∈ N or in
other words that P is irreducible.







j ∈ Rm×m. We define ε := min
j=1,...,m
qj ∈ R and the vector
x := (q1 − ε, . . . , qm − ε)t ∈ Rm. It is clear that xj ≥ 0 holds for all
j = 1, . . . ,m. The equality Qq = q holds from the definition of Q. Further
Qx = Qq − εQ(1, . . . , 1)t
= q − ε(1, . . . , 1)t
= x
holds because Q is row stochastic. Q is strictly positive and we see that either
all entries of x are equal zero or they are all strictly greater than zero. By the
definition of x the entries can not be strictly greater than zero. This shows
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that x = (0, . . . , 0)t must hold and therefore all entries in the column q must
be equal. It follows that all the rows of Q are identical. Therefore there exists
some vector p := (p1, . . . , pm)t ∈ Rm such that Q = (1, . . . , 1)t · (p1, . . . , pm)
holds. The matrix Q is row stochastic because P was chosen row stochastic
and therefore p = (p1, . . . , pm)t is a probability vector. By definition QP = Q
holds and this shows that there exists a left probability eigenvector for the
matrix P ∈ Rm×m.
At last we assume that there exists a second probability vector p̃ :=
(p̃1, . . . p̃m)t ∈ Rm with p̃tP = p̃t. It follows that
p̃t = p̃t ·Q
= p̃t(1, . . . , 1)pt
= pt
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