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The ability of a risk model to discriminate individuals who experience an event of interest from those who do not experience the event of interest is important in practice. For example, studies of cardiovascular disease (CVD) have shown that targeting those with high absolute CVD risk instead of those with single risk factors above goal can minimize unnecessary treatment and is more than twice as effective in reducing death from cardiovascular outcomes (1, 2) . In many settings, including CVD, multiple risk-prediction models are available, and investigators must determine which model performs better (3, 4) .
One popular metric for assessing the discrimination ability of a risk-prediction model is the concordance index or C-index. However, the C-index has been criticized as being relatively insensitive to changes in absolute risk estimates and therefore having little power to detect modest but potentially meaningful differences between risk models (5, 6) . As an alternative, Pencina et al. (5) proposed the net reclassification improvement (NRI). Given a set of predefined risk categories, the NRI assesses 2 models' relative ability to discriminate between events and nonevents by quantifying the agreement between "upward" and "downward" risk reclassifications and event status.
Using the NRI to assess model discrimination, either as an alternative or as a supplement to the C-index, has become popular since its publication (7) . A search on PubMed yielded 1,347 papers with the phrase "net reclassification improvement" or "net reclassification index" in the title or abstract through December 2016, including 278 in 2016 alone.
Despite its popularity, the NRI has been criticized in several recent papers (7) (8) (9) (10) (11) (12) (13) . The main criticisms are that the NRI varies substantially depending on choice in risk cutoffs, is unstable when used to compare miscalibrated models, and is challenging to interpret. Additional criticisms include the possibility of noninformative model changes appearing useful and potentially problematic confidence intervals. Assessment of variation in risk cutoffs is limited to 2-3 categories, which is not always consistent with risk category definitions used in practice (8, 9, 12) . Because the NRI is commonly used to evaluate the improvement when one biomarker is added to a model, virtually all published criticism focuses on its use in comparing nested models (9, 11, 12) . However, the NRI is also frequently used to compare nonnested models, in particular models developed using different data sets (14) (15) (16) (17) (18) . Although some have recommended against the use of the NRI for making nonnested comparisons (15) , few studies have provided real-world evidence demonstrating the performance of the NRI in this context.
In this analysis, we used electronic health data to investigate the performance of the categorical NRI and the continuous NRI in a practical setting and to compare 2 nonnested models for cardiovascular risk, the Framingham Risk Score (FRS) and the Pooled Cohort Equations (PCE). We have assessed the sensitivity of the NRI to variations in the number and placement of risk cutoffs and to miscalibration of models. In addition, we propose a novel adaptation of the NRI using percentiles of risk as an alternative to standard categories of risk based on absolute cutoffs and have assessed its performance in comparison to the traditional NRI.
METHODS

Data source and inclusion criteria
Data were collected for this study from a large health-care delivery and insurance organization based in the upper Midwestern United States. The data were extracted from a virtual data warehouse that captured patient information between January 1, 2001, and December 31, 2011. Patients were excluded from our analysis to be consistent with the target population for the cardiovascular risk models evaluated, leading to a final analytical data set of 84,116 patients. The full inclusion and exclusion criteria are described in Web Appendix 1 (available at https:// academic.oup.com/aje). Data from half of the patients were used to refit the risk-prediction models, as described below, and data from the remaining half were used as a test set to evaluate model performance. Characteristics of this population are tabulated in Web Table 1 .
Cardiovascular risk models
The FRS is among the most commonly used risk models for predicting CVD outcomes (19) . The PCE are one alternative, recently developed by the American College of Cardiology and the American Heart Association (4). The PCE involve more interaction terms and are more complex than the FRS; it is important to note that these are separately developed, nonnested models predicting risk for different sets of cardiovascular events. Event definitions and rates for both risk models are included in Web Appendix 1. To compensate for these differences, the analyses presented here are based on the time to CVD events and event indicator used for the PCE.
Risk factors used in the calculation of FRS and PCE cardiovascular-risk estimates were obtained from the data as described in Wolfson et al. (20) . The FRS and PCE predict cardiovascular risk over a 10-year period; however, the median followup time for patients in our data set under the PCE event definition was 4.3 years. Therefore, both risk models were adapted to predict 5-year CVD risk. The scaled 5-year version of FRS, which we refer to as "original FRS," was calculated by combining the published coefficients for the Framingham lipid model and 5-year baseline survival probabilities obtained directly from the creators of FRS (19) (R. B. D'Agostino, Boston University, personal communication, 2012). The scaled version of the PCE, which we refer to as "original PCE," was computed using the formulas in Muntner et al. (21) . We also estimated locally customized versions using the available electronic health data; we refer to these as the "refitted FRS" and the "refitted PCE."
Calibration for these models was assessed using a HosmerLemeshow goodness-of-fit statistic modified for censored outcomes (22) . C-index values were calculated using Harrell's C-index (23) . We computed the NRI comparing each pair of the 4 different cardiovascular risk models. In particular, comparing the original PCE with the original FRS allows us to assess whether a new alternative model has better discriminative ability than an old model. We expect the original FRS model to be miscalibrated, given the use of the PCE event definition when fitting the model; this allows for a comparison of models where at least 1 model is known to be miscalibrated. Investigators may be interested in whether or not model performance improves if the model is fitted to the specific population; we examined this by comparing the original with the refitted model for both FRS and PCE. Finally, we also compared the refitted PCE with the refitted FRS, where we expect 2 well-fitting models based on different model structures.
Net reclassification improvement
Because the primary outcome of the study is a time-to-event outcome, we used an extension of the traditional NRI developed by Pencina et al. (24) for time-to-event data with censored observations. The formula for the censored NRI for comparing model 1 versus model 2 is given below:
Up-classification or down-classification occurs when model 2 categorizes an individual to a higher or lower risk category, respectively, compared with model 1. Kaplan-Meier estimates were used to estimate the probability of an event (ˆ( ) P event ), the probability of an event given up-classification (ˆ( | ) P event up ), and the probability of an event given down-classification (ˆ( | ) P event down ). In the absence of censoring, we could simply use the number of participants who are up-or down-classified and experience an event. However, due to censoring, we use the Kaplan-Meier estimate to findP. n U is the number of individuals up-classified, and n D is the number of individuals downclassified. Standard clinical risk cutoffs for cardiovascular risk classification reference a 10-year risk of CVD. Because our data refer to a 5-year follow-up period, we approximated 5-year risk categories by cutting the original risk categories in half to be 0%-2.5%, 2.5%-5%, 5%-7.5%, 7.5%-10%, and 10%-100%. The continuous NRI was computed similarly, but all changes in risk prediction were considered without using risk categories. The event NRI (first term in above formula) is positive when model 2 correctly up-classifies more events; similarly, the nonevent NRI (second term above) is positive when model 2 correctly down-classifies more nonevents. The 95% confidence intervals were computed using 1,000 bootstrap samples.
Percentile-based NRI
As an alternative to using absolute risk to form the categories for the NRI, we propose using percentiles of risk. By using percentiles of risk rather than absolute risk to form the cutoffs for the categorical NRI, we allow for generalizability of the NRI to applications in which a standard choice in cutoffs is not available. In addition, the percentile NRI is invariant to monotone transformations of the risk predictions.
To implement the percentile-based NRI, we divided the predicted risk for each model into quantiles based on evenly spaced fractions. Reclassification was considered across quantiles of risk based on the estimated risks. For example, comparing 2 models, if a patient falls into the first decile of estimated risk for model 1 and the second decile of estimated risk for model 2, we consider this an up-classification of the patient. Due to the skewed distribution of risk predictions in our data (Figure 1 ), we saw more cutoffs concentrated in the lower end of the absolute risk prediction range ( Figure 2 ). By evenly spacing the risk categories across estimated risk percentiles, we see unevenly spaced categories across the corresponding values of absolute risk. It is important to note that the cutoffs are determined separately for each model and will vary based on the distribution of risk predictions for that model. For example, an individual could have identical absolute risk predictions from both model 1 and model 2, yet fall into different categories of risk for the 2 models, leading to an up-classification or down-classification by this metric. We used R (R Foundation for Statistical Computing, Vienna, Austria) to implement the percentile-based NRI; code is available in Web Appendix 2.
Scenarios for evaluating the performance of the NRI
The performance of the NRI has been criticized for inconsistency when changes are made to the risk cutoffs. While previous investigations have been limited to 2-3 risk categories, we investigate more cutoffs, as is often seen in practice (8, 9, 12) . We investigated the impact of increasing the number of cutoffs in 2 ways. First, we added additional evenly spaced categories to the upper end of the standard risk cutoffs until the interval of risk from 0%-100% was covered entirely by categories of size 2.5%. We compared these values with the continuous NRI. Second, we maintained the upper limit of 10% as the highest risk boundary and increased the number of categories (i.e., decreased the length of each category within the range). We compared this with a modified continuous NRI in which all subjects with greater than 10% risk were treated as if their risk was 10%, in order to limit the continuous NRI to the same range considered for the categorical risk cutoffs in this method.
We also examined how the NRI changes in response to the location of risk cutoffs. In the context of cardiovascular risk prediction, the standard (adapted to 5-year risk) NRI is based on 4 evenly spaced categories from 0%-10% predicted risk. We adjusted the upper limit of the range of risk from 10% in increments of 2.5%, evenly spacing 4 categories across the new range. Additionally, we addressed the impact of altering a single category in the standard clinical cutoffs. One at a time, we divided each of the categories in half to be 2 risk categories of length 1.25% while the other categories were maintained at the standard 2.5% length. Figures displaying the location of risk category cutoffs used in assessment of the NRI under the described scenarios are displayed in Web Appendix 3.
Finally, we assessed the impact of increasing the number of categories on the percentile-based NRI. We cut the estimated risk distributions into a varying number of categories based on evenly spaced quantiles and considered the impact on the NRI. We compared the impact of variations in the number of categories on the NRI when absolute risks versus percentiles were used to form risk categories.
RESULTS
Risk predictions, model calibration, and conventional NRI
On average, the original FRS predicted higher cardiovascular risk (median, 0.0322) than the other models (original PCE median, 0.0126; refitted FRS median, 0.0163; refitted PCE median, 0.0160). Distributions of risk predictions for all 4 models are displayed in Figure 1 . The original FRS model was substantially miscalibrated (calibration statistic: 453.2) due to consistent overestimation of risk. The original PCE model was somewhat miscalibrated (calibration statistic: 43.7). The refitted FRS and refitted PCE models were both relatively well calibrated (refitted FRS calibration statistic: 9.3; refitted PCE calibration statistic: 17.4). All calibration statistics refer to an approximate χ 2 distribution with 8 degrees of freedom. C-index values indicated similar discrimination across models (original FRS: 0.742, refitted FRS: 0.748, original PCE: 0.747, refitted PCE: 0.746).
The categorical NRI estimates under the standard 5-year risk categories are displayed in Web Table 2 . The confidence interval for the overall NRI crosses zero for some comparisons, which indicates little difference in the discriminative ability of the 2 models. Where significant, the NRI statistic suggests that the original FRS model better discriminates cardiovascular risk than do the refitted FRS model and the original PCE model. Table 1 summarizes the result of increasing the number of categories by adding additional 2.5% risk categories to the upper end of the risk cutoffs. For most model comparisons, the magnitude of the NRI increased substantially with the number of risk categories. For the comparison of refitted FRS versus original FRS, adding 1 additional category more than doubled the magnitude of the NRI. We observed a similar pattern for the comparison between the original PCE and the original FRS, both largely due to changes in event reclassification. We observed changes of a smaller magnitude when comparing the refitted PCE with the original PCE and insignificant changes when comparing the refitted PCE with the refitted FRS, where both models are well calibrated. The original FRS as calculated here was most likely to classify a patient's cardiovascular risk above 10%, so adding additional categories increases event reclassification in that range more than for other models. Across all model comparisons, the continuous NRI value was quite different and often the opposite sign from the categorical NRI with many categories.
Sensitivity of the NRI to the number of risk categories
Results of increasing the number of categories by maintaining an upper limit for the highest cutoff at 10% and shrinking the size of the categories within that range are displayed in Figure 3 and Web Table 3 . Comparing the refitted FRS to the original FRS, the NRI steadily increases as the number of categories increases, from −0.042 for the 5-category NRI to 0.233 when the 10% range is covered by categories of size 0.1%. Importantly, 95% confidence intervals for both values exclude zero, indicating that depending on the number of "internal" categories, we would draw different conclusions on the discriminative ability of the models. As the number of risk categories increases, the results contradict both the finding with fewer risk categories and the results in Table 1 , where categories were increased using a different method. We compared the categorical NRI with a modified continuous NRI; as the number of categories increased, the categorical NRI approached the modified continuous NRI.
Varying range of risk categories
We also examined changes to the NRI when the number of categories remains constant while the range of the risk cutoffs is changed. The results of these changes are displayed in Figure 4 and Web Table 4 . When the range of the risk categories was decreased from the standard 10%, the NRI indicated that the refitted FRS model better discriminated compared with the original FRS model. However, if the range of risk was increased, the opposite interpretation was observed. Increasing the range of risk cutoffs from 10% to 12.5%, a relatively small shift, caused large changes in the NRI. Model comparisons that included the a Indicates use of standard categories: 0%-2.5%, 2.5%-5%, 5%-7.5%, 7.5%-10%, and 10%-100%.
original FRS, the most miscalibrated model, yielded the largest shifts in the NRI.
Minor changes to categories
We assessed the impact of minor changes to the risk categories on the NRI by individually cutting each of the standard categories in half while keeping the rest of the categories standard ( Table 2 ). The original NRI value comparing the refitted and original FRS was −0.042; after cutting the first category in half, the NRI jumped to 0.115. Less substantial changes were seen when changes were made to other categories, likely due to the lower number of subjects that fall into those risk categories. Similar changes were seen comparing the refitted PCE and original FRS with the original PCE.
Percentile-based NRI
A comparison of changes in the original NRI and the percentile NRI as the number of categories increases is displayed in Table 3 . Using percentiles of risk distribution as opposed to absolute risk cutoffs led to more stable NRI predictions as the number of categories increased. In addition, the NRI was generally smaller than the standard NRI calculated using absolute risk categories. When comparing the refitted PCE and the refitted FRS, both wellcalibrated models, changes were relatively small and none were statistically significant, as indicated by the confidence intervals. This leads to the interpretation that the 2 models are equally good at ranking the risk of patients.
Additional categories were also added to the percentile-based NRI in the 85%-100% range, focusing on NRI performance in assessing reclassification in the riskiest 15% of patients. The increase in number of categories in the riskiest 15% led to overall small changes in the NRI, indicating that there was not a large increase in reclassification for high-risk patients as compared with the overall subject group. Results are displayed in Web Appendix 5.
DISCUSSION
Our results showed that the categorical NRI has serious shortcomings for comparing nonnested risk-prediction models. The NRI is highly sensitive to changes in the number of risk categories and the location of risk categories with respect to the absolute risk distribution. As a result, small changes in how risk is categorized can lead to opposing, statistically significant conclusions about which risk model is better at discrimination. The results of the continuous NRI often contradict those of the categorical NRI, adding doubt to the use of either. In addition, because the magnitude of the NRI does not directly correspond to a clinical scale, the degree of impact of the results can be difficult to assess.
Our results indicated that criticisms of the NRI in a nested context also apply to nonnested models. Mihaescu et al. (8) demonstrated that the NRI is sensitive to changes in the choice of risk cutoff when there are only 2 risk categories. The fact that the NRI gives different results when a single risk cutoff is varied is neither surprising nor inherently a bad feature. The predictive ability of a model may vary over the range of possible predictions, and the discriminative ability of a model may change as our definition of "high risk" changes. Our analysis more comprehensively assessed the impact of changing risk cutoffs in settings where multiple categories are used, a more realistic scenario in practice. The results indicated that even minor modification to one of multiple "internal" categories can alter the value of the NRI drastically. When at least 1 model was miscalibrated, as was the case for the original FRS model in our analysis, we found that changes to the cutoffs caused more extreme changes to the NRI. In addition, we found that when comparing the miscalibrated original FRS with the refitted FRS, the NRI yielded results indicating better performance by the original FRS, a concerning result given that after internal validation we expected the model performance to improve. Pepe et al. (11) have previously shown that in theoretical situations, large values of the NRI can be due in part to overfitting caused by poorly fitting risk models. We demonstrate here that similar outcomes are seen using realworld data; poorly fitting risk models can cause dramatic variation in values of the NRI. This is particularly relevant in the context of cardiovascular health, as several risk-prediction models have been shown to be systematically miscalibrated (25, 26) .
The continuous NRI yielded results inconsistent with the categorical NRI; the 2 metrics often reported the opposite conclusion. By changing the number of categories used for the NRI in 2 different ways, we demonstrated that the categorical NRI approaches the continuous NRI as expected when the size of the categories is gradually decreased. In models with miscalibration, this occurs more rapidly. This supports previous research indicating that the continuous NRI may not be a good choice for analysis when models are miscalibrated (13) .
We proposed the use of percentiles of the estimated risk distributions instead of absolute risk values to determine categories for use in calculating the NRI. The use of percentiles led to more stable NRI estimates that were much less sensitive to variation in the number of risk categories, even for comparisons As demonstrated by our results, this is particularly applicable for miscalibrated models that may have skewed estimated risk distributions. Additional categories were also added in the 15% of patients with the highest CVD risk, a group medical professions may be especially concerned with; reclassification was found to be minimal for all models. It is important to note that accurate assessment of cardiovascular risk in intermediate-risk patients is especially important from both the population health and preventive medicine perspectives.
We assessed the performance of the time-to-event NRI in the specific context of comparing cardiovascular risk-prediction models using electronic health data. However, based on previous research and the wide variety of scenarios we considered, we believe that similar results would be found for the "classical" NRI with fully observed outcomes and when applying the NRI to risk prediction in a different clinical context. The time frame of our data limits us to studying a 5-year risk prediction, compared with the typical 10-year risk prediction.
The behavior of the NRI is often unstable in certain circumstances, and it should not be used as the sole tool for evaluation of model discrimination. In addition, it is important that model discrimination be assessed in conjunction with model calibration. When used with clinically relevant categories, the results of the NRI can be a valuable addition to analysis, consistent with prior recommendations (27) . However, in many medical contexts, when a moderate number of risk categories (5 or more) is used, it is unlikely that each cutoff is clinically actionable. We have shown that even small changes to these internal cutoffs can lead to large differences in the NRI, indicating that the NRI should be used with caution. In these scenarios, the percentilebased NRI offers improved stability across differing choice in categories. In addition, because the percentile-based NRI is invariant to monotone transformations, it is a valuable tool in assessing discrimination when one or more models are miscalibrated. The percentile-based NRI should, therefore, be used in situations where 2 competing models predict slightly different health outcomes (as seen in the FRS and PCE). The percentilebased NRI illustrates the relative ability of 2 models to rank patient risk. The percentile-based NRI offers the same benefits in interpreting the relative discriminative ability between 2 models as the standard NRI, with improved stability in situations that are common when working in real-world situations.
