Abstract. In this paper we are concerned with the fractional Schrödinger equation
Introduction
In this paper we consider the following fractional Schrödinger equation
where α ∈ (0, 1), N > 2α, (−∆) α stands for the fractional Laplacian, f ∈ C(R N × R, R) and the potential V ∈ C(R N , R). When α = 1, (1.1) becomes the classical Schrödinger equation
There has been a great deal of works dealing with the equation (1.2). In particular, Szulkin and Weth [22] studied the ground state solutions and the infinitely many solutions if f (x, u) is odd in u for the strong indefinite case. In their paper, the nonlinear term f satisfies the following assumption:
|u| is strictly increasing on (−∞, 0) and on (0, ∞). They sought the ground states on the generalized Nehari manifold [15] M := {u ∈ E\E − : Φ ′ (u)u = 0 and Φ ′ (u)v = 0 for all v ∈ E − }, where H 1 (R N ) := E = E + ⊕ E − corresponds to the spectral decomposition of − △ +V with respect to the positive and negative part of the spectrum and
F (x, u) = u 0 f (x, s)ds. Because of the assumption (F ′ 4 ), for any u ∈ E\E − , the set M intersectsÊ(u) := E − ⊕ R + u = E − ⊕ R + u + in exactly one pointm(u) which is the unique global maximum point of Φ |Ê (u) , the uniqueness ofm(u) enables one to define a continuous map u →m(u), which is important in the remaining proof. If (F ′ 4 ) is replaced by the weaker condition as follows (
|u| is nondecreasing on (−∞, 0) and on (0, ∞), then M ∩Ê(u) may be a finite line segment that an example can be seen in [25] , so the argument in [22] collapses. To solve this problem, in [10] , by applying linking methods and showing the boundedness of all Cerami sequences for Φ, Liu obtained the ground states. After that, via a non-smooth method, Pavia, Kryszewski and Szulkin in [16] gave the ground state solutions and the infinitely many solutions if f (x, u) is odd in u, and the result in [10] is an easy consequence of the approach in [16] . Motivated by [16] , in this paper we will generalize their results to the fractional Schrödinger equations when V and f are 1-periodic in x 1 , . . ., x N . Since our problem is nonlocal, it is the more difficult and complicated. Moreover, for the coercive potential case, the bounded potential well case, the V and f are asymptotically periodic in x case, we also give the existence of ground states of problem (1.2) via the variational methods [23] .
In recent years, the study of the various nonlinear equations or systems involving fractional Laplacian has received considerable attention. These problems mainly arise in fractional quantum mechanics [8, 9] , physics and chemistry [11] , obstacle problems [20] , optimization and finance [6] and so on. In the remarkable work of Caffarelli and Silvestre [2] , the authors express this nonlocal operator (−∆) s as a Dirichlet-Neumann map for a certain elliptic boundary value problem with local differential operators defined on the upper half space. This technique is a valid tool to deal with the equations involving fractional operators in the respects of regularity and variational methods. For more results on the fractional differential equations, we refer to [1, 5, 12, 13, 18, 19] . Recently, in [24] , under the assumption (F ′ 4 ) and using Andrzej and Weth's method [22] , the authors show the existence of infinitely many solutions of problem (1.2) when V and f are periodic in x 1 , . . . , x N , f (x, u) is odd in u. Moveover, when V and f are asymptotically periodic in x, they give the ground state solutions. If (F ′ 4 ) is replaced by (F 4 ), the argument in [24] does not work, we will deal with this problem and improve their results.
From now on, we always assume that inf x∈R N V (x) > 0. Besides of the assumption (F 4 ), f also satisfies the following assumptions:
Now let us state the main results of this paper. Let * denote the action of Z N on H α (R N ) given by
If V and f is 1-periodic in x 1 , . . . , x N and u 0 is a solution of problem (1.1), then so is 
Let F be the class of functions h ∈ L ∞ (R N ) such that for every ǫ > 0, the set {x ∈ R N : |h(x)| ≥ ǫ} has finite Lebesgue measure. Theorem 1.5. Besides of (F 1 ) − (F 4 ), V and f also satisfies the following assumptions:
is nondecreasing on (−∞, 0) and on (0, ∞). Then problem (1.1) has a ground state solution.
The rest of the paper is organized as follows. In Section 2, we present some necessary preliminary knowledge. In Section 3 we prove Theorem 1.1 and Theorem 1.2. In Section 4 we prove Theorem 1.3. In Section 5 Theorem 1.4 is proved and in the final section we prove Theorem 1.5.
Notation. C, C 1 , C 2 etc. will denote positive constants whose exact values are inessential.
. , . is the inner product in the Hilbert space E.
Preliminaries
For any α ∈ (0, 1), the fractional Laplacian (−∆) α u of a function u : R N → R, with sufficient decay, is defined by
where F denotes the Fourier transform, that is,
for function φ in the Schwartz class. (−∆) α u can also be computed by the following singular integral:
|x − y| N +2α dy, here P.V. is the principal value and c N,α ia a normalization constant.
endowed with the norm
where the term
is the so-called Gagliardo semi-norm of u.
For the basic properties of the fractional Sobolev space H α (R N ), we refer to [7, 18, 19] .
Proposition 2.1 ( [7, 19] ). Let 0 < α < 1 such that 2α < N . Then there exists a constant
, and is locally compact whenever q ∈ [2, 2 * α ). 
where
Let E be the Hilbert subspace of u ∈ H α (R N ) under the norm
It is clear that this norm is equivalent to (
The energy functional J on E associated with problem (1.1) is
Under the assumptions (F 1 ) − (F 2 ), J ∈ C 1 (E, R) and its critical points are solutions of problem (1.1). Define Nehari manifold associated to the functional J,
It is easy to know that N is closed and if u is a nontrivial critical point of J, then u ∈ N .
3. Proofs of Theorem 1.1 and Theorem 1.2
First, by (F 1 ) and (F 2 ), for any ǫ > 0 there exists C ǫ > 0 such that
for all x ∈ R N and u ∈ R.
It is also easy to see from (F 3 ) that f (x, tu) = 0 if u = 0 and t > 0 large enough. Moreover, for any u = 0, by (F 2 ) and (F 4 ), one has
(ii) There exists
Proof. (i) Let u ∈ E \ {0} be fixed and define the function g(t) := J(tu) on [0, ∞). By (3.1) and Proposition 2.1, for ǫ small enough we obtain that
Since u = 0 and 2 < p < 2 * α , g(t) > 0 whenever t > 0 is small enough. On the other hand, sicne u(x) = 0, |tu(x)| → ∞ as t → +∞. By (F 3 ), we have
which yields that g(t) → −∞ as t → ∞. Therefore max t≥0 g(t) is achieved at some t u = t(u) > 0, and
(ii) For any ω ∈ N , by (3.1), we have
(iii) For any ω ∈ N , for ǫ small, we have
Combing (3.3) and (3.4), we have
(iv) According to (3.1), if u ≤ 1 and ǫ small, we have
Since p > 2, inf u∈Sρ J(u) > 0 if u = ρ and ρ small enough. Moreover, according to (i) and (ii), for every ω ∈ N , there exists t > 0, such that tω ∈ S ρ and J(ω) ≥ J(sω), so c := inf
(v)Without loss of generality, we may assume that u = 1 for every u ∈ V. Arguing by contraction, suppose that there exist {u n } ⊂ V and t n u n ∈ R + u n , n ∈ N such that J(t n u n ) ≥ 0 for all n ∈ N and t n → ∞ as n → ∞. Up to a subsequence, we may assume that u n → u ∈ S := {u ∈ E : u = 1}. It is clear that
By (F 3 ) and Fatou's lemma, one has
this yields a contradiction.
(vi) Arguing by contraction, suppose there exists a sequence {ω n } ⊂ N such that
this yields a contraction if s > √ 2d. So there exists δ > 0 such that
Since J is invariant under translations of the form u → u(· − k) with k ∈ Z N , we may assume that {y n } is bounded in R N . By (3.6) and Fatou's lemma, we have v = 0. Moreover, by (iv) and (F 3 ), we obtain
This yields a contradiction. Thus, J is coercive on N .
Remark 3.2. In the proof of Lemma 3.1(iv), to show that v = 0, we use the assumption f and V are 1-periodic in x 1 , . . . , x N . So for the coercive potential case, the bounded potential well case and the V and f are asymptotically periodic in x case, we need to adapt the proof.
In virtue of Lemma 3.1 (iii), for any u ∈ E \ {0}, there exist ω ∈ N and 0
where m : E \ {0} → E is a multiplevalued map. Define
This is a single-valued map since J is constant on R + u ∩ N . If (F ′ 4 ) holds instead of (F 4 ), by the same proof as in [22] , for any u ∈ E \ {0}, there exists a unique positive number t > 0 such that J(tu) = max t>0 J(tu), so Ψ ∈ C 1 (E \ {0}, R). But under our assumptions, u → m(u) may not be single value, thus Ψ may not be C 1 in E \ {0} and the critical points theory for smooth functionals does not work, we need the nonsmooth methods in [4] . Proof. If u 0 ∈ E \ {0}, then there exist a neighborhood U ⊂ E \ {0} of u 0 and R > 0 such that J(ω) ≤ 0 for all u ∈ U and ω ∈ R + u, ω ≥ R. Arguing by contraction, suppose that there exist sequence {u n }, {ω n } such that u n → u 0 , ω n ∈ R + u n , J(ω n ) > 0 and ω n → ∞. Since u 0 , u 1 , u 2 , . . . is a compact subset, by Lemma 3.1(v), we have J(ω) ≤ 0 for some R > 0 and all ω ∈ R + u n , n = 0, 1, 2, . . ., ω ≥ R, this is a contraction. Let t 1 u 1 ∈ m(u 1 ), t 2 u 2 ∈ m(u 2 ), where u 1 , u 2 ∈ U , then m(u 1 ) , m(u 2 ) ≤ R. By the maximality property of m(u) and the mean value theorem,
where C depends on R but independs on the particular choice of in m(u 1 ), m(u 2 ). Similarly the above inequality, we also have
This completes the proof.
For each v ∈ E, the generalized directional derivative Ψ • (u; v) in the direction v is defined by
The function v → Ψ • (u; v) is subadditive and positively homogeneous, and then is convex. The generalized gradient of Ψ at u, denoted ∂ Ψ(u), is defined to be subdifferential of the convex function Ψ • (u; v) at θ, that is, ω ∈ ∂ Ψ(u) ⊂ E if and only if for all v ∈ E,
we call u is a critical point of Ψ. We call a sequence {u n } is a Palais-Smale sequence for Ψ(PS-sequence for short) if Ψ(u n ) is bounded and there exist ω n ∈ ∂ Ψ(u n ) such that ω n → 0. The functional Ψ satisfies the PS-condition if each PS-sequence has a convergent subsequence. We shall use some notations S := {u ∈ E : u = 1}, T u S := {v ∈ E : u, v = 0}, Ψ = Ψ | S , 
for t > 0 and h small enough. Thus Ψ • (u; su) = 0 for all s ∈ R. Let s u > 0 such that s u u ∈ m(u), by the maximizing property of m(u) and the mean value theorem,
where t > 0 and θ ∈ (0, 1). Since N is bounded away from 0 and J is coercive on N , thus s u+h+tv is bounded. Letting h → 0 and t ↓ 0 via subsequences, we have
where s n := s u+hn+tnv → s > 0. Moreover, since N is closed and
so su ∈ N . From Lemma 3.1(iii), it is possible that R + u ∩ N is a line segment, not a point, hence s may be different for different v. We set s 1 , s 2 correspond to v 1 and v 2 , by Lemma 3.1(iii), we have s 1 u = τ (s 2 u) and J ′ (s 1 u)v = τ J ′ (s 2 u)v for some τ > 0. From this and (3.7), for y ∈ ∂Ψ(u), one has
where τ is bounded and bounded away from 0(by constants independent of v). It follows that u is a critical point of Ψ if and only if m(u) consists of critical points of J.
(ii)We take y n ∈ ∂Ψ(u n ) and ω n ∈ m(u n ). Since J is coercive on N and J(m(u n )) is bounded, the sequence {m(u n )} is bounded. As in (3.8), we have
where τ n is bounded and bounded away from 0 because so is m(u n ). We complete the proof.
Remark 3.5.
(1) Because of Ψ • (u; su) = 0 for all s ∈ R, so ∂Ψ(u) ⊂ T u S.
(2) If ω n ∈ m(u n ) is a PS-sequence of J, then so is any sequence ω ′ n ∈ m(u n ).
The pseudo-gradient vector field H : S \ K → T S for Ψ be very important. For u ∈ S, we define Because ∂Ψ(u) is a closed and convex set, from [16] , it follows that γ in (2.1) exists and is unique, so we have
By [3] , the map u → ∂ − Ψ(u) is lower semicontinuous but not continuous in general. To regularize ∂ − Ψ(u) , the function µ be introduced. Proof. Let u, v, β ∈ S, by the definition of µ, we have
Similarity, we have
Hence µ is Lipschitz continuous and is also continuous. Since 0 ≤ µ(u) ≤ ∂ − Ψ(β) , it is easy to see that µ(u) = 0 if u ∈ K. Now suppose µ(u) = 0. In virtue of the definition of µ(u), there exist β n ⊂ S such that ∂ − Ψ(β n ) → 0 and β n → u. Moreover, by the map u → ∂ − Ψ(u) is lower semicontinuous, so u ∈ K.
Proposition 3.7. There exists a locally Lipschitz continuous vector field
H : S \ K → T S with H(u) ≤ 1 and inf{ γ, H(u) : γ ∈ ∂Ψ(u)} > 1 2 µ(u) for all u ∈ S \ K. If J is
even, then H may be chosen to be odd.
This follows by an easy inspection of the proof of Proposition 2.10 in [16] . 
(iv). By
Ekeland's variational principle, there is a sequence {u n } ⊂ S such that Ψ(u n ) → c and
For a given v ∈ T un S, let z n (t) = un+tv un+tv . It is clear that u n + tv − 1 = O(t 2 ) as t → 0 and Ψ(u n + tv) = Ψ(z n (t)). From (3.11), we have
Since J is coercive on N , {m(u n )} is bounded. Moreover, by (3.9), one has
where ω n ∈ m(u n ) ⊂ N and τ n is bounded and bounded away from 0. Since for any v ∈ Rω n , J ′ (ω n )v = 0, {ω n } is a bounded PS-sequence of J. Up to a subsequence,
, then R N F (x, ω n )dx → 0 and R N f (x, ω n )ω n dx → 0 as n → ∞, this implies that ω n → 0 as n → ∞ and this contradicts with Lemma 3.1(ii), so ω n → 0 in L p (R N ), by Proposition 2.2, for some R > 0 and δ > 0, there exist {y n } such that
Since J and N are invariant under translations of the form ω → ω(· − k) with k ∈ Z N , we may assume that {y n } is bounded in R N . By Fatou's lemma, we know that u = 0. Now we show that u is a ground state solution. By (3.2) and Fatou's lemma
The proof is completed. Noting that the conclusion of Theorem 1.1 holds for the functional
So we get a ground state solution u of the equation
Using u − := min{u, 0} as a test function in above equation, and integrating by parts, we obtain
But we know that
Thus u − = 0 and u ≥ 0 is a ground state solution of problem (1.1).
Now we assume that f (x, u) is odd in u. To prove the existence of infinitely many geometrically distinct solutions, we assume the contrary. Since for each [s ω , t ω ]ω ⊂ N there corresponds a unique point u ∈ S. Assume that F is a finite set and choose a subset F of K such that −F = F and each orbit O(ω) has a unique representative in F. The proofs of the above two lemmas are similar with Lemma 2.11 and Lemma 2.13 in [22] , so we omit it here. where G := {(t, w) : w ∈ S \ K, T − (w) < t < T + (w)} and (T − (w), T + (w)) is the maximal existence time for the trajectory t → η(t, w) which passing through ω at t = 0. Note that η is odd in w because H is and t → Ψ(η(t, w)) is strictly decreasing by the properties of a pseudogradient.
Lemma 3.12. For each ω ∈ S \ K, lim t→T + (ω) η(t, ω) exists and is a critical point of J.
Proof. If T + (ω) < ∞ and let 0 ≤ s < t < T + (ω). Then
Hence the limit exits and if it is not a critical point, then η(·, w) can be continued for t > T + (ω). Assume T + (ω) = ∞. It suffices to prove that for each ǫ > 0 there exists t ǫ > 0 such that η(t ǫ , ω) − η(t, w) < ǫ for any t ≥ t ǫ . Argument by contradiction, we can find ǫ ∈ (0,
2 ) and {t n } ⊂ R + with t n → +∞ and η(t n , ω) − η(t n+1 , w) = ǫ for all n ≥ 1. Choose the smallest t 1 n ∈ (t n , t n+1 ) such that η(t n , ω) − η(t 1 n , w) = ǫ 3 and let κ n := min{z(η(s, ω)) : s ∈ [t n , t 1 n ]}. By the continuity of µ, Proposition 3.6 and Proposition 7.1.1(viii) in [3] , we have
, it contradicts with Lemma 3.11. The proof is completed.
Let P ⊂ S, δ > 0 and define U δ (P ) := {w ∈ S : dist(w, P ) < δ}. 
Proof. Since we assume that F is a finite set, so (1) holds for ǫ > 0 small enough. Without loss of generality, we assume that U δ (K d ) ⊂ J d+1 and δ < ρ(d + 1). In order to find ǫ > 0 such that (2) holds, we let
and claim that τ > 0. Argument by contradiction. Assume that there exits a sequence
According to the definition of µ, there exists a PS-sequence {ω 1 n } of Ψ such that ω 1 n −v 1 n → 0 as n → ∞. Using this limit, the finiteness assumption of F and the Z N -invariance of Ψ, we may assume that
this contradicts with Lemma 3.11.Hence τ is positive. Choose ǫ < δτ 4 such that (1) holds. By Lemma 3.12 and (1), the only way (2) can fail is that η(t, w) →ω ∈ K d as t → T + (ω) for some w ∈ Ψ d+ǫ \ U δ (K d ). In this case we let Recall that the definition of the Krasnoselskii genus γ(A), for A ⊂ Σ in [21] . Define
Thus c k are those numbers at which the set Ψ d change genus and it is easy to see that c k ≤ c k+1 . We claim:
To prove this, let k ≥ 1 and set d := c k . By Lemma 3.10, K d is either empty or a discrete set, hence γ(K d ) = 0 or 1. By the continuity property of the genus, there exists δ > 0 such that γ(U ) = γ(K d ), where U := U δ (K d ) and δ < κ 2 . For such δ, choose ǫ > 0 so that the conclusions of Lemma 3.13 hold. Then for each w ∈ Ψ d+ǫ \ U there exists t ∈ [0, T + (w)) such that Ψ(η(t, w)) ≤ d − ǫ. Let e = e(w) be the infimum of the time for which Ψ(η(t, w)) ≤ d − ǫ. Since d − ǫ is not a critical value of Ψ, it is easy to see by the Implicit Function Theorem that e is a continuous mapping and since Ψ is even, e(−w) = e(w). Define a mapping h : Ψ d+ǫ \ U → Ψ d+ǫ by setting h(w) := η(e(w), w). Then h is odd and continuous, so it follows from the properties of the genus and the definition of c k that
Since this is impossible, we must have c k ≤ c k+1 and K c k = ∅ for all k ≥ 1. Hence, the proof is finished.
Proof of Theorem 1.3
In this section, we assume that V (x) is coercive, that is, V (x) → +∞ as |x| → ∞. To prove Theorem 1.3, we need to adapt the proof of Theorem 1.1. The main difference between them is how to show that the solution is nontrivial. From section 3, we know that Lemma 3.1 is very important. By a simple observation, in addition to Lemma 3.1(vi), the proof of other results in Lemma 3.1 are the same as the coercive potential case. Proof. Arguing by contraction, suppose there exists a sequence {ω n } ⊂ N such that ω n → ∞ and
This yields a contradiction.
Proof of Theorem 1.3. Similar with the proof of Theorem 1.1, there exists a bounded PS-sequence {ω n } of J. Up to a subsequence, ω n ⇀ u, ω n → u in L p (R N ) and ω n → u in a.e. x ∈ R N . If u = 0, then R N F (x, ω n )dx → 0 and R N f (x, ω n )ω n dx → 0 as n → ∞, this implies that ω n → 0 as n → ∞ and this contradicts with ω bounded away from 0, for any ω ∈ N , so u = 0 is a nontrivial solution. Moreover, by Fatou's lemma and (3.2), it is easy to know that u is a ground state solution.
Proof of Theorem 1.4
We assume that inf x∈R N V (x) ≤ V (x) < lim |x|→∞ V (x) = sup x∈R N V (x) < +∞ and f (x, u) = f (u) hold in this section. As in Section 4, except for the proof of Lemma 3.1(vi), others are the same. Now we give its proof in the bounded potential well case.
Proof. Arguing by contraction, suppose there exists a sequence {ω n } ⊂ N such that ω n → ∞ and
e. x ∈ R N , up to a subsequence. For some R > 0, choose y n ∈ R N satisfy
Similar with the proof of Lemma 3.1(v), we may prove that there exists δ > 0 such that
loc (R N ), and v n → v in a.e. x ∈ R N . In virtue of (5.1), we have v = 0. By (F 3 ) we obtain that
This is a contradiction. we complete the proof.
We shall need a limiting problem
The energy functional corresponding to it is
be the Nehari manifold for J ∞ . Since V ∞ be constant and f independs on x, there exists a solution u ∞ = 0 for minimizes J ∞ on N ∞ by Theorem 1.1.
(ii) Because J is coercive on N , {u n } is bounded. Up to a subsequence, u n ⇀ u in E, u n (x) → u(x) a.e. x ∈ R N . By Fatou's lemma,
So J(u) ≤ d and it remains to show that u = 0. Arguing indirectly, suppose u = 0. Since
Using the Hölder and the Sobolev inequalities and taking v with v = 1, we obtain
As the right-hand side tends to 0 uniformly in v = 1, J ′ (u n ) − J ′ ∞ (u n ) → 0 and hence J ′ ∞ (u n ) → 0. So
and if u n p → 0, then u n → 0 in E which is impossible because J(u n ) → d > 0. Hence by Proposition 2.2, for some R > 0, there are (y n ) ⊂ R N and δ > 0 such that
Let v n (x) := u n (x + y n ). Since J ∞ is invariant with respect to translations by elements of R N , J ∞ (v n ) → d and J ′ ∞ (v n ) → 0. Moreover, Now we seek the ground state solutions of problem (1.1) when V and f are asymptotically periodic in x. Firstly, by a simple observation, Lemma 3.1 holds under assumptions (V 1 ) and (F 1 ) − (F 4 ). Moreover, to prove Theorem 1.5, we need some lemmas.
Lemma 6.1. Assume (V 1 ) and (F 1 ) − (F 5 ) hold. Then J(u) ≤ J p (u), for all u ∈ E.
It follows an easy inspection.
Lemma 6.2. Assume (V 1 ) and (F 5 )(ii) hold. Assume that {u n } ⊂ E satisfies u n ⇀ 0 and ϕ n ∈ E is bounded. Then R N (V (x) − V p (x))u n ϕ n dx → 0, (6.1)
For the proof of this lemma one may refer to [24] , so we omit it.
Proof of Theorem 1.5. As the same in the proof of Theorem 1.1, there exists a bounded PS-sequence {ω n } ⊂ m(u n ) satisfies J(ω n ) → c and J ′ (ω n ) → 0. Up to a subsequence, ω n ⇀ u in E, ω n → u in L 2 loc (R N ), and ω n → u a.e. on x ∈ R N . If u = 0, u is a ground state solution of problem (1.1) and the proof is completed. Now we show that u = 0. Arguing by contradiction, if ω n → 0 in L p (R N ), then R N F (x, ω n )dx → and R N f (x, ω n )ω n dx → 0 as n → ∞, this implies that ω n → 0 as n → ∞ and this contradicts with Lemma. If ω n → 0 in L p (R N ), by Proposition 2.2, for some R > 0 and δ > 0, there exist y n such that Without loss of generality, we assume that y n ∈ Z N . Settingω n (x) = ω n (x − y n ), up to a subsequence, we haveω n ⇀ū in E,ω n →ū in L 2 loc (R N ), andω n →ū a.e. on x ∈ R N . By Fatou's lemma and (6.4),ū = 0. For any ϕ ∈ E, set ϕ n (·) = ϕ(· − y n ), by (6.1) and (6.2) in Lemma 6.2 , we may obtain J ′ (ω n ), ϕ n − J ′ p (ω n ), ϕ n → 0. Since J ′ (ω n ) → 0 and ϕ n = ϕ , J ′ (ω n ), ϕ n → 0, so we have J ′ p (ω n ), ϕ n → 0. Because V p and f p are 1-periodic in and y n ∈ Z N , one has J ′ p (ω n ), ϕ n = J ′ p (ω n ), ϕ . Since ϕ is arbitrary, J ′ p (ω n ) → 0 in E as n → ∞. Since J ′ p is weakly sequently continuous by, we have J ′ p (ū) = 0.
