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Maxwell-Ju¨ttner distribution for rigidly-rotating flows in spherically symmetric
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We consider rigidly rotating states in thermal equilibrium on static spherically symmetric space-
times. Using the Maxwell-Ju¨ttner equilibrium distribution function, constructed as a solution of the
relativistic Boltzmann equation, the equilibrium particle flow four-vector, stress-energy tensor and
the transport coefficients in the Marle model are computed. Their properties are discussed in view
of the topology of the speed-of-light surface induced by the rotation for two classes of spacetimes:
maximally symmetric (Minkowski, de Sitter and anti-de Sitter) and Reissner-Nordstro¨m black-hole
spacetimes. To facilitate our analysis, we employ a non-holonomic comoving tetrad field, obtained
unambiguously by applying a Lorentz boost on a fixed background tetrad.
PACS numbers: 05.20.Dd, 47.75.+f
I. INTRODUCTION
Due to their simplicity, rigidly rotating systems in ther-
mal equilibrium represent attractive toy-models which
can be used to gain insight on the physical features of
more complex systems or geometries which exhibit rota-
tion (e.g. rotating Kerr black holes). Such systems can
be interesting also from a quantum field theory point of
view, where the definition of vacuum states or states at
finite temperature is still an open field (for some recent
results, see Ref. [1] and references therein).
On Minkowski spacetime, such systems were studied
using both kinetic theory and quantum field theory [2–17]
and the quantum corrections can be obtained analytically
[14, 15, 17]. In this paper, we use the relativistic Boltz-
mann equation to study the equilibrium states and the
transport coefficients of fluids undergoing rigid rotation
on static spherically-symmetric background spacetimes,
as well as to discuss the topology of the speed of light
surface (SOL) which forms due to the rotation.
In order to obtain expressions for the transport co-
efficients, the Marle model is employed for the Boltz-
mann collision integral [18]. To facilitate our analysis,
we employ non-holonomic tetrad fields [19–21] with re-
spect to which the mass shell condition for the momen-
tum four-vector becomes independent of the background
metric, while the calculation of the transport coefficients
becomes identical with that on the Minkowski spacetime
[6]. The tetrad of the comoving frame is obtained by ap-
plying a pure Lorentz boost (i.e. without rotation) on the
tetrad of the background metric [26]. The only degrees of
freedom available in this procedure correspond to choos-
ing the gauge for the fixed tetrad. Our formulation is
sufficiently general to encompass previously studied ex-
amples, such as the Minkowski [17] and Schwarzschild
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[22, 23] spacetimes. We specialize our results to the
cases of maximally symmetric spacetimes (Minkowski,
de Sitter and anti-de Sitter), as well as for the Reissner-
Nordstro¨m spacetime.
In Sec. II, we discuss the tetrad formalism, which we
apply to obtain the transport coefficients in the Marle
model. The construction of the comoving frame for
rigidly rotating flows on spherically symmetric spaces
is presented in Sec. III, while Sec. IV is dedicated to
the discussion of rigidly rotating thermal states on max-
imally symmetric and Reissner-Nordstro¨m spacetimes.
Section V concludes this paper.
II. THE RELATIVISTIC BOLTZMANN
EQUATION
We start this section by presenting in Subsec. II A a
technique for defining the comoving frame with no un-
specified degrees of freedom, which relies on a fixed tetrad
field corresponding to the (arbitrary) background space-
time.
Subsection II B reviews the Boltzmann equation writ-
ten with respect to tetrad fields in conservative form, as
described in Ref. [21]. Details regarding the transition
from the generally covariant Boltzmann equation to the
Boltzmann equation with respect to tetrad fields, as well
as from this latter form to the conservative form of the
Boltzmann equation, are presented in appendices A and
B, respectively.
Subsection II C introduces the Maxwell-Ju¨ttner distri-
bution for local thermodynamic equilibrium, as well as
the conditions that the macroscopic particle number den-
sity, temperature and four-velocity must satisfy in order
for the fluid to be in global thermodynamic equilibrium.
Subsection IID ends this section with a computation of
the transport coefficients arising when the Marle model is
used for the collision integral, which are calculated start-
ing from the Boltzmann equation in conservative form in
a manner analogous to that employed on flat space [6].
2The expressions for the resulting coefficients, defined by
using a covariant generalisation [24] of their flat space-
time definitions, are identical to those obtained in flat
spacetime.
A. Comoving frame
Considering a fixed spacetime having the line element:
ds2 = gµνdx
µdxν , (2.1)
an orthonormal frame {ea˜} can be chosen such that the
metric is locally flat:
gµνe
µ
a˜e
ν
b˜
= ηa˜b˜, (2.2)
where ηa˜b˜ = diag(−1, 1, 1, 1) is the metric of the
Minkowskian model of this spacetime. The tetrad frame
vectors eµa˜ uniquely determine a set of co-vectors (one-
forms) {ωa˜} through [26]:
〈eb˜, ωa˜〉 ≡ ωa˜µeµb˜ = δ
a˜
b˜. (2.3)
The choice of tetrad has 6 degrees of freedom, due to
the invariance of Eq. (2.2) under Lorentz transformation.
However, we consider that the tetrad {ea˜} is fixed in some
predefined gauge, such that it can serve as a reference
tetrad for the future development in this chapter.
A comoving frame is defined as an orthonormal frame
{eαˆ} with respect to which the fluid four-velocity is
uαˆ ≡ uµωαˆµ = (1, 0, 0, 0), (2.4)
where {ωαˆ} are the co-vectors corresponding to the
tetrad vectors {eαˆ}. Eq. (2.4) implies:
eµ
0ˆ
= uµ. (2.5)
Eq. (2.5) reduces the number of degrees of freedom in
Eq. (2.2) to 3. We eliminate these degrees of freedom by
requiring that the comoving frame {eαˆ} is obtained from
the local frame {ea˜} by applying a pure Lorentz boost
La˜αˆ, such that:
eαˆ = ea˜L
a˜
αˆ. (2.6)
The components La˜0ˆ can be obtained by contracting
Eq. (2.5) with ωa˜µ:
La˜0ˆ = u
a˜ ≡ uµωa˜µ. (2.7)
The above equation fixes all three degrees of freedom of
the genuine Lorentz boost La˜αˆ, which can be written as
follows:
La˜αˆ =
u0˜ u˜
uı˜ δı˜ ˜ +
uı˜u˜
u0˜ + 1
 . (2.8)
It can be checked that La˜βˆ is indeed a pseudo-orthogonal
matrix:
ηa˜b˜L
a˜
αˆL
b˜
βˆ = ηαˆβˆ , η
αˆβˆLa˜αˆL
b˜
βˆ = η
a˜b˜, (2.9)
satisfying LT = L [25].
B. Conservative relativistic Boltzmann equation
The relativistic Boltzmann equation with respect to
arbitrary coordinate systems on arbitrary geometries can
be written as:
pµ
∂f
∂xµ
− Γiµνpµpν ∂f
∂pi
= C[f ], (2.10)
where f ≡ f(xµ, pi) is the Boltzmann distribu-
tion function, xµ represent spacetime coordinates and
pµ = (p0, pi) are the components of the particle four-
momentum vector. The time component p0 of the mo-
mentum 4-vector is fixed by the mass-shell condition:
gµνp
µpν = −m2, (2.11)
where gµν are the components of the spacetime metric.
The connection coefficients Γiµν appearing in Eq. (2.10)
have the following expression with respect to a coordinate
frame:
Γλµν =
1
2
gλσ (gσµ,ν + gσν,µ − gµν,σ) , (2.12)
where a comma denotes differentiation with respect to
the coordinates, e.g. gσµ,ν ≡ ∂νgσµ ≡ ∂gσµ∂xν .
The Boltzmann equation (2.10) can be expressed with
respect to the tetrad components of the momentum vec-
tor as follows:
pαˆeµαˆ
∂f
∂xµ
− Γıˆαˆβˆpαˆpβˆ
∂f
∂pıˆ
= C[f ]. (2.13)
For more details on the relation between Eqs. (2.10) and
(2.13), we refer the reader to Appendix A. The connec-
tion coefficients Γγˆ αˆβˆ appearing in Eq. (2.13) can be ob-
tained using:
Γγˆ αˆβˆ = η
γˆρˆ
(
cρˆαˆβˆ + cρˆβˆαˆ − cαˆβˆρˆ
)
, (2.14)
where the Cartan coefficients can be calculated from the
commutators of the tetrad vectors [26]:
cαˆβˆ
γˆ = 〈[eαˆ, eβˆ], ωγˆ〉 . (2.15)
In order to derive transport equations for macroscopic
quantities, we follow Ref. [21] and express Eq. (2.13) in
conservative form:
1√−g∂µ
(√−gpαˆeµαˆf)− p0ˆ ∂∂pıˆ
(
Γıˆαˆβˆ
pαˆpβˆ
p0ˆ
f
)
= C[f ].
(2.16)
For completeness, we provide the details of the deriva-
tion of the transition from Eq. (2.13) to Eq. (2.16) in
Appendix B. The form (2.16) of the Boltzmann equa-
tion is particularly convenient from a numerical point of
view, being directly amenable to finite-element or finite-
volume numerical methods. Furthermore, Eq. (2.16) can
3be used to easily derive transport equations for the mo-
ments M αˆ1...αˆn+1 of f :
∇αˆn+1T αˆ1αˆ2...αˆnαˆn+1 =
∫
d3p
p0ˆ
C[f ]pαˆ1 . . . pαˆn , (2.17)
where
T αˆ1αˆ2...αˆnαˆn+1 ≡
∫
d3p
p0ˆ
f pαˆ1 . . . pαˆnpαˆn+1 . (2.18)
In particular, the conservation equation for the particle
four-flow Nα ≡ T αˆ and stress-energy tensor T αˆβˆ can be
obtained from Eq. (2.17) for n = 0 and n = 1:
∇αˆN αˆ = 0, ∇βˆT αˆβˆ = 0. (2.19)
The right hand sides of the above equations vanish since
1 and pαˆ are collision invariants [6], i.e.:∫
d3p
p0ˆ
C[f ] =
∫
d3p
p0ˆ
C[f ]pαˆ = 0. (2.20)
C. Thermodynamic equilibrium
At local equilibrium, the collision integral C[f ] van-
ishes and f is given by [6, 27]:
f (eq) =
Z
(2π)3
[
exp
(−βµ− βpαˆuαˆ)− ε]−1 , (2.21)
where Z represents the number of degrees of freedom,
β = 1/T is the inverse local temperature, uαˆ are the co-
variant components of the macroscopic velocity 4-vector,
and µ is the chemical potential. The constant ε takes the
values −1, 0 and 1 for the Fermi-Dirac (F-D), Maxwell-
Ju¨ttner (M-J) and Bose-Einstein (B-E) distributions, re-
spectively. Since the equilibrium distributions corre-
sponding to the Fermi-Dirac or Bose-Einstein statistics
can be inferred from the M-J distribution [17, 28], the fo-
cus in this paper will be on the latter distribution, which
we give explicitly below:
f (eq) =
Z
(2π)3
exp
(
βµ+ βpαˆuαˆ
)
. (2.22)
The chemical potential µ can be eliminated in favor of
the particle number density n, as follows [6]:
f (eq) =
nβ
4πm2K2(mβ)
exp
(
βpαˆuαˆ
)
. (2.23)
Direct integration of Eq. (2.23) can be employed to ob-
tain the equilibrium expressions of the particle flow four-
vector N αˆ and of the stress-energy tensor T αˆβˆ :
N αˆ =nuαˆ, (2.24a)
T αˆβˆ =Euαˆuβˆ + P∆αˆβˆ , (2.24b)
where ∆αˆβˆ is the projector corresponding to the hyper-
surface orthogonal to uαˆ:
∆αˆβˆ ≡ ηαˆβˆ + uαˆuβˆ . (2.25)
In Eq. (2.24b), the equilibrium energy density E and
pressure P have the following expression:
E =nmG(ζ) − P, (2.26a)
P =
n
β
, (2.26b)
where the relativistic coldness ζ is defined as [6, 24]:
ζ = mβ (2.27)
and the function G(ζ) is defined in terms of modified
Bessel functions of the third kind Kn [6]:
G(ζ) =
K3(ζ)
K2(ζ)
. (2.28)
Thus, the inverse temperature β uniquely determines the
energy density E and hydrostatic pressure P through
Eqs. (2.26).
It is worth noting that the trace of T αˆβˆ (2.24b) has the
following form:
T αˆαˆ =−m2
∫
d3p
p0ˆ
f (eq)
=− ε+ 3P = −nmK1(ζ)
K2(ζ)
. (2.29)
We end this subsection by noting that when the fluid
is in global thermodynamic equilibrium, f = f (eq) every-
where in the spacetime. Substituting Eq. (2.22) into the
Boltzmann equation in conservative form (2.16) shows
that βµ must be constant, while the vector field kαˆ =
βuαˆ must satisfy the Killing equation [6]:
∇αˆ(βµ) = 0, kαˆ;βˆ + kβˆ;αˆ = 0. (2.30)
In the above, the semicolon denotes the covariant differ-
entiation. In Section III, Eqs. (2.30) will be solved for the
case of rigidly rotating thermal distributions on general
static spherically symmetric spacetimes.
D. Transport coefficients
In an out-of-equilibrium flow, the distribution function
f is generally different from f (eq). In the Eckart decom-
position, the particle flow 4-vector N αˆ ≡ T αˆ and the
stress-energy tensor can be written as:
N αˆ =nuαˆ, (2.31a)
T αˆβˆ =Euαˆuβˆ + (P + ω)∆αˆβˆ + 2q(αˆuβˆ) + παˆβˆ , (2.31b)
where the energy density E and hydrostatic pressure
P define the non-equilibrium inverse temperature β
4through Eqs. (2.26). The energy density E, dynamic
pressure ω, heat flux qαˆ and pressure deviator παˆβˆ can
be computed from T αˆβˆ using the following expressions:
E =uαˆuβˆT
αˆβˆ , (2.32a)
P + ω =
1
3
∆αˆβˆT
αˆβˆ, (2.32b)
qαˆ =−∆αˆβˆuγˆT βˆγˆ , (2.32c)
παˆβˆ =T<γˆρˆ>, (2.32d)
where the notation A<γˆρˆ> refers to:
A<γˆρˆ> ≡
[
1
2
(
∆αˆγˆ∆
βˆ
ρˆ +∆
αˆ
ρˆ∆
βˆ
γˆ
)
− 1
3
∆αˆβˆ∆γˆρˆ
]
Aγˆρˆ.
(2.33)
In the hydrodynamic limit, the following relations hold
for the dynamic pressure, pressure deviator and heat
flux[6, 24]:
ω =− η∇γˆuγˆ , (2.34a)
qαˆ =− λ∆αˆβˆ
(
∇βˆT −
T
E + P
∇βˆP
)
, (2.34b)
παˆβˆ =− 2µ∇<αˆuβˆ>, (2.34c)
where T = β−1 and the bulk viscosity η, shear viscosity µ
and thermal conductivity λ are the transport coefficients
which make the subject of the present subsection.
The values of the transport coefficients depend on the
form of the collision operator C[f ] in the Boltzmann
equation (2.16). In general, C[f ] is a nonlinear integral
operator which drives f towards local thermodynami-
cal equilibrium [6, 29]. The computation of the trans-
port coefficients requires the analysis of the hydrody-
namic regime of the Boltzmann equation, for the recov-
ery of which there are various procedures, including: the
Chapman-Enskog procedure [18, 30], the Grad moments
method [6] and the renormalisation group method [31–
33]. To illustrate the methodology for the computation
of the transport coefficients, we employ in this section
the single relaxation time models proposed by Marle [18]
and Anderson-Witting [34]:
C[f ]M =− m
τ
(f − f (eq)), (2.35a)
C[f ]A−W =
uαˆp
αˆ
τ
(f − f (eq)), (2.35b)
where τ is the relaxation time. For the remainder of
this section, we only consider the Marle collision term,
with which the Boltzmann equation (2.16) in conserva-
tive form reads:
1√−g∂µ
(√−gpαˆeµαˆf)− p0ˆ ∂∂pıˆ
(
Γıˆαˆβˆ
pαˆpβˆ
p0ˆ
f
)
= −m
τ
(f − f (eq)). (2.36)
In order for the Marle model (2.35a) to be consistent,
the collision invariants 1 and pαˆ must be preserved. Re-
placing Eq. (2.35a) in Eq. (2.20) gives:
∇αˆN αˆ = − m
τ
∫
d3p
p0ˆ
(f − f (eq)) = 1
mτ
(T αˆαˆ − T αˆE αˆ)
(2.37a)
∇βˆT αˆβˆ = −
m
τ
(N αˆ −N αˆE). (2.37b)
The above equations can be used to determine the pa-
rameters nE, u
αˆ
E and TE of the Maxwell-Ju¨ttner distri-
bution f (eq), as well as of the corresponding “equilib-
rium” stress-energy tensor T αˆβˆE . Since N
αˆ = nuαˆ and
N αˆE = nEu
αˆ
E , the requirement that the right hand side of
Eq. (2.37b) vanishes imposes:
nE = n, u
αˆ
E = uαˆ. (2.38)
Furthermore, using Eq. (2.29) and by contracting
Eq. (2.31b), Eq. (2.37a) reduces to:
nmK1(ζE)
K2(ζE)
= EE − 3PE = E − 3(P + ω). (2.39)
It is important to note that βE = ζE/m, defined by
Eq. (2.39), does not in general coincide with the inverse
temperature β of the system, which is defined in terms of
the energy density E corresponding to the stress-energy
tensor T αˆβˆ computed from f .
The simplified version of the Chapman-Enskog proce-
dure is performed in three steps: first, f is considered to
be close to f (eq), in which case it can be written as
f = f (eq)(1 + φ), (2.40)
where φ is regarded as a small number. Second, the relax-
ation time τ is also considered to be small, such that the
leading constribution on the left-hand side of Eq. (2.36)
is given by f (eq):
∇µpαˆeµαˆf (eq) − p0ˆ
∂
∂pıˆ
(
Γıˆαˆβˆ
pαˆpβˆ
p0ˆ
f (eq)
)
= −m
τ
f (eq)φ.
(2.41)
In the third step, Eq. (2.20) is used to determine the
evolution equations of the equilibrium quantities n, uαˆ
and EE :
Dn =− n∇γˆuγˆ , (2.42a)
Duαˆ =− 1
EE + PE
∆αˆγˆ∇γˆPE , (2.42b)
DEE =− (EE + PE)∇γˆuγˆ , (2.42c)
where
D ≡ uγˆ∇γˆ (2.43)
is the convective derivative [6, 24]. Combining
Eqs. (2.42a) and (2.42c), the convective derivative of the
equilibrium temperature TE = β
−1
E can be obtained:
DTE = − 1
βEcv;E
∇γˆuγˆ , (2.44)
5where cv;E ≡ 1n (∂EE/∂TE) is the heat capacity, which
has the following expression:
cv,E = ζ
2
E + 5ζEGE − ζ2EG2E − 1, (2.45)
where GE ≡ G(ζE) is defined in Eq. (2.28).
In the fourth step, the non-equilibrium part δT αˆβˆ ≡
T αˆβˆ − T αˆβˆE of the stress-energy tensor is calculated by
integrating Eq. (2.41) after a multiplication by pαˆpβˆ:
− m
τ
δT αˆβˆ = ∇γˆT αˆβˆγˆE . (2.46)
The third order moment T αˆβˆγˆE of f
(eq) is known analyti-
cally [6, 30] and has the following expression:
T αˆβˆγˆE = nm
2
[
K4(ζE)
K2(ζE)
uαˆuβˆuγˆ
+
GE
ζE
(uαˆηβˆγˆ + uβˆηγˆαˆ + uγˆηαˆβˆ)
]
. (2.47)
Performing the contractions in Eqs. (2.32) on Eq. (2.46)
gives:
− 1
τ
(E − EE) =nD
(
3GE
βE
)
− 2PEGEDn
n
, (2.48a)
− 1
τ
(P + ω − PE) =nD
(
GE
βE
)
+
2
3
PEGE∇γˆuγˆ ,
(2.48b)
− 1
τ
qγˆ =nm
(
1 +
5GE
mβE
)
Duγˆ
+∆γˆβˆ∇βˆ
(
EE + PE
mβE
)
, (2.48c)
− 1
τ
παˆβˆ =2PEGE∇<αˆuβˆ>. (2.48d)
Replacing the convective derivative Dn from
Eq. (2.48a) with the right hand side of Eq. (2.42a)
shows that Eq. (2.39) indeed holds, allowing ω to be
cast in the form:
ω =
1
3
(E − EE)− (P − PE). (2.49)
The difference P − PE can be expressed in terms of the
difference E−EE by expanding E in powers of β−1−β−1E ,
and retaining only the first order term, as follows [6]:
E − EE = (P − PE)cv,E + . . . . (2.50)
Substituting Eq. (2.50) in Eq. (2.49) gives (to first order
in β−1 − β−1E ):
ω =
cv,E − 3
3cv,E
(E − EE). (2.51)
A tedious but straightforward calculation, involving the
use of Eqs. (2.42a) and (2.44) to eliminate the convective
derivatives in Eq. (2.48a), yields the following expression
for the coefficient of bulk viscosity:
η =
τPE(3− cv,E)
3c2v,E
(
20GE + 3ζE − 3ζEG2E
−2ζ2EGE − 10ζEG2E + 2ζ2EG3E
)
. (2.52)
To set Eq. (2.48c) in the form in Eq. (2.34b), the con-
vective derivative Duγˆ can be replaced using Eq. (2.42b),
while the following identities can be employed in the sec-
ond term:
∆γˆβˆ∇βˆ
(
EE + PE
mβE
)
= ∆γˆβˆ∇βˆ (PEGE)
= ∆γˆβˆ [GE∇βˆPE +
1
m
(cv;E + 1)∇βˆTE ]. (2.53)
The coefficient of thermal conductivity can now be ob-
tained:
λ =
τPE
m
(1 + cv;E). (2.54)
Finally, the coefficient of shear viscosity can be read
by comparing Eqs. (2.32d) and (2.48d):
µ = τPEGE . (2.55)
The final ingredient necessary to interpret the trans-
port coefficients is the definition of a relaxation time.
According to Ref. [6], the generalisation of the relaxation
time to the relativistic case yields the following expres-
sion for τ :
τ =
1
nπa2V , (2.56)
where the mean velocity V can be taken to repre-
sent either the average of the Mo¨ller velocity gφ =√
(v − v∗)2 − (v × v∗)2, or of the modulus of the veloc-
ity v = cp/p0ˆ:
〈gφ〉 = 2
ζ2E [K1(ζE)]
2
[
4ζ2EKi2(2ζE) + 6ζEKi3(2ζE)
+ (3− 4ζ2E)Ki4(2ζE)− 6ζEKi5(2ζE)
−3Ki6(2ζE)] , (2.57a)
〈v〉 = ζE
K1(ζE)
[
e−ζE
1 + ζE
ζ2E
− Γ(0, ζE)
]
, (2.57b)
where Kin(z) is the repeated integral of K0(z), defined
as [6, 35, 36]:
Kin(z) =
∫ ∞
0
e−z cosh t
(cosh t)n
dt, (2.58)
while Γ(ν, z) denotes the incomplete Gamma function
[35, 36]:
Γ(ν, z) =
∫ ∞
z
dt e−ttν−1. (2.59)
6<gΦ>
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FIG. 1. Comparison between the mean of the Mo¨ller velocity
〈gφ〉 (2.57a) and of the modulus of the velocity 〈v〉 (2.57b) as
functions of the relativistic coldness ζ. The limits (2.60) at
small and large ζ are confirmed: 〈gφ〉 goes to
4
5
at small ζ and
is well approximated by
√
16/πζ at large ζ; while 〈v〉 goes to
1 (the speed of light) as ζ → 0, while at large ζ, it behaves
like
√
8/πζ.
Figure 1 shows the dependency of 〈gφ〉 and 〈v〉 on the
relativistic coldness ζ, confirming the following limits for
Eqs. (2.57):
〈gφ〉 −−−→
ζ≪1
4
5
, 〈gφ〉 −−−→
ζ≫1
√
16
πζ
, (2.60a)
〈v〉 −−−→
ζ≪1
1, 〈v〉 −−−→
ζ≫1
√
8
πζ
. (2.60b)
It is also interesting to note that the maximum value of
〈gφ〉 is attained at ζmax ≃ 1.034, where 〈gφ〉 ≃ 0.876.
Using Eq. (2.56) for the definition of τ , it is convenient
to introduce the following notation:
η˜ =
a2η
m
, λ˜ = a2λ, µ˜ =
a2µ
m
, (2.61)
where the “effective” transport coefficients η˜, λ˜ and µ˜
only depend on ζE (since PE = nm/ζE). Figure 2 shows
a comparison of Eqs. (2.61) when the mean velocity is
taken to be the average of the Mo¨ller velocity or the av-
erage of v, in terms of ζ. It can be seen that, while
λ˜ and µ˜ decrease monotonically from infinite values at
ζ → 0 to 0 as ζ → ∞, the “effective”bulk viscosity η˜
presents a maximum value at ζ = ζmax, while decreasing
to 0 as ζ → 0 or ζ → ∞. The value of ζmax depends
on the definition of the mean velocity, having the value
ζ〈gφ〉 = 1.342 and ζ〈v〉 = 1.535, when the mean velocity is
taken as 〈gφ〉 and 〈v〉, respectively. A direct comparison
of the curves for the transport coefficients corresponding
to the relaxation time constructed using 〈gφ〉 and 〈v〉 re-
veals that their qualitative behaviour is the same in both
cases. Thus, for the remainder of this paper, we will only
discuss the case when 〈v〉 is employed.
To conclude this section, it is worth emphasizing that
the tetrad formalism has made possible the analogy
between the computation of the transport coefficients
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FIG. 2. Plots of (a) the effective bulk viscosity η˜ ≡ a2η/m; (b)
the thermal conductivity λ˜ ≡ a2λ; and (c) the shear viscosity
µ˜ ≡ a2µ/m. Each plot shows two curves, corresponding to
the cases when the mean velocity in Eq. (2.56) is taken to be
the average of the Mo¨ller velocity 〈gφ〉 and the average of the
particle velocity 〈v〉, respectively. It can be seen that, in both
cases, the coefficient of shear viscosity has a maximum located
at ζ〈gφ〉 = 1.342 and ζ〈v〉 = 1.535, having the values η˜(ζ〈gφ〉) =
3.292 × 10−4 and η˜(ζ〈v〉) = 3.554 × 10
−4, respectively.
on curved spaces with respect to arbitrary coordinate
systems and on Minkowski space in Cartesian coordi-
nates. Moreover, the expressions (2.52), (2.54) and (2.55)
for the coefficients of bulk viscosity, thermal conductiv-
ity and shear viscosity are identical to those obtained
for Minkowski space [6], in agreement with Einstein’s
equivalence principle. This is not surprising, since the
equations (2.34) defining the transport coefficients, as
7well as Eq. (2.46) describing the non-equilibrium part
of the stress-energy tensor, are written in a covariant
form, reducing to the Minkowski expressions presented
in Ref. [6] in the flat-space limit. The effect of curva-
ture is however felt through the covariant derivatives in
Eqs. (2.34), which define the transport coefficients. It is
worth writing down the expression for ∇γˆuγˆ appearing
in Eq. (2.34a):
∇γˆuγˆ = eµγˆ∂µuγˆ + Γγˆ βˆγˆuβˆ = Γγˆ 0ˆγˆ , (2.62)
since, in the comoving frame, uγˆ = (1, 0, 0, 0).
We end this section by noting that the expressions that
we obtained for the connection coefficients depend on the
form of the constitutive equations. In this section, we
defined the transport coefficients using Eqs. (2.34), which
represent the covariant form of the standard definitions
on Minkowski space [24]. While other definitions of the
transport coefficients are possible [22, 23], in this paper
we only consider the covariant formalism presented in
this section.
III. ROTATING FLOWS IN CENTRAL CHARTS
In this section, we consider an application of the for-
malism presented in Sec. II to the case of flows undergo-
ing rigid rotation on spherically symmetric spacetimes.
In Subsec. III A, the expression of the inverse tempera-
ture β and 4-velocity uµ are found by solving the Killing
equation (2.30). Subsection III B defines the comoving
frame using the Lorentz boost (2.8) introduced in Sub-
sec. II A. Subsection III C ends this section with a discus-
sion of the form of the rigidly-rotating equilibrium states
on arbitrary static spherically-symmetric spacetimes.
A. Four-velocity
Let us consider a central chart (i.e. static and spher-
ically symmetric) whose metric in spherical coordinates
(xµ) = (t, r, θ, ϕ) may be written in the general form
ds2 = w2
[
−dt2 + dr
2
u2
+
r2
v2
(dθ2 + sin2 θdϕ2)
]
, (3.1)
where u, v and w depend only on the radial coordinate
r. The non-vanishing Christoffel symbols corresponding
to the above metric are given below (the prime denotes
differentiation with respect to r):
Γttr =
w′
w
, Γrtt = u
2w
′
w
, Γrrr =
w′
w
− u
′
u
,
Γrθθ =
u2r2
v2
(
w′
w
+
1
r
− v
′
v
)
, Γθϕϕ = − sin θ cos θ
Γrϕϕ = −u
2ρ2
v2
(
w′
w
+
1
r
− v
′
v
)
, Γϕθϕ = cot θ,
Γθrθ = Γ
ϕ
rϕ =
w′
w
+
1
r
− v
′
v
. (3.2)
For the remainder of this paper, we will consider rigidly
rotating flows rotating with constant angular velocity Ω
about the z axis. The only non-vanishing components of
the 4-velocity of such flows are ut and uϕ, which can be
found once kµ = (kt, 0, 0, kϕ)T is known. Substituting
(µ, ν) = (t, r) in Eq. (2.30) gives:
kt = C1w
2(r), (3.3)
where C1 is an integration constant. Furthermore, set-
ting (µ, ν) = (r, ϕ) in Eq. (2.30) gives:
kϕ = Θ(θ)
(wr
v
)2
. (3.4)
The function Θ(θ) can be determined by setting (µ, ν) =
(θ, ϕ):
Θ(θ) = C2 sin
2 θ, (3.5)
where C2 is an integration constant. Let us consider the
norm of kµ:
k2 ≡ gµνkµkν = −C21w2 + C22
(wρ
v
)2
, (3.6)
where ρ = r sin θ represents the distance to the z axis.
Since k2 = −β2, it is convenient to set C1 = −β0 and
C2 = β0Ω, such that:
kµ =β0(1, 0, 0,Ω)
T , (3.7a)
β ≡ β(r, θ) =β0w
√
1−
(
ρΩ
v
)2
. (3.7b)
The velocity field uµ can be obtained by dividing kµ
(3.7a) by β (3.7b):
uµ =
γ
w(r)
(1, 0, 0,Ω)T , (3.8)
where the Lorentz factor γ is defined as:
γ =
1√
1−
(
ρΩ
v
)2 . (3.9)
B. Comoving frame
In this subsection, we follow the steps in section IIA
in order to define a comoving tetrad for the problem of
rigidly rotating flows described in the previous subsec-
tion. The first step is to construct a tetrad with respect
to which the spacetime metric (3.1) is diagonal. Such a
local frame is that of the diagonal gauge, defined as
e0˜ =
1
w
∂t, ω
0˜ =wdt,
er˜ =
u
w
∂r, ω
r˜ =
w
u
dr,
eθ˜ =
v
rw
∂θ, ω
θ˜ =
rw
v
dθ,
eϕ˜ =
v
ρw
∂ϕ, ω
ϕ˜ =
ρw
v
dϕ. (3.10)
8With respect to the above tetrad, the flow four-velocity
(3.8) has the following components:
ua˜ = γ(1, 0, 0,
ρΩ
v
)T , (3.11)
where we remind the reader that ρ = r sin θ is the dis-
tance to the z axis, Ω is the angular velocity of the ro-
tation, the Lorentz factor γ is defined in Eq. (3.9) and
v ≡ v(r) is defined in Eq. (3.1). Substituting ua˜ in
Eq. (2.8), the following expression can be found for the
Lorentz boost La˜αˆ:
La˜αˆ =

γ 0 0
γρΩ
v
0 1 0 0
0 0 1 0
γρΩ
v
0 0 γ
 . (3.12)
The comoving frame vectors can now be calculated:
e0ˆ =
γ
w
(∂t +Ω∂ϕ),
erˆ =
u
w
∂r,
eθˆ =
v
rw
∂θ,
eϕˆ =
γ
w
(
ρΩ
v
∂t +
v
ρ
∂ϕ
)
. (3.13)
while the corresponding co-frame one-forms are given by:
ω0ˆ =γw
(
dt− ρ
2Ω
v2
dϕ
)
,
ωrˆ =
w
u
dr,
ωθˆ =
rw
v
dθ,
ωϕˆ =
ργw
v
(−Ωdt+ dϕ). (3.14)
The expression for Lαˆa˜ is useful in obtaining the above
co-frame one-forms:
Lαˆa˜ =

γ 0 0 −γρΩ
v
0 1 0 0
0 0 1 0
−γρΩ
v
0 0 γ
 . (3.15)
It is now easy to check that the spatial components of the
flow four-velocity vanish with respect to the comoving
frame:
uαˆ = (1, 0, 0, 0)T . (3.16)
Before ending this section, it is worth giving the metric
(3.1) with respect to co-rotating coordinates, defined as
t = tstatic and ϕ = ϕstatic − Ωtstatic:
ds2 = w2
[
−γ−2dt2 + 2ρ
2Ω
v2
dtdϕ+
dr2
u2
+
r2
v2
dΩ2
]
.
(3.17)
Thus, the co-rotating observer sees g00 → 0 as the
Killing horizon (i.e. where kµ = uβµ becomes null) is
approached:
− g00 = w2
(
1− ρ
2Ω2
v2
)
=
β2
β20
= 0. (3.18)
It can be seen that, on these Killing horizons, the temper-
ature β−1 tends to infinity, in agreement with Tolman’s
law [37, 38]. In Sec. IV, we will discuss the structure
of these horizons for the particular cases of maximally-
symmetric spacetimes and of the Reissner-Nordstro¨m
black holes.
C. Equilibrium states
The distribution function describing equilibrium flows
of perfect (i.e. non-viscous) fluids is the equilibrium dis-
tribution function, which gives rise to the following par-
ticle current 4-vector Nµ and stress-energy tensor T µν :
Nµeq =nu
µ, (3.19a)
T µνeq =Eu
µuν + P∆µν , (3.19b)
where the projector ∆µν on the hypersurface orthogonal
to uµ is defined as
∆µν = gµν + uµuν . (3.20)
The energy density E and hydrostatic pressure P can be
obtained from T µν using the following relations:
E =uµuνT
µν , (3.21a)
P =
1
3
∆µνT
µν. (3.21b)
Let us now consider the M-J equilibrium distribution
function (2.22) written with respect to the tetrad field
{eαˆ}, when pµuµ = −p0ˆ:
f (eq) ≡ f (eq)(Z;β) = Z
(2π)3
e−βp
0ˆ
, (3.22)
where we have taken a vanishing chemical potential.
With respect to this tetrad, N αˆ and T αˆβˆ in Eq. (3.19b)
take the following form:
N αˆ =
∫
d3p
p0ˆ
f (eq) pαˆ = (n, 0, 0, 0)T , (3.23a)
T αˆβˆ =
∫
d3p
p0ˆ
f (eq) pαˆpβˆ = diag(E,P, P, P ). (3.23b)
The integrals in the above equations can be performed
analytically in terms of modified Bessel functions [6, 17]:
9nM−J =
Z
π2β3
K˜2(mβ), (3.24a)
EM−J =
3Z
π2β4
[
K˜2(mβ) +
(mβ)2
6
K˜1(mβ)
]
, (3.24b)
PM−J =
Z
π2β4
K˜2(mβ), (3.24c)
where β = β0w
√
1− (ρΩ/v)2 and
K˜n(mβ) ≡ (mβ)
n
2n−1(n− 1)!Kn(mβ) (3.25)
reduces to unity in the massless limit (i.e. m → 0) for
all positive integers n > 0 [17]. Eqs. (3.24a) and (3.24c)
confirm that the hydrostatic pressure is related to the
particle number density n and local inverse temperature
β through [6]:
P = nβ−1. (3.26)
Setting the mass to 0 in Eqs. (3.24) yields:
nM−J =
Z
π2β3
, (3.27a)
EM−J =
3Z
π2β4
, (3.27b)
PM−J =
Z
π2β4
. (3.27c)
While in this paper we only considered gas particles
obeying Maxwell-Ju¨ttner statistics, the above results can
readily be extended to Bose-Einstein and Fermi-Dirac
statistics, as described in Refs. [17, 28].
Since the modified Bessel functions in the expressions
of n, E and P in Eqs. (3.24) decrease monotonically as
their argument increases, it can be seen that these quan-
tities also decrease monotonically with the increase of m
or β. The plots in Fig. 3 show the dependence of the
energy density E (3.24b) and equation of state w = P/E
with respect to the temperature β−1 for various values of
the mass, confirming the monotonic behaviour of these
functions as the temperature is increased.
IV. APPLICATIONS
In this section, we consider the properties of the par-
ticle flux four-vector N αˆ and stress-energy tensor T αˆβˆ ,
as well as of the effective transport coefficients η˜, λ˜ and
ν˜ defined in Eqs. (2.61). Since n, E, P , λ˜ and µ˜ are
monotonic functions of β, their properties can be inferred
directly from the behaviour of β. Thus, in this section,
only the properties of β will be presented. Since η˜ is
non-monotonic in ζ = mβ, its properties will also be dis-
cussed.
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FIG. 3. The dependence of the energy density E (top) and
equation of state w = P/E (bottom) on the inverse tempera-
ture β−1, for various values of the mass m. The expressions
for E and P can be found in Eqs. (3.24b) and (3.24c), respec-
tively.
The analysis of β will be focused on the structure of
the Killing horizons seen by co-rotating observers, as de-
scribed by Eq. (3.18). Furthermore, the regimes where
η˜ is monotonic, or where it exhhibits regions of local ex-
trema will be discussed. For simplicity, in this section,
we only consider the relaxation time (2.56) constructed
using 〈v〉 (2.57b), since the results obtained using 〈gφ〉
are qualitatively similar.
According to Eq. (3.18), the temperature measured
by co-rotating observers diverges on the Killing hori-
zons associated with the Killing vector in Eq. (3.7a). In
the case when the metric functions w and v, defined in
Eq. (3.1), are non-zero and well defined everywhere in the
spacetime, such surfaces represent speed of light surfaces
(i.e. co-rotating observers travel at the speed of light):
1−
(
ρΩ
v
)2
= 0. (4.1)
The second class refers to horizons which occur in spaces
where w and v can vanish for some choice of the space-
time coordinates. In the absence of rotation, they co-
incide with the familiar event or cosmological horizons,
for the cases of black holes or of the de Sitter expanding
universe, respectively.
Two classes of spherically-symmetric spacetimes will
be considerd in what follows: the maximally symmet-
ric spacetimes (e.g. the Minkowski, de Sitter and anti-
de Sitter spacetimes) will be discussed in Subsec. IVA,
while Reissner-Nordstro¨m spacetimes will be the subject
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FIG. 4. The SOL structure of (a) dS and (b) AdS. The ver-
tical axis represents the coordinate z˜ ≡ ωr cos θ along the ro-
tation axis, while the horizontal axis represents the distance
ρ˜ ≡ ωr sin θ from the rotation axis. In the dS case, the right-
most line corresponding to Ω˜ = 0 represents the cosmological
horizon, located at r˜ = π/2.
of Subsec. IVB.
A. Maximally symmetric spaces
The maximally-symmetric spaces which make the sub-
ject of the present subsection represent vacuum solutions
of the Einstein equations in the presence of a cosmologi-
cal constant equal to:
Λ = 3ǫω2, (4.2)
where ǫ = 0, 1 and −1 for the Minkowski, de Sitter and
anti-de Sitter spacetimes, respectively. The notation ω
refers to the Hubble constant for de Sitter space and to
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FIG. 5. The proper radial distance s˜SOL (4.15) between the
origin and the SOL in the equatorial plane (sin θ = 1) with
respect to Ω˜ = Ω/ω. The bottom, middle and top lines cor-
respond to the cases ǫ = 1 (dS), ǫ = 0 (Minkowski) and
ǫ = −1 (AdS). In the case of Minkowski spacetime, we adopt
the convention s˜ = s = Ω−1 and Ω˜ = Ω (i.e. the parameter ω
is immaterial in this case).
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FIG. 6. Dependence of the effective coefficient of bulk viscos-
ity η˜ (2.52) divided by its maximum value η˜max on r˜ on (a) dS
and (b) AdS spacetimes in the absence of rotation (Ω˜ = 0).
Each curve corresponds to a different value of ζ0 = mβ0,
where β0 ≡ β(r = 0) is the inverse temperature at the coor-
dinate origin. The local maxima exhibited by η˜ (highlighted
by circular points) appear only when ζ0 is large (dS) or small
(adS), its locations being given by Eqs. (4.16) and (4.17) for
the dS and adS spaces, respectively.
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the inverse radius of curvature for anti-de Sitter space.
For completeness, we also give the corresponding Ricci
scalar:
R = 12ǫω2. (4.3)
The line element can be written as [39]:
ds2 = −(1− ǫω2r2)dt2 + dr
2
1− ǫω2r2 + r
2dΩ2, (4.4)
where the radial coordinate r has the range [0,∞) on
AdS and r ∈ [0, ω−1) on dS. On dS spacetime, the surface
r = ω−1 represents the cosmological horizon. Eq. (4.4)
can be put in the form of the generic line element in
Eq. (3.1) by making the following identifications:
w = v =
√
1− ǫω2r2, u = w2, (4.5)
Using Eq. (3.7b), the following expression can be ob-
tained for the inverse temperature β:
β = β0
√
1− (ǫω2 +Ω2 sin2 θ)r2, (4.6)
where β0 represents the inverse temperature at the origin
r = 0. Setting Ω = 0 in Eq. (4.6) shows that, in the
absence of rotations, the local temperature β−1 remains
constant (Minkowski case), decreases to 0 as r→∞ (AdS
case) or increases to infinity as the cosmological horizon
r = ω−1 is approached (dS case).
When Ω 6= 0, the rotation induces an SOL where β
(4.6) vanishes, such that:
1− ǫr˜2 − ρ˜2Ω˜2 = 0, (4.7)
where the notation
r˜ = ωr, ρ˜ = ωr sin θ, Ω˜ =
Ω
ω
. (4.8)
was introduced for convenience. In the case of the
Minkowski spacetime (ǫ = 0), the SOL is located where
ρΩ = 1. (4.9)
Rearranging Eq. (4.7) to
ρ˜2Ω˜2 = 1− ǫr˜2 (4.10)
shows that the repulsive nature of a positive cosmological
constant (ǫ = 1), occuring in the case of the dS space,
induces a further centrifugal effect, pulling the SOL in-
wards with increasing r. In the AdS case (ǫ = −1),
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the attractive nature of a negative cosmological constant
Λ = −3ω2 can play the role of a centripetal force, thus
diminishing the effect of rotation.
The position r˜SOL of the SOL can be found from
Eq. (4.7):
r˜SOL =
1√
Ω˜2 sin2 θ + ǫ
. (4.11)
On dS, the SOL always forms inside the cosmological
horizon, being located at
r˜SOL =
1√
Ω˜2 sin2 θ + 1
(de Sitter). (4.12)
It can be seen that the SOL always touches the cosmo-
logical horizon on the rotation axis (i.e. θ = 0), where
r˜SOL = 1. This behaviour is illustrated in Fig. 4(a).
The situation on AdS is quite different: as shown in
Ref. [40], compact manifolds do not exhibit superlumi-
nal velocities unless the rotation parameter is sufficiently
large. In this case, no SOL forms if Ω˜ < 1 and the tem-
perature β−1 remains finite throughout the spacetime.
For Ω˜ ≥ 1, the location of the SOL is given by:
r˜SOL =
1√
Ω˜2 sin2 θ − 1
(anti-de Sitter), (4.13)
where θ is constrained such that sin θ ≥ Ω˜−1, as shown in
Fig. 4(b). Furthermore, Eq. (4.7) implies that for a fixed
value of Ω˜, the value of β (and indeed of all quantities
derived from it, such as n, E, P , η˜, µ˜ and λ˜) is constant
on the cone having its apex at the origin, for which
sin θ = Ω˜−1. (4.14)
In particular, setting Ω˜ = 1 implies that β is constant
throughout the equatorial plane.
A more geometric assessment of the location of the
SOL is the proper radial distance s˜ = ωs from the origin
to the SOL, which can be written as follows:
s˜ =ω
∫ r˜SOL
0
dr˜
√
grr
=

arcsin 1√
Ω˜2 sin2 θ + 1
, (dS)
Ω˜−1, (Minkowski)
arcsinh 1√
Ω˜2 sin2 θ − 1
. (AdS)
(4.15)
Figure 5 shows that, for fixed Ω˜, the distance from the
SOL to the rotation axis in the equatorial plane is larger
in the AdS and smaller in the dS cases with respect to
the same distance in Minkowski space.
The plots in Fig. 6 show the dependence of η˜ on r for
various values of the relativistic coldness ζ0 = mβ0 ≡
mβ(r = 0) measured at the origin when Ω˜ = 0 for the
cases of (a) the dS and (b) the adS spaces. On dS space,
β decreases monotonically from the maximum value β0 at
the origin towards 0 on the cosmological horizon (where
r˜ = 1). For all ζ ≤ ζmax ≃ 1.53508, Fig. 2(a) implies
that η˜ also decreases monotonically, since in this regime,
η˜ shows no local extrema. However, for all ζ0 > ζmax, η˜
increases up to the maximum value η˜max ≃ 3.554×10−4,
attained when:
r˜max =
√
1−
(
ζmax
ζ0
)2
, (4.16)
as can be seen in Fig. 6(a). On adS space, ζ increases
monotonically from ζ0 at the origin to infinity as r˜ →∞.
Figure 6(b) shows that η˜ also decreases monotonically to
0 as r˜ → ∞ for all ζ0 ≥ ζmax, while in the case when
ζ0 < ζmax, η˜ attains the maximum value η˜max when
r˜max =
√(
ζmax
ζ0
)2
− 1. (4.17)
At non-vanishing values of Ω˜, η˜ attains the maximum
value η˜max at
r˜ =
[
1− (ζmax/ζ0)2
Ω˜2 + ǫ
]1/2
. (4.18)
For the dS space, Fig. 7(a) shows that increasing the
value of Ω˜ decreases the distance to the horizon, while
the location of the maximum also decreases according
to:
r˜max⌋dS =
1√
1 + Ω˜2
√
1−
(
ζmax
ζ0
)2
. (4.19)
Figure 7(b) shows that, on Minkowski space, η˜ is con-
stant throughout the spacetime in the absence of rota-
tion, while for non-vanishing values of Ω˜, it attains a
maximum for all ζ0 ≥ ζmax located at:
r˜max⌋Mink =
1
Ω˜
√
1−
(
ζmax
ζ0
)2
. (4.20)
On AdS space, three regimes can be distinguished. When
Ω˜ > 1, an SOL forms and the characteristics of η˜ are
similar to the case when dS space is considered. When
Ω˜ = 1, η˜ is constant throughout the equatorial plane, as
implied by Eq. (4.14). These two regimes can be clearly
seen in Fig. 7(c). Finally, when Ω˜ < 1, no SOL forms and
η˜ only attains a maximum when ζ0 < ζmax, as shown in
Fig. 7(d). The position of this maximum increases as Ω˜
increases.
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FIG. 8. The dependence of β2/β20 on r˜ = r/2M in the equatorial plane sin θ = 1 for (a)-(c) Q˜ fixed at (a) 0 (Schwarzschild
space), (b) 0.25 and (c) 0.5 (extremal Reissner-Nordstro¨m space), for various values of Ω˜ = 2MΩ. In (d), Ω˜ is fixed at 0.4 and
the charge is varied from Q˜ = 0 to Q˜ = 0.5. The regions where β2 > 0 represent “allowed” regions (where the temperature is
finite and well defined, while the points where β = 0 represent horizons.
B. Reissner-Nordstro¨m metric
The line element of the Reissner-Nordstro¨m metric is
given by:
ds2 = −
(
1− 2M
r
+
Q2
r2
)
dt2 +
dr2
1− 2Mr + Q
2
r2
+ r2dΩ2,
(4.21)
describing the gravitational field of a black hole of mass
M and charge Q. Comparing the above equation with
Eq. (3.1) gives the following expressions for the metric
functions:
w = v =
√
1− 2M
r
+
Q2
r2
, u = 1− 2M
r
+
Q2
r2
,
(4.22)
such that the inverse temperature β (3.7b) becomes:
β = β0
√
1− 2M
r
+
Q2
r2
− ρ2Ω2, (4.23)
where β0 is the inverse temperature at infinity on the
rotation axis (i.e. z = r cos θ → ±∞ and ρ = 0). In the
absence of rotation, the temperature β−1 increases from
β0 at infinity to infinite values as the black hole outer
horizon is approached (i.e. r → M +
√
M2 −Q2). To
better investigate the topology of the horizon structure
when Ω > 0, it is convenient to cast the equation β2 = 0
as:
1− 1
r˜
+
Q˜2
r˜2
− ρ˜2Ω˜2 = 0, (4.24)
where the following notations were introduced:
r˜ =
r
2M
, Q˜ =
Q
2M
, Ω˜ = 2MΩ. (4.25)
Figure 8 shows the dependence of β2/β20 on r˜ in the equa-
torial plane sin θ = 1 at various values of Q˜ and Ω˜. In the
regions where β2 > 0, the local temperature β−1 is finite
and the hydrodynamic moments (3.24) are well defined.
At small enough values of Ω˜, the two intersections of the
graph of β2/β20 with the horizontal axis correspond to
the locations of the black hole horizon and of the SOL.
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FIG. 9. The SOL structure of the Reissner-Nordstro¨m spacetime for four values of Q˜ = Q/2M . The vertical axis represents
the coordinate z˜ ≡ z/2M along the rotation axis, while the horizontal axis represents the distance ρ˜ = r sin θ/2M from the
rotation axis. The contours represent the surfaces where β = 0, i.e. either the black hole horizon (only the outer horizons are
shown) or the rotation horizon (i.e. where the SOL induced by the rotation forms). The case (a) shows the horizon structure
for the Schwarzschild space (Q = 0), while the case (d) represents an extremal Reissner-Nordstro¨m black hole (Q =M).
As Ω˜ increases, β2 remains negative for all values of r˜,
showing that the SOL and the black hole event horizon
join, forming an exclusion region which incorporates the
whole equatorial plane. It is interesting to note that,
at fixed Q˜, the black hole horizon moves outwards as Ω˜
is increased, while the SOL moves inwards, as expected.
Figure 8(d) shows that, for fixed Ω˜, the black hole hori-
zon moves inwards as Q˜ is increased, while the SOL is
pushed outwards, as expected since the charge Q has an
inverse effect compared to the mass M . It is interesting
to note that, in the extremal Reissner-Nordstro¨m case,
an equilibrium distribution of rotating particles sees an
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event horizon near the black hole which dresses the sin-
gularity at r˜ = 0.
The horizon structure of the Reissner-Nordstro¨m
spacetime is represented in Fig. 9 for various values of
Q˜ and Ω˜, with the Schwarzschild case (Q = 0) shown
in Fig. 9(a) and the extremal Reissner-Nordstro¨m case
shown in Fig. 9(d). It can be seen that increasing Ω˜ at
fixed Q˜ pushes the black hole horizon outwards, while
the SOL is pulled inwards. At large enough Ω˜, these
two horizons merge, thus excluding the entire ecuatorial
plane from the region where β2 > 0.
In the absence of rotation, ζ increases monotonically
from 0 on the event horizon up to ζ0 as r → ∞. In this
case, the dependence of η˜ on r is non-monotonic only
when ζ0 > ζmax, as shown in Fig. 10(a). The points of
maxima r˜max which occur outside the outer event horizon
are located at:
r˜max =
1 +
√
1− 4Q˜2[1− (ζmax/ζ0)2]
2[1− (ζmax/ζ0)2] , (4.26)
valid only for ζ0 > ζmax, as shown in Figs. 10(a) and
10(b). When ζ0 < ζmax and Q˜ > 0, the points of maxima
are located inside the outer horizon.
When the rotation is switched on, the location of the
points of maxima is given in the general case when Q˜ >
0 by a quartic equation. Figs. 10(c) and 10(d) suggest
that η˜ can develop two points of maxima with a point of
local minimum between the event and rotation horizons.
For the cases shown in these plots, it can be seen that
the regime where η˜ presents a local minimum can be
obtained either by increasing Ω˜ at fixed values of ζ0, or
by increasing ζ0 at fixed values of Ω˜.
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V. CONCLUSION
In this paper, we employed the tetrad formalism to
study the properties of equilibrium states of gases un-
dergoing rigid-rotation on spherically-symmetric space-
times. By employing the Boltzmann equation in conser-
vative form [21], we obtained covariant expressions for
the transport coefficients when the Marle model for the
collision operator is employed. Our results coincide with
the expressions on flat spacetime, in agreement with the
equivalence principle. In order to study rigidly-rotating
thermal states, we employed a comoving tetrad field,
which we obtained by performing a Lorentz boost on a
fixed tetrad which diagonalizes the background spacetime
metric. Using the tetrad formalism, we obtained expres-
sions for the particle flow four-vector and stress-energy
tensor corresponding to such states. Furthermore, we dis-
cussed the formation of speed of light surfaces and their
topology in the cases of maximally symmetric spacetimes
(Minkowski, anti-de Sitter, and de Sitter spaces), as well
as in the case of the Reissner-Nordstro¨m black hole space-
time (including the Schwarzschild and extremal Reissner-
Nordstro¨m cases).
In constructing the transport coefficients, we consid-
ered that the relaxation time is inversely-proportional to
the average of the Mo¨ller velocity or the modulus of the
velocity. Our analysis showed no qualitative differences
between the results obtained using the two aforemen-
tioned definitions for the mean velocity. We found that
the particle number density, energy density, equilibrium
pressure, coefficient of thermal conductivity and coeffi-
cient of shear viscosity exhibit a monotonic dependence
on the inverse temperature β, such that their properties
can be inferred from those of β. However, since the co-
efficient of bulk viscosity η attains a maximum value at
a finite value of β, while decreasing to 0 as β approaches
either 0 or infinity, its properties were also studied in
detail.
For the case of maximally-symmetric spacetimes, we
showed that the speed-of-light surface (SOL) forms closer
to the rotation axis on de Sitter (dS) space compared to
Minkowski space, while on anti-de Sitter (adS) space, it
forms farther away. Furthermore, no SOL forms on adS
if the rotation parameter Ω is smaller than the inverse
radius of curvature ω. Our analysis also revealed that, on
AdS, the inverse temperature β and all quantities derived
from it (i.e. the stress-energy tensor and the transport
coefficients) are constant on cones defined by Ω sin θ = ω.
In particular, β is constant throughout the equatorial
plane when Ω = ω. We found that the coefficient of
bulk viscosity can display a non-monotonic behaviour for
certain values of the relativistic coldness ζ0 measured at
the origin of the spacetime.
In the Reissner-Nordstro¨m case, the SOL plays the role
of a “rotational horizon”, complementing (and indeed en-
hancing) the event horizon of the black hole. As the ro-
tation parameter Ω is increased, the distance between
the rotational horizon and the rotation axis decreases,
while the distance between the event horizon and the ro-
tation axis increases. This is also true for the case of the
extremal Reissner-Nordstro¨m black hole, where the pres-
ence of rotation induces an event horizon which dresses
the singularity at the origin. Increasing the black hole
charge at fixed rotation parameter has the inverse ef-
fect of decreasing the radius of the event horizon, while
pushing the rotational horizon away. When the rotation
parameter is non-zero, the coefficient of bulk viscosity η
can exhibit two points of maxima and one local minimum
between the event horizon and the speed of light surface.
We would like to highlight the fact that the results pre-
sented in this paper represent a solid starting point for
a systematic comparison between kinetic theory results
and the properties of rigidly-rotating thermal states ob-
tained using quantum field theory on curved spaces. We
wish to perform such comparisons [42] for, e.g., rigidly
rotating states on the Minkowski spacetime, where ana-
lytic results are available from the quantum-field theory
approach [14, 15], as well as from the kinetic theory ap-
proach [17]. Furthermore, similar comparisons can be
performed for the case of the anti-de Sitter space, where
analytic results obtained using quantum field theory are
already available [41]. Finally, this work can be extended
to the case of rigidly-rotating thermal states on axisym-
metric space-times, such as the Kerr black hole space-
time.
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Appendix A: Boltzmann equation with respect to
non-holonomic tetrad fields
In this section of the appendix, the transition from the
Boltzmann equation (2.10) with respect to arbitrary co-
ordinates {xµ} to Eq. (2.13), where non-holonomic tetrad
fields are employed, is presented. Following Ref. [6], it is
possible to write the exterior derivative of f as follows:
df =
(
∂f
∂xµ
)
pi
dxµ +
∂f
∂pi
dpi
=
(
∂f
∂xµ
)
pıˆ
dxµ +
∂f
∂pıˆ
dpıˆ, (A1)
where on the first line, ∂f/∂xµ is taken while considering
pi to be constant. On the second line, the components
pıˆ = pµωıˆµ with respect to the tetrad 1-forms {ωαˆ} are
kept constant. In order to derive the Boltzmann equation
when the components of the momentum 4-vector are ex-
pressed with respect to non-holonomic tetrad fields, the
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derivatives on the first line of Eq. (A1) must be expressed
with respect to derivatives on the second line.
Using Eq. (2.11), the following expression can be ob-
tained for the exterior derivative of p0:
dp0 = −1
2
gµν,λ
pµpν
p0
dxλ − pi
p0
dpi, (A2)
such that the exterior derivative of pıˆ can be written as:
dpıˆ =
(
∂ωıˆν
∂xµ
pν − 1
2
ωıˆ0gαβ,µ
pαpβ
p0
)
dxµ
+
(
ωıˆj − ωıˆ0
pj
p0
)
dpj . (A3)
Substituting the above result in Eq. (A1) yields the fol-
lowing identifications:(
∂f
∂xµ
)
pi
=
(
∂f
∂xµ
)
pıˆ
+
∂f
∂pıˆ
(
pν
ωıˆν
∂xµ
− ωıˆ0gαβ,µ
pαpβ
2p0
)
,
∂f
∂pi
=
(
ωˆi − ωˆ0
pi
p0
)
∂f
∂pˆ
. (A4)
The Boltzmann equation can now be written as:
pµ
(
∂f
∂xµ
)
pıˆ
− ∂f
∂pıˆ
[
−pµpν ∂ω
ıˆ
ν
∂xµ
+ Γjµνp
µpνωıˆj
−ωıˆ0
(
Γjµν
pµpνpi
p0
− gαβ,µ p
αpβpµ
2p0
)]
= C[f ]. (A5)
The term involving the derivative of the metric gαβ,µ can
be written in terms of the Christoffel symbols (2.12):
gαβ,µ
pαpβpµ
2p0
= Γαβµ
pαpβpµ
p0
, (A6)
while the two terms inside the square bracket on the first
line of Eq. (A5) can be related to the covariant derivative
of ωˆν :
− pµpν ∂ω
ıˆ
ν
∂xµ
+Γjµνp
µpνωıˆj = −pµpν∇µωıˆν −Γ0µνpµpνωıˆ0,
(A7)
which can be written in terms of the connection coeffi-
cients (2.14):
∇µωˆν = ωβˆµ∇βˆωˆν = −Γˆαˆβˆωαˆν ωβˆµ . (A8)
Inserting Eqs. (A6), (A7) and (A8) into Eq. (A5) gives
the final form for the Boltzmann equation:
pαˆeµαˆ
(
∂f
∂xµ
)
pıˆ
− Γıˆαˆβˆpαˆpβˆ
∂f
∂pıˆ
= C[f ]. (A9)
Appendix B: Conservative form of the Boltzmann
equation written with respect to non-holonomic
tetrad fields
In this section of the appendix, we present a derivation
of the conservative form (2.16) of the Boltzmann equa-
tion (2.13), written with respect to non-holonomic tetrad
fields. Even though the relation between these equations
was already found in Ref. [21], we present this calculation
here for completeness.
The term involving the spatial derivatives of f in
Eq. (2.13) can be put in conserivative form as follows:
pαˆeµαˆ
∂f
∂xµ
=
1√−g∂µ
(√−gpαˆeµαˆf)− Γβˆ αˆβˆpαˆf, (B1)
where the connection coefficient appears from taking the
covariant derivative of eµαˆ:
1√−g∂µ
(√−geµαˆ) = ∇µeµαˆ = ωβˆµΓρˆαˆβˆeµρˆ = Γβˆ αˆβˆ . (B2)
The second term in Eq. (2.13) can be written as:
Γıˆαˆβˆp
αˆpβˆ
∂f
∂pıˆ
= p0ˆ
∂
∂pıˆ
(
Γıˆαˆβˆ
pαˆpβˆ
p0ˆ
f
)
− fp0ˆΓıˆαˆβˆ
∂
∂pıˆ
(
pαˆpβˆ
p0ˆ
)
. (B3)
The term on the second line in Eq. (B3) can be computed
as follows. For the case when the derivative acts on pαˆ,
the following expression is obtained:
Γıˆαˆβˆ
∂pαˆ
∂pıˆ
=Γıˆ0ˆβˆ
pıˆ
p0ˆ
+ Γˆ ˆβˆ (B4a)
=Γαˆ0ˆβˆ
pαˆ
p0ˆ
(B4b)
=Γ0ˆαˆβˆ
pαˆ
p0ˆ
, (B4c)
where the term Γˆ ˆβˆ in Eq. (B4a) vanishes due to the
antisymmetry of the connection coefficients in the first
two indices. Furthermore, the term Γıˆ0ˆβˆpıˆ = Γ
αˆ
0ˆβˆpαˆ,
since Γ0ˆ0ˆβˆ = 0. Finally, Eq. (B4c) by noting that
Γαˆ0ˆβˆpαˆ = Γαˆ0ˆβˆp
αˆ = −Γ0ˆαˆβˆpαˆ = Γ0ˆαˆβˆpαˆ.
Next, the term involving the derivative pβˆ can be ex-
pressed as:
Γıˆαˆβˆ
∂pβˆ
∂pıˆ
=Γıˆαˆ0ˆ
pıˆ
p0ˆ
+ Γıˆαˆıˆ (B5a)
=Γβˆαˆ0ˆ
pβˆ
p0ˆ
+ Γβˆ αˆβˆ , (B5b)
where the relation Γıˆαˆ0ˆpıˆ = Γβˆαˆ0ˆp
βˆ + Γ0ˆαˆ0ˆp
0ˆ was used.
Finally, the term involving the derivative of p0ˆ can be
computed as follows:
Γıˆαˆβˆ
∂
∂pıˆ
(
1
p0ˆ
)
=− Γıˆαˆβˆ
pıˆ
(p0ˆ)3
(B6a)
=− Γγˆαˆβˆ
pγˆ
(p0ˆ)3
− Γ0ˆαˆβˆ
1
(p0ˆ)2
. (B6b)
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Inserting Eqs. (B4c), (B5b) and (B6b) into Eq. (B3)
yields:
Γıˆαˆβˆp
αˆpβˆ
∂f
∂pıˆ
= p0ˆ
∂
∂pıˆ
(
Γıˆαˆβˆ
pαˆpβˆ
p0ˆ
f
)
+Γβˆ αˆβˆp
αˆf. (B7)
The final result is obtained by combining the above equa-
tion with Eq. (B2):
1√−g∂µ
(√−gpαˆeµαˆf)− p0ˆ ∂∂pıˆ
(
Γıˆαˆβˆ
pαˆpβˆ
p0ˆ
f
)
= C[f ].
(B8)
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