The key goal of the market analysis carried out for property valuation purposes is to select pricing attributes of real properties and to assign so-called weights to them, which would illustrate their influence on the prices in a given market (Regulation 2004). Correlation analysis is a very useful tool in this respect. However, the fact that it is limited to the use of classical Pearson's linear correlation coefficients is too much of a simplification due to the frequently occurring heterogeneity of the real estate market.
Introduction
Numerous authors have already tackled the issue of the use of correlation analysis as a possible tool for determining market weights of real estate attributes in explaining their prices (DOSZYŃ 2017; GACA 2018, and others) . However, in a certain generalization, these studies are limited to the use of linear relationships. This issue, being a key element of a thoroughly conducted analysis of the real estate market, is still worth researching and refining the applied methodology, not only due to the market analysis carried out for real estate valuation purposes, but also for the analysis itself, contained in various studies, reports, etc. The professional practice of real estate appraisers in this respect is usually limited to the basic methods of determining weights, such as ceteris paribus or a survey of preferences of property buyers. The complexity of the surrounding reality forces us to look for more sophisticated tools that describe market relations better, in order to maximize the accuracy of estimating the weights of market attributes.
The use of correlation analysis for this purpose is a justified alternative in this case, as suggested by www.degruyter.com/view/j/remav vol. 27, no. 4, 2019
various authors (BARAŃSKA 2018) . The rank correlation analysis has recently become quite popular (DOSZYŃ 2017; GACA, SAWIŁOW 2014) . This method, however, has its limitations despite the seemingly greater relevance to market analyses resulting from the mostly qualitative nature of the variables under consideration. The next step is the analysis of curvilinear correlations, which takes into account a specific observed type of non-linear dependence. The key here is the detection of regularity in the tested dependencies of various types. It is therefore not about the "forced" fitting of a complex model function into real data that does not exhibit apparent regular variability. The model cannot be overfitted, which, in this specific case, means that it cannot be too complicated. A consequence of this would be the lack of universality. Another obvious condition is working on sufficiently large data sets so that the modelling is not based on interpolation, but on approximation. With a small amount of data, interpolation leads to the overfitting of the model. Consequently, it will not work on other data derived from the same market, even if we avoid extrapolation risks. In this study, the author proposes a combination and a parallel analysis of different types of correlation coefficients as the optimal solution to the studied problem using the statistical tool of correlation analysis.
Rank correlation
Rank correlations are essentially a tool for ordinal data analysis. They are also useful in assessing correlation relationships between the attributes, one of which is quantitative and the other -ordinal. A circumstance that undoubtedly facilitates the analysis is the fact that, in this case, in contrast to the ordinary correlation analysis, the normality of distribution is not required of quantitative attributes.
Different rank correlation options are an interesting alternative to Pearson's classic correlation. As the name suggests, they are calculated for variables that have already been subject to ranking, that is, the ranks assigned in the form of consecutive natural numbers, in ascending order, to the original values of random variables. The obtained set may contain so-called tied ranks, which is very common for market characteristics and results directly from the same values of a variable for many cases. The rank in this case is the arithmetic mean of the ranks without taking equal values into account (KRAWCZYK, SŁOMKA 1982) .
The following types of rank correlations can be distinguished:
1) Spearman's Rho correlation
where: , -the ranks of the analyzed random variables, n -the size of a random sample, ,
-adjustments due to the occurrence of tied ranks, calculated according to Formula:
-the number of tied ranks (with the same variable values) in the j-th tie, k -the number of ties. If there are no tied ranks in the analyzed data, Formula (1) takes a simplified form (3). In the case of market attributes, this usually happens only for continuous random variables, such as surface area, distance, price. Spearman's rank correlation coefficient is, in fact, the classic Pearson measure, but it is not calculated for the values of the "raw" variables being compared, but for their rank values. Thus, the same coefficient determined for ranks may demonstrate a significant relationship between variables, despite the statistical irrelevance of Pearson's correlation for primary variables. When ranking, the primary monotone but non-linear dependence is transformed into a linear one. Therefore, it is sometimes believed that Pearson's linear correlation coefficient applied to ranks measures the strength of nonlinear dependence. However, this is a debatable opinion, or at least an incomplete one, as on the one www.degruyter.com/view/j/remav vol. 27, no. 4, 2019
hand it is determined that the studied relationship is not linear, but at the same time the detailed form of its non-linear nature is not investigated. Therefore, it is still not known (not stated numerically) what kind of dependence this is, and hence the specific form of this dependence is not taken into account in the calculated weights of market attributes. -random sample size. Kendall's tau correlation coefficient is the difference between the probability that the compared variables will be set in the same order and the probability that they will be arranged in the opposite order. It takes values from -1 to 1 inclusive, where +1 means that each of the variables increases with the increase of the second one, and -1 means that each of them decreases with the increase of the second one. Thus, -Kendall's, as well as -Spearman's, are measures of the monotone dependence of random variables.
2) Kendall's Tau correlation

3) Gamma correlation
This coefficient requires assumptions similar to -Kendall's and -Spearman's coefficients, and it is used in cases where data contains many tied observations. It is more similar to the -Kendall's coefficient, because it is calculated as the difference between the probability that the ordering of two variables is consistent and the probability that it is inconsistent, divided by 1 minus the probability of the occurrence of tied observations.
Curvilinear correlation
Due to the limitations of rank correlation described above, in the case of the occurrence of nonmonotone dependencies between variables, the curvilinear correlation coefficient q is a very useful tool in calculating the weights of market attributes. It is a generalization of Pearson's correlation coefficient r, and is calculated according to the following Formula:
where: -empirical value of the independent random variable (property attribute) for the i observation, -empirical value of the dependent random variable (property price) for the i observation, -model value of the dependent random variable for the i observation, -mean value from the empirical values of the dependent random variable, n -random sample size, ∑ -total sum of squares, i.e. total scatter of a dependent variable in relation to its average value, Each of the calculated correlation coefficients should be subject to significance analysis before it forms the basis for calculating the weights of market attributes. This task comes down to verification using a parametric test of significance of the hypothesis : 0 against the hypothesis : 0. Due to the fact that a thoroughly performed market analysis requires a sufficiently large set of data, the verification of the significance of correlation can be performed using test functions with a normal distribution, which, for each type of correlation, take the following form:
-for Pearson's correlation ̂ ( 6 ) -for -Spearman's correlation ( 7 ) -for -Kendall's correlation
where: ̂ , , ̂ -estimators, respectively for: Pearson's, Spearman's and Kendall's correlation coefficients.
Statistical inference runs normally with a determined significance level.
Research problem
The research material used in this study comprised a collection of data derived from the residential market in the city of Rawa Mazowiecka. The collected database consists of 121 housing units, described using 16 attributes that were identifiable on the studied market. The list of those attributes is contained in Table 1 . Prior to the analyses resulting from the aim of this study, the volatility of prices at the time the transactions were concluded (about 5 years, with an average of 2 transactions per month) was examined. Due to the price stability in the analyzed period, which can be observed in Figure 1 , correlation analysis was performed on the transaction prices. 
Graphic representation of the dependence price(attribute of real estate)
The first stage of the proper analyses was a graphic representation of the dependence of the unit price of the property on each of the attributes in the form of scatter plots with the regression line superimposed on them, estimated by the method of least squares (LSM). Functions f were selected based on the LSM line, from among the elementary functions. On the graphs below, the fitted functions were: a quadratic function (Figures 3, 8 and 12) , a third degree polynomial (Figures 4, 6, 9, 10 and 11) and a cyclometric function (Fig. 5) . 
Figs. 4 and 5
Graphs of the dependence of house prices on the location relative to the city center and the storey. Source: own study. Figs. 6 and 7 Graphs of the dependence of residential unit prices on the accessibility of public transport and availability of parking spaces next to the building. Source: own study. 
Figs. 8 and 9
Graphs of the dependence of residential unit prices on the surface areas of auxiliary rooms and on the availability of public facilities. Source: own study. 
Figs. 10 and 11
Graphs of the dependence of residential unit prices on the occurrence of positive elements of the surroundings and on the accessibility of recreational areas. Source: own study. 
Figs. 12 and 13
Graphs of the dependence of residential unit prices on the type of heating and availability of gas network, and on the occurrence of nuisances in the building's surroundings. Source:
own study.
Some of the graphs indicate that there is no justification for the attempts to fit a non-linear dependence, either because the value of a given attribute is not diversified enough (only two values - Figure 14 ) or due to the relatively explicit rectilinear character of the regression line determined by the least square method (Figures 7, 13, 15 ), neglecting one outlier that disrupted the apparent linear www.degruyter.com/view/j/remav vol. 27, no. 4, 2019 tendency ( Figure 2) . A list of fitted basic non-linear functions that serve as a two-dimensional regression is provided in Table 2 . 
Figs. 14 and 15
Graphs of the dependence of residential unit prices on the presence of a lift in a building and on window exposure. Source: own study. • 8
• 9
• 10
Cyclometric function • Source: own study.
Estimation of two-dimensional non-linear regression parameters
Due to the fact that all tested non-linear elementary functions maintain linearity with respect to their parameters, the estimation of these parameters is carried out according to the well-known algorithm for estimating parameters of multidimensional linear regression described in numerous publications (CZAJA 2001, BARAŃSKA 2010, and others) . The modification applies only to the structure of matrix A of coefficients of the created system of linear equations AX=C. This matrix will have the size of , where n is the random sample size, and u is the number of the searched parameters of the selected non-linear function. Thus, apart from the column of ones, resulting from including a constant term in each function, the remaining columns will result from the transformations of the independent variable (selected attribute) according to the function f. For example, for the cyclometric function, we will have column arctg(x) following the column of ones.
The estimation process proceeds according to the known Formulas (9)-(11): A detailed description of the accuracy analysis in the process of model parameter estimation can be found in other publications (CZAJA 2001, BARAŃSKA 2010, and others) . These analyses come down to determining the coefficient of determination of the q 2 model from Formula (5).
Correlation analysis
The analysis of various types of attribute-price correlations was the main part of the performed calculations. It had been preceded by a test of feature redundancy, carried out using Pearson's correlation and rank correlation. The Gamma correlation coefficient indicated one redundant attribute -Lift, strongly correlated with six others. The attribute-price analyses confirmed its irrelevance. This attribute has therefore been deleted in Table 3 . Table 3 lists all the determined correlation coefficients (linear and non-linear ones), together with their weights calculated based on the linear correlations (Pearson's and rank correlations). The correlation coefficients that demonstrated statistical significance were highlighted in red. There are also non-linear functions listed, which were selected based on two-dimensional scatter plots, for which the highest values of the curvilinear correlation coefficient (q i ) were obtained.
The weight contributions k i , resulting from the degree of fitting of the functional model to a specific dependence price(attribute), were calculated based on known Formula (CZAJA 2001):
∑
( 1 2 ) where:
-the largest of the calculated correlation coefficients between the i attribute and the price of the property.
In the performed analyses, a limit of 0.05 (5%) of the weight contribution considered to be significant in explaining the scatter of the prices by individual attributes was determined arbitrarily. Therefore, those attributes for which the weight contribution k i was smaller were considered irrelevant and crossed out in the first column of Table 3 
(Number of Chambers and Lift).
Where the linear regression demonstrates a better fitting, or where the selection of a non-linear function is impossible due to technical reasons (too small diversification of attributes) -the linear relationship is assumed as the optimal one (5 attributes).
The first difference that is observed between the results of the linear correlation analysis and the curvilinear correlation analysis is, in a few cases, a significant increase in the latter ones (e.g. for Usable floor space, Location, and others). The use of curvilinear correlations, even for the simplest functional variants, can therefore significantly improve the reliability of the determined weight contributions. Source: own study.
In Table 3 , the correlation coefficient which had finally been used to determine the optimized weight contributions (Table 4 ) was underlined for each of the attributes. Therefore, Table 4 contains the results of the last two stages of weighting calculations: after the first elimination of two nonsignificant attributes and after the selection of the optimal (the strongest, i.e. with the maximum absolute value) correlation dependence and after the second elimination of the four relatively least www.degruyter.com/view/j/remav vol. 27, no. 4, 2019 significant attributes (in relation to the adopted threshold of 0.05), and then the recalculation of the standardized (adding up to 1) weight contributions. The reasons behind the second elimination results not only from the low relative weight contributions after the optimization, smaller than 0.05 (5%), but also from the high sum of squares of the optimized correlation coefficients equal to 1.1715, indicating the existence of redundant attributes. The removal of four variables reduces this sum to the desired optimal value, i.e. close to 1 (0.9908).
Ultimately, out of 15 attributes analyzed on the housing market, we obtain 8 that are recognized as pricing attributes. As illustrated by the values in the last column of Table 4 , compared with weight contributions k i calculated from different types of linear correlations in Table 3 , there was a significant increase in the estimated weight contribution in the case of three attributes, after taking into account the non-linear correlation of a given attribute with the price of the residential units (Location, Transport accessibility and Heating and gas). This means that more than one-third of the market information would be estimated incorrectly in terms of the specific gravity that it brings if we were limited to basic statistical tools. The risk of information loss cannot be underestimated either, which in the case of the first two attributes would be particularly counter-intuitive, as it is against common belief that Location and Transport accessibility are among the most important attributes affecting the prices of residential units in every city.
Conclusions
The study is a continuation of the author's research on the key issue of the real estate market analysis, i.e. the estimation of the so-called weights of market attributes. In previous studies, the problem of the effects of oversimplification in the analysis of the real estate market has been signalled. Specific examples of the analyses have demonstrated significant discrepancies in the estimation of weights, including non-linear dependencies which are not uncommon in the real estate market, in relation to the weights estimated assuming the homogeneity of the market.
This study suggests the optimization of determining the weights of market attributes based on their gradual estimation, with the simultaneous use of all commonly used types of correlations: Pearson's linear correlations, rank correlations and curvilinear correlations. This allows the different character of variables describing the market and the different nature of dependencies between them to be accounted for in one analysis. It turns out that, even if the dependence of price on a given variable can be considered linear, it is not necessarily the standard Pearson correlation coefficient that is the optimal measure of this relationship.
