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The term Ambient Intelligence (AmI) has been coined to describe systems,
which are embedded in the user’s surroundings and are context aware, adap-
tiveandproactive. Thustheenvironmentservesandhelpspeoplebybecoming
sensitive and reactive to their presence, since electronics is ubiquitous and de-
ployed everywhere. This visionary concept was forged by Weiser in 1991 [1, 2]
and it is certainly one of the most profound visions in the mobile computing
community.
The most profound technologies are those that disappear. They
weave themselves into the fabric of everyday life until they are in-
distinguishable from it.
— Marc Weiser, “The Computer for the 21st Century”
This promotes the creation of pervasive environments improving the qual-
ity of life of the occupants and enhancing the human experience. Moreover,
it enables the interaction with users in a natural way: passively, by observing
and trying to interpret the actions and intentions of people, but also actively,
by learning their preferences and adapting the system parameters. This aug-
mented space can be an open or a close environment, constrained in a physical
location, or spread across a large distance, where technologies are distributed,
not intrusive and always present. (A clear analogy is electricity: it is ever-
present and widely used, but we do not think about it, and most of the time
we are not aware of it.)
Ambient intelligent systems are basically very heterogeneous and require
an excellent cooperation between several hardware/software technologies and
disciplines, including signal processing, networking and protocols, embedded
systems, information management, and distributed algorithms. Thus, the de-
sign of such systems is interdisciplinary by nature and requires an intense dia-
log between specialists of multiple domains. In particular, an AmI system
requires the adoption of distributed sensors and actuators to create a technolo-
gical framework, able to interact transparently with the users. Since the vision2 Introduction
is to integrate electronics into everyday objects ( clothing cars houses public
places, ... ) these Pervasive Devices are quite different from current personal
electronics such as hand-held, mobile or stationary computing systems.
The dependence on the existence of large quantities of wireless sensors de-
ployed throughout the environment makes Wireless Sensor Networks (WSN)
one of the most important enabling technologies which contribute to build the
paradigm of AmI. Such micro-systems typically incorporate both sensors and
communication functions. Each sensor node monitors its local environment,
processesandstoresthecollecteddatasothatothernodescanusethemspread-
ing the information through a wireless link. For this reason pervasive networks
of wireless sensors nodes have the potential to signiﬁcantly impact society and
to create large market opportunities.
Unfortunately, while advances in IC fabrication technologies, circuit de-
signs and networking techniques have greatly reduced the size and power
consumption of potential wireless sensor platforms, the amount of available
on-board energy still limits severely the operating lifetime of distributed em-
bedded systems. Although research continues to develop higher energy-densi-
ty batteries and supercapacitors, power sources are rapidly becoming the bot-
tleneck which limits the widespread deployment of wireless sensor networks.
For applications where many autonomous devices are distributed throughout
the environment it would clearly be impractical to replace batteries frequently.
This leads to the concept that the AmI devices must harvest their energy di-
rectly from the surroundings (exploiting light, EM radiation, thermal gradi-
ents, vibration, air ﬂow, etc.). This method of powering is called Energy Scav-
enging and introduces great challenges that cover a wide spectrum of hardware
technologies.
So far much attention has been paid to application scenarios that often look like
dreams in a far future. In this thesis we pay attention to the realities of hard-
ware technologies and the design needed to realize these visions, attempting
to propose solutions on open issues and ﬁlling the gap between AmI scenarios
and hardware reality.
The physical implementation of an individual wireless node is constrained
by three important metrics which are outlined below.
Small Form-Factor
Embeddingthewirelessdevicesintotheinfrastructureofdailylife(walls,
furniture, lighting, etc.) requires a small form factor for each node. For
many scenarios, sizes smaller than 1 cm3 are necessary. A very high levelIntroduction 3
of integration is mandatory if such small dimensions have to be achieved.
Low Cost Implementation
For commercial viability, the cost of a sensor node must be very small,
since it is designed to be part of a large mesh. Moreover for network
reliability, the node density (# nodes/area) must be high. Thus, the cost
of each node must be extremely small (<1e).
Power
To reduce installation costs and to allow ﬂexible deployment, most nodes
must be untethered and have their own energy source. Frequent replace-
ment of the energy source is unfeasible because it would result in a high
maintenance cost. Thus, the nodes must scavenge their energy from the
environment. This requires the average power dissipation of the node to
be extremely low (< 100mW).
During the PhD research activity, we have tackled all the constraints listed
above and have proposed solutions to overcome the current WSN limits. The
speciﬁc contributions are presented and discussed in the following:
• We have designed and implemented a wireless sensor node focusing on
the small size and the ﬂexibility of reuse in different applications. The
main idea was to develop a simple and general purpose architecture for
rapid analysis, prototyping and deployment of AmI solutions. In parti-
cular our vision pointed to develop applications for wearable computing
and human computer interaction (HCI). Moreover, the system built is
a suitable platform for testing and measuring the features and the con-
straints of a sensor network (radio communication, network protocols,
power consumption and autonomy);
• Toprovetheﬂexibilityofthearchitecturedesigned, wehaveimplemented
a wearable system for human posture rehabilitation. The application was
developed in conjunction with biomedical engineers who provided the
algorithms for signal processing.
• Exploiting the developed sensor node as testbed platform, we focused
also on the problem of autonomy and energy management, using sys-
tems and techniques which harness energy form the surroundings en-
vironment. A number of different methods to harvest environmental
energy have been analyzed and have been successfully tested to power
wireless sensor devices;
• We have principally investigated the design of photovoltaic (PV) har-
vesters, converting outdoor and indoor light intensity into electrical po-4 Introduction
wer. We have contributed to develop a scavenger that exploits miniatur-
ized PV modules performing a highly efﬁcient conversion at a minimum
energy cost. Much attention has been paid to achieve a small size factor
for the harvester circuit and for storage devices;
• Althoughharvestedenergyseemstobevirtuallyinexhaustible, itischara-
cterized by signiﬁcative and unpredictable variations. In this thesis we
show that conventional scheduling algorithms (like e.g. EDF) are not
suitable for this scenario. Based on this motivation, we have constructed
optimal scheduling algorithms that jointly handle constraints from both
energy and time domain;
• Since some sensor nodes are not equipped with any operating system,
scheduling of activities is not practicable. We have adapted results of
the well-established framework of multiparametric programming to the
emerging area of energy harvesting systems. The result is the develop-
ment of a predictive controller to tune the parameters of the sensor node
(such as rate of activity, transmission power ...) that optimize the long
term system performance;
Theremainderofthethesisisorganizedasfollows. Chapter1givesanoverview
about Wireless Sensor Network (WSN), illustrating the principal features of
this technology and the key challenges still open. It concludes with a short list
of the real solution and prototypes proposed by academic research and manu-
facturers. The sensor node developed in the ﬁrst part of my research activity is
presented in Chapter 2. Initially designed for applications of Motion Capture,
it embeds an accelerometer and can be exploited also for HCI and wearable
applications. The example of biomedical application for the optimization of
human posture and movement is discussed in Chapter 3. In this thesis we
have adopted the sensor node also as testbed for research activity on perpetual
powering systems. In fact to introduce energy harvesting techniques, Chap-
ter 4 gives a survey of the principal methods of converting energy from the
environment in order to power sensor nodes. Opportunities and limitations
are also discussed. In Chapter 5 we discuss about the design of a high efﬁcient
photovoltaic harvester for WSN, while algorithms of energy managements for
WSN are proposed in the next Chapters. In particular Chapter 6 tackles the
problem of how to schedule tasks on a sensor node. For applications which do
not require a scheduling activity, Chapter 7 discusses a method to determine
decisions that optimize the long term system behavior (such as reactivity, aver-Introduction 5
age throughput, minimal sensing rate). Finally, conclusions are drawn, repor-
ting the main research contributions that have been discussed throughout this
dissertation.Chapter 1
Overview of Wireless Sensor
Networks
A wireless sensor network consists of many energy-autonomous small embed-
ded systems equipped with sensor and radio-transmitter. The sensor nodes
are distributed throughout an area of interest and each one monitors its local
environment, processes and stores the collected data so that other nodes can
use them. Network nodes share this information via a wireless link.
Since these networks often are deployed in regions that are difﬁcult to ac-
cess, the nodes should not require maintenance. They must be energetically
autonomous, using batteries that do not need to be replaced or recharged.
Moreover, since network may be have hundreds or thousands of nodes, sensor
nodes should be cheap.
The main purpose of this chapter is to overview the state of the art in sen-
sor node design, and to present the main constraints in wireless sensor net-
works. To achieve these goal, the chapter begins describing emerging sensor
network applications (section 1.1). Section 1.3 describes characteristic, require-
ments and functional components of a Sensor Node, highlighting key research
challenges due to the use of constrained resources. The chapter concludes with
an overview of current sensor network solutions proposed by universities and
manufacturers.
1.1 Wireless Sensor Network Applications
Although the most part of today sensors are still wired, wireless sensors of-
fer signiﬁcant advantages over wired ones, can reduce the cost of the system
and enable applications that are otherwise unimaginable. Nevertheless today’s
WSN market is still fragmented, largely due to the unique characteristics of8 Overview of Wireless Sensor Networks
each application space. Unlike the Internet, where TCP/IP is the standard
transport protocol upon which all the internet applications can be built, sen-
sor networks have yet to deﬁne common standards on which most application
can be implemented. In the following, we discuss a list of applications areas
that are expected to be early adopters of wireless sensor networks and that can
give the ﬁrst impulse to a standardization process.
Asset and wharehouse management
Wireless sensors may be used to monitor and track assets such as trucks
or other equipment, especially in an area without a ﬁxed networking in-
frastructure. Sensor Networks may also be used to manage assets for
industries such as oil, gas and utility.
Automotive
With the features of a wireless sensor network, car will soon be able to
talk to each other and to roadside infrastructures. Sensor may be ap-
plied on wheels for alert messages and driver safety assistance. During
anemergencybrake, analertmessagefromthebreakingcarcanbebroad-
cast to nearby cars so that preventive measures may be taken. Another
interesting application is in the collection of real-time trafﬁc. Given a ve-
hicle, cars coming from the opposite direction may have sensed timely
and valuable information. As the vehicles pass each other, they exchange
summary information on the location of trafﬁc jams and the speed and
density of trafﬁc or information that may be generated by ground sen-
sors. These summaries propagate from vehicle to vehicle and can be used
by drivers to avoid trafﬁc jams and plan alternative routes.
Building environment and control
Sensor embedded in a building can drastically cut down energy costs by
monitoring the temperature and lighting in the building and regulating
the heating and cooling system and lights. Coupled with the security
systems, thewireless sensor network may detectunauthorized intrusions
or unusual patterns of activity in the building.
Environmental monitoring
Environmental monitoring is one of the earliest application of sensor net-
works [3]. Sensor can be used to monitor conditions and movements of
animals in wildlife habitat where minimal disturbance is desired. Sensor
can also monitoring air quality, track pollutants and discover biological
and chemical hazards to provide early warnings.
Health Care
Elderly care can greatly beneﬁt from using sensor networks that monitor1.1 Wireless Sensor Network Applications 9
vital signs of patients and are remotely connected to doctor’s ofﬁces, or
simply alert when a patient falls or feels loneliness. Wireless sensor net-
work may be also used as a personal area network (PAN) equipped with
sensor able to understand the movement and the behavior of the people.
This kind of system can become a valid interpreter of human gesture,
supporting people who suffer of physical disability and providing immi-
nent feedbacks when occurs.
Industrial process Control
A typical equipment manufacturer spends thousands of euro in services
and maintenance every year. The costs can be reduced introducing wire-
less sensor networks that may be used to monitor manufacturing process
or the condition of industrial equipment and provide dynamic alert for
imminent failures.
Military battleﬁeld awareness
Military supporting was the ﬁrst purpose that gave life and money to
wireless sensor network research. Real-time battleﬁeld intelligence is
an essential capability of modern command, control and communication
systems. Wireless sensors can be rapidly deployed, either by themselves,
without an established infrastructure, or working with other assets such
as radar arrays and collect immediately important information. More-
over in military applications, the cost factor is not as dominant as in com-
mercial solutions.
Security and surveillance
An important application ﬁeld of sensor networks is in security moni-
toring and surveillance for buildings, airports, subways, or other critical
infrastructure such as power and telecom grids or roads and motorway.
Imager or video sensor can be very useful in identifying and tracking
moving entities, although the require higher-bandwidth communication
links. Heterogeneous systems that comprise lower-cost sensors, such as
motion or acoustic sensors, that can act as triggers for imagers, can be
very cost effective and efﬁcient. Since it is rather difﬁcult for security
guards to continuously watch a set of video monitors when most of the
time nothing occurs, the overall security effectiveness will be improved
when motion and/or acoustic detectors generate an alert. These wire-
less devices equipped with acoustic sensors can locate a sound wave
(by determining the magnitude of the sound and the angle of arrival,
and performing primitive frequency analysis). The nodes organize them-
selves dynamically and convey the location information periodically, or10 Overview of Wireless Sensor Networks
on-demand, to controller nodes, which then take appropriate actions un-
der real-time constraints.
Trafﬁc Control
Sensor networks have been used for vehicle trafﬁc monitoring and con-
trol for quite a while. Most trafﬁc intersections have either overhead or
buried sensors to detect vehicles and control trafﬁc lights. Furthermore,
video cameras are frequently used to monitor road segments with heavy
trafﬁc, with the video sent to human operators at central locations. How-
ever, these sensors and the communication network that connect them
are costly; thus, trafﬁc monitoring is generally limited to a few critical
points. Inexpensive wireless ad hoc networks will completely change the
landscape of trafﬁc monitoring and control. Cheap sensors with embed-
ded networking capability can be deployed at every road intersection to
detect and count vehicle trafﬁc and estimate its speed. The sensors will
communicate with neighboring nodes to eventually develop a “global
trafﬁc picture” which can be queried by human operators or automatic
controllers to generate control signals.
1.2 RequirementsandcomponentsofaSensorNode
Sensor node hardware can be grouped into three categories, each of which en-
tails a different set of trade off in design choices.
Augmented general-purpose computer
Examples includes low-power PCs, embedded or custom designed PCs,
personal digital assistant (PDA). These nodes typically run off-the-shelf
operating systems such as Windows CE, Linux, or real-time operating
systems and use standard wireless communication protocols such as -
IEEE802.11 or Bluetooth. Because of their relatively higher processing
capability, they can accommodate a wide variety of sensors ,ranging from
simple microphones to more sophisticated video cameras. Compared
with dedicated sensor nodes, PC-like platforms are more power hungry.
However, when power is not an issue, these platforms have the advan-
tage that they can leverage their availability of fully supported network-
ing protocols, popular programming languages, middleware, and other
off-the-shelf software.
Dedicated embedded sensor nodes
Examples includes the Berkeley mote family [4], Ember nodes [5] and
Tmotesky [6, 7]. These platforms usually use commercial off-the-shelf1.2 Requirements and components of a Sensor Node 11
chip set with emphasis on small form factor, low-power processing and
communication, and simple sensor interfaces. Because of the simple mi-
crocontroller used, these platform typically support few programming
languages (asm, C). However, in order to keep the program size small to
accommodate thy small memory space, programmers of these platforms
are usually given full access to hardware.
System-on-chip nodes
Examples of SoC hardware include smart dust [8] and the BWRC picora-
dio node [9]. Designers of these platforms try to push the hardware lim-
its by fundamentally rethinking the architecture of a sensor node at chip
design level. The challenge is to ﬁnd new ways of integrating CMOS,
MEMS, and RF technologies to build extremely low-power and small
footprintsensornodes. Sincetheseplatformsarecurrentlyintheresearch
pipeline with no instruction set, there is no software platform support
available.
This thesis focuses on the second category shown above. In next para-
graphs we will discuss only on embedded sensor node calling them simply
sensor node.
A sensor node is usually composed of a power unit, a processing unit, a
sensing unit and a communication unit. The processing unit is responsible to
collectandprocesssignalscapturedfromsensorsandtotransmitthemthrough
the network. Sensors produce a measurable response to a change in a physical
condition. The wireless communication channel provides a medium to transfer
signals from sensor to exterior world or to a computer network.
The major characteristics and requirements of a sensor node can be listed
in the following:
Energy-efﬁciency
Power consumption is and will be the primary metric to design a sensor
node and reducing power consumption requires optimization. Nodes
have a limit amount energy resource that determine their lifetime. Since
it is unfeasible to recharge thousands of nodes, each nodes should be
as energy-efﬁcient as possible. In many application scenarios, the target
node lifetime typically spans from 1 to 5 years. This imposes drastic con-
straints on power consumption. With a single 1.5-V AA alkaline battery,
the average power consumption ranges from 100 to 10 microwatts, for
a node lifetime ranging between two and seven years. Considering that
today’s commercially available radio transceivers typically consume tens
of milliwatts, keeping all part of the node constantly active is clearly im-12 Overview of Wireless Sensor Networks















Figure 1.1: Architecture of a generic sensor node
possible. One solution may be introducing duty cycling on the order of
0.1 percent to 1 percent.
Low-cost
Since network may be have hundreds or thousands of nodes, sensor
nodes should be cheap.
Wireless
The sensor nodes need to be wireless. In many applications, the environ-
mentbeingmonitoreddoesnothaveinstalledinfrastructuresforcommu-
nication. Thus, the nodes should use wireless communication channels.
Multi-hop
A sensor node may not reach the base station. The solution is to commu-
nicate through multi-hop. Another advantage is that radio signals power
are proportional to r−4, where r is the distance of communication. Thus
it can be more energy economic transmit many short-distance messages
than one long-distance message.
Distributed processing
Each sensor node should be able to process local data, collect data from
environment, aggregate it, and transforming it in information.
Fig. 1.1 presents the system architecture of a generic sensor node, that is
composed of four major blocks: power supply, communication, processing
and sensors. The ﬁgure also illustrates some challenges for wireless sensor
network. A power management layer is necessary to control the energy level
and the main resources of a sensor node, even when other energy sources are
dynamically added or the energy is harvested from the environment. New
network protocols are necessary, including link, network, transport, and ap-
plication layers to solve problems such as routing, addressing, clustering and1.2 Requirements and components of a Sensor Node 13
synchronization, and they have to be energy efﬁcient. A micro-kernel for sen-
sor node should help in developing applications. Many operating system ex-
ists for small devices (PDAs, cell phone) but not as simple as a sensor node.
Algorithm for ﬁltering and sensor signal processing are also needed.
In the next subsections we investigate and analyze the main characteristics
of the processing unit, the power supply layer, and the communication unit.
1.2.1 Processing unit
Since the sensor node is expected to communicate, to process and to gather
sensor data, it must have processing units. The central processing unit of a
sensor node determines to a large degree both the energy consumption and
the computational capabilities. Many different types of commercially avail-
able products can be integrated in a node: microcontrollers, microprocessors
or FPGAs, which allow a big ﬂexibility for CPU implementations.
FPGA
Nowadays FPGA present some disadvantages, the major of them is the
consumption. Although there is at the market low-power FPGAs, their
power consumption is not as low as a sensor node should be. It does
not mean that FPGAs are not good solution for the near future. May be
with the development of ultra- low power FPGAs, these devices will be
a good solution for sensor node.
Microcontrollers
Microcontrollerincludesnotonlymemoryandprocessor, butnon-volatile
memory and interfaces such as ADCs, UART, SPI, counters and timers.
There are many types of microcontrollers ranging from 4 bits to 32b bits,
varying the number of timers, ADC resolution, power consumption, etc.
1.2.2 Power supply unit
So far, The power supply unit usually consists of a battery and a dc-dc con-
verter and has the purpose to power the node. It is important to chose the
battery type since it can affect the design of sensor node. Recently alternative
solutions for powering a sensor node has been introduced and have been also
the most important subject of thesis. Energy scavenging techniques, that are
methods to extract and convert environmental energy (thermal variations, vi-
bration, solar irradiance, ...) into electrical power for sensor nodes, seems to be
the a valid solution to achieve perpetual WSN applications.14 Overview of Wireless Sensor Networks
1.2.3 Communication
Sensor node must communicate among them and to a base station using a
wireless communication channel. The networking capability of WSNs is built
up in layers. The lowest layer controls the physical device. We explore three
possibilities, optical, infrared and radio frequency.
Optical communication - laser
The advantages of optical communication are:
• Security since there is no broadcast and if the channel is intercepted
it would interrupt the signal;
• High bandwidth communication;
• No need for antenna.
The disadvantages are:
• Needs line of sight, since the laser beam of the transmitting device
must be line up to the optical receiver;
• Sensible to atmospheric conditions;
• The communication is directional and due to the fact that sensor
nodes could be deployed, this is not an attractive solution.
Infrared
Infraredcommunicationisusuallydirectionalwithalimitedﬁeldofview.
To enlarge the ﬁeld of view, transmitting diode should be replicated on
the board increasing the power consumption. Infrared systems advan-
tage is no need for antenna. Moreover the designer must also know the
short-range of infrared communication (few meters).
Radio-frequency
RF communication is based on electromagnetic waves and it is the most
common wireless channel used in sensor network systems. One of the
most important challenges in RF is to reduce the energy consumption.
Several aspect affect the power consumption of a radio, including the
type of modulation , scheme used, data rate, transmit power. In gen-
eral radio can operate in four distinct modes of operation: transmit, re-
ceive, idle and sleep. Most radios operating in idle mode result in high
power consumption, almost equal to the receive mode, thus it is impor-
tanttoshutdowntheradio. TheFirstsolutionsadoptedverysimpleradio
transceiver and he development of ad-hoc and low-power network pro-
tocols for medium access control (MAC) and routing was necessary. One
of these radio devices is TR1001 and it is still used.1.3 Overview of state of the art 15
Recently some network standards for personal area network (PAN) and
wireless sensor networks, such as Bluetooth [10] and Zigbee [11], have
been proposed to community. Bluetooth is a standard that realizes small
form factors, low-cost, short-range radio links. The Bluetooth standard
provides speciﬁcations for the radio link, baseband link, and link man-
ager protocol.
Bluetooth performs small star network composed by 8 members at maxi-
mum, this increase the sensor network complexity. Bluetooth is designed
mainly for computer cable replacement, so it is not the best choice for a
sensor network. Nevertheless the high data rate of Bluetooth suggests to
use it for gateways or sensor nodes that need to transmit at higher band-
width such as a video.
Zigbee and IEEE802.15.4 are standards developed forwireless sensor net-
working. IEEE802.15.4 is proposed by the IEEE and performs low data
rate solution with multi-month to multi-year battery life and very low
complexity. It is intended to operate in an unlicensed, international fre-
quency band. IEE802.15.4 deﬁnes the physical layer (PHY) and the media
access controller (MAC). For these optimized short-range wireless solu-
tions, the other key element above the Physical and MAC Layer is the
Network/Security Layers for sensor and control integration. The ZigBee
Alliance is in the process of deﬁning the characteristics of these layers for
star, mesh, and cluster tree topologies.
1.3 Overview of state of the art
Modern research on sensor networks started around 1980 with the Distributed
SensorNetworks(DSN)[12]programattheDefenseAdvancedResearchProjects
Agency (DARPA). Technology components for a DSN included sensors (acous-
tic), communication(high-levelprotocolsthatlinkprocessesworkingonacom-
mon application a resource-sharing network), processing techniques and algo-
rithms (including self-location algorithms for sensors), and distributed soft-
ware (dynamically modiﬁable distributed systems and language design).
Current sensor networks can exploit technologies not available 20 years
ago and perform functions that were not even dreamed of at that time. Sen-
sors, processors, and communication devices are all getting much smaller and
cheaper. Commercial companies such as Ember [5], Crossbow [13], and Mil-
lenialNet [14] are now building and deploying small sensor nodes and sys-
tems. These companies provide a vision of how our daily lives will be en-16 Overview of Wireless Sensor Networks
Figure 1.2: Smart Dust architecture
hanced through a network of small, embedded sensor nodes. In addition to
products from these companies, commercial off-the-shelf personal digital as-
sistants (PDAs) using Palm or Pocket PC operating systems contain signiﬁcant
computing power in a small package.
In the following we present a series of commercial and academic solutions
of wireless sensor network and their main features.
Smart Dust
The Smart Dust [15, 8] is a project of Berkeley university and aims at the
develop sensor node of millimetric size. Their focus is on miniaturization
of sensor node so that it has a dust size. Since this is a long time project,
the ﬁrst step was the development of the a node family called WeC.
The dust nodes are comprised of various subsystems from different fabri-
cationtechnologies(Fig.1.2). Manysensors, includingtemperature, pres-
sure, and acceleration sensors, from MEMS and CMOS processes can be
attached to a mote. An ASIC handles measurement recording, data stor-
age, and system control. A receiver circuit converts photocurrent from an
incoming laser into a data stream to be used to interrogate or reconﬁgure
the mote. Several transmission systems can also be utilized, such as a
passive corner cube reﬂector (CCR) for communication to a base station,
or an integrated laser with beam steering MEMS structures for inter-mote
communication. Finally, all of the components are mounted onto a thick-
ﬁlm battery charged by a solar cell.
iBadge
iBadge [16] is also a solution from University of California, Los Ange-
les (UCLA). It is equipped with sensors such as microphone, localiza-1.3 Overview of state of the art 17
tion sensor and temperature sensor. The iBadge is not only a collec-
tion of sensors; it possesses enough computational power to process the
sensed data. Two processors, Atmel ATMEGA and TI DSP C5416, share
the workload according to their computational ability (Fig. 1.3). The
DSP processes the computational more expensive speech data and the
magnetic sensor data, whereas ATMEGA is interfaced to sensors with
simpler data structure and the Bluetooth module. The Bluetooth mod-
ule provides the wireless connection to the rest of the infrastructure, to
which all the collected and processed data is sent. It has also a simple RF
transceiver to communicate to small nodes. It should be a good solution
for gateway.
Figure 1.3: iBadge and its architecture
  Amps
  Amps [17] (micro-Adaptive Multi-domain Power Aware Sensors) node
consists of a stack of three or four printed circuit boards. The top board
contains the radio, including the RF circuitry and the FPGA used for digi-
tal coding and decoding. The second board contains an Intel StrongARM
processor and associated RAM and ﬂash ROM. Also on the processor
board are an acoustic sensor (microphone, ampliﬁer, ﬁlter, and analog-to-
digital converter) and a collection of dc/dc power converters that service
the entire node. The optional third board in the stack is an additional sen-
sor module to replace the acoustic sensor on the processor board. Many
components incorporate more complex power controls that allow grad-
ual power scaling.
The   Amps node can be easily adapted to different applications by de-
signing an appropriate sensor board (FIG. 1.4). The bottom board in the
stack contains the power source: four AAA batteries. The   Amps pro-
cessor block consists of a StrongARM microprocessor along with low-
power static RAM and ﬂash ROM. The StrongARM processor was cho-
sen because of its high performance/power ratio and its built-in vari-
able frequency (59-206 MHz) core clock generator. An adjustable clock
frequency enables dynamic voltage scaling, in which processor voltage18 Overview of Wireless Sensor Networks
Figure 1.4:  AMPS sensor node
and clock frequency are adjusted together to provide an energy-latency
trade off. The   Amps radio consists of a digital baseband processor (im-
plemented on an FPGA) and an RF frontend. The digital component is
responsible for encoding, decoding, and error detection/correction. It
also controls the timing of the transmitter and receiver according to the
TDMA scheme employed by the network protocol. The core of the RF
circuitry is an LMX3162 2.4 GHz radio transceiver chip from National
Semiconductor.
Mica motes
The node architecture [13] consists of ﬁve major modules: processing,
RF communication, power management, I/O expansion, and secondary
storage. In the ﬁrst MICA [4] implementation (Fig. 1.5), the microcon-
troller is an ATMEGA103L running at 4 MHz. It is an 8-bit microcon-
troller with 128 Kbytes of ﬂash program memory and 4 Kbytes of sys-
tem RAM. Additionally, it has an internal 8 channel, 10-bit ADC, 3 hard-
ware timers, and 48 general-purpose I/O lines. It has one external UART
and one SPI port. The RF module consists of an RF Monolithic TR1000
transceiver and the set of discrete components required to operate the ra-
dio. The radio interface gives direct control over the transmitted signal
allowing for the use arbitrary communication protocols.
CurrentlygenerationofMicaareequippedwithdifferentmicrocontrollers
and transceivers and are compliant with the Zigbee standard.
MillennialNet solution
MillennialNet inc. [14] presents a small size node (iBean) for wireless sen-
sornetwork. NewiBeanfamilyisalsocompliantforIEEE802.15.4/Zigbee
protocols. The iBean Endpoint is a tiny microcomputer with analog and
digital interfaces and a wireless communications link. The i-Bean an-
tenna enables communications over a range of 20 meters or more to an1.3 Overview of state of the art 19
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Figure 1.5: MICA node
i-Bean Gateway or i-Bean Router
Figure 1.6: iBeam modules
Intel mote
The Intel Mote [18] hardware is a modular, stackable design that includes
the following components in a package that is about half the size of the
original Berkeley mote. Intel Research is using the Zeevo module on the
main board (containing an ARM1 core, SRAM and Flash memory, and
Bluetooth wireless technology), an optional power supply regulator, and
sensor boards. The mote platform can accommodate other features as
well, such as alternate radio, debug and actuator boards. A backbone
interconnect provides power and bidirectional signaling capability.
Figure 1.7: Intel mote - stackable node20 Overview of Wireless Sensor Networks
TmoteSky
Tmotesky has been proposed by Moteiv [7]. Tmotesky is a node plat-
form for extremely low power, high data-rate, sensor network applica-
tions designed with the dual goal of fault tolerance and development
ease. Tmotesky boasts the largest on-chip RAM size (10kB) of any mote,
the ﬁrst IEEE 802.15.4 radio, and an integrated on-board antenna pro-
viding up to 125 meter range. Tmotesky offers a number of integrated
peripherals including a 12-bit ADC and DAC, Timer, I2C, SPI, and UART
bus protocols, and a performance boosting DMA controller. Tmotesky
offers a robust solution with hardware protected external ﬂash (1Mb in
size), applications may be wirelessly programmed to the Tmotesky mod-
ule. In the event of a malfunctioning program, the module loads a pro-
tected image from ﬂash. Toward development ease, Tmotesky provides
an easy-to-use USB protocol for programming, debugging and data col-
lection. Designed with applications in mind, the Tmotesky module is
FCC certiﬁable and may be added into existing products.
Figure 1.8: Tmotesky sensor node
BTnode
Figure 1.9: BTnode
The BTnode is an autonomous wireless communication and computing
platform based on a Bluetooth radio and a microcontroller. It serves as
a demonstration platform for research in mobile and ad-hoc connected
networks (MANETs) and distributed sensor networks. The low-power
radio is the same as used on the Berkeley Mica2 Motes, making the BTno-1.3 Overview of state of the art 21
de rev3 a twin of both the Mote and the old BTnode. Both radios can
be operated simultaneously or be independently powered off completely
when not in use, considerably reducing the idle power consumption of
the device.Chapter 2
A small low-power wireless
architecture for AmI
applications
This chapter presents the design and implementation of a wireless sensor node
for a Motion Capture system with Accelerometers (WiMoCA). It is composed
byatri-axialintegratedaccelerometer, amicrocontrollerandawirelesstransceiver.
The use of a single integrated tri-axial accelerometer allows to overcome inac-
curaciesoforthogonallymountedbi-axialaccelerometersandtobuildasmaller
device compared to other sensors presented in literature. WiMoCA nodes have
been exploited to build a Wireless Body Area Sensor Network (WBASN) that
allows to implement a wireless/wearable distributed gesture recognition sys-
tem where nodes are mounted on many parts of the human body. We describe
the hardware architecture and all the software layers supporting the recogni-
tion system. We also show characterization experiments on WiMoCA nodes
that highlight how their performance and power consumption levels make
them suitable to HCI applications.
2.1 Introduction
The ever increasing diffusion of mobile and ubiquitous computing is pushing
the development of a new generation of human-computer interfaces (HCIs) to
provide natural and context-aware access to personalized services. Moreover,
mobile and ultra-portable devices such as cell-phones and PDAs ask for the
design of alternative input systems to overcome the limitations of traditional
touch-based interfaces. Nowadays, motion tracking and gesture recognition24 A small low-power wireless architecture for AmI applications
technologies are gaining momentum and will likely play an important role in
the coming decade. At the same time, sensor technology is enabling the devel-
opment of small form-factor devices that can be connected together to form a
wireless sensor network (WSN). Putting it all together, the technology is ma-
ture to develop natural human-computer interfaces by exploiting sensors net-
works for detecting user movements. However, several challenges are to be
faced. For example, wearability, ﬂexibility and low power consumption are
key requirements that are hard to jointly satisfy.
Accelerometers are effective for recognition purposes because of their small
size and because they are immune from electromagnetic interferences and ob-
stacles [19]. In this work we present the design and implementation of a wire-
less sensor node called WiMoCA (Wireless Motion Capture with Accelerome-
ters) equipped with a tri-axial accelerometer. We also present the wireless body
area sensor network made by WiMoCA nodes that we exploited to implement
a distributed gesture recognition system for HCI applications. Furthermore,
we describe all the layers needed to implement the body area network: the
hardware of the nodes, the network and the application layer.
The gesture recognition system makes a step forward with respect to tra-
ditional gesture recognition systems by exploiting wireless sensor network-
ing technology to detect postures and gestures of different parts of the human
body. To the best of our knowledge, this is the ﬁrst implementation of a wire-
less sensor network for gesture recognition applications.
Applying sensor networking technology to this purpose imposes original
design requirements compared to traditional sensor networks. First of all,
nodes must be extremely light and wearable to avoid obstructing user move-
ments. Second, the software on the nodes must be designed to handle a contin-
uous real-time data stream composed by acceleration values. This is different
from networks designed for environmental monitoring that are commonly de-
signed to handle sporadic events. From a network perspective, nodes are all
visible and directly connected to a base station (installed as an extension board
on a palmtop PC) that represents also the gateway that connects the network
to a PC where is located the user application that makes use of human gesture.
Thus, the topology of the body network does not require the implementation
of routing algorithms and data aggregation algorithms.
If we refer to previous gesture recognition solutions, our system has many
elements of novelty. First of all, being based upon wireless nodes, it over-
comes other solutions where sensors are connected through cables. Moreover,
being equipped with a single integrated tri-axial accelerometer, WiMoCA has
a smaller form-factor compared to previous solutions. Our module provides
better accuracy with respect to traditional orthogonally mounted accelerome-2.2 Related Work 25
ters [20, 21], thus reducing re-calibration frequency.
Commercial solutions like Mica Motes [13] are designed to handle spo-
radic or slowly changing events (such as temperature and pressure variations)
and to interface with web applications for environment monitoring. As such,
they are equipped with embedded operating systems [22], that support a com-
plete network stack. Comparing to these solutions, our system has been de-
signed for real-time interactive applications with low-power requirements and
for this reason we focused on minimizing software overhead by implement-
ing our own component drivers and communication layer. Moreover, Mica
are equipped with analog bi-axial accelerometers, that require additional ADC
conversion and are less tailored to gesture recognition applications compared
to digital integrated tri-axial devices equipped by WiMoCA.
The software support we developed to drive the module, exploits the low
power consumption of sensing unit to improve battery lifetime and provide
a network stack, (physical and MAC layer) to drive the wireless transceiver,
interface with other modules and organize accelerometer data in packets to be
sent to a remote machine for further processing.
Even if the main target of WiMoCA is gesture recognition, its characteristics
make it suitable to be used in industrial and medical applications. The nodes
have been designed in modular way, enabling fast replacement. This is of crit-
ical importance especially when nodes are placed in dangerous or inaccessible
environments.
The contribution shown in this chapter is threefold. First, we describe and
characterize (in terms of accuracy, performance and power) the hardware ar-
chitecture of new sensor module. Second, we describe the software architec-
ture developed for the node and the architecture of the WBASN that connects
WiMoCA module together. Finally, we demonstrate the use of the WiMoCA
WSN in a vertically integrated application in gesture recognition where nodes
are mounted on many parts of the human body.
2.2 Related Work
Todevelopwearableandunobtrusiveinterfaces, accelerometersmustbemounted
on lightweight and tiny boards without wires and cables for power supply and
connectivity. To this purpose, some research laboratories recently targeted the
designed low-power, wireless and wearable devices. Hand and head motion
tracking systems have been designed [23] for Virtual Reality applications. This
class of systems are dedicated and optimized for tracking speciﬁc body parts
and movements. WiMoCA targets general purpose gesture recognition, and
for this reason is designed to be installed in any body part.26 A small low-power wireless architecture for AmI applications
A consistent amount of work has been done to build absolute orientation
detection devices mainly targeted to robot navigation. In these kind of de-
vices, accelerometers are used to compute orientation referred to local vertical
direction, while magnetometers are used to compute the direction of gravity
with respect to the hearth. Recently, MARG modules have been designed [21],
which are equipped with triads of orthogonally mounted accelerometers, mag-
netometer and angular rate sensors. They target 3 DoF (Degrees of Freedom)
orientation measurements of static or slowly moving rigid bodies. Since the
moduledoesnothavewirelesscommunicationcapabilities, datamustbetrans-
mitted over a wired link for further processing. Accelerometers, magnetome-
ters and gyroscopes are exploited in [20] to build a wireless portable absolute
orientation estimation device. The device uses a Kalman ﬁlter to ﬁlter out ac-
celerations due to user movements. Being designed to be part of a sensor net-
work, the device uses a Bluetooth module for network communications.
Comparing this class of sensors to WiMoCA, the main difference is that
they are designed to perform tracking of absolute orientation. In our design,
we are interested in gesture recognition instead of tracking, and for this reason
we do not need complex ﬁltering algorithms to compensate the error intro-
duced by the integration steps. We use a geometric algorithm instead, which
uses accelerometers as inclinometers. Moreover, being not designed to detect
absolute orientation, we do not use gyroscopes and magnetometers. For this
reason, WiMoCA shows a smaller form-factor, making it more suitable to be
mounted on various body parts without impacting normal user movements.
Accelerometersandgyroscopeshavebeenusedalsotobuildhuman-computer
interfaces [24] [25]. This class of HCI interfaces differs from WiMoCA either be-
cause theytargetaspeciﬁc movement orbecause theyarenotdesigned tobuild
a distributed general purpose recognition system. In fact, WiMoCA provides
advanced wireless networking hardware and software support to communi-
cate with other WiMoCA modules to build a body area network.
Wearable inertial sensors are a low-cost, low-power solution to track ges-
tures and, more generally, movements of a person. The implementation of a
body-centric network mounting inertial sensors has been explored in many
ﬁelds. Examples are in context-aware applications [26] [27] and monitoring
of patient activity in the medical domain [28]. A combination of accelerome-
ters, magnetometers, temperature and light sensors to be worn by users has
been applied to help indoor navigation [29] and infer user’s location. Many
research studies focus on hybrid sensor networks or sensor fusion techniques.
The sensing elements are distributed along the body and data processed both
off-line or in real-time [30], [31]. Even if these solutions are suitable to speciﬁc
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and very-low power consumption.
Recently, wearable systems have been implemented to enable input oper-
ations through gesture recognition, for example in [32] RFID tags are used to
recognize gesture by the location of the wrist relative to a region of the body.
A reader antenna is worn on the user’s wrist and passive RFID tags are worn
on the body. Gestures are mapped among a small number of options putting
the wrist near a certain tag along the body. This solution is low-cost and low
power but lacks in ﬂexibility and limits the implementation of more natural
movements that should be independent from recognition devices.
A range of application integrates many small sensors in clothing [33] [34]
[29][35]. Where wireless networks are not supported, embedding sensors in
clothesallowsamorecomfortabledeploymentofconnectioncablesbutseverely
limit the ﬂexibility of the system. In our system, ﬂexibility and comfortable de-
ployment is achieved through a network of tiny wireless sensors.
2.3 WiMoCA Components
In this section we describe the main hardware components of WiMoCA nodes.
We also specify the architecture of the gateway node that performs bridging
functions between WBASN and the external world.
2.3.1 Sensing Node Architecture
WiMoCa sensing node is designed to be wearable and low-power. It has a
modular architecture to ease fast replacement and update of each component.
It is composed by three sections (Fig. 2.1) namely MCU/sensors, RF and power
supply. Main features of WiMoCA node are detailed in Table 2.1. In the ﬁrst
row we reported the sensibility of the accelerometers, which depends only on
the sensing units. In the second row we reported the maximum sampling rate
independently from the maximum transmission rate on the wireless channel,
which is 1000 samples per second. Since each sample is composed by an ac-
celeration value of 12 bits along each axis at 1K sampling rate, we have 36 bit
samples. Fourth row reports on-board buffering capability in terms of number
of samples. In the last we reported the maximum power consumption (i.e. at
the maximum output data rate).
Microprocessor. The core of the WiMoCa node is the ATmega8 8-bit mi-
crocontroller based on the AVR RISC architecture [36]. The choice of this MCU
has been driven by its low-cost and low-power characteristics coupled with a
throughput of 1 MIPS per MHz, which is suitable to our purposes. The AT-







Figure 2.1: WiMoCa system structure
Sensibility 0.001g
Max sampling frequency 1000 Hz
Max throughput (bit/sec ) 36000
On board sampling memory 300 samples
Power consumption 3.3V) 68 mW
Table 2.1: WiMoCa features
SRAM, a serial programmable USART, a 8-channel ADC with 10-bit accuracy,
an SPI serial port, 23 general purpose I/O lines and ﬁve software selectable
power saving modes. Only a few discrete components are needed around the
MCU, whose values were determined by the speciﬁcation of the system. In our
system the MCU is set to operate with an internal 4MHz clock to reduce board
area occupation.
Sensing Unit. Acceleration measurements are performed with LIS3L02DQ
sensor [37], a tri-axial digital output linear accelerometer manufactured by ST-
Microelectronics. The device includes a MEMS sensing element, three Σ∆
analog-to-digital converters (one for each axis), and a SPI serial interface from
which the external MCU reads acceleration values. The inertial sensing ele-
ment is manufactured using a dedicated process called THELMA (Thick Epi-
Poly Layer for Microactuators and Accelerometers).
The LIS3L02DQ has a programmable full scale of 2g or 6g. It is capable of
measuring accelerations with 1 mg resolution and provides a maximum sam-
ple rate of 2 KHz for each axis. The data rate can be selected according to
application requirements. In addition, the device can be conﬁgured to gen-
erate an inertial wake-up/interrupt signal when a programmable acceleration
threshold is exceeded along one of the three axis. The maximum power con-
sumption is 5mW in active mode and 1  W in sleep mode (at supply voltage
of 3.3V).
RF Transceiver. The RF section is a TR1001 transceiver by RFM [38] that
operates in the 868 MHz European free bandwidth. It uses OOK modulation
with a maximum bit rate of 100kbps. At this rate, multipath fading effects can2.3 WiMoCA Components 29
be completely neglected up to distances of 50m. Since RF section is the most
sensitive to noise, care must be taken when designing board layout. As a con-
sequence, the TR1001 device and the other few discrete components are placed
on the upper side of the PCB while a copper ground plate has been placed on
the other side to shield the transceiver from MCU/sensors subsystem.
RF interface to MCU is represented by four digital signals: MCU data re-
ceive (RX) from TR1001, MCU data transmit (TX) to TR1001 and two state con-
trol signals. The RF section has three active states and one sleep state, as shown
in Table 2.2. TX OOK and TX ASK are both transmission states character-
ized by OOK and ASK modulation respectively. RX is the receive state and
SLEEP is a low-power state where the transceiver is neither transmitting nor
receiving data.
Status Max Data Rate Power
RX 115.2Kbs 11mW
TX OOK 30Kbs 36mW
TX ASK 115.2Kbs 36mW
SLEEP - 5   W
Table 2.2: States for RF section
Power Supply. The system power supply is realized with charge-pump
integrated devices to stabilize voltage at 3.3V and by three NiMH rechargeable,
serially connected 1.2V batteries.
The power contributions of node’s components are shown in Figures 2.2
when the RF section is respectively in transmit (TX OOK) and receive (RX)
state. A complete power characterization of the node is given in Section 2.7.
a) Node is transmitting. b) Node is receiving.
Figure 2.2: Node power contributors.
2.3.2 Gateway Node
As explained later in this chapter, we designed a special node that takes care of
interfacing the WBASN with an external processing unit, e.g. a PC or worksta-30 A small low-power wireless architecture for AmI applications
tion. This node, namely a gateway, uses the same MCU and RF transceiver but
it is not provided with a sensing unit. The gateway interfaces with the external
processing unit (PU) through a Bluetooth [10] wireless link. As a consequence,
a complete Bluetooth protocol stack has been ported on the gateway node.
2.4 Sensing and Acquisition Software
The software support of WiMoCa nodes performs pre-processing of acceler-
ation data and coordinate acquisition and transmission tasks initiated by an
application running on a remote PC. Sensors are responsible to detect user ges-
tures when he/she interacts with the PC. Depending on the type of movements
to be recognized, each sensor can be programmed to provide the required out-
put data rate. The user application conﬁgures the acquisition cycle through a
set of APIs that interface with the software running on the gateway node. The
APIs implements a device driver of the whole acquisition system. The software
on the gateway is responsible for programming the sensing units involved in
the recognition process, collect their data, compose the message and send it
back to the application at the required rate. The APIs provide also methods to
start and stop an acquisition session. For example, a data message from the
gateway to the application can contain two samples coming from sensors in-
stalled on the arms and two other samples coming from sensors on the legs to
detect if the user is walking, standing up or sitting down.
2.4.1 Sensor Data Conditioning
The sensing element of the wireless node provides 16 bit acceleration data for
each orthogonal axis. The accelerometer can measure both dynamic accelera-
tion (e.g. vibration and in general acceleration due to movements) and static
acceleration (e.g., gravity). In steady-state conditions we can assume that grav-
ity is the main acceleration component, thus acceleration value can be easily
translated in tilt through simple trigonometric rules. Using a geometrical ap-
proach as in [19], inclination can be computed without the need of integration
that introduces errors. Since accelerometers are sensitive to gravity accelera-
tion and speed variations due to object movements, in steady-state conditions
the main contribution is the gravitational one. The gravity components along
the three axis of the sensor can be used to determine the orientation of the sen-
sor and hence of the object where it is mounted.
Data received from sensor are represented in two complement in a range
between0and216−1. Dataarethenshiftedinsidea[−2g,2g]rangetorepresent
both positive and negative accelerations. Since the accelerometers are used in2.4 Sensing and Acquisition Software 31
a) Normal mode. b) Low-Power mode case 1. c) Low-Power mode case 2.
Figure 2.3: State diagram of WiMoCa node in Normal mode (a), Low-Power mode with
high acquisition rate (b) Low-Power mode with low acquisition rate (c).
steady-state conditions we expect to collect value inside a [−1g,1g] range.
2.4.2 Sensing/Transmission Cycle
Thesoftwarerunninginthemicrocontrollerdrivestheacquisition/transmission
process in each WiMoCa node. It also implements a handshaking protocol
needed to communicate with the gateway node. To start an acquisition ses-
sion, a user application sends a start message to the microcontroller of gate-
way node and a stop frame to cause the system to stop the session. The start
message contains also information regarding nodes involved in the acquisition
session (such as the number of samples for each node and the required data
rate). The gateway is then responsible for propagating the command to the
interested nodes on the network.
The software running on WiMoCa node can be conﬁgured in two modes of
operation. First mode is normal mode, where all components are always active.
This mode provides the highest responsiveness but also greatest power con-
sumption. The second mode is low-power mode, where the transceiver and the
accelerometer are power controlled.
Normal Mode. Normal mode operations are described as a state diagram
in Fig. 2.3.a. During the beginning phase, nodes are listening (RX state) for
control messages (start/stop) from the gateway. Upon reception of a start
command, each node involved in the acquisition session begins the acqui-
sition/transmission cycle. During this cycle, a node switches between three
states:
• Acquisition (ACQ). Node software samples data from sensing unit and
perform data conditioning.
• Communication (TX/RX). Node software prepares the data packet (de-32 A small low-power wireless architecture for AmI applications
scribed in Section 2.5) and drives the transceiver to transmit (TX) the
packet towards the gateway. Before the actual transmission takes place,
the node can experience a delay during which the transceiver waits for
the channel to be free. The node can also receive data (RX) from the
gateway during the beginning phase. Here the node also receives syn-
chronization information required by the MAC protocol. Coordination
between RX and TX as well as other MAC-level issues will be covered in
Section 2.5. The node stays in the TX/RX state until the communication
completes.
• Waiting (WAIT). After transmission/reception, the node can be idle for
a while before to begin a new acquisition. The duration of this waiting
statedepends ontheacquisition ratethatcan beprogrammed bytheuser.
The cycle is broken upon reception of a stop message from the gateway. The
stop message triggers the end of the acquisition session.
Low-Power Mode. In the current software implementation, we support
a low-power mode of operations. We focused on the transceiver and the ac-
celerometer to reduce overall power consumption thus increasing battery life-
time. Playing with these components allows to implement a power manage-
ment strategy that does not affect acquisition performance. In the next release
of the software we plan to add a power/performance control strategy for the
MCU. In low-power mode, described in Fig. 2.3.b the transceiver can be turned
off when it is not communicating (i.e. out of TX/RX state). The time needed to
turn it on and off is negligible compared to the duration of the cycle. We called
sleep state (SLEEP) the state in which the transceiver is shut-off and the MCU is
idle (e.g. WAIT state in Normal mode). As shown in Fig. 2.3.b, the transceiver
is off also during ACQ state.
As regards the accelerometer, since its wake-up time is not negligible, it can
be shut-off to save power only under certain conditions. If these conditions
are veriﬁed, the state diagram is as depicted in Fig. 2.3.c. Here, also the ac-
celerometer can be powered off when idle. In particular, in the SLEEP state
both transceiver and the sensing device are powered off. The accelerometer is
off also during TX/RX state.
Conditions to apply power control on the accelerometer are related to the
acquisition rate and for this reason they depend on the user application. In
fact, the model we used is characterized by a wake-up time (Twu) of 50ms. As
a consequence, in order to shut-off the device without impacting acquisition
performance, the minimum time interval between two acquisitions must be
greater than min(Twu + TACQ,TBET), where TACQ is the acquisition time and2.5 WBASN Architecture 33
TBET is the break-even time. TBET is deﬁned as the time that the device should
remain in low-power state to compensate the additional power spent during
wake-up. In our case, TBET is zero, since, as shown in Section 2.7, wake-up
power is lower than active power for the accelerometer. As a consequence, we
just need to compare Twu with the acquisition period, which is decided by the
user.
2.5 WBASN Architecture
In this section we describe the organization of the wireless body area sensor
network and the Medium Access Control protocols we implemented to coor-
dinate access to the medium among sensing nodes.
Figure 2.4: Example of body network
2.5.1 Topology and Organization
The WBASN is organized with a star topology. It can be applied to a human
body as schematically shown in Fig. 2.4. WiMoCa nodes are end-points of the
star and they are responsible for sensing and acquiring data from the envi-
ronment and send them to a gateway node. The gateway performs bridging
functions and has not sensing device. It is used to form the backbone of the
system by connecting the WBASN to a host machine or to connect an external
network. Coordination among transmissions of various nodes to the gateway
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2.5.2 MAC Layer
WiMoCa software implements a collision free real-time MAC protocol [39].
This protocol is suitable to handle real-time trafﬁc, since it avoids the over-
head imposed by collision detection packets by allocating a time frame to each
message. In fact, the typical usage of the body area sensor network imposes a
periodic sampling of acceleration values from a subset of nodes. For example,
our system can recognize if the user is walking or sitting down through sensors
placed on arms and legs. The CFRT (Collision Free Real-Time) protocol basi-
cally divides time into frames in which only one node is allowed to transmit.
The scheduling order is derived by applying the EDF (Earliest Deadline First)
algorithm to a message table stored in each node and identical for all the nodes,
so that each of them knows when it has the right to transmit. The table con-
tains an entry for each node allowed to transmit or receive in a frame. Fields in
the entry specify source, destination nodes, message length and message pe-
riod. To improve energy efﬁciency of WiMoCa system, we implemented a low-
power version of this protocol where transceivers can sleep during time frames
in which they are idle. This is possible since on-off transitions of transceivers
are negligible, as detailed in the experimental results section. Compared to the
standard protocol version [39] we discarded the frames dedicated to inter-cell
messages since in the body network all the nodes belong to the same cell.
2.5.3 Message Format
Messages are exchanged from sensing nodes to gateway and from gateway to
user application. Messages belonging to the ﬁrst type are called body messages
those belonging to the second type are called backbone messages.
Body Messages. Data coming from each sensor unit are called body mes-
sages, reﬂecting their collocation in the network topology. Each unit organizes
payload between two marking stamps indicating the beginning (in the header)
and end (in the tail) of one acquisition step. Each acquisition is identiﬁed by a
sequence number, which is written in the tail. Thus, the packet sent by a sin-
gle node appears as in Fig. 2.5. It is composed by a start character, two bytes
representing node id, the payload, a byte for the actual frame and ﬁnally the
end character. We use two bytes to identify the node. This is done for future
integration in the network of different kind of sensors. In fact, the ﬁrst one
identiﬁes the node, the second one may be used to distinguish among different
sensing devices on the same node. Node identiﬁer is used by applications to
associate sensing data to positions along the body in which nodes are placed.
Backbone Messages. Data ﬂowing from gateway to the processing unit
(PU) where the application resides are called Backbone messages. The gateway2.6 Application Examples 35
Figure 2.5: Packet sent by a single node
receives data from singles nodes (body messages) or from subnet of nodes. A
backbone message may contain data from many nodes, as shown in Fig. 2.6.
It is composed by a start character, a byte containing the number of remain-
ing bytes (excluding end character), payload, end character. Payload is rep-
resented by the content of the low level frames, without start and stop marks
(refer to ”body of the packet” in Fig. 2.5). The link between the gateway and
the PC is implemented through a wireless link (Bluetooth). As a consequence,
these messages are encapsulated by Bluetooth protocol headers and footers.
Figure 2.6: Packet sent from gateway to processing unit
2.6 Application Examples
In this section we give some example of utilization of a WiMoCa sensor node
and its body area sensor network. We ﬁrst describe an application that uses
a single node in Fig. 2.7. The sequence of inclinations of a hand, provided
by WiMoCa, can be interpreted by an application as a gesture that controls a
3D game. Mapping of inclinations to gestures is performed in this example
by a software daemon running in the PU. However, depending on the type of
elaboration, all or part of the processing can be made on the gateway node.
When multiple acceleration values are available, these can be used to rec-
ognize combined postures and movements. As an example, we can detect a
person walking by correlating acceleration information coming from arms and
legs as in [40], where a wired network of sensors was mounted on the body.
To assess the capability of the wireless body area sensor network, a test36 A small low-power wireless architecture for AmI applications
Figure 2.7: Usage of WiMoCa sensor node
application was implemented equipping a user with 3 sensing modules placed
along the body, precisely on the trunk, on the shinbone and the thigh-bone as
shown in Fig. 2.8. The axis relative to each module are shown in Fig. 2.9. In
the leftmost part of this ﬁgure the user is represented equipped with sensor A
on the trunk, sensor B on the thigh-bone and sensor C on the shinbone. If we
refer to the plane deﬁned by the direction of gravity and the ideal line between
the shoulders, the projection onto this plane of the axis relative to each sensor
module is shown in the right part of Fig. 2.9.
In Fig. 2.10 we show the inclinations data coming from the three accelerom-
eterscorrespondingtothefollowingsequenceofmovement: 1)seated; 2)stand-
ing; 3) seated; 4) seated with legs extended (as laying on a table). The plot re-
ports computed angle degrees versus time (expressed as number of samples).
Acceleration values are collected from the 3 modules shown in Fig. 2.8 and
elaborated in order to obtain the angle of each axis with respect to the gravity.
Thus it is possible to detect the orientation of each module and as a conse-
quence the inclination of the three part of the body. This can be applied in a
similar way to other body parts (arms, head, feet, etc.).
Figure 2.8: User equipped with 3 sensing units along the body2.7 Characterization Experiments 37
Figure 2.9: Schema of the user and the module setup and orientation along the body
Figure 2.10: Sequence of movements
2.7 Characterization Experiments
In this section we report experiments that have been carried out to character-
ize performance and power consumption of WiMoCa nodes. Characterization
has been performed at a speed of 9600 bps for wireless communication among
nodes.
Performance. A ﬁrst set of experiments have been made to characterize
WiMoCa nodes both in static and dynamic conditions. Fig. 2.11 shows ex-
perimental setup for static measurements, where the device was mounted at
the end of a pipe with two degrees of freedom in the plane orthogonal to the
ground. Cartesian reference system is schematized in Fig. 2.12. During static38 A small low-power wireless architecture for AmI applications
measurements, shown in Fig. 2.13.a,b and c, α was changed from 0 to 180 de-
gree with 5 degree step. The acceleration measured (e.g. along X’, Y’ or Z’) is
the projection of the gravity acceleration along the axis. Plotted values were
obtained as an average of 200 measurements. The axis of the accelerometer
sensor which is parallel to the ground is Z, Y and X, for Fig. 2.13 a, b and c
respectively.
Measured data are compared with expected data (xxxxx in Figures) that is
equal to zero with the accelerometer parallel to the ground and has a sinusoidal
behavior in other cases. It can be observed that the tri-axial accelerometer we
use shows an excellent linearity for each axis and each plane.
Figure 2.11: Experimental setup
Dynamic tests were also performed to verify the response time of WiMoCa
modules. Fig. 2.14 shows a 360 dynamic rotation at a rate of 120 degree/sec
realized with a DC stepper motor. As for static measurements, the acceleration
curve has a sinusoidal shape for the components non parallel to the ground.
Signal noise was produced by the vibration of the stepper motor. This kind of
noise is similar in amplitude to the one produced by rotation of a human hand
and it is low enough to clearly detect the target movement.
PowerConsumption. Measurementofpowerconsumptionwasperformed
in all the states of the system (Table 2.3). To compute power consumption of
each node, let us consider a sensing/transmission cycle as shown in Fig. 2.3.
We consider a cycle to transmit one data packet of type shown in Fig. 2.6. If T
is the time period to complete a cycle, the total energy consumption is:
ET = TAcq   PAcq + TTX   PTX + Tsleep   Psleep2.7 Characterization Experiments 39
Figure 2.12: Cartesian representation
a) XY plane. b) XZ plane. c) YZ plane.
Figure 2.13: Static plot.
Where TAcq and TTX are constant while Tsleep depends on the acquisition
rate. In the worst case for energy consumption (e.g. max sampling frequency)
Tsleep isnullandtheenergyspentinonehourisequalto99.58mW.Considering
the battery model used in the prototype (20 mAhour), WiMoCa upper bound
on lifetime is 40 minutes. However, considering a more practical case, as the
acquisition rate used in the recognition application described in Section 2.6
which was 30 Hz, the lifetime becomes 3 hours.
Status Power Consumption Time
RX state 48,10mW 2,2msec
TX state 59,40mW 21,2msec
ACQ 30,02mW 0.5msec
SLEEP 25,14mW -
Table 2.3: Power consumption and Time requested per operation in the best case
Referring to Table 2.3, sleep time that depends on the programmed data
rate, can be computed as:40 A small low-power wireless architecture for AmI applications
Figure 2.14: Static plot - YZ plane
TSLEEP = TACQ − TTX
.
In Fig. 2.15 the current is plotted during an acquisition/transmission cycle.
The maximum current absorption is reached during TX mode. Transceiver and
accelerometer wake-up and shut-off transitions are also shown. It can be noted
that the accelerometer has a negligible wake-up current (marked with a circle
in the plot) and shut-off time.
The plot in Fig. 2.16 shows the power as a function of the throughput (bit
per second sent by a single node). As the throughput increases the sleep time
decreases. The plot can be divided in 3 regions. A leftmost region below 2587
bps. In this region the node works as explained in Fig. 2.3.c, where the sleep
time is large enough to allow both the accelerometer and the transceiver to be
shut-off(Tsleep < Twu=50ms). Inthecentralregion, between2587and7913bps,
the node works as shown in Fig. 2.3.b. Here Tsleep < Twu. It is worth to observe
the step in the power consumption corresponding to transition between these
regions, that arises when Tsleep is 50ms. The step is a consequence of the power
management policy for the accelerometer. Finally, the rightmost region is a
single point where Tsleep is null. This can be thought as a worst case when
no power optimization is possible on the accelerometer because the maximum
throughput is reached and data are sent continuously.
2.8 Conclusion
In this chapter we presented the design and implementation of WiMoCa, a
wireless sensor node based on tri-axial integrated accelerometers, aimed at de-
tecting human gesture and postures to implement a human computer interface2.8 Conclusion 41
Figure 2.15: Current as a function of the node states
Figure 2.16: Power Consumption vs Throughput for a single node
system. We also introduce the concept of wireless body area sensor network
and we present its implementation exploiting WiMoCa nodes. The sensor net-
work enables the implementation of a distributed recognition system to detect
combined body postures and movements, making a step forward traditional
gesture recognition systems. We described all the software layers needed to
support the acquisition, to implement the coordination and synchronization
among nodes, to transfer gesture data up to the user application.Chapter 3
Wearable system for
Biomedical applications
In this chapter we describe Bio-WWS, a bio-feedback system for rehabilitation
based on a dedicated wireless sensor network architecture (see Chapter 2). The
sensor network is designed to be distributed on the body of the patient and
to monitor its position. The hardware and software architecture (communica-
tion protocols, power management policies and application-level control) have
been tuned for the application cost, battery autonomy and real-time perfor-
mance requirements. Bio-WWS is an example of complete vertical integration
(from hardware to application): the sensor network is fully integrated with
processing and auditory feedback generation.
3.1 Introduction
Technology advances in wireless communications, light and miniaturized sen-
sors and low power consumption have allowed the design of integrated Wire-
less Body Area Network (WBAN) and have suggested the use of WBAN for
managing biomedical data. These developments enable applications of ubiq-
uitous computing and embedded systems for diagnostic, monitoring, rehabil-
itation, and training purposes.
The potentialities of wearable technology for biomedical application are at-
tracting a large interest in the scientiﬁc community [41], though still need to
be widely exploited. In fact, the fast-paced development in sensor technology
makespossibletoremotelyacquireandmonitorawidevarietyofphysiological
parameters, by simply equipping patients and general users with unobtrusive
sensors. Measurements may include heart rate [42], respiratory rate and blood
pressure, blood oxygen saturation, pulse waveform, physical activity (see [41]44 Wearable system for Biomedical applications
for a detailed review of these systems), and motion tracking [43] in neurolog-
ical and orthopedic diseases [44]. Applications vary from high-risk patients
monitoring after surgery, to geriatric care [45]; and may include athletes per-
formance monitoring, for example in scuba diving, mountaineering, and hik-
ing [46]. Many of these applications aims at the early detection of abnormal
states and the prevention of severe consequences.
Applications designed for impaired or elderly people often not only need
monitoring, but also support through biofeedback to partially compensate the
disability (prosthetic aim) or to restore the normal physical condition (rehabil-
itative aim).
An interesting area where provisioning of biofeedback coupled with monitor-
ingmayofferagreatcontributionisthemaintenanceofhumanbalancecontrol.
In fact, postural unbalances are a crucial aspect in many musculoskeletal and
neurological diseases, in chronic impairments of the motor system due to ag-
ing, butalsointhemedicalresearchorinseveralsportdisciplines[47]. Balance,
under normal conditions, is the result of the contribution of three main sensory
systems (visual, vestibular, somato-sensory), of sensory integration provided
by the central nervous system, and of the action ensured by the musculoskele-
tal system. Thus, any impairment or limitation in the aforementioned physi-
ological systems may result in the alteration of balance and posture. Further-
more, in several sport disciplines enhancement or restoration of balance and
posture control after injuries isan important goal forathletes training and reha-
bilitation. Experimental studies [48] indicate balance training to be effective for
gaining in muscular strength and, also, for the equalization of muscular imbal-
ances. Finally, the biofeedback-assisted manipulation of balance control may
be a relevant issue in studies about the physiological adaptations and condi-
tioning that take place in weightlessness, which may heavily affect astronauts’
health after returning from space ﬂights [49].
Inertial sensors, especially accelerometers, are very suitable for posture de-
tection applications because of their small dimensions and lightweight porta-
bility and the useful kinematic information they supply. In fact, the use of
accelerometers in motor control or activity recognition is not a novelty. In [50]
biaxial accelerometers are used to distinguish between static and dynamic ac-
tivities and detect basic postures of sitting, standing and lying.
Usually, biofeedback systems in the ﬁeld of postural control are cumber-
some and for ambulatory use. They typically need expert operators, thus lim-
iting their use to the place in which the infrastructure is mounted and to the
availability of medical assistance.
In this scenario, the present work proposes a Biofeedback Wireless Wearable
System (Bio-WWS), i.e. a speciﬁc biomedical application based on WBAN for3.2 System Architecture 45
human motion tracking and on audio biofeedback restitution for optimization
of posture and movement. Its application ﬁelds range from movement reha-
bilitation after a damage of the motor system, to aid in the case of a sensory
system deﬁcit or application in sports training. In the present work we will
particularly emphasize the potential usefulness of Bio-WWS in the monitor-
ing and control of human posture in quiet standing, using wireless and wear-
able accelerometer nodes and providing a biofeedback through an audio sig-
nal to improve or correct a user’s balance. The use of the audio biofeedback
was proven to be effective for balance improvement in patients with bilateral
vestibular loss, and to signiﬁcantly change structural properties of the postural
sway in quiet standing [51]. In the design of the system’s architecture, par-
ticular attention was paid to modularity, to allow large ﬂexibility in the type
and number of input sensors and, consequently, in the category and number
of biomedical applications. In addition, we designed the system with off–the–
shelf components, to beneﬁt of low-cost design optimization, performance and
ergonomics tuning typical of consumer market products, at the same time pre-
serving the possibility of a large diffusion. Our system also avoids limitations
due to wires among sensors and/or actuators and between single nodes and
processing unit or the WBAN and the data collection server. Thus, Bio-WWS is
a WBAN [52] integrating both sensors and actuators for long term monitoring
and biofeedback during normal activity or intensive training and not only for
assisted rehabilitation. The integration of a palmtop computer as a special, yet
wearable and wireless, general purpose node of the WBAN enables the imple-
mentation of special algorithms for biofeedback, thus eliminating the need to
use the system only in ambulatory condition. The audio biofeedback chosen
for Bio-WWS is provided through lightweight wireless headphones.
In this chapter, after the description of each component of the system, the
speciﬁc implementation of the general-purpose Bio-WWS architecture will be
reported, and its biomedical potentialities discussed.
3.2 System Architecture
Bio-WWS is a mobile and WBAN for providing audio feedback as aid for el-
derlypeopleorforpeopleneeding posturerehabilitation, sportive trainingand
vestibular loss compensation. The most general architecture for such systems
is the one described in Fig. 3.1. In the left side within the square a schematic
idea of Bio-WWS architecture is provided. At the right side possible remote
addressees for data coming through the network (via GPRS or other wireless
interfaces) from Bio-WWS are in evidence, such as domotic servers, hospitals
and call centers.46 Wearable system for Biomedical applications
Figure 3.1: Potential context of the system integration
Bio-WWS is thought to be used not only in medical assisted environments, but
also and particularly in daily activity at home, work and out-hospital environ-
ments. As a consequence a main requirement for the system is the ability to
provide to user all the needed bio-feedback to be self-sufﬁcient, independent
from other people intervention. Thus, even if the general architecture is open
to be connected with a remote server for medical assistance provisioning, the
primary use of Bio-WWS is helping the user to self-correcting her/his posture
both in static and dynamic conditions.
This chapter focuses on description of Bio-WWS used stand-alone, thus the
target is not sending data to remote servers but providing actuation consistent
with sensory data collection for a certain purpose.
Other requirements of the system are:
• Wearabilityandunobtrusiveness, thusneedinglightandsmall-sizedcom-
ponents;
• Low-cost (affordable for consumer market);
• Low-power consumption (supporting daily continuous use);
• Flexibility and easy integration of other sensors/actuators;
• Easy maintenance and components update;
• Mobility for everywhere use;
Bio-WWS is composed of four kinds of node, all wireless and wearable:
one or more sensor nodes, the audio actuator node, the PDA, which acts as a
general purpose node, and the gateway node. At present the system has been
tested with three sensor nodes, one located on the trunk for sway monitoring
and the other two on a leg (thigh and calf) for distinguishing if the user is3.3 Hardware 47
Figure 3.2: Bio-WWS set up
walking or standing. As actuator we tested commercial Bluetooth headsets
(Fig. 3.2).
Each node collects data from the sensing unit, i.e. a digital tri-axial ac-
celerometer that is plugged on. For a simple WBAN, as the one presented
here, a star topology between nodes and gateway is sufﬁcient. The gateway
performs a signal pre-processing, data normalization and organizes data re-
trieved from the sensor nodes in packets to forward them to the handheld de-
vice over a Bluetooth link. At last the PDA can process the body data in order
to resolve the human’s posture condition and to perform a proportionate feed-
back to the user. In this system we use a sound that is dynamically modulated
by.
The following sections will describe each part of the system both from a
hardware and software perspective.
3.3 Hardware
The system is entirely composed with devices and materials available on the
market. Particular attention was made to ﬁnd the best trade-off between per-
formance and cost of the system, since our target is a low-cost system that can
be used by a number of people as large as possible.
3.3.1 Sensor nodes
The node adopts a modular architecture (Fig. 2.1) and it is the one presented in
Chapter 2. It is organized in layers corresponding to functional blocks (Fig. 3.2)
for reduction in node size and ﬂexible reuse, upgrade and maintenance. For
example, the existing transceiver working at 868 MHz can be easily replaced48 Wearable system for Biomedical applications
Figure 3.3: Architecture of the sensor node
with a different one (e.g. working at 2.4 GHz) only substituting the RF layer,
not affecting the whole module re-design.
The main layer is equipped with the microcontroller. It is an ATMEL AT-
mega8, a low-cost, low-size 8-bit microcontroller based on the AVR RISC ar-
chitecture, providing a good trade-off between performance (1 MIPS per MHz)
and power consumption. It integrates an internal 8-channel A/D converter for
analog sensors, 8KByte of FLASH for the ﬁrmware, 512 bytes of EEPROM and
1Kbyte of SRAM that are enough capable to store not only temporary sensor
information, but also parameters and constants for a MAC protocol used by
wireless communication. In order to reduce the area occupation, the microcon-
troller unit (MCU) can operate with an internal clock that is set to 4MHz. In the
same layer is present also the sensing unit. It is a tri-axial digital output linear
accelerometer manufactured by ST-microelectronics. It includes three MEMS
sensing elements (one for each axis that are able to measures a range of [-2g,
+2g]), internal A/D converters and a SPI serial interface for data exchange to
MCU.
The RF section is placed on top of the node. It is currently composed by
a RFM TR1001 transceiver and a small antenna that works in the 868 MHz
European free bandwidth. Only few components are needed around the RF
module, determined by the speciﬁcation of the system. The RF communica-
tion can use both OOK and ASK modulation getting a maximum bit-rate of
115Kbps.
The power consumption of this device is very low. We have measured a
19 mW in receive state (RX) and 26mW in transmission (TX) using an ASK
modulation, conﬁrming that using current Bluetooth modules available on the
market is not convenient because they are more energy hungry. The main dis-
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medium (MAC). Thus we supported the node with a proprietary MAC imple-
mentation for setting up a wireless sensor network.
The node is supplied by a small series of NiMH rechargeable batteries. In or-
der to obtain a stabilized voltage at 3.3V for the whole node, the power layer is
also equipped with a charge-pump integrated device.
3.3.2 Gateway
The gateway (Fig. 3.4) is a special node, without sensing element, acting as a
bridge between the Sensor Nodes applied on the Body (BSN) and the mobile
devices. Conceptually each sensor node can act as gateway, if equipped with
a Bluetooth transceiver or another interface to connect to a general purpose
device. Not needing sensing capabilities, in the present implementation the
gateway is very small, non-intrusive, and the user can place it wherever he
wants (e.g. in a trousers pocket).
We explored at ﬁrst the idea to design a dedicated board for the handheld de-
vice (e.g. exploiting the PCMCIA connector). Unfortunately, this kind of solu-
tion means the development of a proper device driver for any kind of platform
and operating system that could be used. Instead, providing the BSN of a Blue-
tooth access port enhances portability and deployment, because it is easier to
install a Bluetooth service on other systems.
The module has a stackable design as the sensor node, hence uses both the
RF and the MCU layer designed for the sensor nodes. The Bluetooth layer
is equipped with a module manufactured by SmartM, called Bluetopaz, to en-
able communication with thehandheld device. Itis a Bluetooth certiﬁed device
with HCI and Serial Port Proﬁle implemented into the ﬁrmware. It is a class
2 device, and it consumes 0,9mW when it is in sleep mode and requires max-
imum 150mW during the transmission. The interface to MCU is provided by
two digital signals (TX and RX) implementing an UART serial protocol, conse-
quently it is easy for ATmega8 MCU to retrieve and forward data.
The use of the gateway as a middle stage was necessary to achieve require-
ments of low power consumptions and real-time performances. In fact, cur-
rent handheld devices interface with other system through cables (USB, RS232)
or wireless protocols (Bluetooth, IRDA, IEEE802.11). Bluetooth connection re-
sults the best choice because it does not require line of sight between system
and device, and makes the bio-feedback system more wearable and comfort-
able avoiding cables. Although it consumes less power than other wireless
connections provided on a PDA, unfortunately it is not adequate to support
BSN power requirements. Since a BSN usually manages several nodes, use
of Bluetooth on each node should have been more energy expensive. Recent50 Wearable system for Biomedical applications
Figure 3.4: Gateway node
works[53]provedthatalargewirelesssensornetworkbasedonlyonBluetooth
protocol is not convenient, due to the consequent high energy consumption.
Moreover Bluetooth enables up to eight devices to form a piconet. Deploying
larger network (scatternet) is however possible, but it means multi-hop mes-
sage delivering, with the consequence of decreasing signiﬁcantly performance
in bandwidth and time. The cost of the system is another requirement that jus-
tiﬁes the use of another wireless protocol for the BSN (Bluetooth module cost
is around 20$, while the price for low power transceiver such as RFM TR1001
and Chipcon CC2400 falls to few dollars).
3.3.3 Handheld Device and bio-feedback actuator
A general purpose node in our WBAN executes the bio-feedback algorithm
based on sway detection around the user’s center of mass. We chose the HP
iPAQ 5550 with Bluetooth and WiFi capabilities. It is equipped with an Intel
XScale 400 MHz, 32+32 KB data and instruction caches, and 128 MB SDRAM.
We use Microsoft Pocket PC 2003 as operating system whereas the Bluetooth
protocol stack is provided by Widcomm.
To reach a fully wearable system, we adopted also a wireless link through PDA
and the headphone using a pair of Bluetooth enabled headsets. The Hewlett
Packard Bluetooth Stereo Headphone acts as actuator node to provide the au-
dio bio-feedback. Bluetooth uses synchronous and reliable connection (SCO)
to perform an audio link, and all the procedure is managed by the operating
system and the Bluetooth stack present on the platform.3.4 Software 51
Figure 3.5: Software tasks
3.4 Software
The software architecture is organized in four main sections, which are respon-
sible for data acquisition from the BSN, processing and management of the
bio-feedback to the user. At last, a section of software is developed to have an
efﬁcient network protocol among the sensor nodes and the gateway, because,
as we have already explained, the low-power transceivers we have used lacks
of a MAC protocol.
The part of software that runs on the handhelds device is developed entirely
in C/C++ using the API of the SDK for Pocket PC 2003. The handheld device
is adequate to run the algorithms of posture detection and sound generation,
which are computationally demanding tasks. Furthermore, a graphical user
interface (GUI) helps in set up and adjustment of main parameters (e.g. Blue-
tooth port parameters, sound biofeedback frequency, volume range).
The ﬁrmware that is downloaded into each node and into the gateway is de-
veloped using the AVR assembler for ATMega platforms. Data acquisition is
the main task of a node, whereas the gateway module is committed for pre-
processing. Fig. 3.5 summarizes tasks distribution along the whole system.
3.4.1 Data acquisition
As ﬁrst release of the system, we have adopted only a tri-axial sensor ac-
celerometer as sensing unit for all the nodes, because an accurate positioning
of the sensor is coarsely enough to determine an alert on incorrect posture. In
future we plan to integrate this information with other data, such as the pres-
sure at the plants of the feet or a dynamic movement monitoring.
As we have described formerly, the output data of the accelerometer is al-
ready converted in digital form and represented in two complement in a range
between 0 and 216. Since in steady state conditions, the main contribution
is the gravitational acceleration, a geometrical approach for measuring tilt is
used [54]. Currently, data are sampled at 16 KHz, but the system can provide a
higher data rate and the ﬁrmware is arranged to share MCU resources between
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3.4.2 Communication
We have developed a simple MAC protocol for the communication among
wireless sensor nodes and gateway. A typical non obtrusive WBAN does not
exceed a maximum of a dozen of nodes placed on the user body, each node
working at data rate ranging from a few Hz to 30/60 Hz. Therefore the data
rate of the transmitted information is not critical. As a consequence, a real-time
collision free protocol is adequate for the purpose. The MAC protocol chosen
can be enhanced with power management features in order to save the energy
consumption and to extend the life of the WBAN.
Assigning a time-slot for each sensor node, through a schedule based on identi-
cal tables which reside on each node, the gateway collects data from the sensor
network. Therefore the ﬁrst technique of power-saving is to shut-down the
transmitter module when the current time-slot is not dedicated to the node. In
the meantime the node can continue to sample and storage in local memory the
acquired data from the sensing unit. Obviously a similar schedule can be per-
formed only when the network has small size and the nodes are not far from
each other, because the greater effort is to synchronize all the nodes to the same
timing. We get through this problem, adopting a phase of synchronization be-
tween all nodes. Since this application has an intrinsic star topology, where the
gateway module is the centre of the star, we have assigned a time slot to the
gateway for the network synchronization as well. In this special slot, all sensor
nodes switch in receiving mode and wait for the synchronization data. It is a
useful solution also because the gateway can exploit this phase to send control
command to the network (e.g. modifying the scheduling priority, change the
type of desired data).
3.4.3 Processing
The system performs a processing of all the data coming from the body and
determines user sway with respect to user center of mass. A ﬁrst step of pro-
cessing is performed by the gateway. Its task is to collect all the data retrieved
by the BSN. Since there is a time constraint due to the human feedback, all
the data are grouped by a timestamp in order to have a screenshot of all the
sensor placed in the human body at a given time. Moreover the gateway pro-
vides to normalize all the information in a single range of 16-bit data. This
operation is not a requirement, but we have noticed that it is very useful if the
nodes are equipped with different type of sensing unit, in fact we can adopt an
unique data gathering interface on the handheld devices and there is no need
of further conversions. The grouped data are then sent over Bluetooth link to
the handhelds device. We have chosen a transceiver with a serial port proﬁle3.4 Software 53
Figure 3.6: Audio biofeedback generation
(SPP) thus the connection to the gateway is mapped as a simple serial connec-
tion. At application side, it is easy for a developer receiving data using the
serial API provided by the Pocket PC 2003 SDK.
3.4.4 Audio biofeedback generation
The audio generation is based primarily on information provided by the sensor
node positioned on the trunk. The movements of the trunk along the forward-
backward and lateral directions are coded through the modulation of sound
that provides the user with the proper spatial information and with cues for
how to correct, when necessary, the body position. The algorithm that gen-
erates the audio biofeedback moves from previous studies [55] that veriﬁed
the basic criteria for audio biofeedback restitution, in order to achieve an high
comfort level for the user, and high efﬁcacy in the restoration of the appropri-
ate postural position.
The user’s movements in the forward-backward direction are coded by fre-
quency and amplitude modulation of the sound (Figure 7); the frequency in-
forms about the absolute position, the amplitude about its “dangerousness”,
i.e. about the distance from the target region (TR) within which the user should
remain and where the volume and frequency remain unchanged.
Every 50 ms the position sensed by the trunk node is updated, and conse-
quently also the biofeedback, following the speciﬁc rules represented in Figure
7. Frequency modulation is obtained by means of a discrete position mapping
with ﬁve frequency values: Fk=Fk, with k=0:4, F0=100 Hz (Figure 7), resulting
in a TR frequency of 1000 Hz. These values were chosen so that users may have
a comfortable sound perception and good sensitivity to sound changes [55]
. Volume modulation follows a sigmodial law, and it is symmetrical to for-54 Wearable system for Biomedical applications
ward and backward directions. Since balance is usually more critical in the
backward-forward thantolateraldirectionwecodedlateralmovements bydif-
ferent volume balance to the right and left channel of the stereo headphones,
as if the user would approach a (virtual) source of sound.
To date, the sensors on the leg are included in the biofeedback code as quiet
standing on/off sensors. Imminent developments of the system will include
also the leg sensor nodes, to provide an audio biofeedback during movements
(in particular during walking). To this aim further sensor nodes will be added
(on the other leg) and 3D accelerations will be considered. Indeed vertical ac-
celeration from the trunk was not included in the up-to-date biofeedback gen-
eration, since it is negligible acceleration in quiet standing (but not in walking).
The dynamic of the sound generation is determined by the TR and by the Limit
Region (LR) indicating the user stability limit. TR is the region within the user
need to remain, and it reﬂects ballistic-like movements typical of the postural
control system; it is subject-speciﬁc and is set in the ﬁrst few seconds (5 s) of
functioningofthesystem(calibrationtime); LRmaybesetconsequently. Previ-
ous results and experimental sessions allowed us to set TR as 1.25 the standard
deviation of the acceleration in the calibration time, and the LR to 10 times the
standard deviation of the same value. The regions were computed both for the
backward-forward direction and for the lateral direction, considering the cor-
respondent accelerations.
The TR (and consequently the LR) may be changed according to the speciﬁc
use of Bio-WWS. These limits may be smaller for applications that aim at en-
hancing balance control (in sport discipline such as dance, yoga, martial arts,
gymnastic), or larger in case the standard limits would be inappropriate in se-
vere damage of the postural system (as Parkinson’s disease).
3.5 Discussion
3.5.1 Mobility, Usability and Costs
The small form factor both of the sensor nodes (size 20x20x18 mm) and the
gateway (4x6x1.5cm, battery included) is suitable for easily wearing the sys-
tem without experiencing obtrusiveness. Moreover, for the range of applica-
tions here presented for WBAN a small number of nodes is needed. Palmtop
computers are decreasing their size while increasing computing capabilities
(e.g. HP IPAQ example size is 7,5 x 1,9 x 11,9 cm) and they can easily be worn
in pocket or carried in bags as it happens for mobile phones.
From a cost perspective, the proposed solution is extremely interesting,
considering that the prototype node has a cost of 35e, the gateway of 50e not3.5 Discussion 55
ON IDLE SLEEP
Gateway 200 mW 25 mW 1,5 mW
Node 45 mW 20 mW 10 mW
Table 3.1: Power consumption comparison
including batteries. These costs can decrease signiﬁcantly, since they are com-
puted for small volume prototyping. Bluetooth headsets cost around 80e, but
they can be easily replaced with cheapest wired one. For the application tested
the WBAN, using low-cost headsets, has a cost ranging around 160e (exclud-
ing the palmtop computer). Our system architecture is suitable for consumer
market and widespread diffusion, e.g. as a potential partial substitute of ex-
pensive optical motion tracking systems (initial cost can easily reach 50,000e),
which do not allow out-door acquisition and require high-cost maintenance
during their lifetime.
3.5.2 Power consumption
Measurement of power consumption was performed in all the states of the sys-
tem (Table 3.1), setting sampling frequency at 60Hz (to obtain a useful band-
width of 30Hz, adequate for capturing human movements). Communication
speedwassetat32kbpsfromnodetogatewayonOOKtransmissionat868MHz,
and at 230kbps from gateway to PDA, transmitting using Bluetooth at 2,4GHz.
Power consumption is shown both for the gateway and the node, in three dif-
ferent states. The worst case indicated with “On” in table, corresponds to the
case where all components are active and transceiver is continuously sending
data. In this condition, gateway battery (500mAh) and single node battery
(100mAh) have a lifetime of 8 hours. “Idle” corresponds to gateway having
all components in idleness and not transmission happening, for the node only
reception mode is active. Sleep mode corresponds to having all devices in the
minor consumption state. For a 20% duty cycle the lifetime reaches 40 hours
for the gateway and 38 hours for the node. This is a possible real situation,
because typically it is not needed or it is not possible (e.g. the channel must
be shared with other nodes) to send data continuously. The major limitation
can be the palmtop computer lifetime. We tested the IPAQ transmitting a con-
tinuous data stream to a desktop PC through Bluetooth link. The evaluated
duration of the battery in this worst case is of 12 hours.
Thus we can conclude that BAN lifetime is adequate for the applications we
have in mind.56 Wearable system for Biomedical applications
3.6 conclusion
In this chapter we present a low-cost and low power system based on a WBAN
for provisioning of postural control audio biofeedback in daily life. Bio-WWS
effectiveness is based on the ability to support the user at any time in any place
withouttheneedofexpertassistanceorambulatoryinfrastructure. Atthesame
time, by the integration with a general purpose computer such as a palmtop pc,
provided with more than one wireless interface for networking, the system is
open to be connected for remote supervision.
The user’s comfort during the Bio-WWS utilization, mainly due to the wire-
less and miniaturized technology, is a promising characteristic for potential
large diffusion and use. In fact, the ﬂexibility of the Bio-WWS design offers
the chance for application in more than one context, through the integration of
many different sensors.Chapter 4
Introduction to Energy
Scavenging
The operating lifetime of wireless sensor networks, as for many other battery-
operated embedded systems, is a crucial design parameter. Electronic systems
continue to shrink and less energy is storable on-board. Although research
continues to develop higher energy-density batteries and supercapacitors, and
a few very low power wireless sensor platforms have recently entered the mar-
ketplace, the amount of available energy still severely limits the system’s lifes-
pan. One of the main advantages of sensor networks connected via wireless
technology is their ability to operate in the absence of a pre-established infras-
tructure. This independence, however, severely depends on the autonomy of
the single nodes. In order for wireless sensor networks to become a ubiquitous
part of our environment, alternative power sources must be employed and de-
vicesthatextractenergyfromtheirsurroundingsinsomeway(socalledenergy
scavenging devices) have attracted attention from many researchers: if nodes
are equipped with energy transducers the generated energy may increase the
autonomy of the nodes signiﬁcantly. The main purpose of this chapter is to
overview the state of the art in energy harvesting techniques. In the following
sections, each harvesting technology currently in use or just proposed as theo-
retical study will be investigated. We will describe brieﬂy also some academic
prototypes or product already available on the market.
4.1 Potential Sources
A possible classiﬁcation of the methods of providing power from non conven-
tional storage devices could be summarize as follows:58 Introduction to Energy Scavenging
Source Power Density
Solar 1 100  W/cm2
Vibration Capacitive 100  W/cm3
Vibration Inductive 10 - 15  W/cm3
Vibration Piezoelectric 300 - 500  W/cm3
Thermoelectric 6 - 15  W/cm3
Radioisotope 100 - 250  W/cm3
High frequency vibration 100 - 150  W/cm3
Ambient radio frequency < 1  W/cm2
Vibrational microgenerators 800 (machineskHz)  W/cm3
Ambient airﬂow 1 mW/cm2
Biofuel cell 3,9  W/cm2
Table 4.1: Power sources comparison
• Harvesting available ambient power to the node (i.e. a solar cell), which
implies a physical conversion from a type of energy to electrical energy;
• Distributing power to systems, using methods alternative to wires that
not necessarily involve a conversion of ambient energy.
A direct comparison of vastly different types of power source technologies
is difﬁcult (for example, comparing the efﬁciency of a solar cell to that of a
windmill is not very useful). For this reason the following table (Table 4.1)
will consider only the power density, a metric that emphasizes the two main
features of an energy harvester for embedded device: the power delivered and
the minimum size required for it.
4.1.1 Thermoelectric conversion
Temperature differences can be use to provide electricity (Fig. 4.1). Thermo-
electric conversion has been mainly proposed for wearable electronics systems,
even if the power available from this source would vary as a person walked
from an indoor, heated environment to a cold winter day outdoors.
Thermal gradients in the environment are directly converted to electrical
energy through the Seebeck effect. Temperature differentials between opposite
segmentsofaconductingmaterialresultinheatﬂowand, consequently, charge
ﬂow, sincemobile, high-energycarriersdiffusefromhigh-tolow-concentration
regions. The generated voltage and power are proportional to the tempera-
ture gradient between the hot and cold junctions and the Seebeck coefﬁcient of
the thermoelectric materials. Large thermal gradients are essential to produce
practical voltage and power levels because of the Carnot cycle that ﬁxes the
fundamental limit to the energy obtained from a temperature difference. For4.1 Potential Sources 59
example, a a wearable thermopile placed on human skin yields only 5.5%, if
the gradient goes from body temperature (37 degrees Celsius) to a cool room
(20 degrees Celsius).
Figure 4.1: schematic of a thermopile
Commercial products, that exploit thermoelectric conversion, have been in-
troduced. For example, the Seiko Thermic Wristwatch (Fig. 4.2) absorbs body
heat through the back of the watch and uses 10 thermoelectric modules to gen-
erate sufﬁcient power to run the clock engine. Thermo Life R   (Fig. 4.2), a
thermopile from Applied Digital Solutions (ADS), is a thermoelectric generator
measuring0.5cm2inareaby1.6millimeterthickness. Itcangenerate10 Aat3
V (6 V open circuit) with only 5 degrees Celsius of temperature difference [56].
The energy generated is stored in a NanoEnergy battery, a thin-ﬁlm storage
device developed by Front Edge Technology. ADS claims that the possible ap-
plications are varied: attachable medical devices, electronic wrist watches, self
powered heat sensors, and mobile electronics. Stark et al. [57], before design-
ing Thermo Life, proposed also a Low Power Thermoelectric Generator for the
D.T.S. company. It is a small compact thermoelectric generator whose output is
compatible to the requirements of micro electronic and micro matched system
loads. Some authors have been working recently in thermoelectric technology
to generate electrical energy from the waste heat of microprocessors to drive
a cooling fan. This approach allows to separate thermal solution of electronic
equipment from battery power which is an attractive idea for portable applica-
tions [58].
4.1.2 Photovoltaic
Photovoltaic cells have been used to power electronic systems, converting so-
lar energy into electricity, for decades. Each cell consists of a reverse-biased
pn+ junction, where light interfaces with the heavily doped and narrow n+
region. Photons are absorbed within the depletion region, generating electron-
hole pairs. The built-in electric ﬁeld of the junction immediately separates each60 Introduction to Energy Scavenging
Figure 4.2: Seiko Thermic Wristwatch and Thermo Life
R   module
pair, accumulating electrons and holes in the n+ and p-regions, respectively,
and establishing in the process an open-circuit voltage. With a load connected,
accumulated electrons travel through the load and recombine with holes at the
p-side, generating a photocurrent that is directly proportional to light intensity
and independent of cell voltage.
Photovoltaic systems spans from the megawatt to the milliwatt range pro-
ducing electricity for a wide range of applications: from low-power consumer
electronics such as wristwatch and pocket calculator to grid-connected PV sys-
tems. The application of photovoltaics in portable products could be a valid
option under the appropriate circumstances. Light intensity varies dramat-
ically due to the 24 hour solar cycle and cloud cover for an outdoor sensor
network. Solar radiation varies over the earth’s surface due to the weather
conditions and the location(longitude and latitude). For each location exists
an optimum inclination angle and orientation of the PV solar cells in order to
obtain the maximum radiation over the surface of the solar cell. However the
gap between indoor irradiance and outdoor lighting still remains large, rang-
ing from a few mW/cm2 for indoor cell to hundreds of mW/cm2 for outdoor
solutions.
Oneproblemthatmustbesolvedinharvestingefﬁciencyismaximumpower
point tracking (MPPT), or impedance matching between the supply and the
source at runtime. The impedance of a solar panel is primarily a function of
the sunlight intensity and the current, and to a lesser extent of temperature
and other factors. The maximum power point (MPP) is the point on the I-V
curve that maximizes the power output at the given level of light intensity
(Fig. 4.3). MPPT entails sensing the relevant supply condition and setting the
current limit accordingly. If for wide scale photovoltaic systems the problem of
an efﬁcient MPPT is easily solved because the power required by the controller
is available, for small solar harvester it is still a problem, because the trade-off
between the energy gained using an optimal MPP tracker, and the energy used
by the controller.
Due to the experience accumulated in domestic and civil system, there are4.1 Potential Sources 61
Figure 4.3: Maximum power point of a photovoltaic module
several academic prototype that use photovoltaic cells for embedded system
and recently some solution has been proposed also for wireless sensor node:
Prometheus, Ambimax (Fig. 4.4) and Everlast are the most recent prototype
that supply a sensor node with solar cell of few cm2 [59, 60, 61]. Veefking [62]
presented an interesting work about industrial design and photovoltaic power
that takes into account an energy balance of different consumer products to
ensure that solar energy is a valid source. He presented Solar Tergo (Fig. 4.4), a
charger for small portable products such as mobile telephones and MP3 play-
ers for use in combination with a backpack.
Figure 4.4: Ambimax and Solar Tergo, solar powered embedded systems
New technology of solar cells provides cheap and ﬂexible modules. Gen-62 Introduction to Energy Scavenging
eral Electric, for example, is producing strips of ﬂexible plastic that are con-
verting the light into electricity. Advances materials science, including nano-
materials, is the base of printable solar cells. Nanosolar is developing the idea
of spraying nano solar cells onto almost any surface. This technology could
enable Nanosolar to spray-paint photovoltaics onto building tiles, vehicles,...
and wire them up to electrodes. Nanosolar predicts that by the end of 2005
will have prototypes that capture 10% of incoming solar energy [63].
4.1.3 RF induction
Since the number of radio transmitters scattered throughout today’s urban
landscapeisincreasing, exploitingbackgroundradiosignalsasamobile-device
power reservoir could be an attractive idea. Electronic systems that harvest en-
ergy from ambient-radiation sources, however, have extremely limited power
and generally require either a large collection area or close proximity to the
radiating source. The approach, heralding Nicola Tesla a century ago, in-
volves broadcasting RF energy to power remote devices. This practice is now
commonplace in passive radio-frequency identiﬁcation systems RFID (Fig. 4.5)
which derive their energy inductively, capacitively, or radiatively from the tag
reader using a rectenna. A rectenna is a rectifying antenna that is employed
in order to directly convert microwave energy into electrical energy. The sim-
plest rectenna can be constructed from a schottky diode located between an-
tenna dipoles. The diode rectiﬁes the current induced in the antenna by the
microwaves. Employing the RF radiation, as way of distributing power to em-
bedded electronics, works well if there is a source very near to the electronic
device. Moreover law regulations limit the power radiated to a values that
allows to receive a strength around 50  W from a transmitter 5 meters distant.
Figure 4.5: schematic of a RFID system (Reader + Tag)
The motivation because RF induction is mainly used by RFID systems re-
sides on such devices can exploit RF very efﬁciently, using Radio backscatter
techniques (Fig. 4.6) which allow to consume very small power on the RFID
Tag during radio communication. Radio backscattering is often selected over4.1 Potential Sources 63
more conventional wireless transceiver designs because the sensor electronics
are inherently less complex. In a radio backscatter sensor system, the system
interrogator or reader provides the radio carrier that enables wireless commu-
nications and the power supply on the RFID Tag sensor. The sensor merely
modulates its antenna reﬂecting an AM sideband with a digital message that is
encoded with a unique identiﬁcation code and data payload. In other words,
the backscatter sensors do not require radio electronics circuitry (such as os-
cillators, mixers and ampliﬁers) and do not transmit or receive radio signals,
therefore they can be made smaller and provide longer life than more compli-
cated designs.
Figure 4.6: Spectrum of a Radio Backscattered system. The reader transmit the carrier,
the RFID Tag sensor perturbs it adding the information
4.1.4 Exploiting Mechanical Vibrations
Mechanical vibrations are present in active machinery such as engine and tur-
bines and building infrastructure (heating ducts, bridges, lamppost,...). The
available output energy can vary dramatically with vibration amplitude or
even at the vibration frequency, depending on the power electronics used to
convert the harvester output voltage. Several recent papers describe the the-
oretical and measured output power from vibration-based energy scavenging
devices. Vibrations with frequencies between 60 Hz and 1 kHz and amplitudes
between 2.5  m and 5  m can produce power on the order of 100  W/cm3.
There are three main techniques for scavenging energy through vibrations:
• Electromagnetic-energy harvesting uses a magnetic ﬁeld for the conver-
tion of mechanical energy to electrical. A coil attached to the oscillating
mass crosses a magnetic ﬁeld that is established by a stationary magnet.
The coil travels through a varying amount of magnetic ﬂux, inducing a
voltage according to Faraday’s law. The induced voltage is inherently
small and must therefore be increased to viably source energy;64 Introduction to Energy Scavenging
• Electrostatic converters place charge onto a variable capacitor and allow
the vibrations to move the capacitor plates apart, reducing the capaci-
tance. Capacitance and charge are related as Q = CV , so if Q is ﬁxed and
C decreases, V must increase. The most attractive feature of this method
isitsIC-compatiblenature, sinceMEMSvariablecapacitorsarefabricated
with relatively mature silicon micromachining techniques. This scheme
produces higher and more practical output-voltage levels than the elec-
tromagnetic method, with moderate power density;
• Piezoelectric generators use a piezo beam mounted as a cantilever with
a mass on the unsupported end. Electrodes are plated on surfaces of the
beam and sometimes between layers of the piezo material. As the beam
ﬂexes, a potential difference is created between the electrodes. Strain, or
deformation, in a piezoelectric material causes charge separation across
the device, producing an electric ﬁeld and, consequently, a voltage drop
proportional to the stress applied. The oscillating system is typically a
cantilever-beam structure with a mass at the unattached end of the lever,
since it provides higher strain for a given input force. The voltage pro-
duced varies with time and strain, effectively producing an irregular ac
signal. Piezoelectric energy conversion produces relatively higher volt-
age and power density levels than the electromagnetic system. Piezo-
electric converters combine most of the advantages of both inductive and
electrostatic generators. However, piezoelectric converters are difﬁcult to
implement on MEMS processes.
• More easily implemented in standard micro-
machining processes;
• Requires a separate voltage source (such as a
battery) to begin the conversion cycle.
• Typically output AC voltages is below 1 volt
in magnitude;
• Not easy to implement with MEMS technolo-
gies.4.1 Potential Sources 65
• The output voltage is irregular and depends
on the constructions and thus an over voltage
protection circuits may be required.
Several research groups have been worked on harvesting form vibration,
in the following we will show only the most important and recent solutions.
Roundy et al. [64] have analyzed common vibration sources that occur in large
commercialbuildings, cars, trains... Thesesourcesproducelowlevelvibrations
that can generate 300  W/cm3. Meninger et. al. [65] of MIT present an electro-
static generator that employs a variable micromachined capacitor. If the charge
on the capacitor is maintained constant while the capacitance decreases (reduc-
ing the overlap area of the plates or increasing the distance between them), the
voltage will increase. If the voltage on the capacitor is maintained constant
while the capacitance decreases, the charge will decrease. They turned out that
the mechanical energy converted into electrical energy is greater if the volt-
age across the capacitor is constrained than if the charge across the capacitor is
constrained.
Electronic systems that harvest energy from vibration or movements re-
quire to be located close to the source. Human activity can be considered as a
forge of kinetic and vibration energy. Walking is one of the usual human activi-
ties that have associated more energy [66]. Piezoelectric materials, electrostatic
and electromagnetic transducers have been employed in order to harvest en-
ergy from human walking activity by the MIT Media Laboratory. In particular
it has turned out the most important results employing piezoelectric materi-
als [67]. The low-frequency piezoelectric shoe signals are converted into a con-
tinuous electrical energy source. Paradiso et al. [68] presented a piezoelectric
pushbutton to wirelessly transmit a digital identiﬁcation code using the me-
chanical energy given by pushing a button without the need of batteries.
Enocean [69], a spin-off of Siemens, has a commercial wireless remote con-
trol without batteries, PTM 100 and PTM 200. The force employed to push
down the switch is used bending the cantilever piezoelectric ceramic at its
extreme but without resonance. Another company that is looking into us-
ing piezoelectric sources to power networks of wireless sensors is MicroStrain
Inc. [70]. This company setup an experiment where piezoelectric transducers
were attached to the support beams in a structure. As the structure was con-
stantly under strain, the voltage created by the piezoelectrics was stored up in
a capacitor. Once the capacitor voltage reached a certain level, the power was
than transferred to a transmitter which sent a wireless signal to some receiver.
It was reported that the cycle time was about 20 to 80 seconds to store up a66 Introduction to Energy Scavenging
charge of 9.5 V on the capacitor given the size of the piezoelectric was 17 cm2.
Ferro Solutions makes a product called the Energy Harvester [71]. This little
device about the size of two AA batteries contains an electromagnetic genera-
tor inside. There are two magnets and in between them is a coil of wire. When
vibrations cause the coil of wire to move around in the magnetic ﬁeld, current
is generated in the wire. This small power source, about 1 to 10 mW, could be
used in place of batteries or as a means to recharge batteries.
4.1.5 Air ﬂow
Wind power has been used on a large scale as a power source for centuries, but
it seems, to be less attractive for embedded system supply, probably for the
size of mechanical components. The potential power from moving air is quite





where P is the power, ˜ n is the density of air, A is the cross sectional area,
and v is the air velocity.
Zhand et al. [72] developed a piezoelectric windmill (Fig. 4.7) that provides
electric power-generation from wind energy exploiting the piezoelectric effect.
Piezo actuators are arranged along the circumference of the mill in the can-
tilever form. Using the camshaft gear mechanism an oscillating torque is gen-
erated through the ﬂowing wind and applied on the actuators. The resulting
power is around tens of mW.
Figure 4.7: Prototype of the piezoelectric windmill and its schematic
4.1.6 Power Lines parasites
There are application scenarios in which embedded devices are very close to
power lines but employing them is not allowed or it is just uncomfortable. The
typical application is a wide monitoring system of a power grid. In this case4.1 Potential Sources 67
the most common solution to scavenge energy is the use of coils that transmit
energy by the phenomenon of electromagnetic induction. Mark Major and his
staff [90] at the Surveillance and Geolocation Department in SwRI’s have de-
veloped a large sensor network that can widely monitor a power grid (Fig. 4.8).
They supply the sensor nodes from power harvester coils used also for current
measurements.
Figure 4.8: Power grid harvester, sensor node of SwRI’s
Several types of non-contacting current sensors using a variety of magnetic
materialsareavailable, includingcurrenttransformers, Hallsensors, Rogowski
coils, magnetoresistive current sensors, and ﬂuxgate sensors. Unfortunately
not all these sensors can be exploited as power harvester. Hall effect sensors,
forexample, usuallyarenotpassivesensorandtheyarebuiltwithextracircuits
for signal amplifying. Therefore, sensor device should operates passively, re-
quiring no supply power in order to generate signal. Rogowsky coil (Fig. 4.9),
instead, could be a suitable solution. It is light-weight and compact compared
with most other devices, particularly where high currents are involved. This
has obvious advantages with transport and ease of installation but there are
other, less obvious advantages. Thin, ﬂexible coils can be installed in uncom-
fortable places and are far less likely than any other transducers to need any
modiﬁcations to be made to the plant.
In domestic power plant, Leland et al. [91] have realized a device that cou-
ple to magnetic ﬁelds surrounding wires carrying AC current, with view to
developing both energy scavenging power sources for wireless sensor nodes
and passive, proximity based current sensors (Fig. 4.10). Devices were con-
structed from cantilever mount piezoelectric material and permanent magnets.
In energy scavenging operation, devices generated 208  W.
Splashpower Ltd. [89] provides a product for wireless power transfer so-
lutions to the mobile and portable electronics industry, enabling a wide range68 Introduction to Energy Scavenging
Figure 4.9: Examples of Rogowski coils
Figure 4.10: Power line scavenging using a piezo beam, schematic and photo
of portable electronic devices to be powered wirelessly from a single platform.
It is proposed as universal wireless charging platform which delivers power
to mobile devices. The SplashPad is a portable ﬂat surface less than 6mm
thick powered from any electric outlet. All mobile devices ﬁtted with a suit-
able power module are ready to receive wireless power from the pad. The
millimeter thin receiver module is customized to the shape, size and power
requirements of the device and can be easily integrated into the host device or
add-on accessories.
Figure 4.11: Splashpower, an electromagnetic pad that charges mobile devices4.2 Commercial products 69
4.1.7 Biofuel Cells
Research on microbial fuel cells (‘biofuel cells’) has recently received increased
attention as a means to produce ‘green’ electricity from natural substrates, such
as carbohydrates In a microbial fuel cell, the bacteria do not directly trans-
fer their produced electrons to their characteristic electron acceptor, but route
them to an external path. Therefore the transport process is subsequently con-
ducted over an anode, a resistance or power user, and a cathode.
There are different type of biofuel cell depending on the kind of bacteria
(or enzyme) used, and the type of redox reaction performed. The enabling
chemical components of the cell are the electrocatalyic “wired” enzyme ﬁlms
of its electrodes, comprising immobilized redox enzymes and redox hydro-
gels “wiring” Typically, bacterial energy is directly converted to electrical en-
ergy [73]. Research has obtained that a cell of 0.5mm2 can operate continuously
for one week at 37 ◦C, providing a power of 1.9  W at 0.52V.
Figure 4.12: Structure of a polymer for a redox reaction.
4.2 Commercial products
There are several companies who are focusing on ﬁnding efﬁcient energy scav-
engers for embedded devices. In the following, a little list of the most impor-
tant ones will be described.
Enocean, GmbH
Enocean is a german company. The slogan for this company is “no bat-
teries and no wires.” They create products that use piezoelectric trans-
ducers to power RF transmitters. ECO 100, for example, is an energy har-70 Introduction to Energy Scavenging
vester for linear motion. This device can be employed as a light switch
that requires no wiring at all. When the light switch is ﬂipped, this mo-
tion is used by the transducer to power the RF transmitter, which signals
the receiver on the actual light to turn on.Enocean employs also photo-
voltaic technology to supply transmitters and transceivers, that are the
most power consuming part of a sensor node. STM 100 is an extremely
power saving RF transmitter module, that enables the realization of wire-
less and maintenance free sensors. Power supply is provided by a small
solar cell. An integrated energy store allows unrestricted functionality
for several days in total darkness.
Figure 4.13: enOcean products
Ferro Solution, Inc.
Ferro Solutions has developed novel energy harvesting devices based on
unique combinations of magnetic materials and patent-pending designs
to Convert low-level vibrations into usable electricity. In many cases,
energy harvesters can take the place of batteries and eliminate the need
for costly maintenance to replace batteries. Our energy harvesters cre-
ate usable electricity from low-level vibrations, power to run sensors, RF
transmitters, micro-motors, and other electrical devices.
MicroStrain, Inc.
MicroStrain develops and produces innovative, smart, wireless, micro-
miniature displacement, orientation, and force sensors. Although not di-
rectly involved in energy scavenger development, this company setup an
experiment where piezoelectric transducers were attached to the support
beams in a structure. As the structure was constantly under strain, the
voltage created by the piezoelectric materials was stored up in a capaci-
tor.
Thermo Life, Inc.4.2 Commercial products 71
Thermo Life R   Energy Corp. introduced its 3-volt thin ﬁlm thermoelec-
tric device in 2001. It is a small and compact Low Power Thermoelec-
tric Generator (LPTG) and viable energy source for low-powered devices
such as micro sensor systems, ZigBee chipsets, wearable electronics, im-
plantable medical devices, active RFID tags and numerous other applica-
tions. Thermo Life R   converts heat energy to electrical energy through
its thermopile couples using the thermopile principle (Seebeck effect).
When both heat couple plates are thermally connected with a heat source
and a heat sink, heat ﬂows through thermopiles and is converted directly
into electrical energy. Even small temperature differences of less than 5
Kelvin can provide a source of thermal energy.
Splashpower, Ltd.
The Splashpower solution is based around technology that uses induc-
tive coupling as a means of power transfer. It consists in has two parts:
the SplashModuleTM, a sub-millimeter thin receiver module that can be
customized to just about any size, shape or curve of a device and makes
no visible impact to product appearance; and the SplashPadTM that is a
thin (less than 6MM) universal wireless charging platform that plugs into
any electric outlet and can be built into any surface with no possibility of
shock or discharge.
Perpetuum, Ltd.
Perpetuum is a vibration-energy harvesting microgenerator based on a
magnet and coil arrangement that successfully transforms the kinetic en-
ergy of vibration into a low power electrical signal. It is designed to res-
onate at mains frequency (50 or 60Hz) with a bandwidth of 0.2Hz giving
excellent performance on any AC synchronous motor powered equip-
ment. Output is from 0.1mW to several mW power depending on the
level of vibration (eg up to 5mW at 100mg or 0.4mW at 25mg).
Figure 4.14: Perpetuum microgenerator72 Introduction to Energy Scavenging
Powercast, Llc.
Powercast uses the energy from a transmitted RF signal to power small
embeddeddevicesorwirelesssensornode. Thetransmittercanbeplaced
everywhere, for example, in anything that plugs into the wall (lamps,
alarm clocks, and so on) and can send a low, continuous signal to small
gadgets that contain an embedded receiver. Anything within its range
and equipped with a Powercast receiver, if provided with either batteries
or supercapacitor, will be continuously replenished. It isn’t just a replace-
ment for a universal charger, but it’s developed to either continuously
charge a battery or replace the need for them altogether.
Greene et al [98], have successfully tested and deployed radio frequency
(RF) power harvesting in a real environment monitoring situation, using
the Pittsburgh Zoo & PPG Aquarium as scene.
Figure 4.15: Powercast RF scavengerChapter 5
Efﬁcient solar energy
scavenger for wireless sensor
nodes
Solar harvesting circuits have been recently proposed to increase the auton-
omy of embedded systems. One key design challenge is how to optimize the
efﬁciency of solar energy collection under non stationary light conditions. This
chapter proposes a scavenger that exploits miniaturized photovoltaic modules
to perform automatic maximum power point tracking at a minimum energy
cost. The system adjusts dynamically to the light intensity variations and its
measured power consumption is less than 1mW. Experimental results show in-
crements of global efﬁciency up to 80%, diverging from ideal situation by less
than 10%, and demonstrate the ﬂexibility and the robustness of our approach.
5.1 Introduction
Although research continues to develop higher energy-density batteries and
very low power embedded platforms have recently entered the marketplace,
the amount of available energy on board still severely limits the lifespan of dis-
tributed battery operated embedded systems. The ultimate goal is to achieve
a perpetually powered system without a necessary periodical maintenance for
battery replacement or recharging. Wireless sensor networks for outdoor en-
vironmental monitoring are a class of systems where exploiting alternative
power sources could increase the autonomy of the nodes considerably. Energy
harvesting techniques can solve the problem by supplying and converting en-
ergy from the surrounding environment and reﬁlling an energy buffer formed74 Efﬁcient solar energy scavenger for wireless sensor nodes
by a battery stack or by supercapacitors.
EnergyscavengersusingsmallphotovoltaicPVmoduleshavebeenrecently
proposed to enable perpetual operation of WSNs. Unfortunately the low en-
ergy budget available does not help to perform an efﬁcient replenishment of
the storage devices. Under varying temperature or irradiance condition the
output characteristics of a PV module changes non-linearly. Therefore the
problemistoautomaticallyﬁndthevoltage(andthecurrent)atwhichitshould
operate to obtain the maximum power output. An efﬁcient photovoltaic en-
ergy harvesting system should track this particular operating point called Max-
imum Power Point (MPP). To this purpose many designers have actively investi-
gated techniques for MPP tracking (MPPT) [74, 75]. So far MPPT methods have
been roughly classiﬁed into two groups: large-scale PV power systems, gener-
ally based on digital signal processor (DSP) or microcontrollers [76], and small-
scale PV power systems usually without DSP or any other digital controller.
The distinction is important because using DSPs may reduce cost-efﬁciency in
PV applications below 50W [77]. However, with the increased interest in har-
vesting technology for wireless sensor networks a new class of MPPT meth-
ods, focused on micro-scale PV power systems, has recently emerged. This
approaches tackle the development of MPPT methods with power consump-
tion of a few mW. In fact, MPPT methods using small-size PV modules are
only practicable if the power consumed by the tracker is substantially lower
than the amount of output power that it gains. The harvester circuit proposed
in this thesis consumes less that 1mW and approaches the ideal situation be-
yond 90%. Since it does not use any microcontroller or DSP for MPPT, the
embedded system can be shut down when unused to save energy. Moreover it
does not require a pre-charged storage device (such as rechargeable batteries),
but it simply starts to work even if the energy buffers are empty. Because of all
these features, the proposed solution is suitable for low-power systems and in
particular for wireless sensor networks.
The remainder of the chapter is organized as follows. Related works are
reviewed in the next section followed by the list of the contributions and the
innovations that our work proposes. A background on problems and charac-
teristics of MPPT systems is discussed in section 5.4. Section 5.5 describes the
actual implementation of our PV harvester. Experimental results and the per-
formance achieved are the focus of section 5.6, ﬁnally section 5.7 concludes the
chapter.5.2 Related Work 75
5.2 Related Work
Although the experience in exploiting PV modules is consolidated, research on
solar power scavenging for sensor network is quite recent. Several solutions
have been presented in the last years: Prometheus [59] and Heliomote [78] were
probably the ﬁrst proposals to supply a sensor node with the help of a small
PV module. Both systems do not perform any MPPT and the replenishment
of energy buffers (composed by supercapacitors, rechargeable batteries or a
combination of both) is performed by a simple link between the PV panel and
the storage device. A direct connection between the PV module and the buffer
device forces the operating point to the capacitor voltage VCAP. Since it is
far from optimal, it drastically lowers the output power of the PV module.
The adoption of a diode to protect the solar module does not help because
the PV cell only works when the buffer voltage is lower than the PV panel
voltage, and the diode is forward biased. As a consequence, the amount of
power drawn from the PV module also depends on the energy buffer level
(VBAT or VCAP). This also causes problems in developing power management
software for sensor networks. Adding Energy Harvesting aware features might
require the knowledge of the current available energy and the estimation of the
future harvested power [79, 80] to tune the behavior of the system. Clearly,
if there is a relation between conversion efﬁciency and energy buffer level, the
energy prediction will require more computing effort and may lose in accuracy.
Chou et al. proposed Everlast [60], a MPPT system that uses only a super-
capacitor as energy reservoir. The microcontroller on the node runs a tracking
algorithm and drives a pulse width modulator (PWM) circuit to control the
power converter. The microcontroller is essential for the MPPT system which
leads to the main drawback of this implementation, that is the harvesting cir-
cuit is too deeply integrated to the rest of the sensor node. The MPPT circuit
cannot work without microcontroller and exploiting the scavenger on another
sensor node requires a revision of the ﬁrmware. Ambimax [61] is another so-
lution from the same authors of [60]. It is a more reﬁned version and tries to
eliminate the overhead caused by an always-running algorithm on the micro-
controller. The control unit is independent from the target embedded system
and does not require any programmable device. Although it uses only low
power logic components, the MPPT system requires the presence of a recharge-
ablebatteryassecondary buffertoworkwhentheprimarybufferisempty. The
sensor used to estimate the position of the peak power point is a photodiode.
Unfortunately this component has a not negligible power consumption and it
requires also a conditioning circuit for the output signal. However the inno-
vative idea to exploit a low power comparator to generate a PWM signal has76 Efﬁcient solar energy scavenger for wireless sensor nodes
been adopted also in our work as starting point. We remove some inefﬁciency
and add new features as described in the next section.
5.3 Contributions
This chapter points to the following new results:
• We present a low-energy photovoltaic harvesting circuit for wireless sen-
sor nodes, that is able to track variations of the MPP during the day.
Differently from [61], our method uses a very small PV module as pilot
cell. To the best of our knowledge nobody has experimented and imple-
mented this solution in a MPPT system, especially in a small-size energy
scavenger for sensor networks. The advantage is that the pilot cell does
not require any additional energy, whereas exploiting a photodiode con-
sumes power;
• DifferentlyfromChouetal.[61], whouseabatteryassecondarybuffer, in
our work MPPT does not require batteries. Our supply unit chooses au-
tomatically the source to power the MPPT system between the PV mod-
ule or the DC/DC converter used by the sensor node. As a result, the
MPP can be tracked immediately even with empty energy buffer. This
behaviourisdesirablesince(a)itmatchescommonmodelsusedinpower
management software and (b) it guarantees faster recovery;
• The control circuit of the proposed scavenger is completely independent
fromthesensornodeanditslogic. Thereforeitsavesmorepowerbecause
it is possible to shut down not only the microcontroller, sensors and other
devices on-board, but also the step-up converter that is no more required
for the scavenger;
• Even if the average power consumed by the sensor node is higher than
the power drawn from the environment leading to the emptying of the
energy reservoir (e.g. it happens in cloudy days, or in the sunset), the
scavenger detaches the sensor node increasing the scavenging efﬁciency,
and collects an amount of energy sufﬁcient to perform some basic recov-
ering operations before supplying the node again.5.4 Background and Problem Statements 77
5.4 Background and Problem Statements
5.4.1 MPPT techniques
The I-V characteristic of a PV module, when neglecting the internal shunt re-
sistance, is given by the following equation:
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where Ig is the generated current, Isat is the reverse saturation current, q is the
electronic charge, A is a dimensional factor, K is the Boltzmann constant, T the
temperature in degree Kelvin, Rs the series resistance of the cell. The plot of
the PV module adopted in our solar harvester is shown in Fig. 5.1. It shows the
































Figure 5.1: Characteristic I-V and P-V plots of the used photovoltaic module
The problem considered by MPPT is to automatically ﬁnd the operating
point (VPV ,IPV ) at which a PV module should operate to obtain the maximum
power output under a given temperature and irradiance, and to follow it if
light intensity changes (indicated with arrows in Fig. 5.1).
Fig.5.2showstheI-Vcharacteristicsofthesolararrayandtheload, together
with constant power curves (P = V I = const). It is evident that the delivered
output power, which is represented by the operating point 1, is signiﬁcantly
smaller than the maximum output power, which is represented by point 2.
There are several methods and algorithms to analyze and ﬁnd the MPP,
certainly the most used are Hill-Climbing/Perturb and Observe (P&O) [81, 82, 60]
and Fractional Open-Circuit Voltage (FOC) [77, 75]. Hill-Climbing and P&O meth-
ods are widely used because of their simplicity and the small number of pa-







Figure 5.2: The operation of the MPPT
turbing the system (changing the duty ratio of the converter in Hill-Climbing
or incrementing or decrementing the solar array voltage in the case of P&O). If
a given perturbation leads to an increase (decrease) in output power, the sub-
sequent perturbation is made in the same (opposite) direction. In this manner,
the tracker continuously looks for the peak power point. Implementations of
these methods are usually very accurate and exploit DSPs or microcontrollers,
that consume non-negligible power. However, the method cannot readily track
immediate and rapid changes in environmental conditions. On the other hand,
among the simplest methods for MPP tracking, Fractional Open-Circuit Volt-
age is deﬁnitely the most used and cost-effective in small-scale PV systems.
This method exploits the nearly linear proportional relationship between the
operating voltage at MPP (VMPP) of a PV module and the open circuit voltage
(VOC).
VMPP ≈ KFOC   VOC (5.2)
where the proportional constant KFOC belongs to the interval (0.71,0.78), with
a slow increase when the light intensity fades. Table. 5.1 shows the behavior of
the constant (KFOC) of the solar cell used, during different irradiance condi-
tions.
The MPP can be approximated measuring periodically VOC by a temporary
disconnection of the PV module from the circuit. Of course it is a disadvantage
because of the temporarily drop of power. To overcome this problem, we ex-
ploit an additional small PV module acting as pilot cell, carefully chosen to
closely represent the characteristics of the principal PV array. We adopt the5.4 Background and Problem Statements 79









Table 5.1: Fractional Open-Circuit Voltage, Relation between VOC and VMPP
CPC1824 from Clare, Inc. [83]. It is a monolithic photovoltaic string of solar
cells of only 0.1cm2, and it is used as light irradiance sensor to provide feed-
back information for the tracker. The current value of the pilot cell follows
almost linearly the behavior of the main PV module during light variations.
Fig. 5.3 compares the behavior of the two cells under the same solar intensity
variation. The plot displays the operating voltage of the pilot cell (Vpilotcell)
over the VOC of the big PV module. For clarity we plot also the same VOC,
and the VMPP to verify the afﬁnity of the variations. As shown the behavior
is near linear and it is possible using the signal from CPC1824 as a reference to
track the position of the MPP. As a consequence, we can obtain a nearly linear
relation between VMPP and the reference from the pilot cell Vpilotcell( 5.3).
VMPP ≈ KFOC   VOC ≈ KFOC   (Kpilot   Vpilotcell) (5.3)
Moreover, using a pilot cell has several additional advantages: 1) it is no
more necessary to provide a power supply for an irradiance sensor in the track-
ing unit; 2) the circuit is small and does not require complex components such
as other photo-detectors.
Another point to notice is that the linear relationship is only an approxima-
tion, and the PV cell technically never operates at the exact MPP. Even if this
method is not a completely accurate MPPT technique, it does not require a DSP
or microcontroller and it is very cheap and easy to implement.
5.4.2 Power converter
The power converter used in MPPT techniques is usually chosen between a
buck, a boost or a buck/boost conﬁguration. We opted for a buck power con-
verter (Fig. 5.4a) since the solar cell’s nominal voltage is higher than the values
reachable by the supercapacitor. The operation of the buck converter is pretty
simple, with an inductor and two switches (in our case a MOSFET transis-
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Figure 5.4: MPP regulator and waveforms
ing, connecting the inductor to voltage source, and discharging the inductor
to replenish the load. Depending on the load and the circuit parameters, the
operating modes can be either continuous or discontinuous. It operates in con-
tinuous mode if the current through the inductor (IL) never falls to zero during
the commutation cycle before the end of the switching period. We adopt this
behavior and the associated waveforms are shown in Fig. 5.4b.








where D is the duty ratio of the switching cycle. When the buck converter
is used in PV applications, the input power (VPV , IPV ) varies continuously
with the atmospheric conditions, thus the duty cycle (D) changes in order to
track the MPP. The switching frequency, and the inductor value is a trade-off
between converter efﬁciency, cost and power consumption. For example, the
higher the switching frequency, the lower the inductor size, but also tracker



















Figure 5.5: Schematic diagram of the harvester platform
asMPPregulatorandisdrivenbynarrowpulseswithaduty-ratioD generated
by the tracking unit.
5.5 System Design
The hardware architecture of the solar scavenger is displayed in Fig. 5.5. It
consists of three units: the MPP Regulator, the MPP Tracker and the MPP Power
supply. The MPP Regulator unit is formed by a buck power converter depicted
in section 5.4.2.
The control signal Vctrl is generated by the MPP Tracker that compares the
VREF and the current operating voltage VPV of the PV module. As pointed out
in sec. 5.4.1, the Fractional Open-circuit method is exploited by matching VREF
to the estimated VMPP using approximation (5.3) and the pilot cell as input sig-
nal. The ultra-low power comparator adopted consumes less than 100 W, and
it is also possible to adjust the hysteresis window (see Fig. 5.6a) around VREF,
tuning the size and the position. In this way the actual operating point is not
a ﬁxed value, but oscillates around the MPP. Narrowing the windows around
estimated MPP means to operate at higher switching frequencies, with higher
conversion efﬁciency, on the other hand it requires a faster comparator, which
is generally more power consuming. Moreover, tightening the hysteresis band
makes the tracking operation critical and requires more accuracy.
The importance of a tracking method in this implementation is clearly ex-
plained in Fig. 5.6b. It displays the variation of the P-V characteristic of a
photovoltaic module under three different irradiance intensities, keeping the
window position ﬁxed. A system equipped with a MPP regulator without a












Figure 5.6: Window around MPP and tracking signiﬁcance
inside the band (1). A higher light intensity shifts the curve to the right (3) and
causes the MPP regulator to operate at a non-optimal power point. The worst
and fatal case (2) occurs when the light fades. No point of the curve crosses the
control window, therefore no PWM signal Vctrl is generated to the power con-
verter, causing a real disconnection between PV source and energy reservoir.
(The performance in this case is obviously worse than not using MPPT at all
and connecting the PV cell directly to a storage device).
The MPP power supply unit powers the MPP block even if the DC-to-DC
does not work because the voltage of the supercapacitor is not enough to start
it up or because it is shut down with the whole sensor node. The MPP power
supply unit switches dynamically between the DC/DC output and PV module
choosing the higher source. This permits to have the highest control signal
Vctrl to switch-off the MOS transistor, suppressing any drain current that could
decrease the performance of the power converter. The presence of a couple of
fast diodes allows supplying any MPP blocks with the highest available power
source.
5.6 Experimental Results
We investigate the performance of the proposed energy scavenger by measur-
ing the power consumed by the MPPT system, measuring the charging efﬁ-
ciency of the energy buffer and estimating the efﬁciency during the tracking of
the peak power point. Finally we test the sustainability of the scavenger pow-
ering a real wireless sensor node. All the measurements have been performed
using a PV module of 112cm2 in size and a nominal output power of 400mW.
5.6.1 Power consumption
When the switch in the MPP regulator is open, the overall circuit consumes less
than half a mW. (Pswitch−off ≈ 300 W). Peaks of about 1mW (Pswitch−on)5.6 Experimental Results 83
have been measured when the comparator switches the MOS transistor on.
The average power can be easily computed using the following equation.
P = D   Pswitch−off + (1 − D)   Pswitch−on (5.5)
Considering that the duty cycle of the control signal Vctrl is typically higher
than 80%, the average power consumed by the whole circuit is below 1mW.
5.6.2 Scavenging efﬁciency












V 2(t) − V 2(t − T)
￿
(5.8)
Where PMPP is the power at the MPP and Ptransferred is the average power
transferred to the energy buffer. When supercapacitors are used, Ptransferred
is usually computed as the value necessary to increase the energy level from
E (t1 − T)toE (t1)duringagiventimeintervalT . Inourtests, η hasbeeneval-
uated also considering the DC-to-DC converter which affects the result with
its own intrinsic losses. Fig. 5.7 shows how efﬁcient the proposed method is
in replenishing the supercapacitor over elapsed time. The continuous curve
represents the linear charging behavior in case of a direct connection between
the PV panel and the storage device. The dashed curve shows the ideal trend:
the supercapacitor is constantly reﬁlled with the maximum available power
PMPP. The charging behavior using the proposed energy scavenger is plotted
as the curve with dots. As shown it approaches closely the ideal curve, with
a maximum error less than 10%. The curve with triangles has been obtained
excluding from the scavenging platform the MPP power supply unit and using
the DC/DC as only source. The discontinuous shape is due to the fact that for
low voltages the MPP unit does not work properly, since the step-up converter
is still switched-off.
Fig. 5.8 shows the same situation, but plots the efﬁciency, deﬁned as in (5.6),
over the voltage level of the supercapacitor. Looking at the curve with trian-
gles, it is even more evident that only when the energy level of the buffer is
high enough to turn the DC/DC on, the scavenger can work properly and in-













































Figure 5.8: Efﬁciency of the power conversion
5.6.3 Tracking efﬁciency
Toevaluatetheperformanceofthepeakpowertracker, wetestedhowthescav-
enger efﬁciency varies if the MPP Tracker unit is switched off. Fig. 5.9 shows
the efﬁciency deﬁned in sec. 5.6.2 using a irradiance different from the previ-
ous plots. Also here the lowest continuous curve depicts the direct connection
between PV module and supercapacitor, while the dashed curve is the ideal
case using a constant PMPP as source. The curve with dots is obtained with
the MPPT proposed, and can achieve levels up to 80%. If MPP Tracker unit
is excluded the efﬁciency curve varies widely with the irradiance condition,
ranging from the dashed curve to below the continuous one, representing the
direct connection. The ﬁgure displays a case in which η decreases to around
50% (curve with squares).



























Figure 5.9: Efﬁciency of the tracking system













































Figure 5.10: Comparison of the operating point with and without tracking circuit
tracker over the elapsed time. The ideal situation, depicted in the picture on
the left, is obtained when the MPP Regulator is driven by a signal generator
tuned at 100kHz and duty-ratio D = 78%. D is computed in order to obtain an
optimal behaviour, in fact the operating point continuously matches VMPP at
the given irradiance. Under the same condition, the proposed scavenger tight-
ens around VMPP (as shown in the middle picture), because it automatically
generates a control signal with D = 80%. The size of the window is due to
a lower switching frequency (16KHz). Finally, the operating point of the cir-
cuit without the tracking system is plotted in the right picture. Since the duty
cycle of the generated signal is very different from the ideal one (in this case
D = 91%), the PV module will never operate at MPP.
5.6.4 Powering a sensor node
To verify the sustainability of our solar energy harvester, we power a Tmote
sky sensor node [7] with a simple example application. The application does
not perform any duty ratio activity, neither any low power techniques. It just
sequentially turns on the on-board LEDs, and transmits a counter value using
the radio.
The average power consumed by the application is 90mW. Using a fading
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Figure 5.11: Sustainability of the scavenger under different light conditions
the sensor node, the behavior of the node is shown in Fig. 5.11a. The plot
displays the voltage level of the supercapacitor used as energy reservoir, when
the trace becomes larger the sensor node is active. It is easy to verify that the
energy, required by the step-up converter to boot, is higher than the energy
left when the DC-to-DC turns off again. Adopting a 50F supercapacitor, this
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￿
and it is around
6,93J allowing thesensor nodetooperate continuously forabout64 sec, before
shutting down again.
Of course when the incident light increases, the power generated by the
PV module becomes enough for continuous sensor node operations and for
energy buffer replenishment (see Fig. 5.11b)
5.7 Conclusion
A highly efﬁcient solar energy harvester for wireless sensor nodes and environ-
mental embedded systems has been proposed. The adoption of a MPPT circuit
leads to several beneﬁts such as: the possibility to shrink the size of PV mod-
ules, to reduce the capacity of the energy reservoir, or to allow higher power
consumption ofasensornode. Thepresentedcircuitperformsahigh-efﬁciency
conversionthroughanultra-lowpowerMPPTtechniquethatrequireslessthan
1mW. The estimation of the peak power point is done automatically, using a
small PV pilot cell as reference, whereby sensing operation does not require ad-
ditional power. The scavenger can be used with any kind of embedded sensor
node, because it is completely independent of the node operation. Experimen-
tal results have shown that the global efﬁciency diverges from the ideal situa-
tion by less than 10%. Finally, a case study on a real sensor node demonstrates
the complete sustainability of the system with solar regenerative energy.Chapter 6
Tasks scheduling on sensor
nodes
Energy harvesting has recently emerged as a feasible option to increase the
operating time of sensor networks. If each node of the network, however, is
powered by a ﬂuctuating energy source, common power management solu-
tions have to be reconceived. This holds in particular if real-time responsive-
ness of a given application has to be guaranteed. Task scheduling at the single
nodes should account for the properties of the energy source, capacity of the
energy storage as well as deadlines of the single tasks. We show that conven-
tional scheduling algorithms (like e.g. EDF) are not suitable for this scenario.
Based on this motivation, we have constructed optimal scheduling algorithms
that jointly handle constraints from both energy and time domain. Further we
present an admittance test that decides for arbitrary task sets, whether they
can be scheduled without deadline violations. To this end, we introduce the
concept of energy variability characterization curves (EVCC) which nicely cap-
tures the dynamics of various energy sources. Simulation results show that our
algorithms allow signiﬁcant reductions of the battery size compared to Earliest
Deadline First scheduling.
6.1 Introduction
Wireless sensor networks – consisting of numerous tiny sensors that are unob-
trusively embedded in their environment – have been the subject of intensive
research. As for many other battery-operated embedded systems, a sensor’s
operating time is a crucial design parameter. As electronic systems continue
to shrink, however, less energy is storable on-board. Research continues to de-
velop higher energy-density batteries and supercapacitors, but the amount of88 Tasks scheduling on sensor nodes
energy available still severely limits the system’s lifespan. As a result, size as
well as weight of most existing sensor nodes are largely dominated by their
batteries.
On the other hand, one of the main advantages of wireless sensor networks
is their independence of pre-established infrastructure. That is, in most com-
mon scenarios, recharging or replacing nodes’ batteries is not practical due to
(a) inaccessibility and/or (b) sheer number of the sensor nodes. In order for
sensor networks to become a ubiquitous part of our environment, alternative
power sources should be employed. Therefore, environmental energy harvest-
ing is deemed a promising approach: If nodes are equipped with energy trans-
ducers like e.g. solar cells, the generated energy may increase the autonomy of
the nodes signiﬁcantly.
In [84], several technologies have been discussed how, e.g., solar, thermal,
kinetic or vibrational energy may be extracted from a node’s physical environ-
ment. Moreover, several prototypes (e.g. [85, 59]) have been presented which
demonstrate both feasibility and usefulness of sensors nodes which are pow-
ered by solar or vibrational energy.
From a networking perspective, classical protocols cannot harness the full
potential provided by the harvesting technology. Here, several publications
exist which make routing or clustering decisions within the network harvesting
aware [86, 87]. Based on the knowledge of the currently generated power at the
single nodes, the network lifetime can be optimized by shifting the commu-
nication and computation load. In the example of a solar powered network,
nodes which are directly exposed to sunlight have to disburden nodes who are
receiving less radiation due to shadowing effects.
In contrast, we focus on the temporal variations of the energy source expe-
rienced by a single node instead of spatial variations between several nodes.
The obtained results can e.g. be applied to networks, whose nodes are inde-
pendently from each other transmitting data to a base station. But even if we
are dealing with a multi-hop scenario, a single sensor node may need to per-
form its activities in a timely manner using a limited and uncertain energy
source. For example, a node may need to communicate with others by means
of a energy-saving wireless protocol, e.g. by switching on transmitters only
at well-deﬁned time instances. In addition, there are application scenarios for
which it is indispensable to fulﬁll real-time requirements like it is the case in,
e.g., ﬁre or intruder detection systems. In general, one can classify real-time
application scenarios for wireless sensor networks into safety critical systems,
smart spaces as well as entertainment [88]. For all these scenarios, our research
reveals fundamental problems and tradeoffs when real-time behaviour has to
be guaranteed although a sensor’s driving energy source is highly unstable.6.1 Introduction 89
The following example shows why greedy scheduling algorithms (like Ear-















Figure 6.1: Greedy vs. lazy scheduling
Let us consider a node with an energy harvesting unit that replenishes a
battery. For the sake of simplicity, assume that the harvesting unit provides a
constant power output. Now, this node has to perform an arriving task ”1”
that has to be ﬁnished until a certain deadline. Meanwhile, a second task ”2”
arrives that has to respect a deadline which is earlier than the one of task ”1”.
In Figure 6.1, the arrival times and deadlines of both tasks are indicated by
up and down arrows respectively. As depicted in the top diagrams, a greedy
scheduling strategy violates the deadline of task ”2” since it dispenses over-
hasty the stored energy by driving task ”1”. When the energy is required to ex-
ecute the second task, the battery level is not sufﬁcient to meet the deadline. In
this example, however, a scheduling strategy that hesitates to spend energy on
task ”1” meets both deadlines. The bottom plots illustrate how a Lazy Schedul-
ing Algorithm described in this chapter outperforms a naive, greedy approach
like EDF in this situation. Lazy scheduling algorithms can be categorized as
non-work conserving scheduling disciplines. Unlike greedy algorithms, a lazy
scheduler may be idle although waiting tasks are ready to be processed.
The research presented in this thesis is directed towards sensor nodes. But
in general, our results apply for all kind of energy harvesting systems which
must schedule processes under deadline constraints. For these systems, new
schedulingdisciplinesmustbetailoredtotheenergy-drivennatureoftheprob-
lem. This insight originates from the fact, that energy – contrary to the compu-
tation resource ”time” – is storable. As a consequence, every time we withdraw
energy from the battery to execute a task, we change the state of our scheduling90 Tasks scheduling on sensor nodes
system. That is, after having scheduled a ﬁrst task the next task will encounter
a lower energy level in the system which in turn will affect its own execu-
tion. This is not the case in conventional real-time scheduling where time just
elapses either used or unused.
The rest of the chapter is organized as follows: In the next section, we high-
light the contributions of our work. Subsequently, Section 6.3 gives deﬁni-
tions that are essential for the understanding of the chapter. In Section 6.4,
we present Lazy Scheduling Algorithms for optimal online scheduling and proof
their optimality. Admittance tests for arbitrary task sets are the topic of Sec-
tion 6.5. Simulation results are presented in Section 6.6 and Section 6.7 deals
with practical issues. At the end, Section 6.8 summarizes related work and
Section 6.9 concludes the chapter.
6.2 Contributions
The following chapter builds on [89] and [90], where Lazy Scheduling Algo-
rithms have been presented for the ﬁrst time. We combine both view points,
extend the theoretical results by a formal comparison of the schedulability re-
gions of EDF and LSA, include corresponding simulation results as well as a
discussion of implementation aspects. Thereby, we outline how our algorithms
could be implemented on real sensor nodes which illuminates the relevance of
the proposed theory. The contributions described are as follows:
• We present an energy-driven scheduling scenario for a system whose en-
ergy storage is recharged by an environmental source.
• For this scenario, we state and prove optimal online algorithms that dy-
namically assign power to arriving tasks. These algorithms are energy-
clairvoyant, i.e., scheduling decisions are driven by the knowledge of the
future incoming energy.
• We present an admittance test that decides, whether a set of tasks can be
scheduled with the energy produced by the harvesting unit, taking into
account both energy and time constraints. For this purpose, we intro-
duce the concept of energy variability characterization curves (EVCC). In
addition, a formal comparison to EDF scheduling is provided.
• By means of simulation, we demonstrate signiﬁcant capacity savings of
our algorithms compared to the classical EDF algorithm. Finally, we
provide approximations which make our theoretical results applicable
to practical energy harvesting systems.6.3 System Model 91
6.3 System Model
The chapter deals with a scheduling scenario depicted in Fig. 6.2. At some
time t, an energy source harvests ambient energy and converts it into electrical
power PS(t). This power can be stored in a device with capacity C. The stored
energy is denoted as EC < C. On the other hand, a computing device drains
power PD(t) from the storage and uses it to process tasks with arrival time ai,
energy demand ei and deadline di. We assume that only one task is executed
at time t and preemptions are allowed.
The problem statement presented in this section comprises two major con-
straints which have to be satisﬁed: First, tasks can be processed exclusively
with energy ES generated by the energy source. And second, timing con-
straints in terms of tasks’ deadlines di must be respected. For this purpose, two
degrees of freedom can be exploited. The scheduler may decide which task Ji
of all ready tasks to execute and what amount of power PD to assign to this
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Figure 6.2: System model: Energy-driven scheduling scenario
6.3.1 Energy source
Many environmental power sources are highly variable with time. Hence, in
many cases some charging circuitry is necessary to optimize the charging pro-
cess and increase the lifetime of the storage device. In our model, the power PS
incorporates all losses caused by power conversion as well as charging process.









Figure 6.3: System model: Power trace and energy variability characterization curve
EVCC





In order to characterize the properties of an energy source, we deﬁne now
energy variability characterization curves (EVCC) that bound the energy har-
vested in a certain interval ∆: The EVCCs ǫl(∆) and ǫu(∆)with ∆ ≥ 0 bound
the range of possible energy values ES as follows:
ǫl(t2 − t1) ≤ ES(t1,t2) ≤ ǫu(t2 − t1) ∀t2 > t1
Given an energy source, e.g., a solar cell mounted in a building or outside, the
EVCCs provide guarantees on the produced energy. For example, the lower
curve denotes that for any time interval of length ∆, the produced energy is at
least ǫl(∆) (see Fig. 6.3). Three possible ways of deriving an EVCC for a given
scenario are given below:
• A sliding window of length ∆ is used to ﬁnd the minimum/maximum
energy produced by the energy source in any time interval [t1,t2) with6.3 System Model 93
t2 − t1 = ∆. To this end, one may use a long power trace or a set of
traces that have been measured. Since the resulting EVCC bounds only
the underlying traces, these traces must be selected carefully and have to
be representative for the assumed scenario.
• The energy source and its environment is formally modeled and the re-
sulting EVCC is computed.
• Approximations to EVCCs can be determined on-line by using appropri-
ate measurement and estimation methods, see Section 6.7.1.
In Section 6.5, the lower EVCC ǫl will be used in an admittance test which
decides, whether a task set is schedulable given a certain energy source. Fur-
thermore, both EVCCs will serve as energy predictors for the algorithms sim-
ulated in Section 6.6.
6.3.2 Energy storage
We assume an ideal energy storage that may be charged up to its capacity C.
According to the scheduling policy used, power PD(t) and the respective en-
ergy ED(t1,t2) is drained from the storage to execute tasks. If no tasks are
executed and the storage is consecutively replenished by the energy source, an
energy overﬂow occurs. Consequently, we can derive the following constraints
0 ≤ EC(t) ≤ C ∀t
EC(t2) ≤ EC(t1) + ES(t1,t2) − ED(t1,t2) ∀t2 > t1
and therefore
ED(t1,t2) ≤ EC(t1) + ES(t1,t2) ∀t2 > t1
6.3.3 Task scheduling
As illustrated in Fig. 6.2, we utilize the notion of a computing device that as-
signs energy EC from the storage to dynamically arriving tasks. We assume
that the power consumption PD(t) is limited by some maximum value Pmax.
In other words, the processing device determines at any point in time how
much power it uses, that is
0 < PD(t) < Pmax .94 Tasks scheduling on sensor nodes
We assume tasks to be independent from each other and preemptive. More
precisely, the currently active task may be preempted at any time and have its
execution resumed later, at no additional cost. If the node decides to assign






The effective starting time si and ﬁnishing time fi of task i are dependent on
the scheduling strategy used: A task starting at time si will ﬁnish as soon as
the required amount of energy ei has been consumed by it. We can write
fi = min{t : Ei (si,t) = ei} .
The actual running time (fi − si) of a task i directly depends on the amount of
power Pi(t) which is driving the task during si ≤ t ≤ fi. At this, the energy de-
mand ei of a task is independent from the power Pi used for its execution. Note
that we are not using energy-saving techniques like Dynamic Voltage Scaling
(DVS), where ei = f(Pi). In our model, power Pi and execution time wi behave
inversely proportional: The higher the power Pi, the shorter the execution time
wi. In the best case, a task may ﬁnish after the execution time wi = ei
Pmax if it is
processed without interrupts and with the maximum power Pmax.
Current hardware technology does not support variable power consump-
tion as described above. So clearly, the continuous task processing model pre-
sented in this section is idealized. However, a microprocessor for example may
stepwise advance a task by switching power on (Pi = Pmax) and off (Pi = 0).
By tuning the so-called duty cycle accordingly, devices can approximate the
average power 0 ≤ Pi ≤ Pmax. For a more detailed discussion about practical
task processing and the system model in general, see Section 6.7.
6.4 Lazy Scheduling Algorithms LSA
Afterhavingdescribedourmodelingassumptions, wewillnowstateandprove
optimal scheduling algorithms. In subsection 6.4.1, we will start with the anal-
ysis of a simpliﬁed scheduling scenario where tasks need only energy as com-
putation resource but may execute in zero time. By disregarding the compu-
tation resource time, we focus on the energy-driven nature of the scheduling
scenario presented in this chapter. In Section 6.4.2, we will consider ﬁnite ex-
ecution times as well and construct a more general algorithm which manages
to optimally trade off energy and time constraints. Theorems which prove op-6.4 Lazy Scheduling Algorithms LSA 95
timality of both algorithms will follow in subsection 6.4.3.
6.4.1 Simpliﬁed Lazy Scheduling
We start with a node with inﬁnite power Pmax = +∞. As a result, a task’s ex-
ecution time wi collapses to 0 if the available energy EC in the storage is equal
to or greater than the task’s energy demand ei. This fact clearly simpliﬁes the
search for an adequate scheduling algorithm but at the same time contributes
to the understanding of the problem.
As already indicated in the introduction, the naive approach of simply
scheduling tasks with the EDF algorithm may result in unnecessary deadline
violations, see Fig. 6.1. It may happen, that after the execution of task ”1” an-
other task ”2” with an earlier deadline arrives. If now the required energy
is not available before the deadline of task ”2”, EDF scheduling produces a
deadline violation. If task ”1” would hesitate instead of executing directly, this
deadline violation might be avoidable. These considerations directly lead us
to the principle of Lazy Scheduling: Gather environmental energy and process
tasks only if it is necessary.
The Lazy Scheduling Algorithm LSA-I for Pmax = ∞ shown below attempts
to schedule a set of tasks Ji, i ∈ Q such that deadlines are respected. Therefore,
the processing device has to decide between three power modes. The node
may process tasks with the maximal power PD(t) = Pmax or not at all (PD(t) =
0). In between, the node may choose to spend only the currently incoming
power PS(t) from the harvesting unit on tasks. The algorithm is based on the
three following rules:
• Rule 1: If the current time t equals the deadline dj of some arrived but
not yet ﬁnished task Jj, then ﬁnish its execution by draining energy (ej −
Ej(aj,t)) from the energy storage instantaneously.
• Rule 2: We must not waste energy if we could spend it on task execution.
Therefore, if we hit the capacity limit (EC(t) = C) at some times t, we
execute the task with the earliest deadline using PD(t) = PS(t).
• Rule 3: Rule 1 overrules Rule 2.
Note that LSA-I degenerates to an earliest deadline ﬁrst (EDF) policy, if C = 0.
On the other hand, we ﬁnd an as late as possible (ALAP) policy for the case of
C = +∞.
6.4.2 General Lazy Scheduling
The LSA-I algorithm instantaneously executes a task at its deadline. However,
with limited power consumption PD and ﬁnite, minimal computation times96 Tasks scheduling on sensor nodes
Lazy Scheduling Algorithm LSA 1 (Pmax = ∞)
Input: maintain a set of indices i ∈ Q of all ready but not ﬁnished tasks Ji
PD(t) ⇐ 0;
while (true) do
dj ⇐ min{di : i ∈ Q};
process task Jj with power PD(t);
t ⇐ current time;
if t = ak then add index k to Q;
if t = fj then remove index j from Q;
if t = dj then EC(t) ⇐ EC(t) − ej + Ej(aj,t);
remove index j from Q;
PD(t) ⇐ 0;
if EC(t) = C then PD(t) ⇐ PS(t);
wi = ei
Pmax a general algorithm has to determine earlier starting times si ≤ di
in order to respect deadlines. In the following, we sketch how to determine
optimal starting times si that balance the time and energy constraints for each
single task Ji. For a more detailed derivation of the starting times si the reader
is referred to [89].
Atﬁrstsight, startingataskaslateaspossible(ALAP)seemstobeapromis-
ing approach. The upper plots in Fig. 6.4 display a straightforward ALAP-
translation of the starting time for task ”1”: To fulﬁll its time condition, task
”1” begins to execute at starting time s1 = d1 − e1
Pmax. As illustrated, it may
happen that shortly after s1 an unexpected task ”2” arrives. Assume that this
unexpectedtask”2”isnestedintask”1”, i.e., italsohasanearlierdeadlinethan
”1”. This scenario inevitably leads to a deadline violation, although plenty of
energy is available. This kind of timing conﬂict can be solved by shifting s1
to earlier times and thereby reserving time for the unpredictable task ”2” (see
lower plots Fig. 6.4). But starting earlier, we risk to ”steal” energy that might
be needed at later times (compare Fig. 6.1). According to the ”lazy” principle
we have to take care that we don’t start too early.
From the above example, we learned that it may be disadvantageous to pre-
arrange a starting time in such a way, that the stored energy EC cannot be used
before the deadline of a task. If the processing device starts running at time si
with Pmax and cannot consume all the available energy before the deadline di,
time conﬂicts may occur. On the other hand, if we remember the introductory
example in Fig. 6.1, energy conﬂicts are possible if the stored energy EC(t) is 0
at some time t < di. Hence we can conclude the following: The optimal start-
ing time si must guarantee, that the processor could continuously use Pmax in
the interval [si,di] and empty the energy storage EC(di) = 0 exactly at time di.
Before the optimal starting time si, the scheduler has to conserve energy and
keep the storage level EC as high as possible.
A necessary prerequisite for the calculation of the optimal starting time si
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Figure 6.4: ALAP vs. lazy scheduling
Finding useful predictions for the power PS(t) can be done, e.g., by analyzing
traces of the harvested power, as we will see in Section 6.6. In addition, we as-
sume that PS(t) < Pmax, that is, the incoming power PS(t) from the harvesting
unit never exceeds the power consumption Pmax of a busy node. Besides from
being a realistic model in many cases, this assumption ensures that no energy
is wasted if the energy storage is full and the system is running with Pmax.
Tocalculatetheoptimalstartingtimesi, wedeterminethemaximumamount
ofenergyEC(ai)+ES(ai,di)thatmaybeprocessedbythenodebeforedi. Next,
we compute the minimum time required to process this energy without inter-
ruption and shift this time interval of continuous processing just before the
deadline di. In other words, we calculate the starting time s∗
i as
s∗




If now the energy storage is ﬁlled before s∗
i, it is reasonable to advance
task Ji with power PS in order to avoid an energy overﬂow (compare Rule 2 of
LSA-I). However, this also means that not all energy EC(ai)+ES(ai,di) can be
processed continuously in [s∗
i,di] and we ﬁnd EC(t) = 0 at some time t < di.
Thus a better starting time s′
i allows for the reduced amount of energy C +
ES(s′
i,di) which is processible in this situation:
s′
i = di −
C + ES(s′
i,di)
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By choosing the maximum of s∗
i and s′




which precisely balances energy and time constraints for task Ji.
The pseudo-code of a general Lazy Scheduling Algorithm LSA-II is shown
below. It is based on the following rules:
• Rule 1: EDF scheduling is used at time t for assigning the processor to
all waiting tasks with si ≤ t. The currently running task is powered with
PD(t) = Pmax.
• Rule 2: If there is no waiting task i with si ≤ t and if EC(t) = C, then all
incoming power PS is used to process the task with the smallest deadline
(PD(t) = PS(t)).
Lazy Scheduling Algorithm LSA 2 (Pmax = const.)
Input: maintain a set of indices i ∈ Q of all ready but not ﬁnished tasks Ji
PD(t) ⇐ 0;
while (true) do
dj ⇐ min{di : i ∈ Q};
calculate sj;
process task Jj with power PD(t);
t ⇐ current time;
if t = ak then add index k to Q;
if t = fj then remove index j from Q;
if EC(t) = C then PD(t) ⇐ PS(t);
if t ≥ sj then PD(t) ⇐ Pmax;
Although it is based on the knowledge of the future incoming energy ES,
LSA-II remains an online algorithm. The calculation of si must be performed
once the scheduler selects the task with the earliest deadline. If the scheduler
is not energy-constraint, i.e., if the available energy is more than the device can
consume with power Pmax within [ai,di], the starting time si will be before the
current time t. Then, the resulting scheduling policy is EDF, which is reason-
able, because only time constraints have to be satisﬁed. If, however, the sum
of stored energy EC plus generated energy ES is small, the scheduling policy
changes towards an ALAP policy. In doing so, LSA avoids spending scarce
energy on the ”wrong” tasks too early.
In summary, LSA-II can be classiﬁed as an energy-clairvoyant adaptation
of the Earliest Deadline First Algorithm. It changes its behaviour according to
the amount of available energy, the capacity C as well as the maximum power
consumption Pmax of the device. For example, the lower the power Pmax gets,
the greedier LSA-II gets. On the other hand, high values of Pmax force LSA-II
to hesitate and postpone the starting time si. For Pmax = ∞, all starting times
collapse to the respective deadlines, and we identify LSA-I as a special case6.4 Lazy Scheduling Algorithms LSA 99
of LSA-II. In the remainder of the chapter, we will solely consider the general
LSA-II algorithm derived in this section. From now on, we will denote this
algorithm LSA.
6.4.3 Optimality of Lazy Scheduling
In this section, we will show that Lazy Scheduling algorithms optimally assign
power PD to a set of tasks. For this purpose, we formulate Theorem 1 and
Theorem 2 which show that LSA makes the best use of the available time and
energy, respectively. With the help of Theorem 1 and 2, we proof optimality of
LSA in Theorem 3.
Theschedulingscenariopresentedinthischapterisinherentlyenergy-driven.
Hence, a scheduling algorithm yields a deadline violation if it fails to assign en-
ergy ei to a task before its deadline di. We distinguish between two types of
deadline violations:
• A deadline cannot be respected since the time is not sufﬁcient to execute
available energy with power Pmax. At the deadline, unprocessed energy
remains in the storage and we have EC(d) > 0. We call this the time
limited case.
• A deadline violation occurs because the required energy is simply not
available at the deadline. At the deadline, the battery is exhausted (i.e.,
EC(d) = 0). We denote the latter case energy limited.
For the following theorems to hold we suppose that at initialization of the sys-
tem, we have a full capacity, i.e., EC(ti) = C. Furthermore, we call the com-
puting device idle if no task i is running with si ≤ t.
Let us ﬁrst look at the time limited case.
Theorem 1 Let us suppose that the LSA algorithm schedules a set of tasks. At time
d the deadline of a task J with arrival time a is missed and EC(d) > 0. Then there







with arrival and deadline within time interval [t1,d] exceeds d − t1.
Proof 1 Let us suppose that t0 is the maximal time t0 ≤ d where the processor was
idle. Clearly, such a time exists.
We now show, that at t0 there is no task i with deadline di ≤ d waiting. At ﬁrst,
notethattheprocessorisconstantlyoperatingontasksintimeinterval(t0,d]. Suppose
now that there are such tasks waiting and task i is actually the one with the earliest
deadline di among those. Then, as EC(d) > 0 and because of the construction of si,
we would have si < t0. Therefore, the processor would actually process task i at time
t0 which is a contradiction to the idleness.100 Tasks scheduling on sensor nodes
Because of the same argument, all tasks i arriving after t0 with di ≤ d will have
si ≤ ai. Therefore, LSA will attempt to directly execute them using an EDF strategy.
Now let us determine time t1 ≥ t0 which is the largest time t1 ≤ d such that the
processor continuously operates on tasks i with di ≤ d. As we have si ≤ ai for all of
these tasks and as the processor operates on tasks with smaller deadlines ﬁrst (EDF),
it operates in [t1,d] only on tasks with ai ≥ t1 and di ≤ d. As there is a deadline
violation at time d, we can conclude that
P
(i) wi > d−t1 where the sum is taken over
all tasks with arrival and deadline within time interval [t1,d].
It can be shown that a related result holds for the energy limited case, too.
Theorem 2 Let us suppose that the LSA algorithm schedules a set of tasks. At time d
the deadline of a task J with arrival time a is missed and EC(d) = 0. Assume further,
that deadline d is the ﬁrst deadline of the task set that is violated by LSA. Then there
exists a time t1 such that the sum of task energies
P
(i) ei of tasks with arrival and
deadline within time interval [t1,d] exceeds C + ES(t1,d).
Proof 2 Let time t1 ≤ d be the largest time such that (a) EC(t1) = C and (b) there
is no task i waiting with di ≤ d. Such a time exists as one could at least use the
initialization time ti with EC(ti) = C. As t1 is the last time instance with the above
properties, we can conclude that everywhere in time interval [t1,d] we either have
(a) EC(t) = C and there is some task i waiting with di ≤ d or we have (b) and
EC(t) < C.
It will now be shown that in both cases a) and b), energy is not used to advance any
task j with dj > d in time interval [t1,d]. Note also, that all arriving energy ES(t1,d)
is used to advance tasks.
In case a), all non-storable energy (i.e. all energy that arrives from the source) is
used to advance a waiting task, i.e., the one with the earliest deadline di ≤ d. In case
b), the processor would operate on task J with dj > d if there is some time t2 ∈ [t1,d]
where there is no other task i with di ≤ d waiting and sj ≤ t2. But sj is calculated
such that the processor could continuously work until dj. As dj > d and EC(d) = 0
this can not happen and sj > t2. Therefore, also in case b) energy is not used to
advance any task j with dj > d.
As there is a deadline violation at time d, we can conclude that
P
(i) ei > C +
EC(t1,d) where the sum is taken over all tasks with arrival and deadline within time
interval [t1,d].
From the above two theorems we draw the following conclusions: First, in the
time limited case, there exists a time interval before the violated deadline with
a larger accumulated computing time request than available time. And sec-
ond, in the energy limited case, there exists a time interval before the violated
deadline with a larger accumulated energy request than what can be provided
at best. These considerations lead us to one of the major results of the thesis:6.4 Lazy Scheduling Algorithms LSA 101
Theorem 3 (Optimality of Lazy Scheduling) Let us consider a system character-
ized by a capacity C and power Pmax driven by the energy source ES. If LSA cannot
schedule a given task set, then no other scheduling algorithm is able to schedule it. This
holds even if the other algorithm knows the complete task set in advance.
Proof 3 TheprooffollowsimmediatelyfromTheorems1and2. Assumeasetoftasksis
scheduled with LSA and at time d the deadline of task J is missed. Assume further, that
deadline d is the ﬁrst deadline of the task set that is violated by LSA. In the following,
we distinguish between the case where the energy at the deadline is EC(d) > 0 and
EC(d) = 0, respectively.







Pmax of tasks with arrival and deadline within
time interval [t1,d] exceeds d − t1. Here, knowing arrival times, energy demands
and deadlines in advance does not help, since every scheduling algorithm will at least
violate one deadline in [t1,d].
In the energy limited case with EC(d) = 0, according to Theorem 2, there exists
a time t1 such that the sum of task energies
P
(i) ei of tasks with arrival and deadline
within time interval [t1,d] exceeds C + ES(t1,d). Hence, no algorithm can hold
deadlinedwithoutviolatinganearlierdeadlinein[t1,d]. Thisholdsalsoforomniscient
scheduling algorithms, since (a) at the beginning of the critical interval [t1,d], the
energy level may be EC(t1) = C at most and (b) the execution of the critical tasks can
start at time t1 at the earliest.
SoeverytimeLSAviolatesdeadlined, wehaveeitherthetimelimitedcase(EC(d) >
0) or the energy limited case (EC(d) = 0). Since in both cases it is impossible for
another algorithm to respect deadline d and all earlier deadlines simultaneously, we
conclude that LSA is optimal.
If we can guarantee that there is no time interval with a larger accumulated
computing time request than available time and no time interval with a larger
accumulated energy request than what can be provided at best, then the task
set is schedulable. This property will be used to determine the admittance test
described in the next section.
Ontheotherhand, givenatasksetandacertainenergysource ES(t)wecan
also make a statement about the necessary hardware requirements of the sen-
sor node: Due to its optimality, LSA requires the minimum processing power
Pmax and the minimum capacity C necessary to avoid deadline violations:
Theorem 4 (Optimal tuple (C ;Pmax)) Let us assume a given task set has to be
scheduled using an energy source ES. Among all algorithms, LSA requires the min-
imum capacity C and the minimum power Pmax that are necessary to successfully
schedule the task set.102 Tasks scheduling on sensor nodes
Proof 4 We proceed by contradiction. Let us denote C and Pmax the minimum capac-
ity and the minimum processing power which are needed to schedule a given task set
with LSA. Assume that an adversary algorithm succeeds to schedule the task set with
some C′ < C or P′
max < Pmax given the same energy source. This means the adver-
sary algorithm can schedule the respective task set with (C′,P′
max) and LSA cannot.
This however contradicts the optimality of LSA according to Theorem 3.
The admittance test in the next section will allow us to explicitly determine
the minimum values of C and Pmax for LSA scheduling.
6.5 Admittance Test
6.5.1 Lazy Scheduling Algorithm
In this section, we will determine an ofﬂine schedulability test in case of peri-
odic, sporadic or even bursty sets of tasks. In particular, given an energy source
with lower EVCC ǫl(∆), the device parameters (C ;Pmax) and a set of periodic
tasks Ji, i ∈ I with period pi, relative deadline di and energy demand ei, we
would like to determine whether all deadlines can be respected.
To this end, let us ﬁrst deﬁne for each task its arrival curve α(∆) which de-
notes the maximal number of task arrivals in any time interval of length ∆. The
concept of arrival curves to describe the arrival patterns of sets of tasks is well
known (request bound functions) and has been used explicitly or implicitly
in, e.g., [91] or [92]. To simplify the discussion, we limit ourselves to periodic
tasks, butthewholeformulationallowstodealwithmuchmoregeneralclasses
(sporadic or bursty) as well.






In order to determine the maximal energy demand in any time interval of
length ∆, we need to maximize the accumulated energy of all tasks having
their arrival and deadline within an interval of length ∆. To this end, we need
to shift the corresponding arrival curve by the relative deadline. We are do-
ing this since the actual energy demand becomes due at the deadline of the
respective task. In case of a periodic task Ji, this simply leads to:
αi(∆) =
(
ei   αi(∆ − di) ∆ > di
0 0 ≤ ∆ ≤ di
In case of several periodic tasks that arrive concurrently, the total demand
curve A(∆) (called demand-bound function in [91]) can be determined by just6.5 Admittance Test 103
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Figure 6.5: Examples of an arrival curve αi(∆), a demand curve αi(∆) and a total de-
mand curve A(∆) in case of periodic tasks
Using the above deﬁned quantities, we can formulate a schedulability test
for the LSA algorithm that can be applied to a quite general class of tasks spec-
iﬁcations.
Theorem 5 (LSA Schedulability Test) A given set of tasks Ji, i ∈ I with arrival
curves αi(∆), energy demand ei and relative deadline di is schedulable under the









i∈I ei  αi(∆−di) denotes the total energy demand of the task set in
any timeintervaloflength∆, ǫl(∆)theenergyvariabilitycharacterizationcurveofthe
energy source, C the capacity of the energy storage and Pmax the maximal processing
power of the system. In case of periodic tasks we have A(∆) =
P






Proof 5 The proof of the if direction is omitted, since it is a direct consequence of
Theorems 1 and 2. We just prove the only-if direction.
Remember that the total demand curve A(∆) denotes the maximal energy demand
of tasks in any interval [t1,t2] of length ∆. It equals the maximal accumulated energy
of tasks having their arrival and deadline within [t1,t2]. Therefore, in order to satisfy
all deadlines for these tasks, at least energy A(t2 − t1) must be available.
Let us suppose that the condition in Theorem 5 is violated for some ∆ due to miss-
ing energy. Let us suppose also that the task arrival curve and the energy variabil-
ity characterization curve are strict, i.e., there exists some time interval [t1,t2] where
the energy demand is A(t2 − t1) and at the same time the energy ES(t2 − t1) is re-
ceived. Then in time interval [t1,t2] with ∆ = t2 − t1 the difference between the104 Tasks scheduling on sensor nodes
energy demand and the received energy is larger than the maximal stored energy C as
A(∆) > ǫl(∆) + C. As a result, the task set is not schedulable.
On the other hand, whenever the demanded computation time
A(∆)
Pmax of a task set in
the interval ∆ is larger than the interval itself, a task set is not schedulable. Therefore
it is evident, that both the energy condition A(∆) ≤ ǫl(∆)+C and the time condition
A(∆) ≤ Pmax   ∆ must be fulﬁlled in order to avoid deadline violations.
Theorem 5 tells us that we can decouple energy and time constraints if we









the system is fast enough to process the given task set. This condition is inde-
pendent of the energy provided by the environmental source (i.e. ǫl) and the
capacity of the storage device. Even increasing the capacity does not help. If
a task set however satisﬁes the time constraint, the role of the capacity C as a
design parameter for the energy harvesting system becomes important.
Suppose now that the time constraint is fulﬁlled. For this case, Theorem 5
states that the capacity C needed to schedule a task set with A(∆) using a
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Figure 6.6: Determining the optimal tuple (C;Pmax) according to theorem 5
Fig. 6.6 illustrates an example schedulability test. The left diagram displays
the total demand curve A(∆) for two periodic tasks with p1=2, d1=1, e1=2 and
p2=3, d2=4, e2=1. Furthermore, the EVCC ǫl(∆) is given by a piecewise linear
function using three pieces (0,0,0),(2,0,1),(5,3,3), where each piece i is deﬁned
by the triple of the form (initial ∆i, initial ǫl(∆i), slope of piece i). Now, the
maximal difference between the total demand curve A and the EVCC ǫl can
be computed. It has value 4 and is obtained at ∆ = 5. Therefore, one can
conclude that the set of tasks can be scheduled (with LSA) using a minimal
capacity C = 4. The respective schedulability test with C = 4 is shown in the
middle diagram of Fig. 6.6. As displayed in the right diagram, power Pmax = 26.5 Admittance Test 105
is required to fulﬁll the time condition in theorem 5.
As a last point to mention, let us consider the middle diagram in Fig. 6.6
once again. Regarding the slopes of the curves, we can guess that A and ǫl
won’t intersect after the critical time interval of length 5. Formally, this is be-




∆ is higher than the maximum
average power demand lim
∆→∞
A(∆)
∆ of the task set. Simply stated, the aver-
age harvested power is higher than the average power demand of the applica-
tion. It becomes evident that an optimal algorithm, like LSA, can only optimize
the short-term behaviour of the system by suitable power management. LSA
achieves the minimum capacity C needed to temporarily buffer energy for sin-
gle tasks, but on the long run the average of power PD is dictated by the task
set.
6.5.2 Comparison to EDF
It is useful to formally compare LSA with the well know EDF algorithm in
terms of the schedulability region and the required capacity C. In order to
simplify the discussion, we will investigate an energy limited scenario only,
see Section 6.4.1 and 6.4.3. Then we can state the following result:
Theorem 6 (EDF Schedulability Test) A given set of tasks Ji, i ∈ I with arrival
curves αi(∆), energy demand ei and relative deadline di is schedulable with initially
stored energy C, only if the following condition holds for any deadline dk, k ∈ I:
X
i∈I
ei   αi(∆ − dk) ≤ C + ǫl(∆) ∀∆ > 0
In case of periodic tasks with period pi we have αi(∆) = ⌈ ∆
pi⌉.
Proof 6 Remember that the left hand side of the condition denotes the maximal energy
used by all the tasks in any interval [t1,t2] of length t2 − t1 = ∆ − dk. There is
an instance of task arrivals compliant with the arrival curves αi such that task Jk
arrives at time t2, i.e. by correctly adjusting the phase of all instances of task Jk. In
this case, the deadline of the task instance arriving at t2 is t2 + dk. In order to be
able to execute this instance within its deadline, the available energy in any interval
[t1,t2 + dk] must be larger than
P
i∈I ei   αi(t2 − t1), i.e. the energy used by tasks
arriving in [t1,t2]. The maximal energy available in [t1,t2 + dk] is in the worst case
given by C + ǫl(t2 + dk − t1). Replacing t2 − t1 by ∆ − dk yields the desired result.
The strongest bound is obtained by using the task Jk with the smallest
deadline dmin = mini∈J{di}. Comparing Theorems 5 and 6 in the energy-
constraint case we obtain the two constraints
P
i∈I ei αi(∆−dmin) ≤ C+ǫl(∆)
for EDF and
P
i∈I ei αi(∆−di) ≤ C+ǫl(∆) for LSA. Clearly, EDF has a smaller106 Tasks scheduling on sensor nodes
schedulability region as
P
i∈I ei   αi(∆ − dmin) ≥
P
i∈I ei   αi(∆ − di) for all
∆ ≥ 0.
Finally, let us derive specialized results in the case of periodic tasks Ji with
pi = di (period equals deadline) and a simple energy variability characteriza-





Figure 6.7: Simple EVCC for comparing EDF and LSA scheduling
We also suppose that the available average power σ from the energy source
is sufﬁcient to support the long term power demand ¯ σ of the task set





as otherwise, deadline violations are unavoidable. In the following compar-
ison, we suppose that the energy source has a minimal average power, i.e.
σ = ¯ σ, i.e. it is as weak as possible. Under these assumptions (periodic task
with periods equal deadlines, energy-limited scenario) and using the results
of Theorems 5 and 6, one can compute the minimal possible capacities of the




ei + (δ − pmin)   ¯ σ ; CLSA = δ   ¯ σ
Therefore, the relative gain in the necessary storage capacity between the









ei + pmin   ¯ σ) ≤
pmax − pmin
δ




(ei/pi)) ≤ pmax where
pmin andpmax denotetheminimalandmaximalperiodoftasksJi, respectively.
In other words, the maximal relative difference in storage capacity depends on
the differences between the task periods. The larger the difference between the6.6 Simulation Results 107
largest and smallest period is, the large the potential gain in storage efﬁciency
for the LSA algorithm.
6.6 Simulation Results
In the previous section, a method to compute the minimum capacity for a
certain energy source characterization ǫl was presented. In the following, we
will call this optimal value Cmin. The value Cmin obtained represents a lower
bound since it is obtained for energy-clairvoyant LSA scheduling. In addi-
tion, it remains unclear, which capacities C∗
min are required if other schedul-
ing disciplines are applied. For this reason, we performed a simulative study
to evaluate the achievable capacity savings in a more realistic scenario. The
EDF algorithm – which is optimal in traditional scheduling theory– serves as a
benchmark for our studies.
We investigated variants of LSA which utilize the measured EVCCs ǫl and
ǫu topredictthefuturegeneratedenergyES(t)fortheLSAalgorithm. Eachtime
a starting time si has to be calculated for the task i with the earliest deadline di,
the energy ǫl(di − ai) (or ǫu(di − ai)) plus the stored energy EC(ai) is assumed
to be processible before the deadline.
The trace of the power source PS(t) is generated by a random number gen-
erator according to
PS(t) =
￿ ￿ ￿ ￿10   N(t)   cos(
t
70π




￿ ￿ ￿ ￿ ,
where N(t) denotes a normally distributed random variable with mean 0 and
variance 1. The values of PS have been cut off at the value PS,max = 10. As
illustrated in Fig. 6.8(a), the obtained power trace PS(t) exhibits both stochastic
and deterministic, periodic behaviour. The latter is simulating day and night
periods similar to those experienced by solar cells in an outdoor environment.
From this trace we compute the average power PS as well as upper and lower
EVCCs ǫu and ǫl.
A task set consists of an arbitrary number of periodic tasks. Periods p are
taken from a set {10, 20, 30, ... , 100}, each value having an equal probabil-
ity of being selected. The initial phases ϕ are uniformly distributed between
[0,100]. For simplicity, the relative deadline d is equal to the period p of the
task. The energies e of the periodic tasks are generated according to a uniform
distribution in [0,emax], with emax = PS   p.108 Tasks scheduling on sensor nodes














(a) Power trace PS(t)

















(b) Determining Cmin for a random task set
Figure 6.8: Calculation of Cmin in two steps: (1) Extract ǫ
l(∆) from PS(t) and (2) Com-
pute Cmin for every task set with respective energy demand A(∆)








One can interpret U as the percentage of processing time of the device if tasks
are solely executed with the average incoming power PS. A system with, e.g.,
U > 1 is processing more energy than it scavenges on average and will deplete
its energy reservoir.
In dependence of the generated power source PS(t), N task sets are gen-6.6 Simulation Results 109
erated which yield a certain processor utilization U. For that purpose, the
number of periodic tasks in each task set is successively incremented until the
intended utilization U is reached. Hence, the accuracy of the utilization U is
varying ±1% with respect to its nominal value.
Atthebeginning of thesimulation, theenergy storage is full. We setPmax =
10. The simulation terminates after 10000 time units and is repeated for 5000
task sets. In order to show the average behaviour of all task sets in one plot, we
normalized the capacities C with the respective Cmin of the task set. Fig. 6.8(b)
shows the calculation of Cmin for a random task set.











































































































































































Figure 6.9: Comparison of pure LSA, LSA using ǫ
l, LSA using ǫ
u and EDF for different
utilizations U
Fig. 6.9 illustrates the percentage of tasks that could be scheduled without
deadline violations for different utilizations U. Clearly, no deadline violations
occur for energy-clairvoyant LSA scheduling and values of C
Cmin ≥ 1. For all
values of U, both approximations of LSA with ǫl and ǫu outperform the EDF
algorithm, whereat the lower curve ǫl seems to be the better approximation. At
U = 40% and C = Cmin, e.g., almost no task set is schedulable with EDF. Here,
LSA with ǫu is able to schedule ≈ 78% of all task sets; LSA with ǫl even ≈ 85%.
Concerning the relative capacity savings achieved with our algorithms, we
are especially interested in the smallest capacities C necessary to avoid any
deadline violations. The highest savings are obtained at U = 20%, where EDF
needs more than 2.0   Cmin to respect deadlines whereas LSA using ǫl shows110 Tasks scheduling on sensor nodes
the same behaviour at 1.1 Cmin. This translates into capacity savings of ≈ 45%.
At higher values of the utilization U these savings are decreasing, yet they are
still signiﬁcant: At utilizations of U = 40%, 60%, 80%, the capacity savings of
LSA with ǫl compared to EDF are still ≈ 40%, 21%, 20%, respectively.
Albeit randomized task sets are not necessary representative for all kind
of applications, these simulation results demonstrate that signiﬁcant capacity
savings are possible. If the application involves bursty instead of periodic task
processing, the beneﬁts of Lazy Scheduling may be indeed even more strik-
ing: As showed in [89], a greedy algorithm like EDF may violate an arbitrary
number of deadlines and may suffer from worst case scenarios. This holds in
particular for sensor nodes, where the energy demands of different tasks are
highly varying (e.g. communication, sensing and data processing tasks) and
tasks have to satisfy various timing constraints (e.g. urgent and less urgent
tasks which have to run in parallel).
6.7 Practical Considerations
The system model introduced in Section 6.3 and used throughout this chapter
implies idealized modelling abstractions, which demand further explanations.
Therefore, this section is dedicated to general implementation aspects and pos-
sible application scenarios
6.7.1 Energy Source Predictability
Clearly, the performance of LSA is strongly dependent on the accuracy of the
predicted power PS(t) of the harvesting unit. The better the approximation,
the better the algorithm performs in terms of optimality. As illustrated by
the simulation results of the previous section, energy variability characteriza-
tion curves (EVCC) are suitable for that purpose. Especially for small utiliza-
tions U of the sensor node, EVCCs appear to converge towards the optimal,
energy-clairvoyant LSA. It should be mentioned, that the prediction of ES(t)
by EVCCs may even be improved if the sensor node is learning the character-
istics of the energy source adaptively: By observing energy values ES(∆′) for
past intervals ∆′, the prediction for future intervals ∆ can be optimized online.
This extension, however, increases at the same time the computational demand
of the scheduler, which is one of the advantages of using simple EVCCs.
Solar energy harvesting through photovoltaic conversion is deemed a num-
ber one candidate for the power source PS described in our model. If we as-
sume the sensor node to be placed in an outdoor environment, the impinging
radiation is variable with time, but follows a diurnal as well as annual cycle.6.7 Practical Considerations 111
Moreover, during short time intervals, the produced power PS can be regarded
as constant and sudden changes of the light intensity are improbable. Due to
this speciﬁc nature of solar energy, a two-tiered prediction methodology is self-
evident: On the one hand, long-run predictions must be made for less urgent
tasks with rather late deadlines. Here, using exponential decaying factors to
weight the history of recorded powers PS is one possibility. An alternative is
to combine daily and seasonal light conditions of the past with the knowledge
about a sensor’s environment and possible shadowing. One can think of a
plurality of prediction mechanisms, which are clearly out of the scope of this
thesis.
For urgent tasks with close deadlines within milliseconds or seconds, intel-
ligent prediction algorithms may not be necessary. Here, tasks like, e.g., send-
ing a few bits over the wireless channel may be planned assuming constant
power PS(t) = PS,const during si ≤ t ≤ di. For stationarity of the power inﬂow
PS the calculation of the starting time si for a task i simpliﬁes to
si = di − min
￿







In the worst case, a sensor node is powered by an energy source with pure
stochastic behaviour. If nothing is known about this source, the currently
stored energy ES is the only indicator for making scheduling decisions. By
iteratively updating the starting time ˆ si = di −
EC(t)
Pmax (and thereby increasing
the computational overhead) starting task itoo early can be avoided. However,
once the device is running with Pmax, the incoming energy ES(ˆ si,di) may not
be processible in the remaining interval [ˆ si,di]. Consequently, optimality can-
not be guaranteed for this scenario since the starting time ˆ si is always earlier
then the optimal starting time si.
6.7.2 Task Processing
The task processing model presented in this chapter exhibits two major as-
sumptions:
1. We assume the power PD(t) driving a task to be continuously adjustable
with respect to its value in [0;Pmax] as well as with respect to time t. That
is, at any point in time a task can be advanced with an accurately deﬁned
amount of power.
2. WeassumealinearrelationshipbetweenthepowerPD usedforexecuting
a task and the execution time w. We can say: the higher the power PD,
the shorter the execution time w.112 Tasks scheduling on sensor nodes
The ﬁrst modelling assumption is needed in situations when the energy
storage is full (EC(t) = C). In practice, there is no existing hardware that
supports a continuous consumption of the scavenged power PS(t) as claimed
by LSA. A microcontroller, e.g., drains roughly constant power from the bat-
tery when running a piece of program. The same holds for the radio inter-
face. When transmitting a certain amount of data, most radios won’t operate
properly with unstable power supply. Therefore, we assume that the respec-
tive hardware attempts to approximate the power level of the power source by
continuously switching power on (PD = Pmax) and off (PD = 0). In Fig. 6.10,
the achieved average power PD ≈ PS is sketched.
It becomes evident that in an implementation, one will have to respect a cer-
tain granularity. The scheduler needs to determine when the energy storage is
full and then, a task is executed for a given interval of time ∆t which results in
an energy consumption of ∆E = Pmax   ∆t − ES(∆t). For a microcontoller or
a sensing unit, the time intervals ∆t can be considered rather short while radio
communication may require larger ∆t due to packetized nature of the trans-
mitted data. During the subsequent idle time, the stored energy is recovering
again. In the worst case, this ”duty cycling” results in a stored energy that is
reduced by
∆Emax = Pmax   max{∆t} − ǫl(max{∆t}))
in comparison to ideal LSA. With max{∆t} we denote the maximum period of
continuous processing that can be observed for a given task. In terms of the
admittance test in section 6.5, a task set is schedulable if it is schedulable under
ideal LSA with reduced capacity C − ∆Emax.
Figure 6.10: Approximatedpower consumption PD ≈ PS by means of dutycycling and
resulting non-ideal storage level EC(t) = C − ∆E6.7 Practical Considerations 113
In the light of the considerations regarding assumption 1, also assumption 2
becomesplausible. UnlikecommonpowermanagementsolutionlikeDynamic
VoltageScalingDVS,theenergyei consumedbyataskisthesameregardlessof
the power PD used during its execution. Although attractive due to its poten-
tial to save energy, DVS will come to its end if feature sizes of ICs get smaller.
Hence, DVS or similar techniques were not considered in our work. In con-
trast, time and energy are assumed to be directly proportional – as indicated
in Fig. 6.10 – with power PD as constant of proportionality. The greater the
number and size of time slots allocated to a given task, the higher the average
power PD and the faster the execution.
6.7.3 Energy Storage Model
An important step for the validation of the theory presented in this thesis is the
discussion of the energy storage model. Looking at the various devices avail-
able on the market, there are two principal methods to store energy in a small
volume or mass device: using an electro-chemical process or just performing
physical separation of electrical charges across a dielectric medium. The ﬁrst
technique is used by rechargeable batteries and it is currently the most com-
mon and for long time it was the only method to achieve high capacities in a
small size. Nevertheless, research in the last years has found new materials in
order to increase the speciﬁc energy of capacitors, producing devices that are
calledsupercapacitororultra-capacitor[93]. Asshownintheso-called’Ragone
plot’ in Fig. 6.11, supercapacitors offer a trade-off between power- as well as
energy-density, ﬁlling the gap between batteries and capacitors. Beyond their
ability to support higher power ﬂows than batteries, supercapacitors overcome
many other drawbacks of batteries: They have very long lifetimes and tolerate
an almost unlimited number of charge/recharge cycles without performance
degradation. Unlike batteries, no heat is released during charging/discharging
due to parasitic, chemical reactions. In the following, we will focus on super-
capacitors as possible candidates for an energy storage device.
Charge retention
Self-discharging is a natural phenomena that occurs in all kind of storage de-
vices. It is caused by leakage currents that ﬂow inside the device discharging
it. Supercapacitors exhibit leakage currents that are typically in the order of
magnitude of  A (see e.g. [94]). Moreover, it should be mentioned that the
leakage is proportional to the energy level. In [59], the leakage behaviour of
different supercapacitors have been tested. From Fig.2 in the latter work it






























Figure 6.11: Power and energy characteristics of storage devices
charged supercapacitors by appropriate choice (manufacturer technology) and
arrangement (serial, parallel) of devices.
Apart from the intrinsic energy leakage of supercapacitors, also the idle
power consumption of the sensor node has to be considered. This ”external
leakage” can be reduced by switching to a low-power mode if no tasks are
executed. In case of a low power wireless sensor node like Moteiv’s Tmote
Sky [95], its ultra low power Texas Instruments MSP430 F1611 microcontroller
exhibits a maximum current of 3.0 A in low power mode (LPM3). The wakeup
to active mode is ﬁnished after 6 s.
Altogether, it can be assumed that the energy conservation laws described
in Section 6.3.2 hold and introducing an additional term allowing for energy
leakage is dispensable.
Monitoring the stored energy
An important feature of energy harvesting systems is the capability to estimate
the remaining energy in the storage device. Unlike batteries, the energy of
supercapacitors can be measured in a straightforward way: The equations de-
scribing the physical behaviour of supercapacitors are nearly the same as the
ones for ordinary capacitors, and the energy stored is hence EC ≈ 1
2CV 2.
Storage efﬁciency
The efﬁciency η of a supercapacitor can be regarded as the quantity that re-
lates the power ﬂows and energies displayed in Fig. 6.11. Since charging a
supercapacitor with PS and discharging it with PD can be seen as symmetrical
operations, let us consider the efﬁciency η when the supercapacitor is charged.6.8 Related Work 115
In this case, the increment of stored energy in time interval ∆ = t2 − t1 can be
written as







where PS,raw denotes the power fed into the supercapacitor. In general, super-
capacitors may suffer from low efﬁciencies η due to their high equivalent series
resistance [96]. This circumstance, however, does not jeopardize our modeling
assumptions as such since, as stated in section 6.3.1, all losses are included in
the deﬁnition of PS. Actually, the more important property of the efﬁciency η
is its independence of the energy level EC(t) at time t, which is approximately
true for supercapacitors. Moreover, supercapacitors barely produce thermal
heat which could reinforce non-linear charging/discharging behaviour.
In summary, we conclude that a linear charging/discharging behaviour
withconstantefﬁciencyη isareasonable abstractionfortheexampleofasuper-
capacitor and hence our modeling assumptions hold. It should be mentioned,
that possible variations of the efﬁciency η have been disregarded in related
work like [59] and [97], too.
6.8 Related Work
In [97], the authors use a similar model of the power source as we do. But
instead of executing concrete tasks in a real-time fashion, they propose tun-
ing a node’s duty cycle dependent on the parameters of the power source.
Nodes switch between active and sleep mode and try to achieve sustainable
operation. This approach only indirectly addresses real-time responsiveness:
It determines the latency resulting from the sleep duration.
The approach in [98] is restricted to a very special ofﬂine scheduling prob-
lem: Periodic tasks with certain rewards are scheduled within their deadlines
according to a given energy budget. The overall goal is to maximize the sum of
rewards. Therefore, energy savings are achieved using Dynamic Voltage Scal-
ing (DVS). The energy source is assumed to be solar and comprises two simple
states: day and night. Hence the authors conclude that the capacity of the bat-
tery must be at least equal to the cumulated energy of those tasks, that have to
be executed at night. In contrast, our work deals with a much more detailed
model of the energy source. We focus on scheduling decisions for the online
case when the scheduler is indeed energy-constraint. In doing so, we derive
valuable bounds on the necessary battery size for arbitrary energy sources and
task sets.
Theresearchpresentedin[99]isdedicatedtoofﬂinealgorithmsforschedul-116 Tasks scheduling on sensor nodes
ing a set of periodic tasks with a common deadline. Within this so-called
”frames”, the order of task execution is not crucial for whether the task set
is schedulable or not. The power scavenged by the energy source is assumed
to be constant. Again – by using DVS – the energy consumption is minimized
while still respecting deadlines. Contrary to this work, our systems (e.g. sen-
sor nodes) are predominantly energy constrained and the energy demand of
the tasks is ﬁxed (no DVS). We propose algorithms that make best use of the
available energy. Provided that the average harvested power is sufﬁcient for
continuous operation, our algorithms minimize the necessary battery capacity.
The primary commonality of [100] and our work is the term ”lazy schedul-
ing”. In [100], lazy packet scheduling algorithms for transmitting packetized
information in a wireless network are discussed. The approach is based on the
observation that many channel coding schemes allow to reduce the energy per
packet if it is transmitted slower, i.e. over a longer duration. Goal of this ap-
proach is to minimize the energy, whereas in our work the energy consumption
is ﬁxed (given by the task set). Furthermore, their scheduling algorithms are
fully work conserving, which is not true for our algorithms.
6.9 Conclusions
We studied the case of an energy harvesting sensor node that has to schedule a
set of tasks with real-time constraints. The arrival times, energy demands and
deadlines of the tasks are not known to the node in advance and the problem
consistsofassigningtherightamountofpowerintherightordertothosetasks.
For this purpose, we constructed optimal Lazy Scheduling Algorithms LSA
which are energy-clairvoyant, i.e., the generated energy in the future is known.
Contrary to greedy scheduling algorithms, LSA hesitates to power tasks until
it is necessary to respect timing constraints. As a further result, we discuss
an admittance test that decides, whether a set of energy-driven tasks can be
scheduled on a sensor node without violating deadlines. This admittance test
simultaneously shads light on the fundamental question of how to dimension
the capacity of the energy storage: Provided that the average harvested power
is sufﬁcient for continuous operation, we are able to determine the minimum
battery capacity necessary. Furthermore, achievable capacity savings between
20% and 45% are demonstrated in a simulative study, comparing the classi-
cal Earliest Deadline First algorithm with a variant of LSA, which uses energy
variability characterization curves EVCC as energy predictor. Finally, practical
considerations are provided that suggest practical applicability of the theoreti-
cal results.
By starting to study a single node, we believe that extensions towards mul-6.9 Conclusions 117
tihop networks where end-to-end deadlines have to be respected are possible.
If sensors jointly perform a common sensing task, distributed energy manage-
ment solutions are needed. An example for the common task could be redun-
dantly deployed sensors with overlapping coverage regions.Chapter 7
Adaptive control for utility
maximization
Recently, there has been a substantial interest in the design of systems that re-
ceive their energy from regenerative sources such as solar cells. In contrast
to approaches that attempt to minimize the power consumption we are con-
cerned with adapting parameters of the application such that a maximal utility
is obtained while respecting the limited and time-varying amount of available
energy. Instead of solving the optimization problem on-line which may be
prohibitively complex in terms of running time and energy consumption, we
propose a parameterized speciﬁcation and the computation of a corresponding
optimal on-line controller. The efﬁciency of the new approach is demonstrated
by experimental results and measurements on a sensor node.
7.1 Introduction
The idea of harvesting energy to power electronic devices is not new, but it has
gained a lot of attention recently. Especially in the domain of wireless sensor
networks, techniques to transform environmental energy into usable electrical
power have been in the focus of the research community. As a matter of fact,
the beneﬁts of solar or vibrational energy harvesters for sensor nodes are strik-
ing: One of the main advantages of sensor networks connected via wireless
technology is their ability to operate in the absence of a pre-established infras-
tructure. This independence, however, severely depends on the autonomy of
the single nodes. It has been shown in several feasibility studies [101, 102],
that sensor nodes scavenging ambient energy may operate perpetually, with-
out the need of manually replacing or recharging their batteries, see also the
most recent results in [103].120 Adaptive control for utility maximization
In contrast to systems with a ﬁnite energy reservoir, systems powered by a
regenerative energy source have to adapt to the stochastic nature of the energy
available from the environment. The goal of such an adaptation is to maximize
the utility of the application. For example, it has been shown that distributed
applications such as clustering [87] and routing [86] in sensor networks can
beneﬁt if the underlying algorithms take advantage of spatial variations of the
scavenged energy. By allocating different loads to the nodes of the network,
the overall performance can be optimized.
Concerning the temporal variations of the environmental source at a single
device, in [90] an optimal on-line algorithm to schedule a set of tasks within
their deadlines is constructed. Taking into account available time as well as
processable energy, an optimal task ordering is determined based on the pre-
diction of the available energy in the future. In contrast to the work presented
in this chapter, the average power consumption is not affected by the approach
in [90] and parameters of the application are not changed.
Early work addressing the long-term performance of a device has been pre-
sented in [97]. Here, the average power consumption of a sensor node is ad-
justed using different duty cycles, i.e. by switching the sensor node on and
off. But the method described is not adaptive since a ﬁxed duty cycle is ap-
plied after having learned the characteristics of the energy source during a
pre-operational phase.
In [98], a computing device may control its performance level by running
different versions of a software application, each version having a different re-
ward, time as well as energy demand. The energy source assumed is solar and
comprises two simple states: day and night. The system considered assumes
a minimum of harvested energy during daytime. In contrast to the work men-
tioned before, adaptive power management in [98] reduces to utilize surplus
energy after having harvested it. To this end, several heuristics are presented.
The ﬁrst work that can be classiﬁed as adaptive power management for en-
ergy harvesting systems has been published recently in [104, 105]. Here, the
problem of tuning a sensor node’s duty cycle has been formulated as a linear
program (LP). This LP has to be solved periodically since the energy generated
by a solar cell can only be estimated. Based on the assumption that the sys-
tem is (a) capable of using the solar energy directly and (b) storing energy in
a storage device with low efﬁciency, the objective in [104, 105] is to maximize
the utilization of solar energy. The performance objective is to maximize the
average duty cycle. For this objective, the authors propose a heuristic algorithm
which attempts to decrease the duty cycle when the scavenged energy is low
(e.g. at night) and increase the duty cycle when scavenged energy is high (e.g.
during the day).7.2 Contributions 121
In contrast to the latter work, the class of linear programs presented in this
chapter is capable of modeling a much larger variety of application scenar-
ios, constraints and optimization objectives. For example, tradeoffs between
the use of local memory and communication can be exploited. Finally, we are
able to handle arbitrary, non-trivial objectives such as maximizing theminimum
duty cycle. In addition, we propose to compute the optimal solution of a lin-
ear program by a method which exhibits low computational complexity and is
thus well suited for resource constrained systems.
7.2 Contributions
This chapter points to the following new results:
• We present a speciﬁcation model that is able to capture the performance,
the parameters and the energy model of environmentally powered sys-
tems.
• As a main contribution, we suggest the use of simple, but optimal model
predictivecontrollerstoadaptparametersofanapplication. Weareadapt-
ing results of the well-established framework of multiparametric pro-
gramming to the emerging area of energy harvesting systems.
• We propose a practical technique for the efﬁcient implementation of the
controller and demonstrate the practical relevance of our approach by
measurements of the controller running on a real sensor node.
7.3 System Concept
The system model is depicted in Fig. 7.1. The whole hardware/software sys-
tem is powered by an energy harvesting device that delivers in a unit time
interval starting at t the energy ES(t) which loads the energy storage. In the
same time interval, the system uses energy ED(t). At time t, there is the stored
energy EC(t) available.
Besides the application, there are two additional software tasks running on
the target architecture. The estimator predicts future energy production of the
harvesting device based on measurements of the past. The controller adapts
properties of the application, e.g. task activation rates, based on the estimation
of future available energy, the currently stored energy and additional informa-
tion about the system state, e.g. the amount of available data memory. Parame-
ters of the application are modiﬁed by the on-line controller. During execution,
the system state (e.g. the amount of information stored in local memory and
the stored energy) is changed.122 Adaptive control for utility maximization
estimation on-line controller application
system state
energy storage energy source
Figure 7.1: Illustration of the system concept.
It is the duty of the controller to adjust properties of the application such
that overall objectives are optimized (for example maximizing the sampling
rate of a sensor) while respecting system constraints (for example using not
more than the available memory). The complexity of the controller design is
caused by the fact that (a) the harvested energy changes in time, (b) the avail-
able future energy can only be estimated and (c) the overall objective is usually
a long term goal, e.g. maximizing the minimal sampling rate of a sensor in
the future. For example, a sensor node powered by an outdoor solar cell may
save energy during the day in order to have enough energy available at night
for transmitting sensor data. But it may also store the sensor data at night and
send them during the day. As a result, complex controller strategies may be
required.
Note that in contrast to other work in that area, energy ES(t) is always
stored before used. For a direct usage of ES(t) with high efﬁcieny bypassing
the energy storage, our system concept (in particular the LP in 7.4.4) can be
extended easily. In [104, 105], an example for such an extension is provided.
7.4 Basic Models and Methods
7.4.1 Power Model
The modeling is based on the notion of discrete time t ∈ Z≥0 where the dif-
ference in physical time between two discrete time instances is denoted as T.
Energy related sensing and control may happen only at times t. In a practical
setting, one may have a basic time interval T of a few minutes or even an hour.
The energy harvesting device is modeled as a power source which delivers
energy ES(t)inthetime interval [t,t+1)oflength T. Therefore, intime interval7.4 Basic Models and Methods 123





The incoming power can be stored in a energy storage device, e.g. a recharge-
able battery, a super-capacitor or a combination of both. The energy level at
time t is denoted as EC(t).
The available energy can be used to execute tasks on various system com-
ponents. Tasks may be as diverse as sensing, signal processing, A/D or D/A
conversion, computing, or communicating. A task τi ∈ I from the set of tasks
I needs energy ei for completing a single instance. The corresponding energy
is drawn from the energy stroage. We suppose that a task is activated with a
time-variant rate si(t), i.e. during the basic time interval T starting at t, the task




ei   si(u)
in time interval [t1,t2) for successful execution. The detailed application and
task model will be described in Section 7.4.3.
7.4.2 Estimation
According to the system model described in Section 7.3, an important com-
ponent of the adaptive power management is the predictor. It receives tuples
(t,ES(t)) for all times t ≥ 1 and delivers N predictions on the energy produc-
tion of the energy source. We assume that the prediction intervals are of equal
size denoted as the number L (in units of the basic time interval T). Therefore,
at time t, the predictor produces estimations e ES(t + k   L,t + (k + 1)   L) for
all 0 ≤ k < N. We write e E(t,k) = e ES(t + k   L,t + (k + 1)   L) as a shorthand
notation, i.e. the estimation of the incoming energy in the (k + 1)st prediction
interval after t.
The prediction algorithm should depend on the type of the energy source
and the system environment. Standard techniques known from automatic con-
trol and signal processing can be applied here. In this chapter, we provide a
very simple and obvious technique only which is useful for solar cells that op-
erate in an outdoor environment. It has been used for the experimental results
presented in Section 7.5.
The estimation takes into account that the solar power can be considered to
be periodic in D = N   L, i.e. the length of a day (again in units of the basic
time interval T), see also Fig. 7.2. Therefore, the prediction algorithm collects124 Adaptive control for utility maximization
information about the received energy in the current unit time interval and
combines it with previously received information whose age is a multiple of
days. We are using a simple exponential decay of old data with factor 0 < α <
1. In order to obtain predictions for the desired time intervals of length L we
just add the predicted energy values for the corresponding intervals of length
1.
Finally, this long term prediction could be enhanced using a short term pre-
dictor that directly uses the information of the received power PS(t) for all t,
again via an exponential decay with some factor β. This information could
now used to improve the prediction for the next interval ˜ ES(t,t + L) = ˜ E(t,0)
by combining the long term and short term prediction using a weight γ. In the
experiments, we did not make use of this possibility for simplicity reasons.




Figure 7.2: Illustration of prediction intervals.
7.4.3 Rate-Based Application Model
As described in Section 7.3, parameters of the application are changed during
run-time in order to optimally use the available energy in the future. In this
chapter, we restrict ourselves to a rate-based application model.
The application consists of tasks τi, i ∈ I. A task is instantiated si(t) ≥ 0
times in the interval of length T starting at time t and the execution of each in-
stance needs energy ei. The activation of tasks can be modeled by a rate graph
whose nodes and edges represent tasks and activation relations, respectively.
In particular, an edge from i to j denotes that task τi activates task τj. We may
also say, that an edge (i,j) is activated rij times; such an activation is caused
by the activation of task τi and leads to an activation of task τj.
A scaling factor σij is associated to an edge (i,j) that represents how often
task τj is activated for each activation of it. The default scaling is σij = 1. If
there are several edges leaving a node, then the sum of their rates equals the
activation rate s of the source node, e.g. s1 = r12+r13. This way, we can model
a decision in the application, i.e. the execution of a task may either lead to the
activation of one or another subsequent task. If there are several edges leaving
from the same (graphical) location at some node then their activation rates are
equal. This models the case that two subsequent tasks are activated with the
same rate, i.e. r12 = r13 if (1,2) and (1,3) have their tails at the same location.7.4 Basic Models and Methods 125
The rate relations that are covered by a rate graph as deﬁned above can be
formulated as a set of linear (in)-equalities. Free variables Rk(t) in this system
are determined by the controller shown in Fig. 7.1, i.e. they are used to adapt
the properties of the application in order to optimize its overall behavior while
satisfying constraints, e.g. concerning energy and memory. In general, we can
formulate the rate equations as
P   R(t) + Q = S(t) (7.1)
F   R(t) + G ≥ 0 (7.2)
where S(t) is a vector containing all activation rates si(t), R contains all con-
trolled parameters Rk(t) and P, Q, F and G are vectors and matrices of appro-
priate dimensions.
The next Fig. 7.3 exempliﬁes the rate graph and gives an example for the
associated rate equations.
Figure 7.3: Illustration of rate graph and rate equations.
7.4.4 Linear Program Speciﬁcation
The ﬁrst step in constructing the on-line controller is the formulation of the op-
timization problem in form of a parameterized linear program (LP). The corre-
sponding solution methods will be described in Section 7.4.5.
One of the essential states of the system is the stored energy. Using the
powermodeldescribedinSection7.4.1weobtainthefollowingstateequations:




(γ   e E(t,j) − ǫ   L   E   S(t + j   L))
(7.3)
They determine the expected contents of the energy storage at times t + kL
for 1 ≤ k ≤ N. S(t) is a vector containing all activation rates si(t) and E is a126 Adaptive control for utility maximization
(row)-vector that contains all energy requirements ei for all i ∈ I. Therefore,
E   S(t) =
P
i∈I ei   si(t).
The factor σ accounts for energy leakage and γ, ǫ take into account a re-
duced energy efﬁciency. The equation also supposes that we have available a
new estimation of the received energy only every L time instances and that the
rate of the different tasks si is constant during each of these time intervals.
In a similar way, we can also model other system states, for example mem-
ory. A task could produce a certain amount of data that is stored and another
removes it, e.g. by means of communication to another unit. In this case we
would have for 1 ≤ k ≤ N the state equations:
M(t + k   L) = M(t) + L
k−1 X
j=0
M   S(t + j   L) (7.4)
M(t) denotes the amount of stored data at time t and mi is the amount of data
produced or consumed by a task τi with rate si in a time interval of length T.
M is a (row)-vector that contains all data amounts mi for all i ∈ I.
Of course, (7.3) and (7.4) provide only examples of possible system states
and their associated changes. Moreover, there may be additional constraints
on the set of feasible states.
One can now easily combine (7.1)-(7.4) and obtain a system of linear equal-
ities and inequalities that contain as free variables M(t + k   L) (the state of the
memory), EC(t + k   L) (the state of the energy) for 1 ≤ k ≤ N and R(t + k   L)
(the rate control) for 0 ≤ k < N.
So far, no optimization goal has been formulated and therefore, any feasible
rate control R(t + k   L) could be a solution. Any linear objective function
that makes use of the free variables given above is possible in this case. One
may also deﬁne additional variables in order to model speciﬁc objectives. One
possible (very simple) example would be the objective
maximize λ subject to s1(t + k   L) ≥ λ ∀0 ≤ k < N (7.5)
which would attempt to maximize the minimal rate with which the task τ1 is
operated in the ﬁnite horizon 0 ≤ k < N.
7.4.5 Controller Generation
Next, we will show how to design an on-line controller based on a state feed-
back law which avoids solving a linear program at each time step. Thereby,
we are following the ideas in [106], where the regulation of discrete-time con-
strainedlinearsystemsisstudiedinthecontextofmodelpredictivecontrol(MPC).7.4 Basic Models and Methods 127
As a ﬁrst step, we deﬁne a state vector X consisting of the actual system
state, the level of the energy storage as well as the estimation of the incoming
energy over the ﬁnite prediction horizon (cp. Fig.7.1). Resuming the system
dynamics formulated in (7.1)-(7.4), the state vector X can be written as
X(t) =
￿
EC(t), M(t), e E(t,0), ..., e E(t,N − 1)
￿T
(7.6)
Furthermore, let us denote the vector of planned control inputs to the system,
i.e., the vector of future rates R as
U(t) = (R(t), R(t + L), ...,R(t + (N − 1)   L))
T . (7.7)
The state space of X (in our case RN+2 bounded by possible constraints on
EC(t),M(t) and e E(t,i)) can now be subdivided into a number NCR of polyhe-
drons. For each of these polyhedrons i (also called critical regions) the optimal
solution Uopt,i of the control problem can be made available explicitly as
Uopt,i(t) = BiX(t) + Ci if HiX(t) ≤ Ki,i = 1,...,NCR (7.8)
where Bi ∈ R(N+2)×N,Ci ∈ RN and HiX(t) ≤ Ki,i = 1...NCR is a poly-
hedral partition of the state space of X(t). The computation of the vectors and
matrices of control law (7.8) is done off-line using, e.g., the algorithm presented
in [107] or other efﬁcient solvers cited in the latter work.
In the on-line case, the controller has to identify to which region i the cur-
rent state vector X(t) belongs. After this simple membership test, the opti-
mal control moves Uopt(t) for the next N prediction intervals are computed by
evaluating a linear function of X. However, only the ﬁrst entry of Uopt(t) is
actually used to drive the application and we obtain the optimal rates
Ropt(t) = (IN, 0, ...,0)   Uopt(t) (7.9)
where IN denotes the N × N identity matrix.
In summary, the main idea of the proposed technique is to treat the linear
program (LP) formulated in the last section as a multiparametric linear pro-
gramm (mp-LP) with parameters X and optimization variables U. The con-
troller computes the optimal control inputs Uopt(t) as an explicit function of
the current state X(t). The resulting control proﬁle can be seen as a piecewise
afﬁne function of the state vector X(t).
It should be mentioned that evaluating the solution of a mp-LP results in
the same control vectors Ropt(t) as would be obtained by iteratively solving
the LP. However, the computational demand is greatly reduced compared to128 Adaptive control for utility maximization
solving a LP on-line. After having solved the mp-LP in advance, a set of NCR
polyhedra with associated control laws has to be stored and evaluated at each
time step t. If the number of critical regions NCR gets large, the computational
effort still may be large as many tests of the form HX(t) ≤ K must be per-
formed in order to determine the correct law Ui(t) = BX(t) + C. Efﬁcient
methods to solve this potential bottleneck are described in Section 7.6.
7.5 Experimental Results
In this section, both feasibility and practical relevance of the proposed ap-
proach is demonstrated by means of simulation and measurements. For this
purpose, we implemented the computation of on-line controllers for two ex-
emplary case studies using the MATLAB toolbox in [108]. We simulated the
behavior of the controlled system and measured the resulting controller over-
head on a sensor node.
Measurementsofsolarlightintensity[ W
m2]during28consecutivedaysrecorded
at [109] serve as energy input ES(t). The time interval between two samples
is 10 minutes, so we set the basic time interval T = 10min. Of course, one
would have to scale the measured power proﬁle in [109] with the size, number
and efﬁciency of the actually used solar panels. However, we expect the inﬂu-
ence of this scaling on our qualitative results to be negligible. In the prediction
algorithm described in Section 7.4.2.
7.5.1 Adaptation of Sensing Rate
In this example, a sensor node is expected to measure some physical quantity
like e.g. ambient temperature or mechanical vibrations and has to transmit the
sampled data to a base station. We can model these requirements as a single
sensing task τ1 with rate R1(t), i.e. a task which is instantiated R1-times in the
interval [t,t + T). For the sake of simplicity, the sensing task τ1 drains at every
instantiation 1 energy unit from the battery. Assume further that we want the
maximum interval between two consecutive reports to be as small as possible,
as in (7.5). For this setup, we can formulate the linear program LP in (13).
Note that the last inequality in (13) is used to stabilize the receding horizon
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maximize λ subject to: (13)
s1(t + k · L) ≥ λ ∀0 ≤ k < N





e E(t,j) − L · s1(t + j · L)
”
≥ 0 ∀1 ≤ k ≤ N
EC(t + N · L) ≥ EC(t) − 100
In general, the number of partitions NCR of a multiparametric solution
grows with the size of the state vector X. Hence, it is of practical concern
to keep the number of prediction intervals e E(t,i) and therewith the dimension
of X as small as possible. We chose L = 24 and N = 6 and obtain the states
X(t) =
￿
EC(t), e E(t,0),..., e E(t,5)
￿T
. The resulting on-line controller consists





Figure 7.4: Adaptation of the sensing rate R1.
Figure 7.4 shows the simulated sensing rate R1 over a time period of 17
days for the generated optimizing controller. We started the simulation with
an energy level EC(0) = 1300 and found a nearly constant rate R1 during the
whole simulation time of 28 days. On the other hand, the stored energy EC(t)
is highly varying, since the controller successfully compensates the unstable
power supply ES(t). As a consequence, the stored energy EC(t) is increasing
during the day and decreasing at night. Even the 8th, 12th and 13th displayed
day with signiﬁcant less sunshine are not jeopardizing the sensing rate R1.
Figure 7.4 clearly demonstrates that the simple on-line controller manages to
meet the optimization goal.130 Adaptive control for utility maximization
7.5.2 Local Memory Optimization
Another simple scenario of practical importance may consist of two tasks run-
ning on a sensor node: A ﬁrst task τ1 is sampling some physical quantity, i.e.,
performing an A/D-conversion and storing the data in some local memory. A
second task τ2 is transmitting stored samples with a rate R2 and thereby frees
memory from the storage device. Clearly, the scaling factor σ12 = R1/R2 repre-
sents the ratio with which the amount of stored data M is increasing (σ12 < 1)
or decreasing (σ12 > 1).
For this application, two reasonable optimization objectives would be (a)
to minimize the unobserved intervals between any two consecutive samples
and (b) to minimize the amount of stored data M. The purpose of the second
objective is twofold: On one hand, sensor nodes are usually small, inexpensive
low power devices with constrained hardware resources such as memory. On
the other hand, the objective may to some extent enforce the freshness of data
arriving at the base station.
maximize (λ − µ) subject to: (14)
s1(t + k · L) ≥ λ ∀0 ≤ k < N
M(t + N) ≤ µ
EC(t + k · L) = EC(t) +
Pk−1
j=0 e E(t,j) −
−
Pk−1
j=0 (L · [0.1 0.9] · S(t + j · L)) ≥ 0 ∀1 ≤ k ≤ N
M(t + k · L) = M(t) +
+L
Pk−1
j=0 [1 − 1] · S(t + j · L) ≥ 0 ∀1 ≤ k ≤ N
EC(t + N · L) ≥ EC(t) − 150
In general, radio communication is the main energy consumer on a sensor
node. Hence we set the energies e1 = 0.1 and e2 = 0.9. The correspond-
ing linear program LP is given by (14). To account for the additional system
state M(t) we reduced the number of prediction intervals and set L = 36
and N = 4. The computed control law divides the state space of X(t) =
￿
EC(t),M(t), e E(t,0),..., e E(t,3)
￿T
in NCR = 39 critical regions.
Fig. 7.5 displays the simulated curves of the state and control variables dur-7.6 Efﬁcient Implementation
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ing 6 days. The ﬁgure at the top represents a scenario with no use of local mem-
ory, i.e. the control problem in (7.10) whereas the bottom ﬁgures shows a com-
parable scenario using local memory according to (7.10). Until t = 1700, both
tasks are adjusted to the same rate R1 = R2 and the memory M(t) is empty.
However, after two days with little harvested energy, the energy level EC(t) on
the sensor node is falling and the controller starts to decrease the energy-costly
communication task τ2 by reducing the rate R2. Consequently, the number of
buffered samples M is increasing starting before t = 1800. In the following, the
controller achieves to autonomously regulate the tradeoff between EC(t) and
M(t). While a lack of EC(t) would cause the non-initiation of task τ1, an in-
creasingM(t)directlyaffectsthesecondoptimizationobjective. Aftert = 1950,
the controller autonomously reduces the amount of occupied local memory by
increasing the rate R2.
sensing rate
occupied memory
communication rate stored energy
Figure 7.5: Top: scenario without local memory. Bottom: scenario with optimized local
memory.
7.6 Efﬁcient Implementation
of the Control Law
In general, the identiﬁcation of the active region i dominates the linear function
evaluation of a control law (7.8) in terms of time and energy consumption. In
the worst case, for all NCR regions a matrix multiplication has to be performed
in order to identify the active region i at time t. However, the identiﬁcation of
the active region i can be simpliﬁed due to the following facts: First, the matri-
ces Hi are sparse which reduces the number of necessary multiplications and
additions signiﬁcantly. Second, usually only a subset of all NCR is activated in
practice and some of the regions in this subset are activated more frequently
than others.132 Adaptive control for utility maximization
The second observation can be exploited by starting the search always with
the region with the highest statistical occurrence, continue with the second
highest, ..., and so on. To this end, an algorithm should maintain a list of
regions i ordered by their frequencies which is updated every time step t.
For the memory optimization problem in Section 7.5.2, we found that on
average ≈ 40% of the entries of a matrix H are different from zero. Moreover,
only 7 of 39 regions were used during the whole simulation period. Using
probabilistic region testing as described above, the critical term of the form
H   X ≤ K is only evaluated ≈ 1.45 times at time t, taking the average over all
4032 time steps.
Figure 7.6 displays the voltage measured at a 10Ω shunt resistor in series
with a BTnode [110]. At ﬁrst, the current energy level EC(t) of the battery and
the scavenged energy ES(t) are determined via two A/D-conversions, which
mark the two major peaks in plot 7.6. Focussing on the overhead of the pro-
posed controller, we omit predicting the future energies e E(t,i). Instead, an
average situation is displayed where the region with the second highest fre-
quency is the active one. Subsequently, the optimal control output for this
region is calculated. It becomes evident, that the computations leading to the
actual control actions take as long as the two A/D-conversions (≈ 2ms), hav-
ing at the same time a signiﬁcant lower power consumption. Hence, these
measurements demonstrate how the simple, but efﬁcient implementation of












Figure 7.6: ComputationoftheoptimalratesR1, R2 forthememoryoptimizationprob-
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7.7 Concluding Remarks
In this chapter we presented an approach to optimize the performance of en-
ergy harvesting systems subject to temporal variations of the energy source.
For a rate-based application model, we propose to solve a linear program in a
multiparametric fashion and shift most of the associated overhead to an ofﬂine
computation. To this end, an energy prediction algorithm for outdoor solar
cells is provided which delivers suitable estimations. The solution of the mp-
LP is optimal with respect to the energy prediction but involves signiﬁcantly
lower overhead than solving the respective LP on-line. Measurements of the
controller running on a real sensor node show how the method can be imple-
mented efﬁciently.Conclusions
Ambient Intelligence promotes pervasive and distributed technologies, that
are not intrusive and always present. Wireless Sensor Network (WSN) is cer-
tainly the most important of these technologies and allows an environment
(such as a room, a building, a park) to be user-interactive and to be aware of
the intentions of the users.
While advances in IC fabrication technologies, circuit designs, and net-
working techniques have greatly reduced the cost, size, and power consump-
tion of potential wireless sensor platforms, the development of suitable power
sources for many applications lags and do not follow the Moore’s Law. Thus,
the amount of available on-board energy still limits heavily the operating life-
time of wireless sensor nodes. Alternative power sources must be employed
and devices that extract energy from their surroundings in some way (the so
called energy scavenging devices) have recently attracted attention from many
researchers.
In this thesis we have discussed our results about the hardware/software
design of systems that receive their energy from regenerative sources such as
solar cells. We started with the design of a testbed node, suitable also for
wearable computing applications and we have continued with the analysis
on energy harvesting techniques to achieve a perpetual node supplying. We
then focused on the problem of autonomy and energy management, with sys-
tems which extract energy form the surroundings exploiting miniaturized PV
modules. Since devices are powered by a ﬂuctuating energy source, common
power management policies have to be reconceived. Based on this motivation,
we ﬁnally developed algorithms that jointly handle constraints from both en-
ergy and time domain. Solutions have been proposed both for sensor nodes
equipped with Operating System and for OS-free sensor nodes.
In conclusion, Ambient Intelligence will have a major impact on software
and embedded systems design, it will introduce many new media applications
and new user interface concepts, bringing innovations in several ﬁelds of hu-
man activity. In this thesis we have contributed tackling some of the numerous
open research challenges in the sensor networks domain.Bibliography
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