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INTRODUCTION 
In this paper, efforts on the inversion of the ultrasonic oblique incidence data to obtain the 
stiffness constants of orthotropic symmetry material systems such as fiber reinforced composites 
will be discussed. Artificial Neural Network (ANN) and Hybrid Neural NetJFuzzy Logic 
Architectures [1] were used in this effort and the performance will be compared to more traditional 
methods. This paper seeks to solve these inverse problems in a more general fashion using 
Artificial Neural Networks (ANN). The acoustical data domains used was the plate wave 
dispersion curves for unidirectional graphite epoxy composite laminate. 
BACKGROUND 
Reconstruction (or identification) of material properties especially elastic constants (nine 
for an orthotropic composite) from experimentally measured acoustic data is an essential part of 
non-destructive ultrasonic material characterization. The propagation of plate waves (Lamb 
modes) in a unidirectional composites can be modeled knowing nine stiffness parameters (Cij) 
along with the material density and plate thickness. For a unidirectional composite, this forward 
model is relatively straightforward (see Nayfeh [2]). The mathematical model relates known 
material properties to ultrasonic data, which is the forward problem. Thus, if experimentally 
measured ultrasonic data are available, computing the required stiffness properties is just a matter 
of solving the inverse problem i.e. relating known ultrasonic data to material properties using an 
inverse model. However, even though the forward approach might be relatively easy, the inverse 
step is often more difficult. Generally, the inverse problems in wave propagation are highly 
nonlinear and hence, non-unique in nature. Moreover, practical difficulties and the constraint of 
limited data sets (due to the experimental technique used) further tend to increase the degree of 
difficulty in the inversion. 
As no explicit inverse model can be found, a common and popular approach is to pose the 
inversion in an optimization form utilizing the forward problem (which is explicit) in an iterative or 
model-update fashion. Rogers [3] illustrated the inversion process for isotropic materials using a 
gradient technique. Rokhlin and co-workers [4,5] applied the nonlinear least squares optimization 
procedure to invert ultrasonic reflectivity and transmission data associated with the leaky Lamb 
wave phenomenon of fluid loaded composite plates. Karim et al. [6] used the Simplex Algorithm 
to invert leaky Lamb wave dispersion curve data. 
We have reported in the past [7,8] efforts using Genetic Algorithms (GA) to conduct the 
optimization process for the inversion of stiffness constants from ultrasonic data. It is the intent of 
this research to explore the feasibility of ANN to produce an inverse model of the system for 
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determination of the material elastic constants. The ANN has the inherent advantage of being a 
real-time tool for the inversion process, but has the disadvantage of an intensive training phase. 
Other advantages include the non-requirement of an explicit forward relationship and any initial 
guess. Also, packaged software for ANN is currently available commercially and hardware 
specifically designed for ANN are becoming available. 
DATA FORMATTING 
Artificial Neural Networks (ANN) require a good sample set that adequately describes the 
space that you wish to model. That is, of course, assuming that several hundred composite samples 
with known stiffness parameters are available. If a sample set of this nature hasn't already been 
created, computer simulations of the process must be run to produce enough data for training. 
Since the dispersion data is not regular (due to the root search process), the ANN cannot handle the 
dispersion data directly. Compression and simplification of the data must be performed for 
appropriate formatting for use in the ANN. Figure I shows the data formatting from an irregular 
dispersion curve data to a discrete data vector. This is accomplished using a rectangular grid as 
illustrated for a 3x3 grid in Figure 2. Here, if the curve crosses the grid, the pixel element has a 
value of 1, otherwise the value is o. This will then be formatted into a vector, which is then fed 
into the ANN. The complexity of the formatted data required is a function of the desired precision 
of the network. 
In this paper, the ultrasonic data consisted of dispersion data represented between the phase 
velocity of the plate wave and the frequency*thickness product. Due to page constraints, only the 
dispersion curves along the fibers, <1>=0°, are discussed here. The procedure may be repeated for 
the <1>=90° and <1>=45° cases with similar expected results. Therefore, the only elastic constants 
discussed are those that affect the dispersion curves for <1>=0°, i.e. Cll, C33, C13, C55. 
In order to acquire a good data set for training, the forward model was employed for 
varying elastic parameters with minimum, maximum, and incremental values as shown in Table 1. 
Along with a few other combinations, these iterations resulted in a data setof 2616 patterns. These 
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Figure 1. Discretizing input to 50x35 matrix from the raw irregular dispersion curve on the left to 
the regular discritized data set on the right which is then used as input to the ANN. 
Table 1. Elastic constant ranges in GPa. 
Parameter Minimum Maximum Increment 
Cll 40 160 15 
C33 10 100 15 
C13 5 35 6 
C55 5 35 5 
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Figure 2. Data transfonnation for input 
function into the ANN from an irregular data to 
a regular array. 
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Figure 3. Output membership 
for CI3 & C55. 
ranges were taken to encompass all possible values between typical glass/epoxy, graphite/epoxy, 
and ceramic matrix composite [5]. 
The outputs for C 11 and C33 were fonnatted to take one of the incremental values, {40, 
55,70,85, 100, 115, 130, 145 & 160} and {100, 115, 130, 145, & 160}, respectively. That is, for 
every input pattern, the output should correspond exactly to one of the incremental values. 
Therefore, the networks were not trained on any data existing between these increments. The C 13 
and C55 outputs were fonnatted slightly differently to examine the possibility of interpolation 
(using a fuzzy logic algorithm) when the network encounters unknown dispersion curves after 
training is complete. While the input training patterns were varied in increments of 6, i.e. {5, 11, 
17, 23, 29, & 35}, the outputs for these parameters were set in increments of 5, resulting in 7 
elements each {5, 10, 15,20,25,30, & 35}. Input patterns were then assigned fuzzy degrees of 
membership to each output class based on the membership function shown in Figure 3. For 
example, a C13=5 GPa corresponds to the output [(1,1), (2,0), (3,0), (4,0), (5,0), (7,0), (8,0)], a 
C55=11 GPa gives the output [(1,0), (2,0.8), (3,0.2), (4,0), (5,0), (6,0), (7,0)] and a CI3=17 GPa 
gives [(1,0), (2,0), (3,0.6), (4,0.4), (5,0), (6,0), (7,0)]. 
NEURAL NET IMPLEMENTATION: HARDWARE vs. SOFTWARE 
The Nestor Ni 1000 Recognition Accelerator Embedding Neural Networks was initially 
considered for the implementation of the ANN. The card executes a Radial Basis Function (RBF) 
neural networks scheme which defines "prototypes" in an n-dimensional space to map the given 
input to the output. The Ni 1000 is limited to 1000 definable prototypes and 200 elements per input 
with 5 bit precision. 
Initial attempts were made to use the Ni 1000 neural networks card despite these 
limitations. The limited input vectors size required that the dispersion data be scaled down to a 
20xlO or a similarly low resolution matrix. This restriction does not allow for much precision in 
the inputs. To compensate, the regions were subdivided and the number of sub-regions occupied 
for each region was summed. The networks using this approach never converged due to the limited 
number of definable prototypes of the Ni 1 000 card. 
Alternatively, the neural networks toolbox of Matlab was tried because it possessed a 
broader restrictions on the number of inputs, assignable prototypes, and neurons in the hidden 
layers. The input fonnatting for Matlab was considerable simpler, although much larger in volume. 
After several trials using varying input resolutions, it was determined that a resolution of 50x35 
was adequate for the current purposes. Figure 1 shows the conversion of a sample dispersion 
pattern into an acceptable network input. Using this resolution for each of the 2616 inputs resulted 
in a training set of approximately 4.6 million elements and a subsequent training cycle for each 
network of 48-72 hours using back propagation with momentum. The Figure 4 schematically 
represents the ANN used in the study. A separate ANN was used for each stiffness constant. 
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INVERSE ALGORITHM EVALUATION 
Three different tests were performed to evaluate the robustness of the networks to achieve 
their assigned task of inverse modeling the ultrasonic data. 
1) x% Train! 1-x% Test - A certain percentage of the data set was used to train the networks, 
which were then subsequently evaluated using the untrained data. 
2) Varying input noise levels - 100% of the data set is used to train the networks without any 
added noise. The networks are then tested using the data set plus added normally 
distributed noise of varying magnitude. 
3) Random Input Patterns - 100% of the data set is used to train the networks. The networks 
are then tested using noise-free input patterns generated from randomly selected elastic 
parameters within the specified limits. 
x% Train!l-x% Test 
For the C 11 network, the input patterns and corresponding outputs were randomly 
separated into input and output training and test matrices with probability of 70% and 30%, 
respectively. The network was then trained on the training data to a Sum Squared Error (SSE) of 
3.4. The remaining 30% ofthe data that the network has not been trained on is then used to test the 
network versus unknown inputs. In contrast to the 70/30 test above, only 20% of the data is used in 
training the CII network, which is then tested on the remaining 80%. These tests were then 
repeated for the C33, C 13, & C55 networks with a partition of 80% training and 20% test. To 
evaluate the performance of the networks to the untrained data, the average error and average 
squared error were calculated using the peak evaluation technique for Cll and C33, and the center 
of gravity for C 13 and C55. Table 2 shows a brief summary of these results. 
Two additional networks were trained and tested for C13 and C33 to investigate the 
possibility of over-training of the first networks. As can be seen by Table 2, the less trained, higher 
Sum Squared Error (SSE), networks performed slightly better in interpolating the unknown data. 
Note that an expected error of 0.1 for C 11 or C33 implies that the solution will be incorrect by an 
average amount ofO.! *15=1.5, while C13 & C55 yield an average error ofO.! *5=0.5. 
Table 2. Average errors for x% train!l-x% test. 
Final Cll Cll C13 C33 C55 C13-(2) C33-(2) 
Training 70/30 20/80 80/20 80/20 80/20 80/20 80/20 
Errors 
SSE 3.4 0.3 10.7 3.1 28 26 29 
E{error} 0.03 0.1 1.25 0.36 0.45 1.12 0.25 
E{error} 0.15 0.45 2.46 0.83 0.62 2.15 0.39 
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100% Train with Noise-Free Curves: Test at VarYing Noise Levels 
These tests were performed by adding normally distributed noise to the dispersion curves 
before discretization with variance, d' = {0.05, 0.10, 0.15, 0.20}. The dispersion curves that 
correspond to the material constants in GPa, CII = 40, C33 = 55, C13 = 23, & C55 = 11, was used 
to evaluate the effect of noisy data on the ANN inversion algorithm. 
Since Cll and C33 were trained using only the peak values with no fuzzy logic or center 
of gravity techniques employed, the peak value of the output is the only one used in determining 
the error for these networks. A center of gravity technique is used to calculate the errors for C13 
and C55. A brief summary of these errors are listed in Table 3. Note that an expected error 
between two constantly distributed random vectors with values in the range [l, 7] is 2 and the 
expected error for the range [1,9] is 2.667. Therefore, any networks with expected errors 
approaching these limits are no better at approximating the elastic parameters than a completely 
random process. As can be seen from the table, any introduction of errors into the C13 network 
results in very poor approximation of the output. Two possible explanations for this phenomenon 
are that the network was over-trained and therefore does a poor job of interpolating unknown data, 
or that the parameter, C13, is more sensitive to changes in the dispersion curves than the other 
parameters examined. Since the sum squared error and network configuration for the C13 network 
are very similar to the C55 network for the training set, i.e. no noise, and a similar degradation in 
prediction rate does not occur in the C55 network, the latter explanation is more likely. 
Another measure of network sensitivity is a count of the number of misclassified inputs for 
the network. Since this is performed only on the hard limited outputs, only Cll and C33 may be 
examined in this fashion. Note that the random probability for the network to correctly classify an 
input is 0.195%, i.e. 2-9, for Cll and 0.78%, i.e. 2-7, for C33. Based on this evaluation, it can be 
seen that the Cll, C33, and C55 networks are fairly resilient to noisy inputs. 
Table 3. Average errors for networks with varying input noise levels. 
Variance d' 
0.00 0.05 0.10 0.15 0.20 
Cll, E {error} 0.00 0.07 0.29 0.67 0.94 
Cll, E {error'} 0.00 0.32 1.26 2.89 3.96 
Cll, % Mis- 0.00% 3.63% 12.1% 24.0% 33.7% 
classified 
C33, E{ error} 0.00 0.39 0.76 0.97 1.10 
C33, E{error'} 0.01 0.91 1.95 2.60 2.95 
C33, % Mis- 0.23% 28.6% 40.4% 43.7% 46.9% 
classified 
C13, E{error} 0.11 1.53 1.92 2.08 2.15 
C13, E{error'} 0.02 3.83 5.93 6.82 7.42 
C55, E{error} 0.08 0.40 0.61 0.77 0.85 
C55, E{ error2 ) 0.03 0.44 0.86 1.17 1.37 
Table 4. Randomly selected material parameters. 
Cll C33 C13 C55 
Material #1 154.02 30.8 23.21 19.58 
Material #2 146.96 78.59 18.69 5.56 
Material #3 138.57 50.02 23.46 28.76 
Material #4 150.62 76.44 10.29 17.17 
Material #5 152.25 92.52 17.31 31.81 
Material #6 46.95 41.76 29.4 5.3 
Material #7 56.67 28.25 10.96 23.11 
Material #8 72.66 27.89 5.46 27.4 
Material #9 93.41 93.86 18.98 17.56 
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Table 5. Error calculations of network outputs for random inputs. 
Material Output ClI Output C33 Output C13 Output C55 
ClI % C33 % C13 % C55 % 
Error Error Error Error 
#1 115 25.33 25 18.83 26.71 15.09 21.71 10.88 
#2 145 1.33 70 10.93 14.30 23.50 8.55 53.69 
#3 145 4.64 55 9.96 21.36 8.95 28.41 1.21 
#4 115 23.65 85 11.20 21.83 112.1 20.72 20.70 
#5 115 24.47 100 8.08 16.45 4.99 35.60 11.91 
#6 115 144.9 25 40.13 26.82 8.77 3.38 36.17 
#7 55 2.94 25 11.50 17.91 63.40 26.90 16.39 
#8 115 58.27 25 10.37 26.20 380.0 28.17 2.78 
#9 115 23.11 100 6.54 20.29 6.90 16.94 3.53 
Average 34.30 14.17 69.31 17.47 
100% Train with Noise Free Curves; Test Inputs with Randomly Selected Parameters to Find the 
Closest Match 
Nine randomly selected elastic parameter combinations, as given in Table 4, were input 
into the four networks trained on 100% of the data set with no added noise. The predicted values 
of the parameters are listed in Table 5 along with the associated relative error. C11 and C33 uses 
only the peak value in determining the parameter values, while C13 and C55 uses the center of 
gravity technique. As shown in the noisy data above, the C33 and C55 networks appear to be the 
most robust, while the C13 network has little success predicting the input parameters. It is 
encouraging that, although for each material there is at least one parameter badly misidentified, 
over half of the solutions come within 12% of the correct value. With more refinement of the input 
data sets, this accuracy rate is only expected to increase. 
SUMMARY 
The use of ANN and Fuzzy Logic algorithms in the identification of material parameters 
from ultrasonic dispersion data appears to be a promising area worthy of further research. In this 
study the feasibility of inversion of ultrasonic data for determining stiffness of composites has been 
demonstrated. The above ANN was trained using a very broad scope of material data set. The 
assumption that so little is known about the material is unrealfstic. In a realistic situation, the range 
for possible elastic constants for a given material would be much less than those defined in this 
experiment, so the search space could be limited to encompass only those possible values, 
significantly increasing the precision of the network outputs. These smaller ranges would also 
require identification of more subtle changes in the curves by the ANN, which would probably call 
for an increase in the resolution of the input vector. This work has shown the feasibility of 
applying artificial neural networks to the problem of inverse modeling of ultrasonic dispersion data 
for unidirectional composites laminate plates. More work is needed to increase the network 
precision, possibly based on an apriori knowledge of the experimental materials or an increase in 
the size of the data training sets. Also, increase in the resolution and confining the analysis to 
specific regions of the data sets with most sensitivity will optimize the inversion and improve the 
performance. Such analysis has been performed earlier and the regions of sensitivity are well 
known. Experimental verification of this inversion has not been conducted in this paper and future 
work must include experiments. 
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