







































































































Factor  Item  Loading (SE)  p value  Standardized 
loading 
Factor 1  X3   1.00 (‐‐‐‐‐)  ‐‐‐‐‐  .189 
  X11   1.84 (1.22)  .131  .349 
  X15   1.83 (1.21)  .131  .343 
  X17   1.52 (1.04)  .144  .280 
  X23   1.66 (1.12)  .140  .294 
Factor 2  X2   1.00 (‐‐‐‐‐)  ‐‐‐‐‐  .267 
  X4  ‐2.01 (1.06)  .059  ‐.490 
  X13   0.89 (0.50)  .075  .234 







































































































How performing PCA and CFA on the same data equals trouble
Supplementary material
Data generation
We start by setting the random seed to make sure the results are random but can be reproduced exactly. We




data <- matrix(rnorm(n*p), nrow = n, ncol = p)
colnames(data) <- paste0("x", 1:p)
We take a look at the item correlations, first:















Although the data were generated from a population model of zero correlations, some sample correlations
deviate substantially from zero, some even approaching .2 and -.2. For now, we forget that we know the
variables are in fact uncorrelated and perform a PCA on the data.
PCA
We perform the PCA using the R package psych (Revelle 2017):
1
library(psych)
VSS.scree(data, main = "")




























We employ the elbow criterion, where we add componenents until the eigenvalues (or variance explained)
shows a sharp decrease and levels off. Therefore, we continue by requesting the two-component solution for
further exploration and interpretation. We employ the default rotation method, which is varimax:
principal(data, nfactors = 2)
## Principal Components Analysis
## Call: principal(r = data, nfactors = 2)
## Standardized loadings (pattern matrix) based upon correlation matrix
## RC1 RC2 h2 u2 com
## x1 0.19 -0.25 0.0985 0.90 1.8
## x2 0.10 0.44 0.2050 0.80 1.1
## x3 0.40 0.13 0.1797 0.82 1.2
## x4 -0.02 -0.58 0.3340 0.67 1.0
## x5 -0.19 -0.22 0.0856 0.91 1.9
## x6 0.15 0.10 0.0310 0.97 1.7
## x7 -0.03 -0.15 0.0229 0.98 1.1
## x8 -0.16 0.25 0.0887 0.91 1.7
## x9 0.14 -0.04 0.0213 0.98 1.2
## x10 0.39 -0.02 0.1559 0.84 1.0
## x11 0.41 -0.03 0.1702 0.83 1.0
## x12 -0.21 -0.23 0.0986 0.90 2.0
## x13 -0.04 0.42 0.1762 0.82 1.0
## x14 -0.17 0.38 0.1719 0.83 1.4
2
## x15 0.48 0.01 0.2341 0.77 1.0
## x16 -0.23 0.10 0.0653 0.93 1.4
## x17 0.43 0.10 0.1959 0.80 1.1
## x18 0.11 -0.17 0.0427 0.96 1.7
## x19 -0.06 0.05 0.0061 0.99 1.9
## x20 0.22 0.04 0.0503 0.95 1.1
## x21 -0.33 -0.05 0.1097 0.89 1.1
## x22 0.09 0.24 0.0660 0.93 1.3
## x23 0.44 -0.11 0.2092 0.79 1.1
## x24 -0.18 0.12 0.0471 0.95 1.8
## x25 0.01 0.53 0.2821 0.72 1.0
##
## RC1 RC2
## SS loadings 1.59 1.55
## Proportion Var 0.06 0.06
## Cumulative Var 0.06 0.13
## Proportion Explained 0.51 0.49
## Cumulative Proportion 0.51 1.00
##
## Mean item complexity = 1.3
## Test of the hypothesis that 2 components are sufficient.
##
## The root mean square of the residuals (RMSR) is 0.07
## with the empirical chi square 834 with prob < 1.1e-63
##
## Fit based upon off diagonal values = -0.38
We will retain items with compnent loadings > .40. The first component consist of x3, x11, x15, x17 and x23,
while the second component consists of x2, x4, x13 and x25. We discard the remaining items.
CFA
We use the structure we obtained through PCA as the input for a CFA on the very same data. We perform
the CFA using the R package lavaan (Rosseel 2012):
library(lavaan)
model <- '
F1 =~ x3 + x11 + x15 + x17 + x23
F2 =~ x2 + x4 + x13 + x25
'
fit <- cfa(model, data)
We request some model fit indices:
fitmeasures(fit, c("chisq", "df", "pvalue", "cfi", "srmr", "rmsea"))
## chisq df pvalue cfi srmr rmsea
## 16.925 26.000 0.911 1.000 0.034 0.000
All indices report excellent model fit! We request the parameter estimates:
summary(fit, standardized = TRUE)
## lavaan (0.5-23.1097) converged normally after 74 iterations
##




## Minimum Function Test Statistic 16.925
## Degrees of freedom 26





## Standard Errors Standard
##
## Latent Variables:
## Estimate Std.Err z-value P(>|z|) Std.lv Std.all
## F1 =~
## x3 1.000 0.192 0.189
## x11 1.842 1.219 1.511 0.131 0.353 0.349
## x15 1.826 1.209 1.510 0.131 0.350 0.343
## x17 1.523 1.042 1.462 0.144 0.292 0.280
## x23 1.659 1.123 1.477 0.140 0.318 0.294
## F2 =~
## x2 1.000 0.256 0.267
## x4 -2.006 1.061 -1.890 0.059 -0.513 -0.490
## x13 0.893 0.502 1.779 0.075 0.228 0.234
## x25 1.513 0.734 2.061 0.039 0.387 0.365
##
## Covariances:
## Estimate Std.Err z-value P(>|z|) Std.lv Std.all
## F1 ~~
## F2 0.001 0.008 0.117 0.907 0.019 0.019
##
## Variances:
## Estimate Std.Err z-value P(>|z|) Std.lv Std.all
## .x3 0.987 0.087 11.304 0.000 0.987 0.964
## .x11 0.900 0.104 8.629 0.000 0.900 0.878
## .x15 0.915 0.105 8.752 0.000 0.915 0.882
## .x17 1.002 0.100 10.055 0.000 1.002 0.922
## .x23 1.068 0.109 9.797 0.000 1.068 0.914
## .x2 0.852 0.081 10.556 0.000 0.852 0.929
## .x4 0.831 0.156 5.317 0.000 0.831 0.760
## .x13 0.901 0.082 11.001 0.000 0.901 0.945
## .x25 0.975 0.115 8.476 0.000 0.975 0.867
## F1 0.037 0.040 0.911 0.362 1.000 1.000






## x3 x11 x15 x17 x23 x2 x4 x13 x25
## x3 0.000
## x11 0.022 0.000
## x15 -0.033 -0.017 0.000
## x17 -0.057 0.001 0.055 0.000
4
## x23 0.066 0.006 -0.011 -0.035 0.000
## x2 -0.012 -0.057 0.051 0.074 0.030 0.000
## x4 -0.057 -0.002 -0.009 -0.002 0.073 0.012 0.000
## x13 0.070 0.005 -0.015 -0.023 -0.040 0.006 -0.011 0.000
## x25 0.076 0.048 -0.024 -0.063 -0.035 0.014 -0.002 -0.022 0.000
##
## $mean
## x3 x11 x15 x17 x23 x2 x4 x13 x25
## 0 0 0 0 0 0 0 0 0
All but one standardized loadings show absolute values > .20. All loadings show p-values < .15. The factor
variances indicate that maybe there are no latent factors underlying the observed variables.
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