Abstract. We locate almost all the zeros of the Eisenstein series associated with the Fricke groups of level 5 and 7 in their fundamental domains by applying and extending the method of F. K. C. Rankin and H. P. F. Swinnerton-Dyer (1970) . We also use the arguments of some terms of the Eisenstein series in order to improve existing error bounds.
Introduction
F. K. C. Rankin and H. P. F. Swinnerton-Dyer considered the problem of locating the zeros of the Eisenstein series E k (z) in the standard fundamental domain F [RSD] . They proved that all of the zeros of E k (z) in F lie on the unit circle. They also stated towards the end of their study that "This method can equally well be applied to Eisenstein series associated with subgroups of the modular group." However, it seems unclear how widely this claim holds.
Subsequently, T. Miezaki, H. Nozaki, and the present author considered the same problem for the Fricke group Γ * 0 (p) (See [K] , [Q] ), and proved that all of the zeros of the Eisenstein series E * k,p (z) in a certain fundamental domain lie on a circle whose radius is equal to 1/ √ p, p = 2, 3 [MNS] . The Fricke group Γ * 0 (p) is not a subgroup of SL 2 (Z), but it is commensurable with SL 2 (Z). For a fixed prime p, we define Γ * 0 (p) := Γ 0 (p) ∪ Γ 0 (p) W p , where Γ 0 (p) is a congruence subgroup of SL 2 (Z). Let k 4 be an even integer. For z ∈ H := {z ∈ C ; Im(z) > 0}, let
be the Eisenstein series associated with Γ * 0 (p). (cf. [SG] ) Henceforth, we assume that p = 5 or 7. The region F * (p) := {|z| 1/ √ p, |z| 1/(2 √ p), −1/2 Re(z) 0}
is a fundamental domain for Γ * 0 (p). (cf. [SH] , [SE] ) Define A * p := F * (p) ∩ {z ∈ C ; |z| = 1/ √ p or |z| = 1/(2 √ p)}. In the present paper, we will apply the method of F. K. C. Rankin and H. P. F. Swinnerton-Dyer (RSD Method) to the Eisenstein series associated with Γ * 0 (5) and Γ * 0 (7). We have the following conjectures: Conjecture 1.1. Let k 4 be an even integer. Then all of the zeros of E * k,5 (z) in F * (5) lie on the arc A (128.68/180)π < α 7,k for k ≡ 2 (mod 6)" or "α 7,k < (108.5/180)π or (109.5/180)π < α 7,k for k ≡ 4 (mod 6)". Thus we can also prove about 179/180 of Conjecture 1.2.
In [RSD] , we considered a bound for the error terms R 1 (See (9)) in terms only of their absolute values. However, in the present paper, we also use the arguments of some terms in the series. We can then approach the exact value of the Eisenstein series.
A more detailed account of the material in the present study may be found in [SJ] .
2 General Theory
Preliminaries
Let v p (f ) be the order of a modular function f at a point p.
2.1.1 Γ * 0 (5) We define A * 5,1 := {z ; |z| = 1/ √ 5, π/2 < Arg(z) < π/2 + α 5 }, A * 5,2 := {z ; |z + 1/2| = 1/(2 √ 5), α 5 < Arg(z) < π/2}.
Then, A * 5 = A * 5,1 ∪ A * 5,2 ∪ {i/ √ 5, ρ 5,1 , ρ 5,2 }, where ρ 5,1 := −1/2 + i/ 2 √ 5 and ρ 5,2 := −2/5 + i/5. Let f be a modular form for Γ * 0 (5) of weight k, and let k be an even integer such that k ≡ 2 (mod 4), then
Thus, we have
On the other hand, if k ≡ 0 (mod 4), then we have
Then, A * 7 = A * 7,1 ∪ A * 7,2 ∪ {i/ √ 7, ρ 7,1 , ρ 7,2 }, where ρ 7,1 := −1/2 + i/ 2 √ 7 and ρ 7,2 := −5/14 + √ 3i/14. Let f be a modular form for Γ * 0 (7) of weight k. If k ≡ 2 (mod 4), then we have v i/ √ 7 (f ) 1 and v ρ7,1 (f ) 1. On the other hand, if k ≡ 0 (mod 4), then we have
Similarly, if k ≡ 0 (mod 6), then we have v ρ7,2 (f ) 1, while if k ≡ 0 (mod 6), then we have v ρ7,2 (E * k,7 ) = 0.
Valence Formula
In order to determine the location of zeros of E * k,p (z) in F * (p), we require the valence formula for Γ * 0 (p). Proposition 2.1. Let f be a modular function of weight k for Γ * 0 (5), which is not identically zero. We have
Proposition 2.2. Let f be a modular function of weight k for Γ * 0 (7), which is not identically zero. We have
The proofs of the above propositions are very similar to that for the valence formula for SL 2 (Z) (cf. [SE] ). * 0 (5) and Γ * 0 (7) 3 
Some Eisenstein series of low weights

The space of modular forms
Let M * k,p be the space of modular forms for Γ * 0 (p) of weight k, and let M * 0 k,p be the space of cusp forms for Γ * 
The proof of this theorem is very similar to that for SL 2 (Z). Furthermore, we have
Thus, we have the following proposition:
Proposition 2.5. Let k 4 be an even integer. For every f ∈ M * k,5 , we have
2.4.2 Γ * 0 (7) We define ∆ 7 := η 6 (z)η 6 (7z) and E 2,7 ′ (z) := (7E 2 (7z) − E 2 (z))/6. We then have the following theorem:
Theorem 2.2. Let k be an even integer, and we define ∆ 7,4 := (5/16)((E 2,7 ′ ) 2 − E * 4,7 ) and ∆ 
Proposition 2.6. Let k 4 be an even integer. For every f ∈ M * k,7 , we have
3 The method of Rankin and Swinnerton-Dyer (RSD Method)
RSD Method
Let k 4 be an even integer. For z ∈ H, we have
Moreover, we have F = {|z| 1, −1/2 Re(z) 0} ∪ {|z| > 1, 0 Re(z) < 1/2}. At the beginning of their proof in [RSD] , Rankin and Swinnerton-Dyer considered the following function:
which is real for all θ ∈ [0, π]. Considering the four terms with c 2 + d 2 = 1, they proved that
where R 1 denotes the remaining terms of the series. Moreover they showed that |R 1 | < 2 for all k 12. If cos(kθ/2) is +1 or −1, then F k (2mπ/k) is positive or negative, respectively, and we can show the existence of the zeros. In addition, we can prove that all of the zeros of E k (z) in F lie on the unit circle using the Valence Formula and the theory on the space of modular forms for SL 2 (Z).
3.2 The function:
We expect all of the zeros of the Eisenstein series E * k,p (z) in F * (p) to lie on the arcs e iθ / √ p and e iθ /(2 √ p)− 1/2, which form the boundary of the fundamental domain defined by the equation (2).
We define
We can write
Hence we can use these expressions as definitions. Note that (ce
−k are conjugates of each other for any pair (c, d). Thus, we have the following proposition:
Now, we define
Application of RSD Method
We introduce N := c 2 + d 2 . First, we consider the case N = 1. For this case, we can write
where R * p,1 and R * p,2 denote the terms satisfying N > 1 of F * k,p,1 and F * k,p,2 , respectively.
5,1 , we will consider the following cases: N = 2, 5, 10, 13, 17, and N 25. Considering −2/ √ 5 cos θ 0, we have
Similarly, for R * 5,2 , we will consider the cases: N = 2, 5, 10, 13, 17, 25, 26, 29 , and N 34. For these cases we have
We want to show that |R * 5,1 | < 2 and |R * 5,2 | < 2. Note that the case for which (c, d) = ±(2, 1) (resp. (c, d) = ±(1, −1)) yields a bound equal to 2 for |R * 5,1 | (resp. |R * 5,2 |).
For R * 7,1 , we will consider the cases: N = 2, 5, 10, . . . , 61, and N 65. Then, we have
Similarly, for R * 7,2 , we will consider the cases: N = 2, 5, 10, . . . , 89, and N 97. For these cases we have
Note that the cases (c, d) = ±(2, 1) and ±(3, 1) (resp. (c, d) = ±(1, −1) and ±(3, −1)) yield a bound equal to 4 for |R * 7,1 | (resp. |R * 7,2 |).
Arguments of some terms
In the previous subsection, the important point was the fact that the cases (c, d) = ±(2, 1) and (c, d) = ±(1, −1) do not yield good bounds for |R * 5,1 | and |R * 5,2 |, respectively. Let
Furthermore, it is easy to show that
where d 1 < 1/(1 + 4 tan(t/2)(π/k)). Thus,
Similarly,
and both d 1 and d 2 tend to 1 in the limit as k tends to ∞, or in the limit as t tends to 0. Recall that α 5,k ≡ k(π/2 + α 5 )/2 (mod π), then we can write k(π/2 + α 5 )/2 = α 5,k + mπ for some integer m. We define α 5,k
Similarly, we define β 5,k ≡ kα 5 /2 (mod π) and
3.4.2 Γ * 0 (7) Similarly to the previous subsection, we consider the arguments of some terms such that (c, d) = ±(2, 1) and ±(3, 1) for |R * 7,1 |, and (c, d) = ±(1, −1) and ±(3, −1) for |R * 7,2 |.
where
, modulo 2π. Furthermore, in the limit as k tends to ∞ or in the limit as t tends to 0, d 1,1 (resp. d 1,2 , d 2,1 , and d 2,2 ) tends to 3 (resp. 2, 3/2, and 1/2).
Recall that α 7,k ≡ k(π/2 + α 7 )/2 (mod π). Then, we define α 7,k,n ′ ≡ kθ 1,n ′ /2 − (k(π/2 + α 7 )/2 − α 7,k ) (mod 2π) for n = 1, 2 and for θ 1 = π/2 + α 7 − (tπ/k).
Similarly, we define β 7,k ≡ k(α 7 − π/6)/2 (mod π) and β 7,k,n ′ ≡ kθ 2,n ′ /2 − (k(α 7 − π/6)/2 − β 7,k ) (mod 2π) for n = 1, 2 and for θ 2 = α 7 − π/6 + (tπ/k).
Algorithm
In this subsection, we consider the bound
for some c 0 > 0 and an even integer k 0 . Furthermore, we will detail an algorithm that can be used to derive the above bound. Let Λ be an index set, and, applying the RSD method, let us write
where the factor "2" comes from the relation
does not tend to 0 in the limit as k tends to ∞ for all i ∈ I, and assume I ⊂ N. Then, we define
−2/k for every i ∈ I. Assume that for every i ∈ I and k k 0 and for some c i ′ and u i ,
and let the number t > 0 be given.
Step 1. "Determine the number a 1 ." First, in order to show the bound (20), we wish to use the bound
for every i ∈ I and k k 0 and for some a 1 > 0.
To show the bound (20) by the above bound (21), we need
If we have k 0 log s > 4 and
In the present paper, we always have k 0 log s > 4. Thus, it is enough to consider the bound (22).
Step 2. "Determine the number c 0,i and a 1,i ." Second, to show bound (21), we wish to use the bounds
for every i ∈ I and k k 0 and for some c 0,i > 0, a 1,i > 0. We determine c 0,i and a 1,i such that c 0,i > 0, a 1,i > 0, c 0 = i∈I c 0,i , and a 1 = i∈I a 1,i .
Step 3. "Determine a discriminant Y i for every i ∈ I." Finally, for the bound (23), we consider following sufficient conditions:
For the former bound, it is enough to show that
while for the latter bound, it is enough to show that
Because we have c
In conclusion, if we have Y i > 0, then the bounds (23), (21), and (20) hold.
Note that the above bounds are sufficient conditions; they are not always necessary.
4 Γ * 0 (5) (For Conjecture 1.1)
The proof of Conjecture 1.1 is significantly more difficult than the proof of the theorems for Γ * 0 (2) and Γ * 0 (3). The most difficult point concerns the argument Arg(ρ 5,2 ), which is not a rational multiple of π. * 0 (5) and Γ * 0 (7) 9
All but at most 2 zeros
We have the following lemma:
Lemma 4.1. We have the following bounds: Proof. (3) Let k 12 and x = π/(2k), then 0 x π/24, and so 1 − cos x (32/33)x 2 . Thus, we have
In inequality(17), replace 2 with the bound 2 − (1), (2), (4), (5) We will use the algorithm in the Subsection 3.5. Furthermore, we have
−2/k 1 + 4t(π/k) in the proof of (1) and (2), and we have
−2/k 1 + t(π/k) in the proof of (4) 
The case 4 | k
For π/12 < α 5,k < 3π/4, by Lemma 4.1 (1) and (3), we can prove |R * 5,1 | < 2 or |R * 5,2 | < 2 at all of the integer points. Now, we can write
For 0 < α 5,k < π/12, the last integer point of F * k,5,1 (θ 1 ) is in the interval [π/2 + α 5 − π/(6k), π/2 + α 5 ]. We have |R * 5,1
Furthermore, because 0 < α 5,k ′ < π/6 for 0 < t < 1/6, we have Sign{cos(kθ 1 /2)} = Sign{Re(2e Now, at most two zeros remain. At the point such that kθ 1 /2 = k(π/2 + α 5 )/2 − α 5,k − π/3, we have |R * 5,1 | < 1 by Lemma 4.1 (1), and we have 2 cos(kθ 1 /2) = ±1. Then, we have at least one zero between the second to last integer point for A * 5,1 and the point kθ 1 /2. Similarly, by Lemma 4.1 (4), we have at least one zero between the second integer point and the point kθ 2 /2 = kα 5 /2 + β 5,k + π/3.
4.3.2
The case π/2 < α 5,k < π.
For this case, we expect one more zero between the last integer point for A * 5,1 and the first one for A * 5,2 . We consider the following cases:
(i) "The case 7π/10 < α 5,k < π" • For 3π/4 < α 5,k < π, we can use Lemma 4.1 (1).
• For 7π/10 < α 5,k < 3π/4, we can use Lemma 4.1 (2). For each case, we consider the point such that
2)π and |R * 5,1 | < 2 cos(c 0 ′ π), and we have 2 cos(kθ 1 /2) = ±2 cos(c 0 ′ π). Then, we have at least one zero between the second to last integer point for A * 5,1 and the point kθ 1 /2.
(ii) "The case π/2 < α 5,k < 19π/30" • For π/2 < α 5,k < 7π/12, we can use Lemma 4.1 (4).
• For 7π/12 < α 5,k < 19π/30, we can use Lemma 4.1 (5). Similar to the case (i) above, we consider the point such that kθ 2 /2 = kα 5 /2 − β 5,k + c 0 ′ π for each case.
(iii) "The case 13π/20 < α 5,k < 7π/10" We have X 1 = v k (2, 1, θ 1 ) −2/k 1 + 4t(π/k), and let cos(c 0 ′ π) = − cos((x/180)π − (t/2)π). Then, using the algorithm of Subsection 3.5, we prove "For (x/180)π < α 5,k < (y/180)π, we have |R * 5,1 | < 2 cos(c 0 ′ π) for θ 1 = π/2 + α 5 − tπ/k." for ten cases, namely, (x, y, t) = (121, 126, 3/20), (120, 121, 1/10), (118.8, 120, 1/10), (118.1, 118.8, 2/25), (117.7, 118.1, 1/15), (117.45, 117.7, 3/50), (117.27, 117.45, 1/20), (117.15, 117.27, 9/200), (117.06, 117.15, 1/25), (117, 117.06, 1/25) .
For each case, we consider the point such that kθ 1 /2 = k(π/2+α 5 )/2−(t/2)π. We have α 5,k −π+c 0 ′ π > (t/2)π and |R * 5,1 | < 2 cos(c 0 ′ π), and we have |2 cos(kθ 1 /2)| > 2 cos(c 0 ′ π). Then, we have at least one zero between the second to last integer point for A * 5,1 and the point kθ 1 /2.
(iv) "The case 19π/30 < α 5,k < 29π/45"
We have
−2/k 1 + t(π/k) and cos(c 0 ′ π) = cos((y/180)π − π/2 + (t/2)π). Then, we prove "For (x/180)π < α 5,k < (y/180)π, we have |R * 5,2 | < 2 cos(c 0 ′ π) for θ 2 = α 5 + tπ/k." for three cases, namely, (x, y, t) = (114, 115.4, 4/25), (115.4, 115.8, 3/25), (115.8, 116, 1/10) .
Similar to the case (iii) above, we consider the point such that kθ 2 /2 = kα 5 /2 + (t/2)π for each case.
In conclusion, we have the following proposition:
Proposition 4.3. Let k 4 be an integer which satisfies 4 ∤ k, and let α 5,k ∈ [0, π] be the angle which satisfies α 5,k ≡ k(π/2 + α 5 )/2 (mod π). If we have α 5,k < 29π/45 or 13π/20 < α 5,k , then all of the zeros of E 4.4 The remaining case "4 ∤ k and 29π/45 < α 5,k < 13π/20"
In the previous subsection, we left one zero between the last integer point for A * 5,1 and the first one for A * 5,2 for the case of "4 ∤ k and 29π/45 < α 5,k < 13π/20". For the cases of 13π/20 < α 5,k < 7π/10 and 19π/30 < α 5,k < 29π/45, the width |x − y| becomes smaller as the intervals of the bounds approach the interval [29π/45, 13π/20]. It seems that the width |x − y| needs to be smaller still if we are to prove * 0 (5) and Γ * 0 /45, 13π/20] . Furthermore, we may need to split infinite cases (x, y) such as we saw in the previous subsection. Thus, we cannot prove the conjecture for this remaining case in a similar manner. However, when k is large enough, there is a possibility that we can prove the conjecture for this remaining case. Let 29π/45 < α 5,k < 13π/20, and let t > 0 be small enough. Then, we have π/2 < α 5,k − (t/2)π < π and 3π/2 < π + α 5,k + d 1 (t/2)π < α 5,k ′ < π + α 5,k + (t/2)π < 2π. Moreover, we can easily show that
We denote the upper bound by A and the lower bound by B. Furthermore, we define A ′ := A/ cos(π + α 5,k + d 1 (t/2)π) and B ′ := B/ cos(π + α 5,k + (t/2)π). First, we have A| t=0 = B| t=0 = 0. Second, we have
. Finally, we have B > 0 if α 5,k > π − α 5 , and we have A < 0 if α 5,k < π − α 5 for small enough t.
Similarly, we consider the lower and the upper bounds of | cos(kθ 2 /2)|−|Re{2
The lower bound is positive if α 5,k < π − α 5 , while the upper bound is negative if α 5,k > π − α 5 for small enough t.
In conclusion, if 4 ∤ k is large enough, then |R * 5,1
′ | are small enough, and then we have one more zero on the arc A * 5,1 when α 5,k > π − α 5 , and one more zero on the arc A * 5,2 when α 5,k < π − α 5 . However, if k is small, a method of proving the conjecture for this case is not clear.
Similar to the case of Γ * 0 (5), to prove Conjecture 1.2 is also difficult. The most difficult point is again the argument Arg(ρ 7,2 ).
All but at most 2 zeros
Lemma 5.1. We have the following bounds:
Proof. We will use the algorithm given in Subsection 3.5. Furthermore, we have X 1 = v k (2, 1, θ 1 )
in the proofs of (1), (2), and (3), and we have
1+(3 √ 3/2)t(π/k) in the proofs of (4), (5), (6), and (7). We also have c 0 cos(c 0 ′ π). We can show X i − (a 3,i + a 4,i (tπ/k) 2 ) > 0 in the algorithm given in Subsection 3.5 for the case of "(4), k = 8" and "(5), k = 26". For the other cases, we can show Y 1 > 0 and Y 2 > 0.
Similarly to Proposition 4.1, by the above lemma's conditions (1), (4) and (5), we have the following proposition:
Proposition 5.1. Let k 4 be an even integer. Then all but at most 2 of the zeros of E * k,7 (z) in F * (7) lie on the arc A 5.2 The case 6 | k We can write
Similarly to Subsection 4.2, we consider the signs of some of these terms. For 0 < α 7,k < π/8, we have |R * 7,1 ′ | < 2 and Sign{cos(kθ 1 /2)} = Sign{Re(2e
. For π/8 < α 7,k < π/6 or π/4 < α 7,k < 5π/6, we can use Lemma 5.1 (1) and (4). For 5π/6 < α 7,k < π, we have|R * 7,2 ′ | < 2 and Sign{cos(kθ 2 /2)} = Sign{Re(e 
The case k ≡ 2 (mod 6)
We can prove this case in a similar way to that of Subsection 4.3.
The case
We can use Lemma 5.1 (1), (4), and (5). When α 7,k < π/6, we consider the point kθ 1 /2 = k(π/2 + α 7 )/2 − α 7,k − π/3 instead of the last integer point for A * 7,1 . Similarly, instead of the first integer point for A * 7,2 , we consider the points kθ 2 /2 = k(α 7 − π/6)/2 + (π − β 7,k ) + π/6 and k(α 7 − π/6)/2 + (π − β 7,k ) + π/3 for 5π/12 < α 7,k < 7π/12 and 7π/12 < α 7,k < 2π/3, respectively.
5.3.2
The case 2π/3 < α 7,k < π.
For this case, we expect one more zero between the last integer point for A * 7,1 and the first one for A * 7,2 . Then, we consider the following cases:
For 3π/4 < α 7,k < 5π/6 and 5π/6 < α 7,k < π, we can use Lemma 5.1 (2) and (1), respectively.
(ii) "The case 3217π/4500 < α 7,k < 3π/4" We have
, and let cos(c 0 ′ π) = − cos((x/180)π − (t/2)π). Then, by the algorithm given in Subsection 3.5, we prove "For (x/180)π < α 7,k < (y/180)π, we have |R * 7,1 | < 2 cos(c 0 ′ π) for θ 1 = π/2 + α 7 − tπ/k." for nine cases, namely, (x, y, t) = (131.5, 135, 1/4), (130.1, 131.5, 83/400), (129.5, 130.1, 7/40), (129.18, 129.5, 47/300), (129, 129.18, 71/500), (128.86, 129, 263/2000), (128.77, 128.86, 61/500), (128.71, 128.77, 143/1250), (128.68, 128 .71, 109/1000).
(iii) "The case 2π/3 < α 7,k < 266π/375"
, and let cos(c 0 ′ π) = cos((y/180)π − 2π/3 − (t/2)π). Then, we prove "For (x/180)π < α 7,k < (y/180)π, we have |R
The case k ≡ 4 (mod 6)
With the exception of some specific cases, we can prove this case in a similar way to the proof of Subsection 4.3 and the previous subsection.
5.4.1
The case 0 < α 7,k < π/3.
We can use Lemma 5.1 (1) for the case α 7,k < π/6, and we can use Lemma 5.1 (4) and (6) for the cases 0 < α 7,k < π/4 and π/4 < α 7,k < π/3, respectively.
5.4.2
The case π/3 < α 7,k < π.
(i) "The case 3π/4 < α 7,k < π" For 5π/6 < α 7,k < π (resp. 29π/36 < α 7,k < 5π/6, 3π/4 < α 7,k < 5π/6), we can use Lemma 5.1 (1) (resp. (3), (2)).
(ii) "The case π/3 < α 7,k < 13π/36" We can use Lemma 5.1 (7).
(iii) "The case 2π/3 < α 7,k < 3π/4" We define cos(c 0 ′ π) = − cos((x/180)π−(t/2)π). Then, we prove "For (x/180)π < α 7,k < (y/180)π, we have |R * 7,1 | < 2 cos(c 0 ′ π) for θ 1 = π/2 + α 7 − tπ/k." for two cases, namely, (x, y, t) = (127.6, 135, 59/250), (120, 127.6, 1/4).
(iv) "The case 13π/36 < α 7,k < 5π/9"
We define cos(c 0 ′ π) = cos((y/180)π−π/3+(t/2)π). Then, we prove "For (x/180)π < α 7,k < (y/180)π, we have |R * 7,2 | < 2 cos(c 0 ′ π) for θ 2 = α 7 − π/6 + tπ/k." for two cases, namely, (x, y, t) = (65, 90, 2/5), (90, 100, 2/5). Now, we can write F * k,7,1 (θ 1 ) = 2 cos (kθ 1 /2) + 2Re(3e −iθ1/2 + √ 7e iθ1/2 ) −k + R * 7,1 ′′ , F * k,7,2 (θ 2 ) = 2 cos (kθ 2 /2) + 2 k · 2Re(3e −iθ2/2 − √ 7e iθ2/2 ) −k + R * 7,2 ′′ .
(v) "The case 73π/120 < α 7,k < 2π/3" We have X 1 = v k (2, 1, θ 1 ) −2/k 1 + 2 √ 3t(π/k) and X 2 = v k (3, 1, θ 1 ) −2/k e −3 √ 3(t/2)π . Then, Sign{cos (kθ 1 /2)} = Sign{Re(3e −iθ1/2 + √ 7e iθ1/2 ) −k }, and we prove "For (x/180)π < α 7,k < (y/180)π, we have |R * 7,1 ′′ | < |2 cos (kθ 1 /2) + 2Re(3e −iθ1/2 + √ 7e iθ1/2 ) −k | for θ 1 = π/2 + α 7 − tπ/k." for four cases, namely, (x, y) = (111.6, 120, 23/150), (110.1, 111.6, 1/10), (109.65, 110.1, 43/625), (109.5, 109.65, 21/400) .
For each case, we consider the point such that kθ 1 /2 = k(π/2 + α 7 )/2 − (t/2)π. We can show Sign{cos (kθ 1 /2)} = Sign{F * k,7,1 (θ 1 )} , and then we have at least one zero between the second to last integer point for A * 7,1 and the point kθ 1 /2.
(vi) "The case 5π/9 < α 7,k < 217π/360"
We have X 1 = (1/4) v k (1, −1, θ 2 ) −2/k 1+t(π/k) and X 2 = (1/4) v k (3, −1, θ 2 ) −2/k e −(3 √ 3/2)(t/2)π . Then, we have Sign{cos (kθ 2 /2)} = Sign{Re(3e −iθ2/2 − √ 7e iθ2/2 ) −k }, and we prove "For (x/180)π < α 7,k < (y/180)π, we have |R * 7,2 ′′ | < |2 cos (kθ 2 /2) + 2 k · 2Re(3e −iθ2/2 − √ 7e iθ2/2 ) −k | for θ 2 = α 7 − π/6 + tπ/k." for five cases, namely, (x, y) = (100, 106, 3/10), (106, 107.7, 11/50), (107.7, 108.21, 33/200), (108.21, 108.42, 2/15), (108.42, 108.5, 113/1000 ).
