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Abstract
This paper provides a new way of developing the splitting method
which is used to solve the problem of finding the resolvent of the sum
of maximal monotone operators in Hilbert spaces. By employing ac-
celerated techniques developed by Davis and Yin (in Set-Valued Var.
Anal. 25(4):829-858, 2017), this paper presents an implementable,
strongly convergent splitting method which is designed to solve the
problem. In particular, we show that the distance between the se-
quence of iterates and the solution converges to zero at a rate O(1/k)
to illustrate the efficiency of the proposed method, where k is the num-
ber of iterations. Then, we apply the result to a class of optimization
problems.
Keywords: splitting method, maximal monotone, resolvent, fixed point,
nonexpansive, Hilbert space
MSC2010: 47H05, 47H09, 47H10, 47J25, 90C25
1 Introduction
The purpose of this paper is to present a new splitting method for solving
the following monotone inclusion problem:
find u ∈ H such that z ∈ (I + A+B)(u), (1)
∗This work was supported in part by the Ministry of Education, Culture, Sports,
Science, and Technology [grant number 16K05280]
†Department of Intelligent Mechatronics, Akita Prefectural University, 84-4 Yuri-
Honjo, Akita, Japan (matsushita@akita-pu.ac.jp)
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where A : H ⇒ H and B : H ⇒ H are maximal monotone operators on a real
Hilbert space H , I is the identity mapping onH and z ∈ H is given. Problem
(1) has been widely studied in various fields such as sparse signal recovery and
best approximation problems; see [32, 14, 15, 16, 20, 7, 21, 24, 9, 22, 23] and
the references therein. If the solution set of problem (1) is nonempty (which
is assured if, for example A+B is maximal monotone), the monotonicity of
A+B guarantees uniqueness of the solution. We denote by u = JA+B(z)(:=
(I+A+B)−1(z)) the solution of problem (1) and JA+B is called the resolvent
of A + B (see, e.g., [31, Subchapter 4.6], [7, Definition 23.1]). Throughout
this paper we assume that the resolvents of A and B are easy to compute.
An interesting way of dealing with problem (1) is to transform it into
a problem with a particular structure. Arago´n Artacho and Campoy have
shown that problem (1) can be transformed into a problem of finding a zero
of the sum of two maximal strongly monotone operators [3, Proposition 3.2].
They then developed the averaged alternating modified reflections method
for solving problem (1) by applying the Douglas-Rachford splitting method
[25] to the latter problem [3, Theorem 3.1]. The main advantage of their
method is that it generates the sequence of iterates which converges strongly
to the solution. However, it seems that the estimate of convergence rate
for the method has not been considered and the Douglas-Rachford splitting
method can be slow [4, Sections 6 and 7] (see also [18, Subsection 3.4] for
related results). Motivated by this fact, new techniques should be developed
for analyzing the convergence of iterative methods for solving (1).
The goal of this paper is to propose an implementable, strongly conver-
gent method for solving problem (1) which has global convergence rates. In
order to present a method, the structure in the transformed problem of (1)
needs to be exploited. This can be done by using ideas from [3, 18]. The con-
tributions of this paper can be summarized as follows. Firstly, we investigate
the properties of an operator (Az)
(β) : H ⇒ H defined by
(Az)
(β) := 2(1− β)A
(
1
β
I + z
)
+
1− β
β
I, (2)
for some β ∈ (0, 1). The operator (Az)(β) can be viewed as a modification
of the inner z-perturbation and the β-strengthening of A introduced in [3,
Definitions 2.3 and 3.2]1. It can be shown that (Az)
(β) is 1−β
β
-strongly mono-
tone, and JA+B(z) =
1
β
v + z if and only if 0 ∈ ((Az)(β) + (Bz)(β))) (v) [3,
Propositions 3.1 and 3.2]. Thus, problem (1) can be transformed into the
1In [3], the operator A
(
1
β
I − z
)
+ (1−β)
β
was treated as the inner z-perturbation and
the β-strengthening (Az)
(β) of A. We use (2) for notational convenience.
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problem of finding a zero of the sum of two maximal strongly monotone op-
erators (Az)
(β) and (Bz)
(β). We consider the relation between the resolvents
of A and r(Az)
(β), where r > 0. In particular, we will show that the resolvent
of r(Az)
(β) can be obtained by evaluating the resolvent of A in the original
problem and thus the resolvent of the translated problem can be calculated.
Secondly, we consider an accelerated variant of the three operator splitting
method developed in [18, Algorithm 3], which is designed to solve inclusion
problems with three maximal monotone operators. Their method is concep-
tually very simple, but seems to be implementable only for the limited classes
of problems where at least one operator is strongly monotone. We present
a strongly convergent splitting method which is designed to solve problem
(1) by applying the method in [18, Algorithm 3] to the translated problem.
By exploiting special properties of the operators (Az)
(β) and (Bz)
(β), the
method can be applied without modifying the properties of A and B in the
original problem. Moreover, the proposed method involves the evaluation of
the resolvents rk(Az)
(β) and rk(Bz)
(β), and contains the parameter {rk} which
has to vary at each step to get better efficiency. This is in contrast with the
averaged alternating modified reflections algorithm [3], which uses similar re-
solvents with a constant parameter, for solving problem (1). It follows from
the fact mentioned above that the resolvent rk(Az)
(β) (resp. rk(Bz)
(β)) can
be obtained by evaluating the resolvent of A (resp. B). Thus the proposed
splitting method can be implemented and may be considered as a modifica-
tion of the method in [18]. In particular, we can provide a O(1/k) rate of
convergence and a strong convergence result for the sequence of iterates.
Finally, we apply the results to a class of optimization problems. Our
theoretical analysis is general and can handle convex minimization problems
with three objective functions. Note that two of the objective functions
are not necessary differentiable. As important applications we consider the
problem of minimizing the sum of a nonsmooth strongly convex function
and a nonsmooth weakly convex function under the assumption that the
strong convexity constant is larger than the weak convexity constant, and the
best approximation problem since these problems possess a special structure.
The convergence results based on the Douglas-Rachford splitting method
applied to these problems were obtained in [22, Theorems 5.1 and 5.2] and
[1, Theorem 4.1], respectively. However, it does not seem obvious how to
estimate the distance between the sequences of iterates and the solutions. As
a whole, the proposed method can be implemented and may be considered
an improved version of the methods given in [22, 1]. Indeed, we can show
that the distance between the sequence of iterates and the solution converges
to zero at a rate O(1/k), where k is the number of iterations.
The rest of this paper is organized as follows. In section 2, we recall some
3
definitions and known results for further analysis. Then, we investigate some
properties of the mapping r(Az)
(β) in section 3, where r > 0 and (Az)
(β) is
defined by (2). A new splitting method is presented, the convergence of the
method is shown, and the rate of convergence is derived in section 4. Then,
concrete examples of (1) are given and we show how the proposed method
can be applied in section 5. Finally, we draw some conclusions in section 6.
2 Basic definitions and preliminaries
The following notation will be used in this paper: R denotes the set of real
numbers; N denotes the set of nonnegative integers; H denotes a real Hilbert
space; for any x, y ∈ H , 〈x, y〉 denotes the inner product of x and y; for
any z ∈ H , ‖z‖ denotes the norm of z, i.e., ‖z‖ = √〈z, z〉; for mappings
T : H → H and U : H → H , T ◦ U denotes the composition of T and U ; for
any C ⊂ H and mapping U : C → C, Fix(U) denotes the fixed point set of U ,
i.e., Fix(U) = {x ∈ C : U(x) = x}; d(x, C) = inf{‖x− y‖ : y ∈ C)} denotes
the distance from any x to C; intC denotes the interior of set C; cone(C)
denotes the conical hull of C; sriC denotes the strong relative interior of
C, i.e., sriC := {x ∈ C : cone(C − x) is a closed linear subspace of H};
for any set-valued operator A : H ⇒ H , dom(A) denotes the domain of
A, i.e., dom(A) = {x ∈ H : A(x) 6= ∅}, ran(A) denotes the range of A,
i.e., ran(A) =
⋃{A(x) : x ∈ dom(A)}, G(A) denotes the graph of A, i.e.,
G(A) = {(x, x∗) : x∗ ∈ A(x)}; The set of zero points of A is denoted by
A−1(0) i.e., A−1(0) = {z ∈ dom(A) : 0 ∈ A(z)}.
A mapping U : C → C is said to be
(i) nonexpansive if
‖U(x)− U(y)‖ ≤ ‖x− y‖ (x, y ∈ C);
(ii) firmly nonexpansive if
‖U(x)− U(y)‖2 ≤ 〈x− y, U(x)− U(y)〉 (x, y ∈ C).
In particular, U is firmly nonexpansive if and only if 2U − I is nonexpansive
[7, Proposition 4.2].
A set-valued operator A : H ⇒ H is said to be
(i) monotone if
〈x− y, x∗ − y∗〉 ≥ 0 ((x, x∗), (y, y∗) ∈ G(A));
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(ii) maximal monotone if A is monotone and A = B whenever B : H ⇒ H
is a monotone mapping such that G(A) ⊂ G(B).
The maximal monotonicity of A implies that ran(I + rA) = H for all r > 0.
Then, we can define the resolvent JrA of rA by
JrA(x) = {z ∈ H : x ∈ z + rA(z)} = (I + rA)−1(x) (3)
for all x ∈ H . It is well-known that the resolvent is firmly nonexpansive and
hence is Lipschitz continuous (see, e.g., [7, 31]). The following is a useful
characterization of zeros of the sum of two maximal monotone operators.
Proposition 2.1. [7, Proposition 25.1] Let A and B be monotone operators
on H, and let r > 0. Then
(A+B)−1(0) = JrA(Fix((2JrB − I) ◦ (2JrA − I))).
Let f : E → (−∞,∞] be a proper, lower semicontinuous convex function.
The domain of function f is domf := {x ∈ H : f(x) <∞}. The epigraph of
f is the set epif defined by epif = {(x, r) ∈ H × R : f(x) ≤ r}. f is said
to be strongly convex with constant β > 0 if for any x, y ∈ H and for any
λ ∈ (0, 1), we have
f((1− λ)x+ λy) ≤ (1− λ)f(x) + λf(y)− βλ(1− λ)
2
‖x− y‖2.
f is said to be weakly convex if for some ω > 0, the function f + ω
2
‖ · ‖2 is
convex. The conjugate function of f is the function f ∗ : H → R∪{∞} defined
by f ∗(v) = sup{〈x, v〉 − f(x) : x ∈ domf} for v ∈ H . The subdifferential of
f at x ∈ E is defined by
∂f(x) = {x∗ ∈ H : f(y) ≥ f(x) + 〈y − x, x∗〉 for all y ∈ H}.
We know the subdifferential of a proper, lower semicontinuous and convex
function is maximal monotone (see, e.g., [28], [7, Theorem 20.40]). Using the
properties of subdifferentials, we can write (3) equivalently as
Jr∂f(x) = argmin
y∈H
{
f(y) +
1
2r
‖y − x‖2
}
(4)
and (4) is known as the proximal mapping of f [7, Proposition 16.34]. In
particular, we denote by proxrf(x) the proximal mapping of parameter r at
x (i.e., proxrf(x) := Jr∂f(x)).
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Let C ⊂ H be a nonempty set. The indicator function of C, iC : H →
R ∪ {∞}, is the function which takes the value 0 on C and +∞ otherwise.
The support function σC is defined by σC(x) = supc∈C 〈c, x〉 for x ∈ H .
The subdifferential of the indicator function is the normal cone of C, that
is NC(x) = {u ∈ H : 〈u, y − x〉 ≤ 0 (∀y ∈ C)}, if x ∈ C and NC(x) = ∅
for x /∈ C. The proximal mapping is indeed an extension of the metric
projection. In fact, let f(x) = iC(x), it holds
JrNC(x) = JNC (x) = J∂iC (x) = PC(x) (5)
for any r > 0, where PC : H → C denotes the metric projection on C (see
[7, Example 23.3 and Example 23.4]).
We state the Stolz-Ce´saro theorem, which will be used.
Theorem 2.1. (Stolz-Cesa´ro theorem) Let {ak} and {bk} be two sequences
of real numbers. If bk is positive, strictly increasing and unbounded and the
following limit exists: limk→∞
ak+1−ak
bk+1−bk
= l, then the limit limk→∞
ak
bk
exists
and it is equal to l.
3 Some properties of (Az)
(β)
In this section, we investigate the properties of (Az)
(β) defined by (2). Let S
be the set of solutions of problem (1), i.e., S = {u ∈ H : z ∈ (I+A+B)(u)}.
Under S 6= ∅, the monotonicity of A + B guarantees the uniqueness of the
solution of problem (1) and hence S = {JA+B(z)}.
We introduce some fundamental properties for (Az)
(β) defined by (2).
Proposition 3.1. [3, Propositions 3.1 and 3.2] Let A and B be operators
on H and let β ∈ (0, 1), let z ∈ H, and let (Az)(β) (resp. (Bz)(β)) be the
mapping defined by (2). Then
If A is monotone, then (Az)
(β) is 1−β
β
-strongly monotone;
If A is maximal monotone, then (Az)
(β) is maximal monotone;
JA+B(z) =
1
β
v + z if and only if 0 ∈ ((Az)(β) + (Bz)(β))) (v).
We consider the resolvent of r(Az)
(β) with r > 0. Our method in the next
section need to vary the parameter r at each step. The following result is
important to present an implementable method which is designed to find the
solution to problem (1).
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Proposition 3.2. Let A be a maximal monotone operator on H and let
β ∈ (0, 1), let z ∈ H, let (Az)(β) be the mapping defined by (2), and let r > 0.
Then for any x ∈ H, Jr(Az)(β)(x) = βJ 2r(1−β)
β+r(1−β)
A
(
1
β+r(1−β)
x+ z
)
− βz.
Proof. Let u := Jr(Az)(β)(x) = (I + r(Az)
(β))−1(x). This together with the
definition of (Az)
(β) implies that
x ∈ u+ 2r(1− β)A
(
1
β
u+ z
)
+
1− β
β
ru
=
β + r(1− β)
β
u+ 2r(1− β)A
(
1
β
u+ z
)
= (β + r(1− β))
(
1
β
u+ z
)
+ 2r(1− β)A
(
1
β
u+ z
)
− (β + r(1− β))z.
Thus we have
1
β + r(1− β)x+ z ∈
1
β
u+ z +
2r(1− β)
β + r(1− β)A
(
1
β
u+ z
)
=
(
I +
2r(1− β)
β + r(1− β)A
)(
1
β
u+ z
)
,
and hence
u = β
(
I +
2r(1− β)
β + r(1− β)A
)−1(
1
β + r(1− β)x+ z
)
− βz
= βJ 2r(1−β)
β+r(1−β)
A
(
1
β + r(1− β)x+ z
)
− βz.
Remark 3.1. Arago´n Artacho and Campoy [3, Proposition 3.1] showed that
the resolvent of A
(
1
β
I
)
+ 1−β
β
I is βJA. Proposition 3.2 enhances this result.
We next consider the existence of the solution of problem (1). Using
Propositions 2.1 and 3.1, we establish a new connection between the existence
of fixed points for nonexpansive mappings and the solvability of problem (1).
Theorem 3.1. Let A and B be maximal monotone operators on H and let
T := (2Jr(Bz)(β) − I) ◦ (2Jr(Az)(β) − I), (6)
where Jr(Az)(β) (resp. Jr(Bz)(β)) is the resolvent of r(Az)
(β) (resp. r(Bz)
(β))
for some β ∈ (0, 1) and r > 0. Then
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(i) Fix(T ) 6= ∅ if and only if S 6= ∅;
(ii) S = β
(
Jr(Az)(β)(x)(Fix(T ))− z
)
.
Proof. (1) Let u ∈ Fix(T ). It follows from Proposition 2.1 that
(
(Az)
(β) + (Bz)
(β)
)−1
(0) = Jr(Az)(β)(Fix(T )).
Let v := Jr(Az)(β)(u) ∈
(
(Az)
(β) + (Bz)
(β)
)−1
(0). From Proposition 3.1 (3),
we have
JA+B(z) =
1
β
v + z,
and hence { 1
β
v + z} = S.
For the converse, let u ∈ S. Then define v := β(JA+B(z)− z). It follows
from Propositions 2.1 and 3.1 that
v ∈ ((Az)(β) + (Bz)(β))−1 (0) = Jr(Az)(β) (Fix(T )) .
Therefore, we conclude that Fix(T ) 6= ∅.
(2) From the arguments in the proof of (1), the result is obtained.
Remark 3.2. Theorem 3.1 provides a new necessary and sufficient condition
that guarantees the existence of JA+B(z). The advantage of our results is that
the existence of solution of problem (1) can be interpreted as a fixed point
problem for nonexpansive mapping (2Jr(Bz)(β) − I) ◦ (2Jr(Az)(β) − I). Hence,
some existing results depending on the nonexpansiveness of a mapping are
applicable.
By employing the classical result in [11, Theorem 1] (see also [31, Theorem
3.1.6]), we prove the following result.
Corollary 3.1. Let A and B be maximal monotone operators on H and let
T be defined by (6). Then the following are equivalent:
(i) There exists x ∈ H such that {T k(x)} is bounded;
(ii) S 6= ∅.
Proof. Since T = (2Jr(Bz)(β) − I) ◦ (2Jr(Az)(β) − I) is nonexpansive, by using
the result in [11, Theorem 1], {T k(x)} is bounded if and only if Fix(T ) 6= ∅.
It follows from Theorem 3.1 that {T k(x)} is bounded if and only if S 6= ∅.
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Remark 3.3. The maximal monotonicity of A+B guarantees the existence
of the solution of problem (1). Various qualification conditions have been
presented in the literature to prove maximality of the sum of two maximal
monotone operators (see [27, Theorems 1 and 2], [7, Subchapter 24.1]). For
example, if
0 ∈ sri(domA− domB) (7)
holds, then A + B is maximal monotone. Moreover, (7) holds if one of the
following condition holds
(1) domB = H;
(2) domA ∩ int domB 6= ∅;
(3) 0 ∈ int(domA− domB);
(see, e.g., [7, Corollary 24.4]). Thus, these conditions guarantee the existence
of the solution of (1). However, the solution set S may be empty when (7)
does not hold and the difficulty is how to check that such condition holds.
Corollary 3.1 shows that {T k(x)} can be used to determine the existence of
the solution of problem (1).
4 Convergence analysis
In this section, we will propose a splitting method to solve problem (1). Let
A and B be maximal monotone operators on H . Assume that β ∈ (0, 1),
z0 ∈ H , x0 = βJ 2r0(1−β)
β+r0(1−β)
A
(
1
β+r0(1−β)
z0 + z
)
− βz0, y0 = (1/r0)(z0 − x0) and
let {xk}, {yk} and {zk} be the sequences generated by

xk = βJ 2rk−1(1−β)
β+rk−1(1−β)
A
(
1
β+rk−1(1−β)
(zk−1 + rk−1yk−1) + z
)
− βz,
yk = (1/rk−1)(zk−1 + rk−1yk−1 − xk),
zk = βJ 2rk(1−β)
β+rk(1−β)
B
(
1
β+rk(1−β)
(xk − rkyk) + z
)
− βz.
(8)
where {rk} is a sequence of positive real numbers such that
r0 ∈ (0, 2(1− β)/β) and rk+1 = rk/
√
1 + 2rk(1− β)/β. (9)
We can provide convergence results and rates for the sequence {xk} in
(8).
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4.1 Connections to other existing methods
In this subsection, we present the connections of the proposed iterative
method (8) to existing iterative methods.
By Proposition 3.1, (8) can be stated equivalently as x0 = Jr0(Az)(β)(z0),
y0 = (1/r0)(I − Jr0(Az)(β))(z0) and

xk = Jrk−1(Az)(β)(zk−1 + rk−1yk−1),
yk = (1/rk−1)(zk−1 + rk−1yk−1 − xk),
zk = Jrk(Bz)(β)(xk − rkyk), k = 1, 2, . . . .
(10)
(10) can be considered as an instance of the iterative method for solving the
problem of finding a zero of the sum of monotone operators developed by
Davis and Yin [18, Algorithm 3]. More precisely, we apply their method to
the problem of finding a point v ∈ H such that
0 ∈ ((Az)(β) + (Bz)(β))(v), (11)
where (Az)
(β) and (Bz)
(β) are defined by (2). The main difficulties in imple-
menting (10) lies in the fact that it involves the evaluation of the resolvents
Jrk(Az)(β) and Jrk(Bz)(β), and contains the parameter {rk} which has to be
adjusted adaptively at each iteration. Using Proposition 3.1, (10) can be
implemented by using the resolvents of A and B. In particular, we will
show that the sequence {(1/β)xk + z} converges strongly to JA+B(z), and
‖(1/β)xk+1 + z − JA+B(z)‖ = O(1/k) holds under condition (9). Thus (8)
can considered as the modification of the method in [18].
Next, we consider the connection between (8) and the Douglas-Rachford
splitting method [25]. The Douglas-Rachford splitting method has the fol-
lowing form:
wk+1 = wk + λk(JγB ◦ (2JγA − I)(wk)− JγA(wk)) (12)
where w0 ∈ H , γ ∈ (0,∞) and {λk} ⊂ [0, 2]. The iterative scheme (12) can
be applied to solve the inclusion 0 ∈ (A+B)(u). A general discussion on the
Douglas-Rachford method can be found in [7, Subchapter 25.2]. In (10), we
use a fixed parameter rk := r > 0. Now we define uk+1 := zk + ryk. Then we
have
uk+1 = zk + ryk
= Jr(Bz)(β)(xk − ryk) + zk−1 + ryk−1 − xk
= uk + Jr(Bz)(β)(2Jr(Az)(β)(uk)− uk)− Jr(Az)(β)(uk)
= uk + Jr(Bz)(β) ◦ (2Jr(Az)(β) − I)(uk)− Jr(Az)(β)(uk).
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Thus, the sequence {uk} can be viewed as a special case of (12) for solving
(11) when we keep the parameter rk fixed.
On the other hand, (12) is closely related to the averaged alternating
modified reflections algorithm in [3]. Arago´n Artacho and Campoy consid-
ered the following iterative scheme:
vk+1 = (1−λk)vk+λk
(
2J
( γ2(1−β)Bz)
(β) − I
)
◦
(
2J
( γ2(1−β)Az)
(β) − I
)
(vk), (13)
where v0 ∈ H , γ > 0 and {λk} ⊂ [0, 1] such that
∑
∞
j=0 λj(1−λj) =∞. Note
that (13) is equivalently written as
vk+1 = vk + 2λk
(
J
( γ2(1−β)Bz)
(β) ◦ J
( γ2(1−β)Az)
(β)(vk)− J( γ2(1−β)Az)(β)(vk)
)
(14)
(see [7, Proposition 4.21]), and hence the averaged alternating modified re-
flections algorithm can be viewed as a special case of (12) applied to solve
0 ∈
((
γ
2(1− β)Az
)(β)
+
(
γ
2(1− β)Bz
)(β))
(v).
It is shown in [3, Theorem 3.1] that {JγA(vk + z)} converges strongly to
J γ
2(1−β)
(A+B)(z) when z ∈ ran (I + (γ/2(1− β)) (A+B)). Instead of fixing
the parameter, the varying sequence of parameters {rk} is used in our pro-
posed method (8). Thus, (8) is different but closely related to the averaged
alternating modified reflections algorithm.
4.2 Convergence of (8)
The following theorem concerns the strong convergence and convergence rate
of the sequence {(1/β)xk+1 + z}, where {xk} is generated by (8). We first
prove a proposition which plays important roles in the convergence analysis.
Proposition 4.1. Let A and B be maximal monotone operators such that
S 6= ∅, and let {xk}, {yk} and {zk} be the sequences generated by (8) (or
equivalently (10)). Then the following inequality holds:
(1/r2k+1)‖xk+1 − v‖2 + ‖yk+1 − vA‖2 ≤ (1/r2k)‖xk − v‖2 + ‖yk − vA‖2, (15)
where r > 0, u ∈ Fix(T ), v = J
r(Az)
(β)(u), vA = (1/r)(u − v) and vB =
(1/r)(v − u) such that vA ∈ (Az)(β)(v) and vB ∈ (Bz)(β)(v).
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Proof. The proof is similar to [18, Proposition 3.1], however, for the conve-
nience of the reader, we sketch it here. From the definition of {zk} in (10),
we have
xk − rkyk ∈ zk + rk (Bz)(β) (zk).
Let
vk := (1/rk)(xk − rkyk − zk) ∈ (Bz)(β) (zk).
It follows from the definitions of {vk} and {yk}, we have
rk(yk+1 − yk) = zk − xk+1, (16)
rk(yk+1 + vk) = zk + rkyk − xk+1 + xk − rkyk − zk = xk − xk+1, (17)
and
rk(yk + vk) = rkyk + xk − rkyk − zk = xk − zk. (18)
By using (16), (17) and (18), we have
2rk (〈zk − v, vk〉+ 〈xk+1 − v, yk+1〉)
=2rk (〈zk − xk+1, vk〉+ 〈xk+1 − v, yk+1 + vk〉)
=2rk (〈zk − xk+1, vk + yk〉 − 〈zk − xk+1, yk〉) + 2〈xk+1 − v, xk − xk+1〉
=2〈zk − xk+1, xk − zk〉+ 2〈xk+1 − v, xk − xk+1〉
+ 2rk〈zk − xk+1, vA − yk〉 − 2rk〈zk − xk+1, vA〉
=2〈zk − xk+1, xk − zk〉+ 2〈xk+1 − v, xk − xk+1〉 (19)
+ 2r2k〈yk+1 − yk, vA − yk〉 − 2rk〈zk − xk+1, vA〉.
Applying the relation
2〈a− b, c− a〉 = ‖b− c‖2 − ‖a− c‖2 − ‖b− a‖2
to (19), we have
2rk (〈zk − v, vk〉+ 〈xk+1 − v, yk+1〉)
=‖xk+1 − xk‖2 − ‖zk − xk‖2 − ‖xk+1 − zk‖2
+ ‖v − xk‖2 − ‖xk+1 − xk‖2 − ‖v − xk+1‖2
+ r2k(‖yk − vA‖2 − ‖yk − vA‖2 − ‖yk − yk+1‖2)− 2rk〈zk − xk+1, vA〉
=‖xk − v‖2 − ‖xk+1 − v‖2 − ‖zk − xk‖2 (20)
+ r2k‖yk − vA‖2 − r2k‖yk+1 − vA‖2 + 2rk〈xk+1 − zk, vA〉.
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On the other hand, by (19) and strong monotonicity of (Az)
(β) and (Bz)
(β),
we have
2rk (〈zk − v, vk〉+ 〈xk+1 − v, yk+1〉)
≥2rk(〈zk − v, vB〉+ (1− β)/β‖zk − v‖2
+ 〈xk+1 − v, vA〉+ (1− β)/β‖xk+1 − v‖2)
=2rk(〈xk+1 − zk, vA〉+ (1− β)/β‖zk − v‖2 + (1− β)/β‖xk+1 − v‖2). (21)
By using (20) and (21) we obtain
2rk(〈xk+1 − zk, vA〉+ (1− β)/β‖zk − v‖2 + (1− β)/β‖xk+1 − v‖2)
≤‖xk − v‖2 − ‖xk+1 − v‖2 − ‖zk − xk‖2
+ r2k‖yk − vA‖2 − r2k‖yk+1 − vA‖2 + 2rk〈xk+1 − zk, vA〉,
and hence
(1 + 2rk(1− β)/β)‖xk+1 − v‖2 + r2k‖yk+1 − vA‖2
≤‖xk − v‖2 + r2k‖yk − vA‖2.
Multiplying the inequality by r2k and using (9), we get (15).
We prove the strong convergence of the sequence {xk} generated by (8).
Theorem 4.1. Let A and B be maximal monotone operators and let {xk},
{yk} and {zk} be the sequences generated by (8). If S 6= ∅, then {(1/β))xk+z}
converges strongly to JA+B(z). In particular, the following holds:
‖(1/β)xk+1 + z − JA+B(z)‖ = O(1/k). (22)
Proof. We know that 0 < rk+1 < rk < r0 < 2(1− β)/β (∀k ∈ N). It follows
that the sequence {rk} has the limit. Moreover, it follows from (9) that
limk→∞ rk = 0. Hence, we can further get
lim
k→∞
rk
rk+1
= lim
k→∞
√
1 + 2rk(1− β)/β = 1.
This implies that
(k + 2)− (k + 1)
1
rk+1
− 1
rk
=
rkrk+1
rk − rk+1 =
rkrk+1(rk + rk+1)
r2k − r2k+1
=
rkrk+1(rk + rk+1)
2rkr
2
k+1(1− β)/β
=
rk + rk+1
2rk+1(1− β)/β
=
rk/rk+1 + 1
2(1− β)/β ,
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and thus
lim
k→∞
(k + 2)− (k + 1)
1
rk+1
− 1
rk
=
β
1− β .
So, we can use the Stolz-Cesa´ro theorem with ak := k + 1 and bk :=
1
rk
to
conclude that {(ak − ak−1)/(bk − bk−1)} and {ak/bk} have the same limit.
On the other hand, let r > 0, u ∈ Fix(T ) and v := Jr(An)(β)(u). It follows
from (15) that the following inequality holds for all k ∈ N ∪ {0}:
(1/r2k+1)‖xk+1 − v‖2 + ‖yk+1 − vA‖2 ≤ (1/r2k)‖xk − v‖2 + ‖yk − vA‖2.
Thus, we have
‖xk+1 − v‖2 ≤ r2k+1((1/r20)‖x0 − v‖2 + ‖y0 − vA‖2) = O(1/k2).
From Theorem 3.1 (2), we have
‖(1/β)xk+1 + z − JA+B(z)‖ = ‖(1/β)xk+1 + z − ((1/β)v + z) ‖ = O(1/k).
The proof is complete.
5 Applications
In this section, we provide some concrete problems that reduce to problem
(1). We apply the proposed method (8) to a class of optimization problems
consisting of the sum of three functions. Let z ∈ H and let f, g : H →
(−∞,∞] be proper, lower semicontinuous and convex functions. We consider
the following problem:
minimize
1
2
‖x− z‖2 + f(x) + g(x). (23)
We refer the reader to [16, 17] for more details and applications of problem
(23) and its useful variants in image processing. The solution set of problem
(23) coincides with the solution set of the monotone inclusion problem
find u ∈ H such that z ∈ (I + ∂(f + g))(u).
Under the condition that domf ∩ domg 6= ∅, the maximal monotonicity of
∂(f + g) guarantees the existence and uniqueness of the solution of problem
(23), denoted by proxf+g(z) [31, Theorem 4.6.5], [7, Proposition 16.35]. It is
important to point out that it holds proxf+g(z) = J∂f+∂g(z) when J∂f+∂g(z)
exists [6, Remark 3.4].
From the discussion in Sections 3 and 4 we get the following result. The
proof is similar to that of Corollary 3.1 and Theorem 3.1, and thus is omitted.
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Corollary 5.1. Let z ∈ H and let f, g : H → (−∞,∞] be proper, lower semi-
continuous and convex functions with domf ∩ domg 6= ∅. Assume that β ∈
(0, 1) and {rk} ⊂ (0, 2(1−β)/β) such that (9) holds. Let {xk}, {yk} and {zk}
be the sequences generated by z0 ∈ H, x0 = βprox 2r0(1−β)
β+r0(1−β)
f
(
1
β+r0(1−β)
z0 + z
)
−
βz0, y0 = (1/r0)(z0 − x0) and

xk = βprox 2rk−1(1−β)
β+rk−1(1−β)
f
(
1
β+rk−1(1−β)
(zk−1 + rk−1yk−1) + z
)
− βz,
yk = (1/rk−1)(zk−1 + rk−1yk−1 − xk),
zk = βprox 2rk(1−β)
β+rk(1−β)
g
(
1
β+rk(1−β)
(xk − rkyk) + z
)
− βz.
(24)
The following assertions hold:
(i) J∂f+∂g(z) exists if and only if there exists x ∈ H such that {T k(x)} is
bounded, where T is defined by (6) with A := ∂f and B := ∂g;
(ii) If J∂f+∂g(z) exists, then {(1/β)xk+z} converges strongly to proxf+g(z),
and the convergence rate estimate ‖(1/β)xk+1 + z − proxf+g(z)‖ =
O(1/k) holds.
Remark 5.1. Burachik and Jeyakumar [12] showed that the subdifferential
sum formula ∂(f + g)(x) = ∂f(x) + ∂g(x) (∀x ∈ domf ∩ domg) holds when-
ever epif ∗ + epig∗ is weakly closed [12, Theorem 3.1]. Furthermore, it was
shown that 0 ∈ sri(domf − domg) implies epif ∗ + epig∗ is weakly closed
[12, Proposition 3.2]. Note that under the subdifferential sum formula, the
assumption of the existence of J∂f+∂g(z) in Corollary 5.1 can be removed.
5.1 Minimizing the sum of a strongly convex function
and a weakly convex function
We apply (24) to the minimization of two functions, where one is strongly
convex and the other is weakly convex. Consider the following minimization
problem:
minimize f˜(x) + g˜(x), (25)
where f˜ : H → (−∞,∞] is proper lower semicontinuous strongly convex with
constant γ > 0, and g˜ : H → (−∞,∞] is proper lower semicontinuous weakly
convex with constant ω > 0. (25) contains signal and image processing
problems; see, e.g., [26, 8, 9, 22, 23].
The convergence of the Douglas-Rachford splitting method for (25) was
established in [22] under the assumption γ > ω. In this case, problem (25)
has the unique solution and we denote the unique minimizer by x∗. The
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convergence results of the Douglas-Rachford splitting method for (25) were
shown [22, Theorems 4.4 and 4.6], and the rates of asymptotic regularity for
the corresponding Douglas-Rachford operators were derived [22, Theorems
5.1 and 5.2] under appropriate assumptions.
It is assumed that γ > ω in our discussion. (25) is equivalent to the
following problem:
minimize
γ − ω
2
‖x‖2 + f˜(x)− γ
2
‖x‖2 + g˜(x) + ω
2
‖x‖2. (26)
It follows from [29, Exercise 12.59] and the definition of the weakly convex
function, f˜−(γ/2)‖·‖2 and g˜+(ω/2)‖·‖2 are convex so that the method (24)
can be applied to problem (26). By letting f := (1/(γ−ω))(f˜ − (γ/2)‖ · ‖2),
g := (1/(γ − ω))(g˜ + (ω/2)‖ · ‖2) and z := 0, it holds that J∂f+∂g(0) = x∗
when J∂f+∂g(0) exists and hence J∂f+∂g(0) is a solution of (25). Now, we get
the following result.
Corollary 5.2. Let f˜ : H → (−∞,∞] be proper lower semicontinuous strongly
convex with constant γ > 0, and g˜ : H → R∪ {∞} be proper lower semicon-
tinuous weakly convex with constant ω > 0. Assume that γ > ω, β ∈ (0, 1)
and {rk} ⊂ (0, 2(1−β)/β) such that (9) holds. Let {xk}, {yk} and {zk} be the
sequences generated by by z0 ∈ H, x0 = βprox 2r0(1−β)
β+r0(1−β)
f
(
1
β+r0(1−β)
z0
)
+ βz0,
y0 = (1/r0)(z0 − x0) and

xk = βprox 2rk−1(1−β)
β+rk−1(1−β)
f
(
1
β+rk−1(1−β)
(zk−1 + rk−1yk−1)
)
,
yk = (1/rk−1)(zk−1 + rk−1yk−1 − xk),
zk = βprox 2rk(1−β)
β+rk(1−β)
g
(
1
β+rk(1−β)
(xk − rkyk)
)
,
(27)
where f := (1/(γ−ω))(f˜ − (β/2)‖ · ‖2) and g := (1/(γ−ω))(g˜+(ω/2)‖ · ‖2).
The following assertions hold:
(i) J∂f+∂g(0) exists if and only if there exists x ∈ H such that {T k(x)} is
bounded, where T is defined by (6) with z := 0, A := ∂f and B := ∂g;
(ii) If J∂f+∂g(0) exists, then {(1/β)xk} converges strongly to x∗, and the
convergence rate estimate ‖(1/β)xk+1 − x∗‖ = O(1/k) holds, where x∗
is the unique minimizer of (25).
Remark 5.2. In [22], Guo, Han and Yuan showed the o(1/
√
k) rate of
asymptotic regularity for the Douglas-Rachford operator [22, Theorems 5.1
and 5.2]. However, it does not seem obvious how to estimate the distance
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between the sequences of iterates and the solutions. Furthermore, under the
metric subregularity assumption [19, p. 183] on (25), they established the lo-
cal linear convergence rate [22, Theorem 6.1]. In Corollary 5.2, we show that
‖(1/β)yk−x∗‖ converges to zero at the rate of O(1/k) without any additional
restrictions on f˜ and g˜.
5.2 Best approximation problems
Let C and D be closed convex subsets in H with nonempty intersection and
let z ∈ H . Problem (23) contains as a special case the best approximation
problem:
minimize
1
2
‖x− z‖2 + iC(x) + iD(x), (28)
where iC and iD are the indicator functions of the sets C and D. It is im-
portant to point out that it holds PC∩D(z) = JNC+ND(z) when JNC+ND(z)
exists. (28) contains a wide variety of problems such as covariance design,
constrained least-squares matrix and signal recovery problems, and the ana-
lytic expressions for the metric projections onto the constraints sets of these
problems were developed; see, e.g., [30, 21, 14, 16] and the references therein.
Now let us apply (24) to problem (28). By letting f := iC and g := iD,
(24) is reduced to z0 ∈ H , x0 = βPC
(
1
β+r0(1−β)
z0 + z
)
−βz0, y0 = (1/r0)(z0−
x0) and 

xk = βPC
(
1
β+rk−1(1−β)
(zk−1 + rk−1yk−1) + z
)
− βz,
yk = (1/rk−1)(zk−1 + rk−1yk−1 − xk),
zk = βPD
(
1
β+rk(1−β)
(xk − rkyk) + z
)
− βz.
(29)
The evaluation of PC∩D(z) is in general difficult, but each step of our method
requires only the projections PC and PD onto the sets C and D respectively.
We get the following result.
Corollary 5.3. Let z ∈ H and let C and D be closed convex subsets in
H with nonempty intersection. Assume that β ∈ (0, 1) and {rk} ⊂ (0, 2(1−
β)/β) such that (9) holds. Let {xk}, {yk} and {zk} be the sequences generated
by (27). The following assertions hold:
(i) JNC+ND(z) exists if and only if there exists x ∈ H such that {T k(x)} is
bounded, where T is defined by (6) with A := NC and B := ND;
(ii) If JNC+ND(z) exists, then {(1/β)xk+z} converges strongly to PC∩D(z),
and the convergence rate estimate ‖(1/β)xk+1+z−PC∩D(z)‖ = O(1/k)
holds.
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Remark 5.3.
(i) Burachik and Jeyakumar [13] showed that the normal cone intersection
formula NC∩D(x) = NC(x) + ND(x) (∀x ∈ C ∩ D) holds whenever
epiσC + epiσD is weakly closed [13, Theorem 3.1]. Furthermore, it was
shown that 0 ∈ sri(C −D) implies epiσC + epiσD is weakly closed [13,
Proposition 3.1]. Arago´n Artacho and Campoy [1, Proposition 4.1]
showed that the normal cone intersection formula is equivalent to the
following condition:
q − PC∩D(q) ∈ (NC +ND)(PC∩D(q)) (∀q ∈ H).
Note that under the normal cone intersection formula, the assumption
of the existence of JNC+ND(z) in Corollary 5.3 can be removed.
(ii) The convergence results of the averaged alternating modified reflections
method for solving problem (28) were obtained in [1, Theorem 4.1] (see,
also [3, Corollary 3.1]). This method is based on the Douglas-Rachford
splitting method and generates the sequence of iterates which converges
strongly to PC∩D(z). However, it seems that the estimate of conver-
gence rate for the method has not been considered. On the other hand,
it is shown that the sequence generated by the Douglas-Rachford split-
ting method convergences to the solution to (28) with a linear rate when
C and D are closed subspaces, and C + D is closed [4]. However, it
is worth mentioning that the Douglas-Rachford splitting method can be
slow without such requirements [4, Section 6] (see also [18, Subsection
3.4] for related results). (27) can provide O(1/k) convergence rate es-
timate for the distance between the sequence of iterates and PC∩D(z).
6 Conclusion
In this paper, we proposed a splitting method for finding the resolvent of
the sum of two maximal monotone operators. Our method is based on the
accelerated variant of the three operator splitting method developed in [18].
The method was proved to be strongly convergent to the solution and the
O(1/k) convergence rate estimate was also established. Finally, we gave
some concrete examples and showed how the method can be applied to such
examples.
The behavior of the averaged alternating modified reflections algorithm
can be estimated from the computational experience reported for the best
approximation problem of two subspaces [1, 2] and the continuous-time op-
timal control problem [5]. Numerical results show a very good performance
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from the algorithm, compared to the other existing methods. In particular,
the numerical results in [2] show that the algorithm exhibits a linear rate of
convergence. Hence, it is natural to ask if the linear convergence holds when
(29) is applied to two subspaces, or to give a counter example, if it does not.
We leave this as one of our future research topics.
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