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1Introduction
”Church holds strong Zarathustra.”
– Potts
It remains a mystery how children acquire natural languages; languages far beyond the
few symbols that a young chimp struggles to learn, and with complex rules that incompara-
bly surpass the repetitive structure of bird songs. How should one explain the emergence of
such a capacity from the basic elements of the nervous system, namely neuronal networks?
To understand the brain mechanisms underlying the language phenomenon, specifically
sentence construction, different approaches have been attempted to implement an artificial
neural network that encodes words and constructs sentences (see e.g. (Hummel, J.E. and
Holyoak, 1997; Huyck, 2009; Velde and de Kamps, 2006; Stewart and Eliasmith, 2009)).
These attempts differ on how the sentence constituents (parts) are represented—either indi-
vidually and locally, or in a distributed fashion—and on how these constituents are bound
together.
In LISA (Hummel, J.E. and Holyoak, 1997), each sentence constituent (either a word, a
phrase, or even a proposition) is represented individually by a unit—intended to be a popu-
lation of neurons (Hummel and Holyoak, 2003)—and relevant constituents synchronously
get activated in the construction of a sentence (or the inference of a proposition). Con-
sidering the productivity of the language—the ability of humans to create many possible
sentences out of a limited vocabulary—this representation results in an exponential growth
1
in the number of units needed for structure representation.
In order to avoid this problem, Neural Blackboard Architectures (Velde and de Kamps,
2006) were proposed as systems endowed with dynamic bindings between assemblies of
words, roles (e.g. theme or agent), and word categories (e.g. nouns or verbs). A neu-
ral blackboard architecture resembles a switchboard (a blackboard) that wires sentence
constituents together via circuits, using highly complex and meticulously (unrealistic) or-
ganized connections.
As opposed to localized approaches, in a Vector Symbolic Architecture (Gayler, 2003;
Plate, 1991), words are represented in a fully distributed fashion on a vector. The words are
bound (and merged) together by algebraic operations—e.g. tensor products (Smolensky,
1990) or circular convolution (Plate, 1991)—in the vector space. In order to give a biolog-
ical account, some steps have been attempted towards the neural implementation of such
operations (Stewart and Eliasmith, 2009).
Another distributed approach was toward implementing a simple recurrent neural net-
work that predicts the next word in a sentence (Elman, 1991). Apart from the limited lan-
guage size that the network could deal with (Elman, 1993), this system lacked an explicit
representation of syntactic constituents, thus resulting in a lack of grammatical knowledge
in the network (Borensztajn, 2011; Velde and de Kamps, 2006).
However, despite all these attempts, there remains the lack of a neural model that ad-
dresses the challenges of language size, semantic and syntactic distinction, word binding,
and word implementation in a neurally plausible manner.
We are exploring a novel approach to address these challenges, that involves first con-
structing an artificial language of intermediate complexity and then implementing a neural
network, as a simplified cortical model of sentence production, which stores the vocab-
ulary and the grammar of the artificial language in a neurally inspired manner on two
components: one semantic and one syntactic.
As the training language of the network, we have constructed BLISS (Pirmoradian and
Treves, 2011), a scaled-down synthetic language of intermediate complexity, with about
150 words, 40 production rules, and a definition of semantics that is reduced to statistical
dependence between words. In Chapter 2, we will explain the details of the implementation
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of BLISS.
As a sentence production model, we have implemented a Potts attractor neural network,
whose units hypothetically represent patches of cortex. The choice of the Potts network,
for sentence production, has been mainly motivated by the latching dynamics it exhibits
(Kropff and Treves, 2006); that is, an ability to spontaneously hop, or latch, across memory
patterns, which have been stored as dynamical attractors, thus producing a long or even
infinite sequence of patterns, at least in some regimes (Russo and Treves, 2012). The goal
is to train the Potts network with a corpus of sentences in BLISS. This involves setting first
the structure of the network, then the generating algorithm for word representations, and
finally the protocol to train the network with the specific transitions present in the BLISS
corpus, using both auto- and hetero-associative learning rules. In Chapter 3, we will explain
the details of the procedure we have adapted for word representation in the network.
The last step involves utilizing the spontaneous latching dynamics exhibited by the
Potts network, the word representation we have developed, and crucially hetero-associative
weights favouring specific transitions, to generate, with a suitable associative training pro-
cedure, sentences ”uttered” by the network. This last stage of spontaneous sentence pro-
duction by the network has been explained in Chapter 4.
3
4
2BLISS: an Artificial Language for
Learnability Studies
”A noble sword fights for Ahuramazda.”
– BLISS
In cognitive science, Artificial Language Learning (ALL) has become a prevailing
paradigm for studying language acquisition (Saffran et al., 1996; Christiansen, 2000; Pena
et al., 2002; Petersson et al., 2010). ALL involves training human adults (Friederici et al.,
2002) and sometimes infants (Gomez, 2000) on artificial languages with particular struc-
tural constrains, and then testing their acquisition of structural information about the minia-
ture languages they were briefly exposed to. The complexity of natural languages makes
it difficult to isolate factors critical in language learning; consequently, artificial languages
are used, instead, to control more precisely the environment of language learning and study
selected aspects of natural languages.
ALL seems to be a valid tool for investigating natural language acquisition and pro-
cessing. Several studies of event-related potential (Mueller et al., 2009) and neuroimaging
(Petersson et al., 2010) have shown similar brain activation in both artificial language and
natural language processing.
In addition, similar ALL paradigms have been administered to synthetic agents, such
as artificial intelligence expert systems or connectionist networks (Kinder and Lotz, 2009),
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which could not be possibly confronted with the daunting complexity of a natural language.
Artificial languages applied in both cognitive and computational studies, however, are
usually designed on an ad hoc basis, and they typically include so few of the elements of
a natural language, e.g. so few words and syntactic categories, as to make generalizations
and the test of wide-ranging hypotheses entirely dependent on one’s theoretical assump-
tions. In some studies, toy grammars are used to generate structured sequences without
any reference to even the most basic structural patterns of natural languages (the controver-
sial language universals) (Reber, 1967; Knowlton and Squire, 1996); while in others, which
may include basic syntactic categories and phrase structure rules (Friederici et al., 2002;
Opitz and Friederici, 2003), the rules and categories are so few as to raise questions as to
how the properties investigated scale up in larger and more complex systems, which e.g.
require the interaction of properties hitherto studied separately.
The aim of the present study is the construction of an artificial language, called BLISS,
for Basic Language Incorporating Syntax and Semantics, which mimics natural languages
by possessing a vocabulary, syntax, and semantics. Importantly, the degree of complexity
of the language is designed having the size limitations of synthetic agents in mind, so as
to allow for the use of equivalent corpora with human subjects and with computers, while
aiming for reasonable linguistic plausibility.
BLISS is generated by different language models. The term language model usually
refers, in natural language processing contexts, to a model for predicting the next word
given previous words (Manning and Schuetze, 1999). In this study, the number of degrees
of freedom, in this sense, is effectively reduced by using the grammar, which groups words
into lexical classes and thus restricts the domain of the next word.
BLISS is generated by a context-free grammar of limited complexity with about 40
production rules, with probabilities that were drawn from the Wall Street Journal (WSJ)
corpus. It contains function words, inflectional suffixes, and some embedding structure.
These grammatical features were introduced to enable experiments to investigate the ability
for abstract pattern acquisition (Marcus et al., 1999; Gomez, 2000), the special role of
function words (Hochmann et al., 2010), the role of suffixes (Ullman et al., 2005), and
especially hierarchical structures (de Diego-Balaguer et al., 2011; Bahlmann et al., 2008)
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in humans.
The BLISS vocabulary contains about 150 words, which belong to different lexical cat-
egories such as noun, verb, adjective, etc., and which were selected from the Shakespeare
corpus. There are several studies investigating category learning in humans (Lany and Saf-
fran, 2010), and BLISS is intended to facilitate e.g. the analysis of the representation of
distinct lexical categories.
Semantics is defined in BLISS as the statistical dependence of each word on other
words in the same sentence, as determined solely by imposing constraints on word choice
during sentence generation. We have applied different methods of weighing the preceding
words so to determine which words come next. This should allow using BLISS to study at
least rudimentary aspects of the emergence of semantic categories.
In contrast to small artificial languages that mostly focus on a single issue, BLISS
provides us with several features of natural languages, including an interaction between
syntax and semantics, function words, some nested structures, and at the same time BLISS
can generate in no time corpora with representative sampling, avoiding at least in principle
the problem of limited sampling of linguistic structures.
The structure of this chapter is as follows: the next section introduces the language
components of BLISS: grammar, lexicon, and semantics. After that, we describe the way
we fine tune the syntactic, lexical, and semantics components by deriving statistics from
real corpora, thus defining different language models. Then, the methods used to compare
the corpora generated by different language models are explained. Finally, we report the
results obtained from the comparison between language models.
2.1 Basic Architecture of the Artificial Language
The architecture of BLISS is composed of a formal grammar, lexicon, and semantics. A
formal grammar is a set of production rules for generating sentences from the vocabulary
of the language. The lexicon of a language is its vocabulary, including its words and ex-
pressions. Though denoting a range of ideas, the term ”semantics”, in this study, focuses on
statistical dependence between words, beyond that due to production rules. In this section,
7
we describe how these three components were designed in BLISS.
2.1.1 Grammar
The grammar assigned to BLISS is a Probabilistic Context-Free Grammar (PCFG). A
PCFG is a 5-tuple G=(N, Σ, P, S, D). In this tuple, N is a set of nonterminal symbols
that indicate phrasal categories (e.g. verb phrase) and lexical categories (e.g. verb). Σ is a
set of terminal symbols which refer to the vocabulary (e.g. sword). P is a set of production
rules, each of the form A→ β, where A is a nonterminal and β is a string of symbols from
the infinite set of strings (Σ∪N)∗, where ∪ denotes set union and ∗ is the Kleene star, used
as an operator to concatenate zero or more strings from a given set (namely, (Σ∪N )). S is
a designated start symbol, and D is a function which assigns probabilities to each rule in P,
expressing the probability that the given nonterminal A will be expanded to the sequence
β; it is often denoted as P (A→ β) or as P (A→ β|β), where the sum of the probabilities
of all possible expansions of a nonterminal is equal to 1 (Jurafsky and Martin, 2000).
The choice of the PCFG model has mainly been motivated by its simplicity and its
context-independence assumption. PCFGs are the simplest model for tree structures—
useful for capturing the complex recursive structure of natural languages—and they form
the backbone of any more complex model (such as probabilistic tree-substitution gram-
mar). The context-independence assumption is useful for our study as we have aimed to
separately introduce the contextual information into BLISS for having a better control.
However, with the strong independence assumptions of the PCFG, two relatively sepa-
rate sources of contextual information are ignored (Manning and Schuetze, 1999): lexical
context and structural context. The structure probability of a sentence is influenced by the
words in a sentence; for example, the chance of a verb phrase expanding as a verb followed
by two noun phrases is much more likely with ditransitive verbs like tell, than with other
verbs. To address this simple problem (among many other problems that the lack of the
lexical information can raise), we incorporated some lexical information into the BLISS
grammar by defining different verb types (e.g. transitive, intransitive, . . . ). PCFGs are
also deficient on purely structural grounds, as they ignore the dependence on the relative
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position in a parse tree; for instance, the probability of a noun phrase expanding in a cer-
tain way is independent of its position in the tree.This assumption is wrong, as for example
in English, Pronouns and proper nouns appear much more commonly in subject position
than in object position. These limitations have been addressed in other statistical models
(e.g. lexicalized PCFGs (Charniak, 1995) or left-corner parsers (Rosenkrantz and Lewis,
1970)), that we do not use in the current implementation of the BLISS for simplicity.
In the Chomsky hierarchy (Chomsky, 1959), a context-free grammar, as opposed to a
regular grammar, can have center-embedded recursion (of the form P(A → αAβ)), such
as relative clauses within a sentence. Context-free languages with center-embedded re-
cursion cannot be generated by a finite state automaton (Chomsky, 1959). In the BLISS
grammar, for simplicity, the only recursion structure is that-complement-clause preceded
by embedding verbs such as think, believe, know, etc. Obviously the grammar could easily
be extended to have more complex syntactic structure.
The BLISS PCFG in its current implementation (v1.1) consists of 39 nonterminal
symbols, 150 terminal symbols, and 40 production rules with their assigned probabilities
(See Table 2.1 for samples and Table 2.4 in Appendix for the full grammar). Nontermi-
nal symbols, represented by <.>, include the start symbol (S), singular and plural noun
phrases (NP1/NP+), verb phrases (VP1/VP+), determiner phrases (DP1/DP+), preposi-
tional phrases (PP), nouns (Noun1/Noun+), verbs (Verb1/Verb+), adjectives (Adj), prepo-
sitions (Prep), and a complementizer (ThatClz); each of which was subcategorized as listed
in Table 2.2. The procedure of selecting terminal symbols is discussed in section Lexicon.
The way we enumerated the production rules is indicated in Table 2.1.
Further, inflectional suffixes used in the grammar are: -s plural (e.g. swords), -s third
person singular present (e.g. kills), and -n’t negative (e.g. don’t).
Using the context freeness assumption and the chain rule, it follows that the probability
of a a particular derivation sequence der derived by a PCFG is defined as the product of
the probabilities of all the rules r used to expand each left-hand-side nonterminal in the
derivation sequence (Jurafsky and Martin, 2000):
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Table 2.1: Samples of the BLISS PCFG and of its lexicon.
No. Rule Probability
1 <S> → <DP1><VP1> 0.50
2 → <DP+><VP+> 0.50
3 <VP1> → <Verb1> 0.85
4 → <Neg1><Verb1> 0.15
5 <Verb1> → <TransVerb><DP> 0.37
6 → <IntransVerb1> 0.41
7 → <EmbedVerb1><S> 0.07
8 → . . . . . .
9 <Noun1> → sword 0.13
→ dog 0.05
→ . . . . . .
10 <TransVerb1> → kills 0.03
→ guards 0.02
→ . . . . . .
Table 2.2: Lexical categories, with examples. The last column indicates the number of
words of the corresponding subcategory which are used in the BLISS grammar.
Lexical Category Subcategories Nonterminal Symbols Words No.
Verbs intransitive <IntransVerb1> comes, dies, . . . 8
monotransitive <TransVerb1> loves, guards, . . . 20
ditransitive <DitransVerb1> gives, brings 2
embedding <EmbedVerb1> wishes, believes, . . . 7
Nouns common <Noun1> sword, dog, . . . 18
proper <PropNoun1> Zarathustra, Ahuramazda, . . . 4
Determiners article <Det1> the, a 2
demonstrative <Dems1> this, that 2
Prepositions following nouns <PP-n> of, in, with, on 4
following ditransitive
verbs
<PP-vb > to 1
following verbs <PP-to> for, in, with 3
Complementizers <ThatClz> that 1
Adjectives <Adj> great, noble, . . . 18
P (der) =
∏
i
P (ri). (2.1)
The probability of a sentence produced by a PCFG is the sum of the probabilities of all
the possible derivations that generate the sentence:
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P (S) =
∑
der
P (der, S) =
∑
der
P (der)P (S|der) =
∑
der
P (der); (2.2)
considering the BLISS grammar, there is only one possible derivation for each BLISS
sentence.
In a derivation sequence producing a sentence, there are some production rules which
contain only nonterminals on their right hand side (excluding the nonterminals that expand
to the terminals or words). We define the collection of these production rules as the under-
lying structure that generate the corresponding sentence, and we denote it as str, and the
probability of this sequence derived by grammar G is denoted as P (str) or more precisely
as P (str|G). We will later need this definition when we introduce semantics; using differ-
ent semantics models, we will manipulate the choice of words (selected by the grammar)
with regard to other words in the same sentence.
2.1.2 Lexicon
The BLISS lexicon contains about 150 lexical words, including singular and plural forms.
The words were extracted from the Shakespeare corpus, which includes about 1,000,000
word tokens, as multiple occurrence of about 27000 word types (vocabulary words). The
BLISS lexicon contains different category of words such as nouns, verbs, adjectives (con-
tent words), and prepositions, articles, demonstratives, complementizer (function words),
as listed in Table 2.2. The content words (except for proper nouns) were selected from a set
of high frequency words in the Shakespeare corpus. The selection was unique, regardless
of either singular or plural form. For common nouns, after extracting frequent nouns from
Shakespeare, we chose among them some which were shared with a database (McRae et
al., 2005), in which a set of feature norms were collected for 541 living and non-living
basic-level concepts. Knowing the feature norms of BLISS nouns enables us to derive dis-
tributional statistics, when desirable, from these norms, such as their pairwise correlation.
Further, BLISS common nouns were chosen so as to be categorized into animates (e.g. dog,
horse, . . . ), buildings (e.g. church, house, . . . ), and objects (e.g. sword, crown, . . . ).
As proper nouns, we selected four singular proper nouns (Zarathustra, Ahuramazda,
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Ahriman, Yasmin) and two plural proper nouns (Magi, Greeks), inspired by Friedrich Ni-
etzsche’s Thus Spake Zarathustra.
2.1.3 Semantics
In BLISS, semantics is defined as the statistical dependence of each word on other words
in the same sentence, purely determined by imposing constraints on word choice during
sentence generation. After the grammar chooses a legal lexical category by production
rules, the words of the chosen category compete for the appearance in a sentence on the
basis of their relative frequency and joint probabilities, which were extracted from the
Shakespeare corpus, following a procedure to be explained later.
2.2 Tuning the Components to Produce Full Language Mod-
els
After designing a general BLISS grammar and vocabulary of intermediate complexity, we
aim to make it as natural as possible. Therefore, we adjust the transition probabilities of
grammar rules, from nonterminals to either nonterminal or terminal symbols, as well as the
joint frequency between pairs of words, to real corpora. We choose two corpora, the WSJ
and Shakespeare. In this section the procedure followed for this adjustment is explained.
Additionally, we elaborate on our definition of semantics and the difference between the
four language models we introduce.
2.2.1 Extraction of Statistics from Real Corpora
In the BLISS grammar, the probabilities of transitions from nonterminal to nonterminal
symbols, i.e. between phrasal and lexical categories, were adjusted to the statistics derived
from the WSJ corpus1, a syntactically annotated corpus, with about 1,000,000 word tokens
and 38000 word types. Using tgrep2 software, we derived the frequency of all lexical cat-
egories which were used in the BLISS grammar and a probability was assigned to each
1Treebank-3 release of the Penn Treebank project
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category according to its derived frequency. The transition probability of nonterminal sym-
bols to function words, i.e. prepositions, determiners, and auxiliary verbs, were adjusted to
WSJ as well.
On the other hand, the transition probabilities from lexical categories to content words
were extracted from the Shakespeare corpus, to give it a less prosaic feel. These probabil-
ities of words are called prior probabilities in this paper, i.e. prior to the choice of other
words in the same sentence. The same nouns and verbs as well as their probabilities were
used for singular and plural categories (for example, see probabilities in the rules starting
with <N1> and <N+> in Table 2.4). Proper nouns were set as equiprobable in BLISS
(see <PropN1> and <PropN+> in Table 2.4).
Beside the frequency of single words (1st order statistics), the joint frequency of word-
pairs — 2nd order statistics — was also extracted from the Shakespeare corpus. The joint
frequency f(wi, wj) was calculated for each pair of content words (nouns, verbs, adjec-
tives); not for function words and not for Proper Nouns. f(wi, wj) is the number of
Shakespeare sentences in which the content words (wi, wj) orderly appear together con-
secutively or non-consecutively. Because of the poetic style in Shakespeare, having very
long sentences with many short phrases, we counted the occurrence of a word-pair within
a window of 5 words in a sentence. The probability of a word-pair P (wi, wj) is calculated
by dividing its frequency, which is extracted from the Shakespeare corpus, by the number
of all the possible word-pairs (all pairs of the BLISS content words, excluding the proper
nouns).
2.2.2 Different Semantics Models
After the extraction of the probability of grammar rules, of words, and of the joint frequen-
cies from real corpora, we construct alternative language models based on the different
selection algorithms applied for choosing content words. After a legal lexical category is
selected by the grammar, the words of the chosen category compete for the appearance in
a sentence based on their selection probability. The selection probability of content word
wn at position n is calculated as a weighted sum of the prior probability of the word (the
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probability encoded in the grammar G) and its semantics probability, which is the condi-
tional probability of the word given the preceding words w1..wi..wn−1 in the same sentence
(denoted as the history h in Eq.2.3). The probability function P which is applied as the se-
lection probability of the next word in a sentence is
P (wn|h,G) = (1− g) ∗ Pprior(wn|G) + g ∗ Ps(wn|h), (2.3)
where
Ps(wn|h) = 1
C
(c1P (wn|w1) + ...+ cn−1P (wn|wn−1)) , (2.4)
and g is a semantics coefficient, which is set to zero when the selection of a word only
depends on the grammar, with no dependence on other words in the sentence. Semantics
can then be switched on and off by changing the parameter g.
In Eq. 2.3, Pprior and Ps denote prior probability and semantics probability, respec-
tively. The ci’s are dependence coefficients, and C =
∑n−1
i=1 ci; if ci 6= 0, the word wi is
called a semantically effective word. The conditional probabilities P (wn|wi) between con-
tent words were adjusted to the Shakespeare corpus in the manner explained in the previous
section (and they are zero when either or both are function words); the sum of conditional
probabilities given a history word wi is equal to 1, where the sum is over all competing
words belonging to the same lexical category that is selected by the grammar to appear at
position n, namely
∑
k P (w
k
n|wi) = 1.
The probability of sentence S = w1...wi...wN , which is generated using the BLISS
grammar, G, and whose words are selected given the sentential context, h, reads:
P (S|h,G) = P (str|G) ∗
N∏
i=1
P (wi|h,G), (2.5)
where P (str|G) is the probability of the underlying structure of the sentence (see section
2.1.1), and P (wi|h,G) is the selection probability of each word (Eq. 2.3).
Based on different choices of parameters in the semantics probability function (Eq. 2.4),
4 different language models, 3 with semantics and one without semantics, were defined: the
Exponential, Subject-Verb, Verb-Subject, and No-Semantics models.
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Exponential Language Model
In the Exponential model, all preceding content words in a sentence affect the next word;
dependence coefficients in the semantics probability function (Eq. 2.4) are exponential
functions of the distance between preceding words and the current word, ci = eλ(i−n); that
is, words at the beginning of a sentence are less effective than the words which are close to
the word currently being selected. Thus, the semantics probability function looks like
Ps(wn|h) =
1
C
(
eλ(1−n)P (wn|w1) + ...+ eλ(−1)P (wn|wn−1)
)
,
(2.6)
where λ > 0 is a temporal decay coefficient. An illustration is given in Figure 2-1a for the
sentence The bloody sword kills, which according to the grammar is to be followed by a
plural noun (Figure 2-1b); all words in this lexical category compete to be chosen. The se-
lection probability of each word, e.g. crowns, dogs, rocks, . . . , is measured as the weighted
sum of their prior probability (Figure 2-1b), and their semantics probability (Eq. 2.6). In
Figure 2-1a, as λ = 1/3, since the distance between kill and the new word is 1, the depen-
dence coefficient of the effective word kill is e−(1/3). Note that, in the example, rocks are
likely to have been the instrument rather than the object of several Shakespearian killings.
Our semantics models, however, are unfortunately insensitive to such subtle distinctions;
hence a certain quirkiness of the resulting sentences.
Subject-Verb Language Model
In the Subject-Verb model, we presume the subject and verb of a sentence to quite strongly
influence which word will come next. Therefore, the semantics probability is only affected
by the subject and verb of a clause. The dependence coefficients of other words, other than
the subject and verb of the clause, are zero:
Ps(wn|h) =
csubjectP (wn|wsubject) + cverbP (wn|wverb) ,
(2.7)
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a
The bloody sword kills ...
swords 0.35
calves 0.07
houses 0.05
. . .
0
e
− 3
3
e
− 2
3
e
− 1
3
b
<Noun+>→ houses [0.18] | swords [0.13] | calves [0.02] | . . .
Figure 2-1: An example of the Exponential model. (a) The words of plural nouns com-
pete for the appearance in the currently generated sentence The bloody sword kills. Their
prior probabilities represented in (b) are modified by the effect of the preceding con-
tent words, with an exponential factor, and turned into the probabilities written in red
in the box; the words that are highly affected by turning on the semantics (g = 1.0)
are written. The conditional probabilities of words extracted from the Shakespeare cor-
pus are P (swords|bloody) = 0.38, P (houses|bloody) = 0.15, P (calves|bloody) =
0.0; P (swords|sword) = 0.28, P (houses|sword) = 0.05, P (calves|sword) = 0.0;
P (swords|kills) = 0.38, P (houses|kills) = 0.0, P (calves|kills) = 0.15.
where csubject + cverb = 1 (the normalization factor, C, is omitted as C = 1). If there is
still no verb in a sentence, csubject = 1. Moreover, in case of a that-complement-clause, the
subject and verb of the specific clause (either the main clause or the complement clause)
to which the currently selected word belongs are those considered as effective words. In
Figure 2-2, only the subject and verb of the sentence The bloody sword kills, i.e. sword
and kills respectively, are effective, and in this example csubject = 0.2, and cverb = 0.8. As
illustrated, the selection probabilities of the competing words (Figure 2-2a) are different
from the prior probabilities of these words (Figure 2-2b).
When the subject and verb of a sentence are chosen, they influence not only the choice
of successive words, but also the words previously produced in the same sentence. In the
example, the word bloody might be another adjective, which replaces it as another word
more likely to appear with the subject sword and the verb kill.
Verb-Subject Language Model
In the Verb-Subject model, only the subject and the verb affect the semantics probability
of other words in the sentence or clause, same as in the Subject-Verb model, and with the
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a
The bloody sword kills ...
swords 0.36
calves 0.12
houses 0.01
. . .
0
0
0.2
0.8
b
<Noun+>→ houses [0.18] | swords [0.13] | calves [0.02] | . . .
Figure 2-2: An example of the Subject-Verb model. (a) The words of plural nouns com-
pete for the appearance in the currently generated sentence The bloody sword kills. Their
prior probabilities represented in (b) are influenced only by the subject (sword) and the
verb (kills) of the sentence and are changed to the probabilities written in red in the
box. The subject and verb of a sentence constraint the choice of not only the succes-
sive words but also those already generated; that is, the word bloody might replace an-
other adjective less probable to appear with sword and kills. The words that are highly
affected by turning on the semantics (g = 1.0) are written in the box. The conditional
probabilities of words extracted from the Shakespeare corpus are P (swords|sword) =
0.28, P (houses|sword) = 0.05, P (calves|sword) = 0.0; P (swords|kills) = 0.38,
P (houses|kills) = 0.0, P (calves|kills) = 0.15.
same probability. However, in the Verb-Subject model, first a verb is chosen and then a
noun that is likely to appear with the chosen verb is selected as the subject. Figure 2-3
illustrates the difference between these two models. As shown in Figure 2-3a for the Verb-
Subject model, first the verb kills was chosen, then a subject among the possible nouns, e.g.
sword, dog, rock, . . . ; whereas as shown in Figure 2-3b for the Subject-Verb model, first
the subject was chosen, i.e. sword, next the verb. As depicted in this figure, the selection
probability of either noun (a) or verb (b) is different from their prior probability in (c) and
(d), respectively.
No-Semantics Language Model
In the No-Semantics model, the semantics is switched off, i.e. g = 0 in Eq. 2.3. As Figure
2-4a shows, preceding words do not have any effect on the selection probability of currently
selected words, which is the same as the prior probability of these words (Figure 2-4b).
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a
The bloody ... kills
sword 0.38
calf 0.15
house 0.00
. . .
0
0
1
b
The bloody sword ...
kills 0.15
gets 0.12
loves 0.06
. . .
0
0
1
c
<Noun+>→ house [0.18] | sword [0.13] | calf [0.02] | . . .
d
<TransVerb1>→ loves [0.23] | kills [0.04] | gets [0.04] | . . .
Figure 2-3: An example of the Verb-Subject vs. the Subject-Verb model. (a) In the Verb-
Subject model, first the verb, i.e. kills, is chosen by its prior probability, 0.03 in (d). Then,
the words of singular nouns compete with probabilities that are influenced by the verb,
thus their prior probabilities (c) will change to the probabilities written in red in the box.
(b) In the Subject-Verb model, first the subject, i.e. sword, is chosen by its prior proba-
bility, 0.13 in (c). Then the words of singular transitive verbs compete with probabilities
that are influenced by the subject, so their prior probabilities (d) will change to the prob-
abilities written in red in the box. In both of the models, the subject and verb influence
the choice of not only the following words but also the preceding words, e.g. bloody.
The words that are highly affected by turning on the semantics (g = 1.0) are written in
each box. The conditional probabilities of words relevant for the Verb-Subject model are
P (sword|kills) = 0.38, P (calf|kills) = 0.15, P (house|kills) = 0.00. The conditional
probabilities of words relevant for the Subject-Verb model are P (kills|sword) = 0.15,
P (gets|sword) = 0.12, P (loves|sword) = 0.06.
Generating Corpora without Grammar
As a control to measure the effect of grammar in BLISS, we produced corpora without
following a grammar, although one of the semantics models explained earlier was adopted
in one variant.
Unigram: Assuming entire independence between words of a sentence, we used the so-
called Unigram language model, in which the selection probability of a word is its relative
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a
The bloody sword kills ...
houses 0.18
swords 0.13
calves 0.02
. . .
0
0
0
0
b
<Noun+>→ houses [0.18] | swords [0.13] | calves [0.02] | . . .
Figure 2-4: An example of the No-Semantics model. (a) The words of plural nouns com-
pete by their prior probabilities in (b), not influenced by the preceding words.
frequency in a corpus generated by the No-Semantics model; the relative frequency of the
word wn is the number of times the word appears in the corpus, C(wn), divided by the total
number of word tokens N in the entire corpus:
P (wn|h,G) = P (wn) = C(wn)
N
; (2.8)
both the preceding words, h, and the grammar, G, are disregarded in the selection of the
word.
Exp-NoSyntax: To measure merely the effect of semantics, in the absence of grammar,
we defined an Exp-NoSyntax model in which the semantics effect (in Eq. 2.3) is g = 1 and
the dependence coefficient is defined as in the Exponential model (Eq. 2.6):
P (wn|h,G)
= Ps(wn|h)
= 1
C
(
eλ(1−n)P (wn|w1) + ...+ eλ(−1)P (wn|wn−1)
)
.
(2.9)
A Further Control Model
Equiprobable: As a control for the No-Semantics model, we also introduced the Equiprob-
able model, which is the same as the No-Semantics one, except for the prior probability of
words. Words which belong to the same lexical category are equiprobable, not following
the probabilities derived from Shakespeare. For instance, the probability of plural demon-
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stratives (<Dem+> in the last row of Table 2.4) changes from 0.60 and 0.40, for these and
those, respectively, to 0.50 and 0.50.
2.3 Comparison among Model-generated Corpora
To compare corpora generated by the different semantics models, we used methods of
Information Theory, with the necessary controls to have reliable measures. The effect of
introducing semantics into BLISS was measured as the distance between distributions of
word-pairs in corpora generated by the different language models.
Before comparing word-pair distributions, one should eliminate the effect of word fre-
quency differences, so as to measure purely semantics, i.e. word-dependence effects. That
is, only corpora which have the same or very close word frequencies can be compared to
assess semantics effects, which then result in differences in pair distributions. In this sec-
tion, first we detail the methods used for measuring semantics effects. Further, we describe
how the word frequencies of the semantics models were adjusted for comparison to the
No-Semantics model.
2.3.1 Kullback-Leibler Divergence
The Kullback-Leibler (KL) divergence (or distance) is a non-symmetric measure of the
difference between two distributions (Cover and Thomas, 1991); it measures how many
extra bits are required to code a random variable having a true probability distribution P
using a code based on an assumed and not correct probability distribution Q:
DKL(P ||Q) =
∑
w
P (w) log2
P (w)
Q(w)
. (2.10)
This measure is applied here to compare the differences between word distributions,
as well as word-pair distributions, of corpora generated by the different language models.
Although non-symmetric, i.e. DKL(P ||Q) 6= DKL(Q||P ), the asymmetry is small for the
distributions considered here, almost always in the third decimal place. In the Result sec-
tion, we show the average of the two KL-distances, rounded to second decimal precision.
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2.3.2 Markov Properties
A stochastic process has the Markov property if the present state predicts future states
independent of how the current state is obtained; that is, the process is memory-less. Con-
sidering BLISS as a stochastic process, we aim to see if it has the Markov property; if, as
expected, it does not, we examine how much it deviates from a Markov process, that is,
from a (first order) Markov chain.
To quantify how close BLISS is to a first order Markov chain, we measure the three-way
mutual information (MacKay, 2003), defined as:
I(Xn;Xn−2, Xn−1) = I(Xn;Xn−1) + I(Xn;Xn−2|Xn−1), (2.11)
where Xn−2, Xn−1, and Xn are the values of a random variable in three consecutive states,
and I(Xn;Xn−2, Xn−1) is the amount of information the values of this random variable in
the first and second states, n− 2 and n− 1, convey to the variable in the third state, n.
A random variable has a first order Markov property if its distribution only depends
on the distribution of the previous state, i.e., if in Eq. 2.11, I(Xn;Xn−2|Xn−1) = 0. We
measure this quantity in the corpora generated by our models, where Xi is the random
variable for position i in the sentence and takes as value the words of the vocabulary. From
now on, we use I(i; i−1) instead of I(Xi;Xi−1), for simplicity, when referring to a mutual
information value relative to a specific position i, and I(n;n − 1) when referring to its
average across positions.
2.3.3 Adjusting Word Frequencies
As explained at the beginning of this section, we need to eliminate the effect of first-order
statistics, i.e. word frequencies by producing corpora with close word frequencies; that
is, corpora must be generated with pre-assigned posterior word frequencies. This goal can
be achieved by appropriately adjusting the prior word frequencies used by each language
model.
We analysed the relation between the prior probability of a word wj and its posterior
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probability after it is observed having a specific role r (i.e. subject, verb, ...) in sentences
generated by the BLISS language models (See Eq. 2.13 in Appendix for details):
Pprior(wj) =
Ppost(wj|r)− g
∑
he
P (he)Ps(wj|he)∑
hie
P (hie) + (1− g)
∑
he
P (he)
, (2.12)
where all possible configurations of preceding words (history h) are considered as either
effective history (he) or ineffective history (hie). A history is called effective if Ps(wj|h) 6=
0, and ineffective if Ps(wj|h) = 0. Knowing
∑
hie
P (hie) +
∑
he
P (he) = 1, we see in this
equation that if g = 0, then Pprior(wj) = Ppost(wj), for the No-Semantics model, where
the role (r) of the word does not influence its probability P (wj|r) = P (wj).
Using Eq. 2.12, prior probabilities of content words in the semantics models (the
Subject-Verb, Verb-Subject, and Exponential) were calculated to yield the same posterior
probabilities as those in the No-Semantics model. In this fashion, we generated corpora
with very close word frequencies by the different language models. The distances between
word distributions were measured using KL-divergences (see Results).
2.4 Results
Applying the methods described above, we have constructed three language models with
semantics, as well as one language model with syntax but without semantics (No-Semantics)
and one with semantics but without syntax (Exp-NoSyntax), to serve as controls, together
with two straightforward controls, one with neither syntax nor semantics (Unigram) and
one with syntax but no individual word frequency tuning (Equiprobable). See Table 2.3 for
examples of sentences in the Subject-Verb model.
To quantitatively assess the dependencies between words introduced by the various
language models, we have measured KL-distances between the word-pair distributions of
these models; the results are discussed in the first part of this section. In the second part,
we focus on individual sentences to measure the amount of information conveyed by its
constituent words. Finally, we investigate the memory characteristics of BLISS.
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Table 2.3: Samples of Sentences generated by the Subject-Verb model
The church stands.
The precious crown guards the royal sword.
Crowns give Zarathustra to the sword.
The sweet horse knows that a church believes that Ahriman dies.
A noble sword fights for Ahuramazda.
Zarathustra loves a holy church.
Rocks of bloody doors cut Yasmin.
That noble dagger keeps the house.
Horses don’t go.
Foul gates enter.
The dogs don’t fight.
A gracious dog doesn’t come with the sheep.
A house of Zarathustra thinks that Ahriman keeps the doors.
A royal house sits.
Gates with a strong sword praise the horse.
The swords prove that Magi hold the wall.
The sword doesn’t die.
A gate thinks that Ahriman guards a house in the door.
Strong rocks don’t sit.
The dog doesn’t wish that the gates in the holy house keep dogs.
The length of the sentences and the size of the corpora needed for the measures used in
this section is discussed in the Appendix.
2.4.1 Distance Between Models: a Mild Effect of Semantics
In order to compare word-pair distributions among models, first we need to make sure
that individual word frequencies are almost equal in all the main models (No-Semantics,
Subject-Verb, Verb-Subject, and Exponential). This is because comparing second-order
statistics (word-pair distribution) is meaningless unless the first-order statistics (individual
word frequencies) are equal.
In Figure 2-5a, the KL-distances between individual word frequencies are shown, after
adjusting the word frequencies for the semantics models to those in the No-Semantics one.
The vertices of the pyramids indicate the language models. The number in (and, approx-
imately, the size of) the circles on the edge between each two vertices indicates the KL-
distance between the word distributions of corpora generated by the corresponding models.
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As shown, the distances between the No-Semantics and the three semantics models are
zero, to 2nd decimal precision. As a control, the No-Semantics model is at a considerable
distance from the Equiprobable model, and, likewise, the Exponential model is at a large
distance from the equivalent exponential model without syntax (Exp-Nosyntax). The Exp-
Nosyntax model is at about the same distance, in fact, from the other two semantics models
(not shown).
a
No-Semantics
Subject-Verb
Verb-Subject Exp.
Equiprobable
Exp-Nosyntax
.00
.00
.00
.00.00 .00
.28
.32
.84
b
No-Semantics
Subject-Verb
Verb-Subject Exp.
Equiprobable
Exp-Nosyntax
.07
.09
.05
.15.17 .16
.59
2.00
2.21
3.30
Figure 2-5: KL-distances between individual word distributions (a) and word-pair dis-
tributions (b). The vertices of these pyramids indicate the distributions of the No-
Semantics, Subject-Verb, Verb-Subject and Exponential main language models, as well
as the Equiprobable and Exp-Nosyntax control models. The number within and the size
of the circles on the edge between each two vertices indicate the KL-distance between the
distributions of the corpora generated by the corresponding models.
Given the same word frequencies across the main language models, we expect to see
different word dependencies between the models, especially between the No-Semantics
model and the semantics ones due to the semantics effect. We use the KL-divergence
between word-pair distributions of every two models to quantify the difference between
the word dependences of these two models: the greater the KL-divergence between the two
word-pair distributions, the larger the difference in word dependencies between the two
models.
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In Figure 2-5b, adopting the same pyramidal graphic scheme as in Figure 2-5a, the
KL-distances are shown between word-pair distributions among the same models. As il-
lustrated, the No-Semantics model is at a considerable distance from each of the semantics
models, larger than the distance between each pair of these semantics models. This result
quantifies semantics effects in these models. Note that the effects of syntax on word-pair
distributions are much larger, as shown by the distances to the control models without syn-
tax (the Exp-Nosyntax). The distance between the Equiprobable and the No-Semantics
models demonstrates the necessity for adjusting word frequencies across models. These
are in fact the same model (without a semantics effect) except for their word frequencies.
Hence, the distance between pairwise statistics of these two models (Figure 2-5b) merely
reflects the (large) effect of unequal word frequencies; such effect clearly needs to be re-
moved to correctly assess differences arising from unequal word dependences.
Figure 2-6 shows that the distance between the semantics models and the No-Semantics
one gets monotonically larger as we increase the parameter g which controls semantics
effects (Eq. 2.4). Theoretically g could vary between 0 (when the semantics is switched
off) and 1 (when the selection probability of a word is only influenced by the preceding
history, not by its prior probability); however, for g > 0.9 it became impossible to generate
corpora with the same posterior probability for single words, as per Eq. 2.12.
0 0.5 0.7 0.8 0.9 10.00
0.05
0.10
0.15
Semantics Coefficient
K
L−
di
ve
rg
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Verb−Subject
Subject−Verb
Exponential
Figure 2-6: KL-divergence between the semantics models and the No-Semantics model,
when the semantics parameter g changes. Note that g can only reach up to g = 0.9, before
Eq. 2.12 becomes inapplicable for adjusting word frequency.
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2.4.2 Mutual Information Between Words: a Mild Effect of Semantics
To find out how much information the words in a sentence convey about the other words in
the same sentence, that is, to what extent successive word choices are mutually constrained,
we looked at different measures of mutual information (see Figure 2-7).
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Figure 2-7: The mutual information words convey about other words in the same sentence.
I(n;n − 1), in white, is the average mutual information which words in position n − 1
of a sentence convey about their nearest neighbor in position n; the average is over all
positions i within sentences. I(n;n − 2), in light gray, is the mutual information between
words which are next nearest neighbors. The darker gray bars represent the amount of
information I(fnc; cnt) which function words (e.g. prepositions) convey about the nearest
content word (e.g. a noun) in the same sentence. The black bars represent the amount of
information I(cnt; cnt) that content words convey about the nearest content word in the
same sentence. For this last measure, note the considerable higher values for the semantics
models. Note also that the mutual information between content words due to syntax and
to semantics in the Exp model happens to be nearly equal to the sum of that due to syntax
alone (in the No-Semantics model) and that due to semantics alone (in the Exp-NoSyntax
model).
I(n;n−1) is the mutual information which words in position n−1 of a sentence convey
about their nearest neighbor (in position n); the average is over all positions in the sentence.
As shown, this measure is almost the same for the semantics models (the absolute value of
their difference is about 0.01), somewhat lower in the No-Semantics model (about 4% less),
and considerably lower in the Exp-Nosyntax one (85% less), thus pointing at the strong
effect of syntax. Likewise, we see a similar pattern across models for I(n;n − 2), which
is the mutual information between words which are next nearest neighbors. The semantics
26
models show again very similar statistics (with at most a 0.01 difference in absolute value),
the No-Semantics is about 7% lower, and the Exp-Nosyntax model significantly decreases,
by 88%.
We also show in Figure 2-7, the amount of information which function words (e.g.
prepositions) convey about the nearest content word (e.g. a noun) in the same sentence,
I(fnc, cnt). As shown, all the semantics models show the same I(fnc; cnt) as the No-
Semantics one, because there is no semantically induced component of the joint probability
between function and content words, which reflects only syntax. In the Exp-Nosyntax
model, this measure is zero, because in this particular model there is no syntax, while
semantics only constrains pairs of content words.
An important result follows from considering the information that content words con-
vey about the nearest content word in the same sentence, I(cnt; cnt). We see considerably
higher values for the semantic models than for the No-Semantics one. The Exponential
model, in which all preceding words contribute, shows the heaviest dependence of word
choice on previous history. More precisely, the Verb-Subject, Subject-verb, and the Ex-
ponential convey about 48%, 43%, and 68%, respectively, more information than the No-
Semantics model. Thus, introducing semantics in the BLISS models further constrains the
mutual dependence between content words by an additional 40-70%, without having other
appreciable statistical effects. However, one should note that most of the mutual depen-
dence between content words is already imposed by the syntax.
2.4.3 Memory Characteristics
To see how much our language models deviate from a first-order Markov model, we calcu-
lated the triple mutual information for 7-word sentences taking the Subject-Verb model as
an example (Figure 2-8). The other models show very similar memory characteristics, the
semantics models with very same numbers (the absolute value of the difference hovering
around 0.01) and the No-Semantics with slightly less information (by about 0.09). In this
analysis, the random variables are the words appearing in specific positions of a sentence.
In Figure 2-8, each bar indicates the amount of entropy of the individual random variables,
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H(n). In each bar, the black portion shows the amount of conditional mutual informa-
tion, I(n;n− 2|n− 1), whereas the gray portion shows the amount of mutual information,
I(n;n−1) (the sum of these two is just the triple mutual information I(n;n−2, n−1)). In
a first order Markov sequence, the conditional information would be zero, so the non-zero
height of the black portions quantifies the non-Markovian character of BLISS.
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Figure 2-8: Markov properties of the Subject-Verb model. The full height of each bar
indicates the entropy of individual words at each position in the sentence, H(i). The gray
portion of each bar shows the amount of mutual information, I(i; i− 1), whereas the black
portion shows the amount of conditional mutual information, I(i; i−2|i−1). Note that the
sum of the black and gray portions equals the triple mutual information, I(i; i − 1, i − 2).
In a first order Markov sequence, the conditional information should be zero. The black
portions of the bars indicate that BLISS generate sequences that deviate from first order
Markov models. The numbers on the right vertical side of the box indicate the average of
each measure over positions 2:7 forH(n) = 5.75, and over positions 3:7 for I(n;n−1, n−
2) = 2.39 and I(n;n− 2|n− 1) = 0.26.
Figure 2-9 shows the dependence of the word at each position on those at each of the
preceding positions, by calculating the pairwise mutual information between words at dif-
ferent positions within each sentence. Each shade represents the amount of information
conveyed by words in a particular position about words in the following positions. For
example, the (bottom) black portion of the bar in position i represents the information con-
veyed by words in position 1, namely I(i; 1). Memory effects are seen to ”decay” with
position along the sentence; the effect is most noticeable for the subsequent 1-2 words,
although an initial rapid drop in the degree of dependence is followed by less decay. The
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memory effect is relatively smaller for the first position compared to the information con-
veyed by the other position because the first position is usually occupied by the determiners
(e.g. the or a), not having any semantic effect. Although these results are for the Subject-
Verb model, similar results hold for the Verb-Subject and Exponential models (not shown).
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Figure 2-9: Memory effects in the Subject-Verb model. The dependence of each word
on words at preceding positions is quantified by calculating pairwise mutual information
values between positions along the sentence. Each shade represents the amount of infor-
mation conveyed by words in a particular position about words in subsequent positions.
For example, the black portion of the bar at position i, represents the information conveyed
by words in position 1, namely I(i; 1). The numbers on the right of the box indicate the
average values I(n;n− i) over positions i+ 2 : 7: e.g. H(n) = 5.75, I(n;n− 1) = 2.14 ,
I(n;n− 2) = 1.29, and so on.
2.5 Discussion
We have constructed an artificial language, BLISS, which can be used in language learning
experiments. BLISS is based on the putative universal principles of natural languages:
vocabulary, syntax, and a definition of semantics, that is the statistical dependence between
words in the same sentence. To make it as natural as possible, within its limited size,
the probability of grammar rules, words, and word-pairs were extracted from two natural
language corpora: the Wall Street Journal and Shakespeare.
The BLISS grammar is a Probabilistic Context-Free Grammar; in terms of the complex-
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ity, natural languages such as English have been argued to require (in order to be modelled)
at least the level of complexity of context free grammars in the Chomsky hierarchy (Chom-
sky, 1957), though the grammars of some natural languages such as the Swiss German
language are believed to be situated between context free and context sensitive because
of their cross-serial clause construction and case-marking of objects (Shieber, 1985). The
BLISS grammar also includes several phrasal and lexical categories which exist in natural
languages. There are both function words (e.g. prepositions, articles, ...) and content words
(e.g. nouns, verbs, ...) in the grammar. The relation between function and content words
have been of interest to cognitive neuroscientists (Hochmann et al., 2010). The grammar
also contains a recursive construction, which might be used in experiments to investigate
the effect of hierarchical structures in language processing (de Diego-Balaguer et al., 2011;
Bahlmann et al., 2008).
Although the size of the BLISS grammar is quite larger than the size of toy grammars
often used in artificial language learning studies, it is much smaller than the size of gram-
mars developed in natural language parsers (e.g. the PCFG Stanford parser (Klein and
Manning, 2003) or Charniak Parser (Charniak, 2000)). While obviously the grammar can
easily be extended to have a larger number of production rules, in the current implemen-
tation of BLISS, we kept the size of the grammar as such to have a better control on the
number of rules underlying the BLISS sentences and more importantly not to exceed the
storage capacity of an associative neural network—the maximum number of words (and
rules) that can possibly be stored in an artificial neural network (see section 3.2.1). These
sentences will be used as the training samples for the neural network that we will introduce
in the next chapter.
BLISS contains semantics which could be switched on and off, if the interaction be-
tween syntax and semantics is investigated in an experiment. Semantics is taken here to
be the statistical dependence between words in the same sentence, produced by imposing
additional, non-syntactic constraints on word choice during sentence generation. We have
defined different models for semantics: Subject-Verb, Verb-Subject, and Exponential. In
the Subject-Verb and Verb-Subject models, the importance of the thematic role was con-
sidered, as studied in several language learning experiments (Altmann and Kamide, 1999;
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Bicknell et al., 2010).
The semantics models defined in this study have been partially inspired by the well-
known observation that highly predictable words in a context are easier to comprehend
(Ehrlich and Rayner, 1981; Kutas and Hillyard, 1984). In order to better evaluate how cog-
nitively plausible language models are, in general, one can compare their predicted reading
time against the one needed by human participants in a reading task, for example, by using
surprisal theory (Hale, 2001; Levy, 2008). This theory predicts that the comprehension
difficulty of word wn in its sentential context w1 . . . wn−1 is proportional to the surprisal of
the word, defined as −logP (wn|w1 . . . wn−1); surprisal is minimized (goes to zero) when a
word must appear in a given context (i.e. P (wn|w1 . . . wn−1) = 1). The surprisal value can
be estimated by the semantics models, which assign a selection probability to a word.
Our definition of semantics in this study is quite different from the common usage of
this word in (computational) linguistics, where it refers to the ”meaning” of a word, a sen-
tence, or a discourse (a collection of sentences) (Jurafsky and Martin, 2000), concerning
the formal representation and extraction of the knowledge that these linguistic entities con-
vey about the world. In our definition of semantics, the co-occurrence of word pairs is of
concern: the higher the co-occurrence of a word pair, the closer their semantic similarities.
This approach is closer to machine learning approaches that disambiguate the sense (mean-
ing) of a word with regard to the co-occurrence of the word with its neighbouring words
in a discourse; note that, for having a better control and for simplicity, we consider only
the words of the same sentence as neighbours. Further, the statistical dependence used in
our study is different from the lexical and contextual information given to natural language
parsers in order to augment their performance in assigning the most probable syntactic
structure (e.g. a parse tree) to a sentence. In BLISS, after the grammatical structure of a
sentence is fixed, we incorporate contextual information into the sentence under generation.
To measure the purely distributional effect of semantics, we have used information
theory, which was extensively used in natural language processing studies, from document
retrieval (Manning et al., 2008) to the evolutionary basis of natural languages (Piantadosi
et al., 2011). We find that with this limited vocabulary, the effects of semantics are small
relative to those produced by syntax.
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We emphasize that in order to quantify the difference between models in terms of pair-
wise statistics (using either KL-divergence or mutual information), we need to have equal
first-order statistics across the models. As discussed in the Appendix, this prevents us from
setting the semantics coefficient at g = 1; in other words, we cannot use g to arbitrarily
increase the effects of semantics and still be able to compare quantitatively with a language
model without semantics, and have all models sound natural in terms of word frequency.
The only way we could make semantics more important in a linguistically plausible way is
to increase the vocabulary beyond the ”intermediate” size which was our BLISS target.
Grammar and semantics concur in defining the memory properties of the language.
Although they cannot be characterized as first-order Markov chains, the different variants
of BLISS come relatively close to that, as suggested by the fact that the mutual information
between two next-nearest neighbor words, conditional to the intermediate word, is very
small, and that non-conditional mutual information between more distant words decays
rapidly and then is followed by less decay. These results are shown in Figs. 2-8 and 2-
9 for the Subject-Verb model, but they also apply to the other semantics models. It is an
interesting question for future work to understand whether such rapid decay is characteristic
of artificial languages modeled after English, and whether natural languages with more
articulated syntax would lead to models with more persistent memory effects. We plan
to address this question within the quantitative BLISS framework by introducing syntactic
variants modeled after other natural languages.
Beside grammar and semantics, another main component of natural languages is of
course phonology (the structure of sounds), which is not included in the current imple-
mentation of BLISS. Several artificial language learning studies (Monaghan et al., 2005;
Toro et al., 2008; Shukla et al., 2011) investigate the importance of phonological cues in
language acquisition. For instance, Monaghan et al. (Monaghan et al., 2007) investigate the
interaction between phonological and distributional cues in learning lexical categories. A
possible variant implementation of BLISS may include replacing real words by non-words
which are controlled for phonological cues while maintaining distributional cues such as
the joint probability of words.
Using parallel programming libraries and objected-oriented programming in python,
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BLISS software can generate millions of sentences in a few minutes. This provides a large
sample of sentences which not only mimic natural languages but are also produced under
the control of the experimenter.
BLISS can be used as a training sample for language acquisition by synthetic systems,
including neural networks. Also, it can be used in experiments with adults when complex
sentences are needed; in addition, with humans, its words can be replaced by pseudo-
words, or by visual or haptic signs. One may also modulate the complexity of a sentence,
which is determined not only by the grammatical structure but also by its semantics, so as
to study the processing of semantically reversible and irreversible sentences (Richardson et
al., 2010).
An important feature of BLISS design, not elaborated here, is that it can be easily varied
in its internal parametric structure. In its current version, BLISS is syntactically modeled
after English, irrespective of the specific semantic model used. We can however keep the
semantics stable, and model other natural languages by altering the production rules, either
solely in the ordering of specific elements or also in their type and relative probability.
Large corpora may then be produced that maintain a controlled and quasi-naturalistic flavor,
while enabling the study of the relative learnability of distinct parameter settings (Gruening,
2004). Long-term, this may allow a scaled-down artificial language counterpart to the grand
programme of studying the evolution of language diversity (Longobardi and Guardiano,
2009).
2.6 Conclusion
We have constructed BLISS, an artificial language of limited complexity that mimics nat-
ural languages by possessing a grammar of about 40 production rules, a vocabulary size of
150 words, and semantics defined by imposing dependencies between words. The effect
of introducing semantics with such a limited vocabulary was quantified using methods of
information theory and found to be small, but still measurable.
The code for generating BLISS is freely available from the authors. It is hoped that it
will be used in a variety of ALL studies.
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2.7 Appendix
2.7.1 Full Grammar of BLISS
All the grammar rules and the lexicon of BLISS are shown in Table 2.4.
2.7.2 Proof of Eq. 2.12
Ppost(wj) =
∑
h
P (h)P (wj|h)
=
∑
h
P (h) ((1− g)Pprior(wj) + gPs(wj|h))
=
∑
hie
P (hie)Pprior(wj)
+
∑
he
P (he) ((1− g)Pprior(wj) + gPs(wj|he))
=
(∑
hie
P (hie) + (1− g)
∑
he
P (he)
)
Pprior(wj)
+g
∑
he
P (he)Ps(wj|he)
(2.13)
After analyzing the relation between prior and posterior probabilities of a word in our mod-
els (Eq. 2.12), we have generated corpora with the desired overall word frequencies (the
word frequencies of the semantics models were adjusted to the ones of the No-Semantics).
Note, however, that there are some constraints regarding the possibility of generating sen-
tences with arbitrary word frequencies. In Eq. 2.12, the numerator cannot be negative,
because the output is a probability. Therefore, the possible posterior probability of a word
is constrained by the parameter g and the pairwise statistics in Ps(wj|he), which here has
been derived from Shakespeare.
2.7.3 Length of BLISS Sentences
The probability distribution of the length of sentences generated by the BLISS grammar is
shown in Figure 2-10. To calculate mutual information values between words appearing in
different positions of a sentence, we need to work with sentences of the same length. Note
that the average sentence length is about 5. To obtain at least 5 distinct measures of triple
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information values, we decided to use sentences of at least 7 words for all calculations
involving mutual information and triple mutual information.
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Figure 2-10: Probability distribution of sentence length in a corpus produced by the the
Subject-Verb model. Other models with grammar show similar distributions.
2.7.4 Size of Model-Generated Corpora
A technical question to be addressed is how many sentences are needed to generate suf-
ficient statistics. To answer this question, we produced up to 40 million sentences, and
calculated several of the measures used in this paper.
In Figure 2-11, the mutual information between words in neighboring positions in a
sentence, averaged over positions, I(n;n − 1), was measured for each model and with
corpora of different sizes: 1, 10, 20, and 40 million sentences of at least 7 words. As
shown below, 10 million sentences is enough for capturing pairwise statistics in the corpora,
regardless of having syntax or semantics.
Figure 2-12 shows the average triple mutual information among words, I(n;n− 2, n−
1). This quantity required the largest samples among all measures we have computed.
As illustrated, increasing the size of the corpus from 20 to 40 million sentences does not
appreciably change results for the models with syntax (Subject-Verb, Verb-Subject, Expo-
nential, and No-Semantics), while the models without syntax are still changing and need
even larger samples.
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Figure 2-11: Average mutual information I(n;n − 1) averaged over all positions, versus
number of sentences in the corpus. The mutual information between words is measured
for each model and with corpora of different size: 1, 10, 20, and 40 million sentences of at
least 7 words. As shown, 10 million sentences are enough for capturing pairwise statistics
in the corpora, regardless of syntax or semantics. Note that the curves for the semantics
models (Verb-Subject, Subject-Verb, and Exponential) are superimposed.
Corpora with 20 million sentences of at least 7 words each were used for the calcula-
tions of mutual information and triple mutual information in this study.
The KL-divergence calculations also require sufficient word-pair statistics. For those,
we have used corpora of at least 20 million sentences for the KL-divergence calculation as
well, but without the 7-word constraint.
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Figure 2-12: Average triple mutual information I(n;n−1, n−2) averaged across positions,
versus the number of sentences in the corpus. The three-way mutual information needs the
largest sample among all calculated measures. As illustrated, increasing the size from
20 to 40 million sentences does not change it significantly for the models with syntax
(Subject-Verb, Verb-Subject, Exponential, and No-Semantics). We see still some change
for the models without syntax, which obviously need larger corpora, due to their larger
word-to-word variability. Note that the curves for the semantics models (Verb-Subject,
Subject-Verb, and Exponential) are superimposed.
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Table 2.4: The full BLISS PCFG (Probabilistic Context-Free Grammar).
<S1> → <DP1><VP1>[0.50] | <DP+><VP+>[0.50]
<VP1> → <VR1>[0.85] | <Neg1><VR+>[0.15]
<VP+> → <VR+>[0.85] | <Neg+><VR+>[0.15]
<VR1> → <Vt1><DP>[0.37] | <Vtdtv1><DP><PPT>[0.06] | <Vtd1><SRd>[0.07] | <Vi1>[0.41] |
<Vi1><PPV>[0.09]
<VR+> → <Vt+><DP>[0.36] | <Vtdtv+><DP><PPT>[0.09] | <Vtd+><SRd>[0.05] | <Vi+>[0.35] |
<Vi+><PPV>[0.15]
<PP> → <Prep><DP>[1.00]
<PPV> → <PrepV><DP>[1.00]
<PPT> → <PrepT><DP>[1.00]
<SRd> → <Conjd><S1>[1.00]
<DP> → <DP1>[0.80] | <DP+>[0.20]
<DP1> → <Det1><NP1>[0.60] | <PropN1>[0.40]
<DP+> → <Det+><NP+>[0.20] | <NP+>[0.77] | <PropN+>[0.03]
<NP1> → <N1>[0.60] | <AdjP><N1>[0.20] | <N1><PP>[0.20]
<NP+> → <N+>[0.60] | <AdjP><N+>[0.20] | <N+><PP>[0.20]
<Det1> → <Art1>[0.97] | <Dem1>[0.03]
<Det+> → <Art+>[0.98] | <Dem+>[0.02]
<N1> → sword [0.13] | dagger [0.02] | crown [0.13] | dog [0.05] | horse [ 0.09] | dove [0.01] | calf [0.02] | deer
[0.02] | worm [0.03] | sheep [0.03] | stone [0.04] | pearl [0.01] | wall [0.05] | gate [0.06] | house [0.18] |
door [0.06] | rock [0.03] | church [0.04]
<N+> → swords [0.13] | daggers [0.02] | crowns [0.13] | dogs [0.05] | horses [0.09] | doves [0.01] | calves [0.02]
| deer [0.02] | worms [0.03] | sheep [0.03] | stones [0.04] | pearls [0.01] | walls [0.05] | gates [0.06] | houses
[0.18] | doors [0.06] | rocks [0.03] | churches [0.04]
<PropN1> → Zarathustra [0.25] | AhuraMazda [0.25] | Yasmin [0.25] | Ahriman [0.25]
<PropN+> →Magi [0.50] | Greeks [0.50]
<Vi1> → comes [0.33] | fights [0.07] | goes [0.21] | dies [0.07] | enters [0.08] | stands [0.14] | sits [0.07] | dares
[0.03]
<Vi+> → come [0.33] | fight [0.07] | go [0.21] | die [0.07] | enter [0.08] | stand [0.14] | sit [0.07] | dare [0.03]
<Vt1> → praises [0.02] | loves [0.23] | follows [0.04] | cuts [0.02] | kills [0.04] | hates [0.02] | trusts [0.02] | serves
[0.03] | holds [0.07] | hangs [0.03] | guards [0.02] | leaves [0.06] | needs [0.02] | wears [0.05] | marries
[0.01] | gets [0.04] | finds [0.05] | takes [0.13] | banishes [0.01] | keeps [0.09]
<Vt+> → praise [0.02] | love [0.23] | follow [0.04] | cut [0.02] | kill [0.04] | hate [0.02] | trust [0.02] | serve [0.03]
| hold [0.07] | hang [0.03] | guard [0.02] | leave [0.06] | need [0.02] | wear [0.05] | marry [0.01] | get [0.04]
| find [0.05] | take [0.13] | banish [0.01] | keep [0.09]
<Vtd1> → wishes [0.12] | believes [0.03] | doubts [0.05] | hopes [0.12] | proves [0.12] | knows [0.32] | thinks [0.24]
<Vtd+> → wish [0.12] | believe [0.03] | doubt [0.05] | hope [0.12] | prove [0.12] | know [0.32] | think [0.24]
<Vtdtv1> → gives [0.80] | brings [0.20]
<Vtdtv+> → give [0.80] | bring [0.20]
<Conjd> → that [1.00]
<Prep> → of [0.60] | in [0.25] | with [0.07] | on [0.08]
<PrepT> → to [1.00]
<PrepV> → in [0.40] | with [0.30] | for [0.30]
<Neg1> → doesn’t [1.00]
<Neg+> → don’t [1.00]
<Art1> → the [0.70] | a [0.30]
<Art+> → the [1.00]
<AdjP> → great [0.16] | sweet [0.12] | noble[0.10] | poor [0.09] | long [0.08] | foul [0.04] | gentle [0.07] | bloody
[0.04] | worthy [0.04] | strong [0.04] | holy [0.04] | heavy [0.03] | gracious [0.03] | royal [0.04] | mighty
[0.02] | dangerous [0.02] | foolish [0.02] | precious [0.02]
<Dem1> → this [0.42] | that [0.58]
<Dem+> → these [0.60] | those [0.40]
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3Encoding BLISS Words into a Potts
Attractor Network
”Zarathustra loves a holy church.”
– BLISS
How are we humans able to produce sequences of words, namely sentences? We would
like to approach this question by implementing a neural network that stores the words of
BLISS, our artificial language of intermediate complexity, and produces sequences of these
words in an orderly fashion. What network we used and how we encoded the words into
this network are the questions discussed in this chapter.
We start with a short review of neuroscience findings on how words are represented in
the brain. Next, we explain the characteristics of the network that we will use for repre-
senting the BLISS words. Finally, we discuss the algorithm of word representation and the
detailed steps taken to encode the words into the network.
3.1 Evidence from the Brain for Word Representation
Is a cortical area of a few square centimetres the only locus of word production and com-
prehension (Broca, 1861; Wernicke, 1874), or, in contrast, do all areas equipotentially
contribute to all cognitive operations including language (Deacon, 1989)? None of these
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extremes, Donald Hebb suggested (Hebb, 1949). The Hebbian model—supported by elec-
trophysiological studies (e.g. (Ahissar et al., 1992; Deacon, 1992; Vaadia et al., 1995))—is
based on three assumptions: coactivated neurons become associated; this association can
occur between adjacent or distant neurons; the associated neurons will develop into a func-
tional unit—a cell assembly. The cortex can be considered as an associative memory, in
which some areas are connected with each other.
Incorporating the Hebbian idea of cortical function into neural theories of language,
several studies have considered cell assemblies as the neurobiological representation of
words (Braitenberg and Schu¨z, 1991; Abeles, 1991; Pulvermu¨ller, 1999); the representation
of a word would be neither restricted to a small cortical area nor equally distributed all
over the cortex, instead, it can be distributed over several relevant areas. Yet, the question
remains: what are findings from the brain about the organization of words?
In psycholinguistics, there is a general agreement that retrieving a word from the brain
provides access to three types of knowledge: the word’s meaning (semantics or conceptual
knowledge), its grammatical properties, and its sound structure (Jackendoff, 1999). In our
study, we will focus on the representation of the semantic and syntactic properties of a word
in the brain.
The semantic and syntactic representations of words are vastly believed to be encoded
spatially separated in the brain, at least in part (for an overview (Shallice and Cooper, 2011;
Shapiro and Caramazza, 2004; Pulvermu¨ller, 1999; Petersson et al., 2010)). The compre-
hension and production of content words—with concrete and well imaginable meaning
including nouns, verbs, and adjectives—remain intact in some (agrammatic) patients, who
have lost their ability to use function words—of grammatical use, without a concrete mean-
ing, including articles, auxiliary verbs, prepositions, and so on (Friederici and Schoenle,
1980; Friederici et al., 2000). The studies of patients with morphological deficits—the
misuse of grammatical inflections such as the plural marker -s for nouns and the past tense
marker -ed for verbs—demonstrate that these patients have exactly the same problems with
real nouns and verbs as with meaningless non-sense words (used as nouns and verbs), thus
indicating a distinction between semantic and syntactic knowledge in the brain (Shapiro
and Caramazza, 2003; Shapiro et al., 2000).
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Neuropsychological data of patients with semantic category-specific deficits clearly
indicate that focal brain lesions selectively affect the semantic categories of words (de-
manding different sensory modalities): object words vs. action words (for an overview
(Vigliocco et al., 2011)); living vs. non-living (Warrington and Shallice, 1984); animals
vs. tools (Damasio et al., 1996). To explain semantic category-specific deficits, the devel-
oped theories fall into two broad groups (for an overview (Mahon and Caramazza, 2009)):
the sensory/functional theory holds that the sensory/functional dimension provides the fun-
damental principle for the organization of the semantic system (Warrington and Shallice,
1984; Shallice, 1988); whereas, the domain-specific hypothesis—though also considering
the sensory areas relevant—assumes that evolutionary pressures have resulted in special-
ized mechanisms for distinguishing categories (animates, inanimates, tools) (Caramazza
and Shelton, 1998).
Evidence from neuropsychological studies of agrammatic patients—with syntactic deficits—
indicate that the syntactic impairment is highly selective: following brain damage to the left
cerebral hemisphere, patients lose their ability to inflect verbs for tense, but not for subject
agreement; fail to form Wh questions, but not Yes/No questions in some languages; fail to
produce subordinating conjunctions, but not coordinating conjunctions (Grodzinsky, 1984;
Biran and Friedmann, 2011). To explain such selectivity, the impairment in agrammatic
production has been characterized in terms of the inability of agrammatic speakers to ac-
cess the high nodes in the hierarchy of the syntactic tree (Friedmann, 2001; Pollock, 1989).
The grammatical constructs of tense inflection and Wh questions require the high nodes of
the tree; whereas the constructs of subject-verb agreement inflection and Yes/No questions
(in Hebrew and Arabic) are located in the lower part of the syntactic tree, thus correctly
produced by agrammatic aphasics. Investigations of the nature of the tree-like hierarchical
structure of language have shown that in the brain regions involved in syntactic compu-
tation, the fMRI BOLD response linearly increases with the size of the constituents of
sentences (Pallier et al., 2011), whereas the human sentence processing in a reading task
seems to be insensitive to hierarchical structure (Frank and Bod, 2011).
How could one account for these selective language deficits that the brain demonstrates,
while having in mind the Hebbian theory of distributed representation of words? Feature
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representation might be an answer: words are represented as a collection of features in
a distributed fashion all over the cortex (McRae et al., 1997). The validity of a featural
approach to word representation has been widely investigated by experimental, computa-
tional, and analytical studies. fMRI images show that the pattern of neural activation for
a concept overlaps with the neural activation of the corresponding features (e.g. action
and color features in (van Dam et al., 2012)). Computational studies have successfully
predicted neural images of words by merely superimposing the neural images of a set of
features (Mitchell et al., 2008).
A two-level multi-modular attractor neural network has been Proposed as a model of
feature retrieval (O’Kane and Treves, 1992): a module that represented a patch of cortex
is a local auto-associative memory network composed of a set of units that are connected
through short-range synaptic connections; the module stores features through a Hebbian
learning rule as local activity patterns. Once each module locally stores and retrieves fea-
tures, a global auto-associative memory that models the cortex associates modules through
long-range synaptic connections and stores concepts (or words) in a distributed multi-
modal fashion in the network. This modular model is in accord with the proposal by (Brait-
enberg and Schu¨z, 1991): to a first-order approximation, the cortex can be considered as a
two-level network of local and global auto-associative memory.
Inspired by this study, we have represented words as a set of features on a Potts attrac-
tor neural network, as discussed in section 3.2. We explain in section 3.3 how we have
represented our words in the network, in a fashion loosely inspired by the brain.
3.2 Potts Attractor Network: a Simplified Model of the
Cortex
We have attempted to implement a neural network which mimics the neural mechanisms
underlying sentence production. We use a Potts associative memory network, a generaliza-
tion of an auto-associative memory network, an attractor network (Amit, 1992; Hopfield,
1982).
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An attractor network is a collection of binary units that stores a concept—a pattern—in
a distributed fashion, remembers a concept by completing a portion of it given as a cue, and
uses a Hebbian learning rule to store a concept as an attractor at a minimum of the (free)
energy of the network.
In using an attractor neural network, we followed insights offered by neuroscience: the
power of attractor dynamics in turning analogue into nearly discrete operations to represent
discrete concepts or words, the usage of the biologically plausible Hebbian learning rule
for the storage of the concepts, the distributed representation of patterns reviewed in section
3.1, and the robustness allowed by analogue computation with distributed representations.
In the Potts associative memory network—the network of our interest—the units are
not binary; instead, each can be activated in S different states. The Potts network has
been proposed as a simplified model of macroscopic cortical dynamics (Kanter, 1988;
Treves, 2005), perhaps appropriate for modelling the language faculty and other high-level
cognitive functions (Fig. 3-1). The Potts network is a simplified two-level, local and global
associative memory network (Fulvi Mari and Treves, 1998; O’Kane and Treves, 1992),
where a local network represents a patch of cortex, which locally stores features, and the
global network associates those features to store concepts (as proposed by (Braitenberg
and Schu¨z, 1991)). In the Potts network, the local associative memory networks are not
described explicitly; instead, each is encapsulated each as a Potts unit. Thus, a Potts unit
hypothetically models a patch of cortex, and the internal neuronal dynamics of the patch is
not described by the model, rather it is subsumed into an effective description in terms of
graded Potts units with adaptation effects. A collection of Potts units, connected through
long-range synaptic connections, compose the global associative memory, which stores the
concepts.
Apart from the simplification the Potts network offers, the choice of this network for
sentence production has been mainly motivated by its ”latching” dynamics (Kropff and
Treves, 2006). Latching is an ability to jump spontaneously and in some conditions indef-
initely from an attractor state to the next, in a process that mimics spontaneous language
production. This behaviour is illustrated in Fig. 3-2, which shows the overlap between the
actual network activation and the activation pattern that characterises the stored patterns as
43
Figure 3-1: Conceptual derivation of the Potts network, which models the cortex as a sim-
plified two-level, local and global associative memory network. The local dynamics of
a cortical patch (coloured sheets) are reduced to a Potts unit (coloured units) with several
states (here, 4). The global associative memory is the collection of the Potts units, which are
connected through long range connections (black connections between cortical patches).
a function of time. Initially, an externally cued attractor leads to retrieval—a full retrieval
corresponds to an overlap of one. However, the activation of the network does not remain in
the retrieved pattern. Instead, it jumps or latches from attractor to attractor, driven by adap-
tation effects. Jumps between attractors are facilitated by an overlap between the current
and the subsequent memory pattern.
In the following section we elaborate on the details of the network and the characteri-
sation of its latching behaviour.
3.2.1 The Model
The Potts network is a collection of Potts units, which can be correlated to various degrees
with any of S local attractor states—hypothetically, each state representing a local feature
stored in a patch of cortex. The state variable of unit i, σi, is a (S + 1)-dimensional vector:
each of S elements of the vector measures how well the corresponding feature is being
retrieved; the additional zero-state dimension provides the possibility of no correlation
with any local attractor state (no significant retrieval). Since simultaneously a unit cannot
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Figure 3-2: An example of latching dynamics in the Potts network. The x axis is time
and the y axis is the correlation (overlap) of the network state with specific stored patterns,
indicated in different colours. Each memory pattern represents a word. In this simulation
the memory patterns are randomly correlated.
be fully active for all the states, we use a simple normalization
∑S
k=0 σ
k
i = 1.
Since features are represented as states of a Potts unit, the network stores a concept, or
word, as a global attractor distributed over N Potts units. The representation of concept µ,
where µ = 1, ..., p, is indicated as ξµ := ξµ1 , ..., ξ
µ
i , ..., ξ
µ
N ; each component represents the
state of unit i—a discrete value which ranges from 0 to S—in concept µ.
Learning Rule
The network stores a concept through long-range synaptic connections between units, by
associating the states of the units. For the storage of a concept, the strength of the con-
nection between state k of unit i and state l of unit j, Jklij —a quenched variable—is set to
either associate a word to itself (features of a word to themselves), called auto-association,
or associate a word to other words, called hetero-association (Sompolinsky and Kanter,
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1986):
Jklij =
cij
Ca(1− a
S
)
(cauto Ja
kl
ij + chetero Jh
kl
ij ), (3.1)
where Jaklij is the auto-association component, with coefficient cauto; Jh
kl
ij is the hetero-
association component, with coefficient chetero; in the normalization factor, C is the average
number of units connected to a given unit; a is the sparsity parameter—the fraction of units
that are active in a pattern; cij is the element of the connection matrix—set to 1 if pre-
synaptic unit j is connected to post-synaptic unit i, and 0 otherwise. The strength of the
connection is normalized by the average number of active units connected to a given unit,
Ca, and 1− a
S
that is the maximum contribution by each of those units (see the next section).
Auto-associative learning rule. For the auto-association strength in the Potts network,
each pattern µ is stored independently from other patterns with a contribution of Jaklij (µ)
(Kropff and Treves, 2005):
Jaklij =
p∑
µ=1
Jaklij (µ), (3.2)
where
Jaklij (µ) = (δξµi k −
a
S
)(δξµj l −
a
S
)(1− δk0)(1− δl0); (3.3)
that is, the co-activation of two states k and l in two units i and j (of pattern µ) increases the
synaptic strength between these two states. In Eq. 3.3, the Kronecker delta, δξµi k, equals to 1
if the unit i of pattern µ is at state k, and it is 0 otherwise. The average activity of a state, a
S
,
is subtracted from the coupling constants to increase the storage capacity—the maximum
number of stored and retrieved concepts—of an attractor neural network (Amit et al., 1987;
Tsodyks and Feigelman, 1988; Fulvi Mari and Treves, 1998). The last two factors indicate
that there is no synaptic strength from/to the null state (k = 0 or l = 0) (to avoid the
activation of incoherent features, thus increasing the storage capacity (Kropff and Treves,
2005; Fulvi Mari and Treves, 1998)).
The associative learning rule that we use in the Potts network can be argued to have
some biological motivation (Hebb, 1949), and it can be simply derived from the thermo-
dynamical descriptions of the network. If the Hamiltonian (the energy function) of the
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network, H(σ), is defined as the weighted sum of the square of the overlaps, mµ(σ), be-
tween network configuration σ and stored words µ, then by minimizing (and regularizing)
the energy function of the network, the auto-associative strength is simply derived. For the
Potts network, the energy function is (Kropff and Treves, 2005):
H(σ) = − 1
2N
p∑
µ=1
(mµ)2
= −1
2
N∑
i,j 6=i
S∑
k,l=1
Jklij σ
k
i σ
l
j + U
N∑
i=1
S∑
k=1
σki ,
(3.4)
where an overlap is defined as:
mµ(σ) ≡ 1
Na(1− a
S
)
N∑
i=1
S∑
k=1
(δξµi k −
a
S
)σki , (3.5)
which varies between 0 (no correlation) and 1 (full retrieval).
Storage capacity. The storage capacity of a network is the maximum number pc of
words that can be stored in the network without significantly affecting the ability of the
network to retrieve each pattern from a partial cue. If the number of stored patterns exceeds
this limit, upon the presentation of a cue, the network retrieves a pattern that is uncorrelated
or only partially correlated with the desired pattern.
For a fully connected Potts network, the capacity has been estimated to be pc ' NS2
(where S is the number of Potts states) (Kanter, 1988). Capacity estimations have been
generalized to a variety of Potts networks by (Kropff and Treves, 2005) as a function of a
(the sparsity) and S. In the thermodynamic limit, where N , p, β → ∞, for a  1, the
storage capacity scales like pc ' CS2/(4a), about S2/4 times larger than the capacity of
an auto-associative memory network with binary units (β is an inverse temperature that
parametrizes the noise). More precisely, the capacity of a sparse Potts network is
pc ' CS
2
4 a ln( 2S
a
√
ln(S/a)
)
, (3.6)
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where C (the average number of connections per unit) can range between highly diluted
connectivity (C ' log(N)) and full connectivity (C = N−1). This estimation is validated
by both numerical calculations and network simulations, though it only holds for randomly
correlated patterns. For example, a Potts network with C = 145, S = 7, a = 0.25 can store
around 7, 000 randomly correlated words.
In the case of correlated patterns, the basins of attraction of the correlated patterns over-
lap and it makes it difficult for the network to retrieve the stored patterns. The capacity of
the Potts network for correlated patterns has been investigated in (Russo and Treves, 2012)
through simulations: the presence of correlations (deviating from random correlations) sig-
nificantly decreases the capacity of the network.
Hetero-associative learning rule. Beside associating each word to itself by using an
auto-associative learning rule, we want to explore the possibility of associating words to
each other using the hetero-association component Jhklij (Eq. 3.1). The hetero-associative
learning rule has been used for storing a particular sequence of words (Sompolinsky and
Kanter, 1986), and will be used here to incorporate syntax into the network. In the Potts
network, the hetero-associative learning rule for storing only one sequence is:
Jhklij =
p∑
µ=1
Jhklij (µ),
Jhklij (µ) = (δξνi k −
a
S
)(δξµj l −
a
S
)(1− δk0)(1− δl0);
(3.7)
note that feature ξµj of word µ is associated with feature ξ
ν
i of word ν, where µ precedes ν
in the sequence.
The above hetero-associative rule for the storage of one particular sequence needs to
be modified for the purpose of language modelling—specifically for storing more than one
rule, as there are not one but many rules or valid sequences in natural languages. How
many sequences can be stored in the network is a question that needs to be investigated
separately. In section 3.3.4 we will explain how we modified this learning rule so as to
partly incorporate syntax into the network.
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Adaptive Dynamics
In the Potts network, a patch of cortex is modelled as a Potts unit. Though the internal
neuronal dynamics of the patch is not incorporate in the model, a Potts unit is endowed
with some realistic characteristics: adaptation and graded response.
Dynamic thresholds have been introduced in auto-associative networks to model neu-
ronal fatigue and slow inhibition (Horn and Usher, 1989). In a Potts network (Treves,
2005), two types of dynamic thresholds are included for the activation of states in a Potts
unit: (1) θki (t), which affects only active state k of unit iwith a time constant of τ2, intended
to model resource depletion of the neurons and of the active synapses for that state (short-
term depression (Tsodyks and Markram, 1997)); (2) θ0i (t), which affects the null state with
a time constant of τ3, intended to model slow inhibition within a cortical patch (Kohl and
Paulsen, 2010). The dynamics of the time-varying thresholds are:
τ2
dθki (t)
dt
= σki (t)− θki (t) (3.8)
and
τ3
dθ0i (t)
dt
=
S∑
k=1
σki (t)− θ0i (t). (3.9)
The activity of active state k of unit i, σki (t), is determined as,
σki (t) =
exp(βrki (t))∑S
l=1 exp(βr
l
i(t)) + exp[β(θ
0
i (t) + U)]
, (3.10)
and for the null state as
σ0i (t) =
exp[β(θ0i (t) + U)]∑S
l=1 exp(βr
l
i(t)) + exp[β(θ
0
i (t) + U)]
. (3.11)
Here rki (t) is the firing rate, U is a constant threshold that when added to θ
0
i (t) can be
thought of as an input to the null state or as a common threshold to the other states, and β
denotes an inverse temperature (T ) that parametrizes the noise (β = T−1). The activation
functions are normalized such that
∑S
k=0 σ
k
i (t) = 1.
The firing rate of active state k of unit i, rki (t), rapidly integrates the local field h
k
i (t),
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the summed influence of pre-synaptic units, with a time constant τ1, subject to its dynamic
threshold θki (t):
τ1
drki (t)
dt
= hki (t)− θki (t)− rki (t), (3.12)
where,
hki (t) =
N∑
j 6=i
S∑
l=1
Jklij σ
l
j(t) + w
(
σki (t)−
1
S
S∑
l=1
σli(t)
)
. (3.13)
The first term in Eq. 3.13 accumulates the inputs to the patch represented as unit i, the
second term or the local feedback term, with coefficient w, provides a positive feedback
that models the non-linear convergence towards the more active state.
Latching phases
An auto-associative memory network with dynamic thresholds produces sequences of mem-
ory patterns (latching) though with a limited storage capacity (Herrmann et al., 1993).
How can this latching ability be enhanced in a Potts network with much higher capac-
ity? Not only can latching be composed of hundreds of patterns, (Treves, 2005) sug-
gests that it can even continue indefinitely. This suggestion has been further considered
in studies that investigated the complexity of latching transitions (Kropff and Treves, 2006;
Russo et al., 2008) and the phases of latching length (Russo and Treves, 2012; Abdollah-nia
et al., 2012).
The phase diagram of latching dynamics has been explored by (Russo and Treves, 2012)
through both numerical simulations and computational analysis (Fig. 3-3). For small w,
the Potts network only retrieves a cued pattern and does not latch to other patterns—no
latching phase. For larger w, the network produces a finite number of transitions (finite
latching), while a further increase in w results in an infinite number of transitions in the
network (infinite latching phase). Exceeding another threshold, the network gets trapped
in the retrieved pattern (stable attractor phase) (Hopfield, 1982).
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Figure 3-3: The latching phase diagram in a w − T space: (from left to right) no Latching
(noL), finite latching (L), infinite latching (infL), and stable attractors (SA) (Russo and
Treves, 2012). Solid curves are analytical results, while the dotted curve is just a guide for
the eye. Dots are the results of numerical simulations with parameters S = 7, N = 600,
p = 140, C = 90, a = 0.25, and U = 0.1. A rough estimation of the storage capacity given
these parameters is about 1200 memory patterns.
3.3 Implementation of Word Representation in the Potts
Network
Having constructed the training language BLISS and implemented the Potts network, we
need to represent the BLISS words into the network.
We represented the BLISS words in a distributed fashion on 900 Potts units, 541 out of
which express the semantic content, Nsem = 541 (comprising the semantic sub-network),
and the rest, 359 units, represent the syntactic characteristics of a word, Nsyn = 359
(comprising the syntactic sub-network). The distinction between the semantic and syn-
tactic characteristics of a word has been loosely inspired by neuropsychological studies
discussed in section 3.1. We have also made a distinction between the representation of
function words (e.g. prepositions, determiners, and auxiliary words) and content words
(e.g. nouns, verbs, and adjectives). While the sparsity (the fraction of active Potts units)
was kept the same for all words (a = 0.25) on all 900 units, it is not equally distributed
between semantic and syntactic sub-networks: semantic units are less active in the case of
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the function words (afwdsem = 0.08, 45 active units out of 541 units) compared to the content
words (acntsem = 0.25, 135 out of 541), whereas syntactic units are more active for the func-
tion words (afwdsyn = 0.50, 180 out of 359) than for the content words (a
cnt
syn = 0.25, 90 out
of 359).
3.3.1 Generating Algorithm
In order to represent words in the network, we need a generating algorithm that reflects
the variable degree of correlation between words. We used an algorithm comprised of two
steps (Treves, 2005): (1) we establish a number of vectors called factors or features. Each
factor influencing the activation of some units in a word by ”suggesting” a particular state
to that unit. A word can be called a child, as it is generated by several factors as parents.
(2) The competition among these factors through their suggestion weights determines the
activation state of each unit in a word. In each unit, the state with the strongest suggestion
is the winner. In order to maintain the desired level of sparsity, we picked the units with
stronger suggestions in their selected states, and inactivated the remaining units by setting
them to the null state.
To determine suggestion weights of a factor for its child, we used, whenever possible,
the co-occurrence of the factor and its child in the BLISS corpus generated by the Subject-
Verb model. As we generate each word category in the next sections, we will specify our
choice for the suggestion weights.
The algorithm includes a noise term to avoid generating words with very high correla-
tion. We produced a number of additional factors, called hidden factors, whose suggestion
weights were randomly selected from the distribution of the weights of the visible or main
factors.
The question of how many hidden factors we needed—how uncorrelated the words
needed to be—is related to the quality of the latching behaviour in a Potts attractor neural
network. For a single latching transition, correlation between two patterns is necessary,
as the transition is less likely between two orthogonal patterns (Kropff and Treves, 2006;
Russo et al., 2008). Though the phase diagram of latching behaviour with correlated pat-
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terns needs to be extensively investigated by later studies, our simulations indicate, that
we can better control latching dynamics by keeping patterns close to the phase of random
correlation.
The proposed word-generating algorithm can be argued to be consistent with the find-
ings of recent fMRI computational studies, which attempted to predict the neural signature
of words by considering some other words as features—the factors in our algorithm. For
instance, in (Mitchell et al., 2008), the fMRI neural representations of some nouns were
predicted by proposing a linear model that considered 25 verbs as features. In this study,
features compete through weights that correspond to the co-occurrence of the feature and
the main noun in a natural language. To test the ability of the model for predicting words
by having a more diverse range of features, they considered 1000 frequent words instead
of 25 as the features; the model again succeeded in predicting the fMRI BOLD response of
the nouns, though with lower accuracy.
Evaluation of Word Correlations
Generating words using the above algorithm, we quantified the correlation between two
words µ and ν, with N units, as
Nasµν =
〈
N∑
i=1
δξµi ξνi (1− δξνi 0)
〉
µ6=ν
, (3.14)
the number of active units that are at the same state (Nas) in both patterns. We use the
notation < Nas >=< Nasµν >µν to measure the average correlation across all words of
two word categories—either the same or different.
If two patterns are randomly correlated, we expect the correlation measure to be:
Nasµν ' N a
µ
S
aν
S
S = Naµ
aν
S
, (3.15)
where aµ is the sparsity of pattern µ and S is the number of active states that a unit of
this pattern may occupy. Thus a
µ
S
is the probability of a particular active state in a unit of
pattern µ.
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If we store randomly correlated patterns in the semantic sub-network (Nsem = 541),
this measure reads: Nassem ' 4.8 between two words with a = 0.25, and Nassem ' 1.5
between two words with a = 0.25 and a = 0.08; and, <Nassem> ' 4.1, averaged over
all words, if there are 134 words with a = 0.25 and 15 words with a = 0.08. On the
other hand, with randomly correlated patterns in the syntactic sub-network (Nsyn = 359),
this measure reads: Nassyn ' 3.2 between two words with a = 0.25, and Nassyn ' 6.4
between two words with a = 0.25 and a = 0.50; and <Nassyn> ' 3.3, averaged over all
words, if there are 134 words with a = 0.25 and 15 words with a = 0.50.
We now use the generating-algorithm to represent the 149 words in BLISS in the se-
mantic and the syntactic Potts sub-networks.
3.3.2 Semantic Representation
To generate the semantic units of words, first nouns were generated using some feature
norms as factors—feature norms include a list of features for a concept (e.g. is-animal
and a-mammal are the features of dog). We then generated adjectives and verbs using
nouns as factors. Finally, nouns, adjectives, and verbs served as factors for the generation
of proper nouns and function words (Fig. 3-4). For each word, 541 semantic units were
used (Nsem = 541). Out of 541, 135 units became activated in all the content words
(acntsem = 0.25); for the function words 45 units were activated (a
fwd
sem = 0.08).
For the representation of nouns we used the feature norms in the McRae database
(McRae et al., 2005). The database was collected from an experimental study in which
541 nouns, including 18 BLISS nouns, were associated by human participants with a set of
feature norms. In total, for all 541 nouns, 2500 features (e.g. is-made-of-metal, is-animal,
a-mammal) were used; out of 2500 features, 190 features were associated to 18 BLISS
nouns. We represented these features as vectors of 541 elements with a = 0.25.
To represent these 190 features as vectors with 541 elements we followed several steps:
(1) we sorted the features, f1...fi...f190, in descending order, by the number of concepts
(or nouns) that are associated per feature, ωfi , in the database (e.g. ωan−animal = 90); (2)
in an orderly fashion, we picked a feature in the list, randomly selected some units of its
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Feature
Norms
190
Nouns
36
(sg. + pl.)
Verbs
74
(sg. + pl.)
Adjectives
18
Function
Words
15
Figure 3-4: Order of word generation in the semantic sub-network. Beside the main factors,
additional 400 hidden factors were used. The number of words in a word category is written
below its name (for nouns and verbs, singular and plural forms were counted together).
Proper nouns are not shown in the diagram because of their small size. All factors were
generated with the sparsity a = 0.25, except for function words, a = 0.08.
541-element vector, then assigned their states by considering the previous features in the
list as their factors. The number of randomly selected units was 3 ∗ (33 + ωfi), because
<ωfi> = 12 and we needed to maintain the average sparsity around a = 0.25 (135 active
units). As the first feature in the list did not have any preceding feature, we randomly
assigned the states of its units. The suggestion weight was the co-occurrence frequency of
features in the database; hence, the features that are more often associated with the same
nouns will have higher correlation.
After the representation of the features of the McRae database, we used these 190 fea-
tures as factors for the generation of the nouns. For a given noun, the features that are
associated with that noun in the McRae database suggest the activation state of the units,
with the weight of 1
3∗(33+ωfi )
, to strengthen the uniqueness of the features. Hence the fea-
55
tures that are more distinct in the database (e.g. a-baby-cow with ω = 1) because of their
smaller ω give more distinctive, stronger suggestions to a noun than popular features (e.g.
an-animal with ω = 90). The features that suggest the states of a noun and are associated
with that noun in the database are likely to suggest other nouns that belong to the same
semantic category; thus we expect higher correlations between words of the same semantic
category.
After generating the semantic units of the nouns, we produced the semantic represen-
tation of the 37 verbs and the 18 adjectives of BLISS by using the nouns as factors. The
suggestion weight of a noun for a verb or an adjective is determined by the co-occurrence
probability of the noun and the corresponding word (either verb or adjective) in the BLISS
corpus; hence the representation of a verb or an adjective tends to be more correlated with
the nouns that appear more frequently with it in the corpus. For the generation of verbs
and adjectives we added about 400 hidden factors in addition to their main factors, to avoid
high correlations between these words. High correlations would have interfered with the
dynamics of the semantic network.
After generating the semantic representation of nouns, verbs, and adjectives, we used
these content words as factors—together with 400 hidden factors—to generate 6 proper
nouns and then 15 function words.
As for the singular and plural form of words, we assumed that the meaning (the seman-
tic part) should be the same for both numeral forms, and the only distinction should be in
syntactic representation. Therefore, the plural and singular forms of nouns and verbs (e.g.
dog and dogs, or kill and kills) are stored as identical in the semantic sub-network.
3.3.3 Syntactic Representation
For the syntactic representation of words, we first generated function words using a limited
set of somewhat arbitrarily designed syntactic features. Using function words as factors
together with those syntactic features, we generated the syntactic representation of nouns,
verbs, adjectives, and proper nouns (Fig. 3-5). For each word, 359 syntactic units were
dedicated; out of 359, 180 units became activated in function words (afwdsyn = 0.5), whereas,
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90 units were activated for the content words (acntsyn = 0.25).
Syntactic
Features
19
Function
Words
15
+
Verbs
74
(sg. + pl.)
Nouns
36
(sg. + pl.)
Adjectives
18
Figure 3-5: Order of word generation in the syntactic sub-network. Beside the main factors,
additional 20 hidden factors were used. The number of words in a word category is written
below its name (for nouns and verbs, singular and plural forms were counted together).
Proper nouns are not shown in the diagram because of their small number. All factors were
generated with the sparsity a = 0.25, except for function words, a = 0.50.
As factors for generating the function words, we arbitrarily designed 19 syntactic fea-
tures:
• 7 lexical categories: lxc/noun, lxc/verb, lxc/adj, lxc/conjunction, lxc/preposition,
lxc/pronoun, lxc/adverb
• 2 numbers: Number/singular, Number/plural
• 1 negation: Negation
• 3 determiners: Determiner/indefinite, Determiner/definite, Determiner/properNoun
• 2 locations: Location/close, Location/far
• 4 directions: Direction/from, Direction/towards, Direction/samePlace, Direction/above.
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We represented the above syntactic features as vectors of 359 elements with a = 0.25
(90 active units), while keeping the representation of features within each of the above
categories orthogonal to each other. For instance, for the first item, lexical categories: (1)
we generated the representation of lxc/noun, by randomly selecting 90 units and arbitrarily
assigning their activation states; (2) for lxc/verb, we activated the same units as in the
lxc/noun but assigning different states; (3) for the rest of the members (i.e. lxc/adj, . . . ), we
used the same procedure as in (2) while keeping all these features completely orthogonal.
We took the same steps (1)–(3) for other categories listed above while keeping the features
within a category uncorrelated.
Since these syntactic features will be used as the factors for all the words, we arbitrarily
set their suggestion weights for the generation of different word categories, either function
words or content words (see Table 3.1 in Appendix).
We used the above 19 syntactic features, together with 20 hidden factors, as the factors
for the syntactic representation of 15 function words. Using the function words and the
syntactic features, together with 20 hidden factors, we generated the syntactic representa-
tion of 36 nouns (singular and plural), 74 verbs (singular and plural), 18 adjectives, and
6 proper nouns (singular and plural). The suggestion weights of the function words for
the generation of a content word are determined by the joint probability of the two corre-
sponding words in the BLISS corpus. Thus, if a content word has a higher co-occurrence
with a function word in the corpus, the representations of these two words tend to be more
correlated.
3.3.4 The Potts Network stores the BLISS Words
For storing the BLISS words into the Potts network, we used the learning rule of Eq. 3.1,
with both auto-associative and (wherever needed) hetero-associative components, and pa-
rameters a = 0.25, S = 7, and p = 149. The number of connections per unit (C) was
kept around C/N ≈ 0.16, in the range that is appropriate for the latching transition (Russo
and Treves, 2012); we used Csem = 88 for the semantic sub-network and Csyn = 58 for
the syntactic sub-network, if no interaction between these two parts exists. If there an
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interaction, these parameters changes (it will be discussed later).
Semantic sub-network
To store the semantic representation of the words into the Potts network, we used the auto-
associative (Hebbian) learning rule in Eq. 3.2 and switched off the hetero-associative com-
ponent (cauto = 1 and chetero = 0 in Eq. 3.1). The only correction that we made to the rule
in Eq. 3.2 was for the storage of the nouns and verbs: as the plural and singular forms of the
nouns and verbs are identical in the semantic representation, we halved the contribution of
a noun or verb to the synaptic strength to avoid double synaptic strengths for these words.
Syntactic sub-network
For the syntactic representation, we used both the auto-associative and hetero-associative
components, setting cauto = 1 and varying chetero. We added a normalization term to Eq.
3.1 because of high correlations between words belonging to the same syntactic category.
As we will shown in the Results (Fig. 3-12), the average correlation of the syntactic com-
ponent of words that belong to the same category is very high compared to that of randomly
correlated patterns; for instance, the average correlation between words belonging to the
singular noun category is about < Nas >nsg= 50, while for randomly correlated patterns
it is estimated to be < Nas >nsg= 3.2 (see Eq. 3.15).
Because of such high correlation between the words that belong to the same syntactic
category, the contribution of word µ (e.g. sword) that belongs to syntactic category γ (e.g.
nsg) was normalized by the number of words in that category, kγ (e.g. 18 for the singular
nouns). Since the overlap between words in the same syntactic category is not full, we took
the average correlation into account, to obtain
Jklij (µ)⇐
1
kγ nasγ
Jklij (µ), (3.16)
where nasγ =
<Nas>γ
maxNas
is the average correlation between the words that belong to category
γ, normalized by the maximum Nas in the syntactic network (e.g. 90 for the singular
nouns).
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Beside auto-associating the words in the syntactic part (Eq. 3.2), we used the hetero-
associative learning rule (Eq. 3.7) for storing the sequences of the words that appear con-
secutively in a BLISS corpus. In the corpus, if word µ precedes word ν with probability
P (µ, ν) (
∑p=149
ν=1 P (µ, ν) = 1) then the contribution of word µ to the hetero-associative
rule (Eq. 3.7) is modified as:
Jhklij (µ) = (δξµj l −
a
S
)(1− δk0)(1− δl0)
p∑
ν=1
P (µ, ν)(δξνi k −
a
S
). (3.17)
Connection between Semantic and Syntactic sub-networks
Having specified the learning rule used for both semantic and syntactic sub-networks, we
then connected these two sub-networks using the directional auto-associative learning rule
(symbolized in Fig. 3-6).
Sem
Syn
csem2syncsyn2sem
Figure 3-6: Interaction between semantic and syntactic sub-networks.
We have varied the strength of the connection from the semantic sub-network to the syn-
tactic sub-network (Ji∈syn,j∈sem) by modulating the coefficient csem2syn, and the strength
of the connection from the syntactic sub-network to the semantic one (Ji∈sem,j∈syn) by
modulating csyn2sem:
Jkli∈syn,j∈sem ⇐ csem2syn ∗ Jkli∈syn,j∈sem (3.18)
Jkli∈sem,j∈syn ⇐ csyn2sem ∗ Jkli∈sem,j∈syn. (3.19)
Since this interaction modifies the number of connections per unit (C) in the two sub-
networks, the number of connections for the Potts units of the semantic sub-network, Csem,
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and for the units of the syntactic sub-network, Csem, increase to:
Csem ⇐ Csem + csyn2sem ∗ Csyn (3.20)
Csyn ⇐ Csyn + csem2syn ∗ Csem. (3.21)
Without interaction (csem2syn = 0.0 and csyn2sem = 0.0), their value are Csem = 88 and
Csyn = 58.
3.4 Results
After representing both semantic and syntactic components of the BLISS words, we mea-
sured the correlations between words first for the semantic component, then for the syntac-
tic part.
3.4.1 Word Correlations in the Semantic Representation
After generating the semantic representation of words following the procedure discussed
above, we compared (Fig. 3-7) correlations of the words with correlations of 149 randomly
correlated patterns (having 134 patterns with a = 0.25 and 15 patterns with a = 0.08).
These random patterns were generated by the algorithm suggested by (Treves, 2005), with
parameters set so as to produce randomly correlated patterns with an average correlation
close to the theoretical measure, <Nas> = 4.1 (Eq. 3.15). Although the average correla-
tion of the words in the semantic sub-network of 4.5 is close to the expected correlation of
random patterns, the distribution of correlations exhibits a tail with very high values. When
computing the correlation distributions shown in Fig. 3-7, all 149 random patterns were
used in Fig. 3-7b, but only the singular form of nouns and verbs in Fig. 3-7a. Plural forms
were not included because they are semantically identical to their singular form; thus the
discrepancy in frequencies in the two plots shown in Fig. 3-7.
To have a better understanding about the word correlations in the semantic represen-
tation, we first measured the correlation between nouns belonging to different semantic
categories (animals, buildings, objects). Fig 3-8 demonstrates higher correlation of words
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(a) The words in the semantic sub-network (b) Randomly correlated patterns
Figure 3-7: Frequency distributions of correlations (Nas) (a) between the words in the
semantic sub-network and (b) between randomly correlated patterns.
within a semantic category (in green) than across categories (in blue); the average corre-
lations across the categories are close to the correlation of randomly correlated patterns,
indicated by a dashed line. For instance, Fig. 3-8a compares the correlation of words be-
longing to the animals category (calf, deer, dog, dove, horse, sheep, and worm) with the
words of either the same category (animals) or other categories of buildings (church, door,
gate, house, and wall) and objects (crown, dagger, pearl, rock, stone, and sword). Note
that the maximum correlation between every two content words—the maximum number
of units that are active and at the same state in a pair of words—is 135 in the semantic
sub-network.
In the semantic representation, a generating factor influences the representation of a
word by a weight that is proportional to the joint probability of the factor and the word.
We have thus compared the correlation of every factor with the generated word in the Potts
network and in the training BLISS corpus, generated by the Subject-Verb model (Fig. 3-9).
This correlation was measured as <Nas > in the Potts network, and as joint probability in
the BLISS corpus (the joint probabilities between a word and its factors were normalized
to 1). Although in the generation of the words, a very high noise level—about 400 hidden
factors—was used to decrease the correlation between words, Fig. 3-9 demonstrates that
a highly frequent word pair in the BLISS corpus still has a high correlation (Nas) in the
semantic sub-network. These high Nas correlations indicate a deviation from the regime
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(a) animals (b) buildings (c) objects
Figure 3-8: The average correlation (<Nas>) between words within a semantic noun cate-
gory (animals, buildings, and objects), shown in green, or across the categories, in blue. (a)
The average correlation between the words of ”animal” category (e.g. dog and horse) with
themselves and with the words of ”buildings” (e.g. buildings and house), and the words of
”objects” (e.g. sword, stone); likewise, for (b) buildings and (c) objects. The dashed line
indicates the expected correlation of randomly correlated patterns with a = 0.25 (' 4.8).
of randomly correlated patterns (<Nas> ' 4.8, between content words; <Nas> ' 1.5,
between content words and function words; Eq. 3.15).
After generating the semantic representation of all the words, we compared the average
correlations (<Nas>) of the semantic representation of the words that belong to different
word categories (nouns, verbs, adjectives, proper nouns, and function words) across the
categories. As shown in Fig. 3-10, correlations between word categories are close to the
regime of randomly correlated patterns in the semantic sub-network, that is <Nas> ' 4.8
between content words, and <Nas> ' 1.5 between content words and function words
(see Eq. 3.15). However, the average correlation between words within a category is
higher than the correlations across categories; this increase is more noticeable for proper
nouns because of their small size (4 singular and 2 plural), and it is less noticeable for
function words because of their small sparsity (afwdsem = 0.08). The high correlations within
categories indicate deviations of the generated patterns in the semantic sub-network from
the randomly correlated regime.
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(a) Verbs and Nouns (b) Adjectives and Nouns
(c) Proper Nouns and content words (d) Function words and content words
Figure 3-9: Comparison of the correlation between words and their factors in their seman-
tic representation (<Nas> on y-axis) versus their joint probabilities in the BLISS corpus
produced by the Subject-Verb model (x-axis) (the joint probabilities between a word and
its factors have been normalized to 1). Each dot indicates a pair of a word, that is associ-
ated with a color, and its generating factor. (a) The correlation between verbs and nouns
(the generating factors of verbs) in their semantic representation vs. the joint probability
between the verbs and the nouns in the BLISS corpus (e.g. kill sword); Likewise, for (b)
adjectives and nouns (adjectives’ generating factors) (e.g. bloody sword), (c) the 4 singular
proper nouns and other content words (nouns, verbs, and adjectives), which were the proper
nouns’ factors (e.g. Zarathustra sword or Zarathustra kill), and (d) the function words and
their factors (nouns, verbs, and adjectives) (e.g. the sword).
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(a) Nouns (b) Verbs
(c) Adjectives (d) Proper nouns
(e) Function words
Figure 3-10: The average correlation (<Nas>) between words within a category (in green)
or across categories (in blue) in the semantic representation. (a) The average correlation
of words that belong to the noun category with either themselves (nouns) or with words of
other word categories (verbs, adjectives, proper nouns, and function words); likewise for
other categories in (b)–(e). The dashed lines indicate the expected correlation of randomly
correlated patterns (' 4.8, between content words; ' 1.5, between content words and
function words). 65
3.4.2 Word Correlations in the Syntactic Representation
For the syntactic representation of the words, we used 19 syntactic features and 20 hidden
factors as factors. Among them, as shown in Table 3.1, the 7 LexicalCategory features
have the strongest weights (lxc/noun, lxc/verb, lxc/adj, lxc/conjunction, lxc/preposition,
lxc/pronoun, lxc/adverb). Fig. 3-11 demonstrates the average correlation, <Nas>, of each
of these factors with words of different word categories. The colour code indicates the
strength of the suggestion weights of factors for the syntactic categories, varying from
the weakest (dark blue) to normal (green) and to the strongest (red). Comparing these
correlations with the weights with which these factors influenced the words in Table 3.1, we
observe that stronger weights naturally result in higher correlation between representations;
for example, in Fig. 3-11a, lxc/noun is highly correlated with noun categories (singular and
plural nouns and proper nouns). In the next chapter, we will take advantage of these high
correlations for demonstrating the behaviour of the syntactic sub-network.
Generating the syntactic representation of all the words, we measured their correlations
within and across different syntactic categories (singular and plural nouns, singular and
plural verbs, adjectives, singular and plural proper nouns, and function words), as shown
in Fig. 3-12. As expected, the correlations between relevant syntactic categories highly
deviate from the regime of randomly correlated patterns in the syntactic sub-network; for
randomly correlated patterns, <Nas> ' 3.2, between content words, and <Nas> ' 6.4,
between content words and function words, see Eq. 3.15. As shown in Fig. 3-12a, sin-
gular nouns (Nsg) have higher correlations with other noun categories (i.e. plural nouns
and proper nouns) and also with other singular words (i.e. singular verbs), than with plural
verbs or with adjectives. Though function words (Fwd) participate as factors in the gener-
ation of all the content words, their correlations with other categories are relatively small,
even within the function words themselves, because of their high sparsity (afwdsyn = 0.50)
compared to other words and to their syntactic features.
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(a) lxc/noun (b) lxc/verb
(c) lxc/adj (d) lxc/conjunction
(e) lxc/preposition (f) lxc/pronoun
(g) lxc/adverb
Figure 3-11: The average correlation (<Nas>) of the 7 lexical categories used for the gen-
eration of the syntactic representation of words, with words belonging to different syntactic
categories. The colour code indicates the strength of the suggestion weights of these fac-
tors for the syntactic categories (Table 3.1), varying from the weakest (dark blue) to normal
(green) and to the strongest (red).
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(a) Singular nouns (b) Plural nouns (c) Singular verbs
(d) Plural verbs (e) Adjectives (f) Singular proper nouns
(g) Plural proper nouns (h) Function words
Figure 3-12: The average correlation <Nas> of the syntactic representation of the words
belonging to the same (in green) or different syntactic categories (in blue). (a) The correla-
tion between the words that belong to singular nouns (Nsg) with themselves or with other
word categories; likewise, for (b) plural nouns (Npl), (c) singular verbs (Vsg), (d) plural
verbs (Vpl), (e) adjectives (Adj), (f) singular proper nouns (Psg), (g) plural proper nouns
(Ppl), and (h) function words (Fwd). The dashed lines indicate the expected correlations of
randomly correlated patterns (' 3.2, between content words, and ' 6.4, between content
words and function words).
68
3.5 Discussion
We have encoded words of BLISS, our artificial language of intermediate complexity, into
a Potts attractor neural network, a simplified model of the cortex with large storage capacity
that includes two components, semantic and syntactic.
The distinction between semantic and syntactic representations of words is inspired by
neuropyschological findings (Shallice and Cooper, 2011; Shapiro and Caramazza, 2004).
We have also made a distinction between the encoding of function words and content
words, as suggested by several studies (Friederici and Schoenle, 1980; Friederici et al.,
2000). While we keep the overall activity for these two categories the same over the net-
work, semantic units are less active for the function words than for the content words, while
syntactic units are more active for the function words than for the content words.
In order to generate the semantic and syntactic representation of words in a distributed
fashion, we have used a generating algorithm that reflects the variable degrees of correla-
tion between words, as suggested by findings on the priming effect (Crescentini et al., 2010;
Lerner et al., 2012) and by computational studies for predicting the fMRI signature of
words (Mitchell et al., 2008). We observe that a higher semantic dependence (statistical
dependence) of words in the BLISS language results in higher correlation in their semantic
representation; likewise, a higher syntactical dependence of words results in higher cor-
relation in their syntactic representation. We also observe that the correlations between
semantic representation of words within a category is slightly higher than the expected
correlations of randomly correlated patterns, and that the correlations between syntactic
representation of words within a category is highly above the expected correlations of ran-
domly correlated patterns. To encode a word representation into the Potts network, we
have used an auto-associative learning rule—associating a word to itself—for the seman-
tic sub-network; and we have used a hetero-associative—in addition to an auto-associative
rule—for the syntactic sub-network, in order to associate different words together through
the statistics of word transitions in BLISS.
Our approach toward the representation of words is novel. On the one hand, by dis-
tributing a word on a network, we stayed away from extreme localized approaches in which
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the sentence constructs are represented on distinct set of units (Hummel, J.E. and Holyoak,
1997; Velde and de Kamps, 2006); on the other hand, by having a sparse representation of
the words, which are implemented as a set of features localized on Potts units, we did not
follow extreme distributed approaches (Gayler, 2003). Further, by making a distinction be-
tween semantic and syntactic characteristics of a word, we embedded grammar knowledge
in the Potts network, unlike the case of a simple recurrent neural network (Elman, 1993).
In spite of the considerations we gave for word representation, there remain limitations
and future questions that need to be answered. A word, beside semantic and syntactic
properties, is also associated to a sound structure, a property that needs to be considered
in future representations of the words. The current implementation of BLISS, the training
language of the network, does not contain pronouns, interrogative sentences, or embedding
structure. To investigate the ability of the network to produce such sentences, one needs
to first examine the length of dependences that the Potts network can handle. For ran-
domly correlated patterns, the sequences stretch beyond a first-order Markov chain (Russo
et al., 2010); however, this measure needs to be investigated with sentences generated by
the semantic and syntactic sub-networks, given that these sub-networks can be trained with
different statistics of word transitions derived from BLISS corpora generated by the differ-
ent semantics models. For the results reported in this chapter, we used a corpus produced
by the Subject-Verb semantics model.
Though the Potts network has a large capacity for word storage (Kropff and Treves,
2005), this capacity is valid for randomly correlated—that is, uncorrelated—patterns. For
patterns stored using an auto-associative learning rule, computer simulations for the seman-
tic sub-network show that the capacity diminishes for highly correlated patterns (Russo and
Treves, 2012). The dependence of the storage capacity on the correlation among stored pat-
terns still needs to be rigorously investigated. Likewise, the storage capacity of the syntac-
tic sub-network—the number of rules that can be stored using a hetero-associative learning
rule—needs to be addressed in future studies.
The approach that we implemented here for encoding words of a language of interme-
diate complexity in a neural network, proposed as a simplified model of the cortex, is a new
step toward understanding the principles of word organization in the brain.
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Appendix
Table 3.1: Suggestion weight of the syntactic features that served as factors for the genera-
tion of function words and different categories of content words.
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4The Potts Network Utters BLISS Words
”Strong Zarathustra leaves Ahriman.”
– Potts
Having introduced the Potts network as a simplified model of macroscopic dynamics of
the cortex and explained how we encoded the words of the artificial language BLISS in the
Potts network, we would like to see how the Potts network behaves with the stored BLISS
words.
In this chapter we first illustrate the influence of key parameters of the network by
giving some examples of the latching transition using different values for these parameters.
Next, we demonstrate the individual behaviour of the semantic and syntactic sub-networks.
Finally, we consider the interaction between these two sub-networks, to see what word
sequences the Potts network produces.
4.1 Effect of the Network Parameters
Before applying the network to the language, we would like to explain the dependence
of the latching transitions on the key parameters in the Potts network model. How these
parameters influence the latching transition in the network was extensively investigated by
(Russo and Treves, 2012), who showed the phases in which the finite and infinite latching
exist. Here, we visualize this influence through concrete examples.
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We stored p = 149 patterns using the auto-associative learning rule (3.2) on N = 541,
using randomly generated patterns (< Nas >' 4.2). The number of connections per
unit was set around C = 88, keeping the connections diluted at C/N ≈ 0.16. With this
network, we investigated the role of U (the fixed threshold), w (the local feedback term), β
(the inverse temperate), and τ1, τ2, and τ3 (the time constants of the dynamic thresholds).
4.1.1 The Fixed Threshold: U
As shown in Eq. 3.11, the constant U is the input to the null state, in other words, it is the
constant threshold that an active state must surpass to exceed the activation level of the null
state. The higher U , the higher the activation level of the null state, the more difficult for
an active state to be the winner (
∑S
k=0 σ
k
i (t) = 1), thus the more probable for the network
to stop latching. This influence is visualized in Fig. 4-1.
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(a) U = 0.0 (b) U = 0.1
(c) U = 0.2 (d) U = 0.3
Figure 4-1: Effect of varying the fixed threshold U in the Potts network with randomly
correlated patterns: (a) U = 0.0, (b) U = 0.1, (c) U = 0.2, and (d) U = 0.3. The x axis is
time and the y axis is the correlation (overlap) of the network state with each of the stored
patterns, or words, indicated in different colours. The parameters were set at N = 541,
p = 149, C = 88, τ1 = 10, τ2 = 200, τ3 = 10000, w = 1.6, and β = 5.
4.1.2 The Self-reinforcement Term: w
The feedback term or self-reinforcement term, w (Eq. 3.13), provides a positive feedback
to an active state of a unit if the activation level of the state is relatively higher than the
average activity across active states of the unit; therefore, a higher w keeps active states of
high activity more stable. As shown in Fig. 4-2, the number of transitions decreases as w
increases, since a retrieved pattern tends to remain active for a longer time (due to strong
reinforcement of its active states).
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(a) w = 1.4 (b) w = 1.6
(c) w = 1.8 (d) w = 2.0
Figure 4-2: Effect of varying the self-reinforcement term, w, in the Potts network with
randomly correlated patterns: (a) w = 1.4, (b) w = 1.6, (c) w = 1.8, and (d) w = 2.0.
The x axis is time and the y axis is the correlation (overlap) of the network state with each
of the stored patterns, or words, indicated in different colours. The parameters were set at
N = 541, p = 149, C = 88, τ1 = 10, τ2 = 200, τ3 = 10000, U = 0.0, and β = 5.
4.1.3 The Inverse Temperature: β
The inverse of the thermal noise, β, in the Potts model affects the activation function of
a state as a factor in the exponent of the exponential function (Eqs. 3.10 and 3.11), thus
adjusting the sensitivity of the activation function of a state to changes of its firing rate.
High noise (small β) attenuates activity changes and does not allow highly active states
to have a voice; consequently, the network more probably dies out, as shown in Fig. 4-
3. In contrast, low noise (high β) bestows more stability upon the retrieved patterns, by
increasing the sensitivity of the activation function to firing rate changes.
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(a) β = 4 (b) β = 5
(c) β = 6 (d) β = 8
Figure 4-3: Effect of varying the inverse temperature, β, in the Potts network with randomly
correlated patterns: (a) β = 4, (b) β = 5, (c) β = 6, and (d) β = 8. The parameters were
set at N = 541, p = 149, C = 88, τ1 = 10, τ2 = 200, τ3 = 10000, U = 0.0, and w = 1.6.
4.1.4 The Time Constants: τ1, τ2, τ3
As discussed in the previous chapter, dynamic thresholds are introduced to the dynamics
of Potts units to model neuronal fatigue and slow inhibition in cortical patches. The time
constants of these threshold dynamics—τ1, τ2, and τ3—determine, respectively, the speed
of firing rate integration, rki (t), the speed of variation of threshold of active states, θ
k
i (t),
and the speed of variation of threshold of the null state, θ0i (t). Compare Fig. 4-4a and
Fig. 4-4b to see that we can slow down the latching transitions by increasing these time
constants by a common factor. Keeping the time constants in Fig. 4-4a as a reference,
we note in Fig. 4-4c that the network stays longer in an attractor even when increasing
only τ2 (which slows down the decay of the activation of an active state). In Fig. 4-4d,
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we see that the network shows more clear transitions between the dominant patterns while
inhibiting the competitive patterns, when decreasing τ3 (which speeds up the dynamics of
the common threshold).
(a) τ1 = 10, τ2 = 200, τ3 = 10000 (b) τ1 = 20, τ2 = 400, τ3 = 20000
(c) τ1 = 10, τ2 = 400, τ3 = 10000 (d) τ1 = 10, τ2 = 200, τ3 = 1000
Figure 4-4: Effect of varying the time constants of the dynamic thresholds, τ1, τ2, and τ3,
in the Potts network with randomly correlated patterns. Keeping the time constants of (a)
as a reference, in (b) the time constants are doubled, in (c) only τ2 is increased, and in (d)
τ3 is decreased. The parameters were set at N = 541, p = 149, C = 88, β = 5, U = 0.0,
and w = 1.6.
As discussed in this section, different ranges of network parameters result in different
speeds for the latching transitions in the network. Given an average human speaking rate of
about 150 words per minute, we decided to choose the following values of the parameters
for subsequent simulations: τ1 = 10, τ2 = 200, τ3 = 10000, U = 0.0, β = 5, and w = 1.6,
which result in about 11 words in 4.5 seconds.
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4.2 The Potts Semantic Network
In the preceding chapter we explained how we generated the semantic representation of 149
words (section 3.3.2), and we described how to encode the words into the semantic sub-
network using an auto-associative learning rule. Here we want to examine the dynamics of
the semantic sub-network with these stored words (section 3.3.4).
Fig. 4-5 shows the behaviour of the semantic sub-network after encoding words into
it. We observe the dominance of the words house and give (plural and singular forms were
represented identically) in the network dynamics, a consequence of the underlying corre-
lation between these words. Though the average correlation among words in the semantic
sub-network is close to that of randomly correlated pattern, some pairs of words exhibit
correlations that highly exceed the average.
Figure 4-5: Limit cycle dynamics with correlated patterns: latching dynamics in the se-
mantic sub-network with words encoded by the auto-associative learning rule and generated
as explained in the previous chapter. The parameters were set at Nsem = 541, Csem = 88,
τ1 sem = 10, τ2 sem = 200, τ3 sem = 10000, wsem = 1.6, βsem = 5, and Usem = 0.0.
Unfortunately given the procedure chosen here for encoding words in the semantic sub-
network, we were not able to find a simple heuristic approach for escaping this limit cycle
phase. The phase diagram of the latching network in the presence of some larg correlation
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needs to be investigated by future studies.
4.3 The Potts Syntactic Network
In the preceding chapter, we explained how to generate the syntactic representation of 149
words (section 3.3.3) and we described the way to encode the words into the syntactic sub-
network using both auto-associative and hetero-associative learning rules (section 3.3.4).
Here we want to examine the dynamics of the syntactic sub-network with these stored
words, for N = 359 and C = 58 (C/N ≈ 0.16).
To visualize the correlation (overlap) between the network activity and the 149 stored
words, we decided to show the correlation not with all the words but with the 7 lexical
categories (section 3.3.3) used as the factors for generating the syntactic representation of
words: lxc/noun, lxc/verb, lxc/adj, lxc/conjunction, lxc/preposition, lxc/pronoun (for sim-
plicity ”lxc/” is dropped from their names). We made this choice because in the syntactic
sub-network, the overlap of the words within a category is very high (Fig. 3-12); instead,
we use these 7 lexical categories as indicators of different word categories (Fig. 3-11).
4.3.1 Latching with the Auto-associative Learning Rule Alone
In Fig. 4-6 we observe the behaviour of the syntactic sub-network with the words stored by
only using the auto-associative learning rule (cauto = 1.0 and chetero = 0.0 in Eq. 3.1). The
transitions in the syntactic sub-network are slow (Fig. 4-6a) when using the time constants
of the dynamic thresholds found appropriate for the case of randomly correlated patterns
(section 4.1); to compensate, we doubled the speed by halving the time constants (Fig. 4-
6b). This difference in the speed might originate from the small number of patterns that we
effectively stored in the syntactic sub-network compared to the semantic sub-network; due
to the high correlations between words in the syntactic sub-network, the patterns that were
effectively stored is about the size of the lexical categories.
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(a) τ1 syn = 10, τ2 syn = 200, τ3 syn = 10000 (b) τ1 syn = 5, τ2 syn = 100, τ3 syn = 5000
Figure 4-6: Dynamics of the syntactic sub-network with (a) slower and (b) faster time
constants. The patterns were encoded by an auto-associative learning rule (cauto = 1.0 and
chetero = 0.0, in Eq. 3.1) and were generated by the procedure discussed in the previous
chapter. The x axis is time and the y axis is the correlation (overlap) of the network state
with 7 word categories used as the factors for the syntactic representation of the words. The
parameters were set at Nsem = 359, Csyn = 58, Usyn = 0.0, wsyn = 1.6, βsyn = 5.
4.3.2 Turning on the Hetero-associative Learning Rule
Having adjusted the time constants in the syntactic sub-network, we now turn on the hetero-
associative learning rule (chetero 6= 0.0) while keeping cauto = 1.0. As we see in Fig. 4-7,
introducing the hetero-associative component gives the network some knowledge about the
possible sequences of words and leads the transitions toward more grammatically valid
sequences. For chetero = 0.1 (Fig. 4-7b), the valid sequences form ”noun verb” (0.5–1.5
sec), ”noun verb adj noun” (3.0–4.0 sec), and ”adj noun verb” (3.5–4.5 sec). However, we
observe in invalid sequences like ”adj verb” (1.5–2.5 sec), where adj retrieves both noun
and verb (2.0 sec), yet noun loses this competition, while it successfully wins it later (4.0
sec). The outcome of this competition does not seem to be improved by increasing chetero
(Figs. 4-7c and 4-7d).
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(a) chetero = 0.0 (b) chetero = 0.1
(c) chetero = 0.2 (d) chetero = 0.3
Figure 4-7: Hetero-associative learning introduces syntax: latching dynamics in the
syntactic sub-network with the words encoded using both an auto-associative learning rule
with fixed cauto = 1.0, and a hetero-associative learing rule with (a) chetero = 0.0, (b)
chetero = 0.1 (c) chetero = 0.2, and (d) chetero = 0.3. The parameters were set as Csyn = 58,
τ1 syn = 5, τ2 syn = 100, τ3 syn = 5000, wsyn = 1.6, βsyn = 5, Usyn = 0.0.
4.4 Interaction of Semantic and Syntactic sub-networks
We coupled the semantic and syntactic sub-networks to each other to observe whether they
cooperate to produce interesting sentences. These two sub-networks influence each other
by different weights (Eq. 3.19): csem2syn, the weight by which the semantic sub-network
influences the syntactic sub-network, and csyn2sem, the weight by which the syntactic sub-
network influences the semantic sub-network. This interaction influences the number of
connections per unit C, as in Eq. 3.21.
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4.4.1 The Semantic sub-network with Correlated Patterns
As we observed earlier, in section 4.2, if we try to use the semantic sub-network with
words generated and encoded through the procedure explained in the last chapter, the se-
quences were uninterestingly composed of the two words house and give. If we allow this
sub-network to be influenced by the syntactic sub-network (Fig. 4-8), we still see the dom-
inance of these two words. The sentences, both for semantic and syntactic retrievals, are
shown at the top of the figure and roughly matched by their co-activations. Note several in-
correct retrievals marked by *; these were not guided by the syntactic sub-network. Despite
this dominance and the errors, we see that the syntactic sub-network attempts to retrieve
relevant words, though with smaller overlap compared to house and give; for instance, adj
in the syntactic network (1.7 sec) brings up poor in the semantic part; similarly, noun (3.0
sec) evokes Greeks and later (4.0 sec) it retrieves crowns.
Because of this unsatisfactory behaviour, we decided to work with randomly correlated
patterns for the semantic network, as in section 4.1. In what follows, we focus on a semantic
sub-network with randomly correlated patterns.
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churches *houses *gives crowns *houses houses gives *houses crowns gives *houses
noun verb adj [noun] verb noun verb adj noun verb adj
Sem
Syn
0.00.2
Figure 4-8: Correlated patterns are difficult to harness: the interaction between the se-
mantic sub-network with correlated patterns (top) and the syntactic sub-network (bottom).
The strength of the influence of the syntactic part on the semantic part is csyn2sem = 0.2 and
of the semantic part on the syntactic part is csem2syn = 0.0, see right panel. The sentences
produced by the interaction of these two sub-networks are shown at the top; incorrect re-
trievals are marked by * and incomplete valid retrievals are included in []. The patterns in
the syntactic sub-networks are generated with both auto- and hetero-associative learning,
cauto = 1.0 and chetero = 0.1. The parameters were set at w = 1.6, β = 5, U = 0.0; for
the semantic sub-network, Csem = 100, τ1 sem = 10, τ2 sem = 200, τ3 sem = 10000; for the
syntactic sub-network, Csyn = 75, τ1 syn = 5, τ2 syn = 100, τ3 syn = 5000.
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4.4.2 The Semantic sub-network Influences the Syntactic sub-network
We now allow the semantic sub-network to guide the syntactic one through csem2syn = 0.1.
As shown at the top of Fig. 4-9, some retrievals in the syntactic sub-network correctly
follow the corresponding active word in the semantic part; for example, foul and heavy in
the semantic part (1.0–1.5 sec) correctly induce the retrieval of adj in the syntactic part;
likewise, doubt and comes (1.5–2.0 sec) induce the retrieval of verb. On the other hand,
there are several instances of invalid retrievals, marked by * in the sentences, or incomplete
retrievals, marked by []: for example, comes (2.0 sec) incorrectly retrieves noun, and prove
(3.0 sec) incorrectly retrieves noun, while the word foolish (4.5 sec) does not succeed to
completely induce the retrieval of adj.
Increasing the influence of the semantic sub-network on the syntactic sub-network en-
hances by some, but not enough, the correspondence between semantic and syntactic pat-
terns (Fig. 4-10). The sentences written on the top shown that most of the retrieved words
in the syntactic pattern correctly match the corresponding retrieved words in the seman-
tic part; however, hates incorrectly provoked noun (3.8 sec) and strong also incorrectly
provoked noun (4.2 sec).
4.4.3 The Syntactic sub-network Influences the Semantic sub-network
We would now like to examine the influence of the syntactic on the semantic sub-network.
Fig. 4-11 shows the guidance of the semantic part by the syntactic sub-network through
csyn2sem = 0.1. The match between the two sub-networks is not perfect. Although in most
cases the retrieved words in the semantic part match their word category in the syntactic
network, there are still a few cases of incongruence—know was incorrectly retrieved by adj
(3.7 sec), and Zarathustra by verb (4.4 sec).
If we increase the influence of the syntactic sub-network, we see much more interesting
and grammatically valid sentences (Fig. 4-12). Though we have not yet introduced punc-
tuations (e.g. period or exclamation mark for distinguishing the sentences) or coordinating
conjunctions (e.g. and, or), the network roughly produced interesting sentences such as:
• Church trusts [and] holds sweet, heavy Zarathustra!
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• Sweet, heavy Zarathustra holds pearl.
• Pearl stands.
• Heavy Zarathustra [or] pearl stands.
(Zarathustra was the founder and prophet of Zoroastrianism—an ancient Persian religion.)
The semantic network tends to produce more than one word for a word category pro-
posed by the syntactic network, such as ”trusts holds” for verb or ”sweat heavy” for adj.
So as to help the semantic network listen more clearly to the syntactic part, we decreased
the talking speed of the semantic network by increasing the time constants of the dynamic
thresholds. Fig. 4-13 shows how effective the decrease of the time constants are; the seman-
tic sub-network speaks one word of the corresponding word category, instead of quickly
uttering two words:
• Church holds strong Zarathustra!
• Strong Zarathustra leaves Ahriman!
• Ahriman trusts heavy gate.
• gate takes foolish . . .
(Ahriman indicates a sort of devil in Zoroastrianism.)
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church foul, heavy doubt, comes comes dies, stands prove prove crowns doubts hate hate foolish foolish finds
noun adj verb *noun verb *noun verb noun verb *noun verb [adj] *noun verb
Sem
Syn
0.10.0
Figure 4-9: Semantics is a loose guide for syntax, if the connections are weak: the
semantic sub-network with randomly correlated patterns (top) influences the syntactic sub-
network (bottom) with the weight csem2syn = 0.1. The sentences produced by the interac-
tion of these two sub-networks are written on the top; incorrect retrievals are marked by
* and incomplete valid retrievals are included in []. The parameters were set at w = 1.6,
β = 5, U = 0.0; for the semantic sub-network, Csem = 88, τ1 sem = 10, τ2 sem = 200,
τ3 sem = 10000; for the syntactic sub-network, Csyn = 68, τ1 syn = 5, τ2 syn = 100,
τ3 syn = 5000, cauto = 1.0, and chetero = 0.0.87
church foul, heavy doubt, comes dogs, Zarathustra serves pearl need, give hates follows strong kill sweet
noun adj verb noun verb noun verb *noun verb *noun verb *noun
Sem
Syn
0.20.0
Figure 4-10: A stronger coupling does not improve much the correspondence: the
semantic sub-network (with randomly correlated patterns) (top) influences the syntactic
sub-network (bottom) with the weight csem2syn = 0.2. The sentences produced by the
interaction of these two sub-networks are written on the top. The parameters were set at
w = 1.6, β = 5, U = 0.0; for the semantic sub-network, Csem = 88, τ1 sem = 10,
τ2 sem = 200, τ3 sem = 10000; for the syntactic sub-network, Csyn = 75, τ1 syn = 5,
τ2 syn = 100, τ3 syn = 5000, cauto = 1.0, and chetero = 0.0.
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church, Zarathustra marries, enters foul dies, need Ahriman, horse wear *know stands sword *Zarathustra worthy
noun verb adj verb noun verb adj [verb] noun verb adj
Sem
Syn
0.00.1
Figure 4-11: A weak coupling from syntax to semantics is still ineffective: the syn-
tactic sub-network (bottom) influences the semantic sub-network (top) with the weight
csyn2sem = 0.1. The sentences produced by the interaction of these two sub-networks are
written on the top. The parameters were set at w = 1.6, β = 5, U = 0.0; for the semantic
sub-network, Csem = 94, τ1 sem = 10, τ2 sem = 200, τ3 sem = 10000; for the syntactic sub-
network, Csyn = 58, τ1 syn = 5, τ2 syn = 100, τ3 syn = 5000, cauto = 1.0, and chetero = 0.1.
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church trusts holds sweet heavy Zarathustra holds pearl stands heavy Zarathustra, pearl stands great
noun verb adj [noun] verb noun verb adj noun verb adj
Sem
Syn
0.00.2
Figure 4-12: A stronger coupling now improves the match: the syntactic sub-network
(bottom) influences the semantic sub-network (top) with the weight csyn2sem = 0.2. The
sentences produced by the interaction of these two sub-networks are written on the top.
The parameters were set at w = 1.6, β = 5, U = 0.0; for the semantic sub-network,
Csem = 100, τ1 sem = 10, τ2 sem = 200, τ3 sem = 10000; for the syntactic sub-network,
Csyn = 58, τ1 syn = 5, τ2 syn = 100, τ3 syn = 5000, cauto = 1.0, and chetero = 0.1.
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church holds strong Zarathustra leaves Ahriman trusts heavy gate takes foolish
noun verb adj [noun] verb noun verb adj noun verb adj
Sem
Syn
0.00.2
Figure 4-13: Further improvement with slower semantics dynamics: the syntactic sub-
network (bottom) influences the semantic sub-network (top) with the weight csyn2sem =
0.2, while the semantic sub-network moves slowly. The parameters were set at w = 1.6,
β = 5, U = 0.0; for the semantic sub-network, Csem = 100, τ1 sem = 12.5, τ2 sem = 250,
τ3 sem = 12500; for the syntactic sub-network, Csyn = 58, τ1 syn = 5, τ2 syn = 100,
τ3 syn = 5000, cauto = 1.0, and chetero = 0.1.
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4.4.4 The Semantic sub-network and the Syntactic sub-network Co-
operate
Having investigated the directed interaction between the sub-networks, semantic to syn-
tactic and syntactic to semantic), we now examine their bi-directional cooperation, with
csem2syn = csyn2sem = 0.1, in Fig. 4-14. We compare this bi-directional interaction with
the uni-directional influence of the semantic on the syntactic network (Fig. 4-9), where
mostly the verbs were active in the semantic part and these verbs produced a consecutive
repetition of nouns and verbs in the syntactic part. Similarly (Fig. 4-14), we now see
that the syntactic part influences the semantic part to produce several repetitions of nouns
and verbs (i.e ”church, Zarathustra; holds, doubts; church, Zarathustra; holds, dare; pearl,
sword;”).
For a stronger bidirectional interaction (Fig. 4-15), we see an even stronger consecutive
repetition of nouns and verbs, although we also see better cooperation, with much less
discrepancy between the two networks.
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church, Zarathustra holds, doubts church, Zarathustra holds, dare pearl, sword *Zarathustra worthy hate, leaves
noun verb noun verb noun adj adj verb
Sem
Syn
0.10.1
Figure 4-14: Weak bidirectional interactions are too soft: the interaction between the
semantic sub-network (top) and the syntactic sub-network (bottom), with the weights
csem2syn = 0.1 and csyn2sem = 0.1. The sentences produced by the interaction of these two
sub-networks are written on the top. The parameters were set at w = 1.6, β = 5, U = 0.0;
for the semantic sub-network, Csem = 94, τ1 sem = 10, τ2 sem = 200, τ3 sem = 10000; for
the syntactic sub-network, Csyn = 68, τ1 syn = 5, τ2 syn = 100, τ3 syn = 5000, cauto = 1.0,
and chetero = 0.0.
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church, sheep marry, dare, gets sword, stones need, leaves, stands horse, churches kill, leaves Zarathustra, sheeps
noun verb noun verb noun verb noun
Sem
Syn
0.20.2
Figure 4-15: Stronger interactions cause dynamics to stumble: the interaction between
the semantic sub-network (top) and the syntactic sub-network (bottom), with the weights
csem2syn = 0.2 and csyn2sem = 0.2. The sentences produced by the interaction of these two
sub-networks are written on the top. The parameters were set at w = 1.6, β = 5, U = 0.0;
for the semantic sub-network, Csem = 100, τ1 sem = 10, τ2 sem = 200, τ3 sem = 10000; for
the syntactic sub-network, Csyn = 75, τ1 syn = 5, τ2 syn = 100, τ3 syn = 5000, cauto = 1.0,
and chetero = 0.0.
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4.5 Discussion
We investigated the behaviour of a Potts associative memory network that includes two
components, semantic and syntactic, in which the words of the BLISS language were
stored. First, we confirmed that the network parameters had the effects that we expected
from a previous analysis (Russo and Treves, 2012). We observed that turning on the hetero-
associative learning rule in the syntactic sub-network, when considered alone, produces
more grammatically valid transitions between word categories. When investigating the in-
teraction between the semantic and syntactic sub-networks, we observed that if the syntac-
tic sub-network provides a cue for the retrieval of words in the semantic sub-network with
randomly correlated patterns interesting changes in word transitions occur in the semantic
sub-network, in some cases, producing more grammatically valid sequences of words.
Through the interaction between the semantic and syntactic components of the net-
work, we approached in a novel way the problem of temporarily binding words in a sen-
tence, without using algebraic operations (Stewart and Eliasmith, 2009) or highly complex
connections between sentence constructs (Velde and de Kamps, 2006). If in the semantic
sub-network one of the syntactic categories (e.g. nouns) are retrieved—namely, the Potts
units representing that category get activated—these active units serve as a cue for the re-
trieval of a word belonging to that category in the semantic sub-network. Among the words
belonging to that category the semantic sub-network more probably retrieves the word that
is semantically more correlated with preceding retrieved words.
Beside the binding problem, the problem of multiple instances needs to be addressed in
a language model (Jackendoff, 2002); for instance, how could a language model distinguish
multiple instances of the word star in ”The little star is beside the big star”? Our study
provides some indication as to how this issue may be approached. Though in the Potts
network there is only one representation for a word (e.g. star), stored as an attractor, the
network approaches this attractor from different paths (either from little or from big); thus,
network configurations for these two instances will not be identical. Moreover, since the
activation of the Potts units is graded, the network might retrieve these two instances of the
same word with different degrees of overlap.
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Another problem that needs to be addressed by a language model is that of variable,
related to reasoning processes (Jackendoff, 2002); for example, John gives Mary a book
implies that Mary owns a book. At this early stage, the Potts network was only aimed
at spontaneously producing sequences of encoded words. However, considering the high
dimensionality of the Potts network, one could possibly add an additional reasoning com-
ponent.
Though we successfully encoded the highly correlated patterns in the syntactic sub-
network through appropriate normalization, we failed to store in the semantic sub-network
the low correlated patterns generated and stored by the procedure explained in the previous
chapter; when using those representations, the latches occurred mostly between the two
patterns in an unusually highly correlated pair. How to store correlated patterns in a Potts
network is a question that needs to be rigorously investigated in future studies.
Here we have demonstrated a few samples of the Potts network behaviour in its prim-
itive stage of speaking; we have clearly not exhaustively explored the space of all pos-
sible cues—the starting word of a sequence—nor have we derived statistics about word
sequences produced with different parameters in the network model or in the training lan-
guage (the different semantic models in BLISS). These statistics should be compared with
the information measures observed in the BLISS sentences. We note that within our limited
experiments we have not yet observed the retrieval of some BLISS words, such as function
words.
4.5.1 Future Directions
Although we distinguished the representation of singular and plural forms of the words
in the syntactic sub-network, for simplicity we only demonstrated the overlap of the net-
work configuration with the main lexical categories (i.e. nouns, verbs, ...), disregarding
their singular and plural forms; this distinction should be added in future implementations.
Further, the current implementation of the Potts network was not trained with end punctu-
ation marks, thus there is no distinction between separate sentences; these marks could be
included as additional attractors in the network.
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Moreover, the network was trained on one language. A bilingual Potts network would
require new word transitions belonging to the second language to be encoded in the syntac-
tic sub-network; whether these transitions can be stored in the same syntactic sub-network
or whether an additional syntactic component would be needed depends on the storage ca-
pacity of the network. Many aspects of the capacity question are still unknown, in particular
for a network that uses a hetero-associative learning rule.
Speculative and based on evolutionary aspects, the large number of connections and the
resulting large storage capacity of the human cortical network might have endowed it with
an ability for latching beyond that of a mere associative memory network (Treves, 2005).
The stage of language acquisition and development is missing in the Potts network,
where we have manually implemented words and stored the words on the network at the
start of each simulation. Although the auto-associative learning rule stores each word in-
dependently of the others, the question of a self-organized acquisition of words and rules
remains unaddressed by our model.
The question of whether the brain produces sequences of words in a manner similar
to the Potts network is one question that needs to be investigated by experimental stud-
ies. Designing a careful experiment on spontaneous speech production might be difficult;
However, one might design a speech perception task that examines, through brain signal
analyses, the expectation of participants who are trained on the BLISS language upon lis-
tening to BLISS sentences.
In summary, we have implemented a Potts attractor neural network that stores the words
of BLISS, the artificial language we constructed, and learns to some, admittedly limited,
extent the transitions between words in its syntactic component, and produces sequences
of words.
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5Conclusion
The main question of this Thesis is how we humans are able to produce sequences of words.
To address this question, we have explored a novel approach that involves first constructing
an artificial language of intermediate complexity and then implementing a neural network,
as a simplified cortical model of sentence production, which stores the vocabulary and the
grammar of the artificial language in a neurally inspired manner on two components: one
semantic and one syntactic.
As the training language of the network, we have constructed BLISS, an artificial lan-
guage of limited complexity that mimics natural languages by possessing a grammar of
about 40 production rules, a vocabulary size of 150 words, and a definition of semantics,
that is statistical dependences between words, beyond that due to production rules. The ef-
fect of introducing semantics with such a limited vocabulary was quantified using methods
of information theory and found to be small, but still measurable.
As a sentence production model, we have implemented a Potts attractor neural network,
whose units hypothetically represent patches of cortex. The choice of the Potts network,
for sentence production, has been mainly motivated by the latching dynamics it exhibits;
that is, an ability to spontaneously hop, or latch, across memory patterns, which have been
stored as dynamical attractors, thus producing a long or even infinite sequence of patterns,
at least in some regimes.
We have encoded words of BLISS, our artificial language, into the Potts network with
two components, semantic and syntactic. We have also made a distinction between the
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encoding of function words and content words. While we keep the overall activity for these
two categories the same over the network, semantic units are less active for the function
words than for the content words, while syntactic units are more active for the function
words than for the content words.
In order to generate the semantic and syntactic representation of words in a distributed
fashion, we have used a generating algorithm that reflects the variable degrees of correlation
between words. To encode a word representation into the Potts network, we have used an
auto-associative learning rule—associating a word to itself—for the semantic sub-network;
and we have used a hetero-associative—in addition to an auto-associative rule—for the
syntactic sub-network, in order to associate different words together through the statistics
of word transitions in BLISS.
Having stored the BLISS words, we investigated the behaviour of the Potts network. We
first illustrated the influence of key parameters of the network by giving some examples of
the latching transition using different values for these parameters. Next, we demonstrated
the individual behaviour of the semantic and syntactic sub-networks. Finally, we consid-
ered the interaction between these two sub-networks, to see what word sequences the Potts
network produces.
We observed that turning on the hetero-associative learning rule in the syntactic sub-
network, when considered alone, produces more grammatically valid transitions between
word categories. When investigating the interaction between the semantic and syntactic
sub-networks, we observed that if the syntactic sub-network provides a cue for the retrieval
of words in the semantic sub-network with randomly correlated patterns interesting changes
in word transitions occur in the semantic sub-network, in some cases, producing more
grammatically valid sequences of words.
Though promising, the talkative Potts network implemented here is at its preliminary
stage. The capacity of the network for storing rules, correlated words, and several lan-
guages need to be investigated in future studies. The stage of language acquisition and
development is missing in the Potts network, where we have manually implemented words
and stored the words on the network at the start of each simulation. Despite these limita-
tions, I hope this research opens a new path toward understanding mechanisms underlying
100
sentence production in the brain.
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