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Abstract 
 
The growth behaviors of grain boundaries (GBs) of multicrystalline silicon (mc-Si) at solid/melt 
interface has been observed in situ. The orientations of grains and misorientations of GBs were analyzed 
by electron backscattering diffraction (EBSD). Preferential etching was adopted for studying the 
dislocation distribution around the GBs. The atomic structures of some GBs were checked further by high 
resolution transmission electron microscope (HRTEM). The combination of these techniques sheds light 
on the dynamics of GBs during solidification in mc-Si. 
The formation of small-angle GBs (SAGBs) during directional solidification has been confirmed by 
aggregation of lattice dislocations at the interface. During in situ observation, SAGBs were observed 
appearing directly at the interface and the self-arrangement of dislocations just before the GB formation 
was revealed by preferential etching. Dislocations self-arrange by polygonization into an energetically 
favorable SAGB configuration. The misorientation of the SAGBs increases during crystal growth, 
possibly through the continual incorporation of dislocations. The present results suggest that there is 
considerable dislocation motion at the solid/melt interface and polygonization can occur during 
solidification, which would be much quicker at a temperature near the melting point. 
Interactions between Σ3 GBs, SAGBs, and general GBs at solid/melt interface were studied. The 
interactions exhibit a dependence on the misorientation angle. SAGBs can propagate through Σ3 GBs, but 
this behavior transitions into coalescence with Σ3s when the misorientation approaches the limit of a 
SAGB, i.e. 15º. On the other hand, general GBs show the ability to terminate Σ3 GBs continuously. These 
findings suggest that the presence of intrinsic dislocations in GBs plays a role in GB interactions. 
The generation of a {112}Σ3 GB can be generated from the decomposition of a Σ9 GB during 
directional solidification of multicrystalline Si through a two-step mechanism, a thermodynamic process 
goes first, and a kinetic one follows. A twin nucleation occurred at the Σ9 GB, which was a 
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thermodynamically favorable process lowering the total boundary energy. Two {111}Σ3 GBs were 
created by this nucleation. One {111}Σ3 GB was forced to turn to {112} plane and a faceted groove 
formed at the junction of the solid/melt interface and the {112}Σ3 GB. This mechanism is different from 
that for the growth of {111}Σ3 GBs, for which no groove formed at the interface. If the growth rates for 
the adjacent facets of the groove are the same, the GB can grow in a straight manner along the {112} 
plane, which is a kinetic process creating a high-energy GB against the thermodynamics. 
The boundary structure could possibly influence the growth direction of a SAGB. A SAGB was 
observed deviating from the growth direction and developed a groove at solid/melt interface. Its boundary 
structure was analyzed by HRTEM and was found that the SAGB changed its orientation in order to 
reduce the number of grain boundary dislocations and thus the boundary energy. This suggests that grain 
boundary dislocations have an influence on SAGB behavior during solidification. 
The facets of a groove could grow in an unstable, intermittent manner. The groove with a wide 
dihedral angle grew steadily, whereas the narrow groove grew intermittently. A theory was proposed in 
this research attempting to explain this phenomenon. Atomically rough region could be formed in the 
valley of the groove and Gibbs-Thomson effect worked to suppress the melting point at the curved 
surface at the groove bottom. Its curvature will be gradually changed by the step growth on the surface of 
the facets. The dihedral angle of a groove possibly influences the rate of the curvature change. Gibbs-
Thomson effect is reduced sharply at the narrow groove, and thus a sudden, rapid facet growth can occur 
when Gibbs-Thomson effect almost disappears. 
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Chapter 1 
Introduction 
 
1.1 Multicrystalline silicon as photovoltaic material 
Silicon is the second abundant element in the earth’s crust. As a semiconductor, its characteristics 
allows it becoming a candidate for a wide range of electronic devices. It is the most competitive 
semiconductor material in industry due to its affordability and availability. Si exists naturally in stable, 
oxidized form and can be reduced to element in refining process. The metallurgic grade Si produced from 
refining process still contains a large amount of impurity and is not suitable as a semiconductor material. 
Further purification is needed and the Siemens process is widely adopted in industry to produce 
semiconductor grade Si. The industrialization of producing highly purified Si material fuels the strong 
growth in fields of semiconductor and photovoltaics for several decades. 
The photovoltaic effect creates voltage and electrical current in a material due to exposure to light 
and it is the basic principle of solar electricity generation. The photovoltaic effect stems from the 
generation and recombination of charged carriers, which includes electrons and holes. In semiconductor 
materials, the valence band and conduction band are not overlapped and there is a bandgap between them. 
Electrons in valence band gaining sufficient energy overcoming the bandgap can be raised into valence 
band. These excited electrons could diffuse from the original sites and leave positively charged holes. The 
carrier-creating process is called generation, as shown in fig. 1.1. Bandgap is one of the most important 
factors for carrier generation and it is the determinant for promising semiconductor materials. One of the 
main reasons for Si replacing Ge as the major semiconductor material is the wider bandgap, which allows 
higher operation temperature for Si-based devices [1]. Fig. 1.1 also depicts two types of recombinations 
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for carriers. A carrier in conduction band could directly fall back to the valence band, recombine with a 
hole, and release the excessive energy, as the direct recombination shown in fig. 1.1. The other type of 
recombination is the indirect recombination. If there are impurities or defects existing in a solid, they act 
as recombination centers and are capable of catching drifting electrons. These temporarily trapped 
electrons would be released and finally recombine with holes. The recombination centers may be 
electrically active transition metals or dangling bonds in defects. Prevalent indirect recombination 
significantly shortens the average drifting distance of the carriers. 
 
 
 
 
 
 
 
 
 
 
The energy source for exciting an electron could be thermal excitation or, in the case of 
photovoltaics, the light. Exposure to light can generate the electrons and holes in semiconductor 
materials. If those charged carriers can be separated and collected by electrodes, electrical current is 
created directly from the light. These carriers have to diffuse within the solid to reach the electrodes and 
thus build the circuit. Recombination centers in the material interrupt the diffusion path and prevent the 
recombination 
center
Ec
Ev
Indirect 
recombination
Direct 
recombinationGeneration
hν
Photon
Fig. 1.1 Direct and indirect recombination in a semiconductor material. 
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carriers from reaching the charge collectors. As the result, few electrons flow in the circuit and the 
photovoltaic effect is mitigated significantly. The alleviation of the recombination is a critical way to 
boost the performance of the photovoltaics. 
Nowadays, more than 95% of the solar cells are manufactured on Si substrates [2], far beyond any 
other materials. The performance of Si-based solar cells is mainly limited by carrier recombination in the 
substrates. Transition metals are strong recombination centers. Crystal growth by purified raw materials 
and careful control for contamination during manufacturing can significantly reduce the impurity content 
in the crystal. Defects like dislocations and grain boundaries are recombination centers as well. 
Dislocation cores are electrically active and strongly interact with charged carriers. For grain boundaries, 
the dangling bonds at the boundary can trap the carriers. Highly symmetrical grain boundaries with fewer 
dangling bonds may be less active to the recombination. Coherent Σ3 twin grain boundaries are well-
known that is electrically inactive. 
There are two types of crystalline Si can be used as substrate materials, monocrystalline and 
multicrystalline Si [3]. Solar cells produced in earlier age were made on monocrystalline Si substrates 
and, currently, monocrystalline Si solar cells are still dominating the high efficiency market owing to the 
high perfection of the substrates. Monocrystalline Si is free of dislocations and grain boundaries. The 
impurities are thus the major recombination centers in monocrystalline substrates. Due to the strict 
contamination control in the modern industrial crystal growth process, the impurity concentration in Si 
single crystal grown by Czochralski method is very low. However, the well-controlled processes and 
delicately designed growth furnaces make it difficult to reduce the manufacturing cost. Monocrystalline 
Si-based solar cells are not capable of making the solar power price competitive in comparison with other 
traditional energy sources. Although single crystal substrates are indispensable for high efficiency solar 
cells, the monocrystalline Si-based products account for a smaller portion of total market share. 
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Multicrystalline Si are the most popular materials as solar cell substrates now. The multicrystalline 
Si solar cells were developed mainly for reducing the production cost. Modern directional solidification 
furnaces for multicrystalline Si are designed for producing casting ingots of around 800 kg [4]. The 
production capability is unparalleled in comparison with other crystal growth methods. Directional 
solidification thus provides a better way for mass-production and achieves significant cost reduction on 
manufacturing. The highest efficiency of monocrystalline cell is 26.7% [5]; on the other hand, the record 
efficiency for multicrystalline cell is around 22.3% [6]. The efficiency of multicrystalline cells is lower 
than that of monocrystalline cells, but it is a strong competitor for grabbing market share and promote the 
solar power to more customers. 
The lower efficiency of multicrystalline solar cells is due to the plenty of defects within the Si 
substrates. Impurities, dislocations, and grain boundaries are abundant in multicrystalline Si grown by 
directional solidification and contribute numerous recombination centers. The feedstock with inferior 
quality is usually used in crystal growth for multicrystalline Si because of strict production cost 
requirement. The deleterious effect of metallic impurities can be assuaged by defect engineering through 
designed annealing process [7, 8]. The transition metals aggregate into precipitates after annealing and 
become less electrically active. Metallic impurities are also able to precipitate at dislocations and grain 
boundaries [9]. Even without transition metal precipitation, dislocations [10] and grain boundaries [11, 
12] themselves are electrically active, and could serve as recombination centers. 
However, not all grain boundaries exhibit detrimental effect enhancing the recombination. The 
electrical activity of various grain boundaries in multicrystalline Si has been studied by electron-beam-
induced current (EBIC) [13, 14, 15, 16, 17]. Grain boundaries showed recombination activity, although it 
is weak, when they were clean and uncontaminated. However, when the impurities were introduced into 
these grain boundaries, the grain boundary character shows strong effect on the recombination activity 
[13]. The more free volume the grain boundary has, the more electrically active it is. A grain boundary 
with a higher structurally mismatch exhibits stronger activity when it is contaminated by metallic 
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impurities. The structurally coherent Σ3 grain boundaries have the lowest activity among various types of 
grain boundaries even when they were heavily contaminated. With the introduction of more free volume 
into boundary plane, the stable Σ3 grain boundaries can become electrically active. {112}Σ3 grain 
boundaries, which are more structurally mismatched than the most coherent {111}Σ3 grain bonudaries, 
showed significant recombination activity after contamination [14]. The recombination activity of grain 
boundaries depends significant on the boundary character. Multicrystalline Si with abundant electrically 
less active grain boundaries would be a better material for photovoltaic applications. 
During directional solidification, the Si melt solidifies uni-directionally and grain boundaries extend 
at solid/melt interface along the solidification direction. Grain boundaries are generated and annihilated 
during this process of solidification. Grain boundary distribution evolves and behaviors of grain 
boundaries at solid/melt interface decide the distribution in the as-grown crystal. The property of a 
multicrystalline material is mainly determined by the grain boundaries surviving the solidification. 
For reducing the recombination activity of the Si substrates, mc-Si with dominant electrically 
inactive {111}Σ3 GBs were once considered as a promising way to high quality photovoltaic material. 
Dendritic casting [18, 19] has been developed to produce multi-crystalline silicon with large oriented 
grains and the majority of GBs as Σ3 GBs. This structure-controlled material showed significant 
improvement in conversion efficiency. However, in recent years, a new growth method called high-
performance multi-crystalline silicon (HP mc-Si) showed even higher conversion efficiency as a substrate 
material for solar cell [20]. The HP mc-Si exhibited small and uniform grain size distribution in the initial 
stage of growth and random GBs were prevailing within material. It was contradictory to the traditional 
idea that large grains and twin GBs were desired for high quality solar cell. The dislocation density was 
relatively low in the initial stage and rarely propagated along the growth direction. The low dislocation 
density contributes to higher solar cell efficiency since dislocations significantly limit the conversion 
efficiency [21, 22, 23]. It is believed that the high density of grain boundaries facilitated the consumption 
of dislocations. Even with large grain size, the dislocation propagation was significantly inhibited in HP 
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mc-Si. This result suggested that boundary number contributed partially to the low dislocation density. 
The characteristics of grain boundaries and interactions between them play critical roles resulting the 
distribution. 
 
1.2 Crystal growth from the melt 
1.2.1 First-order phase transition 
Crystal growth from the melt, also known as solidification, is a first-order phase transition between 
liquid and solid [25]. Solidification is inhomogeneous in space and these two phases are separated by an 
interface. At equilibrium temperature, the interface is stationary and it is movable when the equilibrium 
breaks down. The interface advances toward the liquid phase creating more solid phase if it is below the 
equilibrium temperature. 
 
 
 
 
 
 
 
 
 
G
T
GS
GL
TM
Equilibrium 
phases
Fig. 1.2 The free energy versus temperature for a solid and a liquid. The equilibrium 
phase at a given temperature is the one with lower free energy. 
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The first-order phase transition can be explained by the Gibbs free energies of the two phases. The 
Gibbs free energy is a function of temperature and the slopes for solid phase and liquid phase are 
different. The free energies of the two phases are equal at melting point, at which the solid and liquid 
phases coexist. The equilibrium phase becomes the one with lower free energy at the temperature away 
from the melting point. Fig. 1.2 illustrates the free energy as a function of temperature for both solid and 
liquid phases. The two curves cross each other at the melting point, at which both phases are present. 
Liquid phase is favorable at a temperature above the melting point, owing to its lower free energy. On the 
other hand, solid phase possesses lower free energy than liquid phase at a temperature lower than the 
melting point. A discontinuity in the slope of the equilibrium free energy curve can be observed at the 
melting point. 
The Gibbs free energies of the solid and liquid phases, GS and GL, can described as eqs. 1.2.1 and 
1.2.2. 
𝐺𝑠 = 𝐻𝑠 − 𝑇𝑆𝑠                                                             (1.2.1) 
𝐺𝐿 = 𝐻𝐿 − 𝑇𝑆𝐿                                                            (1.2.2) 
The slope of free energy function can be obtained by differentiating the free energy with respect to 
the temperature. Eq. 1.2.3 and 1.2.4 is the slopes of free energy at equilibrium temperature below and 
above TM, respectively. The slope of the free energy equals to the specific heat subtracted by the entropy 
of the current phase. 
𝑑𝐺𝑆
𝑑𝑇
=
𝑑𝐻𝑠
𝑑𝑇
− 𝑆𝑆                                                             (1.2.3) 
𝑑𝐺𝐿
𝑑𝑇
=
𝑑𝐻𝐿
𝑑𝑇
− 𝑆𝐿                                                             (1.2.4) 
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At the melting point, GS = GL, the difference in the thermodynamic properties between solid and 
liquid phases can be formulated by combining eqs. 1.2.1 and 1.2.2, giving eq. 1.2.5. 
𝐻𝐿 −𝐻𝑆 = 𝑇𝑀(𝑆𝐿 − 𝑆𝑆)                                                    (1.2.5) 
Defining ΔH = HL – HS and ΔS = SL – SS, eq. 1.2.5 can written as: 
∆𝐻 = 𝑇𝑀∆𝑆                                                                (1.2.6) 
 
 
 
 
 
 
 
 
 
 
 
 
There is a discontinuity in the enthalpy at the melting point, as illustrated in fig. 1.3. The difference 
in enthalpy is known as the latent heat of transformation. The solid and liquid phases coexist at the 
interface, which have a temperature at the melting point. The heat has to be released from or added in the 
H
T
HS
HL
TM
ΔH
Fig. 1.3 The enthalpy versus temperature for a solid and a liquid. The enthalpy difference, 
ΔH, at the melting temperature is latent heat for phase transition. 
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interface while it is moving. The exchange of the heat at the interface does not change the temperature but 
drives the change in relative amounts of solid and liquid phases. The solid replaces the liquid while the 
interface is swiping through liquid phase and the heat is generated during this process. Fig. 1.3 shows 
there is a enthalpy change, denoted as ΔH, between solid and liquid phases at the melting point. The 
slopes for HS and HL are the specific heat for solid and liquid phases, respectively. The slopes of the two 
curves may be different in the real cases even if they are represented as parallel to each other in fig. 1.3. 
The heat content is discontinuous with temperature and it is why this is called first-order phase transition. 
 
1.2.2 Nucleation 
For a single phase matter, it is possible that the initial formation of a new phase occurs. The 
formation of a new phase begins with a tiny nucleus, which grows or shrinks by atoms joining and 
leaving it. There is usually a barrier to the formation of a new phase. The new phase overcomes this 
barrier will grow up, otherwise it disappears. This barrier is a limit to the on the stability of the new 
phase. 
Small nuclei can be generated due to fluctuation. However, small nuclei are less stable than the bulk 
phase because their surface tension prevent them from expansion. Most of the small particles disappear 
finally. If the fluctuation is big enough, a nucleus can overcome the barrier and form the bulk phase. This 
phenomenon is governed by the change in free energy and it can be described by two contributions. One 
is the decreased free energy associated with the volume of the new phase, and the other is from the 
surface tension of the tiny nucleus, which increases the free energy. Assuming that the nucleus of the new 
phase is spherical with a radius of r, the change in free energy, denoted by ΔGn, can be written in terms of 
these two contributions: 
𝛥𝐺𝑛 = −
4
3
𝜋𝑟3∆𝐺𝑉 + 4𝜋𝑟
2𝜎                                                    (1.2.7) 
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ΔGV is the free energy change between the original and new phases; σ is the surface tension of the 
small nucleus. The formation of the new phase begins because the new phase possesses lower bulk free 
energy under the current condition. The volumetric increase of the new phase contributes to the reduction 
of the total free energy. The surface tension of the nucleus gives rise to an excessive energy and the 
increase in the surface area is not thermodynamically favorable. The stability of the nucleation of the new 
phase is governed by the competition of these two contributions. Fig. 1.4 is a plot illustrates the free 
energy change as a function of the radius of a nucleus. The total free energy change ΔGn increases 
initially and achieves its maximum at a radius of r*. With continuously growing radius over r*, the free 
energy decrease rapidly. The positive contribution to the free energy by the surface tension is significant 
in the initial stage. On the other hand, the free energy reduction by the bulk new phase is less prominent 
initially, but prevails when the radius of the nucleus is larger than r*. The r* is the critical radius which 
determines whether a newly formed nucleus can survive. The fluctuation has to generate nuclei with a 
 
 
 
 
 
 
 
 
 
 
ΔG
r
4𝜋𝑟2𝜎
∆𝐺𝑛
𝑟 
Fig. 1.4 The free energy of a nucleus versus the radii of the nucleus. ΔGn is the free 
energy difference between bulk free energy reduction and surface tension. 
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radius larger than r* to ensure them to keep growing, otherwise the nucleus will shrink and disappear 
finally.  
The critical radius r* can be obtained by differentiating ΔGn with respect to r and let the derivative to 
be zero as below: 
𝑑𝐺𝑛
𝑑𝑟
= 0 = −4𝜋𝑟2∆𝐺𝑉 + 8𝜋𝑟𝜎                                                 (1.2.8) 
Rearranging eq. 1.2.8, so that the critical radius is: 
𝑟 =
2𝜎
∆𝐺𝑣
                                                                    (1.2.9) 
The eq. 1.2.9 provides the critical radius a newly formed nucleus needs to survive. The critical size 
of a nucleus only depends on the bulk free energy change and the surface tension between these two 
phases. Fig. 1.5 depicts the behaviors of nuclei of β phase in an original α phase. The nuclei with a radius 
shorter than r* shrink and only the nuclei surpass the critical radius will expand. 
 
 
 
 
 
 
 
 
 
r*
α
β
r < r*
r > r*
Fig. 1.5 The spherical nucleation of β phase in a bulk α phase. r* is the critical radius for 
nucleation. Only the nuclei with a radius larger than r* will survive. 
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The above discussion is about the nucleation of a new phase directly from an original phase. During 
crystal growth, the solid and liquid phases are both present. The solidification occurs only at the interface 
under steady growth condition and the nucleation prefers beginning at the interface as well. At the 
atomically close-packed plane, for example, {111} planes for Si, the rates of attachment and detachment 
of atoms at the interface are comparable. This fact suggests that atoms will not always adhere on the 
interface, but have to aggregate together forming a two-dimensional nucleus to continue the growth. The 
two-dimensional nuclei may be generated by fluctuation and they have to achieve the critical radius to 
prevent from shrinking. Fig. 1.6 shows two-dimensional nucleation on a close-packed crystal surface. The 
atoms gather at the surface and build disk-shaped nuclei due to fluctuation. The nuclei with a radius 
surpassing the threshold of r* will keep growing laterally and finally form a new layer of the surface. 
 
 
 
 
 
 
 
 
The total change in free energy of the two-dimensional nucleation, ΔG2D, can be written as below: 
∆𝐺2𝐷 = −∆𝐺𝑉ℎ𝜋𝑟
2 + 𝜎𝑠𝑡𝑒𝑝ℎ2𝜋𝑟                                               (1.2.10) 
where σstep is the surface tension of the riser of the disk; h is the height of the two-dimensional nuclei. 
Because the surface of a two-dimensional nucleus is completely identical to the crystal surface, only the 
r*
r < r*
r > r*Crystal surface
Fig. 1.6 The two-dimensional nucleation on a crystal surface. r* is the critical 
radius for the disk-shaped nuclei. 
 
 
 
13 
 
surface of the riser should be taken into account. The total change in free energy is contributed by the 
reduced free energy of the volume of the nucleus and the increase of energy from the riser. 
The critical radius of a two-dimensional nucleus can be calculated by differentiation of eq. 1.2.10 as 
below: 
𝑟 =
𝜎𝑠𝑡𝑒𝑝
∆𝐺𝑉
                                                                (1.2.11) 
 
1.2.3 Growth rate and undercooling 
The growth rate is proportional to the undercooling, ΔT, at the solid/liquid interface. Undercooling is 
the temperature difference below the melting point in liquid phase. A liquid starts solidifying below the 
melting point and the solidification rate is determined by how undercooled a liquid is. The undercooling 
is a driving force to intensify the attachment of atoms at the interface. The nucleation can also be boosted 
by an enhanced undercooling, which strengthens the fluctuation creating larger nuclei and thus a rapid 
growth begins. Consequently, the undercooling is the base of the kinetics of solidification. 
The linear relationship between the growth rate, v, and the undercooling can be written in a simple 
form 
𝑣 = 𝛽∆𝑇                                                            (1.2.12) 
The β is the kinetic coefficient, which depends on the growth mechanisms at the interface. For a 
typical metal grown from the melt, β is about 0.5 m K-1 s-1 [24]. 
The kinetic coefficient varies due to the different growth behaviors at the interface. The growth rates 
are different at atomically rough and smooth surface. On the atomically rough surface, there are abundant 
dangling bonds for the incoming atoms to tie up. The attachment of atoms is active on the atomically 
rough surface and thus the growth rate is very fast. The atomically smooth surface is the close-packed 
14 
 
surface, at which the dangling bonds are scant and the detachment of atoms is relatively significant. The 
growth is more difficult on an atomically smooth surface and the nucleation is necessary to begin the 
crystal growth layer by layer. The growth on the atomically flat surface has to overcome the energy 
barrier for nucleation and, as the result, the growth rate is much slower than that on the atomically rough 
surface. 
Si crystal forms atomically smooth surface at the interface, called facet, owing to its anisotropy in 
surface energy. The facets formed at the solid/liquid interface are the {111} planes, which possess the 
lowest surface energy and are the most densely packed surfaces of Si. The atomic structure of the 
solid/liquid interface changes gradually from totally smooth on {111} planes into atomically rough on 
{100} planes. The kinetic coefficient, therefore, depends significantly on the orientation. 
The kinetic coefficient for the atomically rough {100} plane of Si has been obtained as β = 0.12 m K-
1 s-1 by Monte Carlo method [25] and β = 0.122 m K-1 s-1 by molecular dynamics [26]. Different 
simulation methods showed similar results for the rough surface. However, for the atomically smooth 
surface, the two-dimensional nucleation is necessary to begin a new layer and the growth behavior is 
more complicated than that for an atomically rough surface. Beatty and Jackson [25] simulated the two-
dimensional nucleation on {111} plane of Si with a polynucleation model proposed by Obretenov et al. 
[27]. According to their simulation, the kinetic coefficient of two-dimensional nucleation, denoted by β2D 
is not a constant, but rather a function of the undercooling as below: 
𝜇2𝐷 = 2.22 × 10
−2𝑒𝑥𝑝(−46.67/∆𝑇)∆𝑇−1/3                              (1.2.13) 
The kinetic coefficient for smooth surface is only about 1.15 × 10-5 m K-1 s-1 when the undercooling 
is 5 K, which is too low comparing to the value of an atomically rough surface. The growth model may 
need some modifications to describe the phenomenon better. The pursuit of the exact kinetic coefficient 
of the Si {111} plane is an ongoing topic in the community of crystal growth and this coefficient is 
important for studying the interfacial behavior during solidification. 
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1.3 Grain boundaries (GBs) 
A GB is an interface that separates two regions of the same crystal structure but of different 
orientation. The lattice defects compensate the mismatch between the two adjacent grains and build up the 
structure of the GBs. However, although the GBs have been known for a long time, they still remain the 
least understood. It needs five parameters, or degrees of freedom (DOF), to define a GB. Three 
parameters belong to the orientation relationship, described by Euler angles that will be explained in 
detail in 1.4.5, and two parameters are for spatial orientation of the GB by means of the normal to the GB 
plane. The characteristic of a GB with a given misorientation alters when spatial orientation of a GB 
changes. The GB properties, such as energy and mobility, are in principle a function of the five 
parameters. For computer simulations, three additional parameters described by the translational vector 
have to be introduced to exactly define the local relaxation of boundary structure. However, the 
discussion about translational vector is out of the scope of this thesis, and in most of the cases five 
parameters are enough to define a GB. 
A convenient way to define a GB is the misorientation represented by a rotation angle for a given 
rotation axis. This description only includes orientation relationship, by which three parameters are taken 
into account, but it provides a quick and concise, although not unambiguous, way to define a GB. The 
dependency of boundary energy on the misorientation has been widely studied both theoretically and 
experimentally [40]. GBs are generally categorized, depending on the extent of misorientations between 
the two grains, into two types, small-angle GBs (SAGBs), which typically have a misorientation lower 
than 15º, and high-angle GBs (HAGBs). 
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1.3.1 Small-angle grain boundaries (SAGBs) 
If the misorientation between two adjacent grains is small, the GB is entirely comprised of a periodic 
dislocation arrangement. SAGBs can thus be described as a two-dimensional network of dislocations [28, 
29]. Dislocations in SAGBs are called intrinsic GB dislocations (GBDs), comparing to lattice 
dislocations, which exist in the grains and are not confined by any GBs. However, there is not always 
only one type of dislocations dwelling in a SAGB. Symmetric tile SAGBs consist of a single set of 
dislocations, but asymmetric SAGBs require at least two set s of dislocations. The GBD density can be 
determined for simple SAGBs, which possesses only a single set of dislocations, and thus the energy for a 
SAGB can be obtained. A pure tilt SAGB is an array of edge dislocations, as shown in fig. 1.7 for a 
simple cubic crystal, and the distance between two dislocations, d, is inversely proportional to the 
misorientation, θ. The higher the misorientation between two grains is, the closer the two intrinsic GBDs 
become. The energy of a pure tile SAGB can be calculated exactly by the Read-Shockley model [30]. The 
stress field of an individual GBD in a pure tilt SAGB is confined to a range in the order of the dislocation 
spacing d. The energy of a single edge GBD per unit length, Eedge, which includes elastic and core energy 
of a GBD, can be calculated as below 
𝐸𝑒𝑑𝑔𝑒 =
𝜇𝑏2
4𝜋(1−𝜈)
ln (
𝑑
𝑟0
) + 𝐸𝑐                                                (1.3.1) 
where μ is the shear modulus, ν is Poisson’s ratio, b is the strength of the Burgers vectors, d is the 
effective radius of the stress field around this edge dislocation, r0 is the radius of the dislocation core, 
which approximately equals to b, and Ec is the core energy per unit length of an edge dislocation. The 
GBD density per unit length of a SAGB can be calculated as the reciprocal of d, and thus the boundary 
energy per unit area of a pure tilt SAGB, Etilt, is obtained as below 
𝐸𝑡𝑖𝑙𝑡 =
1
𝑑
[
𝜇𝑏2
4𝜋
ln (
𝑑
𝑟0
) + 𝐸𝑐]                                               (1.3.2) 
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A pure twist SAGB can be represented in a similar way as a screw dislocation grid [31]. The pure 
twist rotation along {100} axis in a simple cubic crystal creates two sets of screw dislocations, as shown 
in fig. 1.8. The screw dislocation network is a combination of screw dislocations generated by shearings 
along x- and y-axes, respectively. The energy of a single screw GBD per unit length, Escrew, can be 
calculated as below 
𝐸𝑠𝑐𝑟𝑒𝑤 =
𝜇𝑏2
4𝜋
ln (
𝑑
𝑟0
) + 𝐸𝑐                                                (1.3.3) 
 
d
θ
Grain 1 Grain 2
Fig. 1.7 The dislocation configuration of a symmetric 
pure tilt SAGB consisting in a simple cubic 
crystal. The d is the spacing between edge 
dislocations, and the θ is the misorientation 
between Grain 1 and Grain 2. 
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The total energy per unit area of a pure twist SAGB, Etwist, which includes the energy from two sets 
of GBDs, can be described by the equation below 
𝐸𝑡𝑤𝑖𝑠𝑡 =
2
𝑑
[
𝜇𝑏2
4𝜋
ln (
𝑑
𝑟0
) + 𝐸𝑐]                                            (1.3.4) 
These descriptions of dislocation structure in SAGBs have been experimentally confirmed through 
etch pit observation [32] and TEM [33]. Conventionally, the maximum misorientation defining a SAGB 
is taken to be 15º [30, 34]. With a misorientation above 15º, the intrinsic GBDs are too close and 
intervening between the strain fields becomes important. As a result, individual dislocation structures are 
no longer distinguishable and the SAGB undergoes a structural transition. This structural transition has 
been found to be capable of inducing property transition in GB dihedral angles for Al [35] and activation 
entropies for Bi [36]. In the Read-Shockley model, for a tilt SAGB in Si, the minimum dislocation 
interval corresponding to a transition misorientation of 15º is 14.71 Å, approximately four times the 
Burgers vector of a/2 <110>. 
 
Fig. 1.8 (a) Screw dislocation array generated by shearing along y-axis; (b) screw 
dislocation array generated by shearing along x-axis; (c) the screw 
dislocation network as a combination of dislocation arrays of two axes. 
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1.3.2 High-angle grain boundaries (HAGBs) 
The GBDs get closer to each other while the misorientation increases. Overcoming the 
misorientation threshold, which is typically 15º, the dislocation arrangement collapses and the GB 
characteristic changes. The GBs with a misorientation higher than 15º are thus called HAGBs, which 
possess a boundary structure very different from the dislocation configuration in SAGBs. For SAGBs, the 
boundary energy increases exactly as predicted by the Read-Shockley model. However, for HAGBs, the 
dislocation model fails to predicting the relationship between misorientation and boundary energy. It is a 
persuading evidence that GBDs lose their identity as individual lattice defects. 
HAGBs are classified, according to their properties and structures, into general, singular (special), 
general, and vicinal GBs [37]. The general GBs possess high energy and exhibit no special properties. 
The atomic structure of the general GBs appears to be a zone of random arrangement. The mismatch 
between two adjacent grains is large and there are numerous dangling bonds distribute at the boundary 
plane. The boundary energy stems from those broken bonds. The even distribution of dangling bonds 
results in the independence of the boundary energy on the misorientation. Other properties, such as 
mobility and segregation, are also independent of misorientation change because of the random atomic 
structure. However, general GBs can be considered to be composed of two or more types of structural 
units [38]. With changing misorientation, the composition of those participating structural units also 
changes. A HAGB becomes a singular GB when there is only one type of structural unit remains. 
In contrast to the general GBs, despite their large misorientation, singular GBs exhibit extremes in 
terms of orientation-dependent properties, for example, segregation, migration, and corrosion. The 
uniqueness of singular GBs is attributable to the low number of broken bonds across the GB. Therefore, 
singular GBs are expected to have lower energy. The structure of singular GBs can be explained through 
the coincidence-site lattice (CSL) model [39, 40], in which the coincidence of atomic sites is high at 
misorientation angles corresponding to singular GBs. The reciprocal of the density of coincidence sites Σ 
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represents the volume of the repeating structural unit incorporating one coincidence site and is critical for 
characterizing the CSL. The low energy of the singular CSL GB suggests a more stable structure as well 
[41], especially for the most stable Σ3 GB. 
There is a third type of GBs, called vicinal GBs, which exhibit transition properties between singular 
and general GBs. The structure of a vicinal GB is composed of the structure of the nearest singular GB 
embedding a network of intrinsic GBDs, such as a combination of a singular GB and a SAGB. This 
feature of the vicinal GB structure has been confirmed by Brandon et al. [42] using a field ion 
microscope. Intrinsic GBDs were observed in singular GBs with small deviation. Brandon later proposed 
his eponymous criterion providing a simple formula for the maximum angle of deviation from an exact 
CSL GB [34]. Singular GBs maintain special properties within the range of the maximum deviation angle 
and the deviation can be accommodated by arrays of dislocations imposed on the boundary structure. 
Overcoming the maximum deviation angle, vicinal GBs transform into general GBs and lose their 
uniqueness. This transformation is identical to that of a SAGB into a HAGB. The intrinsic GBD network 
densifies with increased deviation from a singular GB and the dislocation network collapses, overcoming 
the maximum angle defined by Brandon’s criterion. This concept can also be applied to a SAGB. 
Considering a GB with a misorientation angle of 0º, this GB would be characterized by a Σ value of 1 
because each atomic position is a coincidence site. A Σ1 GB is actually a perfect crystal thus, it is 
appropriate to refer to SAGBs as vicinal GBs of the Σ1 GB. 
Fig. 1.9 illustrates the energy dependency on the misorientation in the range of HAGBs. The plateau 
region is the energy of the general GBs. Their random atomic structure contributes to the energy 
independency on the misorientation change. The singular GBs are located at the local energy minimum 
because of the periodicity in their boundary structure. Between the two regions, the vicinal GBs show the 
gradually changing energy because the continually altering boundary structure with the misorientation 
deviating from a perfect singular GB. The introduction of dislocation network interrupts the periodicity of 
singular GB plane and increases the boundary energy. The structure of vicinal GBs gradually transit into 
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general GBs when the periodicity of boundary structure is totally destroyed by the dense GBDs, and the 
random structure shows no special properties any more. The maximum deviation, Δθmax, is defined by 
Brandon’s criterion, which describes the misorientation deviation a singular GB can tolerate while 
retaining its special properties. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.9 The boundary energy cusp for HAGBs versus misorientation. Three 
regions are shown as general, singular, and vicinal GBs. Δθmax is the 
maximum deviation from a singular GB into a general one. 
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1.4 Descriptions of orientation and misorientation 
1.4.1 Lattice directions and planes 
Crystalline materials are periodic arrays of atoms. The arrangement of the atoms is on a lattice, 
which is an infinite set of points generated by a set of discrete translation operations. The lattice point can 
be determined by a position vector r, which is defined as below 
𝑟 = 𝑢𝐚 + 𝑣𝐛 + 𝑤𝐜                                                          (1.4.1) 
where a, b, and c are the base vectors of the unit cell, and u, v, and w are any integers. The direction can 
be unambiguously described by the values of u, v, and w, reduced to the smallest integers with the same 
ratio. The convention is to denote a certain direction by the symbol [uvw], and a set of all symmetrically 
equivalent directions by <uvw>. 
Because crystals are anisotropic, it is necessary to specify various crystallographic planes. A lattice 
plane can be described according to 
ℎ
𝑥
𝐚
+ 𝑘
𝑦
𝐛
+ 𝑙
𝑧
𝐜
= 1                                                       (1.4.2) 
where x, y, and z are the coordinates of any point on that plane. Lattice planes are usually denoted by the 
reciprocal multiples of the axis intercepts h, k, and l, which are reduced to the smallest integers with the 
same ratio. A certain lattice plane is denoted by (hkl), and a set of all symmetrically equivalent planes is 
denoted by {hkl}. This notation is called Miller indices. 
 
1.4.2 Coordinate systems 
The determination of orientation requires two systems. One system is for the whole specimen and the 
other is for the crystal. The axes of the specimen coordinate system according to the shape of the 
specimen. The most used convention relates the external form of the specimen to the rolling process, 
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including the rolling direction (RD), the normal direction (ND), and transverse direction (TD). These 
directions are illustrated in fig. 1.10. The ND is typically normal to the specimen surface and the RD and 
TD are both perpendicular to ND. 
The second coordinate system, the crystal coordinate system, is specified by crystallographic 
orientations in the crystal. The directions of the crystal coordinate system can be arbitrarily chosen. For 
crystals of cubic structure, the 〈100〉 axes are usually adopted as the crystal coordinate system because 
they are mutually perpendicular forming an orthogonal frame. In fig. 1.10, the crystal coordinate system 
deviates from the specimen coordinate system. The rotation that sets the specimen coordinate system onto 
the specimen coordinate system is defined as the orientation of the crystal. 
 
 
 
 
 
 
 
 
 
 
 
 
ND
TD
RD
[001]
[010]
[100]
α1
γ1
β1
Fig. 1.7 Relationship between the specimen coordinate system (RD, TD, ND) and cubic 
crystal coordinate system ([100], [010], [001]). The orientation is defined as the 
rotation between these two systems. 
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1.4.3 The orientation matrix 
The orientation matrix defines the rotation between specimen and crystal coordinate systems. The 
relationship between these two systems can formulated as 
𝐶𝐶 = 𝑔 ∙ 𝐶𝑆                                                                   (1.4.3) 
where CC and CS are the crystal and specimen coordinate systems, respectively, and g is the orientation 
matrix. The orientation matrix is a square matrix of nine numbers and is obtained by the cosines of the 
angles between the crystal axes and the specimen axes. The first row of the matrix is the cosines of α1, β1, 
and γ1, which are labeled in fig. 1.10. The three angles are between the [100] axis, which is defined as the 
first axis of the crystal coordinate system, and each of the three specimen axes, RD, TD, ND, in turn. The 
second row of the matrix is given by the cosines of the angles α2, β2, γ2 between [010] axis and RD, TD, 
ND, in turn. The third row of the matrix are the cosines of the angles between [001] axis and three 
specimen axes, which are α3, β3, and γ3, respectively. The complete matrix can be written as 
𝑔 = [
cos𝛼1 cos𝛽1 cos 𝛾1
cos𝛼2 cos𝛽2 cos 𝛾2
cos𝛼3 cos𝛽3 cos 𝛾3
] = [
𝑔11 𝑔12 𝑔13
𝑔21 𝑔22 𝑔23
𝑔31 𝑔32 𝑔33
]                                       (1.4.4) 
Both the rows and columns of the matrix are unit vectors. The coordinate systems can thus be rotated 
without distortion. The orientation matrix can be transformed into other types of orientation descriptors, 
like ideal orientation, Euler angles, and angle/axis pair, which will be introduced in the following 
sections. 
 
1.4.4 The ideal orientation notation 
The orientation matrix provides an exact way to express the crystallographic orientation of a crystal, 
but it is not intuitive to understand directly from the matrix itself. A practical way to denote an orientation 
is ideal orientation notation, which is based on the Miller indices. This notation consists the third column, 
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which is the unit vector parallel to ND, and the first column, which is the unit vector directing RD, of the 
orientation matrix. The columns of the matrix are multiplied by a suitable factor to bring them all 
integers, then divided by their lowest common denominator to produce vectors with all elements of 
smallest integers. The ideal orientation notation is conventionally written as 
(ℎ𝑘𝑙)[𝑢𝑣𝑤]                                                                     (1.4.5) 
The (hkl) is the plane parallel to the sample surface, which is normal to ND, and [uvw] is the 
direction along RD. The combination of the two vectors defines the crystallographic orientation of the 
sample surface. The relationship between orientation matrix and Miller indices can be written as 
𝑔 = [
𝑢 / 𝑁1 𝑞 / 𝑁2 ℎ / 𝑁3
𝑣 / 𝑁1 𝑟 / 𝑁2 𝑘 / 𝑁3
𝑤 / 𝑁1 𝑠 / 𝑁2 𝑙 / 𝑁3
]                                                    (1.4.6) 
The three columns [uvw], [qrs], [hkl] are vectors directing to RD, TD, ND, respectively, of the 
specimen coordinate system. The constants Ni are required to normalize the three columns of th matrix to 
unity. The ideal orientation is convenient and straightforward, but there is an apparent shortage about this 
notation. The direction cosines from the orientation matrix are idealized into the nearest low-index Miller 
indices. This treatment introduces errors into ideal orientation notation, which sometimes can be as large 
as several degrees away from the actual orientation. Orientation matrix should be used for calculations to 
get correct results, but ideal orientation gives a concise and straightforward method for discussions. 
 
1.4.5 Euler angles 
Because three variables are enough to specify an orientation, both the orientation matrix and the ideal 
orientation notation over-determine the orientation. An orientation can be expressed by arbitrary three 
consecutive rotations. The most well-established method of expressing these three angles is called the 
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Euler angles, which is named after Leonhard Euler, the eminent Swiss mathematician of eighteenth 
century. 
The Euler angles can describe an orientation by transforming the specimen coordinate system onto 
the crystal coordinate system with three consecutive rotations in the correct sequence. There are several 
different conventions for expressing the Euler angles, among which are the Roe-Matthies [43, 44], the 
Bunge [45], and the Kocks [46] conventions, depending on the sequence of the rotating axes. The most 
commonly used is the Bunge convention, as shown in fig. 1.11. The first rotation of Bunge convention is 
φ1 around ND. Then, the specimen coordinate system is rotated φ2 around RD. The final rotation is φ3 
around ND again and the specimen coordinate system is completely onto the crystal coordinate system. 
The angles φ1, φ2, φ3 are called the Euler angles in Bunge convention. 
Analytically, the three rotations are expressed in the form of matrix as 
𝑔φ1 = [
cosφ1 sinφ1 0
− sinφ1 cosφ1 0
0 0 1
]                                                   (1.4.7) 
𝑔φ2 = [
1 0 0
0 cosφ2 sinφ2
0 −sinφ2 cosφ2
]                                                   (1.4.8) 
𝑔φ3 = [
cosφ3 sinφ3 0
− sinφ3 cosφ3 0
0 0 1
]                                                   (1.4.9) 
The orientation matrix can be obtained by the multiplication of these three matrices in order, so that 
𝑔 = 𝑔𝜑3 ∙ 𝑔𝜑2 ∙ 𝑔𝜑1                                                       (1.4.10) 
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1.4.6 Angle/axis pair 
An orientation can be described by three sequential rotations, which transform the specimen 
coordinate system onto crystal coordinate system. However, the same transformation can be achieved if 
the specimen coordinate system is rotated through a single angle about a specific axis. Three rotation can 
be combined into one producing the same transformation. This angle and axis of the single rotation are 
known as briefly the angle/axis pair, which can be written as 
𝜃/[𝑢𝑣𝑤]        or        𝜃@[𝑢𝑣𝑤]                                                 (1.4.11) 
where θ is the rotation angle; [uvw] is the rotation axis. 
ND
TD
RD
[001]
[010]
[100]
φ1
φ2
φ3
Fig. 1.11 Diagram showing how rotation through the Euler angles φ1, φ2, φ3 in order to 
transform specimen axes onto crystal axes. 
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Fig. 1.12 (a) illustrates the orientations between two cube coordinate systems. The cubic on the left-
hand side is fixed as a reference and it needs to be rotated through 45º counterclockwise about the [001] 
axis to achieve the orientation of the right-hand cube. The orientation of the right-hand cube can be 
written as 45º/[001]. The rotation axis may not always normal to the faces of the cube, and, practically, it 
can aim at any directions. Fig. 1.12 (b) is a cube cut diagonally along (110) plane with half of the cube 
rotated through 45º about [110] axis. The orientation of the rotated half can be written as 45º/[110], with 
the fix half as the reference. The rotation axis is the same direction in both cubes, and this direction is the 
only one unchanged after the rotation. 
The angle/axis pair can also be related to orientation matrix. The orientation of the fixed cube in fig. 
1.12 can be represented by RD, TD, ND as a reference, and the orientation of rotated cube represented by 
[100], [010], [001] of the crystal coordinate system. The rotation axis of [uvw] has to be normalized to [r1 
r2 r3] satisfying the condition of r12 + r22 + r32 = 1. The nine elements of the orientation matrix can be 
obtained from rotation angle θ and axis [r1 r2 r3] by the equations below 
 
𝑔11 = (1 − 𝑟1
2) ∙ cos𝜃 + 𝑟1
2 
𝑔12 = 𝑟1𝑟2 ∙ (1 − cos 𝜃) + 𝑟3 ∙ sin𝜃 
𝑔13 = 𝑟1𝑟3 ∙ (1 − cos 𝜃) − 𝑟2 ∙ sin𝜃 
𝑔21 = 𝑟1𝑟2 ∙ (1 − cos 𝜃) − 𝑟3 ∙ sin𝜃 
𝑔22 = (1 − 𝑟2
2) ∙ cos 𝜃 + 𝑟2
2 
𝑔23 = 𝑟2𝑟3 ∙ (1 − cos 𝜃) + 𝑟1 ∙ sin𝜃 
𝑔31 = 𝑟1𝑟3 ∙ (1 − cos 𝜃) + 𝑟2 ∙ sin𝜃 
𝑔32 = 𝑟2𝑟3 ∙ (1 − cos 𝜃) − 𝑟1 ∙ sin𝜃 
𝑔33 = (1 − 𝑟3
2) ∙ cos 𝜃 + 𝑟3
2 
 
 
(1.4.12) 
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The angle/axis pair can be extracted from the orientation matrix as follows: 
cos 𝜃 =
(𝑔11 + 𝑔22 + 𝑔33 − 1)
2
 
𝑟1 =
(𝑔23 − 𝑔32)
2 sin𝜃
 
𝑟2 =
(𝑔31 − 𝑔13)
2 sin𝜃
 
𝑟3 =
(𝑔12 − 𝑔21)
2 sin𝜃
 
 
 
 
 
 
 
 
 
 
 
The discussion above describes the orientation between the specimen and crystal systems. It is not 
always necessary to express the orientation of a crystal based on a reference. The angle/axis pair is very 
useful to represent the rotation between arbitrary two crystals with different orientations. The difference 
(1.4.13) 
 
 
 
 
 
 
[001]
45º [110]
45º
(a) (b)
Fig. 1.12 Rotations between two cubes with angle/axis pairs of (a) 45º/[001] 
and (b) 45º/[110]. 
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between them is known as misorientation, which can be expressed concisely by angle/axis pair. Instead of 
choosing the specimen axes for the reference orientation, one of any two neighboring grains can be 
chosen as the reference to determine the orientation of the other. Assuming that there are two neighboring 
grains, called grains 1 and 2, the orientation of the grain 2 is then expressed relative to the orientation of 
grain 1, and vice versa. The misorientation can be calculated from the orientations of grains 1 and 2 by 
𝑀12 = 𝐶1
−1𝐶2                                                            (1.4.13) 
where M12 is the matrix embodies the misorientation between grains 1 and 2; C1 and C2 are the crystal 
coordinate systems for grains 1 and 2, respectively. The reference orientation can be either grain 1 or 
grain 2. Altering the reference only changes the direction of the rotation axis. 
 
1.4.7 Descriptors of orientation used in this research 
Throughout this research, the major notation for the misorientations of grain boundaries is angle/axis 
pair. The ideal orientation is also used to describe the orientation of grains, but most of the time, only 
Miller indices of ND are labeled for the orientations of the surface of grains if the exact orientations are 
not necessary for discussions. Orientation matrices and Euler angles are only applied to calculations 
behind the results here, because they are less straightforward. 
 
1.5 Motivations and objectives 
The grain boundary distribution in multicrystalline Si is critical to the electrical activity and thus is 
influential to the performance of solar cells. The most adopted growth method for multicrystalline Si is 
directional solidification and the grain boundary distribution was established in an as-grown crystal just 
after it solidified. When solidification starts, however, few ways can be done to influence the grain 
boundary growth. Well-designed hot zones are capable of altering the temperature distribution and the 
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cooling rate is a confirmed factor significantly changing the grain boundary distribution. However, these 
procedures are macroscopic and is difficult to produce a planned distribution. Many efforts were paid to 
improve the methods of controlling the grain boundary evolution during solidification, including seeded 
growth, dendritic casting, and the well-known HP-Si. The success of HP-Si demonstrates that optimized 
grain boundary distribution is capable of inhibiting the defect propagation and thus mitigates the bulk 
recombination activity. It implies a possibility that there might be a better grain boundary distribution 
than that observed in HP-Si. A good knowledge of the grain boundary interactions during the 
solidification is necessary to achieve better control of the grain boundary distribution in the 
multicrystalline materials. 
The generation and annihilation of grain boundaries are typically explained by grain competition. 
However, few studies discussed about the influences due to the own character of the grain boundaries. 
The {111}Σ3 grain boundaries are well-known that always grow in a straight line during solidification, 
which can be attributed to the most stable boundary structure and the lowest interfacial energy. Besides 
Σ3 grain boundaries, some grain boundaries grow in specific manners, and the others show no special 
behaviors. Most of the experimental observations are difficult to be explained by neither the grain 
competition nor the lowest energy principle. The grain boundary character should be taken into account. 
Grain boundaries have been studies extensively, but most of the studies were focused on grain boundaries 
in solid state at a temperature far lower than melting point. The behaviors of grain boundaries during 
growth still remain poorly understood. It is fascinating to learn more about how grain boundaries behave 
at the solid/melt interface. 
The main difficulty to study the solidification is that the analysis is performed on the solidified 
samples. Researchers were unable to observe the solid/melt interface, especially for materials with a high 
melting point, until recently. With the help of a high performance microscope and a vacuum furnace, 
direct observations of solid/melt interface are achievable. It is able to observe the moving interface in situ. 
In this doctoral research, the in situ observations were combined with the results from other tools, such as 
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SEM, EBSD, TEM, and preferential etching, to study the growth behaviors of various types of grain 
boundaries. It provides a possibility to solve issues about solid/melt interface, which have long annoyed 
the scientific community. 
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Chapter 2 
Experimental methods 
 
 
 
 
 
2.1 In situ observation 
The behaviors of solid/melt interface during solidification profoundly influence the defect density 
and distribution in the as-grown crystals. However, the interface is difficult to observe because the melt is 
opaque, and high temperature environment restricts the available experimental methods. For a long time, 
the studies about the solid/melt interface were done in the solidified samples. These experiments only 
provided the final states, and the researchers could not observe directly what happened during the 
solidification. Thanks to the development of the microscope techniques and the well-designed vacuum 
furnace, it is able to observe the solid/melt interface during solidification in situ. In situ observation is a 
powerful tool to study the interfacial dynamics of the solidification. 
Experiments were performed using an in situ observation system consisting of a microscope and a 
crystallization furnace [1, 2, 3]. The installment of the system is shown in fig. 2.1. High purity silicon raw 
materials were placed inside a quartz crucible with inner dimensions of 22 × 13 × 8 mm and then melted 
completely under an argon atmosphere by using a pair of resistive graphite heaters in the furnace. The two 
heaters were controlled to induce a temperature gradient between the two sides of the quartz crucible, and 
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directional solidification of the silicon began from the cooler side. The experiments were conducted 
without seed crystals, so the GBs were generated directly from the inner walls and extended during 
directional solidification. This enabled observation of GB growth without intervention. A high-speed 
microscopic camera was used to record the crystal growth process, including the formation and 
annihilation of GBs. 
 
 
 
 
 
 
Fig. 2.1 The in situ observation system consisting of a high-speed 
microscope and a vacuum furnace. 
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2.2 Electron backscatter diffraction 
2.2.1 The Kikuchi diffraction pattern 
The electron backscatter diffraction (EBSD) is a technique which is able to analyze the orientation a 
crystalline material based on the Kikuchi diffraction pattern. A Kikuchi diffraction pattern arises from the 
electron diffraction. The source of incident electrons can be either a TEM or a SEM. Therefore, by 
scanning of a defined area at the surface of the material with electron beam, EBSD can provide 
crystallographic information for all grains in this region. This is a powerful tool to determine the 
orientation distribution for multicrytalline materials containing large amount of grains, which is 
unfeasible achieved by the traditional X-ray diffraction method. 
The Kikuchi diffraction pattern was named after Prof. S. Kikuchi, who first discovered and explained 
this phenomenon in 1928 [4]. The formation of Kikuchi pattern is the results of elastic scattering of 
incident electrons on all lattice planes in a crystalline material. Electron-emitting devices, like TEM or 
SEM, are capable of generating Kikuchi patterns. The mechanism behind the pattern formation can be 
explained by simplified geometric models for TEM and SEM, respectively. When an electron beam enters 
into a crystalline solid, the electrons are scattered dispersively in all directions, as shown in fig. 2.2, and 
there must be some electrons at all possible lattice planes at the Bragg angle θ. These incident electrons at 
the Bragg angle can undergo elastic scattering to give an amplified beam. The explanation is starting from 
the Kikuchi pattern in TEM because the illustration of electron scattering is straightforward and easier to 
understand. Fig. 2.3 shows the electron diffraction for one set of lattice planes. The electrons are scattered 
in all directions after the entrance into the sample but only the incident paths at the Bragg angle at two 
identical lattice planes are shown in the figure. These electrons are elastically scattered through the 
sample forming a reinforced beam which leaves a bright line on a phosphor screen. Because the elastic 
scattering can occur at either side of the lattice planes, the Kikuchi pattern for each set of lattice planes is 
a band flanked by two lines. 
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The band width of a pair of Kikuchi lines is an angular distance of 2θ, as shown in fig. 2.3, and this 
spacing is proportional to the interplanar spacing of certain set of lattice planes. The Kikuchi pattern of a 
crystalline solid consists of bands and each band has a distinct width and correspond to a distinct 
crystallographic plane. The combined alignment of all these bands embodies the exact orientation of the 
crystalline solid. Calibrated with a sample of given orientation, each band of the Kikuchi pattern ca be 
indexed with a crystallographic plane. The diffraction pattern thus provides a quick way to reveal the 
orientation of any crystalline materials. The complete calculations behind the orientation determination 
can be found in a textbook written by Engler and Randle [5]. 
 
 
Incident 
electron beam
Sample
Fig. 2.2 The diffuse scattering in all direction when the incident electron 
beam strikes the surface of a crystalline solid. 
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The Kikuchi pattern formed in TEM is originated from the electrons scattered through the samples. 
For Kikuchi patterns obtained in SEM, the diffraction occurs from the interactions of electrons with the 
lattice planes close to the sample surface. The Kikuchi lines are formed by the electrons scattered back 
from the sample surface, as shown in fig. 2.4. The sample is tilted at angles of typically 60-70º allowing 
more electrons to be diffracted and move toward the phosphor screen. The Kikuchi pattern thus can also 
be obtained through SEM and enable the Kikuchi pattern a wide range of applications. For obtaining 
Kikuchi pattern with TEM, the sample has to be treated and thinned to an acceptable thickness, typically 
lower than 100 nm, for measurement and this requirement limits the availability of the diffraction pattern. 
The sample treatment for acquiring diffraction pattern by SEM is relatively easy to achieve. Chemical 
polishing is enough to enable the sample surface suitable for measurement and the tolerance for sample 
thickness is quite loose, which can be as large as 1 cm. 
Incident electron 
beam
θ θ
Kikuchi lines
Lattice 
planes
Sample
Phosphor 
screen
2θ
Fig. 2.3 Formation of Kikuchi patterns in transmission geometry in TEM. 
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2.2.2 Procedures in this study 
The surface of the solidified sample was chemically polished using a HF(46%)-HNO3(60%) acid 
mixture with a volume ratio of 1:6 (HF:HNO3) for about 20 s. The grain orientations and GB types were 
determined using electron backscatter diffraction (EBSD). 
A JEOL JSM-6610A SEM equipped with a detector was adopted for EBSD measurement in this 
study. The tilting angle for sample was 70º. The working distance (WD) was set as 25 mm. The selected 
area on the sample surface was scanned with a definition of less than 10 μm. The orientation map of the 
sample was shown with different colors representing the specific orientations. 
 
Incident 
electron beam
Kikuchi 
lines
Sample
60-70º
Phosphor 
screen
2θ
Lattice 
planes
Fig. 2.4 Formation of backscattered Kikuchi pattern by EBSD in SEM. 
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2.3 Defect delineation by preferential etching 
2.3.1 Etchants for analysis of defects in silicon 
The dislocation can act as acceptors and donors for carriers in Si. Its electrical activity gives rise to 
strong recombination and has a detrimental effect on electronic devices. The evaluation of dislocation 
density and distribution is the criterion to judge the quality of a crystal. Preferential etching provides a 
quick and convenient method to reveal the defect distribution in a crystalline material. It is an anisotropic 
process and the etch rates depend distinctly on the crystallographic orientations. Because the etch rate is 
significantly affected by local stress caused by defects. Dislocations can be delineated on the surface 
through preferential etching due to the more rapid etching in regions near the dislocations. As a result, 
etch pits are formed on the surface of a crystal. Each etch pit represents a dislocation intercepting the 
surface. 
It’s thanks to the continuous growth in semiconductor industry and a strong demand for high quality 
Si substrates that there are numerous preferential etching for various crystallographic planes of Si. Some 
of the popular etchants used in industry are listed in Table 2.1. Dash etching [6] is one of first developed 
preferential etching for Si. It can reveal the defects but it is not optimal to distinguish various types of 
defects. The other major disadvantage is that the etch rate of Dash etching is too slow that it often spends 
long time for defect revelation. Sirtl etching [7] and Secco etching [8] were developed in the following 
years and both etchants provide acceptable etch rates for quick investigation for defects. Sirtl etching is 
most effective for {111} planes; Secco etching is better suited to {100} planes. Si substrates have to be 
doped with impurities to tune its resistivity for different types of applications and the impurity 
concentration shows a significant impact on the defect delineation. Schimmel etching [9] provides an 
feasible way to reveal defects on heavily doped Si substrates. However, the results of defect delineation 
change when different etchants were used and it is somewhat difficult to have discussions on the same 
ground if the etching conditions differ. A versatile preferential etching called Wright etching [10], which 
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is effective to major crystallographic orientations for semiconductor applications and suitable for a wide 
range of defects, was proposed in 1977. Wright etching has become a common language for defect 
delineation in Si across the industry. 
With the rise of photovoltaic industry, the quality of multicrystalline Si substrates has become an 
issue of concern. Multicrystalline Si consists of a large number of grains of various orientations. It is 
compelling to have an etchant with the ability to reveal defects on almost all orientations. Sopori 
developed a preferential etchant with isotropic effect in 1984 [11]. Defects in all orientations can be 
revealed and the size of the etch pits is nearly the same. Sopori etching can be applied to multicrystalline 
Si grown by different methods, such as ribbon growth and directional solidification, and similar features 
are shown. Nowadays, this technique is widely adopted by numerous companies in the photovoltaic 
industry. 
 
 
2.3.2 Procedures in this study 
In this study, Sopori etching is chosen for dislocation delineation on the sample surface. The sample 
was first chemically polished in a mixed acid with a volumetric ratio of 1:0:6 (HF:Acetic acid:HNO3), 
then preferentially etched in a Sopori etchant (36:15:2) for 20s, and finally quenched in the 1:0:6 mixed 
acid for a few seconds. 
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Etchant Composition 
Target 
orientation 
Ref. 
Dash etching HF : HNO3 : CH3COOH = 1 : 3 : 10 {100} [1] 
Sirtl etching HF : CrO3 (5M) = 1 : 1 {111} [2] 
Secco etching HF : K2Cr2O7 (0.15M) = 1 : 1 {100} [3] 
Schimmel etching HF : CrO3 (5M) = 2 : 1 {100} [4] 
Wright etching 
HF : HNO
3
 : CH
3
COOH : H
2
O : CrO
3
 (5M) = 2 : 1 : 2 : 2 : 1 
+ Cu(NO
3
)
2
·3H
2
O 2g/240mL 
{100} & 
{111} 
[5] 
Sopori etching HF : HNO3 : CH3COOH = 36 : 2 : 20 Multicrystal [6] 
Table 2.1 Preferential etchants commonly used in industry, their composition, 
and applicable crystallographic orientation. 
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2.4 Transmission electron microscopy (TEM) 
2.4.1 Weak-beam dark-field (WDBF) imaging 
TEM is an indispensable tool for studying atomic structure. It is also promising to be used in 
researching defect structure. However, lattice defects, such as vacancies and dislocations, cause severe 
local distortions of surrounding crystal. The observed diffraction contrast of dislocations by TEM is in 
fact induced by strain field, not the dislocation core. Consequently, it is difficult to observe dislocation 
lines by conventional TEM, especially for the grain boundary dislocations, which possess more 
complicated configuration than the lattice dislocations do. 
The weak-beam dark-field (WBDF) imaging is useful for producing sharp images of dislocation 
lines [12]. This technique is capable of resolving individual dislocations and the positions of dislocation 
cores can be located exactly. For studying SAGBs, which consist of discrete dislocations, the WBDF is 
valuable to investigate the dislocation structure in the GBs. To perform WBDF imaging, the incident 
electron beam has to be tilted to make the diffraction weak enough and the DF image is quite dark in the 
background. Because only the dislocation cores are strongly strained, a WBDF image reveals the 
diffraction from severely strained planes near the dislocation cores comparing to a weak-diffracted 
background. 
The principle of WBDF imaging can be explained by Ewald sphere, which is a geometric 
construction demonstrating the physical relationship of diffraction, as illustrated in Figure 2.5. The 
incident wavevector k0 is parallel to the direction of the incident electron beam and k is all possible 
diffracted wavevectors. A wavevector can be diffracted if the tip of the vector points to one of the 
reciprocal lattice points. Ewald sphere is a sphere of a radius identical to the strength of wavevector k0 
and an origin located at the tail of k0. The vector lengths of k0 and k should be the same if the diffraction 
is an elastic scattering. If the difference of the two wavevectors, Δk = k0 – k, equals to the vector of the 
reciprocal lattice, denoted as g, the diffraction will occur with the diffracted wavevector k. This condition, 
Δk = g, is well-known as Laue condition for diffraction. The Ewald sphere provides a straightforward 
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depiction of Laue condition. Diffractions occur whenever the Ewald sphere touches a point on the 
reciprocal lattice. The incident electron beam has to be tilted first allowing diffraction can occur at both 
position of 0 and +g on the reciprocal lattice, as shown in fig. 2.5 (a). Then, the electron beam is tilted 
further to make the Ewald sphere touching the spots of both 0 and 3g on the reciprocal lattice. Strong 
diffraction now occurs at 3g spot and this condition is called the g-3g condition, as shown in fig. 2.5 (b). 
A WBDF image is thus obtained with this operation. 
WBDF imaging makes observation of sharp dislocation lines available but it also has some 
shortages. The tilting of the sample and electron beam has to be accurately manipulated and that demands 
excellent control systems with high precision. Besides, the quality of the WBDF images is usually no 
good and long exposure time is needed. However, despite the difficulties in operation, the WBDF 
imaging provides a promising way for revealing the exact dislocation structure. 
 
 
0 g 2g 3g
k0 k
k0 k
0 g 2g 3g
Ewald 
sphere
Reciprocal 
lattice
(a) (b)
Fig. 2.5 Ewald sphere corresponding to the g-3g WBDF diffraction condition. (a) The first step 
for diffraction occurring at both 0 and +g. (b) The electron beam is tilted allowing 
diffraction to occur at 0 and 3g, generating the WBDF image. 
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2.4.2 Procedures in this study 
The triple junction of GBs was cut by focused ion beam (FIB) technique. The ion beam energy and 
current were 30 keV and 10 pA, respectively. The surface around the triple junction was ion milled first to 
mitigate the roughness. A sheet of about 15μm × 10μm was cropped from the triple junction area and then 
ion milled again to reduce the thickness to lower than 100 nm. 
The GB structure was analyzed by high-resolution transmission electron microscopy (HRTEM) with 
the sample cut by FIB. Weak-beam dark-field (WBDF) imaging was used to observe the dislocation lines 
on the boundary plane. Sharp GBDs were observed under a g-3g diffraction condition by tilting the 
incident electron beam. 
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Chapter 3 
Origin of small-angle grain boundaries during directional 
solidification 
 
3.1 Introduction 
The efficiency of solar cells manufactured with multicrystalline silicon (mc-Si) substrates is limited 
because of the various defects that exist in this material. These defects include impurities, dislocations, 
and grain boundaries (GBs). The interactions between such defects change the recombination activity of 
the substrates, and thus affect the solar cell efficiency. The emergence of high-performance mc-Si (HP 
mc-Si) demonstrates that the GB distribution in mc-Si can dramatically alter the substrate quality [1, 2]. 
Most random GBs in HP mc-Si effectively inhibits the proliferation of dislocation clusters, leading to a 
higher photovoltaic performance. Among the different types of GBs, small-angle GBs (SAGBs), which 
have lower misorientation , have been confirmed to possess a high capability for impurity gettering [3, 4, 
5, 6, 7, 8]. The misorientation of SAGBs is critical in determining the recombination activity after 
gettering and hence responsible for the resulting solar cell efficiency. Understanding the evolution of 
SAGBs during directional solidification would help to improve the quality of the mc-Si substrates. 
SAGBs are composed of an array or a grid of dislocations [9, 10]. This has been described 
theoretically by Read-Shockley model [11] and confirmed experimentally by etch pit observations [12, 
13] and TEM [14]. The dislocations formed at a SAGB plane compensate for the structural mismatch 
between two adjacent grains and are called primary or intrinsic GB dislocations (GBDs). The Read-
Shockley model describes the reciprocal relationship between misorientation and average GBD interval 
for a pure tilt SAGB, which is an array of edge dislocations of identical Burgers vectors. A larger 
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misorientation results in a shorter distance between two GBDs and thus a higher GBD density. A pure 
twist GB obeys the same relationship and is made up of a planar network of screw dislocations [15]. Pure 
tilt and twist SAGBs, however, are not common in multicrystalline materials and most SAGBs are mixed 
ones, that is, they have both twist and tilt components and a more complicated interfacial structure. The 
upper limit for SAGBs is typically taken to be 15º [11, 16]. Once this limit is exceeded, the intrinsic 
dislocation structure of SAGBs becomes indistinguishable and the characteristics of GBs change. 
It has been confirmed that the capability of SAGBs for gettering transition metals is even higher than 
that of random GBs with high misorientation [3, 4]. SAGBs are prone to generate dislocations during 
growth [17]. This tendency has been exploited to control the dislocation distribution in mc-Si grown by 
directional solidification by fine-tuning the distribution of SAGBs [18]. Studies on the relationship 
between SAGB structure and solar cell performance have found that a certain type of structural 
dislocation in SAGBs is responsible of an absolute performance loss of up to about 5% [19, 20]. The 
functionalities of SAGBs were ascertained but the generation mechanism and growing behavior remain 
poorly understood. A thorough knowledge of the formation and evolution of SAGBs would lead to more 
applications of defect engineering with SAGBs. 
In this study, we have attempted to reveal the mechanisms behind emergence and extending of 
SAGBs in mc-Si. An interesting phenomenon was observed in situ during directional solidification that 
suggests SAGBs can originate at solid/melt interface. 
 
3.2 Experimental 
Experiments were performed using an in situ observation system consisting of a microscope and a 
crystallization furnace [21, 22, 23]. High purity silicon raw materials were placed in a quartz crucible 
with inner dimensions of 22×13×8 mm and then melted completely under an argon atmosphere using a 
pair of resistive graphite heaters located in the furnace. The two heaters were controlled to generate a 
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temperature gradient between both sides of the quartz crucible. Directional solidification of the silicon 
began from lower-temperature side. The experiments were conducted without seed crystals, so that the 
GBs were generated directly from the inner walls and extended directionally during solidification. This 
created an environment in which observation of the GB growth was possible without intervention. A 
high-speed microscopic camera was used to record the crystal growth process, including the formation 
and annihilation of GBs. The completely solidified sample was then cooled at a rate of about 40 ºC min-1. 
The dislocations in mc-Si were revealed through preferential etching. The sample was first chemically 
polished in a mixed acid with a volumetric ratio of 1:0:6 (HF:Acetic acid:HNO3), then preferentially 
etched in a Sopori etchant (36:15:2) [24] for 20s, and finally quenched in the 1:0:6 mixed acid for a few 
seconds. Delineated etch pits were observed by SEM. The solidified silicon crystal samples were then 
analyzed using electron backscattering diffraction (EBSD) to determine the grain orientations and the 
structure of the GBs. 
 
3.3 Results and discussion 
Fig. 3.1 presents a series of snapshots taken during in situ observation of solidification of silicon. 
The growth direction is leftward. SAGBs, which show up as white lines almost perpendicular to the 
solid/melt interface, are propagating along the growth direction. The emergences of new SAGBs is 
observed at the interface in the snapshots at t = 4.5, 6.5, 10.5, and 14 s. The positions at which the SAGBs 
emerged are indicated by arrows in Fig. 3.1. Fig. 3.2(a) shows the position of solid/melt interface 
recorded at different time points, and Fig. 3.2(b) plots the calculated crystal growth rates at those times. 
The solidification rate ranges from 40 to 70 μm s-1, which is moderately faster than the growth rate of 
industrial mc-Si (33.3 μm s-1) but provides a comparable condition for observing the behavior of crystal 
growth. 
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t = 0 s t = 4.5 s t = 6.5 s
t = 10.5 s t = 14 s t = 22 s
Melt
Crystal
SAGB
SAGB
SAGB
SAGB
1 mm
Fig. 3.1 Crystal/melt interface during directional solidification of mc-Si recorded by a microscopic 
camera at different time points. The growth direction is leftward. Incipient SAGBs are 
indicated by arrows. 
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Fig. 3.2 (a) Cumulative distances moved by solid/melt interface, as measured by in situ observations; 
(b) calculated solidification velocities at 1 s intervals. 
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Because SAGBs consist of intrinsic structural dislocations, investigation of dislocation array is 
inevitable for discussing the formation of SAGBs. Sopori etching [24], which is the standard technique 
for delineating dislocations in mc-Si, is applied to the present sample, as shown in Fig. 3.3. Fig. 3.3 (a) 
and (b) are, respectively, the observation areas taken by optical microscopy of directional solidification 
and by SEM after crystallization. Fig. 3.3 (c) through (f) show the places of origins of the selected GBs, 
as observed by SEM after Sopori etching. The dislocations aggregate and exhibit linear arrangement 
during solidification. The dislocation walls initially propagate along wavy or zigzag lines, particularly in 
Fig. 3.3 (c), but then individual dislocations become invisible and the resulting SAGBs grow along 
relatively straight lines, as shown in Fig. 3.3 (e). The dislocation walls do not necessarily evolve into 
SAGBs. Fig. 3.3 (d) shows several dislocation walls formed during solidification, but most of them 
finally terminated in the crystal. 
Fig. 3.4 presents the results of EBSD measurements, revealing the misorientation evolution of the 
SAGBs. Two SAGBs are selected to measure the misorientations along the SAGBs. Fig. 3.4 (a) is the 
SEM micrograph of a sample surface, showing the same GBs as in Fig. 3.3. Fig. 3.4 (b) and(c) show the 
EBSD patterns of SAGB1 and SAGB2 located within the white rectangles labeled b and c shown in Fig. 
3.4 (a), respectively. The normal directions are close to 〈101〉 for both EBSD patterns and the positions of 
SAGBs are indicated by dashed lines. The misorientations along the SAGBs are measured from the 
origins of SAGBs, shown by arrows in Fig. 3.4 (b) and (c). The results are presented in Fig. 3.5. The 
misorientations increase from the origins of the SAGBs, by more than 3.5º for both SAGB1 and SAGB2. 
These SAGBs emerged during the formation of dislocation wall and the misorientations keep growing 
during solidification. 
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Fig. 3.3 (a) Optical micrograph taken during solidification. (b) SEM micrograph of the sample surface 
after Sopori etching. (c)-(f) Etch pit distributions before and after SAGB formation. 
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Fig. 3.3 (a) Optical micrograph taken during solidification. (b) SEM micrograph of the sample surface 
after Sopori etching. (c)-(f) Etch pit distributions before and after SAGB formation. 
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Fig. 3.4 (a) SEM micrograph of the sample surface after Sopori etching. EBSD patterns of (b) SAGB1 
and (c) SAGB2, respectively. Inverse polar figures are along normal direction and the 
contrast was tuned to bring out orientation differences between the adjacent grains. SAGBs 
are indicated by gray dashed lines. 
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Dislocations in bulk crystals form patterns that minimize the stress field produced by individual 
dislocations [25]. The main mechanism behind the dislocation patterning is polygonization. Dislocations 
in solid start to move when the temperature becomes sufficiently high. The same dislocations tend to 
aggregate in arrays that aligned normal to the slip planes because this dislocation configuration minimizes 
the strain energy [26]. The aggregation of dislocations results in the formation of a SAGB with two 
adjacent grains having slightly different orientations. A dislocation can move by slip on its slip plane or 
by climb in a direction perpendicular to its slip plane, but dislocation climb can only be activated at 
elevated temperature. Higher temperature facilitates the formation of SAGBs as confirmed in the 
annealing of Si-Fe [27]. Polygonization has been investigated extensively in various materials, such as Si-
Fe [27, 28], Cu [29, 30], Zn [31, 32], Si [33, 34, 35], and Al [36]. However, the topic of polygonization 
during solidification has attracted little attention. The dislocation patterning observed in as-grown crystals 
is attributed to dislocation motion during cooling [25]. 
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Fig. 3.5 The misorientations across SAGB1 and SAGB2 along the GB length from the points of origin 
designated in fig. 3.4 (b) and (c). 
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We observed directly the formation of SAGBs at solid/melt interface during solidification, as shown 
in Fig. 3.1. Sopori etching of the solidified sample revealed that these SAGBs were formed during crystal 
growth as a result of the aggregation of dislocations (fig. 3.2). Polygonization also plays a critical role in 
the rearrangement of dislocations during solidification. This suggests that dislocation motion at the 
solid/melt interface is very active. Thermal stress generated during cooling may contribute to 
polygonization, but the cooling rate in our experiment is about 40 ºC min-1 and significant 
polygonizations in Si observed by other researchers need annealing of tens of hours or even several days 
[34, 35]. Thus, it is reasonable to conclude that etching pit patterns in this research were mainly formed 
during crystal growth. Dislocations can move by both slip and climb because the temperature around the 
D
Grain area
at interface
(a)
d
(b)
Fig. 3.6 Two types of dislocation configurations at solid/melt interface. (a) On the left-hand side are 
evenly distributed dislocations (R is average dislocation spacing). (b) On the right-hand side 
is a dislocation array, where d is the average interval between intrinsic dislocations. The 
dislocations here are assumed to be edge dislocations with the same Burgers vectors 
penetrating the same grain area. 
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interface is sufficiently high. Although dislocations tend to grow almost perpendicularly to the solid/melt 
interface for minimizing the energy, linear defects may also move laterally to build a configuration with 
relatively lower elastic energy. The total stored elastic energy in a bulk crystal depends on the distances 
between dislocations and the directions of Burgers vectors. The reason for this can be explained by a 
simple model. Fig. 3.6 presents two configurations of dislocations penetrating the solid/melt interface. 
One configuration exhibits the dislocations distribute evenly in a single grain of cross sectional area A. 
The other configuration is the same number of dislocations in a linear arrangement in the same grain (fig. 
3.6 (a)). The other configuration is the same number of dislocations in a linear arrangement in the same 
grain (fig. 3.6 (b)). To simplify the dislocation motion and dislocations, all dislocations in this model are 
assumed to have the same Burgers vector. The elastic energy per unit length of an edge dislocation is 
given by [7] 
𝐸𝑑 =
𝜇𝑏2
4𝜋(1−𝜈)
𝑙𝑛 (
𝐷
𝑟0
)                                                      (3.1) 
where Ed is the elastic energy per unit length of an edge dislocation, μ is the shear modulus, ν is Poisson’s 
ratio, b is the strength of the Burgers vectors, D is the effective radius of the stress field around this edge 
dislocation, and r0 is the radius of the dislocation core. 
When dislocations in a crystal remain evenly distributed, the crystal is uniformly bent and long-range 
stresses do not accumulate [37, 38]. Uniform distribution of dislocations screens the long-range stress 
fields of each other and it is reasonable to replace D in eq. (1) by the mean spacing between the 
dislocations for evaluating the elastic energy of individual dislocation in this configuration. On the other 
hand, considering the dislocation linear arrangement, the stress field of each dislocation in an array 
extends roughly a distance of GBD spacing [38]. The comparison of elastic energies in these two 
configurations is actually the juxtaposition of average distances between dislocations. The dislocation 
core radius r0 is assumed as a constant in this discussion and this value is eliminated after the subtraction 
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of total elastic energies of two configurations. The difference in restored elastic energy per unit length of 
a grain between these two configurations, ΔE, can be expressed by 
∆𝐸 = 𝐸𝑓 − 𝐸𝑖 =
𝑁𝑑𝜇𝑏
2
4𝜋(1−𝜈)
𝑙𝑛 (
𝑑
𝐷
)                                                  (3.2) 
where Nd is the number of dislocations penetrating the solid/melt interface, E
i and Ef are the total elastic 
energies of Nd dislocations in the abovementioned even distribution and linear arrangement, respectively, 
D is the average distance between dislocations distributed evenly in single grain, and d is the average 
interval of dislocations in linear arrangement. 
The value of ΔE is determined by D and d. The average dislocation interval in linear arrangement d 
must be shorter than D due to the fact that dislocations lie apparently closer to each other in a dislocation 
array. A linear arrangement of dislocations at the solid/melt interface is thus energetically favorable 
because ΔE in eq. (3.2) is negative. The dislocations would extend almost perpendicularly to the 
solid/melt interface during solidification but also move toward other dislocations with same Burgers 
vectors and form an array to minimize the elastic energy. In an actual Si crystal, dislocations possess 
Burgers vectors in various directions. The effect of the interactions of different Burgers vectors on the 
aggregation of dislocations during solidification remains unclear, but it is likely that dislocations with 
same Burgers vectors will self-arrange into arrays to lower the overall energy. 
Dislocations form arrays during crystal growth by polygonization and the misorientations of the 
resulting SAGBs keep increasing along the growth direction, as shown in Figure 5. This can be attributed 
to the continuous absorption of dislocations from nearby grains. SAGBs can act as sinks for dislocations, 
which has been well described by Sutton and Balluffi [38] using a model based on edge dislocations and a 
simple tilt SAGB. They categorize the dislocations into two types: boundary dislocations and lattice 
dislocations. The incorporation of a dislocation into a SAGB represents a transition from a lattice 
dislocation to a boundary dislocation. This involves a change in total energy expressible as 
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  ∆𝐸 =
𝜕𝐸𝐵
𝜕𝑁𝑑
𝐵 −
𝜕𝐸𝐿
𝜕𝑁𝑑
𝐿 = −
𝜇𝑏2
4𝜋(1−𝜈)
[𝑙𝑛 (
𝐷
𝑑
) +
1
2
]                                     (3.3) 
where EB is the energy per unit length contributed by Nd
B boundary dislocations, and EL is the energy per 
unit length contributed by Nd
L lattice dislocations. The energy change in eq. (3.3) depends on the average 
distance between lattice dislocations D and average interval between boundary dislocations d. Since R 
must be larger than d, ΔE will be negative. Thus, it is energetically favorable for a SAGB to absorb an 
impinged dislocation and increase its misorientation. 
Eq. (3.3) describes a tilt SAGB incorporating a lattice dislocation with a Burgers vector of the same 
sign. Alternatively, a tilt SAGB might absorb a lattice dislocation with the opposite Burgers vector, in 
which case its misorientation would decrease. The energy change of latter type of dislocation 
incorporation process can be described by the equation 
∆𝐸 = (−
𝜕𝐸𝐵
𝜕𝑁𝑑
𝐵 −
𝜕𝐸𝐿
𝜕𝑁𝑑
𝐿) = −
𝜇𝑏2
4𝜋(1−𝜈)
[𝑙𝑛(𝑅𝑑) +
1
2
] − 2𝐸𝑐                      (3.4) 
where Ec is the dislocation core energy. Mutual annihilation would occur when a tilt SAGB incorporates a 
dislocation with the opposite Burgers vector, and the boundary misorientation would decrease upon the 
disappearance of two dislocation cores. The energy change in eq. (3.4) is even more negative than that in 
eq. (3.3). Tilt SAGBs exhibit a strong tendency to attract a lattice dislocation with the opposite Burgers 
vector. 
Actual SAGBs are rarely simple tilt or twist, which means the boundary plane is a dislocation 
network consisting of dislocations with various types of Burgers vectors. Arbitrary SAGBs should still be 
capable of acting as a sink for lattice dislocations if the incoming dislocations share the same Burgers 
vectors in the intrinsic dislocation structure of the SAGB and be able to incorporate themselves into the 
network. SAGBs may potentially block lattice dislocations with incompatible Burgers vector. The 
misorientation increase of SAGBs during solidification (see Fig. 3.4 (d)) suggests that lattice dislocations 
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with same Burgers vectors are dominant around the SAGBs and the their incorporation into the intrinsic 
dislocation network increases the misorientation. Oriwol et al. observed similar phenomena in mc-Si by 
X-ray topography [39]: they detected an increase in misorientation along the growth direction. 
As discussed above, polygonization and formation of SAGBs are energetically favorable processes, 
however, dislocation arrays do not always develop into SAGBs. Fig. 3.3 (d) shows that several 
dislocation arrays were formed and terminated before the eventual emergence of a SAGB. Here is a 
possible explanation. A SAGB extending along the direction of solidification would incorporate 
compatible dislocations with both same-signed and opposite-signed Burgers vectors. The evolution of a 
SAGB would depend on the competition between these two types of compatible dislocations. A 
dislocation wall is formed when same-signed dislocations aggregate at solid/melt interface. The 
developing boundary would be built up or torn down by incorporation of impinged dislocations. An 
incipient dislocation array would break up if it is surrounded and dominated by opposite-signed 
dislocations. The lack of a sufficient number of same-signed dislocations may also terminate a dislocation 
array before the misorientation across the array grows large enough to sustain the self-extending 
boundary. 
 
 
Fig. 3.7 Schematic illustrations for dislocation polygonization occurring at 
solid/melt interface during solidification. 
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Fig. 3.7 illustrates the possible behavior of dislocations aggregation during solidification. 
Dislocations would be expected to move rapidly at the solid/melt interface and slow down when they 
approach energetically favorable positions. Both slip and climb of dislocations are needed during this 
progress. Thus, dislocation arrays are formed to lower the overall elastic energy. Dislocation core energy, 
which is assumed to be only dependent of dislocation length in the discussion of this research, can be 
alleviated through polygonization as well. The motion of a lattice dislocation intersecting solid/melt 
interface could be very active and dislocation growth can be disturbed by thermal stress induced during 
solidification. Consequently, lattice dislocations spread freely in as-grown grains. Whereas, a dislocation 
dwelling in an array is bound on the plane of the array and could only have restricted motions while 
maintaining low energy configuration. This dislocation, comparing to a lattice dislocation, is less likely to 
spread in a wavy path raising its length. It therefore possesses a relatively shorter length and lower core 
energy. The newly formed dislocation array evolves into a SAGB when the misorientation across it is 
sufficiently high. The present observations demonstrate that SAGBs can form as a result of the 
aggregation of lattice dislocations at the solid/melt interface during solidification. 
 
3.4 Conclusion 
The formation of SAGBs in Si has been observed directly during solidification by in situ 
observation. Those SAGBs derive from the aggregation of dislocations at solid/melt interface and the 
misorientations of the GBs would increase through the continual incorporation of dislocations into the 
grains. Incipient dislocation arrays may not develop into SAGBs because of the dislocation interactions 
like mutual annihilation of opposite-signed dislocations. The present results also suggest that 
polygonization of dislocations in as-grown bulk crystal can occur during solidification, not only during 
cooling. 
 
64 
 
References 
[1] Y.M. Yang, A. Yu, B. Hsu, W.C. Hsu, A. Yang, C.W. Lan, Prog. Photovolt. Res. Appl. 23 (2015) 
340–351 
[2] C.W. Lan, A. Lan, C.F. Yang, H.P. Hsu, M. Yang, A. Yu, B. Hsu, W.C. Hsu, A. Yang, J. Cryst. 
Growth 468 (2017) 17–23 
[3] J. Chen, T. Sekiguchi, R. Xie, P. Ahmet, T. Chikyo, D. Yang, S. Ito, F. Yin, Scr. Mater. 52 (2005) 
1211–1215 
[4] J. Chen, and T. Sekiguchi, Jpn. J. Appl. Phys. 46 (2007) 6489–6497 
[5] T. Sameshima, Y. Tsuchiya, N. Miyazaki, T. Tachibana, Y. Ohshita, K. Arafune, A. Ogura, ECS 
Trans. 41 (2011) 29–36 
[6] T. Sekiguchi, J. Chen, W. Lee, H. Onodera, Phys. Status Solidi C 8 (2011) 1347–1350 
[7] T. Sameshima, N. Miyazaki, Y. Tsuchiya, H. Hashiguchi, T. Tachibana, T. Kojima, Y. Ohshita, K. 
Arafune, A. Ogura, Appl. Phys. Express 5 (2012) 042301 
[8] T. Kojima, T. Tachibana, Y. Ohshita, R.R. Prakash, T. Sekiguchi, and M. Yamaguchi, Jpn. J. Appl. 
Phys. 54 (2015) 08KD16 
[9] J.M. Burgers, Proc. Phys. Soc. 52 (1940) 23–33 
[10] W.L. Bragg, Proc. Phys. Soc. 52 (1940) 54–57 
[11] W.E. Read, W. Shockley, Phys. Rev. 78 (1950) 275–289 
[12] F.L. Vogel, W.G. Pfann, H.E. Corey, E.E. Thomas, Phys. Rev. 90 (1953) 489–490 
[13] F.L. Vogel, Acta Metall. 3 (1955) 245–248 
[14] T. Schober, R.W. Balluffi, Phil. Mag. 21 (1970) 109–123 
65 
 
[15] J.P. Hirth, J. Lothe, “Theory of Dislocations,” 2nd Ed., John Wiley & Sons, Inc. (1982) 
[16] D.G. Brandon, Acta Metall. 14 (1966) 1479–1484 
[17] I. Takahashi, N. Usami, K. Kutsukake, G. Stokkan, K. Morishita, K. Nakajima, J. Cryst. Growth 312 
(2010) 897–901 
[18] I. Takahashi, S. Joonwichien, T. Iwata, N. Usami, Appl. Phys. Express 8 (2015) 105501 
[19] J. Bauer, A. Hähnel, H. Deniz, A. Zuschlag, O. Breitenstein, Energy Procedia 77 (2015) 565–571 
[20] J. Bauer, A. Hähnel, P. Werner, N. Zakharov, H. Blumtritt, A. Zuschlag, O. Breitenstein, IEEE J. 
Photovolt. 6 (2016) 100–110 
[21] L.-C. Chuang, K. Maeda, H. Morito, K. Shiga, W. Miller, K. Fujiwara, Scr. Mater. 148 (2018) 37–41 
[22] K. Fujiwara, M. Ishii, K. Maeda, H. Koizumi, J. Nozawa, S. Uda, Scr. Mater. 69 (2013) 266–269 
[23] K. Fujiwara, R. Maeda, K. Maeda, H. Morito, Scr. Mater. 133 (2017) 65–69 
[24] B.L. Sopori, J. Electrochem. Soc. 131 (1984) 667–672 
[25] P. Rudolph, Cryst. Res. Technol. 52 (2017) 1600171 
[26] R. Abbaschian, L. Abbaschian, R.E. Reed-Hill, “Physical Metallurgy Principles,” 4th Ed., CL 
Engineering (2008) 
[27] W.R. Hibbard, C.G. Dunn, Acta Metall. 4 (1956) 306–315 
[28] C.G. Dunn, W.R. Hibbard, Acta Metall. 3 (1955) 409–411 
[29] F.W. Young, N. Cabrera, J. Appl. Phys. 28 (1957) 787–791 
[30] F.W. Young, J. Appl. Phys. 29 (1958) 760–764 
[31] J.J. Gilman, Acta Metall. 3 (1955) 277–288 
66 
 
[32] P.P. Sinha, P.A. Beck, J. Appl. Phys. 32 (1961) 1222–1226 
[33] F.L. Vogel, L.C. Lovell, J. Appl. Phys. 27 (1956) 1413–1415 
[34] J.R. Patel, J. Appl. Phys. 29 (1958) 170–176 
[35] F.L. Vogel, Acta Metall. 6 (1958) 532–534 
[36] R.W. Cahn, Proc. Phys. Soc. A 63 (1950) 323–336 
[37] J. Nye, Acta Metall. 1 (1953) 153–162 
[38] A.P. Sutton, R.W. Bullaffi, “Interfaces in Crystalline Materials,” Oxford: Clarendon (1995) 
[39] D. Oriwol, E.-R. Carl, A.N. Danilewsky, L. Sylla, W. Seifert, M. Kittler, H.S. Leipner, Acta Mater. 
61 (2013) 6903–6910  
67 
 
Chapter 4 
Effect of misorientation angle on the interaction between 
grain boundaries 
 
 
4.1 Introduction 
GBs play a significant role in determining the properties of mc-Si. The Σ3 twin GBs in mc-Si as a 
substrate material were once considered unharmful to the conversion efficiency of solar cells. However, 
the high proportion of general or random GBs in mc-Si has been shown to be capable of achieving an 
even higher performance [1, 2]. Solar cells fabricated on monocrystalline Si substrates can achieve higher 
performance than mc-Si cells owing to the lack of GBs and low densities of dislocations and impurities, 
but the expensive single crystal wafers grown by Czochralski method make solar energy less competitive 
with other energy sources. Lower production cost of the mc-Si substrates is necessary for making the 
solar energy commercially available. Because the GB distribution is a critical factor for improving the 
solar cell performance, proper control of the GB distribution is needed and mc-Si substrates with 
optimized GB distribution are promising to boost the solar cells even higher. The evolution of the GB 
distribution in mc-Si during solidification has been studied [3, 4], however, the mechanism of the 
generation and annihilation of GBs remains poorly explained. A thorough understanding of GB 
interactions would enable precise GB control for obtaining substrates with excellent qualities. 
Depending on the extent of misorientations between the two grains, GBs are categorized into two 
types, small-angle GBs (SAGBs) and high-angle GBs (HAGBs). SAGBs can be adequately described as a 
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two-dimensional network of dislocations [5, 6]. Dislocations dwelling in SAGBs are called intrinsic GB 
dislocations (GBDs) or primary GBDs. It is possible to determine the densities of intrinsic GBDs for 
simple SAGBs. The Read-Shockley model [7] describes a pure tilt SAGB as an array of edge 
dislocations. This model provides a numerical method for correlating the misorientation and the interval 
between two intrinsic GBDs. The distance between two dislocations is inversely proportional to the 
misorientation. The higher the misorientation between two grains is, the closer the two intrinsic GBDs 
become. A pure twist SAGB can be represented in a similar way as a screw dislocation grid [8]. These 
descriptions of SAGB structures have been experimentally confirmed through etch pit observation [9] and 
TEM [10]. Conventionally, the maximum misorientation defining a SAGB is taken to be 15º [7, 11]. With 
a misorientation above 15º, the intrinsic GBDs are too close and intervening between the strain fields 
becomes important. As a result, individual dislocation structures are no longer distinguishable and the 
SAGB undergoes a structural transition. This structural transition has been found to be capable of 
inducing property transition in GB dihedral angles for Al [12] and activation entropies for Bi [13]. In the 
Read-Shockley model, for a tilt SAGB in Si, the minimum dislocation interval corresponding to a 
transition misorientation of 15º is 14.71 Å, approximately four times the Burgers vector of a/2 <110>. 
HAGBs are defined by the misorientation angle at which the dislocations start to overlap, typically 
15º, and classified into singular (special), general, and vicinal [14]. Despite their large misorientation, 
singular GBs, including the Σ3 GBs mentioned above, exhibit extremes in terms of orientation-dependent 
properties, for example, segregation, migration rate, and corrosion rate. The uniqueness of singular GBs is 
attributable to the low number of broken bonds across the GB. Therefore, singular GBs are expected to 
have lower energy. The structure of singular GBs can be explained through the coincidence-site lattice 
(CSL) model [15, 16], in which the coincidence of atomic sites is high at misorientation angles 
corresponding to singular GBs. The reciprocal of the density of coincidence sites Σ represents the volume 
of the repeating structural unit incorporating one coincidence site and is critical for characterizing the 
CSL. The low energy of the singular CSL GB suggests a more stable structure as well [17], especially for 
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the most stable Σ3 GB. In contrast, the HAGBs possessing high energy exhibit no special properties and 
are hence termed general GBs. General GBs are considered to be composed of two or more types of 
structural units [18]. 
There is a third type of GBs, called vicinal GBs, which exhibit transition properties between singular 
and general GBs. The structure of a vicinal GB is composed of the structure of the nearest singular GB 
embedding a network of intrinsic GBDs, such as a combination of a singular and a SAGB. This feature of 
the vicinal GB structure has been confirmed by Brandon et al. [19] using a field ion microscope. Intrinsic 
GBDs were observed in singular GBs with small deviation. Brandon later proposed his eponymous 
criterion providing a simple formula for the maximum angle of deviation from an exact CSL GB [11]. 
Singular GBs maintain special properties within the range of the maximum deviation angle and the 
deviation can be accommodated by arrays of dislocations imposed on the boundary structure. Overcoming 
the maximum deviation angle, vicinal GBs transform into general GBs and lose their uniqueness. This 
transformation is identical to that of a SAGB into a HAGB. The intrinsic GBD network densifies with 
increased deviation from a singular GB and the dislocation network collapses, overcoming the maximum 
angle defined by Brandon’s criterion. This concept can also be applied to a SAGB. Considering a GB 
with a misorientation angle of 0º, this GB would be characterized by a Σ value of 1 because each atomic 
position is a coincidence site. A Σ1 GB is actually a perfect crystal thus, it is appropriate to refer to 
SAGBs as vicinal GBs of the Σ1 GB. 
Σ3 twin GBs in mc-Si exhibit distinct trends during solidification. Twins keep growing in a straight 
path on {111} planes. This behavior can be attributed to the low interfacial energy of Σ3 twin GBs [17]. 
A Σ3 GB having a misorientation very close to that of an exact Σ3 reference structure, which shows a 
misorientation of 60º around <111> and is twinned on the {111} plane, is said to be coherent. Incoherent 
Σ3 GBs are defined as GBs with a deviation of more than a few degrees from the Σ3 reference structure. 
During solidification, the formation of Σ3 GBs is overwhelmingly coherent. However, although they are 
energetically favorable, Σ3 GBs are not always dominant during crystal growth and give way to high-
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energy general GBs. Besides, in previous research [20], we observed SAGBs propagating through Σ3 
GBs. It is interesting and worthwhile to reveal the mechanisms behind the various interactions of Σ3 GBs 
with other non-singular GBs. In the present study, we examined the interactions between Σ3 twins and 
GBs with various misorientation angles by in situ observation which is suitable for observing GB 
interactions at the crystalmelt interface. 
 
4.2 Experimental 
Experiments were performed using an in situ observation system consisting of a microscope and a 
crystallization furnace [20, 21, 22]. High purity silicon raw materials were placed inside a quartz crucible 
with inner dimensions of 22 × 13 × 8 mm and then melted completely under an argon atmosphere by 
using a pair of resistive graphite heaters in the furnace. The two heaters were controlled to induce a 
temperature gradient between the two sides of the quartz crucible, and directional solidification of the 
silicon began from the cooler side. The experiments were conducted without seed crystals, so the GBs 
were generated directly from the inner walls and extended during directional solidification. This enabled 
observation of GB growth without intervention. A high-speed microscopic camera was used to record the 
crystal growth process, including the formation and annihilation of GBs. The solidified silicon crystal 
samples were chemically polished and analyzed using electron backscattering diffraction (EBSD) to 
determine the grain orientations and GB structure. 
 
4.3 Results and discussion 
Fig. 4.1 shows a series of snapshots captured during in situ observation of silicon crystal growth. The 
growth direction is leftward. Several SAGBs are clearly observed growing almost perpendicular to the 
solidification interface toward the left. A pair of straight {111}Σ3 GBs, confirmed by EBSD measurement 
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(see fig. 4.2 (d), crystal orientations are along the growth direction), grow slanting toward the lower left 
of the figure. {111}Σ3 GBs are well known to exhibit straight features in silicon crystals. This pair of 
{111}Σ3 GBs eventually met another pair growing from the lower part, again confirmed through EBSD 
(see fig. 4.2 (d)). The two pairs of {111}Σ3 GBs converged and only one pair finally remained. In 
contrast to this situation, Σ3 GBs did not interact with SAGBs during solidification. From the in situ 
observation snapshots shown in fig. 4.1, the SAGBs grew through {111}Σ3 GBs without changing the 
direction of growth. Both types of GBs kept moving along the initial directions without perceptible 
changes. Fig. 4.3 shows a series of snapshots for sample B during solidification with a leftward growth 
direction. A SAGB approaches a pair of Σ3 GBs, also confirmed by EBSD measurement (see fig. 4.4 (b)), 
in the beginning. When the SAGB met the first Σ3 GB, the SAGB grew through the Σ3 GB as that 
observed in fig. 4.1. Its interaction with the second Σ3 GB exhibits the same result. 
 
 
t = 90 s
1 mm
t = 30 s
SAGB
Σ3 pair
SAGB
t = 60 s
Σ3 pair
t = 0 s
Melt Crystal
t = 40 s
t = 75 s
Growth 
direction
Convergence
of
Σ3s and SAGB
Convergence 
of
two Σ3 pairs
Fig. 4.1 Crystal/melt interface during directional solidification of mc-Si for interactions 
between Σ3 GBs, a Σ9 GB, and several SAGBs taken by microscopic camera at 
certain time points. The crystal growth direction is leftward. 
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Fig. 4.2 (a) Image recorded by optical microscope for sample fig. 4.1. Orientation images by EBSD 
along the growth direction for (b) whole surface area, (c) interactions between Σ3 and Σ9 
GBs, (d) interactions between SAGBs, and (e) interactions between Σ3 GBs and a SAGB. 
The growth direction is leftward. 
 
500 μm
Growth 
direction
Melt Crystal
SAGB
Σ3 pair
Convergence of
SAGB and 1st Σ3
Convergence of
SAGB and 2nd
Σ3
t = 0 s t = 5 s
t = 12 s t = 44 s
Fig. 4.3 Crystal/melt interface during directional solidification of mc-Si for interactions between Σ3 
GBs and a 6.4º SAGB taken by microscopic camera at certain time points. The crystal growth 
direction is leftward. 
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Fig. 4.5 (a) shows the cumulative distance of the interface movement with a time interval of 5 s. Fig. 
4.5 (b) shows the growth rate by calculating the interface velocity from the movement distance at 5 s 
intervals. The growth rate of sample in fig 4.1 was in a range of 15-27 μm s-1 and the growth rate of 
sample in fig. 4.3  was between 30-36 μm s-1. Arrows in fig. 4.5 (b) designated the growth rates when 
interactions occurred. The growth rates determined in this experiment are close to the average of 
approximately 33.3 μm s-1 (2 mm min-1) for industrial mc-Si, and therefore the experimental results are 
valid with respect to the actual crystal growth obtained at the industrial scale. 
 
 
Fig. 4.4 (a) Image recorded by optical microscope for sample B. Orientation images by EBSD along 
the growth direction for (b) interactions between Σ3 GBs and a SAGB. The growth direction 
is leftward. 
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The experimental results are next considered based on EBSD measurements. Fig. 4.2 (c) shows the 
convergence of two pairs of {111}Σ3 GBs to produce a new Σ9 GB. One grain that contacts the other 
grain with a Σ3 GB has a 70.53° rotation around the <110> direction; therefore, the convergence of two 
Σ3 GBs eliminated one grain and the two remaining grains have a 141.06° rotation around the <110> 
direction between them, which results in a Σ9 GB. The Σ9 GB in this experiment was an incoherent GB 
and therefore it extended along a wavy path rather than a straight path. A coherent {122}Σ9 was observed 
by Garg et al. that favored a straight extending path [23]. In fig. 4.2 (a), this incoherent Σ9 GB later 
converged with a {111}Σ3 GB to form a new {111}Σ3 GB with a different growth direction. The 
{111}Σ3 GB is coherent and the most stable Σ3 GB; therefore, it is favored when a new Σ3 GB is formed. 
The newly formed {111}Σ3 GB turned towards the lower left corner, parallel to the common (111) plane 
between the two grains. The creation of a Σ9 GB through encounter of two Σ3 GBs was also observed by 
Riberi-Béridot et al. [24]. 
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Fig. 4.5 (a) Cumulative movement distances of melt-crystal interface measured from in situ 
observations; (b) calculated solidification velocities at 5 s intervals. 
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The interaction of two CSL GBs eliminates them to produce a new GB. However, the situation is 
quite different for interaction between a Σ3 GB and a non-CSL SAGB. Fig. 4.2(d) shows an interaction 
between a SAGB with a misorientation of approximately 2° and a pair of Σ3 GBs in fig. 4.1. The SAGB 
extends along the growth direction and grows through the Σ3 GBs without disappearing. When this 
SAGB meets a Σ3 GB, these two planar defects do not affect each other. The Σ3 GB does not change its 
direction and it also maintains coherency. The SAGB extends straight leftward and the misorientation 
remains at around 2° without significant change. A similar phenomenon was also observed in sample B 
and is shown in fig. 4.4 (b). A SAGB with a misorientation of 6.4° interacts with a pair of Σ3 GBs 
without any significant changes. The two Σ3 GBs maintain coherency but the extending direction change 
a little because the {111} planes are bended slightly on the other side of the SAGB. The change of {111} 
planes is shown in fig. 4.4 (b). The octahedrons represent crystalline orientations for each grain and each 
face of it is a {111} plane. The twinned {111} planes are designated with red triangles. 
It is worth further considering whether SAGBs can possibly pass through GBs other than Σ3 GBs. 
The authors observed the interaction between two SAGBs shown in fig. 4.2 (e). The upper GB, referred to 
as SAGB1, was measured with a misorientation of around 1.5° and the lower GB, referred to as SAGB2, 
was measured with a misorientation of less than 1°. SAGB1 and SAGB2 converge and only one GB with a 
slightly higher misorientation, referred to as SAGB3, remains. The combination of two GBs can also be 
clearly observed in figs. 4.1 and 4.2(e). These results suggest an interesting phenomenon where SAGBs 
show an ability to extend through Σ3 GBs during crystal growth, whereas two SAGBs disturb each other 
and converge into a new SAGB with a different growth direction and misorientation. SAGBs have been 
demonstrated to be aggregates of edge or screw dislocations [7]; therefore, this result implies that Σ3 GBs 
exert no significant influence on the transportation of dislocations and these dislocations freely propagate 
through Σ3 GBs. 
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Fig. 4.6 (a) presents a series of snapshots taken during in situ observation that show a Σ3 GB 
interacting with a SAGB and a general GB successively. The growth rate measured through the in situ 
video is in the range of 14-34 μm s-1. In fig. 4.6 (b), which illustrates the interactions between GBs, the Σ3 
GB has been indicated in red and different stages of the GB evolution are shown. The direction of 
solidification is leftward. At the beginning of this observation, a SAGB and a Σ3 GB converged at the 
crystal/melt interface and then the SAGB propagated through the Σ3 GB. The present Σ3 GB continued to 
extend without any change in direction and finally ended at a general GB. The misorientations of the GBs 
participating in the interactions are revealed in fig. 4.7 through EBSD measurement. The orientation 
500 μm
Melt Crystalt = 0 s
Convergence 
of Σ3 and
SAGB
General 
GB
t = 4 s
Σ3
SAGB
t = 10 s
Convergence 
of Σ3 and
general GB
Growth direction
t = 20 s
General 
GB
(a)
500 μm
Growth 
direction
t = 0 s t = 4 s t = 10 s t = 20 s
Σ3
SAGB
General
(b)
Fig. 4.6 (a) Crystal/melt interface 
during directional solidification of 
mc-Si for interactions between a Σ3 
GB, a SAGB, and a general GB taken 
by a microscopic camera at different 
times. (b) Schematics of crystal/melt 
interface and GBs. The crystal 
growth direction is leftward. 
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image in fig. 4.7 (b) is along normal direction. The misorientaion angle of the SAGB is 4.1º and is not 
changed when the SAGB interacts with a coherent Σ3 GB. In this study, coherent Σ3s are denoted as 
{111}Σ3 in order to distinguish coherent Σ3s from incoherent Σ3s and are categorized into two types, tilt 
and twist, according to the numerical operations proposed by Jhang et al. [25]. The Σ3 GB did not lose its 
coherency during the interaction. The intrinsic GBDs in a SAGB can propagate through a twin GB. This 
is attributable to the high temperature near the crystal/melt interface, which makes the solid silicon more 
ductile locally and thus the strain field of intrinsic GBDs can be easily transported through Σ3 GBs. The 
interaction between a Σ3 GB and a general GB led to a different result. Fig. 4.6 and 4.7 (b) reveal that the 
coherent Σ3 GB is absorbed by a general GB with a misorientation angle of 28.5º, forming a new general 
GB. The convergence with a general GB appears to have the potential to destroy the structure of the Σ3 
GB. 
 
Fig. 4.7 (a) Image recorded by optical microscope for sample in fig. 4.6. (b) Orientation image by 
EBSD along the normal direction for the interaction area. The growth direction is leftward. 
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Coherent 
Σ3
Fig. 4.8 Crystal/melt interface during directional solidification of mc-Si for interactions between a 
Σ3 GB and a SAGB with a misorientation close to 15º taken by a microscopic camera at 
different times. The crystal growth direction is leftward. 
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Fig. 4.8 presents snapshots taken during solidification of mc-Si, showing the interaction of a Σ3 GB 
and a SAGB with a misorientation angle close to 15º, which is the transition limit for SAGBs. The growth 
direction is leftward and the growth rate ranges from 22 to 45 μm s-1. The Σ3 GB was not easily 
distinguishable during in situ observation because Σ3 GBs produce no grooves at the crystal/melt 
interface during growth. Fig. 4.9 (b) shows a series of schematics of different stages of the GB evolution 
and emphasizing the GB interactions; the time points correspond to those in fig. 4.8. The red lines in fig. 
4.8 and 4.9 indicate the positions of the Σ3 GBs in the in situ snapshot according to the EBSD 
measurement results. A wavy GB and an incoherent Σ3 GB were formed upon the interaction of a 
coherent Σ3 GB and a SAGB (see t = 12 and 19 s in fig. 4.9 (b)). This new wavy GB then merged with 
the incoherent Σ3 GB again and the following coalescence with a random GB (see t = 29 s in fig. 4.9 (b)) 
produced a slightly deviated vicinal Σ3 GB, which possesses a misorientation of 59.3º around [17 -18 17]. 
The unstable vicinal Σ3 GB split into a coherent Σ3 GB and a SAGB during the final stage of 
solidification. These interactions were investigated in detail via EBSD, as shown in figs. 4.10 (b), (c), and 
(d). In figs. 4.10 (b) and (c), a SAGB with a misorientation of 14.8º converged with a {111}Σ3 GB and a 
general GB was formed with a misorientation angle and axis of 56.4º and [-2 -22 -21]. This general GB 
extended along the growth direction by a short distance of about 11 μm and split into an incoherent 
{112}Σ3 GB and a new SAGB. The new SAGB possesses a misorientation of 14.6º, which is almost the 
same as the misorientation angle before the SAGB converged with the Σ3 GB. The phenomenon observed 
in figs. 4.10 (b) and (c) shows that a SAGB could integrate and separate with a Σ3 GB freely. The 
detached 14.6 º SAGB later grew in a wavy line and ran into the Σ3 GB again. Consequently, a new 
general GB was formed with a misorientation of 56.5º around [-2 -22 -21], which, as expected, is 
indistinguishable from general GBs before the separation of SAGB and Σ3 GB. On the left side of fig. 
4.10 (b), the re-formed general GB merged with a 15.2º GB, resulting in a vicinal Σ3 GB. This vicinal Σ3 
GB released a 1.1º SAGB and transformed into a coherent Σ3 GB (fig. 4.10 (d)). 
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Fig. 4.9 (a) Image recorded by optical microscope for sample in fig. 4.8. (b) Schematics of 
crystal/melt interface and GBs at different stages corresponding to fig 4.8. The crystal 
growth direction is leftward. 
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A general GB can absorb several Σ3 GBs during solidification, as shown in figs. 4.11 and 4.12. Fig. 
4.11 (a) is a series of snapshots about the interaction of a general GB and Σ3s. The crystal was solidifying 
leftward and the growth rate is in the range of 23-42 μm s-1. In fig. 4.11 (b), which is a series of 
schematics depicting GBs, a general GB encounters a pair of Σ3 GBs and an individual Σ3 GB 
consecutively and all Σ3 GBs are absorbed by the general GB. The misorientation angle and axis of the 
general GB changes while interacting with the Σ3 GBs. Although the direction in which the GB extended 
changed during each interaction, the newly formed general GB seems stable without any nucleation of 
new GBs. The interactions with Σ3 GBs are clearly different for SAGBs and general GBs. 
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Fig. 4.10 (a) Image recorded by optical microscope for sample in fig. 4.8. Orientation images 
by EBSD along the normal direction for (b) the whole interaction area, (c) enlarged 
image for the interaction, and (d) the separation of a Σ3 and a SAGB in the later 
stage. The growth direction is leftward. 
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The growth rates of the solidification processes observed in this study are faster than the growth rate 
of approximately 3.3 μm s-1 (0.2 mm min-1) for industrial mc-Si. However, the crystal/melt interfaces in 
these experiments were stable due to the relatively low growth rates of lower than 50 μm s-1 and the effect 
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of interfacial morphology can be ignored. It is reasonable to expect that the GB growth should be similar 
to the industrial mc-Si because they share same stable and planar crystal/melt interface. Rapid 
solidification and unstable crystal/melt interface may influence the growth of GBs and distort the 
directions of GBs during growth, but the phenomenon of GB interaction should be universal during 
solidification. 
 
 
 
 
Fig. 4.12 (a) Image recorded by an optical microscope for the sample in fig. 4.11. (b) Orientation 
images by EBSD along the normal direction for the interaction area. The growth direction is 
leftward. 
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Fig. 4.13 Models for three types of interactions. (a) Interaction between a Σ3 GB and a SAGB (θ < 
6.4º); (b) interaction between a Σ3 and a SAGB (θ ≈ 15º); (c) interaction between a Σ3 and a 
general GB. 
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The interactions between Σ3 GBs and non-singular GBs observed in figs. 4.6 through 4.12 can be 
categorized into three types. The first type involves SAGBs that exhibit the ability to propagate through 
Σ3 GBs, as shown in fig. 4.13 (a). The second group are SAGBs with a misorientation close to the limit, 
which is conventionally taken to be 15º. These SAGBs are inclined to alter the extension direction of Σ3 
GBs. Fig. 4.13 (b) indicates that an unstable GB was formed but soon split into a Σ3 and a SAGB. The 
third and last type is the interaction between a Σ3 GB and a general GB in which the Σ3 GB terminated at 
a general GB, forming a new and stable general GB, as depicted in fig. 4.13 (c). It appears that the 
interactions of Σ3 GBs and non-singular GBs change with increasing misorientation angle. These three 
types of interactions are discussed in the following sections. 
 
4.3.1 Interactions between Σ3 GBs and SAGBs 
We will first describe the characteristics of Σ3 GBs and SAGBs. It has been observed that SAGBs 
grew almost perpendicularly to the crystal/melt interface during solidification, as shown in figs. 4.1 
through 4.7, and 4.13 (a). SAGBs are dislocation networks and they share the characteristics of lattice 
dislocation. A dislocation penetrate a surface or an interface experiences an image force pulling it toward 
the growth direction [26]. Dislocations grow perpendicularly to the interface because the image force is 
minimum when the dislocation line is in this preferable direction. During solidification, the GBD network 
of SAGBs extends along the growth direction due to the image force exerted on individual GBDs. The 
formation of dislocation network compensated the structural mismatch between two grains and cancelled 
out the long-range stress caused by the lattice distortion. If the growth rates of the two grains are 
comparable, the GBD network would not incline toward either of the two grains, but rather, grows along 
an almost straight line. (This assumption is reasonable because the misorientation between adjacent grains 
is typically small and the crystal orientations along the growth directions of the two grains are almost the 
same.) As a result, SAGBs generally grow almost perpendicularly to the interface during solidification. 
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The SAGBs may sometimes extend in a wavy fashion due to the growth fluctuation of the two adjacent 
grains, but the emergence of image force keeps SAGBs growing in a direction with the minimum force. 
The Σ3 GBs in mc-Si have shown a strong tendency to grow in a straight line along {111} planes 
during solidification in both in situ observations [20, 21, 22, 27] and observations after solidification [28, 
29, 30]. Σ3 GBs preferentially extend along the most stable structure during solidification. This 
characteristic is one of the unique features of Σ3 GBs as singular GBs. When a SAGB meets a {111}Σ3 
GB during solidification, the intrinsic GBDs in SAGB would either enter directly into or decompose into 
two Shockley partial dislocations at the boundary. Because the elastic energy of two partial dislocations is 
lower than that of a 60º dislocation, the decomposition is more probable. The decomposition of lattice 
dislocations at symmetrical {122}Σ9 GBs in Si during deformation were observed by using HRTEM [31]. 
The displacement shift complete (DSC) lattice of the GB is critical for the decomposition and 
accommodation of lattice dislocations into the boundary structure. The incoming lattice dislocations 
decomposed into partial dislocations with Burger vectors belong to DSC lattice of the GB. The 
accumulated partial dislocations can also be emitted into the grain on the other side of the GB. The 
interaction between lattice dislocations and GBs suggests that the strain field might be able to be 
transmitted across the GB if the lattice dislocations are integrated into the boundary structure. The GBDs 
in a SAGB are also possible to decompose into partial dislocations and be integrated into the GB. When a 
SAGB ran into the {111} plane of a coherent Σ3 GB during directional solidification, the strain field due 
to those decomposed GBDs thus can be transmitted across the GB, into the grain on the other side. 
Dislocations have to be introduced into the new layer of atoms solidified at crystal/melt interface to relief 
the elastic strain energy transmitted across the GB. The dislocations generated from the locally distorted 
lattice would be woven into a new SAGB, which possesses the same misorientation angle as the original 
SAGB on the other side of the GB if all GBDs decomposed and was integrated into the boundary plane. 
The newly formed SAGB would be pulled by the image force towards the growth direction and the Σ3 
GB still grows along {111} plane. While solidification continues, the SAGB and the Σ3 GB extend along 
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different directions if the {111}Σ3 GB is not perpendicular to the crystal/melt interface. Therefore, the 
SAGB propagates through Σ3 GBs during crystal growth as observed in the present in situ experiments. 
The boundary plane of the Σ3 GB also plays an important role in this phenomenon. Fig.4.14 shows 
the convergence of a SAGB and a Σ3 GB at the crystal/melt interface during growth of Si. The coherent 
Σ3 GB is represented as a {111} plane in this figure. The dislocation array of the SAGB arrived at the 
{111} plane of the Σ3 GB and the GBDs underwent the decomposition at this boundary plane. The 
structure of the {111} plane for a coherent Σ3 GB is identical to the {111} plane in a grain. This fact 
suggests that the same decomposition of a 60º dislocation in a grain, by which the Burgers vector 
1/2〈111〉 decomposes into two 1/6〈112〉, is also possible to occur at the {111} plane of a coherent Σ3 GB. 
Moreover, the propensity of the Σ3 GB to grow along {111} plane during solidification provides readily a 
symmetrical and periodical plane for incoming dislocations to decompose into partial dislocations. When 
a SAGB encounters a {111}Σ3 GB during solidification, the GBDs in the SAGB can always find a site to 
decompose at the {111} plane. The decomposition of a 60º dislocation also creates a stacking fault 
between two partial dislocations, which would prohibit the motion of the partial dislocations and bind 
them together at the very site of the decomposition. The immobility of the decomposed partial 
dislocations gives rise to the possibility to the recomposition of all the partial dislocations across the Σ3 
GB, constructing a SAGB with the same misorientation due to the same content of GBDs. 
The lattice between each GBD of a SAGB is still perfect with a slight distortion. The majority of the 
interface at the intersection of a SAGB and a Σ3 GB maintains {111} twin plane, as shown in fig. 4.14, 
and the Σ3 GB retains its characteristics to grow along {111} plane. When the SAGB is reconstructed at 
the other side of the Σ3 GB, the SAGB grows perpendicularly to the crystal/melt interface and the Σ3 GB 
extends along {111} plane, and thus two GBs separate after the interaction. 
The above discussion raises the question of whether it is possible for the dislocation network to 
decompose, form stacking faults on the {111} boundary plane, and then stay in a Σ3 GB during the 
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following solidification process. In fig. 9 and 10 (d), a vicinal Σ3 GB with a slight deviation from the 
exact Σ3 structure could help to answer this question. Fig. 4.10 (b) shows that a vicinal GB grows in a 
straight line but soon releases a SAGB and transforms into a coherent {111}Σ3 GB. This result suggests 
that vicinal Σ3 GBs still tends growing along {111} planes and the dislocation network embedded within 
the Σ3 structure can be easily liberated into grain. The formation of stacking faults on the Σ3 GB plane is 
less energetically favorable compared to the separated coherent Σ3 GB and SAGB during solidification. 
 
 
 
Fig. 4.14 The convergence of a SAGB and a Σ3 GB at the crystal/melt interface during directional 
solidification of Si. The {111} plane in this figure is the boundary plane of a coherent 
{111}Σ3 GB. The GB dislocations of the SAGB may decompose into partial dislocations at 
the {111} plane of the Σ3 GB when two GBs converged. 
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4.3.2 Interactions between Σ3 GBs and SAGBs with a misorientation close to 15º 
The results in figs. 4.10 (b), (c), and 13 (b) reveal that there is a transition interval between SAGBs 
and general GBs. A general GB formed after the convergence of a Σ3 GB and a SAGB with a 
misorientation angle of 14.8º. The new general GB no longer extended along {111} plane and nucleation 
of twinning occurred creating a new {112}Σ3 GB and a new SAGB with a misorientation angle of 14.6º, 
which accords with the SAGB before convergence. The indistinguishable misorientation angles of the 
SAGBs participating the interaction mean two SAGBs possess similar networks of intrinsic GBDs. 
The interval between two intrinsic GBDs is in inverse proportion to the misorientation of a SAGB. 
The GBDs are closer to each other with increasing misorientation and the perfect twin structure at the 
intersection shrinks. When the perfect twin structure is too few to maintain the characteristics of a Σ3 GB, 
the Σ3 loses the tendency to extend along {111} plane and it may grow perpendicular to the crystal/melt 
interface and thus coalesces with the SAGB. It is compelling to suggest that there is a threshold for the 
misorientation deviation beyond which the Σ3 GB growth is perturbed and it is not capable of maintaining 
its {111} boundary plane during directional solidification. The unique growth tendency of Σ3s stems from 
the atomic coincidence structure and it is plausible that perturbing the CSL structure would strip Σ3 of its 
unique features. Brandon’s criterion [11] provides a simple formula to find the maximum angle of 
deviation from the exact CSL structure and determines whether a vicinal GB has special properties. The 
maximum deviation angle for a Σ3 GB is 8.67º, and it can be assumed that a Σ3 GB converging with a 
SAGB with a misorientation higher than 8.67º will lose its special property of growing along the {111} 
plane. In the current case in fig. 4.10, combination with a 14.8º SAGB would destroy the CSL structure 
and strip the Σ3 GB of its unique feature. Thus, it changed the extension direction and grew 
perpendicularly to the crystal/melt interface. 
According to Read-Shockley model, a misorientation of 15º is the limit for a SAGB preserving the 
dislocation structure. When this limit is exceeded, a SAGB transforms into a general GB and its 
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characteristics change. Fig. 4.10 suggests that the 14.8º SAGB can enter and exit the Σ3 structure 
unrestrictedly. Intrinsic GBDs may be densely packed, but individual dislocations are possibly still 
distinguishable in this 14.8º SAGB. As a consequence, some {111} twin plane could survive the 
interaction between the SAGB and the Σ3 GB. It is also conceivable that the dislocation structures may 
still locally exist in the newly formed 56.4º general GB with a swath of perfect twin structure between 
any two of them. The presence of GBD structures, or locally existing twin structure, may provide a 
driving force for twin nucleation, as a result of which a new Σ3 would be formed and a SAGB with 
similar misorientation remained. Theoretically, the misorientations ranging from 8.67 to 15 is likely the 
transition interval in terms of the interactions with Σ3 GBs. 
There is another piece of evidence supporting the hypothesis discussed above. Fig. 4.10 (d) exhibits a 
vicinal {111}Σ3 GB, at which boundary structure slightly deviated from the exact Σ3, retained its special 
features and grew along the {111} plane. A 1.1º SAGB was soon released and, at the same time, a 
coherent {111}Σ3 was formed. Dislocation networks seem prone to being repulsed from the Σ3 plane 
during solidification, which may be the reason why the majority of Σ3s observed in solidified mc-Si are 
coherent. Vicinal Σ3 GBs formed from the combination of two GBs (see fig. 4.10 (d)) are rare. This 
suggests a vicinal Σ3 can be created from two arbitrary GBs and thus nucleate a coherent Σ3. 
 
4.3.3 Interactions between Σ3 GBs and general GBs 
General GBs lack both special properties and coincidence structure. The main difference between a 
SAGB and a general GB is the absence of intrinsic dislocations in the latter. When the misorientation of a 
SAGB surpasses the limit of 15º, the cores of GBDs overlaps and distinguishable dislocations cannot 
form at a GB with a high misorientation angle. Merging with a general GB would destroy the coincidence 
structure of a Σ3 GB, as discussed in the preceding sections and the resulting new general GB would be 
expected to be free of GBDs. The perfect twin structure between intrinsic GBDs shown in fig. 4.14 will 
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not persist after the interaction. Figs. 4.12 and 4.13 (c) shows that the general GB kept absorbing Σ3s and 
no nucleation of twins occurred. This general GB seems stable, although its extension direction and 
misorientation both changed. The misorientation changed depending on the two adjacent grains. A 
question emerges as to whether it is possible for the interaction between a Σ3 and a general GB to produce 
a singular GB of a different type. The combination of two CSL GBs follows a rule concerning merging or 
dissociation [32]. An interaction between a Σ3 and a Σ9 would result in a Σ27 or a Σ3, depending on the 
relative orientations of the two coalescing grains. A general GB with a misorientation close to that of a 
CSL GB of high Σ value would still obey this rule. Because Brandon’s criterion becomes stricter for a 
CSL GB with higher Σ value (for example, the maximum deviation angles for Σ9 and Σ27 are 5.00º and 
2.89º, respectively), high-CSL GBs are more easily categorized as general GBs with a smaller deviation. 
A general GB with a misorientation of 6º from the exact Σ9 GB would, upon interacting with a Σ3 GB, 
produce a vicinal Σ3 with a deviation of 6º. This vicinal Σ3 GB would be expected to recover its 
coherence and release a 6º  SAGB during solidification. For general GBs deviating far from CSL GBs, 
interactions with Σ3s can potentially yield general GBs with different misorientations. 
 
 
4.4 Conclusion 
The interactions between Σ3s and non-singular GBs can be categorized into the following three 
types: 
(i) Interaction between a Σ3 GB and a SAGB (θ < 6.4º) 
A SAGB, as a dislocation network, can propagate through a Σ3 GB during solidification. The 
intrinsic GBDs of a SAGB may decompose at the Σ3 plane and new dislocations form on the other 
side as the crystal/melt interface advances. If the {111} plane is not perpendicular to the crystal/melt 
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interface, the Σ3 and SAGB will separate as long as the  Σ3 retains its special properties and grows 
along the {111} plane. The maximum misorientation observed is 6.4º, however, Brandon’s criterion 
predicts a maximum angle of 8.67º. 
(ii) Interaction between a Σ3 and a SAGB (θ ≈ 15º) 
The growth of a Σ3 GB can be perturbed by a SAGB with a misorientation close to 15º. The Σ3 
GB loses its special properties owing to the large deviation from the exact Σ3 structure and 
consequently two GBs converge forming a general GB. However, this new general GB is prone to 
separation because the GBD structure persists locally in the GB plane. A new Σ3 GB will soon 
nucleate and release a SAGB with similar misorientation before convergence. Given that the Σ3s 
have lost their special properties, the minimum angle possible for the convergence of a Σ3 and a 
SAGBs is 8.67º, according to Brandon’s criterion. Further observation is needed to confirm this 
assumption. 
(iii) Interaction between a Σ3 and a general GB 
A Σ3 typically terminates at a general GB and the resulting general GB exhibits stability if its 
misorientation is very different from that of any singular GB. The structure of a general GB is 
irregular compared to the GBD structure in a SAGB and exhibits significant ability to stop Σ3 GBs 
during solidification. 
GB distribution in mc-Si evolves during solidification due to the interactions of GBs. The current 
results show the GB misorientation is a significant factor in GB interaction. The magnitude of 
misorientation angle determines the annihilation or the survival of Σ3s interacting with non-CSL GBs. 
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Chapter 5 
Kinetics of grain boundaries during directional solidification 
 
5.1 Influence of interfacial structure 
5.1.1 Introduction 
GBs are major defects found in multicrystalline materials. The GB distribution in mc-Si substrates 
has been confirmed to be an important factor influencing the performance of solar cells [1, 2]. The GB 
distribution during directional solidification is determined by the growth behavior of GBs at the 
solid/melt interface and by how GBs interact as they come into contact with each other during growth. An 
improved understanding of GB growth during solidification would enable a more accurate explanation of 
the GB distribution observed after solidification. 
Among the various types of GBs in multicrystalline materials, small-angle GBs (SAGBs), which 
typically have a misorientation of less than 15° [3, 4], possess a unique structure and characteristics. 
SAGBs can be regarded as a two-dimensional network of dislocations [5, 6], and the structural mismatch 
between two adjacent grains is compensated by introducing GB dislocations (GBDs) in the boundary 
plane. In the simplest case of a pure tilt SAGB in a simple cubic crystal, a GB is an array of edge 
dislocations and can be described quantitatively using the Read-Shockley model [4]. If the misorientation 
between two grains involves only rotation, the GB is a pure twist type GB represented by a screw 
dislocation grid [7], which has been confirmed experimentally [8]. The distance between GBDs shortens 
with increasing misorientation. When the misorientation exceeds the limit for a SAGB, GBDs are too 
close to each other and the interactions between their individual strain fields perturb the dislocation 
structure and induces a structural transition. Consequently, the dislocation structure can no longer be 
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distinguished and the characteristics of the GB are altered. The disappearance of the dislocation structure 
is the main distinction between SAGBs and HAGBs. 
The motion of SAGBs has been investigated in solid-state Al under an applied mechanical stress [9, 
10, 11, 12]. SAGB migration can be described in terms of the migration of its constituent dislocations, 
and glide and climb of GBDs govern the mobility of SAGBs. The migration direction is determined by 
the Burgers vectors of the GBDs. The migration behavior of SAGBs and HAGBs is different, which 
indicates a relationship between the boundary structure and the migration mechanism. However, the 
behavior of SAGBs during crystal growth from melt has received little attention. The difficulty in 
observing SAGBs at the solid/melt interface is the main reason behind the lack of studies on this topic. A 
number of factors have been identified as being capable of affecting GB growth during solidification. The 
GB direction can be influenced by growth competition between two adjacent grains [13, 14, 15, 16]. The 
surface energy and growth rate are two critical factors that determine the GB direction during directional 
solidification. Groove formation at the GB/melt interface also plays a role in determining the GB 
direction [17, 18]. The growth velocity difference between faceted and rough planes at grooves affects the 
direction in which a GB extends. When a GB groove is flanked by faceted and rough planes, the GB is 
steered towards the slowly growing facet plane and thus the GB direction changes [19]. However, the 
abovementioned studies only address HAGBs. The presence of GBDs would cause the growth behavior 
of SAGBs to differ from those of other types of GBs. Further studies are needed for a thorough 
understanding of GB behavior during solidification. 
 
5.1.2 Experimental 
The growth behaviors of SAGBs at the solid/melt interface during directional solidification were 
investigated through in situ observations of SAGB growth in mc-Si. These in situ observations were 
performed by using a setup consisting of a microscope, a high-speed CCD camera, and a vacuum furnace 
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[20, 21]. A quartz crucible with inner dimensions of 22×13×8 mm was filled with about 4.5 g of cleaned, 
non-doped Si and placed between a pair of resistive graphite heaters. The furnace was first vacuumed to a 
pressure of less than 50 Pa and refilled with Ar to a pressure of 1 atm. The Si was heated and melted 
completely. The onset of crystallization was controlled by tuning the temperature gradient between the 
two graphite heaters, and no seed was used. Solidification began at the inner wall of the crucible, on the 
cooler side. The progress of directional solidification was recorded by a CCD camera at a magnification 
of 150×. The solidified sample was cooled to room temperature at a rate of about 40°C min-1. The 
surface of the solidified sample was chemically polished using a HF(46%)-HNO3(60%) acid mixture 
with a volume ratio of 1:6 (HF:HNO3) for about 20 s. The GB misorientation was determined by electron 
backscatter diffraction (EBSD). The GB structure was analyzed by high-resolution transmission electron 
microscopy (HRTEM) with the sample cut by a focused ion beam (FIB). Weak-beam dark-field (WBDF) 
imaging was used to observe the dislocation lines on the boundary plane. Sharp GBDs were observed 
under a g-3g diffraction condition by tilting the incident electron beam. 
 
5.1.3 Results and discussion 
Fig. 5.1 shows the progress of solid/melt interface movement observed in situ during directional 
solidification of mc-Si; the growth direction is towards the left. Two SAGBs can be clearly observed at t 
= 26 s. These SAGBs, though not entirely straight, were growing almost perpendicularly to the interface, 
similar to what we observed in Ch. 4 and the published paper [22]. The two SAGBs made contact at t = 
38 s, and a groove was formed. The GB direction was no longer perpendicular to the interface; rather, it 
deviated from the direction of the advancing solid/melt interface. The newly formed GB grew along a 
straight line. 
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The misorientation and boundary structure of GBs were investigated through in situ observations 
(see fig. 5.2). Fig. 5.2 (a) is a snapshot from the video recorded in situ, and the EBSD measurement was 
performed around the triple junction of three SAGBs (indicated by a dashed rectangle). The EBSD pattern 
in fig. 5.2 (b) reveals that the misorientations of the initial two SAGBs are 3.2° about [3 -1 -16] and 2.7° 
about [9 -21 -17]. The GB formed by coalescence is also a SAGB, with a misorientation of 5.4° about [7 -
10 -22]. The three interacting SAGBs are all mixed GBs, which possess mixed tile and twist character and 
cannot be simply described as an array of edge dislocations or a network of screw dislocations. The 
construction of a mixed SAGB requires several types of GBDs. Fig. 5.2 (c) shows a WBDF image of the 
Fig. 5.1 Images of solid/melt interface taken during directional solidification of mc-Si by a 
microscopic camera at different times. Two SAGBs coalesced, and the resulting new 
SAGB developed a groove at the solid/melt interface and its direction changed. 
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GB triple junction obtained by HRTEM under a g-3g condition. SAGB1 exhibits a flat boundary and no 
GBDs can be observed by WBDF HRTEM. A dislocation network can be seen in SAGB2, and the 
boundary appears less flat than that for SAGB1. The curvy dislocations in the network of SAGB2 suggest 
that they are not pure 60° dislocations, which are straight in diamond cubic lattice. In contrast, GBDs with 
Burgers vectors of 1/2[1 -1 0] are observed in the SAGB formed by coalescence (labeled SAGB3), 
flanked by Grains 2 and 3. These GBDs are almost perpendicular to the growth direction, which means 
they were parallel to the solid/melt interface during directional solidification. SAGB3 would be expected 
to contain multiple types of GBDs because it is a mixed GB; however, only GBDs with Burgers vectors 
of 1/2[1 -1 0] were observed. The dislocation distribution is clearly not uniform and the GB direction 
varies. At the very beginning of SAGB formation, the GB direction is toward the solid/melt interface and 
the number of dislocations in a length of 109 nm is 7, as indicated by white arrows in fig. 5.2 (c). Soon 
thereafter, the GB direction changed, deviating slightly from the solidification direction and the number 
of dislocations decreased to 4 in 282 nm, as indicated by white arrows in the deviated segment of SAGB3 
in fig. 5.2 (c). The average distance between GBDs increased from 15.6 to 70.5 nm when the GB 
direction changed. A longer average dislocation spacing means less GBDs and thus a lower GB energy. 
The present results suggest that the SAGB can change its direction in order to lower the GB energy during 
directional solidification. The other implication is that the presence of GBDs can potentially enable GBs 
to grow along a straight line. 
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Fig. 5.2 (a) A snapshot recorded by an optical microscope for the sample in fig. 5.1. The area 
measured by EBSD after solidification is indicated by a dashed rectangle. (b) Orientation 
image obtained by EBSD along the normal direction around the GB triple junction area. The 
growth direction is leftward. SAGB1 and SAGB2 coalesced, creating SAGB3 with an 
increased misorientation and a GB direction that deviated from the growth direction. The 
normal direction (ND), transverse direction (TD), GB direction, and growth direction are 
indicated for each grain. (c) A WBDF image under a g-3g condition for the GB triple 
junction. GBDs with Burgers vectors of 1/2[1 -1 0] can be observed at SAGB3, indicated by 
white arrows. 
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The growth velocities of the groove facets formed at the junction of SAGB3 and the solid/melt 
interface were calculated to determine the influence of the change in GB direction. Fig. 5.3 (a) is the 
contour graph of the solid/melt interface extracted from the in situ video, depicting the position and shape 
of the interface at different times. The interface contour line starts at t = 38 s of the video, when the two 
SAGBs converge, and the contour interval is 1 s for each interface. The groove that emerged after the two 
SAGBs coalesced extended laterally and deepened as the interface advanced. The measured growth 
velocities of the two facets are shown in fig. 5.3 (b). The velocities of the upper and lower facets are 26.2 
and 29.7 μm/s, respectively, implying that lower facet grew slightly faster than the upper facet. If two 
facets grew in comparable rates, the GB would extend along the growth direction creating more GBDs 
and thus increase the GB energy. The present results suggest a correlation between GB direction and the 
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Fig. 5.3 (a) A contour graph of the advancing solid/melt interface with a time interval of 
1 s. The series of interface contours starts at 38 s, when the two SAGBs 
converged in the in situ video in Fig 1. (b) Plot of the upper and lower facet 
positions versus time. The average velocities of the upper and lower facets are 
26.2 and 29.7 μm/s, respectively. 
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growth velocities of the facets during crystal growth. It is possible that the growth of the lower facet was 
facilitated to build a boundary structure with fewer GBDs, i.e., to lower the boundary energy. 
To describe the phenomenon observed in the current research, we constructed a crystal structure 
model, as shown in fig. 5.4. Because the dislocation line of a 1/2[1 -1 0] dislocation in Si extends along 〈1 
1 0〉, viewing the model from a surface perpendicular to 〈1 1 0〉 is better to explain dislocation distribution 
in a SAGB. The model in fig. 5.4 was built depending on the orientation of Grain 2 in fig. 5.2 (b), but 
some changes have been made in both orientation of grains and misorientation of the GB for 
understandable representation. The normal direction for Grain 2 in fig. 5.2 (b) is [1 4 6]. It deviated from 
[0 1 1] by 13.8° around the [-2 -1 1] axis, and the relationship between the GB direction and GBDs can be 
expressed by using an atomic layer model of the diamond cubic (0 1 1) plane. Fig. 5.4 represents a 
diamond cubic atomic layer parallel to the (0 1 1) plane with a SAGB flanked by Grains A and B. Grain 
A in fig. 5.4 corresponds to Grain 2 in fig. 5.2 (b) by rotating by 13.8° about [-2 -1 1]. The same rotation 
was applied to other orientations, and the growth direction of [-4 9 -5] and the GB direction of [2 9 -6] in 
Grain 2 in Fig. 2(b) were rotated to [4 7 -7] and [1 4 -4] in Grain A in Fig. 4, respectively. A pure tilt GB 
is produced by rotating Grain B counterclockwise by 10° about [0 1 1]. Although the misorientation of 
SAGB3 in Fig. 2(b) is 5.4°, a misorientation of 10° is adopted in Fig. 4 to create a dislocation spacing 
short enough to portray in a single figure. The black solid circles in Fig. 4 are atoms located at dislocation 
cores. The dislocation lines are vertical to the [0 1 1] plane with Burgers vectors of 1/2〈1 1 0〉. Clearly, 
the dislocation density varies with the GB direction. The spacing between two dislocations is smaller if 
the GB extends along the growth direction, while dislocations are somewhat further apart when the GB 
plane deviates from the growth direction. This crystal structure model supports the nonuniform SAGB 
distribution observed by HRTEM in Fig. 2(c). 
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The relationship between the GB orientation and the GB energy was predicted by Read and Shockley 
[4]. The orientation dependence of the SAGB energy for the simple cubic crystal was analyzed [23, 24], 
and the results showed that the GB energy is anisotropic and that high-symmetry boundaries, which 
possess fewer GBDs, are energetically favorable. A similar orientation dependence was found when step 
formation at the boundary and dislocation interactions were taken into consideration [25]. Studies on pure 
tilt SAGBs rotated about the 〈1 0 0〉 and 〈1 1 1〉 axes in Al [26, 27] demonstrated that low energy and 
symmetrical SAGB configurations were preferred and that the orientation dependence gradually 
diminished with increasing misorientation. The orientation dependence of the GB energy in the diamond 
cubic Si crystal is expectable and could influence the GB direction during directional solidification. 
Fig. 5.4 A crystallographic model of a 10° tilt SAGB with altered GB direction. Solid circles 
are atoms located at the core of GBDs. Grain A is rotated 13.8° about [-2 -1 1] from 
Grain 2 in fig. 5.2 to align with the (0 1 1) plane. In this figure, Grain B is rotated 10° 
counterclockwise about [0 1 1] from Grain A to form a pure tilt SAGB. The inset 
illustrates an atomic layer of the (0 1 1) plane of the Si unit cell to demonstrate the 
basic orientations. 
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During directional solidification, the GB forms at the solid/melt interface and the boundary structure 
depends on the lattice mismatch between the two grains. In the case of SAGBs, discrete GBDs are formed 
at the interface, which is accompanied by the appearance of stress fields. The lattice between GBDs is 
perfect but strained, owing to the stress field around the GBDs. If the GBDs penetrate the solid/melt 
interface, the GBDs can propagate along the growth direction continuously, and the dislocation density 
cannot be drastically altered by changing the GB direction because the GBDs can also change their 
direction and the total number of GBDs at the GB remains the same. By contrast, if the GBDs are almost 
parallel to the solid/melt interface, as the 1/2[1 -1 0] GBDs of SAGB3 in Fig. 2(c), the GBDs will be 
formed at the interface intermittently during growth. A new GBD needs to be located within the effective 
range of the stress field to cancel out the long-range stress. However, the newly formed GBD may not 
always be located along the growth direction if other positions at the interface are also capable of 
canceling out the long-range stress. If the GB direction is changed, the dislocation density can be reduced 
immediately because the formation of GBDs is intermittent. Indeed, Fig. 2(c) reveals that the new GBDs 
were formed along a direction that deviated from the growth direction. The GB forming along the new 
direction requires a longer GBD spacing and therefore possesses a lower GBD density and boundary 
energy. This GB direction represents a lower energy configuration and thus persists during solidification. 
The phenomenon observed in this study may not only occur in semiconductor materials. It is an 
exceptional case requiring three prerequisites. To begin with, the GB has to be a SAGB, in which the 
GBDs are separated far enough and the dislocation structure retains distinguishable. Then, there must be 
at least one set of GBDs which is almost parallel to the solid/melt interface. Finally, the SAGB needs to 
develop a faceted groove at the interface, by which the growth direction of the SAGB can be altered by 
facet competition. The current phenomenon would occur in a growing GB fulfilling all three conditions 
not only in semiconductors or metals. Large, faceted GB groove was already found in the growth of ice 
[28]. It implies that the same phenomenon observed in Si may also occur in other crystalline system. 
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5.1.4 Conclusion 
Unlike the pure tilt GB in Fig. 4, the actual dislocation distribution in a mixed GB is difficult to 
determine exactly. However, the present TEM observations show that the GBDs were formed at mixed 
GBs and that these dislocations may affect the GB direction during directional solidification. Under 
specific conditions discussed above, SAGBs prefer to extend in a direction that minimizes GBDs and thus 
lowers the GB energy. The present experimental results suggest that GB growth during directional 
solidification could be controlled. An artificial GB fulfilling the three prerequisites would extend along an 
energetically favorable direction during solidification. Thus, it may be possible to predict the GB 
direction in an as-grown bulk crystal. 
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5.2 The growth of an incoherent {112}Σ3 GB during directional solidification 
5.2.1 Introduction 
The properties of multicrystalline materials are mainly determined by the distribution of GBs. The 
GB distribution was shown to have a significant influence on the conversion efficiency of mc-Si solar 
cells [1, 2]. The growth of other defects such as dislocations can also be affected by the GB distribution. It 
has been found that dislocation propagation during crystal growth was suppressed when the GB 
distribution in mc-Si was largely random [3]. However, the GB distribution is not always uniform and 
evolves during directional solidification [4, 5]. Interactions of GBs at the solid/melt interface result in the 
generation and annihilation of GBs, and thus determine the GB distribution in as-grown multicrystalline 
materials. An improved understanding of the mechanism behind GB interactions during solidification 
would enable a more accurate explanation of the GB distribution observed after solidification. 
Σ3 twin GBs are common in crystalline Si and Ge because of the low stacking fault energy in 
diamond cubic semiconductor materials. Second- and third-order twins, i.e. Σ9 and Σ27, also exist but are 
relatively rare and account for only a small portion of GBs in mc-Si [6, 7]. It is known that the 
coalescence of Σ3 GBs produces Σ9 and Σ27 GBs; on the other hand, Σ9 and Σ27 GBs split into lower-
order twins owing to twin nucleation at the junction of the solid/melt interface and the GB during 
directional solidification [5, 8]. The interactions between Σ3n GBs depend on the crystallographic 
structure, and the relationship among Σ3n GBs at triple junctions has been studied in a wide range of 
multicrystalline materials [9]. The decomposition of Σ9 and Σ27 GBs can be explained 
thermodynamically in terms of a reduction in boundary energy achieved by nucleating low-energy Σ3 
boundaries. A theory for twin nucleation at facetted grooves during bulk crystal growth was proposed by 
Duffar et al. [10, 11]. High undercooling at the interface promotes twin nucleation. At least one of the 
GBs generated through twin nucleation is a {111}Σ3 GB when the twin grain nucleates at the {111} facet 
of the groove. The formation of a smooth facetted solid/melt interface during crystal growth of Si from 
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the melt was predicted by Jackson [12], and facetted grooves at the junction of the solid/melt interface 
and GBs in Si have been directly observed [13, 14, 15]. 
Most of the Σ3 GBs observed in mc-Si are {111}Σ3 GBs [4, 5, 8, 15]. The dominance of {111}Σ3 
GBs is due to their symmetric structure, and the fact that they have by far the lowest energy of all GBs in 
Si. The boundary energy is typically half the stacking fault energy for Si [16], which is around 0.003 
J/m2. In addition to coherent {111}Σ3 GBs, incoherent {112}Σ3 GBs have also been observed in mc-Si 
[17, 18]. The {112}Σ3 GBs have dissociated from Σ9 GBs [19, 20], but {112}Σ3 GBs always form closed 
loops with {111}Σ3 GBs. Evidently, GB dissociation occurs during cooling of solidified mc-Si because of 
the small (< 1 μm) dimension. Although {112}Σ3 GBs have been identified in mc-Si wafers produced by 
industrial casting [21, 22, 23], they were short and always connected to {111}Σ3 GBs. Owing to the 
deviation from the most symmetric {111} plane, the structural mismatch induces a higher boundary 
energy in {112}Σ3 GBs, close to that for Σ9 GBs [16, 24]. There have been no reports on the existence of 
large {112}Σ3 GBs or their direct growth. 
 
5.2.2 Experimental 
The growth of Σ3 and Σ9 GBs at the solid/melt interface was investigated through in situ observation 
during directional solidification of mc-Si. Experiments were performed using an in situ observation 
system consisting of a microscope and a crystallization furnace [25, 26]. High purity silicon raw material 
was placed in a quartz crucible with inner dimensions of 22×13×8 mm and then melted completely under 
an argon atmosphere using a pair of resistive graphite heaters in the furnace. The two heaters were 
controlled to create a temperature gradient between the two sides of the quartz crucible, and directional 
solidification of Si began from the cooler side. The experiments were conducted without seed crystals, so 
that GBs were generated directly from the inner walls and extended directionally during solidification. 
This setup enabled the observation of GB growth without intervention. A high-speed microscopic camera 
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was used to record the crystal growth process, including the formation and annihilation of GBs. The 
solidified sample was cooled to room temperature at a rate of about 40°C min-1. The surface of the 
solidified sample was chemically polished using a HF(46%)-HNO3(60%) acid mixture with a volume 
ratio of 1:6 (HF:HNO3) for about 20 s. The grain orientations and GB types were determined using 
electron backscatter diffraction (EBSD). 
 
5.2.3 Results and discussion 
Fig. 5.5 shows a series of snapshots taken during the in situ observation, which exhibit the generation 
and decomposition of a Σ9 GB. The growth direction is leftward, and the average growth rate is 30.1 μm 
s-1 during the observation. The Σ9 GB appeared at the solid/melt interface through the coalescence of a Σ3 
GB and a Σ27a GB. It continued to grow to a short length before decomposing into two Σ3s. One of the 
resulting Σ3 GBs clearly exhibits a groove formed at the junction of the solid/melt interface and the GB; 
the other Σ3 shows no groove at the interface. This contradicts previous observations of Σ3 GB growth 
during directional solidification in which Σ3 GBs were frequently observed without any groove formation 
at the solid/melt interface [13, 25]. 
An EBSD grain orientation map of the interaction area for the Σ3, Σ9, and Σ27a GBs is presented in 
fig. 5.6. The dashed rectangle in fig. 5.6 (a) indicates the area scanned by EBSD on the surface of the 
solidified sample. Fig. 5.6 (b) shows the misorientations of the GBs participating in the coalescence and 
subsequent decomposition. A Σ9 GB, with a misorientation of 38.7° about [-1 0 -1], was produced by the 
coalescence of a Σ3 GB and a Σ27a GB with misorientations of 59.6° about [-1 -1 1] and 31.7° about [1 -1 
0], respectively. The three participating GBs were all nearly perfect coincidence site lattice (CSL) GBs 
with only slight deviations. The Σ3 GB grew in a straight line along the {111} plane, while the Σ27a GB 
moved toward the Σ3 GB, eventually running into it and forming a Σ9 GB. The resulting Σ9 GB extended 
for about 480 μm and then split into two Σ3 GBs, denoted by Σ3a and Σ3b, with misorientations of 59.8 
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about [-1 1 1] and 59.4 about [-1 -1 1], respectively. A higher-resolution orientation map of this 
decomposition is shown in fig. 5.6 (c). The octahedrons representing the {111} planes were assigned to 
each grain participating in the decomposition. The shared planes for the two Σ3 GBs are indicated in red. 
The Σ3a GB underwent a right-angle change in the boundary direction soon after the decomposition of the 
Σ9. The shared {111} plane for the two grains adjacent to the Σ3a GB was almost parallel to the solid/melt 
interface, which means that the initial direction of the Σ3a GB was along this {111} plane. Later, during 
solidification, the Σ3a GB changed its direction to {112}, which is perpendicular to the {111} plane. The 
direction of the Σ3b GB can be clearly seen in fig. 5.6 (c) to be aligned with the shared {111} plane of the 
two adjacent grains. Fig. 5.6 demonstrates that the Σ3a and Σ3b GBs are an incoherent {112}Σ3 GB and a 
coherent {111}Σ3 GB, respectively. 
 
Fig. 5.5 Snapshots of solid/melt interface during directional solidification of mc-Si recorded by a 
microscopic camera at different time points. The growth direction is leftward. The 
coalescence of a Σ3 GB and a Σ27a GB produced a Σ9 GB, which later decomposed into a 
{112}Σ3 GB (with a groove) and a {111}Σ3 GB (without a groove). The average growth rate 
at the interface was 30.1 μm s-1. 
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Fig. 5.6 (a) An optical micrograph of the sample in fig. 5.5. The area measured by EBSD after 
solidification is indicated by a dashed rectangle. (b) Orientation map measured by 
EBSD along the normal direction around the GB interaction area. The growth 
direction is leftward. (c) Orientation image of the decomposition of a Σ9 GB 
measured by EBSD at higher resolution. An octahedron is assigned to each grain, 
representing the respective {111} planes. Shared {111} planes are indicated in red. 
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The subsequent growth of the Σ3a is shown in fig. 5.7. This {112}Σ3 GB grew in a straight line 
leftward during directional solidification, similarly to the common {111}Σ3 GBs observed in situ, but the 
{112}Σ3 GB formed a large, symmetrical groove at the junction of the solid/melt interface and the GB. 
The average growth rates for the upper and lower facets were 29.2 and 28.8 μm s-1, respectively. The fact 
that the two adjacent facets had roughly the same growth rate explains why the Σ3a GB followed a 
straight path during solidification. 
 
 
 
Fig. 5.7 Snapshots of the growth of a grooved {112}Σ3 from fig. 5.5, recorded by a microscopic 
camera at different time points. The growth direction is leftward; the in situ video was 
captured immediately after the snapshot in fig. 5.5. The average growth rates for the upper 
and lower facets of the {112}Σ3 GB were 29.2 and 28.8 μm s-1, respectively. 
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The subsequent growth of the Σ3a is shown in fig. 5.7. This {112}Σ3 GB grew in a straight line 
leftward during directional solidification, similarly to the common {111}Σ3 GBs observed in situ, but the 
{112}Σ3 GB formed a large, symmetrical groove at the junction of the solid/melt interface and the GB. 
The average growth rates for the upper and lower facets were 29.2 and 28.8 μm s-1, respectively. The fact 
that the two adjacent facets had roughly the same growth rate explains why the Σ3a GB followed a 
straight path during solidification. 
 Decomposition of a Σ9 GB will produce either a Σ3 GB and a Σ27 GB, or two Σ3 GBs [5, 8, 9]. 
However, the Σ3 GBs observed experimentally in as-grown mc-Si were almost coherent {111}Σ3 GBs 
[13, 25, 26, 27]. The present observation showed that the decomposition of a Σ9 GB generated an 
incoherent {112}Σ3 GB and a coherent {111}Σ3 GB. The decomposition occurred through twin 
nucleation at the junction of the solid/melt interface and the Σ9 GB. The nucleation started at the {111} 
plane; thus, the two new Σ3 GBs are both {111}Σ3s in the very beginning of the decomposition (see fig. 
5.6 (c)). Twin nucleation on the facets of a Σ9 GB is energetically favorable on a thermodynamic basis 
because a high-energy Σ9 GB splitting into two low-energy Σ3 GBs will significantly reduce the total 
interfacial energy within a multicrystalline material. 
Fig. 5.8 illustrates the relationship between the growth of facets and the {112}Σ3 GB. The 
dihedral angle between the two {111} facets of the Σ9 GB is 109.5° and the growth of the Σ9 GB depends 
on the two-dimensional nucleation growth on the two facets around it (fig. 5.8 (a)). When one of the 
facets is almost parallel to the solid/melt interface and twin nucleation occurs on one of the two facet 
planes of the Σ9 GB, two {111}Σ3 GBs, with a dihedral angle of 109.5° between them, were formed (fig 
5.8 (b)). The twin grain can nucleate on either of two facets to create two {111}Σ3 GBs because of the 
crystallographic orientation relationship between Σ3 and Σ9 GBs. One of the {111}Σ3 GBs, denoted by 
Σ3a, is almost parallel to the interface; the other {111}Σ3 GB, denoted by Σ3b, is perpendicular to, but 
deviating slightly from, the solid/melt interface. The direction of the {111}Σ3b GB is along the growth 
direction. The Σ3b GB can extend along the growth direction without the formation of grooves, which is  
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Fig. 5.8 Schematics illustrating the decomposition of a Σ9 GB at the solid/melt interface during 
solidification and subsequent twin nucleation and facet competition. 
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in agreement with the previous observations [13, 25]. However, the situation for the {111}Σ3a GB is 
different. Two facets with a dihedral angle of 109.5° will form at the interface because the Σ3 boundary 
plane deviates too much from the growth direction. The twinned grain (Grain C in fig. 5.8 (b)) protrudes 
slightly from the solid/melt interface. If the Σ3a GB keeps growing along the {111} plane, i.e., parallel to 
the solid/melt interface. If the Σ3a GB keeps growing along the {111} plane, i.e., parallel to the solid/melt 
interface, Grain C must grow much more rapidly than Grain A, or the facet of Grain A must stop growing, 
allowing the lower grain to overgrow. However, this is improbable because there is always undercooling 
across the solid/melt interface during directional solidification and such a narrow area is unlikely to 
exhibit a large temperature fluctuation. The facet of Grain A will keep growing at a rate comparable to 
that for the facet of Grain C because the undercooling in the melt must be locally uniform under stable 
growth, as shown in fig. 5.5. Grain A will grow over Grain C if the upper facet of Grain A keeps 
advancing along the growth direction (fig. 5.8 (c)), and the boundary plane will change as well. 
Consequently, a new facet will form on a different {111} plane of Grain A that is symmetrical to the facet 
of Grain C, because the newly formed {112}Σ3a GB is structurally symmetrical (fig. 5.8 (d)). Thus, a 
groove will develop at the junction of the solid/melt interface and the {112}Σ3 GB. These two facets of 
the {112}Σ3a GB are expected to have the same growth rate as the measured growth rates for the facets in 
fig. 5.7, if the temperature fluctuation in the melt is not very large. Thus, the {112}Σ3a GB can grow in a 
straight line along the growth direction, as seen in figure 5.7. The present results suggest that the 
competition of facet growth can change the boundary direction and generate a GB that is not the most 
energetically favorable. Although the boundary energy of a {112}Σ3 GB, which is comparable to Σ9, is 
much higher than that of a {111}Σ3 GB, facet competition still produces a {112}Σ3 GB during 
directional solidification. The generation of a {112}Σ3 GB in fig. 5.8 is a two-stage process. The first is a 
thermodynamic process that created a twin nucleus at the Σ9 GB and lowered the boundary energy. The 
second is a kinetic process that generated a high-energy {112}Σ3  GB by facet competition. 
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In fig. 5.8, it is assumed that the growth direction is close to the <111> direction for Grain A and the 
dihedral angle between the two facets is relatively small. However, the growth direction for the current 
observation deviates from <111> (see fig. 5.6 (c)). Facets will form on different {111} planes depending 
on the different growth direction. The dihedral angle between the facets for the {112}Σ3 GB in fig. 5.7 is 
larger because the growth direction is different, and deviates from <111>. 
During crystal growth, energetically favorable GBs last longer because they are more stable and 
capable of lowering the total energy of multicrystalline materials. However, the present results show that 
growth kinetics is a critical factor determining the survival of GBs during solidification. Under certain 
conditions, directional solidification can yield a high energy {112}Σ3 GB, even though it is not 
energetically favorable. We also discovered that a groove can form at the junction of the solid/melt 
interface and a Σ3 GB, when the boundary plane is not the coherent {111} plane. 
 
5.2.4 Conclusion 
During crystal growth, energetically favorable GBs last longer because they are more stable and 
capable of lowering the total energy of multicrystalline materials. However, the present results show that 
growth kinetics is a critical factor determining the survival of GBs during solidification. Under certain 
conditions, directional solidification can yield a high energy {112}Σ3 GB, even though it is not 
energetically favorable. We also discovered that a groove can form at the junction of the solid/melt 
interface and a Σ3 GB, when the boundary plane is not the coherent {111} plane. 
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5.3 The growth mechanism of grooves at solid/solid/melt junction 
5.3.1 Introduction 
It is known that a groove will develop at the junction of a grain boundary (GB) intersecting the free 
surface. The shape of the grooves is governed by the balance of the surface energies from each interfaces 
participating this boundary junction [1]. The development of the surface grooves has been well explained 
by surface diffusion, bulk diffusion and condensation during thermal processing [1, 2]. The close 
relationship between the interfacial energies and the groove shapes makes it a useful tool to measure the 
GB energy at a temperature lower than the melting point as long as the groove surfaces are rough [3]. The 
same phenomenon can be found in the solid/liquid interface, and the groove shape of the GBs has been 
used to determine the solid/liquid interfacial energy [4, 5, 6, 7]. However, it has been known that grooves 
can develop facets owing to the surface energy anisotropy. Partially faceted GB grooves were found after 
annealing with high resolution vertical scanning by using atomic force microscopy [8, 9]. 
Ramasubramaniam and Shenoy [10] developed a numerical model that explained the evolution of GB 
grooves possessing both rough and faceted regions for energetically anisotropic materials. According to 
their calculation, there is a discontinuity in the orientation-dependent free surface energy function of the 
grooves, and the magnitude of the GB energy determines the probable groove profiles. Although the GB 
energy is an influential factor in their model, kinetics also plays a role in the groove development. GBs 
with high mobility quickly reached the equilibrium shapes; whereas some less mobile GBs never achieve 
the equilibrium angle. 
The grooves form at the junction of solid/liquid interfaces and GBs and gradually achieve the static 
equilibrium, but the GB grooves can also develop dynamically during solidification, in which the GB 
grooves would differ from the equilibrium shape owing to kinetics. The large facets at the GB grooves 
were found during growth of ice [11]. The faceted GB grooves are general phenomena for evolving 
crystals and were found in semiconductor materials as well. The evolution of faceted grooves in Si have 
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been observed at the crystal/melt interface in situ during growth by microscopy [12] and by X-ray [13, 
14]. 
The faceting at the grooves suggests that the growth mechanism is different from the non-faceted, 
atomically rough interface and its kinetics can be described by the nucleation theory [15]. The facets grow 
layer by layer along the direction perpendicular to the facet plane and its growth rate is limited by the 
nucleation  
Voronkov [16] proposed a theory for the crystal growth from the melt, in which the crystallization is 
limited to the crystal/melt/gas three-phase boundary (TPB). The steps advancing toward TPB on the facet 
of the crystal/melt interface would be either absorbed or stopped at TPB depending on the interfacial free 
energy balance between the three participating phases. The behaviors of these steps at TPB determine 
how the bulk crystal grows. Hurle [17] extended this theory and clarified successfully the growth 
mechanism for III-V compounds. 
The grooves at crystal/melt interface were found to be relevant to the impurity accumulation at the 
GBs [18]. Twin nucleation on the facets of grooves has been observed in situ during directional 
solidification of mc-Si [19, 20], and rapid growth, which suggests higher undercooling, accompanied the 
nucleation in those observations. The relationship between groove facets and twin nucleation was 
predicted by Duffar and Nadri [21]. According to their theory, the probability of twinning can be 
comparable to that observed experimentally if the undercooling is large enough in the groove. The 
undercooling in the groove has been estimated experimentally higher than the planar interface during 
directional solidification [20]. 
The growth behaviors of the grooves with different dihedral angles were observed in situ during 
solidification and are represented in this section. The author attempted to conceive a model to explain the 
growth mechanism of the GB groove. 
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5.3.2 Experimental 
Experiments were performed using an in situ observation system consisting of a microscope and a 
crystallization furnace [22, 23]. High purity silicon raw materials were placed in a quartz crucible with 
inner dimension of 22×13×8 mm and then melted completely under an argon atmosphere using a pair of 
resistive graphite heaters in the furnace. The two heaters were controlled to create a temperature gradient 
between both sides of the quartz crucible, and directional solidification of the silicon began from the side 
with the lower temperature. The experiments were conducted without seed crystals, so that the GBs were 
generated directly from the inner walls and extended directionally during solidification. This created an 
environment in which observation of the GB growth without intervention was possible. A high-speed 
microscopic camera was used to record the crystal growth process, including the formation and 
annihilation of GBs. The solidified sample was cooled to room temperature at a rate of about 40°C min-1. 
The surface of the solidified sample was chemically polished using a HF(46%)-HNO3(60%) acid mixture 
with a volume ratio of 1:6 (HF:HNO3) for about 20 s. The grain orientations and GB types were 
measured using electron backscattering diffraction (EBSD). 
 
5.3.3 Results and discussion 
Fig. 5.9 (a) shows a series of snapshots of the advancement of the crystal/melt interface recorded by 
a microscopic camera during directional solidification of silicon. The growth direction is leftward and the 
average growth rate of the advancing interface was measured as about 18.0 μm s-1. A high angle GB, 
which possesses a misorientation of 39.1° (see orientation mapping in fig. 5.10 (b)), intercepted the 
interface and a wide groove was observed developing at interface/boundary junction. The dihedral angle 
of between two adjacent facets of the groove is about 143°. A contour graph of the crystal/melt interface 
is shown in fig. 5.9 (b) with a time interval 2 s during the directional solidification. Although the high 
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(a)
Fig. 5.9 (a) Snapshots of the growth of a general GB with a wide groove during solidification recorded 
at different times. The dihedral angle is about 140º measured from the snapshot. (b) A contour 
graph of the advancing solid/melt interface with a time interval of 1 s. 
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angle GB was not growing in a straight line, the advancement of the two facets were steady and 
continuous. The width and depth of the groove were not significantly changed during growth. 
Fig. 5.10 represents the orientation mapping of the area observed in situ in fig. 5.9. Fig. 5.9 (a) is a 
snapshot extracted from the in situ video and the scanning area by EBSD is indicated by the dashed 
rectangle. The misorientation of the growing high angle GB is 39.1° around [9 0 -25] as shown in fig. 
5.10 (b). Two octahedrons indicate the {111} planes of the two adjacent grains of this high angle GB. The 
{111} planes toward the growth direction of both grains, which were indicated in red in fig. 5.10 (b), 
obviously correspond to the facets of the groove in the in situ observation of fig. 5.9. 
 
Fig. 5.10 (a) An optical micrograph of the sample in fig. 5.9. The area measured by EBSD after 
solidification is indicated by a dashed rectangle. (b) Orientation map measured by EBSD 
along the normal direction for the general GB with a wide groove. The growth direction is 
leftward. 
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A different phenomenon was observed as shown in fig. 5.11. It represents snapshots of the moving 
crystal/melt interface with a Σ27a GB penetrating it. The growth direction is leftward and the average 
growth rate of the interface is about 15.2 μm s-1. A narrow groove formed at the interface/boundary 
junction. The growth of the facets was not stable during solidification comparing to the steady 
advancement of the non-faceted plain area of the crystal/melt interface. The groove grew deep until 
certain point that sudden rapid growth occurred in the groove. The facet growth in the narrow groove is 
intermittent and is different from the steady growth of the facets in wide groove as shown in fig. 5.9. A 
contour graph of the crystal/melt interface during solidification extracted from the in situ video is shown 
in fig. 5.11 (b). The time interval is 2 s for each crystal/melt interface. It is obvious that the groove was 
growing discontinuously while the major non-faceted crystal/melt interface was advancing in an almost 
constant rate. The facets of the narrow groove stopped growing and the sudden growth filled the groove 
when the groove deepened to certain extent. This process repeated in the narrow groove during directional 
solidification. 
The orientation mapping of the observed Σ27a GB is shown in fig. 5.12. The scanning area by EBSD 
was indicated by dashed rectangle in the snapshot of fig. 5.12 (a). The misorientation of the Σ27a GB in 
this sample is 31.6° around [-1 -1 0], which is an almost perfect Σ27a (see fig. 5.12 (b)). There was a Σ3 
GB growing parallel to the Σ27a GB but the Σ3 GB was not clearly observed in the video due to the fact 
that the Σ3 GBs grow during directional solidification without the formation of the groove. Octahedrons 
of {111} planes were assigned to each grain in the fig. 5.12 (b) and the corresponding {111} facets of the 
Σ27a GB were indicated in red. The dihedral angle between these two {111} planes of a perfect Σ27a GB 
is 31.58°, which is the same as the misorientation of a Σ27a GB. Depending on the growth direction, 
different pairs of facets will form at crystal/melt for a Σ27a GB, and thus possess different dihedral 
angles, which would possibly form a wide groove. In the present observation, the two adjacent facets 
correspond to the pair of facets having the narrowest dihedral angle for a Σ27a GB. 
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Fig. 5.11 (a) Snapshots of the growth of a Σ27a GB with a narrow groove during 
solidification recorded at different times. The dihedral angle is 31.58º according 
to crystallography. (b) A contour graph of the advancing solid/melt interface with 
a time interval of 1 s. 
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Through the experimental results of figs. 5.9 to 5.12, the growth behaviors of the GB grooves were 
different according to their dihedral angles. The GB with wide groove was capable of growing steadily; 
whereas the GB with narrow groove grew in the regular alternation of halt and rapid growth. Because the 
growth mechanisms between the atomically rough and the smooth, faceted interfaces are quite different, 
the two-dimensional nucleation growth should be dominant for the facet planes in the groove at the 
junction of the GB and the crystal/melt interface. 
 
 
Fig. 5.12 (a) An optical micrograph of the sample in fig. 5.11. The area measured by EBSD after 
solidification is indicated by a dashed rectangle. (b) Orientation map measured by EBSD 
along the normal direction for the Σ27a GB with a narrow groove. The growth direction is 
leftward. An octahedron is assigned to each grain, representing the respective {111} planes. 
The facets of the groove are indicated in red. 
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A new two-dimensional nucleus spreads out laterally to create a new {111} plane just after its 
appearance on the facet during directional solidification. The step of this newly formed nucleus advances 
outward and inward the groove simultaneously. When the step advances inward the groove, it will 
eventually arrive in the valley of the groove, where the GB is located (see fig. 5.13 (a)). If this step keeps 
advancing, it has to engage a step spreading on the other facet or directly run into the facet plane on the 
other side, both situations will create a new section of the GB of the same kind. However, the absorption 
of steps at the grain/grain/melt three-phase boundary (TPB) is thermodynamically favored if and only if 
the change in surface free energies of all the boundaries connecting to TPB is negative. If the sum of the 
free energies of the steps from the two adjacent facets, designated as 2γstep, is larger than the surface free 
Grain AGrain B
Melt
(c)
                      
Grain AGrain B
Melt
(b)
Grain AGrain B
Melt
GB
γstep
γstep
γGB
(a)
Fig. 5.13 (a) Representation of a grain-grain-melt three-phase boundary (TPB) during solidification. 
Nucleation on facets generates circular steps, which spread out laterally and finally arrive at 
TPB. γstep and γGB are the interfacial energy for the step and the GB, respectively. (b) Steps 
from two facets are absorbed by TPB if 2γstep > γGB. (c) Steps accumulate at TPB if 2γstep < 
γGB. 
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energy of the GB, designated as γGB, the two steps will be absorbed at TPB and expand the GB (see fig. 
5.13 (b)). For Σ3 GBs and small-angle GBs, which possess very low boundary energies, the advancing 
steps would be absorbed directly to produce new GB. In the case of 2γstep < γGB, the steps would stop near 
the GB without solidification because the free energy of two steps in the melt is lower than the formation 
of a new section of the GB (see fig. 5.13 (c)). The interfacial free energy per unit area of the step riser has 
been found to be about one-tenth of the interfacial free energy of a flat {111} plane [24]. The steps would 
halt around TPB and not immediately form GBs with high boundary energy like random GBs, Σ9s, Σ27s, 
and other high CSL GBs. 
 
 
 
 
 
r1
Grain AGrain B
Melt
GB
(a)
r2
(b)
Grain AGrain B
Melt
Fig. 5.14 (a) The curved surface at TPB with a principal radius of r1, which is constructed by 
accumulated steps. (b) The principal radius increases when more steps accumulate at 
TPB. The curved surface now has a principal radius of r2, which is larger than r1. 
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More steps would arrive in TPB during the advancement of the facets and these unabsorbed steps 
accumulate here forming a non-faceted and curved interface between the GB and the facet (fig. 5.14 (a)). 
This curved surface is part of a cylinder and a principal radius of curvature can be found. The magnitude 
of the principal radius is variable during solidification and the continual accumulation of the steps drives 
the growth of the principal radius (fig. 5.14 (b)). It is obvious in fig. 5.14 that r2 > r1 when more steps 
accumulated in the valley of the groove. Gibbs-Thomson effect would play a role on the curved surface in 
the valley of the groove like its influence on other curved interfaces. The depressed melting temperature, 
Teq, in a curved crystal/melt interface consisting of unabsorbed steps can be described by Gibbs-Thomson 
equation 
𝑇𝑒𝑞 = 𝑇𝑚 −
𝛾𝑠𝑙𝛺𝑠
∆𝑆𝑓
1
𝑟
                                                              (1.5.1) 
where Tm is the melting temperature of a planar interface, γsl is the interfacial energy needed to form a unit 
area of crystal/melt interface, Ωs is the molar volume of the material of solid state, ΔSf is the molar 
entropy of fusion, and r is the principal radius of the curved interface built by the accumulated steps. 
When the number of the accumulated steps increased, the principal radius swells and thus the Gibbs-
Thomson effect gradually diminishes. 
The relationship between the principal radius and the accumulated steps can be affected also by the 
dihedral angle of the groove. Fig. 5.15 represents two types of the grooves. One is a wide groove with θ = 
55°, in which θ is defined as half the dihedral angle for the convenience of the following calculation, and 
the other is a narrow groove with θ = 20°. The principal radius of the curved interface in the narrow 
groove is quite large even if only few steps accumulate at TPB (fig. 5.15 (b)); whereas the curved 
interface in the wide groove is smaller while containing more steps near TPB (fig. 5.15 (a)). Fig. 5.15 
suggests that the dihedral angle of the groove applies an influence on the Gibbs-Thomson effect at the 
curved interface. Smaller dihedral angle alleviates the depression of the melting temperature at the valley 
of the groove. 
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It is available to formulate the relationship between the number of steps, the dihedral angle between 
two facets of the groove, and the principal radius of the curved interface. Two assumptions have to be 
made before starting the analysis. The first assumption is that only monoatomic steps are considered in 
the calculation. The height of monoatomic layer for {111}Si plane is about 3.1 Å. The other assumption 
is that the steps must advance inward the groove to a position close to TPB as near as possible. Fig. 5.16 
θ = 20º
Grain AGrain B
Melt
(b)
Grain A
Grain B
Melt
GB
θ = 55º
(a)
Fig. 5.15 The dihedral angle of a groove is an influential factor altering the curvature near 
TPB. θ is half the dihedral angle of the groove. (a) TPB of a wide groove with a 
dihedral angle of 110º. (b) TPB of a narrow groove with a dihedral angle of 40º. The 
principal radius of the narrow groove is quite large with only few steps accumulated. 
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illustrates the crystal/melt interface around TPB with a curved section consisting of steps. The step height, 
h, can be related to the principal radius of the curved interface, r, and can be described as 
𝑛ℎ = 𝑟 − 𝑟 cos 𝜃                                                                 (1.5.2) 
𝑟 =
𝑛ℎ
1−cos𝜃
                                                                     (1.5.3) 
where n is the number of the steps accumulated near TPB; θ is half the dihedral angle between the facet 
and the bisector of the groove. 
 
 
 
 
 
h
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r cosθ
r − r cosθ
B
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Grain AGrain B
Melt
GB
Fig. 5.16 The geometric relationship at TPB. θ is half the dihedral angle; r is the principal 
radius of the curved surface; h is the height of a single step. For a single atomic layer 
of Si, h = 3.1 Å. 
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Fig. 5.17 shows the relationship between the principal radius and the step number for two types of 
the grooves, narrow and wide with θ = 15.79° and 70°, respectively. The θ = 15.79° belongs to the 
dihedral angle between two facets of a Σ27a GB, which is 31.58°. The θ = 70° represents a symmetric 
wide groove with a dihedral angle of 140°, which is similar to the asymmetric groove seen in fig. 5.9. 
There is a huge gap in the principal radius between these two types of grooves. With 50 stpes 
accumulated near TPB, the principal radius for the narrow groove is 397.5 nm; whereas the principal 
radius of the curved interface in the wide groove is 23.6 nm, which is only about 6% of the radius for the 
narrow one. The principal radius for the narrow groove increases much faster than that for the wide 
groove when more steps arrive in TPB. 
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Fig. 5.17 The principal radius at TPB versus the number of accumulated 
steps for grooves with different dihedral angles. 
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The enormous difference in the principal radius between the two types of the grooves induces the 
discrepancy of the melting temperatures for them. The reduced melting temperature can be calculated by 
substituting the eq. (1.5.3) into eq. (1.5.1) and defining the reduction of the melting temperature ΔTr = Tm 
– Teq, which yields 
∆𝑇𝑟 = 𝑇𝑚 − 𝑇𝑒𝑞 =
𝛾𝑠𝑙𝛺𝑠(1−cos𝜃)
𝑛ℎ∆𝑆𝑓
                                               (1.5.4) 
The relationship between the melting temperature reduction and the step number by eq. (1.5.4) is 
illustrated in fig. 5.18 for both narrow and wide grooves. The Tm and Ωs are 1683 K and 12.1 cm3 mol-1, 
respectively. The thermodynamic parameters of ΔSf and γsl at 1683 K are 27.63 J mol-1 K-1 [25] and 
0.3315 J m-2 [26], respectively. ΔTr represents the extent of melting temperature depression due to Gibbs-
Thomson effect. The melting temperature reduction of the narrow groove drops rapidly with the increase 
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Fig. 5.18 The reduction of the melting temperature at TPB versus the number of 
accumulated steps for grooves with different dihedral angles. 
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of steps. The melting temperature is about 0.6 K below that of a plain interface when there are 30 steps 
accumulated at TPB. For the wide groove, the melting temperature reduces gently and there is still a 
reduction of about 3 K with an accumulation of 100 steps at TPB. The significantly different melting 
temperatures result in distinct growth behaviors because the undercooling is the deciding factor during 
solidification. The growth rate V is proportional to the undercooling as V =  βΔT, in which β is the growth 
coefficient depending on the growth mechanism and ΔT is the interface undercooling in K below the 
melting point. A lower melting temperature needs larger undercooling to achieve the same growth rate. 
For a curved interface, the relationship between the growth rate and the undercooling can be modified as 
𝑉 = 𝛽(∆𝑇 − ∆𝑇𝑟)                                                             (1.5.5) 
where the growth rate is reduced while the melting temperature is depressed for a curved interface. If the 
undercooling in the melt near the interface is laterally uniform, the curved section in the valley of the 
groove will grow slower than the plain section of the interface. 
When the steps start accumulating at TPB during directional solidification, ΔTr is large enough for 
both narrow and wide grooves. The junction of the interface and the GB falls behind the macroscopic 
interface and the groove forms. However, the subsequent development for the two types of grooves 
becomes different when more steps accumulate at TPB. The melting temperature increases sharply during 
solidification, and thus the undercooling becomes relatively large when the melting temperature achieves 
close to that for a plain crystal/melt interface, for which only an accumulation of 17 steps reduces ΔTr to 
be less than 1 K. The curved section in the valley for the narrow groove would have a sudden rapid 
growth when the melting temperature overcomes a threshold. After this rapid growth fills up the narrow 
groove, the steps continues to accumulate at TPB and a new groove forms around the GB again, as the 
intermittent growth for a narrow groove seen in fig. 5.11. The increase in melting temperature of the 
curved section for a wide groove is moderate with the accumulation of steps. The ΔTr of the wide groove 
is well above 1 K until the accumulated step number achieves 300. This result suggests that rapid growth 
136 
 
is difficult to occur in the curved section of the wide groove during solidification. When the melting 
temperature of the curved section achieves that of a plain interface, the rapid growth may take place at the 
curved interface, but this section accounts for a small portion of the facets in a large groove and thus the 
growth at the curved section happens only around TPB. Consequently, the wide groove advances steadily 
forward, whereas the narrow groove grows intermittently. 
One interesting phenomenon needs to be discussed, which is that the GB with a wide groove grew in 
a wavy route. The rates of nucleation on the two facets may not be the same, and more nuclei appearing 
on the facet facilitate the accumulation of steps at TPB. Different rates of the step accumulation at TPB 
between two facets of a groove would lead to the different principal radii in the curved sections for two 
facets, and thus the facet achieving the critical principal radius first will overgrow the other. Many factors 
affect the nucleation rate on a facet, such as local temperature fluctuation, defect density on the facet, and 
so on. Because the interfacial free energies of the general GBs show less dependency on the GB 
orientation, the different rates of the step advancements must have a significant effect on the GB direction 
during solidification. For the GBs exhibiting stronger orientation dependency on the interfacial energy, 
such as CSL GBs, the steps from two facets may coalesce at an energetically favorable boundary plane,  
rather than an arbitrary plane or the one perpendicular the crystal/melt interface, as observed for general 
GBs. 
The rapid growth in the narrow groove during directional solidification will influence the segregation 
effect at crystal/melt interface and, consequently, change the impurity concentration at the GB in the as-
grown crystal. Furthermore, the rapid growth owing to the higher undercooling in the groove may 
facilitate twin nucleation during growth. We proposed a theory to explain the mechanism behind the 
regular rapid crystallization of the narrow grooves and there is a possibility to utilize this characteristic to 
engineer the properties of the multicrystalline materials. 
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5.3.4 Conclusion 
In this study, two distinguish growth behaviors of GB grooves depending on their dihedral angles 
during directional solidification were observed. The GB with a wide groove, which is of a dihedral angle 
of about 143°, grew steadily; the GB with a narrow groove, which is 31.58° for a Σ27a GB, exhibited a 
intermittent growth during solidification. A model was proposed based on step growth of facets trying to 
explain the present phenomena. The steps would accumulate at TPB, rather than form GBs immediately, 
because of the high interfacial energy of the GBs. Those residual steps develop curved interfaces near 
TPB and depress the melting temperatures owing to Gibbs-Thomson effect. In the analysis of this paper, 
the dihedral angles of the grooves are critical to the formation of the curved interfaces and the subsequent 
Gibbs-Thomson effect owing to them. The depression of the melting temperature for the narrow grooves 
diminishes sharply while the steps are accumulating at TPB. By contrast, the Gibbs-Thomson effect is 
much stronger in the curved interface of the wide grooves. The robust melting temperature depression 
makes the wide grooves capable of bearing higher undercooling and allows steady growth; the drastic 
change of the interface curvature for the narrow grooves induces the alternative halting and rapid growth 
of the facets. 
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Chapter 6 
Conclusion 
 
SAGBs can be generated through the aggregation of lattice dislocations during directional 
solidification. The newly formed SAGBs can keep absorbing more lattice dislocations increasing its 
misorientation. Both the linear arrangement of dislocations and the absorption of dislocations can reduce 
the elastic energy and are thermodynamically favorable. Two SAGBs are able to coalesce to generate a 
new SAGB with higher misorientation. With the increasing misorientaiton, a SAGB will finally develop 
into a general GB. GBs are not only generated from the crucible wall or the nucleation from other GBs, 
but also start from the aggregation of lattice dislocations. 
The GB misorientation is an important factor in the interactions between GBs and Σ3 GBs. The 
SAGBs, which typically possess a misorientation lower than 15º, are dislocation arrays and the GBDs can 
decompose at the {111} plane when the SAGB and the Σ3 GB encounter each other during solidification. 
These decomposed GBDs are capable of reconstructing at the other side of the Σ3 GB when the solid/melt 
interface keeps advancing, looks like the SAGB propagates through the Σ3 GB. The GBDs become 
denser at boundary plane when the misorientation increased. The dislocation structure would collapse if 
two GBDs are too close to each other. A GB without dislocation structure, which typically possesses a 
misorientation higher than 15º and is called general GB, will destruct the coherent {111} plane of a Σ3 
GB and absorb it. 
There is possibly a transition between penetration and absorption for interactions between a non-CSL 
GB and a Σ3 GB. Within a misorientation in the transition range, a GB is able to coalesce with a Σ3 GB, 
but the resulted new GB is unstable and easy to release a new Σ3 GB. In our experiments, the highest 
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misorientation for a GB capable of penetrating a Σ3 GB is 6.4º. However, according to Brandon’s 
criterion, the upper limit is possibly 8.67º. More results are needed to better support this theory and 
determine the exact range of transition misorientation. 
For a long time, the discussion about the GB evolution is mainly based on the theory of total 
boundary energy reduction, that is, generation and annihilation of GBs occur for lowering the total 
boundary energy. However, the growth kinetics can generate GBs with high interfacial energy during 
solidification. The facet growth at soloid/melt interface can turn a energetically favorable {111}Σ3 GB 
into a high-energy {112}Σ3 GB. The comparable growth rates of the two facets of the groove give rise to 
a pseudo-stable {112}Σ3 GB growing in a straight line, even if its boundary energy is much higher than 
that of a {111}Σ3 GB. 
The boundary structure is another possible factor influencing the growth direction of the GBs. A 
SAGB developed a groove at solid/melt interface and grew in a direction deviating from the solidification 
direction. The dislocation structure with a Burgers vector of 1/2〈1 1 0〉 was observed at the boundary 
plane of the deviating SAGB. The HRTEM showed that this SAGB changed its direction to reduce the 
GBD density at the boundary plane and thus lowered the boundary energy. These GBDs were almost 
parallel to the solid/melt interface, which means that the formation of GBDs is intermittent, not 
continuous growth like the GBDs penetrating the solid/melt interface. The generation of a new GBD at 
solid/melt interface will create a source of strain field and increase the local boundary energy. It is 
possible that the junction of the SAGB and the interface would be difficult to solidify and thus fall behind 
the majority of the solid/melt interface and a groove at the junction was developed. Therefore, the facet 
growth governed the extending of the SAGB. The competition of two facets is then be disturbed by the 
formation of new GBDs. The SAGB consequently changes its growth direction toward a path with fewer 
GBDs to form. 
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A model has been proposed in this research attempting to describe the growth mechanism of the GB 
groove at the solid/melt interface. When a GB develops a groove at solid/melt interface, the facet growth 
becomes more influential on the GB growth. At the valley of the groove, there is an atomically rough 
region, which is formed by steps and Gibbs-Thomson effect works on this curved surface. The Gibbs-
Thomson effect is strong when the curvature is large, whereas the Gibbs-Thomson effect diminishes at a 
surface of small curvature. The curvature of this atomically rough surface changes when more steps arrive 
in the valley of the groove. The dihedral angle of the groove is critical to the rate of the curvature change. 
For a groove with wide angle, the curvature changes gently with the arrival of incoming steps. For a 
narrow groove, as the groove of the Σ27 GB observed experimentally, the curvature of the rough region 
decreases sharply. The rapid decrease of interface curvature drives the dramatic increase of equilibrium 
temperature. The melt near the interface suddenly becomes much undercooled and the rapid unstable 
growth occurs at the interface. The periodically changing curvatures at the valley of the groove result in 
the altering interfacial equilibrium temperature. The phenomenon turns radical for grooves with a dihedral 
angles which gives rise to the intermittent growth of the groove of the Σ27 GB. 
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