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Abstract
Gamma is a programming model where computation is seen as chemical reactions between data
represented as molecules ﬂoating in a chemical solution. Formally, this model is represented by
the rewriting of a multiset where rewrite rules model the chemical reactions. Recently, we have
proposed the γ-calculus, a higher-order extension, where the rewrite rules are ﬁrst-class citizen.
The work presented in this paper increases further the expressivity of the chemical model with
generalized multisets: multiplicities of elements may be inﬁnite and/or negative. Applications of
these new notions are illustrated by some programming examples.
Keywords: Chemical metaphor, computation model, higher-order, multiset, inﬁnite and negative
multiplicities.
1 Introduction
The Gamma formalism was proposed in [5] to capture the intuition of com-
putation as the global evolution of a collection of atomic values interacting
freely. Gamma can be introduced intuitively through the chemical reaction
metaphor. The unique data structure in Gamma is the multiset which can be
seen as a chemical solution. A simple program is made of a reaction condition
and an action. Execution proceeds by replacing elements satisfying the reac-
tion condition by the elements speciﬁed by the action. The result of a Gamma
program is obtained when a stable state is reached that is to say when no more
reactions can take place.
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For example, the computation of the maximum element of a non empty
set can be described by the reaction rule replace x, y by x if x ≥ y meaning
that any couple of elements x and y of the multiset is replaced by x if the
condition is fulﬁlled. This process goes on till a stable state is reached, that is
to say, when only the maximum element remains. Note that, in this deﬁnition,
nothing is said about the order of evaluation of the comparisons. If several
disjoint pairs of elements satisfy the condition, the reactions can be performed
in parallel.
Gamma can be formalized as a multiset rewriting language. The literature
about Gamma as summarized in [1] is based on ﬁnite multisets (often called
bags). However, one may think of extensions to this basic concepts by gener-
alizing the multiplicity of elements in multisets to inﬁnity (inﬁnite multisets)
and even multisets with elements possessing a negative multiplicity (hybrid
multisets).
In this paper, we investigate these unconventional multiset structures (in-
ﬁnite and hybrid multisets) and show how they can be interpreted in a chem-
ical programming framework. Section 2 presents the basic framework and
introduces a higher-order chemical model [4]. Section 3 presents HOCL, a
language based on the previous model which integrates inﬁnite multisets and
negative multiplicity. It sketches the semantics and implementation of the lan-
guage using characteristic functions. We conclude in Section 4 with a short
review of related work.
2 A higher-order chemical model
In this section, we introduce a higher-order chemical model called the γ-
calculus [3,4]. In this chemical model of computation, every element (including
reaction rules) is considered as a molecule. A program is a solution of mo-
lecules. A molecule can be (cf. Grammar 1) (1) a variable x that can represent
any molecule, (2) a γ-abstraction γ(P )C.M where P is the pattern which
determines the format (or type) of the expected molecule, C is the reaction
condition and M the result of the reaction, (3) a compound molecule (M1,M2)
built with the associative and commutative constructor “,”, or (4) a solution
denoted by 〈M〉 which isolates a molecule M from the others.
Molecules can be freely reorganized using the associativity and commut-
ativity of the multiset constructor “,”:
(M1,M2),M3 ≡ M1, (M2,M3) M1,M2 ≡ M2,M1
These rules can be seen as a formalization of the Brownian motion of chemical
solutions.
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M ::= x ; variable
| γ(P )C.M ; γ-abstraction (reaction rule)
| M1,M2 ; multiset (AC)
| 〈M〉 ; solution
P ::= x ; matches any molecule
| P1, P2 ; matches a compound molecule
| 〈P 〉 ; matches an inert solution
Grammar 1: Syntax of molecules.
Another distinctive feature of chemical models is the reaction concept. In
our model, it is represented by a rewrite rule:
(γ(P )C.M), N → φM if P match N = φ and φC
If a γ-abstraction “meets” a closed molecule N that matches the pattern P
(modulo a substitution φ) and satisﬁes the reaction condition C (a boolean
expression), then they may react. The γ-abstraction γ(P )C.M and the
molecule N are replaced by the molecule φM (i.e. the body of the abstraction
after substitution).
An execution consists in such rewritings (“chemical” reactions) until the
solution becomes inert (no further rewriting is possible). There are two struc-
tural rules:
locality
M1 → M2
M,M1 → M,M2
solution
M1 → M2
〈M1〉 → 〈M2〉
The locality rule states that if a molecule M1 can react then it can do so
whatever its context M . The solution rule states that reactions can occur
within nested solutions.
This model of computation is intrinsically parallel and nondeterministic.
As long as reactions involve diﬀerent molecules, they can take place at the
same time in a solution. Furthermore, if a molecule contains several elements,
it is not know a priori how they will combine because of the Brownian motion.
For example, consider the solution 〈(γ(x, y).x), true, false〉, it may reduce to
two distinct stable terms (〈true〉 or 〈false〉) depending on the application of
AC rules and whether the x will match true or false.
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largestPrime10 =
let sieve = (sieve) replace x, y by x if x div y in
letmax = replace x, y by x if x ≥ y in
〈〈2, 3, 4, . . . , 10, sieve〉, γ〈(sieve)s, x〉.x,max〉
Program 1: Computes the largest prime number lower than 10.
Note that abstractions (γ(P )C.M) disappear in reactions: they are said
to be one-shot. It is easy (using recursion) to deﬁne n-shot abstractions (de-
noted like in Gamma by replaceP byM if C) which do not disappear in
reactions. For instance, the following program:
〈2, 10, 5, 8, 11, 8, replacex, y by x if x ≥ y〉
computes the maximum of some integers. The abstraction does not disappear
and reacts as long as there are at least two integers in the solution. The
resulting inert solution is 〈11, replace x, y by x if x ≥ y〉.
A solution can be matched only if it is inert (i.e. no more reaction can occur
in it). This is an important property that permits the ordering of rewritings.
For example, Program 1 uses this restriction to sequence the diﬀerent steps of
the computation. Program 1 computes the largest prime number lower than
a given integer. First, only reactions inside the sub-solution may occur: the
sieve abstraction computes all prime numbers lower than 10 by removing in-
tegers (y) for which a divider (x) is found. When the sub-solution becomes
inert, the abstraction γ〈(sieve)s, x〉.x,max matches it s and extracts all the
prime numbers x (i.e. suppresses the reaction sieve) and computes their max-
imum using the max reaction. Finally, the resulting solution is 〈7, max〉.
3 HOCL: multiplets, inﬁnite multiplets and hybrid multis-
ets
HOCL (Higher Order Chemical Language) is a programming language based
on the previous model extended with inﬁnite and hybrid multisets. Grammar 2
gives its syntax.
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Program
S ::= M ; a molecule
| ∅ ; nothing
Molecules
M ::= A ; atom (basic molecule)
| M1,M2 ; compound molecule
| x ; variable (x ∈ V )
| AF ; multiplet
Atoms
A ::= x:U ; variable (x ∈ V )
| E ; expression
| γ(P )E.S ; one-shot reaction rule
| 〈M〉 ; solution
| (name)A ; tagged molecule (name is a string)
Expressions
E ::= . . . ; usual integer and boolean expressions
Exponent
F ::= E | ∞ | −∞ ; integer expression or inﬁnity
Patterns
P ::= x:T ; matches any molecule of type T
| ω ; matches any molecule or nothing
| P1, P2 ; matches a compound molecule
| (name)P ; matches a molecule tagged with name
| 〈P 〉 ; matches an inert solution
| (P1|P2) ; matches a pair
| P F ; matches a multiplet
Grammar 2: Syntax of programs.
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intdiv = γ(x, y).
let cluster = γ(y). replace 1z by 1̂ if z = y in
let sumRemainder = replace x, y by x + y in
let sumQuotient = replace x̂, ŷ by x̂ + y in
〈〈1x, y, cluster, sumQuotient〉, γ〈x〉.x, sumRemainder〉
Program 2: Integer division.
3.1 Multiplets
A multiplet is a multiset of identical elements. We introduce an exponential
notation to denote and manipulate them:
an ≡ a(n−1), a and a1 ≡ a for any n > 1
We consider only multiplets of a basic element (constants, abstractions
and solutions) and not of a multiset (for instance, we cannot write (1, 5)4).
The exponential notation is also used for pattern-matching. Abstractions
may select a ﬁxed number of identical elements. For example, the abstraction
matching three 1 is denoted by:
γ(x3)x = 1.M ≡ γ(x, y, z)x = y ∧ y = z ∧ x = 1.M
Consider that an integer x is represented by a multiplet of x 1’s, the integer
division of x by y can be done by grouping y occurrences of 1’s and replacing
them by a 1̂ (a tagged integer denoted by a “hat” here) for the “quotient”.
Assuming that the denominator is tagged y to distinguish it from the 1’s of the
numerator, the following one-shot rule returns a reaction rule that transforms
a multiplet of y 1’s by one unit for the quotient.
cluster = γ(y). replace 1z by 1̂ if z = y
When the solution becomes inert, the multiplicity of 1̂ is the quotient, and
the multiplicity of the unmarked 1 is the remainder. For example, to divide 5
by 2 we write 〈15, 2, cluster〉 which reduces to 〈1, 1̂2, replace 1z by 1̂ if z = 2〉.
Program 2 is the complete program of that integer division.
The size of a multiplet may be determined only at runtime. For example,
the power function (cf. Program 3) computes exp(x, y) (x, y ∈ Z) by generating
two multiplets of variable size: y copies of x and y−1 products, if y > 0. Here
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power = γ(x, y). if y = 0 then 1
else if y > 0 thenxy, (γ(u, v).u ∗ v)y−1
else ( 1
x
)−y, (γ(u, v).u ∗ v)−y−1
Program 3: Power function.
jackpot =
let choose = replace x, y by x in
letwheel = 〈cherry, lemon, bell, bar, plum, orange,melon, seven, choose〉 in
letwin = γ(〈x〉3).“wonJackpot” in
〈wheel3, win〉
Program 4: Jackpot!
is an example of a reduction to compute exp(5, 7):
〈5, 7, power〉 → 〈57, (γ(u, v).u ∗ v)6〉 →
〈25, 55, (γ(u, v).u ∗ v)5〉 → . . . → 〈78125〉
Multiplets of solutions represent several copies of a multiset. Each copy
is independent of the others, and so evolve on its own. For example, the
multiplet 〈1, 2, choose〉42 denotes 42 solutions, that may converge, for example,
to 〈1〉20, 〈2〉22.
In the Jackpot! program (Program 4), three solutions representing the
three wheels of the machine evolve independently. When the three solutions
become inert, the win abstraction checks if it ﬁnds 3 identical inert solutions,
i.e. a multiplet of inert solutions of size 3.
3.2 Inﬁnite multiplets
An obvious generalization of multiplets is to allow inﬁnite multiplets. An
inﬁnite multiplet is denoted by M∞. It represents an inﬁnity of copies of
M , but it is also a molecule that can be produced or removed like any other
molecule.
An application of inﬁnite multiplets is to allow elements to take part in
any number of reactions in parallel. For example, when a n-shot abstraction
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reacts, it is put back into the solution after the reaction where it may react
again and so on. A parallel interpretation of a n-shot abstraction could be
made using an inﬁnite multiplet of the corresponding one-shot abstraction:
replaceP byM if C  (γ(P )C.M)∞
Instead of having one molecule taking part to one reaction at a time (sequential
process), we consider having an inﬁnity of abstractions that can react at the
same time with distinct molecules.
Another example is the quicksort program where all integers must be com-
pared to a predeﬁned pivot. In the following solution all integers lower or
equal to the pivot (represented here by an integer tagged by the string pivot)
are removed:
〈(pivot)5, 8, 3, 6, 4, 5, 3, replace(pivot)x, y by(pivot)x if x ≥ y〉
Since the n-shot abstraction and the pivot are unique, only one reaction can
occur at each reduction step. Considering the n-shot abstraction and the pivot
as inﬁnite multiplets, several comparisons can occur at the same time:
〈((pivot)5)∞, 8, 3, 6, 4, 5, 3, ((cmp)γ((pivot)x, y)x ≥ y.∅)∞〉
Here, the 6 comparisons can occur at the same time since we have at least 6
copies of the pivot and 6 copies of the comparator (rule cmp).
By extending patterns, inﬁnite multiplets can be manipulated as a single
molecule. For example, when the previous computation is ﬁnished, the inﬁnite
multiplets can be removed in one reaction:
γ〈((pivot)x)∞, ((cmp)y)∞, z〉.〈z〉
Since we consider only multiplet of basic elements, the expression (1, 2)∞ is
illegal. This restriction is motivated by representation issues (see Section 3.4).
3.3 Negative multiplicities
Hybrid multisets [7,10] are a generalization of multisets. In a hybrid multiset,
the multiplicity of an element can be negative. A molecule a−1 can be viewed
as “antimatter”(e.g. an anti a): positive and negative multiplets of the same
atom cannot cohabit in the same solution, they merge into one multiplet whose
exponent is the sum of the multiplicities.
For example, assume that a rational number p
q
is represented by a molecule
which contains the prime factorization of p and q but with negative multiplicit-
ies for the latter. Then, 20
9
is represented by the molecule 22, 5, 3−2. By simply
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putting molecules representing rational numbers together in the same solution,
we compute their product. For example, the product 20
9
∗ 15
8
is represented by
the following reaction 〈22, 5, 3−2〉, 〈3, 5, 2−3〉, γ(〈f〉, 〈g〉).〈f, g〉 → 〈52, 3−1, 2−1〉.
Inﬁnite negative multiplets can be seen as black holes. It can be used
to remove all elements (present or to come) of a multiset. Let pi a reaction
computing the product of a multiset of integers. Then, the integer 1, being
the neutral element of the product, can be deleted prior to performing pi. The
pi operator may be encoded by:
pi = γ〈x〉.〈1−∞, x, (replace x, y by x ∗ y)〉
Before considering any product, all 1’s are annihilated, for example:
〈2, 9, 1, 5, 6, 1, 1, 2〉, pi → 〈1−∞, 2, 9, 5, 6, 2, (replacex, y by x ∗ y)〉 → . . .
After stabilization, 1−∞ must be replaced by 1 (in case that the solution
contained only 1’s) and then the reaction can be removed.
Other examples that come to mind include a garbage collector that des-
troys useless molecules by generating their negative counterpart, or negative
molecules used as anti-virus: a part of a system identiﬁes a virus and generates
an inﬁnity of anti-virus (negative counterparts) that will spread in the whole
system to clean it.
3.4 Representation with characteristic functions
Inﬁnite multiplets cannot be represented by enumerating all their atoms. Rep-
resenting them by generators (e.g. M∞ ≡ replace ∅byM) makes it diﬃcult
to ensure that M∞,M∞ ≡ M∞. Instead, we use the standard mathematical
representation of a multiset, that is a function associating to each element of
the multiset its number of occurrences (multiplicity): A molecule M is rep-
resented by a characteristic function {|M |} : Atoms → Z ∪ {+∞,−∞} such
that for all x ∈ Atoms, {|M |}(x) represents the number of occurrences of x
in M . The set of values Atoms is deﬁned as:
Atoms ::= e | γ(P )B.M | 〈M〉 | (ident)A
Atoms are either an expression e in normal form (an integer, a boolean or a
pair), a γ-abstraction, a solution (represented by its characteristic function)
or a named molecule.
The representation of multisets in terms of functions depends on a notion
of equality on Atoms. Since our multisets may contain programs, a true
semantic equality cannot be implemented. A simple choice would be to use
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equality on basic values (integers, booleans and names), each composite value
(γ-abstractions, sub-solutions, etc.) being only equal to themselves (struc-
tural equality). For example, the solution 〈1∞, 4, 5−2, (γ(x, y).x), 〈3, true〉〉 is
represented by the function that for any x ∈ Atoms:
f(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∞ if x = 1
1 if x = 4
−2 if x = 5
1 if x = γ(x, y).x
1 if {|x|} = g
0 otherwise
with g(x) =
⎧⎪⎪⎨
⎪⎪⎩
1 if x = 3
1 if x = true
0 otherwise
4 Conclusion
In this short paper, we have tried to convey the main ideas and applications of
inﬁnite and hybrid multisets. The interested reader will be able to ﬁnd more
details in [2].
As far as the higher-order generalization is concerned, another higher-order
extension of Gamma has already been proposed in [9]. However, reactions were
not ﬁrst-class citizens since they were kept separate from multisets of data.
The hmm-calculus [8] (for higher-order multiset machines) is an extension of
Gamma where reactions are one-shot and ﬁrst-class citizens. Although, the
hmm-calculus is an interesting attempt to generalize the Gamma model of
computation, it has not been thought as a programming language as HOCL.
Other models, inspired by Gamma, are worth to be mentioned. The chem-
ical abstract machine or Cham was proposed in [6] to describe the operational
semantics of process calculi. P-systems [11] are computing devices inspired
from biology. It consists in nested membranes in which molecules reacts. A
set of partially ordered rewrite rules is associated to each membrane. These
rules describe possible reactions and communications between membranes of
molecules. All these models are ﬁrst-order.
Currently, we are investigating a complete semantics of inﬁnite and negat-
ive multiplets with characteristic functions.
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