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1.1 On the left, the real space image of a matrix obtained by combining the
amplitudes of a picture representing the number 3 with the phases of a
picture representing the number 1. The same thing have been performed
on the right, by using the phases extracted from a picture representing the
number 2. Even if both images have the same Fourier amplitudes (the ones
of the number 3) they appear much more similar to the information stored
in their Fourier phases. 4
1.2 Example concerning the oversampling degree. In (a), a 16x16 pixels (simu-
lated) diffraction pattern, which is the amplitude of the Fourier Transform
of (b): the real space image occupies almost the whole 16x16 matrix, such
that the value of σ in Eq.(1.7) is particularly low. When amplitudes are
sampled in a finer way, let’s say 4 times finer as depicted in (c), the re-
sulting real space sample (d) preserves its resolution (i.e. its extension in
pixels) but its extension with respect to the whole matrix is just a small
fraction of the total number of pixels. In this way σ increases its value
and the number of known pixels (i.e. the entries of the matrix defining the
diffraction pattern) is much higher than the unknowns (i.e. the real space
area where the sample assumes values different from 0). 5
1.3 Exemplification of the constraints relationship in the ideal case (a) when
the diffraction pattern is noiseless and artifacts-free, and in the real case
(b), when noise and artifacts modify the shape of the set M. 7
1.4 Visual representation of the action of the projectors (a) and their effect on
a real image (c,d). 8
1.5 Visual exemplification of the meaning of the error functionals in Eq.1.17
and Eq.1.18. 9
1.6 Ambiguities in the phase retrieval problem. In particular, (b) is a trans-
lation of (a), (c) is a global shift in the phase and (d) is obtained by
inverting the coordinates and the imaginary part (complex conjugation).
These images are created by assigning the amplitude of the density |ρ(~x)|
to the lightness and the phase arg[ρ(~x)] to the hue, following the color map
depicted in (e). 10
1.7 Example of matrices for a 512x512 pixels bi-dimensional case. In (a), the
simulated diffraction pattern (in logarithmic scale), obtained by the Fourier
Transform of (c); in (b), an example of support function for this data. 12
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1.8 Description of the Error Reduction algorithm. An initial, usually random,
guess ρstart is provided to the algorithm. After that, the algorithm goes
back and forth from the real space to the reciprocal one and cyclically
imposes the two constraints via the projector operators. The procedure
stops when the desired error is reached or when the desired number of
iterations have been performed, providing ρout as result. 13
1.9 Geometric representation of the Error Reduction algorithm. 14
1.10 Geometric representation of the Hybrid Input Output algorithm. 15
1.11 Geometric representation of the most common iterative projection algorithms 17
1.12 The best reconstruction (a) and the average one (b). In (c), a simplified
geometric representation of (a) and (b), which is the average between the
two red dots. 18
1.13 An pictorial description of a typical phase retrieval result. The gray value
in the background is proportional to the error value. Each red dot in the
plot represent a result of an independent phase retrieval procedure: the
one labeled as ρbest corresponds to the result with the lowest error. The
blue point is obtained by averaging the coordinates of the red points. The
green dot highlights the solution, which is placed where the error value
reaches its global minimum. It represents a quite common situation when
facing the phase retrieval problem, where many independent phase retrieval
procedures started from different random starting guesses are performed:
the best reconstruction is not the nearest to the solution and the average
is nearer than the best but has a higher error value. 19
1.14 Characterization of a typical phase retrieval process. Fig.1.14a are the real
space images of the reconstruction after 100, 500 and 1000 iterations respec-
tively: only the pixels inside the support function are displayed. Fig.1.14b
is the discrepancy between the amplitude of their Fourier Transform and
the amplitude of the solution. Fig.1.14c is instead the discrepancy between
the Fourier phases of the reconstruction and the phases of the solution.
The algorithm retrieves the correct density starting from the low frequen-
cies (i.e. the central part of diffraction data) which correspond to low
resolution features in real space. It is evident, by comparing Fig.1.14b and
1.14c, the strong correlation between the error on the amplitudes (which
is the discrepancy between the reconstruction amplitude and the diffrac-
tion pattern) and the error on the phase (which is unknown for a real CDI
experiment). 21
2.1 Graphic representation of the combination of 4 different phase retrieval
results (red dots) to generates 4 new guesses that are used as a new starting
point for iterative algorithms (blue dots). 24
2.2 The Memetic Phase Retrieval algorithm flowchart, which is composed by
the iteration of the Selection, Crossover, Mutation and Self-Improvement
steps. It’s worth noting that, inside this scheme, it is possible to visu-
alize also the flowchart of the Random Phase Retrieval (RPR) approach,
which lacks the Crossover and Mutation operators, and the Genetic Phase
Retrieval approach, which lacks the Self-Improvement step. 27
2.3 Exemplification of the Initialization step. Given a starting guess (green
dot), blue dots depicts a population P initialized with a high value for
CRF , while a lower value produces a less spread population (red dots). 30
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2.4 Exemplification of the Mutation step. Given the population P (blue dots),
the Mutation operator randomly moves every element of P, generating a
new population Pmutated = MˆP (red dots). 32
2.5 A graphical exemplification of the action of the Shrinkwrap algorithm on
the support constraint S. Step by step, the Shrinkwrap algorithm tends to
shrink the support constraint, as the steps from light green to dark green
describe. 35
2.6 Main MPR parameters. The first column refers to parameters names. The
last column, instead, is a description of the parameters. The column in
the middle provides the usual range for parameters: intervals delimited by
round brackets mean that the extreme of the interval is excluded, otherwise
included (if denoted by square brackets). Limits in bold are strong limits,
i.e. lower (or higher) values are forbidden, otherwise the limit is only
suggested and the algorithm can accept also lower (or higher) values. 38
2.7 MPR coarse-grained parallelism. Yellow boxes indicate different MPI pro-
cesses with ranks r = 0, ..., Nnodes − 1. Steps requiring I/O operations are
green colored. Steps not requiring MPI communications between nodes
are blue colored. Steps surrounded by the red rectangle involve, instead,
communication among nodes, and represent the real point of interest of
this MPR implementation. Each of these steps have an intra-node paral-
lelization via OpenMP. 41
2.8 A graphical description of a MPI AllGather call. 43
2.9 On the left: the speedup due to the Hyper-Threading technology on a single
core, by exploiting up to 4 OpenMP threads. On the right: the parallel
efficiency on the whole KNL node, as function of the exploited cores, from
1 (4 threads) to 68 (272 threads). 45
2.10 Scaling performance on distributed memory. Every computing node is
equivalent to one MPI process, because shared-memory parallelization in-
side every node is entrusted to OpenMP threads. 45
3.1 Given a sample (a), that represents the solution to the phase problem, (b) is
its ideal Fourier module, while experimental diffraction data often looks like
(c), which is characterized by noise and the presence of the beamstopper
that hides low resolution information. 48
3.2 A detail of the simulated diffraction pattern (a): red pixels have been
removed in order to simulate the presence of the beam stopper. In (b), the
Fourier Transform of the red pixels of (a), that provides an idea of the low
resolution information lost due to the beam stopper. 49
3.3 A the low resolution version of the solution, from which the support func-
tion has been computed (right image). 49
3.4 MPR results as function of the population size. In (a), the error behavior
(in logarithmic scale) as function of the number of generations for different
population sizes. MPR parameters for this test are listed in table (b).
Results for increasing values of R are depicted, from (c) to (g). 52
3.5 The EPF value as function of the resolution in real space, plotted for
different values of the population size R. 53
3.6 Detail of the R = 512 (a) and R = 2048 (b) reconstructions. Stripes of
about 10 pixels size are clearly visible in (a), while artifacts in (b) are at a
higher resolution. 53
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3.7 MPR results as function of the roulette coefficient CR. In (a), the error
behavior (in logarithmic scale) as function of the number of generations for
different CR values. MPR parameters for this test are listed in table (b).
Results for increasing values of CR are depicted from (c) to (e). Dashed
lines in (a) depicts the error value of the element with index R2 in the
sorted array. This dashed line provides an idea about the differences in
error values among the individuals. The greater the distance between the
continuous line (i.e. the error of the best individual) and the dashed one,
the more spread the population. 54
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error behavior (in logarithmic scale) as function of the number of gener-
ations for different CGB values. MPR parameters for this test are listed
in table (b). Results for increasing values of CGB are depicted from (c)
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unstable behavior. 55
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behavior (in logarithmic scale) as function of the number of generations
for different CD values. MPR parameters for this test are listed in table
(b). Results for increasing values of CGB are depicted from (c) to (e).
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updating it. In (a), the error behavior as function of the generations. In
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the RPR result. 80
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Introduction
Since the beginning of the 19th century, Science have been made many steps thanks to the
ability to deeply investigate matter. Direct observations started with optical microscopes,
able to resolve up to some hundreds of nanometers, while nowadays aberration-corrected
Transmission Electron Microscopes go down to the a˚ngstro¨m scale (Williams & Carter
1996; Lentzen et al. 2002). These direct imaging approaches are based on lenses sys-
tems that highly influence the microscope performance, due to aberration effects and
imperfections intrinsic in the manufacturing process that limit the achievable resolution.
Aberrations can be mitigated, for example, by means of aberration correctors (Batson
et al. 2002; Spiller et al. 1994), while, when high energy photons are used (hard X-rays),
the manufacturing of lenses becomes a hard, and sometimes impossible, task (Lengeler
et al. 1999). These issues do not affect imaging techniques that don’t exploit lenses, the
so-called lens-less imaging techniques. Among them, Coherent Diffraction Imaging (CDI)
(for some examples see Miao et al. 1999, 2002; Zuo et al. 2003; Marchesini et al. 2003) is
revealing to be able to provide quantitative images of matter at a resolution depending
only on the radiation wavelength. As its name well describes, CDI is an imaging tech-
nique that exploits the diffraction phenomena, i.e. the detected radiation scattered by the
interaction with the specimen of interest, acquired in far–field condition (Born & Wolf
1999). This radiation must be coherent and monochromatic, which means that particles
(photons or electrons) must have both the same wavelength and the same phase. Here
the first issue of CDI resides: it requires special radiation sources, with respect to the
simpler ones required for lens-based imaging. The second not trivial point resides in the
diffraction phenomena. The detected radiation diffracted by the sample, i.e. the diffrac-
tion pattern, cannot be trivially linked to an image of the specimen. In particular, given
the sample density distribution ρ(~x), the measured diffraction pattern I(~q), acquired in
far-field conditions, is proportional to the square modulus of the Fourier Transform (FT)
of ρ(~x), that is I(~q) = C×|ρ˜(~q)|2. Directly performing an inverse FT to retrieve ρ(~x) isn’t
a viable way, because only the module of ρ˜(~q) is known, while its phase is lost. Thus, the
phase must be retrieved by solving the so-called phase retrieval problem (Taylor 1981):
the quality of CDI results strongly depends on the quality of the retrieved phase. In prin-
ciple, given a diffraction pattern I(~q), there are an infinity of ρi(~x) such that the square
modulus of their FT coincides with the experimental measure, causing the phase retrieval
problem to be undetermined. In order to restore the possibility of retrieving the phase,
a further knowledge on the sample must be added. For example, Holography exploits
an a-priori knowledge in the real space (Chapman & Nugent 2010), achieved also with
very sophisticated techniques (for example as done by Gorkhover et al. 2018). An other
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example is Ptychography (Zheng et al. 2013; Yang et al. 2011), a scanning technique that
exploits redundancies in the diffraction data.
The original CDI technique, instead, requires a further constraint to the problem,
known as support constraint (Fienup 1987), which limits the extension of ρ(~x), exploit-
ing the so–called oversampling method (Bates 1982). Under well-defined mathematical
conditions, the phase retrieval problem has a unique solution. In this way, the correct
solution is in principle defined as the one whose Fourier Transform is compatible with the
experimental diffraction pattern and which totally resides inside the area defined by the
support function. In mathematical terms, the aim of phase retrieval is to find the inter-
section between the set of densities that satisfy the experimental constraint and the set of
densities that fulfill the support constraint. This standard CDI approach is among the few
techniques capable to provide time-resolved imaging of matter with a resolution limited
only by the probe wavelength (Barty et al. 2008), and it well suits the so–called diffract
and destroy imaging experiments performed in the most recent X-ray Free Electron Laser
facilities (Spence 2008). This work is, thus, focused on this standard CDI approach, and,
from now on in this dissertation, the term CDI will refer to this last technique.
The phase problem in CDI is much harder than it may appear, mainly for two reasons:
experimental errors, intrinsic to the diffraction measurement, and the large amount of
unknowns to be retrieved. The first one, which can be addressed as experimental issue,
makes those two constraints not intersecting, such that the ideal solution doesn’t exist
anymore, and it is redefined as the one which optimizes the distance between the two
constraints. This distance is interpreted as the error of the reconstruction (for a review
see Marchesini 2007). This turns the phase retrieval problem into an optimization problem
of a quantity (the distance of the constraints) that assumes an unknown value at the global
optimum, such that distinguishing the global minimum among local ones it’s like to find
a needle in a haystack. The latter issue, let’s call it dimensional issue, gives a prohibitive
size to this haystack. The usual number of parameters involved in phase retrieval goes
from 105 to 108, slowing down both the search process and the solution identification.
The phase retrieval problem can be easily imagined as a golf course, where reaching
the solution is as like as putting the ball in the golf hole. The golfer (or, better, the phase
retriever) is a blind player, able to only measure the altitude of its position. The only
knowledge he has about the hole (i.e. the solution) is that it is placed at the point with
the lowest altitude.
If, despite everything, Coherent Diffraction Imaging exists, it is thanks to the early
works of J. R. Fienup in 1970’s, where he adapted the Gerchberg and Saxton’s algorithm
(Gerchberg & Saxton 1972), conceived for Electron Microscopy, for the reconstruction of
a spatial distribution from its Fourier Transform amplitude. This algorithm, known as
Error Reduction (ER), cyclically imposes the problem constraints on a given initial guess
of the solution, and its name derives from its peculiarity to always reduce the error value.
Even if, at a first sight, this approach seems to be the definitive solution to the problem,
ER algorithm is a striking example of phase retrieval complexity. If we come back to the
golf player, solving the problem via the ER approach is as like as trying to reach the hole
by simply placing the ball on the ground and letting the gravity force act. Moreover, this
ball has no momentum and exactly follows the gradient of the gravity potential. At this
point, it is clear that this approach is not viable, unless we are really close to the solution
or the playing field is more similar to a bathtub rather than a golf course.
For these reasons, along with the ER algorithm, Fienup proposed an enhanced ap-
proach called Hybrid Input-Output (HIO) (Fienup 1978). Its name derives from the fact
that, along with the gradient value, also the position assumed in the previous step of the
algorithm is exploited. Speaking in terms of golf, it’s like the ball has now a sort “kinetic
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energy”, and it is able to escape from small depressions (or turn around in the case of a
bathtub). This is clearly an improvement, such that HIO algorithm is one of the most
exploited algorithms nowadays. However, not all that glisters is gold, and HIO has its
drawbacks. First of all, small changes in the initial position may lead to very different
final phases. Second, its ability to escape holes holds also for the solution, such that HIO
can pass near the solution but then go away.
Many people managed to find out smarter golf balls (i.e. better phase retrieval al-
gorithms), also with good results and also by alternating different algorithms during the
retrieval procedures, but, at the end of the story, it turns out that the problem resides
in the golf player rather than in the ball. In real cases, the golf course is too wide for a
single blind player and information at his disposals are too few.
An usual way to come nearer to the solution is to recruit a team of golfers, scatter them
randomly in the golf course, and let them throw their own golf balls. This approach is very
close to what is commonly known as random search approach for optimization problems
(Matyas 1965). Obviously, it has a cost, as the salary of the team grows with the number
of members. In the phase retrieval world, this salary is translated into computational
cost. This issue remained insurmountable for many years, until recent developments in
computing hardware: nowadays High Performance Computing (HPC) hardware makes
possible to perform many phase retrieval procedures in parallel, opening the door to the
random search approach for phase retrieval. Here we have reached the state-of-the-art of
phase retrieval, which is currently faced by performing many phase retrieval procedures
with different starting guesses, and only the ones with the best performance are selected
(and often averaged) to define a final result. Again, this is not the end of the story; random
search approach doesn’t give ultimate results and further developments are required for
a real “full throttle” phase retrieval.
Coming back to the golfer team, their blindness has been already justified as their
total ignorance about the solution direction. It has been assumed also, without having
said it explicitly, that they are mute, such that they cannot communicate each other.
Let’s now imagine that these golfers have the chance to communicate the information
they own (actually the altitude and the position of the ball in the field). It becomes clear
that, if they were able to exchange news about their performance, at every time they
would walk up towards the colleague that is supposed to be the nearest to the hole. Even
if in the golf world the communication by voice is costs–free, in the phase retrieval one
it implies a communication cost, that is hardware time spent for communication, instead
of computation. Thus, this PhD thesis focuses on the designing, implementation and
characterization of a “communication-capable” heuristic optimization algorithm for the
phase retrieval problem in Coherent Diffraction Imaging, called Memetic Phase Retrieval.
Its conceptual structure, which belongs to the category of Evolutionary Algorithms, will
be described, along with details on its implementation, able to exploit the most recent
HPC hardware. Satisfactory results will be shown for 2D and 3D Coherent Diffraction
Imaging, on both simulated data and experimental diffraction patterns.
Let’s proceed to give a voice to blind golfers.
Thesis Outline
Chapter 1 starts with a general discussion about Coherent Diffraction Imaging and its
motivations. After a detailed description of the phase retrieval problem and the related
issues, the speech will introduce the most common phase retrieval algorithms. The last
section discusses about the usual way to use these algorithms and its limitations, which
are the main motivations of this work.
xviii Thesis overview
The following Chapter 2 is the core of the work, and it is dedicated to a description
of the Memetic Phase Retrieval approach, which represents a new way to exploit the
existent phase retrieval algorithms. After a formal depiction, the speech focuses on its
practical implementation and the description of its relevant parameters. The last part
deals with the parallel programming techniques exploited to get the best performances on
High Performance Computing hardware and some scaling tests, performed on the most
recent computing infrastructures, are presented.
Chapter 3 provides a characterization of Memetic Phase retrieval, performed by using
simulated data. In the first part, Memetic Phase Retrieval behavior is studied as function
of its parameters. The second part shows the performance of MPR when treating data
that presents some critical issues, like noise or lack of information. Comparisons with the
results of the standard approach to the phase problem are shown.
Chapter 4 focuses on Memetic Phase Retrieval results on real experimental data. The
first part is dedicated to 2D Coherent Diffraction Imaging results, with some comparisons
with the standard approach. The second part, instead, describes imaging results on three
dimensional diffraction data, showing how the approach can face the critical issues that
affect this kind of diffraction patterns.
The last Chapter 5 doesn’t deal with Memetic Phase Retrieval. Instead, it focuses on
side works that were done during the PhD, still on diffraction data analysis. In particular,
the first part describes a software that was developed with the aim to provide an online
analysis on a diffraction experiment performed at a Free Electron Laser, in order to give
a “live” view on the progress of the experiment. The second part, which is related to
the previous one, consists in the description of a software developed for the purpose of
correcting artifacts introduced in the diffraction patterns by the presence of a Micro-
Channel Plate detector.
Chapter 1
Coherent Diffraction Imaging
1.1 Why Coherent Diffraction Imaging
The history of Coherent Diffraction Imaging is strictly bounded to the history of Crys-
tallography. The great success of the latter led one of its pioneers, David Sayre, to ask
if the same technique used for crystallography could be applied to non-periodic objects
(Sayre 1952). The possibility to realize such idea would led to the imaging of matter
at a resolution which is limited by the angle of diffraction, throwing away all the issues
concerning lenses (mainly lens aberrations). The idea of Sayre was actually a relatively
trivial one. In fact, crystallography requires the measurement of all the diffraction spots
produced by a crystal. Sayre argued that, if one is able to measure the diffraction at,
at least, twice that sampling rate, this would provide the necessary information for the
reconstruction of the whole object. This paper by Sayre was just an hint, and he didn’t
go inside the mathematical issues of his proposal.
A first step after Sayre work was made when scientists started to develop imaging
methods in the so-called water window, a spectral region in the soft X-rays domain where
there are appreciable differences in absorption between carbon and oxygen atoms, allowing
the imaging of biological samples in their natural environment. In this framework, an
algorithm to treat diffraction data was proposed by Gerchberg and Saxton (Gerchberg
& Saxton 1972). This approach, directly inherited from electron microscopy, is able to
retrieve a phase distribution of a sample, given its diffraction pattern in far field and its
intensity distribution in direct space. This algorithm converges to a solution, but the
strong limitation of this approach derives from the need of an intensity distribution in the
real space. The latter is available only when other direct imaging techniques are possible,
which is not the case for small objects.
In 1982, Bates suggested that a sample density distribution is uniquely determined by
its autocorrelation function, which actually is the inverse Fourier Transform of the diffrac-
tion pattern, if its spatial extension is known (the so-called support function). Bates also
pointed out the aspects that cannot be recovered, i.e. some situations where the diffrac-
tion pattern is the same (i.e. have the same modulus of the Fourier Transform): among
them, a translation of the sample or a global phase shift. All of these ambiguities, that
will be discussed later on, are actually not important: the absolute phase, for example,
has no significant physical meaning. Concerning the uniqueness of the solution, apart
some peculiar cases (Fienup 1982), Bates also proved that it is very unlikely that two
objects with the same support function produce the same diffraction pattern.
Fienup proposed a practical algorithm (Fienup 1978) to exploit the support function
as constraint to get a unique solution, by modifying the Gerchberg and Saxton approach
(Gerchberg & Saxton 1972). If, from the theoretical side, the Fienup’s approach is capable
to reach convergence, some issues emerged from the experimental side. The first point
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regards the amount of the scattered radiation. In fact, when using X-rays, the scattered
photons are much less than the unscattered ones. This means that the transmitted beam,
once recorded by the detector, will hide the weak scattered radiation. An experimental
solution to the problem is to insert the so-called beam-stopper, that hides the central
part of the detector from the unscattered beam. If this trick mitigates the described
effect, it introduces an issue concerning the data analysis, because the central part of the
diffraction pattern, which corresponds to the low frequencies of the power spectrum, is
missing.
A first attempt to overcome the issue was to extrapolate those low-resolution informa-
tion from a low-resolution image of the sample, as done by Miao et al. (1999). Their trick
was to substitute the missing data with the Fourier Transform of an image of the same
sample acquired via a Transmission Electron Microscope. This work, which experimen-
tally demonstrated the feasibility of the approach, can be considered the birth of Coherent
Diffraction Imaging (CDI). From that moment on, the interest of the scientific community
towards CDI rapidly grew. Even if successful, Miao’s result was however affected by the
need of spatial information on the sample, in order to get a complete diffraction pattern.
A second boost was given to CDI by the development of X-rays Free Electron Lasers
(XFELs). Their goal is to provide an amount of photons able to give a usable diffraction
pattern for the imaging of molecules at atomic resolution. XFELs produce a radiation
with a brilliance (merely speaking, the number of photons) which is billion of times the one
provided by synchrotrons. In the latter, the radiation is provided by electrons circulating
in a ring, and the beam is available only in defined sections of the facility. Instead, in a
XFEL, bunches of electrons are linearly accelerated and pass through a set of magnetic
ondulators. The bunches size is, in the first part, greater than the produced radiation
wavelength, thus the radiation emitted by electrons is uncoherent, due to the fact that
there is no correlation among the spatial position of those electrons. If ondulators are
properly tuned with respect to the radiation wavelength, the emitted radiation interacts
with the electron bunches, causing the so-called microbunching : the electrons organize
themselves such that they progressively emit coherent radiation. Those “synchronized”
electrons produce a radiation which is exponentially amplified in intensity, up to a satu-
ration level. This peculiar process is called Self-Amplified Spontaneous Emission (SASE)
(Bonifacio et al. 1984) and the recent implementations provide short flashes (in the order
of tens of femtoseconds), high peak intensity and full transverse coherence.
The main issue concerning XFELs is that the amount of radiation is such that every
sample hit by the beam is doomed to be totally destroyed. However, Chapman et al.
(2006) experimentally demonstrated the so-called diffract and destroy approach, which
means that the scattered radiation useful for CDI contains the information of the intact
sample, i.e. the destruction of the sample happens in a time scale which is much lager
than the flash duration. The very short pulses opens to possibilities to perform also time
resolved imaging via a pump and probe experiment, firstly experimentally demonstrated
by Barty et al. (2008). This approach makes use of a second laser source, usually in the
optical or ultraviolet spectrum, and characterizes the sample properties as function of the
time delay between the pump beam and the XFEL probe.
However, the true reason for why XFELs represent a revolution in the physics of
matter is the possibility to perform single molecule imaging. This “dream”, however, is
hampered by some technical problems, and the main one still remains the low amount
of scattered light. To overcome this issue, and to perform 3D imaging, many diffraction
patterns from the same specimen must be acquired. As long as we deal with XFELs,
speaking about the “same specimen” means speaking about different samples of the same
nature: as told before, the radiation energy is so high that the sample is damaged. Thus,
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in this situation, the only way to get sufficient diffraction data to perform a reliable 3D
CDI is to acquire many diffraction patterns on similar samples and then recombine them
with suited algorithms which are able to perform a “smart” averaging of the diffraction
data, considering that it is acquired at random orientations (Bogan et al. 2010; Gaffney
& Chapman 2007; Ekeberg et al. 2015).
A recent variant of CDI is called Electron Diffraction Imaging (EDI) (Zuo et al.
2003; Huang et al. 2009; De Caro et al. 2010), which exploits coherent electron beams
instead of photons, performed in Transmission Electron Microscopes. EDI experiments
are able to provide quantitative maps of the atomic potential down to a sub-angstrom
resolution(De Caro et al. 2012, 2013).
The very last part of the CDI data analysis chain, after the experiment setup, the data
acquisition and the data restoration, is the data inversion step, on which all the success
of a CDI experiment depends. The data inversion step consists in recovering the density
distribution of the sample of interest from the diffraction data, which merely corresponds
to the square modulus of the Fourier Transform of the density. Some mathematical
aspects of the problem were previously mentioned, while a deeper view will be provided
in the next sections.
1.2 The phase problem
Before venturing into a mathematical description of the topic, it’s worth providing its
definition in the most concise and clear way possible. Following Fienup’s words of 1975
(Fienup 1975), solving the phase retrieval problem means “reconstructing a general object
from the modulus of its Fourier transform”. A direct translation of this sentence in
mathematical speech could be:
Find ρ(~x) : |F [ρ(~x)](~q)| = M(~q) (1.1)
where M is the (known) modulus, F stands for the Fourier Transform of and ρ(~x) is
the density distribution of the general object, i.e. a function which gives a single value
for any given position ~x in the space. Finding ρ(~x) is equivalent to retrieving the correct
set of phases φ(~q), such that ρ(~x) = F−1[M(~q)eιφ(~q)](~x), and for this reason the phase
retrieval problem assumes its name. From now on, the greek letter ι (iota) will be used
to identify the imaginary unit, i.e. ι =
√−1, while the letter i has to be interpreted as
an index.
Given ρ(~x), its Fourier Transform is defined as:
ρ˜(~q) = F [ρ(~x)](~q) =
∫ −∞
−∞
ρ(~x)eι2pi~q·~xd~x. (1.2)
where ~x and ~q are spatial coordinates in the direct and in the Fourier space respectively.
In practice, ρ(~x) and ρ˜(~q) are no more functions, but D-dimensional matrices with
ND entries. Thus, the Fourier Transform assumes the discrete form
ρ˜(~q) = F [ρ(~x)](~q) =
N−1∑
~x=0
ρ(~x)eι2pi~q·
~x
N (1.3)
where ~x and ~q are discrete coordinates identifying pixels, that range from 0 to N − 1 in
each of the D dimensions. For example, in the 2D case the Discrete Fourier Transform
4 1.2 The phase problem
Figure 1.1: On the left, the real space image of a matrix obtained by combining the amplitudes
of a picture representing the number 3 with the phases of a picture representing the number 1.
The same thing have been performed on the right, by using the phases extracted from a picture
representing the number 2. Even if both images have the same Fourier amplitudes (the ones of
the number 3) they appear much more similar to the information stored in their Fourier phases.
can be written as:
ρ˜k,l = F [ρ]k,l =
N−1∑
i=0
N−1∑
j=0
ρi,je
ι 2piN (ki+lj) (1.4)
From this moment on, F will be intended in its discrete form, ρ will be considered a
D-dimensional matrix with N entries for each dimension, while vectors, denoted by the
symbol~·, have to be interpreted as D-dimensional arrays containing pixel coordinates.
At this point, despite the problem may appear clear, an issue arises: Fig.1.1 depicts
two images of two different numbers, 1 and 2. These figures have the same Fourier
modulus, and this amplitude is extracted from a picture representing the number 3. The
first information provided by this trivial example is that phases carry many information
(surely more than the amplitudes). The second implication is that the problem, as posed
in Eq.(1.1) is undefined: given a Fourier amplitude, there is an infinite set of solutions to
Eq.(1.1). Let’s call M the set of these solutions, that is:
M = {ρ(~x) : |F [ρ(~x)](~q)| = M(~q)} . (1.5)
This fact becomes clearer if Eq.(1.1) is explicitly rewritten in the discrete form, that is:∣∣∣∣∣
N−1∑
~x=0
ρ(~x)eι2pi~q·
~x
N
∣∣∣∣∣ = M(~q) . (1.6)
This equation is, actually, a system of ND equations and the aim is to solve this system
for each pixel of ρ(~x). In the case of complex valued ρ(~x), 2ND values are unknown with
only ND equations (the dimension of the matrix M). If, instead, =[ρ(~x)] = 0 (where =
represents the imaginary part), M(~q) = M(−~q) and the number of independent equations
drops down to N
D
2 . Both in the complex and in the real case, the unknowns are twice the
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(a) (b)
(c) (d)
Figure 1.2: Example concerning the oversampling degree. In (a), a 16x16 pixels (simulated)
diffraction pattern, which is the amplitude of the Fourier Transform of (b): the real space image
occupies almost the whole 16x16 matrix, such that the value of σ in Eq.(1.7) is particularly
low. When amplitudes are sampled in a finer way, let’s say 4 times finer as depicted in (c),
the resulting real space sample (d) preserves its resolution (i.e. its extension in pixels) but its
extension with respect to the whole matrix is just a small fraction of the total number of pixels.
In this way σ increases its value and the number of known pixels (i.e. the entries of the matrix
defining the diffraction pattern) is much higher than the unknowns (i.e. the real space area where
the sample assumes values different from 0).
number of equation, leaving the problem undetermined. The indeterminateness of the
problem holds as long as the number of known values (ND) is less than twice the number
of unknown-valued pixel, that is the ratio
σ =
ND
number of unknown pixels
(1.7)
is less than 2 (Miao et al. 1998).
Even if M cannot represent the solution to the phase problem, it can be said with
certainty that this solution belongs to M, i.e. ρ(~x)sol ∈M. Further constraints are thus
needed to uniquely identify ρ(~x)sol, or, in other words, further equations must be added
to (1.6).
The usual way to increase the σ value is to add information that increase the value
of Eq.(1.7) via the so-called oversampling method (Bates 1982), which aims to increase
the number of equations keeping the number of unknowns constant. Let’s imagine to
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perform a (really trivial) measurement of a 2D Fourier amplitude M(~q) which gives as
result a 16x16 pixels matrix depicted in Fig.1.2a. This amplitude is the one belonging to
Fig.1.2b. If the experiment is repeated, by measuring the amplitudes four times finer (i.e.
a matrix of 64x64 pixels) depicted in Fig.1.2c, those amplitudes refer to a 64x64 pixels
image in the real space where, actually, the total number of unknowns is the same of the
16x16 pixels case (Fig.1.2d). Pixel outside the central 16x16 pixels square of Fig.1.2d are
known to be equal to zero.
At this point, it’s useful to introduce the so-called support function S(~x) which assumes
0 values where ρ(~x) is known to be 0, 1 otherwise. In the case of Fig.1.2d it could be,
for example, a function which assumes the value 1 in the central 16x16 pixels square.
The support function allows to add further equations to the system defined in Eq.1.6, in
particular
S(~x) · ρ(~x) = ρ(~x). (1.8)
This system provides a set of equations that drops the number of unknown pixels down
to A ·ND, where A ∈ [0, 1] is the number of pixels belonging to the support normalized
with the total number of pixels in the matrix. Substituting this value inside Eq.1.7 it
turns out that σ = A−1. Thus, the phase retrieval problem becomes determined (σ > 2)
when the area defined by the support function is less than the half of the total area.
Finding out the correct support function isn’t a trivial task at all and it will be topic of
discussion in the next sections.
In order to easily visualize the problem, it’s useful to introduce a set S as the one of
all the functions ρ(~x) satisfying Eq.1.8. As like as we did for the set M, we now define
S = {ρ(~x) : S(~x) · ρ(~x) = ρ(~x)}. (1.9)
Ensuring that the phase retrieval problem is determined, i.e. it has a unique solution,
is equivalent to assert that the intersection between M and S is unique, and, if it exists,
it is the solution:
M∩S = {ρsol(~x)} (1.10)
Even if it could appear the end of the story, here is a list of facts that may tickle the
reader:
1. M∩S = ∅ almost always, i.e. the solution defined by (1.10) almost never exists.
2. if a solution exists, an infinite number of equivalent solutions exists.
3. assuming that the solution exists, is it possible to reach it? If yes, how?
Next sections will be dedicated to (try to) answer these questions.
1.3 The non-trivial definition of the solution
The sets M and S represent the two constraints that a solution should satisfy. A visual
description is given by Fig.1.3a, where the two sets intersect in a point (the solution)
highlighted with a blue circle. The first issue about this description arises when we
consider the noise on the measured amplitudes M , which derives from the measured
intensities intrinsecally following a Poisson distribution. This noise, that is intrinsic of
the measurement process and, thus, unavoidable, recasts the shape of the set M, as
exemplified by Fig.1.3b. It turns out that the intersectionM∩S gives an empty set, and
the definition of what a solution is, described by Eq.1.10, holds no more.
Coherent Diffraction Imaging 7
(a) The ideal situation (b) The noisy case
Figure 1.3: Exemplification of the constraints relationship in the ideal case (a) when the
diffraction pattern is noiseless and artifacts-free, and in the real case (b), when noise and artifacts
modify the shape of the set M.
A redefinition of the term solution urges, and its new form now takes into account
the distance among those two sets. The following description follows the one proposed
by Marchesini (2007).
First of all, we need to define two operators that act on a given guess ρ(~x):
PMρ(~x) = F−1[M(~q)eι arg[(ρ˜(~q)]] (1.11)
PSρ(~x) = S(~x) · ρ(~x) (1.12)
It’s trivial to show that these operators are projectors, by simply noting that
PMPMρ(~x) = PMρ(~x) (1.13)
PSPSρ(~x) = PSρ(~x) . (1.14)
The first one, PM, projects ρ(~x) on the setM, by ensuring that its Fourier amplitudes are
the measured ones. The second, PS , projects ρ(~x) on the set S, by ensuring that the pixels
of ρ(~x) are null where S(~x) = 0. Their actions are exemplified by Fig.1.4. As it can be
easily noted, when the guess ρ(~x) is far from the solution, its projections on the two sets,
i.e. PM and PS , are very far from each other. It turns out that, given thatM∩S = ∅, a
new definition of solution could be based on the information about the distance between
the two sets. Following this idea, first of all a definition of distance is needed. Many kind
of distances can be proposed, but two of them have peculiar importance.
The first proposed distance between two configurations ρA(~x) and ρB(~x) is defined as
follows:
DM[ρA(~x), ρB(~x)] =
∑
~q
| ‖ ρ˜A(~q) ‖ − ‖ ρ˜B(~q) ‖ |2 . (1.15)
DM has the peculiarity to assign a null distance to all the elements that have the
same amplitude of their FT: in particular, it means that every couple ρA(~x) and ρB(~x)
belonging to M have DM = 0.
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(a) Visual representation of projectors
(b) ρ(~x) (c) PMρ(~x) (d) PSρ(~x)
Figure 1.4: Visual representation of the action of the projectors (a) and their effect on a real
image (c,d).
The second proposed distance is
DS [ρA(~x), ρB(~x)] =
∑
~x
[1− S(~x)] · |ρA(~x)− ρB(~x)| . (1.16)
DS assigns a distance equal to 0 to all the couples ρA(~x) and ρB(~x) that has the same
density distribution outside the support area. It’s worth noting that all the elements
belonging to S have a null distance each other.
Given a guess ρ(~x), it’s now clear that DM[ρ(~x), PMρ(~x)] can be interpreted as the
distance between ρ(~x) and the setM, while DS [ρ(~x), PSρ(~x)] as its distance from the set
S. Moreover, the distances DM[PSρ(~x), PMρ(~x)] and DS [PSρ(~x), PMρ(~x)] can be now
interpreted as two different expressions for the distance between the two sets.
Given a solution guess ρ(~x) we can now assign an error value, which represents how
much are ρ(~x) projections on the two sets far from each other. The error value EM,
concerning the amplitude constraint M, is given by merging Eq.(1.11), Eq.(1.12) and
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Figure 1.5: Visual exemplification of the meaning of the error functionals in Eq.1.17 and
Eq.1.18.
Eq.(1.15) as follows:
EM[ρ(~x)] = DM[PSρ(~x), PMρ(~x)] =
∑
~q
| ‖ F [S(~x) · ρ(~x)](~q) ‖ −M(~q) ‖ |2 . (1.17)
On the other side, the error value ES is provided by the merging of Eq.(1.11), Eq.(1.12)
and Eq.(1.16):
ES [ρ(~x)] = DS [PSρ(~x), PMρ(~x)] =
∑
~x
[1− S(~x)] · |F−1[Meι arg[ρ˜(~q)]](~x)| . (1.18)
Eq.(1.17) and Eq.(1.18) provide two different forms for the error functional. Given a
guess ρ(~x), its error is the distance between its projections on M and S. EM computes
the distance based on the metric defined by (1.15), while ES exploits the one in Eq.(1.16).
Fig.1.5 depicts the geometric meaning of the error value, where E[ρ(~x)] refers to the error
of a given guess ρ(~x), while the error of the solution E[ρsol(~x)] is the one that minimizes
the distance between the two sets.
In the ideal case depicted in Fig.1.3a, whereM and S intersects, they are equivalent,
because the solution requires that EM = ES = 0. In the real case (Fig.1.3b) this situation
exists no more, and the solution is defined as the one that minimizes the error functional
E[ρ]. This new definition of solution can be stated as follows:
ρsol :=
{
ρˆ : E[ρˆ] = min
ρ
E[ρ]
}
(1.19)
where E[ρ] can be equal to Eq.(1.17) or Eq.(1.18). A colloquial translation of this defini-
tion can be: “the solution is a function such that the distance beween its projection on
the two constraints has the minimum value”.
This sentence turns the phase retrieval problem into an optimization problem. The
next section will investigate how hard this problem is.
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(a) (b)
(c) (d)
(e)
Figure 1.6: Ambiguities in the phase retrieval problem. In particular, (b) is a translation of
(a), (c) is a global shift in the phase and (d) is obtained by inverting the coordinates and the
imaginary part (complex conjugation). These images are created by assigning the amplitude of
the density |ρ(~x)| to the lightness and the phase arg[ρ(~x)] to the hue, following the color map
depicted in (e).
A last digression in this section is dedicated to the analysis of some ambiguities in the
phase retrieval problem, as mentioned in the introduction of this chapter. In Fig.1.6, four
different ρ(~x) are depicted. Even if they looks different, they actually have the same FT
amplitude, such that if one of them is a solution to the phase problem, all of them are a
correct solutions. In fact, the equality |ρ˜(~k)| = |σ˜(~k)| holds for the following definitions
of σ:
• Translation: σ(~x) = ρ(~x+ ~x0), where ~x0 is a constant
• Phase shift: σ(~x) = ρ(~x)eιφ0 , where φ0 is a constant
• Coordinate inversion: σ(~x) = ρ∗(−~x), where ∗ denotes the complex conjugate.
Moreover, the equality holds also for a combination of these transformations (Bates 1982).
This fact means that, if a solution of the phase retrieval problem exists for a given
diffraction data, actually there are an infinity of solutions. These equivalent solutions are
called trivial characteristics of ρ(~x) (Miao et al. 1998). They don’t represent a big issue
in the identification of the solution, because once that a trivial characteristic is found,
the solution is reached. On the other side, these ambiguities often cause stagnation issues
of phase retrieval algorithms, as well shown by Fienup & Wackerman (1986).
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1.4 The optimization problem
Coming back to the introduction, solving the phase problem was compared to a blind
golfer trying to hit the hole in the golf course, with the only knowledge of its altitude and
that the hole resides in the lowest point of the lawn. It’s now clear why this comparison
well describes our problem: the phase retriever has to find the solution, and he is able to
measure only the error of a given solution guess.
The main issue concerns the ignorance about the solution error, such that the golfer
should visit all the altitude minima of the golf course before addressing one of them as
“the lowest one”.
A second issue concerns the dimensionality of the problem, such that this golfer moves
in an N-dimensional space (instead of a common 2D one), where N commonly runs from
105 to 108 for CDI.
A third issue is that the golfer requires a long time both to move and to evaluate
its altitude: in fact the error evaluation, defined in the previous section, involves the
computation of a Discrete Fourier Transform (DFT).
We have previously mentioned that all the mathematical formulas have to be intended
in a discrete space. This means that, first of all, the experimental amplitudes M(~q) is
actually a D-dimensional matrix M . For sake of simplicity, formulas will be presented
for the bi-dimensional case (D = 2): the extension to the 3-dimensional case is trivial.
Thus, for D = 2, amplitudes are nothing more than a real-valued matrix Mi,j with
i, j = 0, ..., N − 1. Mi,j represents the first constraint to the problem. The second
constraint is given by the support function, which is, again, a N × N matrix Si,j of
boolean values. Finally, the density ρ(~x) is a N × N matrix ρi,j of (usually) complex
values.
Again, Eq.(1.19) holds, but some translations in a discrete form are needed. The first
one concerns the error value. In particular, Eq.(1.17) in its discrete form follows:
EM[ρ] =
N−1∑
k,l=0
| ‖ DFT[S ◦ ρ]k,l ‖ −Mk,l|2 (1.20)
where DFT explicitly refers to the discrete form of the Fourier Transform. The operator
◦ stands for the Hadamard product between two matrices, where (A ◦ B)i,j = Ai,j · Bi,j .
Defining the solution as the one that minimizes Eq.(1.20) means that ρsol is, among the
densities that resides inside the support area, the one that better fits the experimental
amplitudes M . An example of the two constraints, M and S, and the solution ρsol is
provided by Fig.1.7.
Under the discrete point of view, it’s clear that the unknowns to be retrieved are
merely the pixels with coordinates i, j such that Si,j = 1. Those pixels represent the free
parameters of the phase retrieval optimization problem. The greater the number of those
pixels, the heavier the optimization problem. Their quantity can be easily estimated
by computing
∑N−1
i,j Si,j . In this framework, it’s worth defining a quantity Od, called
oversampling degree, that is strictly bound to σ, declared in Eq.(1.7):
Od =
σ
2
=
ND
2
∑N
i1,...,iD
Si1,...,iD
= (2A)−1 (1.21)
where A is the support extension as fraction of the total number of pixels in the matrix,
i.e.:
A =
∑N
i1,...,iD
Si1,...,iD
ND
D=2
=
∑N
i,j Si,j
N2
. (1.22)
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(a) Mi,j (b) Si,j (c) ρ
sol
i,j
Figure 1.7: Example of matrices for a 512x512 pixels bi-dimensional case. In (a), the simulated
diffraction pattern (in logarithmic scale), obtained by the Fourier Transform of (c); in (b), an
example of support function for this data.
Od has to be greater than 1 to allow the existence of a unique solution.
For 2-dimensional CDI, the experiment is usually set up such that Od & 5. This
condition means that the total number of unknowns is about one order of magnitude less
than the dimensions of the acquired diffraction pattern Ii,j = M
2
i,j . Common sizes for
experimental data (merely the detector pixels) are about the megapixel, i.e. N ≈ 103 and
N ×N ≈ 106 values. Thus, pixels that have to be retrieved (∑Ni,j Si,j) are around 105.
For what concerns 3-dimensional CDI, a much higher value for Od is required, which
is commonly one order of magnitude greater than the D = 2 case. The reason for this
distinction will be clarified in the next sections, and mainly derives from the high amount
of unknown values in the measured amplitudes Mi,j,k. In this case, experimental data
has sizes up to N ×N ×N = 109, such that the number of unknowns, i.e. the number of
free parameters involved in the optimization procedure, goes up to 107.
1.5 Short history of phase retrieval algorithms
Coming back again to the golfer metaphor, we have seen so far why the hole stays in the
lower point of the field and why the golfer is blind and knows only his altitude. In this
section we are going to face the strategies the golfer can adopt to find the hole, which
influence the way he explores the golf course starting from an initial position.
As stated in the introduction, the very first approaches to the phase retrieval problem
for CDI were proposed by Fienup (1978). They can be described in different ways: the
one I chose for this work is probably the least widespread in literature and it is based on
the projections operators defined in Eq.(1.11) and Eq.(1.12) (Marchesini 2007). It may
be useful to recall and rewrite them in terms of matrices:
PMρ = DFT−1[M ◦ eι arg[(ρ˜]] (1.23)
PSρ = S ◦ ρ (1.24)
where ρ˜ = DFT[ρ].
PM acts on a matrix ρ by going in the reciprocal space, imposing that the amplitudes
are the experimental ones (without changing the phases) and coming back to the real
space. It is a projector just because applying PM many times has the same effect as
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Figure 1.8: Description of the Error Reduction algorithm. An initial, usually random, guess
ρstart is provided to the algorithm. After that, the algorithm goes back and forth from the real
space to the reciprocal one and cyclically imposes the two constraints via the projector operators.
The procedure stops when the desired error is reached or when the desired number of iterations
have been performed, providing ρout as result.
applying it once. The same consideration holds for PS , which acts in the direct space
by suppressing the pixels of ρ that lay where Si,j = 0. It’s worth introducing also other
two operators, based on these projectors, that will result useful for the description of the
algorithms:
RMρ = (2PM − I)ρ (1.25)
RSρ = (2PS − I)ρ (1.26)
where I is the identity operator.
If PM and PS are projectors on the setsM and S respectively, the latter are reflectors.
In fact, it can be easily verified that R2 = (2P − I)2 = 4P 2 + I− 4P = 4P + I− 4P = I.
Our digression about phase retrieval algorithms starts with the conceptually simplest
one, the Error Reduction (ER) algorithm. It is based on the simple idea of recursively
jumping back and forth from the set M to the set S, described by Fig.1.8.
Starting from an initial guess ρ0, the support constraint and the amplitude constraint
are iteratively imposed: the guess ρ is refined step by step towards the solution.
A step of ER algorithm is trivially described by the following relation:
ρn+1 = PMPSρn (1.27)
Thanks to this description, its way of acting can be depicted in terms of sets, as shown
in Fig.1.9.
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Figure 1.9: Geometric representation of the Error Reduction algorithm.
As the algorithm moves back and forth from a point in a set to the nearest point
belonging to the other set, the following relationship turns out to be easy to understand:
E[ρn+1] 6 E[ρn] (1.28)
where E is the error functional of Eq.(1.20). If, at a first glance, Eq.(1.28) may appear as
a good news, actually it represents the main limitation of this approach. Let’s consider
again Fig.1.9, and place the golfer at position labeled with ρ0. Let’s consider M the golf
course, such that its height corresponds to the distance with the set S. Let’s also consider
the different steps of the algorithm belonging to M as the subsequent positions assumed
by the golf ball after being thrown by the golfer from ρ0. It is evident that if there was
a local minimum of the distance of the two sets between ρ0 and the solution, the ball
would remain stuck there. If we carry this example from the 2 parameters case of Fig.1.9
to the CDI situation of more than 105 parameters, and if we try to imagine how many
local minima there could be between ρ0 and the solution, it appears clear that the Error
Reduction algorithm alone is doomed to fail its mission. ER, however, has a really stable
behavior. This means that, if it approaches a minimum, it is able to precisely identify
it. Moreover, its stability ensures that it correctly identifies the solution once that its
convergence basin is reached.
With the aim to overcome these limitations, along with the ER approach, Fienup
proposed the Hybrid Input Output algorithm (HIO) (Fienup 1978). HIO keeps the same
scheme of ER, but it introduces a novelty with respect to how the support constraint is
applied. This method takes into account the error of the current estimation of ρ thanks
to a feedback parameter β. Following Fienup’s original description, its action is described
by the following relation:
ρn+1 =
{
PMρn, if Si,j = 1
(1− βPM)ρn, if Si,j = 0
(1.29)
Coherent Diffraction Imaging 15
Figure 1.10: Geometric representation of the Hybrid Input Output algorithm.
In particular, the more precise the estimation of the support shape is, the nearer the
value of β to 1. In order to graphically visualize its way of acting, it is worth introducing
a linear definition of its dynamics:
ρn+1 = [PSPM + PS⊥(1− βPM)] ρn (1.30)
where the operator PS⊥ = 1 − PS is the projector on the set S⊥, as easily perceptible
from Fig.1.10.
The HIO algorithm speeds up convergence with respect to ER and overcome a lot of
the issues concerning stagnation in local minima. It strongly perturbs the guess ρ from
a step to the following: for this reason HIO is particularly ergodic, which means that it
is able to widely explore the space. In the context of golf, a ball launched with the HIO
algorithm travels much more than the ER one before stopping in a minimum. The price
to pay for this ergodicity is that the ball may pass very near to the solution and then run
away.
Both HIO and ER belong to the category of iterative projection algorithms, a set
which nowadays includes many different approaches, all of them based on the cyclical
imposition of the constraints M and S through the use of projectors. All of them were
born as attempts to find out the better compromise between the stability of ER and the
ergodicity of HIO. The following subsections are just a list of the most common algorithms
developed after HIO and ER, with a brief description and a geometric representation
depicted at the end of this digression.
1.5.1 Solvent Flipping
The Solvent Flipping (SF) algorithm (Abrahams & Leslie 1996) is the simplest one after
the ER, and it derives from the latter by replacing the projector on the set S with its
reflector RS . Thus, a step of SF is trivially described by:
ρn+1 = PMRSρn (1.31)
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1.5.2 Difference Map
The Difference Map (Elser 2003) is actually a set of algorithms, all described by the
following equation:
ρn+1 = {1 + βPS [(1 + γm)PM − γm]− βPM [(1 + γs)PS − γs]} ρn (1.32)
Ideal values for the best convergence are γs = −β−1 and γm = β−1. With this values,
Eq.(1.32) turns into a simpler form:
ρn+1 = {1 + PS [(β + 1)PM − 1]− PM [(β − 1)PS + 1]} ρn (1.33)
It’s worth noting that the operation PM, which involves the computation of one FT
and one inverse FT, is required here twice, such that the computational cost for the DM
algorithm is nearly twice than, for example, the HIO.
1.5.3 Averaged Successive Reflections
The Averaged Successive Reflections (ASR) (Bauschke et al. 2002) is strictly bounded to
the HIO. In particular, it is a HIO algorithm where the feedback parameter β = 1, i.e.:
ρn+1 =
1
2
[RMRS + 1] ρn (1.34)
1.5.4 Hybrid Projection Reflection
Hybrid Projection Reflection (HPR) (Bauschke et al. 2003) derives from a relaxation of
ASR:
ρn+1 =
1
2
{RS [RM + (β − 1)PM] + 1 + (1− β)PM} ρn (1.35)
It is mathematically equivalent to HIO if the positivity of the retrieved function is not
imposed.
1.5.5 Relaxed Averaged Alternating Reflectors
The Relaxed Averaged Alternating Reflectors (RAAR) algorithm (Luke 2004) gets the
following form:
ρn+1 =
{
1
2
β [RSRM + 1] + (1− β)PM
}
ρn (1.36)
It’s worth noting that, in case of β = 1, HPR, ASR and RAAR coincide.
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(a) SF (b) DM
(c) ASR
(d) HPR
(e) RAAR
Figure 1.11: Geometric representation of the most common iterative projection algorithms
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(a) ρbest (b) ρaver
(c)
Figure 1.12: The best reconstruction (a) and the average one (b). In (c), a simplified geometric
representation of (a) and (b), which is the average between the two red dots.
1.6 The state of the art (and its issues)
Algorithms presented in the previous section are the most widespread in literature. How-
ever, it is still very common to see high-level CDI results where the phase retrieval pro-
cedure has been performed by simply alternating HIO and ER algorithms. This means
that, despite decades of development in phase retrieval algorithms, none of them has rep-
resented a concrete revolution in this field. It can be stated without doubts that the main
improvements in CDI results are, instead, the outcomes of remarkable enhancements in
the data acquisition phase and in computing hardware. In particular, the latter allowed
scientists to perform many phase retrieval runs on the same dataset, getting a multitude of
different results from the same diffraction pattern. Coming back to the golfer metaphor,
it’s as like as we have at our disposal a team of golfers composed by R players, and each of
them is randomly placed in the golf course. These golfers hit their balls, and these balls,
moving in the field, approach to a point of minimum altitude. At this point, the solution
can be computed in different ways. The first is to label as solution the ball that reached
the lowest point among the R ones, that is the phase retrieval run ρbest which reached
the lowest error, defined by Eq.(1.20). The risk correlated to this approach is that this
solution could be really far from the true one, if the reached point is a local optimum.
This situation is very common in CDI, where both low knowledge about the support
function and noise in acquired data produce many deep local optima far away from the
solution. The second way is to consider as solution the average position, ρaver, computed
on a set of best results Rb among the R ones. This approach is commonly undertaken
because it protects from the risk mentioned before. On the other side, averaging the best
results Rb doesn’t ensure to decrease the error value nor to come closer to the solution.
Fig.1.12 well depicts these situations. In particular, it represents two results on a
trivial example, where R = 1024. Fig.1.12a represents the best retrieval ρbest, i.e. the
one with the lowest error. Fig.1.12b shows, instead, the average ρaver on the best Rb
reconstructions. The latter appears clearer and less noisy, even if its error, computed
via Eq.(1.20), is more than four times higher with respect to ρbest. This situation is
well exemplified by Fig.1.12c: the density with the lowest error is, actually, far from the
solution. The average between two results (Rb = 2 in this trivial representation) is instead
much closer to the solution, but its error is higher.
Even if, at a first glance, the high error of the average doesn’t look as an issue, it is
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Figure 1.13: An pictorial description of a typical phase retrieval result. The gray value in
the background is proportional to the error value. Each red dot in the plot represent a result
of an independent phase retrieval procedure: the one labeled as ρbest corresponds to the result
with the lowest error. The blue point is obtained by averaging the coordinates of the red points.
The green dot highlights the solution, which is placed where the error value reaches its global
minimum. It represents a quite common situation when facing the phase retrieval problem, where
many independent phase retrieval procedures started from different random starting guesses are
performed: the best reconstruction is not the nearest to the solution and the average is nearer
than the best but has a higher error value.
actually a concrete problem to deal with.
Fig.1.13 is a visualization of a hypothetical phase retrieval where the matrix ρ has
only two entries. A single point in a 2D cartesian plot uniquely defines ρ, where its
coordinates (x, y) are the values ρ1 and ρ2. The grayscale background depicts the error of
those reconstructions. Red points are the Rb results, i.e. the balls launched by the golfers
team that have reached the lowest altitude. As said in the previous sections, the solution
ρsol resides in the point with the lowest altitude, that is the point with the lowest error.
Fig.1.13 well depicts some issues to be faced during phase retrieval:
• The point nearest to the solution is not the one with the lowest error.
• Many reconstructions have some coordinates really near to the solution ones, while
the other coordinates are totally wrong (see the groups below on the left and up on
the right).
• The average has an error higher than both the nearest point to the solution and the
point with lowest error.
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• The average has lost the “good parts” of the single reconstructions. Even if some
reconstructions well retrieved the first component and some others the second, their
average has a worse value for both the two components.
After these considerations, issues concerning the average start to appear. In particular,
the average of a set of reconstructions {ρr}r=0,..,R−1 keeps their common features. On
the other side, pixels whose values vary inside {ρr} are suppressed, as previously depicted
by Fig.1.13.
Fig.1.14a shows a phase retrieval result started from a random initial guess, after 100,
500 and 1000 iterations of HIO respectively. Fig.1.14b shows, instead, their discrepancy
with the diffraction pattern Ii,j . These images represents, for every coordinate (i, j), the
value
||ρ˜i,j |−Mi,j |
Mi,j
. White pixels represent a discrepancy greater than 33%. Fig.1.14b well
describes the behavior of a standard phase retrieval procedure: the information firstly
retrieved by algorithms is the one concerning low resolution features (the central part of
the diffraction pattern), while the final reconstruction error E[ρ] is mainly provided by a
discrepancy with the experimental data at high resolution.
Fig.1.14c shows, instead, the discrepancy between the phase of the retrieved density
and the phase of the solution, known in this artificial CDI example. For every coordinate
(i, j), the value | arg[ρ˜i,j ]− arg[ρ˜soli,j ]|. White pixels represent a discrepancy of pi.
Comparing Fig.1.14b and Fig.1.14c, the correlation between the two kind of discrep-
ancy looks striking. The only one that can be computed on a real CDI experiment is the
discrepancy with the diffraction pattern, but, as this example shows, there is a reasonable
certainty that a wrong estimated amplitude carries with him a wrong retrieved phase.
At this point, let’s have a look on the effects that this consideration has on the
computation of the average. The computation of the arithmetic average can be performed
both in the direct and in the reciprocal space, i.e.:
ρaveri,j =
1
R
R−1∑
r=0
ρri,j (1.37)
ρ˜averi,j =
1
R
R−1∑
r=0
ρ˜ri,j . (1.38)
The linearity of the Fourier Transform ensures that Eq.(1.37) and Eq.(1.38) give the same
result:
DFT[ρaver] = ρ˜aver (1.39)
which means that the Fourier Transform of the average is equal to the average of the
Fourier Transforms.
When the average is computed on the set on independent reconstruction results
{ρr}r=0,..,R−1, it keeps the common features, while it tends to suppress peculiar details
of each element. In particular, the common features inside the set {ρr} correspond to
those coordinates whose value is well retrieved by all of the {ρr}, such that ρri,j ≈ ρaveri,j
and Mi,j ≈ |ρaveri,j |. Those coordinates whose value has, instead, a high discrepancy with
the experimental data, carry also a wrong estimation of the phase, as we have previously
seen. Wrong estimated values differs from a reconstruction to an other, due to the fact
that the retrieval results {ρr} stared from different configurations. It means that, when
computing the average on those coordinates, the result given by Eq.(1.38) tends to be
similar to the arithmetic average of R random complex numbers, whose value goes to
0. Thus, in this case, |ρaveri,j |  Mi,j . Due to the fact that, as previously stated and
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Figure 1.14: Characterization of a typical phase retrieval process. Fig.1.14a are the real space
images of the reconstruction after 100, 500 and 1000 iterations respectively: only the pixels
inside the support function are displayed. Fig.1.14b is the discrepancy between the amplitude of
their Fourier Transform and the amplitude of the solution. Fig.1.14c is instead the discrepancy
between the Fourier phases of the reconstruction and the phases of the solution. The algorithm
retrieves the correct density starting from the low frequencies (i.e. the central part of diffraction
data) which correspond to low resolution features in real space. It is evident, by comparing
Fig.1.14b and 1.14c, the strong correlation between the error on the amplitudes (which is the
discrepancy between the reconstruction amplitude and the diffraction pattern) and the error on
the phase (which is unknown for a real CDI experiment).
showed in Fig.1.14b, the error of the reconstructions resides in those pixels that provide
high-resolution details, the average is characterized by lower values at high frequency with
respect to the solution. At the end of the story, the average ρaver tends to look like a
solution ρsol subjected to a low-pass filter.
This is the reason why the average, at the end, does not enhance the reconstruction
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quality by avoiding artifacts, but it simply sweeps them under the carpet.
An better approach to exploit these set of results {ρr}r=0,..,R−1 is, thus needed.
Maybe, a better communication among the golfers team could help.
Chapter 2
Memetic Phase Retrieval
2.1 A smarter way
Recalling what has been told at the end of the previous chapter, a smarter way to exploit
the results of many phase retrieval runs is needed. This set of results carries inside a lot
of information which a simple arithmetic average cannot fully exploit.
The state of the art previously described requires a set of R phase retrieval procedures
starting from a set of different (usually random) initial configurations {ρrstart}r=0,..,R−1.
Each of them, after a defined number of iterations of phase retrieval algorithms, becomes
a solution guess, such that a set of final states {ρr}r=0,..,R−1 is taken into account to elect
the solution.
Under the optimization point of view, this approach is really near to what is called
random search (Rastrigin 1963). This stochastic optimization method is trivial, and
consists in proposing many solution guesses that are randomly built. Their error is then
evaluated and a final solution is elected among them. The standard approach to the phase
problem is a sort of random search for phase retrieval, enhanced by the use of iterative
algorithms that refines the randomly proposed solutions. Thus, from now on, we will
refer to this method as Random Phase Retrieval (RPR).
It is well known that optimization via a random search approach is very general (it
needs only the optimization target, without requiring its continuity or differentiability)
(Matyas 1965). The price to pay for this generality is its high inefficiency (Sarma 1990).
This limitation derives from the total independence among the different results. Some
first attempts to overcome the issue were performed by Marchesini et al. (2005) and Chen
et al. (2007). These methods, called respectively Averaged Relaxed Average Alternating
Reflections and Guided Hybrid Input-Output represent a first step beyond the mere RPR
approach, because they exploit the output of a RPR procedure to feed a subsequent one.
As seen before, speaking about Fig.1.13, it is common in phase retrieval that each ρr
provides, along with some “bad features”, some good ones. Following the trivial example
in the figure, if we create a new ρ by combining the first component of a ρr on the top
right and the second component of a ρr on the lower left, this new solution guess will
be very close to the actual solution to the phase problem. Despite it appears trivial, the
main problem is that, in a realistic case, we do not have any idea about the coordinates
of the solution, nor its direction. This implies that we can only compute how good a ρr
is, but we cannot discriminate the well retrieved coordinates from the bad ones.
The only way to combine different coordinates is, at the end of the story, to perform
it randomly, hoping that a combination of two good ρr can give life to a better one. This
means to create a new set of solution guesses {ρ˙r}r=0,..,R−1 from the previous set of final
23
24 2.1 A smarter way
Figure 2.1: Graphic representation of the combination of 4 different phase retrieval results (red
dots) to generates 4 new guesses that are used as a new starting point for iterative algorithms
(blue dots).
states {ρr}r=0,..,R−1, such that:
ρ˙ri,j =
{
ρr1i,j , for some (i, j)
ρr2i,j , for the others
(2.1)
where r1 and r2 are indexes of two “good” elements in {ρr}.
A trivial representation of this operation, where ρ = (ρ1, ρ2), is presented in Fig.2.1.
Here, red dots represent {ρr}r=0,..,3 while the red trajectories describes their previous
movement in the space thanks to iterative algorithms. Blue dots are, instead, the elements
of {ρ˙r}r=0,..,3. The new densities, due to the operation described in Eq.(2.1), are no more
in a local optimum of the error function. Thus, it is convenient to use them as a new
starting guess for a new set of phase retrieval procedures, whose action is exemplified
by blue lines of Fig.2.1. This means that the blind golfers in the team, after having
recombined their position, launch again their balls.
If the operation of mixing the components (Eq.(2.1)) is repeated, i.e. it is iteratively
applied to a set of solution guesses {ρr}r=0,..,R−1, this produces an evolution of the
elements inside this set. This evolution is peculiar of a class of stochastic optimization
algorithms, called Evolutionary Algorithms (EAs) (Ba¨ck et al. 1997; Eiben et al. 2003;
Ashlock 2006). This approaches imitates the natural evolution process by treating every
free parameter of the optimization , in our case arg[ρ˜ij ], as a gene. Thus, a complete set
of values for these genes is provided by a single guess ρ, which, in this context, can be
interpreted as the genetic pool.
EAs, following the action of nature on genomes, treat a set of genetic pools (in our
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case the set {ρr}r=0,..,R−1) as a population of individuals. This population evolves thanks
to the action of the Selection and Crossover operators, which recursively create a new
population (blue dots of Fig.2.1) by mixing the genes of the old one (red dots). Within
this formalism, we will refer to Pparents as the set {ρr}r=0,..,R−1 (red dots) and Psons as
the newly created set {ρ˙r}r=0,..,R−1 (blue dots).
In nature, the Selection operator plays the role to promote the reproduction for those
individuals that are better suited for the environment they live in. A famous example
are giraffes: due to their need to eat leaves from tall trees, the individuals with a longer
neck had an advantage with respect to the others because they had the opportunity to
eat more, be more strong and healthy. These features made those individuals more fertile
and more attractive for reproduction. In our case, it is suddenly clear that the role of this
attractiveness is played by the error function E[ρ], defined by Eq.(1.20). The individuals
that better suits the “phase retrieval environment” correspond to the ones with a lower
error value, or, to be more “naturalistic”, an higher fitness value F defined as follows:
F [ρ] = E[ρ]−1 (2.2)
Thus, the role of the Selection operator is to assign to every ρr ∈ Pparents a fitness
value and to make a ranking1. A common way to perform this ranking is to rearrange the
set Pparents into an ordered set Pselected with the same elements inside, but sorted from
the best to the worst. This operation can be written as follows:
SˆPparents = Pselected : F [ρi] ≥ F [ρj ] ∀ρi, ρj ∈ Pselected, i < j (2.3)
The second fundamental operation that allows the natural evolution is the Crossover.
This operation provides a new individuals by combining two belonging to the population.
In mathematical terms, the crossover is an operator Cˆ which, generically speaking, acts
on a set of genetic pools as follows:
CˆPparents = Psons (2.4)
Its detailed action will depend on what is considered as the genetic pool of the indi-
viduals. The main feature is, however, that parents with higher ranking are preferred for
the generation of a new individual.
Another operation, never mentioned before but intrinsic of natural evolution, is the
Mutation one. Under the biological point of view, it turns out to be the fundamental step
responsible of the speciation phenomenon, and the differentiation of races inside the same
species. The mutation is a random modification of a genetic pool which happens indepen-
dently from other factors. Without this operation, a population of different genetic pools
is doomed to collapse to a unique one. Thus, the Mutation operation plays a main role
in the adaptation because it introduces new features in the population. Some mutations
are penalizing (like a giraffe with a shorter neck), some others rewarding (a longer neck),
as the Selection step will judge. In our case, given a population of candidate solutions P
the Mutation operator Mˆ acts as:
MˆP = Pmutated (2.5)
where the elements inside Pmutated are similar to the ones in P, but randomly modified
in some of their components.
1In the context of Evolutionary Algorithms, the Selection operator includes also the choice of the
parents for each element that will compose the next generation. In this description, however, this role is
demanded to the Crossover step.
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These three operators, i.e. Selection, Crossover and Mutation, if iterated, give life
to a particular EA, called Genetic Algorithm (GA) (Goldberg 1989; Koza 1994; Schmitt
2001). This approach is known to be a very general stochastic optimization method, due
to the only need of the fitness value to optimize a quantity, without the requirement, for
example, of the evaluation of its gradient.
In this digression we have temporary shelved the iterative projection algorithms pre-
sented in the previous chapter, such as Hybrid Input Output and Error Reduction. At a
first sight, these approaches seems to be alternative to the presented GA. However, HIO
and ER can be easily included in a random search approach as we said before, giving rise
to what we called Random Phase Retrieval in the first lines of this chapter.
Following the same idea, those iterative projection algorithms can be easily included in-
side the EA framework. To do so, let’s introduce a new operator Iˆ, called Self-Improvement.
This operator acts on each ρ in P independently, by subjecting it to some iterations of
projection-based algorithms. Calling IP[n]ρ(0) = ρ(n) the application of n iterations of a
standard projection algorithm on a given guess ρ, the Self-Improvement operator acts as
follows:
IˆP = {IP[n]ρ(0)0, IP[n]ρ(0)1, ..., IP[n]ρ(0)R−1} =
= {ρ(n)0, ρ(n)1, ..., ρ(n)R−1} = P improved (2.6)
If the operator of Self-Improvement is added to Selection, Crossover and Mutation,
this quartet of operators defines a peculiar kind of EA, called Memetic Algorithm (MA)
(Moscato et al. 1989, 2004; Moscato & Cotta 2003; Ong et al. 2010). This type of stochas-
tic optimization procedure is conceptually identical to a GA, but introduces a further
dynamic beyond the purely-stochastic genetic one. In fact, each individual belonging
to the population of candidate solutions P has the opportunity to improve itself (Self-
Improvement) before Selection. Under a biological point of view, the single individual
can develop a “culture” during its life that enhances its probability or reproduce. As the
dictionary says, a Meme is “an element of a culture or system of behaviour passed from
one individual to another by imitation or other non-genetic means”: for this reason, this
approach is addressed as Memetic.
Defining a MA framework for phase retrieval is now trivial, because it only needs
the correct placing of Selection (Eq.(2.3)), Crossover (Eq.(2.4)), Mutation (Eq.(2.5)) and
Self-Improvement (Eq.(2.6)).
Given a starting population of candidate solutions to the problem P(0), a generation
of Memetic Phase Retrieval (MPR) (Colombo et al. 2017) algorithm is described as:
P(n+1) = Iˆ Mˆ Cˆ SˆP(n) (2.7)
Within the same formalism, just for comparison, it is possible to describe the Genetic
Phase Retrieval (GPR):
P(n+1) = Mˆ Cˆ SˆP(n) (2.8)
and the Random Phase Retrieval (RPR):
P(n+1) = Iˆ SˆP(n) (2.9)
The flowchart in Fig.2.2 outlines the MPR operations defined by Eq.(2.7): also RPR
and GPR are represented. If, from one side, the RPR approach corresponds to the
standard one, some words should be spent about the GPR one. Pure Genetic Algorithms
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Selection
Psorted = SˆP
The population P
is sorted according
to the fitness value
of each element ρr
Has ρbest ≡ P0
reached the desired
fitness?
ρout = ρbest
Crossover
Psons = CˆP
A new population is
created by combining
selected parents
Mutation
Pmutated = MˆP
Every ρ may be
randomly modified
Self Improvement
P improved = IˆP
Every ρ is subjected
to local optimization
Initialization
Define an initial set
P = {ρp}p=0,...,P−1
no
RPR
yes
MPR
GPR
Figure 2.2: The Memetic Phase Retrieval algorithm flowchart, which is composed by the
iteration of the Selection, Crossover, Mutation and Self-Improvement steps. It’s worth noting
that, inside this scheme, it is possible to visualize also the flowchart of the Random Phase
Retrieval (RPR) approach, which lacks the Crossover and Mutation operators, and the Genetic
Phase Retrieval approach, which lacks the Self-Improvement step.
are known to be very ductile, as said before. The price to pay is the inefficiency: it means
that the higher the number of free parameters of the optimization problem, the higher the
number of individuals of the population. Such a high dimensionality optimization problem
like phase retrieval would require an unacceptable computational cost, concerning both
memory occupancy and computation weight. For this reason, at the moment and with
the current computing hardware a pure stochastic GA isn’t a viable way (even if it could
be in a, probably far, future).
After this last comment, it’s time to completely focus on the title of this chapter (as
well as the main topic of this work), that is the Memetic Phase Retrieval approach.
2.2 Implementation
In this section implementation aspects of MPR will be deepened. In particular, its steps
will be described using pseudocodes. Just to become familiar with pseudocode notation2,
let’s describe the trivial operations of the projection operators defined by Eq.(1.23) and
Eq.(1.24).
Given these two implementations, it’s now trivial to implement the function that
performs nit iterations of Error Reduction algorithm, as described by Alg.2.
A little more complex implementation is required by the Hybrid Input Output algo-
rithm, due to the fact that the support constraint is no more a simple projection operation.
The following Alg.3 describes the implementation of the HIO approach.
2In the following pseudocodes, for loops like the one at line 3 of Alg.1 must be interpreted as nested
loops where the two indexes assume values from 0 to N − 1.
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Algorithm 1 Implementation of the two projectors PM and PS
1: function Pm(ρ)
2: ρ˜ ← DFT(ρ)
3: for i, j ← 0 to N do
4: ρ˜[i, j] ← M [i, j] ∗ exp(√−1 ∗ arg(ρ˜[i, j]))
5: end for
6: ρ ← DFT−1(ρ˜)
7: return ρ
8: end function
1: function Ps(ρ)
2: for i, j ← 0 to N do
3: if S[i, j] = 0 then
4: ρ[i, j] ← 0
5: end if
6: end for
7: return ρ
8: end function
Algorithm 2 Error Reduction
1: function ER(ρ, nit)
2: for i← 0 to nit do
3: ρ ← Pm(ρ)
4: ρ ← Ps(ρ)
5: end for
6: return ρ
7: end function
At this point, we can proceed with MPR implementation. A first consideration is
that MPR is implemented in C++ language. C++, like other high-level programming
languages (like Fortran, Java, Python), is object-oriented. This, put simply, means that
the user its free to create new data types (objects) by collecting the fundamental types.
In C++, those objects are called Classes. The flexibility of objects allows us to define
the single properties of an individual of the population, declared by Alg.4.
Then, an array of individuals is declared, such that the value of the matrix ρ at
coordinates (i,j) of the individual with index r inside P is accessed through P[r]  ρ[i, j].
The error value of the same individual with index r in P is P[r] E. Let’s now proceed to
show the implementation of each step of Fig.2.2, starting from the Initialization one.
2.2.1 The Initialization step
The Initialization step is responsible of the creation of the starting population P, i.e.
the array of individuals. The starting guesses for the population are randomly made,
starting from a single given ρstart as Alg.5 describes.
Here, the coefficient CRF ∈ (0, 1], let’s call it random fill coefficient, depends on the
confidence level we have in the starting guess ρstart. If ρstart is known to be far from the
solution, CRF will have values near or equal to 1. This means that InitDensity(ρ
start)
returns a matrix ρ with totally random values, due to the assignment of fully random
phases in the reciprocal space. On the other side, the nearer ρstart to the solution, the lower
Algorithm 3 Hybrid Input Output
1: function Cs(ρ,ρ′)
2: for i, j ← 0 to N do
3: if S[i, j] = 0 then
4: ρ[i, j] ← ρ′[i, j]− β ∗ ρ[i, j]
5: end if
6: end for
7: return ρ
8: end function
1: function HIO(ρ, nit)
2: for i← 0 to nit do
3: ρ′ ← ρ
4: ρ ← Pm(ρ)
5: ρ ← Cs(ρ,ρ′)
6: end for
7: return ρ
8: end function
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Algorithm 4 Implementation of the population P
1: Class Individual
2: ρ . The matrix of complex values
3: S . The support function
4: M . The matrix containing the measured amplitudes
5: E . The assigned error value
6: F . The assigned fitness value
7: EndClass
8: P = Individual[R] . C-style declaration of an array of R elements of type Individual
Algorithm 5 The Initialization step
1: function InitDensity(ρstart)
2: ρ ← ρstart
3: ρ˜ ← DFT(ρ)
4: for i, j ← 0 to N do
5: Phase ← arg(ρ˜[i, j]) +CRF ∗Rand(−pi, pi)
6: ρ˜[i, j] ← M [i, j] ∗ exp(√−1 ∗ Phase)
7: end for
8: ρ ← DFT−1(ρ˜)
9: return ρ
10: end function
1: function Initialization(P, ρstart)
2: for r ← 0 to R do
3: P[r]  ρ ← InitDensity(ρstart)
4: end for
5: return P
6: end function
the value of CRF . Fig.2.3 well exemplifies the concept, where two different populations
P have been initialized via the function Initialization with different values of CRF .
2.2.2 The Selection step
As previously said, the Selection step has the role to promote those elements inside P that
reached the highest fitness values. As mentioned before, this step is actually composed
by two sub-steps: the error evaluation and the sorting. The first is based on Eq.(1.20),
while the latter sorts the population P, which is implemented as an array, such that the
first element P[0] is the one with the highest fitness value (Eq.(2.2)). The description of
this step is provided by Alg.6.
Algorithm 6 The Selection step
1: function GetError(ρ)
2: ρ˜ ← DFT(ρ)
3: Error ← 0
4: Norm ← 0
5: for i, j ← 0 to N do
6: Error ← (M [i, j]− |ρ˜[i, j]|)2
7: Norm ← M [i, j]2
8: end for
9: return
√
Error/Norm
10: end function
1: function Selection(P)
2: for r ← 0 to R do
3: P[r]  E ← GetError(P[r]  ρ)
4: P[r]  F ← 1/P[r]  E
5: end for
6: P ← Sort(P)
7: return P
8: end function
The function GetError provides indeed a normalized version of Eq.(1.20), as can
be easily seen at line 9, where the normalization is the sum of all the square amplitudes
(line 7). After this Selection step, an if clause will determine the end of the whole
procedure if the desired error value has been reached by P[0], such that if P[0]  E ≤
Edesired then Exit().
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Figure 2.3: Exemplification of the Initialization step. Given a starting guess (green dot), blue
dots depicts a population P initialized with a high value for CRF , while a lower value produces
a less spread population (red dots).
2.2.3 The Crossover step
The Crossover operation is the core of any EA. Its role is the creation of a new population
of candidate solutions to the problem by mixing the genes of parents. In our case, those
genes are the single entries of the matrix ρ. Let’s proceed, dividing its implementation in
smaller sections. The first operation for a crossover is the retrieval of the parents. As said
before, these parents must be extracted from the population P, preferring the ones with
lower index (due to the action of the Selection operator). This extraction is accomplished
by a rigged roulette method, defined in Alg.7.
Algorithm 7 The Crossover step: the Rigged Roulette
1: function Roulette(P)
2: index ← b Rand(0,1)CR ∗ (R− 1)c
3: return P[index]  ρ
4: end function
The operation encoded at line 2 first of all extracts a random number with a flat
distribution in the range [0, 1). Then, this value is elevated to the power CR, called rigged
roulette coefficient. When CR > 1, Rand(0, 1)
CR turns into an unbalanced distribution,
where values near 0 are more likely than values near to 1. Thus, because all is multiplied
by (R− 1), the integer part of Rand(0, 1)CR ∗ (R− 1) will become an integer distribution
in [0, R − 1] where the closer the value to 0, the easier it is to be extracted. In this way,
the function Roulette will provide an element of the population, which will be more
likely to come from the first part of the array P.
The second component of the Crossover operator concerns the way in which the
genetic pool is mixed. As said before, the genetic pool is represented by the values ρij at
each coordinate (i, j) of the matrix ρ. A “standard” crossover requires two parents ρp1
and ρp2 , and the result of their merging ρson has values ρsonij which are randomly inherited
from ρp1 or from ρp2 . In MPR a peculiar type of crossover has been implemented instead,
called Differential Crossover (Storn & Price 1997), which requires four parents, ρp1 , ρp2 ,
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ρp3 and ρp4 , instead of two. Its implementation is declared by Alg.8.
Algorithm 8 The Crossover step: Part II
1: function Reproduction(ρp1 , ρp2 , ρp3 , ρp4 )
2: ρ
3: for i, j ← 0 to N do
4: if Rand(0,1) > CGB then
5: ρ[i, j] ← ρp1 [i, j]
6: else
7: ρ[i, j] ← ρp2 [i, j] + CD ∗ (ρp3 [i, j]− ρp4 [i, j])
8: end if
9: end for
10: return ρ
11: end function
This implementation depends on two parameters. The first one, CGB , is called Genetic
Balance Coefficient, and defines how many pixels of the newly created ρ are chosen from
ρp1 or from the combination of the other three parents. Its value runs from 0 to 1: 0.33
means, for example, that about two thirds of the values are taken from ρp1 , while for
CGB = 0.5 about the half. The second parameters CD is called Differential Coefficient.
Possible values go from 0 (in this case it is equivalent to a “standard” crossover) up to,
commonly, 2, while a standard value is CD = 1. The role of this Differential approach
is to better explore those coordinates (i, j) whose value varies a lot from an individual
to an other. If two parents ρp3 and ρp4 are selected, whose values at coordinates (i, j)
differ a lot, the generated son ρson will have a value ρsonij really different from both ρ
p2 ,
ρp3 and ρp4 . Thus, this approach aims to better explore the space of configurations on
those coordinates that are held responsible for the missing achievement of the solution.
Once we have seen how parents are extracted and how they are combined to give life
to a new candidate solution, its now the time to show how those functions are exploited
to generate a new population of candidate solutions from the previous one. Alg9 provides
the implementation of the whole Crossover operator.
Algorithm 9 The Crossover step: Part III
1: function Crossover(P)
2: Psons = Individual[R]
3: if FFC = 1 then
4: for r ← 0 to R do
5: P[r]  ρ ← DFT(P[r]  ρ)
6: end for
7: end if
8: for r ← 0 to R do
9: ρp1 ← Roulette(P)
10: ρp2 ← Roulette(P)
11: ρp3 ← Roulette(P)
12: ρp4 ← Roulette(P)
13: Psons[r]  ρ ← Reproduction(ρp1 ,ρp2 ,ρp3 ,ρp4 )
14: end for
15: P ← Psons
16: if FFC = 1 then
17: for r ← 0 to R do
18: P[r]  ρ ← DFT−1(P[r]  ρ)
19: end for
20: end if
21: return P
22: end function
The core of this step runs from line 8 to line 14, which is a loop on each element of
Psons. Inside this loop, every Psons[r] is generated by combining via Alg.8 four parents
extracted by Alg.7. The only parameter in this block is the Fourier Crossover Flag FFC .
If false (FFC = 0), the genetic pool is is considered to be the entries of ρij in direct space.
32 2.2 Implementation
Figure 2.4: Exemplification of the Mutation step. Given the population P (blue dots), the
Mutation operator randomly moves every element of P, generating a new population Pmutated =
MˆP (red dots).
If true, the crossover acts instead on the Fourier representation of ρ, i.e. the genetic pool
becomes the entries of FT[ρ]ij .
2.2.4 The Mutation step
Let’s proceed now with the implementation of the mutation operator. In a standard GA,
this operator is the true responsible of the GA success in optimizing the fitness values.
In fact, as exemplified in Fig.2.4, this operator randomly moves each P[r] in the space of
configuration by modifying the values P[r]  ρij .
Its implementation is shown in Alg10 and depends on three parameters, CMP , CMF
and CML.
Algorithm 10 The Mutation step
1: function Mutation(P)
2: for r ← 0 to R do
3: if Rand(0,1) < CMP then
4: ρ˜ ← DFT(P[r]  ρ)
5: for i, j ← 0 to N do
6: if Rand(0,1) < CMF then
7: phase ← arg[ ˜ρ[i, j]]+Rand(−CMLpi,CMLpi)
8: ˜ρ[i, j] ← | ˜ρ[i, j]| ∗ exp(√−1 ∗ phase)
9: end if
10: end for
11: P[r]  ρ ← DFT−1(ρ˜)
12: end if
13: end for
14: return P
15: end function
The first one, the Mutation Probability Coefficient, defines how likely a mutation is.
For example, CMP = 0.2 means that about one individual every five will be subjected to
mutation.
The second parameter CMF , called Mutation Fraction Coefficient, determines instead
how many genes (i.e. coordinates (i, j)) will be mutated, such that, if CMF = 0.5, about
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the fifty percent of them will be modified.
The latter CML, the Mutation Level Coefficient, tunes the entity of the mutation. For
example, if CML =
1
3 , the phase will be shifted by a random value in the interval [−pi3 , pi3 ].
As consequence, CML = 1 means that, for each coordinate elected for mutation, the phase
will get a fully random value.
2.2.5 The Self-Improvement step
The operators seen so far are the ones that defines what we have called Genetic Phase
Retrieval. This further Self-Improvement step, as said before, turns this approach into a
Memetic Algorithm.
As previously said, this step is nothing more than the application of iterative projection
algorithms on every candidate solution inside P. Its implementation is trivial. The tricky
point resides in the fact that any sequence of algorithms can be provided to the code,
such that there will be a list of Nalg algorithm names Aname and the relative list of the
number of their iterations, Ait.
Algorithm 11 The Self-Improvement step
1: function SelfImprovement(P)
2: for r ← 0 to R do
3: for n← 0 to Nalg do
4: if Aname[n] = ER then ER(P[r].ρ, Ait[n])
5: else if Aname[n] = HIO then HIO(P[r].ρ, Ait[n])
6: else if Aname[n] = RAAR then RAAR(P[r].ρ, Ait[n])
7: else if Aname[n] = DM then DM(P[r].ρ, Ait[n])
8: else if ... then ...(P[r].ρ, ...)
9: end if
10: end for
11: end for
12: return P
13: end function
If Aname = {HIO,DM,ER} and Ait = {20, 40, 10}, every P[r].ρ will undergo 20 itera-
tions of HIO, 40 of DM and 10 of ER.
2.2.6 Monitoring the process
A routine dedicated to the control of the procedure is necessary. In particular, the tools
useful to provide information about the behavior of the phase retrieval procedure are the
errors of the individuals (P[r].E), the image of the best individual and, as we will show
later, the image of the “average citizen” of this population. For this reason, the function
described by Alg.12 is inserted in the main loop of MPR.
Algorithm 12 The Monitor function
1: function Monitor(P)
2: Ibest ← P[0]
3: Iaver ← GetAverage(P)
4: PrintErrors(P)
5: PrintImage(Ibest)
6: PrintImage(Iaver)
7: return Ibest, Iaver
8: end function
This function retrieves the best individual Ibest of the population and the average
one, Iaver, computed via a simple arithmetic mean. After that, their images, Ibest  ρ
34 2.2 Implementation
and Iaver  ρ, are saved to the disk and returned by the function. Also the errors of every
element in P is printed to a file.
2.2.7 The MPR algorithm
At this point we are ready to build the house with the bricks we have created. The (very
simple) MPR main loop is depicted by Alg.13.
Algorithm 13 The MPR main loop
1: function MPR
2: R, N , CRF , CMP , CML, ... ← ReadParameters . Parameters are read from a configuration
file and their values are assigned
3: P ← Individual[R] . An array P of R Individuals is declared
4: M , S, ρstart ← ReadData . The matrices representing the Module M
and Support S constraint are read, along
with a starting guess, if provided
5: P ← Initialization(P, ρstart) ReadData . The array P is initialized
6: nstep ← 0
7: loop
8: P ← Selection(P)
9: Ibest, Iaver ← Monitor(P)
10: if P[0].E < Etarget ∨ nstep = Nsteps then
11: return Ibest.ρ . The algorithm ends if the desired error
value or if the maximum number of steps
are reached. The best individual is re-
turned as output
12: end if
13: P ← Crossover(P)
14: P ← Mutation(P)
15: P ← SomeOtherStuff(P)
16: P ← SelfImprovement(P)
17: nstep ← nstep + 1
18: end loop
19: end function
The first two functions called before the main loop have to role to read data from the
disk. The first one, ReadParameters, reads form a configuration file the value for those
parameters. The second function, ReadData, loads two matrices of size N×N , Mij and
Sij , that represent the two constraints of the phase retrieval problem, and a starting guess
for the density, if given. After the initialization step at line 5, the procedure enters in the
main loop, whose exit condition is the if clause at line 9. All of the functions called in
the main loop have been previously described, except the procedure SomeOtherStuff.
This function collects inside some operations that are peculiar of the treated experimental
data. Those operations will be described when results will be presented. Among them
there is, however, a noteworthy one, which in some sense can be interpreted as part of the
Self-Improvement step. Its name is Shrinkwrap algorithm (Marchesini 2007) and aims to
refine the estimation of the support function S, when the provided one is too inaccurate.
2.2.8 The MPR version of the Shrinkwrap approach
The main query concerning CDI that could have risen to the reader resides in the support
function. As said in the previous sections, the support function is a necessary constraint to
ensure the existence of a solution to the phase problem and provide sufficient information
to phase retrieval algorithms. The support function is, in practice, the shape of ρ, as
clearly depicted in Chapter I by 1.7b.
Defining an a-priori support function is nothing simple, because a pre-existent knowl-
edge on the sample is required. When, in 1999, the first CDI with X-rays was accomplished
(Miao et al. 1999, see) the shape of the support was provided by a low-resolution image
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Figure 2.5: A graphical exemplification of the action of the Shrinkwrap algorithm on the
support constraint S. Step by step, the Shrinkwrap algorithm tends to shrink the support
constraint, as the steps from light green to dark green describe.
of the sample from a X-ray microscope. This need of a-priori information was a strong
limitation: first of all, a non-perfect estimation of the support worsens a lot the algorithm
convergence performance. The second issue is much general, and resides in the fact that
a low-resolution image of the sample is, in most cases, unattainable. Thus, until 2003,
CDI could be interpreted just as a method to enhance resolution instead of a standalone
imaging technique.
Things, however, changed thanks to the work of Marchesini et al. (2003), when a
self-consistent method to extrapolate a support function was proposed, making CDI a
true high-resolution standalone imaging approach. The proposed method, subsequently
referred as Shrinkwrap, exploits the current estimation of ρ(n), which has undergone, let’s
say, n iteration of HIO algorithm, to provide a new estimation of the support Sij , which
will be used as the new support constraint for the next n iterations.
This method is formed by two main steps:
1. Smooth a given ρ by convolving it with a Gaussian function characterized by a given
σ. The higher the σ, the smoother the result.
2. Apply a threshold to the smoothed ρsmooth, such that the new support is Sij = 1 if
ρsmoothij > τ , Sij = 0 otherwise.
This operation, repeated every n iterations of iterative projection algorithms, sharpens
the support constraint. Under a conceptual point of view, this approach works well
because, shrinking the set S in Fig.2.5, it makes the gradient of the distance between
the two constraints much more marked, helping in this way the convergence of projection
algorithms.
On the other side, as Fig.2.5 depicts, this approach often tends to move away the
two sets also in the area near the solution. This phenomenon derives from the use of a
threshold value for the estimation of the support: it commonly throws away some low
intensity pixels in the direct space which, instead, should be retrieved. This effect is
usually neglected, due to the fact that those low intensity pixels are artifacts caused by
noise in the diffraction data.
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If, for a standard approach, this doesn’t represent a big issue, it is instead a problem
for the MPR approach. In fact, as can be understood again from Fig.2.5, a badly retrieved
ρ with a loose support function can provide an error lower than a good ρ with a tailored
support.
It turns out that the error value, provided by Eq.(1.20) and computed via Alg.6,
cannot be intended as an absolute parameter for the evaluation of the solution. Thus,
if the support function is independently updated for every individual P[r], the resulting
support functions P[r]  S will have different shapes and extensions. If the error value
is computed imposing supports with different extensions AS =
∑
ij Sij , it means that
the resulting errors are not comparable. If these errors are not comparable, the MPR
Selection step will fail to identify the best reconstructions and the procedure will go away
from the correct solution.
For this reason, the Shrinkwrap algorithm implementation inside MPR is more tricky.
In fact, for every MPR step, it is necessary that all the support functions P[r].S assigned to
each individual have the same area, in order to let the Selection provide a fair evaluation.
Alg.14 describes this implementation.
Algorithm 14 The MPR version of the Shrinkwrap algorithm: Part I
1: function EvolveSupport(P, Ibest)
2: AS ← GetSupportArea(Ibest  ρ)
3: for r ← 0 to R do
4: P[r]  S ← ShrinkWrap(P[r]  ρ,AS)
5: end for
6: return P
7: end function
Algorithm 15 The MPR version of the Shrinkwrap algorithm: Part II
1: function GetSupportArea(ρ)
2: ρsmooth ← Convolve(ρ, G(0, σ))
3: AS ← 0
4: for i, j ← 0 to N do
5: if ρsmooth[i, j] > τ∗ Max(ρsmooth) then
6: AS ← AS + 1
7: end if
8: end for
9: return AS
10: end function
This Shrinkwrap version is divided into two parts. The first part is represented by the
GetSupportArea function, whose implementation follows in Alg.15.
This routine, given an input density ρ, computes the area that would have the support
if it were updated via the Shrinkwrap algorithm. This area is computed on the best
individual Ibest and it is passed as an argument to the ShrinkWrap procedure which is
called for every individual in P.
The ShrinkWrap function of MPR, described by Alg.16, is a peculiar one. Instead
of accepting a threshold value τ for the support update, it gets the desired area AS .
Starting from this value, the procedure extract a temporary threshold value τLocal that
will provide the given support area.
This function EvolveSupport (Alg.14) has to be intended as part of the routine
SomeOtherStuff of Alg.13.
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Algorithm 16 The MPR version of the Shrinkwrap algorithm: Part III
1: function ShrinkWrap(ρ, AS)
2: Snew
3: Values
4: ρsmooth ← Convolve(ρ, G(0, σ))
5: for i, j ← 0 to N do
6: Values[i+N ∗ j] ← ρsmooth[i, j] . Values of the smoothed density are as-
signed to a one-dimensional array
7: end for
8: Values ← Sort(Values)
9: τLocal ← Values[AS ]
10: for i, j ← 0 to N do
11: if ρsmooth[i, j] > τlocal then
12: Snew[i, j] ← 1
13: else
14: Snew[i, j] ← 0
15: end if
16: end for
17: return Snew
18: end function
2.2.9 Table of MPR parameters
Fig.2.6 sums up the parameters on which an MPR phase retrieval procedure depends.
These parameters highly characterize the behavior of the algorithm, by making it more
stable or more ergodic. A section of the next chapter will be entirely dedicated to describe
MPR behavior as function of these parameters.
2.2.10 Dimensional considerations
What we have seen so far has been all presented in the 2D formalism. Actually, all the
showed pseudocodes can be trivially translated in the 3D case by performing few simple
replacements:
• Matrix indexes, i.e. the coordinates, become three. For example, ρ[i, j], M [i, j],
S[i, j] become ρ[i, j, k], M [i, j, k], S[i, j, k]
• As consequence, the for loops on matrix indexes become for i, j, k ← 0 to N .
• The Discrete Fourier transform has to be intended in 3D instead of 2D.
If under the implementation side differences between 2D and 3D are almost non-
existent, such that the same MPR code can run both in 2D and 3D, much more critical
computational issues arise. Let’s have a look on the computational weight of MPR ap-
proach, starting from its memory occupancy.
As shown by Alg.13, the array P ← Individual[R] is the main responsible of memory
occupancy. The memory use of a single P[r] is mainly due to the complex matrix P[r] ρ.
Thus, the memory occupancy of the whole approach can be extracted by the following
relation:
W = 2×ND × T ×R (2.10)
where N is the number of pixels on a coordinate, D is the number of dimensions (2
or 3), T is the size in Bytes of a single value ρij , R is the size of the population P.
The factor 2 derives from the Crossover step, where the population P and the new one
Psons must coexist. It’s worth noting that the value W provides only a lower bound to
memory occupancy, due to the fact that the matrices S (the support function) and M
(the diffraction data) are neglected.
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Name Range Description
R [4,∞) Number of individuals of the population P
CRF (0,1] Random Fill Coefficient: it regulates how
much the initial population is spread from the
initial guess;
CR (1, 3] Rigged Roulette Coefficient: the higher
the value, the more likely low error individuals
are used for reproduction
CGB (0,1) Genetic Balance Coefficient: fraction of
the genetic pool that will be inherited by the
combination of the second, the third and the
fourth parent, instead of the first, following
the Differential Crossover scheme.
CD [0, 2] Differential Coefficient: it sets the strength
of the differential part of the crossover opera-
tor. If 0, the crossover becomes of “standard”
type
FFC 0, 1 Fourier Crossover Flag: If 1, the crossover
is performed in reciprocal space, otherwise in
the real space.
CMP [0,1] Mutation Probability Coefficient: it is
the probability, for an element in P, to un-
dergo mutation
CMF [0,1] Mutation Fraction Coefficient: it is the
probability, for a given gene, to mutate
CML [0,1] Mutation Level Coefficient: it sets the
strength of the mutation. CML = 1 means
totally random.
Nalg1
Nalg2
...
[0, 100] Algorithm sequence: the sequence of algo-
rithms during the self-improvement step. E.g.,
NRAAR = 40, NASR = 20 means that 40 itera-
tions of RAAR and 20 of ASR are performed
on each individual.
Figure 2.6: Main MPR parameters. The first column refers to parameters names. The last
column, instead, is a description of the parameters. The column in the middle provides the
usual range for parameters: intervals delimited by round brackets mean that the extreme of the
interval is excluded, otherwise included (if denoted by square brackets). Limits in bold are strong
limits, i.e. lower (or higher) values are forbidden, otherwise the limit is only suggested and the
algorithm can accept also lower (or higher) values.
A common value for T is 8 Bytes, that is a complex value formed by two single-
precision floating point values. However, also double-precision values are possible, raising
T up to 16. In this case, we will assume single-precision, thus T = 8.
Common values for N depends on the experimental hardware, and in particular on
the detector features. However, setting N = 1024 could provide a realistic value.
For what concerns R, that is the size of the population P, there really isn’t an usual
value. It is usually chosen basing on the total memory available and/or the performances
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of computing hardware. Obviously, the higher R, the better the performance of MPR.
Let’s set it to R = 1024, but we will see in the next chapters that its value can be lower
or greater.
For the 2D case, i.e. D = 2, Eq.(2.10) provides a value of W 2D = 2×10242×8×1024 ≈
17.2GB for single-precision arrays. Even if some years ago this amount of memory was
available only on specific machines, nowadays it is provided also by high-end laptops.
If we perform the same estimation for the three-dimensional case, assuming the same
values for N , T and R, the result is three orders of magnitude higher, that is W 3D =
2 × 10243 × 8 × 1024 ≈ 17′600GB = 17.6TB. Moreover, it’s worth noting that the
numerical complexity is dominated by the computation of the Fourier Transform. The
Fourier Transform, in fact, is provided by the famous algorithm of Cooley & Tukey
(1965), addressed as Fast Fourier Transform. Its computational complexity, which is
strictly bound to the required computing time, scales at least with the following law:
C = ND log(ND) (2.11)
Other operations, which are mainly multiplications and additions inside loops on the
coordinates, scale instead linearly with ND. The ratio between the computational com-
plexity of the 3D case C3D and C2D is equivalent to C
3D
C2D
= 32N . If, as previously assumed,
N = 1024, the computing time for the 3D case is about 1500 times more than the 2D
one.
After this digression, it comes clear that this approach has an essential need of high
performance computing hardware. Nowadays High Performance Computing (HPC) facil-
ities can fulfill such requirements, but the implementation of MPR must be able to fully
exploit those resources, which are distributed memory architectures with many level of
computing parallelism.
2.3 Parallel implementation for High Performance Computing
Nowadays High Performance Computing hardware underwent many revolutions from the
last years of the 20th century until now. The first stage of its evolution was focused
on the increasing of the computing speed of a single computing core (the so-called clock
frequency). Then, the frequency of this hardware arrived near to its physical limit, or,
saying it better, the limit at which the ratio between power consumption and performance
was still acceptable. At this point the evolution of the hardware focused on distributed
systems, where many computing cores, with their own memory, were interconnected by
networks, opening the era of computer clusters. Also programming paradigms evolved in
order to fully exploit those architectures, and those years saw the birth of the Message
Passing Interface (MPI) protocol (Gropp et al. 1999), which still represents the main tool
for parallel programming on distributed memory systems. Starting from the first years
of this century, thanks to the increasingly miniaturization of transistors, the possibility
to place more than one computing core on a single chip became true, giving life to the
so-called multi-core systems. These system have the peculiarity that every computing
core can access to the same memory address space: for this reason, multi-core processors
follow the shared-memory paradigm. To fully exploit those systems and their strengths,
many programming paradigms were born, and among them the OpenMP library (Dagum
& Menon 1998). A third step was made in recent years (even if it was yet introduced at
the dawn of digital computers era in 1960s), when the possibility to shrink the transistor
size was approaching the physical limits. This last step involved the so-called instruction
level parallelism, with the Single Instruction Multiple Data (SIMD) paradigm (Hennessy
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& Patterson 2011). This parallelism is performed by introducing a vector computing unit,
able to perform the same instruction on different inputs at the same time.
These three levels of parallelism, which can be addressed as coarse-grained, fine-grained
and instruction-level, are not exclusive, such that modern HPC hardware provides all of
them. Thus, anyone who wants to fully exploit this hardware must be aware of this
concepts, and must know the necessary tools to get the maximum performance from it.
To sum up and clarify, modern HPC hardware commonly provides:
• Nnodes computing nodes, that are single stand-alone computing systems, with their
own computing unit and their own memory, interconnected by means of a network.
They represent the coarse-grained parallelism. A computing node cannot directly
access to the memory of an other, and the only way is to broadcast data over the
network.
• N cores computing cores on each computing node. They represents the fine-grained
level of parallelism. These cores has the access to the same memory, such that a
core can read data written by an other one.
For what concerns instruction level parallelism, it is a tricky point which, to a first
approximation, doesn’t influence the algorithm design.
Let’s now start to talk about the topic of this section, the MPR parallel implementa-
tion (Colombo et al. 2018). MPR is implemented in C++, and exploits the MPI library
for distributed-memory parallelism and OpenMP library for shared memory parallelism.
MPI requires that, on each computing node, a copy of the program is launched, such
that Nnode copies of the program are simultaneously run. Every copy of the program
is identified by its rank n = 0, ..., Nnode − 1. The operations on every computing node
are, moreover, parallelized thanks to the threads managed by OpenMP, which are able to
exploit all of the N cores computing cores on each node.
As noted at the end of the previous section, especially for the three dimensional case,
the memory occupancy of MPR, which is roughly the size of the array P, can be in the
order of hundreds of GigaBytes. Single computing nodes available nowadays can provide,
at most, some tens of GBs. Thus, the first point is that the whole population P cannot
be stored on a single computing node, but must be scattered among the Nnodes nodes. In
this way, every instance of the program will store just a fraction of the population, that
is:
P ← Individual[Rlocal] (2.12)
where Rlocal = R
Nnodes
is the dimension of the population fraction assigned to each node.
Fig.2.7 summarizes the coarse-grained parallelization of MPR implementation. MPR
steps can be divided into non-communicating and communicating operations, basing on
the fact the there aren’t or there are communications among the team of MPI processes.
2.3.1 Data initialization and non-communicating operations
Before data initialization, the experimental dataMij and the support function Sij are read
by the master MPI process (denoted here by the rank r = 0), along with the parameters
needed by the algorithm. The diffraction pattern and the support function are sent,
together with the algorithm parameters, to other nodes via the MPI Bcast function. This
mean that the following lines should be inserted in Alg.13 after the function ReadData
and before the call of Initialization.
The Mutation and Self-Improvement steps (along with the function SomeOther-
Stuff not displayed it Fig.2.7) do not require communications among nodes. Thus, their
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Selection Selection ... Selection
Initialize Initialize ... Initialize
Read data
r=0 (master)
r=2 r=Nnodes − 1
Crossover Crossover ... Crossover
Mutation Mutation ... Mutation
Self
Improvement
Self
Improvement
... Self
Improvement
Print Results
Figure 2.7: MPR coarse-grained parallelism. Yellow boxes indicate different MPI processes
with ranks r = 0, ..., Nnodes − 1. Steps requiring I/O operations are green colored. Steps not
requiring MPI communications between nodes are blue colored. Steps surrounded by the red
rectangle involve, instead, communication among nodes, and represent the real point of interest
of this MPR implementation. Each of these steps have an intra-node parallelization via OpenMP.
Algorithm 17 The broadcasting of parameters
1: MPI Bcast(M ,0) . Send to all nodes the matrix M from process with rank 0 (master)
2: MPI Bcast(S,0) . Send to all nodes the matrix S from process with rank 0 (master)
3: MPI Bcast(CRF ,0) . Send to all nodes the parameters...
4: MPI Bcast(CML,0)
5: MPI Bcast(...,0)
implementation remains the same as the one shown before. The only point that should
be noted is that the loops that previously run over R, now run up to Rlocal.
2.3.2 Communicating operations
The Selection and Crossover steps, which require communications among nodes, represent
the key points of this parallel implementation. The most trivial way to perform those
steps could be to gather the whole population P on the master node, perform Selection
and Crossover, and then scatter it again on the Nnode nodes. As previously said, this isn’t
a viable way, due to the high amount of memory required to store the whole population
P which is much bigger than the one provided by a single computing node.
Thus, first of all the Selection operator cannot work directly on the population P, but
will act on an array of references defined below:
Every node will declare two arrays of this kind, i.e.:
Each element of these arrays contains an unambiguous reference to an individual of
the population, by providing, along with its fitness value Reference F , the rank of the
node where it is stored, Reference Rank, and its index Reference Index in the local
population P on that node. For example, the individual 32 on node with rank 8 will be
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Algorithm 18 Implementation of the reference type
1: Class Reference
2: F . The assigned fitness value
3: Rank
4: Index
5: EndClass
Algorithm 19 The broadcasting of parameters
1: Reflocal ← Reference[Rlocal]
2: Refglobal ← Reference[R]
identified by a reference with Rank = 8 and Index = 32.
The parallel Selection
In this way, it is possible to sort the individuals in the population without directly sorting
the array P, but working on the much lighter reference array. For this reason, the Selection
algorithm (Alg.6) has to be modified, as depicted by its new version in Alg.20.
Algorithm 20 The parallel implementation of the Selection step
1: function Selection(P)
2: for r ← 0 to Rlocal do
3: P[r]  E ← GetError(P[r]  ρ)
4: P[r]  F ← 1/P[r]  E
5: Reflocal[r]  F ← P[r]  F
6: Reflocal[r]  Index ← r
7: Reflocal[r]  F ← MPI GetRank
8: end for
MPI AllGather(Reflocal, Refglobal)
9: Refglobal ← Sort(Refglobal)
10: return Refglobal
11: end function
When looping on the local populatin P, also the reference array Reflocal is filled. Then,
the function MPI AllGather is called, which simply collects the single Reflocal from
each node in the global one Refglobal. Its mechanism is depicted by Fig.2.8.
When all the nodes have stored the global reference array Refglobal, they all call the
Sort function, which now sorts this reference array basing on the value assigned to
Refglobal[r]  F , that is the fitness value. The Selection function ends returning the
sorted array Refglobal, where Refglobal[r]  F ≥ Refglobal[r + 1]  F .
The parallel Crossover
The parallel implementation of the Crossover operator is the most delicate one. In fact,
when generating the new population Psons, the nodes cannot access directly to the whole
population P. Thus, the Roulette function defined by Alg.7 cannot directly return the
density stored at the extracted index, but first of all it has to retrieve the array from the
node that hosts that density.
This retrieval is performed exploiting a peculiar class of MPI calls, called Remote
Memory Access (RMA)(Hoefler et al. 2015), introduced in the MPI-2 standard and ex-
tended in MPI-3. RMA communications are also called one-sided communications, in
order to distinguish them from the standard two-sided ones.
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Figure 2.8: A graphical description of a MPI AllGather call.
In a standard two-sided communication, both sender and receiver processes have to
participate in data exchange operations explicitly, which requires synchronization between
the processes. This means that, if the process A wants to receive some data from process
B, A has to explicitly call the MPI Recv and B has to call MPI Send. The main issue is
that, in this framework, not only A must know what ask to B, but it is mandatory that B
knows a-priori what A will ask. Thus, when every node is performing the crossover step,
all of them has to know which densities will be required by the others. Even if this ap-
proach is possible, it is highly inelegant and inefficient, due to the strong synchronization
among nodes required by this method.
With one-sided communications, only the process A (the receiver) is involved, while
B (the remote one) can continue to compute instead of explicitly sending data. Every
process have to expose a defined block of memory, called window, in order to make it
accessible by other processes with a RMA communication. In this way, a distributed
memory system can be treated like in a shared memory paradigm. Advantages of RMA
calls resides in their non-blocking nature, lowering the need of explicit synchronizations
among processes and boosting the efficiency of the code. The use of RMA calls also
produces a less intricate, easy to read source code3.
Under the implementation point of view, the Crossover function requires also the
reference vector Refglobal, which will be passed to the parallel version of the Roulette,
listed below:
Algorithm 21 The parallel version of the Rigged Roulette
1: function Roulette(P, Refglobal)
2: ind ← b Rand(0,1)CR ∗ (R− 1)c
3: ρ ← MPI Get(Refglobal[ind]  Rank, Refglobal[ind]  Index)
4: return ρ
5: end function
The third line of this algorithm, where the MPI Get call appears, can be trans-
lated as “get the density with local index Refglobal[ind]  Index from the node with rank
Refglobal[ind] Rank and assign it to the matrix ρ”.
Final remarks on the parallel implementation
The details on the implementation shown so far are clearly focused on what we have called
coarse-grained parallelism, which exploits the MPI library. The calls to MPI routines,
3Details of Remote Memory Access MPI routines are not discussed here, but can be found at
www.mpi-forum.org
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during our digression, have been simplified by only providing the arguments useful for the
implementation comprehension. In the concrete C++ implementation, those functions
requires more arguments that in this description were neglected for sake of simplicity.
Moreover, details on fine-grained and instruction-level parallelism have been left out.
These features do not impact on the implementation structure and can be easily summa-
rized with the following general observations.
• Fine-grained parallelism, based on threads, has been performed on the loops that
run on the population index r. This means that if an operation has to be repeated
for all the individuals in the local population P, the operations on different indexes
r are performed in parallel. If, for example, the size of P is 16 and the available
computing cores on a given node are 8, this means that the operations on the first 8
are done in parallel (one for each computing core), and then the same is performed
for the next 8 individuals of the array P4. Moreover, this thread-level parallelism
is performed also for the computation of the Fast Fourier Transform5, if a sufficient
number of computing threads is available.
• Instruction-level parallelism, based on vector operations, is performed, instead, on
the loops that cycle on the coordinates, i.e. those loops in the form for i, j ← N do.
This parallelism is commonly provided, unless some exceptions, by simply enabling
the right flag at compilation time. For those cases where the compiler fails, the
SIMD parallelism can be enforced thanks to OpenMP 4.0 SIMD directives6.
2.4 A quick glance to performance
Although this section goes beyond what a PhD thesis in physics should be, it’s mandatory
to evaluate a bit the scaling performances of the code, just because it has been conceived to
run on HPC hardware. Due to the “nerdy” nature of this section, a reader not interested
in the topic can, without doubts, jump this part because it doesn’t compromise the
comprehension of the work.
Tests are performed on Marconi7 cluster at CINECA8 and provides 3600 computing
nodes equipped with an Intel R© Xeon Phi 7250 Knights Landing (KNL) CPU (Sodani
2015) each, which means 68 cores per node able to handle up to 272 computing threads,
thanks to the Intel’s Hyper-Threading technology. The whole cluster is connected via
the Intel OmniPath Architecture. Scaling performances on both shared and distributed
memory have been investigated on the KNL hardware of Marconi.
2.4.1 Shared memory scaling
These tests investigate the scaling performance on a single computing node, involving
only the intra-node parallelization managed by OpenMP.
The first test, shown on Fig.2.9 left, involves the algorithm scaling on a single core,
among the 68 ones of the Xeon Phi, by measuring the speedup obtained thanks to the
Hyper-Threading technology. Here strong-scaling is considered, which means that the
total workload is kept constant and it is distributed among a different amount of threads.
4For more information, please visit www.openmp.org
5For more information, please visit http://www.fftw.org/
6These directives are not discussed here.
If curious, you can have a look here: https://www.openmp.org/resources/tutorials-articles/
7 For further information visit www.hpc.cineca.it/hardware/marconi
8Consorzio Interuniversitario del Nord-Est per il Calcolo Automatico (CINECA), Italy
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Figure 2.9: On the left: the speedup due to the Hyper-Threading technology on a single core,
by exploiting up to 4 OpenMP threads. On the right: the parallel efficiency on the whole KNL
node, as function of the exploited cores, from 1 (4 threads) to 68 (272 threads).
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Figure 2.10: Scaling performance on distributed memory. Every computing node is equivalent
to one MPI process, because shared-memory parallelization inside every node is entrusted to
OpenMP threads.
Given tT the measured execution time by exploiting T threads, the speedup value S has
been calculated via the formula S = t1tT . Every computing core of Xeon Phi is able to
handle up to 4 threads.
The second test, shown on Fig.2.9 right, concerns the scaling on the whole computing
node, from 4 threads, which means 1 core, up to 272 threads, that is 68 cores. Here,
also weak-scaling is considered, which means that the workload per core is kept constant.
Given tC the execution time measured by exploiting C computing cores, the parallel
efficiency value for strong-scaling Estrong has been calculated as Estrong =
t1
C×tC , while,
for weak-scaling, Eweak =
t1
tC
.
2.4.2 Distributed memory scaling
This test concerns the algorithm scaling on multiple computing nodes, managed by MPI.
For N computing nodes, exactly N MPI processes are required, due to the fact that,
for every process, intra-node parallelization on shared memory is handled by OpenMP.
In this test, 272 OpenMP threads are exploited for each computing node. Two different
kinds of scaling are shown in Fig.2.10. The parallel efficiency for strong-scaling is given
by Estrong =
t1
N×tN . This test has been performed from 1 computing node (272 OpenMP
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threads) to 64 (for a total of 17408 threads). The parallel efficiency for weak-scaling is,
instead, given by Eweak =
t1
tN
. This test has been performed from 1 up to 1000 computing
nodes (for a total of 272000 OpenMP threads).
It is worth noting that most of the MPI communications in this implementation are
point-to-point, and, in the case of weak scaling, their amount per computing node is
asymptotic to a constant value, as the number of nodes increases.
The only step requiring MPI collective communications is the Selection step (see
Alg.20). During this step, collective communications concern only the reference array
Ref, with the MPI AllGather function. The weight of MPI Gather is expected to
grow linearly with the total amount of data, which means, in the case of weak-scaling,
with the number of computing cores. Every element of this array contains, as previously
said, only 16 bytes of data (Ref F , Ref Index and Ref Rank). Its weight is, so, negligible
for a low amount of computing nodes, compared to the amount of data exchanged during
the Crossover step, while it becomes relevant with the increasing of computing nodes,
as shown by the right side of Fig.2.10.
Moreover, the reader may be surprised to see a better performance of the weak scaling,
if compared to the strong scaling. For most applications, the weak scaling is much better
than strong scaling, due to the fact that the workload per computing unit is kept constant,
without fragmenting the problem. On the other side, a good strong scaling is often hard
to get, due to the fact that it is computed by keeping the total workload constant, which
leads to a fragmentation of the problem that increases with the number of computing
units. However, for MPR the situation is peculiar, because a non-negligible part of the
computation is spent in sending and receiving data among computing nodes. Thus,
when weak scaling is computed, the total amount of communications per computing unit
remains constant, while, for strong scaling, the number of communications per computing
node decreases, providing a better performance.
Chapter 3
MPR Characterization
This chapter is dedicated to the analysis of the MPR performance as function of its
parameters and of the type of the treated data. In order to provide a fully controlled
characterization of MPR behavior, in this chapter only simulated data will be treated.
Setting up a test on simulated data is not so simple as it may appear. Given a synthetic
solution ρsol, a simulation of the scattering is, in principle, simply provided by M =
√
I
where I = |DFT[ρsol]|2. The truth is that some issues deviate the experimental diffraction
pattern from the ideal one:
• Noise - Experimental noise not only may derive from the thermal noise of the
detector, but it is intrinsic of the measurement process. If the first can be assumed
to be a white noise, equally distributed on the experimental data I, the latter derives
from the fact the output values provided by the detector are actually counts, i.e. the
number of photons fallen on the single pixels. An usual way to express the amount
of noise of a dataset is the Signal to Noise Ratio (SNR).
• Saturation - Detectors usually have a fixed dynamic range. This means that each
detector pixel is able to count up to a certain number of photons. When the radiation
hitting a pixel exceeds this saturation threshold, the recorded data on that pixel
becomes meaningless, and thus it can’t be used.
• Beam stopper - When high energy radiation is exploited (mainly X-rays), the
amount of radiation that arrives on the central part of the detector is so much that
it could cause severe damages to the (really expensive) detectors. For this reason,
a so-called beam stopper is placed in the central part of the detector, in order to
block the radiation “dangerous” for the detector.
A realistic simulated data, thus, should provide a reasonable level of noise and the
lack of experimental data in the central part of the pattern, as depicted in Fig.3.1.
It’s clear now that a definitive test on simulated data cannot be designed, because the
issue concerning experimental data depends a lot not only on the experimental setup (in
particular the detector features and the exposure time), but also on the sample of interest.
The latter not only influences, with its size, the oversampling degree of the acquired data,
but different shapes and features of a sample make the phase retrieval process more or
less difficult. It is possible, however, to group datasets basing on their issues:
• Data-limited datasets: phases are tricky to retrieve due to lack of data. This
lack has to be intended in a general meaning. The lack of data could be provided
by a low oversampling degree Od or/and by missing values in the central part of
the pattern due to saturation or due to the presence of the beam-stopper. In these
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(a) The solution (b) Ideal diffraction pattern (c) Realistic pattern
Figure 3.1: Given a sample (a), that represents the solution to the phase problem, (b) is its ideal
Fourier module, while experimental diffraction data often looks like (c), which is characterized
by noise and the presence of the beamstopper that hides low resolution information.
cases, phasing algorithms struggle to find the solution due to loose constraints: this
features make the the error functional E particularly smooth and full of local optima.
Thus, iterative projection algorithms, that depend on the gradient, lack what we
have defined as ergodicity : in fact, the low value of the gradient, along with a space
full of local minima, prevent them to well explore the space of configurations.
• Noise-limited datasets: in this case, instead, the issue is at the opposite side.
Noise in the diffraction pattern moves away the two sets, M and S, by a modifi-
cation of the shape of the set M. In this way, making the two constraints more
incompatible, all of the algorithms based on feedbacks and reflections (at the end of
the story, all but the Error Reduction) become particularly unstable, i.e. they are
no longer able to converge: they lack of stability.
An exhaustive set of synthetic datasets should cover all the possible issues that an
experimental measurement may have, that is various combination of noise and data lack,
but also different sample shapes and oversampling degree. Moreover, an exhaustive test
should be performed by considering also all the combinations of iterative projection al-
gorithms, like RAAR, ASR, HIO, HPR etc. Testing all of these approaches in all the
possible situations would be too computationally expensive, too time wasting and really
too boring.
Thus, only some examples will be provided. These simulated datasets will be char-
acterized by three different kinds of issues: noise, lack of diffraction data and loose
support function.
As previously said, it’s hard to give a generic shape to the noise, because it depends
also on the features of the acquisition equipment. Here we follow the method suggested
by Miao et al. (1998). For a given diffraction pattern Iij, a noise Nij has been added by
following this equation:
Ni,j =
Ii,j
SNR
× Rand(−0.5, 0.5) (3.1)
where SNR is the Signal-to-Noise ratio, while Rand(−0.5, 0.5) represents a random num-
ber with a flat distribution in the interval [−0.5, 0.5).
The lack of diffraction data concerns, instead, missing values in the central part
of the diffraction pattern (Fig.3.1b), simulating the presence of a beam stopper. Those
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(a) (b)
Figure 3.2: A detail of the simulated diffraction pattern (a): red pixels have been removed
in order to simulate the presence of the beam stopper. In (b), the Fourier Transform of the
red pixels of (a), that provides an idea of the low resolution information lost due to the beam
stopper.
(a) (b)
Figure 3.3: A the low resolution version of the solution, from which the support function has
been computed (right image).
pixels are displayed in Fig.3.2: the lost pixels contain a lot of information about the
sample shape, as far as the whole central peak of the Fourier Transform is lost. Fig.3.2b
is an inverse FT of the excluded pixels, and it clearly shows the low-resolution distribution
of the sample.
Concerning the loose support issue, it derives from the fact that the support func-
tion is usually extracted from a low-resolution image of the sample of interest. In order
to simulate this problem, the support function is computed by applying a threshold to a
low resolution image of the solution (in our test it will be eight times worse), displayed
in Fig.3.3a. Fig.3.3b shows instead the solution superimposed to the support function
extracted from Fig.3.3a, just to show that this support in lager than the actual extension
of the sample. To solve this loose support issue it is convenient to use the Shrink-wrap
algorithm, which is able to adjust the constraint S. Due to this great feature, it is difficult
to compare different phase retrieval algorithms combined with the Shrink-wrap, thus it
won’t be exploited for all the following tests, while a section will be fully dedicated to the
Shrink-wrap approach.
Before venturing into MPR performance analysis on simulated datasets with different
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amounts of noise, lack of data and more or less loose supports, a digression on the meaning
of MPR parameters will be presented. As seen in the previous chapter, a MPR phasing
procedure depends on many parameters, which mainly involve the genetic operations of
Selection, Crossover and Mutation.
3.0.1 Evaluation of the performance
It is worth defining in which way the quality of a reconstruction is evaluated, in order
to provide the most objective and quantitative description possible. Along a qualitative
interpretation of the result by the scientist, which is always needed, a quantitative mea-
surement of the reconstruction reliability is given by the error value. Where shown, the
error of a reconstruction ρ will be computed via Eq.(1.20), but its value is normalized in
a different way. Thus, the error value E [ρ] is computed in the following way:
E [ρ] =
√
E[ρ]∑
i,j Ii,j
=
√∑
i,j(Mi,j − |ρ˜i,j |)2∑
i,jM
2
i,j
(3.2)
where I is the acquired diffraction pattern and Mi,j =
√
Ii,j . The advantage of this
definition resides in the fact that its value is almost always in the range 0 < E < 1. Its
worth noting that E[ρ1] < E[ρ2] implies that E [ρ1] < E [ρ2].
Even if the above mentioned error value is the tool par excellence of the evaluation of
a reconstruction quality, it actually represents just an evaluation of the global quality of
a retrieved density, without giving any information about the the achieved resolution.
A very common way to perform this more punctual evaluation is represented by the
Phase Retrieval Transfer Function (PRTF) (Chapman et al. 2006). For this evaluation, an
average reconstruction ρaver of N independent reconstructions (i.e., started from random
phases) is considered. Thus, the PRTF function is provided by:
PRTF(k0) =
∑
|~k|=k0
|ρ˜aver(~k)|
M(~k)∑
|~k|=k0 1
(3.3)
where M =
√
I are the experimentally measured modules, and the points where M = 0,
or modules are unknown, are excluded from the computation.
The PRTF provides an estimation of the reached resolution. In fact, when all the
reconstructions have similar phases, their average tends to have a module near to the ex-
perimental one, such that PRTF(k0) will tend to 1. When, instead, those reconstructions
differ in the phase value, PRTF(k0) will tend to 0. A reconstruction is usually consid-
ered reliable as long as PRTF(k0) > 0.5. The point where the PRTF goes below 0.5 is
considered as the maximum achieved resolution.
The use of the PRTF to evaluate a MPR result is not straightforward. A first possi-
bility could be to evaluate the PRTF using a ρaver computed on the elements inside the
population P. The problem is that those reconstructions are not independent because
they are strictly correlated by the genetic Crossover operator: thus, computing of the
PRTF on the MPR average density is unfair and misleading.
A second way, which is surely the most appropriate, is to perform N MPR recon-
structions, where, for each of them, a population of densities is randomly initialized. The
average value to compute the PRTF is no more the “inner” average, but the average of
the N ρbest obtained by each MPR reconstruction. In this way, the total independence
of the starting point is ensured and the PRTF analysis makes sense.
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Performing in the latter way the PRTF analysis on a MPR reconstruction is, however,
too computationally demanding, due to the fact that a single MPR phase retrieval already
involves a set of R different reconstructions. Moreover, we can state that, actually, the
PRTF analysis does not directly says the reliability of a reconstruction, but it measures
how much the final result of a given algorithm is dependent on the starting guess. In fact,
a PRTF that never goes below the threshold value of 0.5 doesn’t actually ensure that
the resolution of a reconstruction has been maximized, but only that the reconstructions,
from which the average for the PRTF has been computed, have converged near to a
common optimum of the error functional.
In order to provide a more punctual description of the reconstruction quality basing
only on a single phase retrieval result, a new estimator can be introduced, which has a
formulation similar to the PRTF. Thus, the Error Profile Function (EPF) is defined:
EPF(k0) =
∑
|~k|=k0
∣∣∣∣∣∣F [PSρbest] (~k)∣∣∣−M(~k)∣∣∣∑
|~k|=k0 M(
~k)
(3.4)
The meaning of EPF(k0) is easy to interpret: it represents the average discrepancy
between the retrieved amplitudes, computed on the reconstruction ρbest on which the
support projector has been applied, and the experimental ones. This EPF function,
unlike the PRTF, cannot be interpreted in an absolute sense. In fact, the EPF value
highly depends on:
• Noise in diffraction data: if the SNR of diffraction data is low, the EPF value will
be high
• Support function: if the support function is larger than the correct one, also a wrong
result can provide a good EPF.
Thus, the EPF is much less powerful than the PRTF and cannot be exploited to
determine the maximum resolution reached by a phase retrieval run. The EPF turns out
to be useful only to compare different reconstructions with the same, or similar, support
functions, in order to determine which of them has gained the best resolution.
The next section will be dedicated to the characterization of MPR behavior with
respect to different values for its parameters.
3.1 Algorithm tuning
The tricky feature of MPR is surely its dependence on many parameters, which may
discourage the user. On the other side, this feature makes MPR particularly versatile,
i.e. able to adapt to different situations.
A first differentiation of MPR parameters, listed in Table 2.6, can be done basing on
their computational cost. In fact, it’s easy to see that the only parameters that influence
the computation time are R, that is the population size, and Nalg, that are the number of
iterations performed during the Self-improvement step. Other parameters are practically
cost-free, such that the user can freely tune them without any worries about computing
hardware limitations.
The following subsections will investigate, case by case, different values for those
parameters. The provided results are based on a simulated diffraction pattern, which
present noise (Signal-to-Noise Ratio equal to 10), lack of data (as depicted by Fig.3.2)
and a support function extracted from a low-resolution image of the simulated sample
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Figure 3.4: MPR results as function of the population size. In (a), the error behavior (in
logarithmic scale) as function of the number of generations for different population sizes. MPR
parameters for this test are listed in table (b). Results for increasing values of R are depicted,
from (c) to (g).
(Fig.3.3). Data will be considered real-valued, such that the reality of ρ has been added
to the constraints.
3.1.1 The population size
The first parameter analyzed in this discussion is the size of the population P, which is
ruled by the value R, i.e. the number of individuals inside the population. The main issue
regarding this parameter is that different values of R imply different computational costs,
concerning both the computing time and the memory occupancy. If the first just implies
more time to wait for the end of computation, the second is actually the true limiting
factor, because the total memory used by MPR must be less than the total memory
installed on the computing hardware.
Fig.3.4 depicts difference performances of MPR as function of R. As expected, the
greater R, the better the result. This is underlined not only by the plot in Fig.3.4a, but
also by the visual comparison provided by the figures 3.4c, 3.4d, 3.4e, 3.4f and 3.4g.
Just as example, Fig.3.5 depicts the EPF function for the results depicted in Fig.3.4.
As said before, the EPF function has only a relative meaning, as like as the error function
plotted in Fig.3.4a. This example clearly shows the information that the EPF function
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Figure 3.5: The EPF value as function of the resolution in real space, plotted for different
values of the population size R.
can provide: in particular, the EPF value well reflects the entity of artifacts in the re-
constructions. First of all, all but the R = 2048 reconstructions have a strong increasing
of the EPF value around a |~k| equivalent to about 8-10 pixels in direct space, while, in
this zone, the R = 2048 remains flat. This behavior derives from the presence of vertical
stripes with a characteristic width of that size in all the other reconstruction, which are
absent in the R = 2048 one.
However, looking again at the EPF of R = 2048, there is an increase of its value
around the resolution of 5 pixels, which corresponds to the emerging of artifacts of that
size. These artifacts are well visible in Fig.3.6.
In this example, the dimension of data is 1024× 1024, such that each individual, has
a size of 10242× 8 Bytes. Assuming single precision floating point values, Eq.(2.10) gives
thus a memory occupancy of about 2.15GB for R = 128 up to nearly 35GB for R = 2048.
(a) (b)
Figure 3.6: Detail of the R = 512 (a) and R = 2048 (b) reconstructions. Stripes of about 10
pixels size are clearly visible in (a), while artifacts in (b) are at a higher resolution.
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Figure 3.7: MPR results as function of the roulette coefficient CR. In (a), the error behavior
(in logarithmic scale) as function of the number of generations for different CR values. MPR
parameters for this test are listed in table (b). Results for increasing values of CR are depicted
from (c) to (e). Dashed lines in (a) depicts the error value of the element with index R
2
in the
sorted array. This dashed line provides an idea about the differences in error values among the
individuals. The greater the distance between the continuous line (i.e. the error of the best
individual) and the dashed one, the more spread the population.
R = 512 needs about 8.6GB of memory, which more or less represents the limit of memory
installed on a middle-high end personal computer nowadays.
For this reason, the following tests concerning parameters values are performed on
a population of R = 512 elements, being, however, aware that a higher value of R will
provide a better result.
3.1.2 The roulette coefficient
The roulette coefficient CR is the first of the four parameters involved the Crossover step.
Just to remind, it modifies the probability to choose a “good” parent for the Crossover
operation (see Alg.7). CR = 1 means that every element in the population P has the
same probability to be selected for reproduction, while the higher CR, the more likely a
parent with lower error will be chosen. Thus, a high value for CR makes the previous
Selection step “stronger”, while a low value makes it “weaker”.
Fig.3.7 shows the behavior of the algorithm for different values of CR. Among the
three chosen values (1.3, 1.8 and 2.3), the one which performs better is the middle one, as
the plot in Fig.3.7a shows along with the visual representations in Fig.3.7c, 3.7d and 3.7e.
In particular, the dashed lines in Fig.3.7a show the error value of the middle element in
the population, i.e. the one with index R2 in the sorted population (in this case, R = 512,
so the dashed line is the error of the element with index 256). This information provides
an idea of how much “spread” the population is.
It’s worth noting that, clearly, a value of CR too near to 1 makes the Selection too
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Figure 3.8: MPR results as function of the genetic balance coefficient CGB . In (a), the error
behavior (in logarithmic scale) as function of the number of generations for different CGB values.
MPR parameters for this test are listed in table (b). Results for increasing values of CGB are
depicted from (c) to (e). It’s worth noting the big differences in the error spread inside the
population, by looking at the distance between the dashed and the continuous line. If CGB is
too low, individuals will be similar and the algorithm will tend to stagnate: conversely, if CGB
is too high, MPR will have an unstable behavior.
weak, such that there is no discrimination between “good” and “bad” individuals. On
the other side, a too strong Selection shrinks the genetic pool too much, i.e. in few
generations the individuals tend to resemble each other, making the algorithm stagnate.
Speaking in terms of algorithm convergence properties, CR near to 1 makes the algorithm
ergodic, while high values of CR make the algorithm stable. Thus, good values for CR, in
this case, run from 1.5 to 2, which represent a good compromise for preferring the “good”
individuals without causing a stagnation of the algorithm.
3.1.3 The genetic balance coefficient
This parameter is the second one involved in the Crossover step. As described by Alg.8,
it tunes how much of the genetic pool is inherited by the the first parent. In a “standard”
Crossover, the effects of CGB are symmetric with respect to 0.5, which means that half
of the values are randomly taken from the first parent and half from the second. As said
in the previous chapter, this implementation exploits instead a Differential Crossover,
which means that the second parent is actually a combination of three different ones (see
Alg.8). For this reason, CGB has symmetric effects with respect to 0.5 anymore: with
CGB < 0.5 the most part of the genetic pool is inherited by the first parent, while with
CGB > 0.5 the most values are given by the combination of the second, the third and the
fourth ones.
Fig.3.8 depicts the behavior of MPR depending on CGB . Both the plot in Fig.3.8a
and the results displayed in Fig.3.8c, 3.8d and 3.8e well show that the best results are
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Figure 3.9: MPR results as function of the differential coefficient CD. In (a), the error behavior
(in logarithmic scale) as function of the number of generations for different CD values. MPR
parameters for this test are listed in table (b). Results for increasing values of CGB are depicted
from (c) to (e). As it was shown for the genetic balance coefficient, a too low value for CD causes
the algorithm stagnation, while a too high value leads to an unstable reconstruction.
achieved with CGB = 0.5 and CGB = 0.3. The issue with the latter is that, as the dashed
line representing the middle element suggests, the individuals of the population are very
close to each other, providing a relatively low differentiation of the genetic pool. In this
case, the issue could be solved by providing, for example, a stronger mutation step. The
latter result with CGB = 0.7 shows instead a too high differentiation of the genetic pool,
deriving from the fact that about the 70% of the values are inherited from the combination
of three different parents following a differential combination. Following these results and
basing on experience, “good” values for this parameters are 0.3 ≤ CGB ≤ 0.5. Values
near to (or less than) 0.3 privilege stability, while values close to (or greater than) 0.5
make the algorithm ergodic.
3.1.4 The differential coefficient
The differential coefficient CD strongly influences the differential Crossover step. Its aim
is to amplify the differences among the individuals, focusing on those coordinates whose
value differs from an element to another. As stated in the previous chapter, CD influences
the way in which the second parent ρ is created, via the relation ρi,j = ρ
p2
i,j+CD(ρ
p3
i,j−ρp4i,j).
If ρp3i,j and ρ
p3
i,j have similar values at coordinate (i, j), (ρ
p3
i,j − ρp4i,j) is small. If, otherwise,
they differ a lot, the value of the second parent ρi,j differs a lot from both ρ
p2
i,j , ρ
p3
i,j and
ρp4i,j . This operation is designed following the idea that if the value at given coordinate
(i, j) is almost the same among different individuals, it is likely to be well retrieved, while,
otherwise, new values at that coordinate must be explored. CD, thus, rules the weight
of this operation. When CD = 0, the Crossover assumes its standard form, loosing its
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Figure 3.10: MPR results as function of the fourier crossover flag FFC . In (a), the error
behavior as function of the number of generations for the two cases FFC = 0 and FFC = 1. In
(b) and (c) the two results are depicted. MPR parameters for this test are listed in table (d).
differential feature.
Fig.3.9 depicts the results for different values of CD. The first point is that too high
values for CD carry to a lack of convergence of the algorithm, as clearly shown by Fig.3.9a
and by the result in Fig.3.9f. The best result is achieved by CD = 1 (Fig.3.9d). It’s worth
noting that CD = 0 and CD = 1.5 reached similar results, equally worse than CD = 1
but for very different reasons. As the dashed lines show, CD = 0 is too stable, i.e. the
population is too similar. The case CD = 1.5, instead, provides too much ergodicity, as
the distance between the error of the best and the error of the middle element (dashed
line) suggests.
Thus, “good” values for the differential coefficient are 0 ≤ CD ≤ 1.5. Values near to
0 privileges stability, while ergodicity is enforced by values close to (or greater than) 1.
3.1.5 The Fourier crossover flag
This parameter is the last one involved in the Crossover step. FFC is, actually, a flag,
which means that it can assume only two values, true or false (1 or 0). When FFC = 1 the
crossover operation is performed in the frequency domain, which means that the genetic
pool is composed by the values of the Fourier Transform of the individuals. If, instead,
FFC = 0, the genes are considered to be the values of the density in the direct space.
Fig.3.10 describes the result for this two different cases. As well depicted both by the
plot in Fig.3.10a and the Fig.3.10b and 3.10c, in this case a crossover operation performed
in the frequency domain performs better. Even if this behavior is often observed, this
is not a genera rule, and sometimes, depending on the treated dataset and on the other
parameters, a real space crossover may appear more convenient. It’s however worth noting
that different values for FFC carry different meanings for the Crossover step, mainly due
to its differential implementation (the differential Crossover treated before).
3.1.6 The mutation probability
After having characterized the MPR behavior as function of the parameters involved in
the Crossover step, it’s now time to have a look at the ones involved in the Mutation. The
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first mutation parameter discussed here is the mutation probability coefficient CMP . As
declared by Alg.10, CMP is the probability for each individual to undergo mutation. This
means, for example, that if CMP = 0.3, each individual has a 30% probability to mutate,
which implies that, among the R individuals, about the 30% will undergo mutation.
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Figure 3.11: MPR results as function of the mutation probability coefficient CMP . In (a),
the error behavior as function of the number of generations for different CMP values. MPR
parameters for this test are listed in table (b). Results for increasing values of CGB are depicted
from (c) to (f).
Fig.3.11 depicts the result for different values of CMP . Error values as function of
generations are plotted in Fig.3.11a, while visual representations of the results are pro-
vided by Fig.3.11c, 3.11d, 3.11e and 3.11f. In this situation, i.e. with this diffraction
data and with the other parameters set to the values listed in Fig.3.11b, the best result
is achieved by CMP = 0.3. The case CMP = 0 (no mutation) well depicts the importance
of a mutation step: in fact, as underlined by the dashed line representing the error of
the middle element P[R2 ], it appears that the individuals in the population are too much
similar, and, after some generations, the algorithm stagnates. CMP = 0.1 and CMP = 0.3
introduce a well balanced amount of new genetic pool which avoids this issue. The case
CMP = 0.6 provides instead a too strong mutation, such that MPR is no more able to
converge. Low values for CMP privilege stability, while high values (> 0.3) make MPR
ergodic.
These results well represent a common situation with real experimental data: however,
the optimal value of CMP highly depends also on the other two parameters involved in
the mutation step, CML and CMF .
3.1.7 The mutation strength
Due to the fact that the genetic pool of each individual is composed by floating point
values, a mutation of those genes can be performed in different ways. In particular, the
mutation, as said before, modifies the phases of a given individual, and the way in which
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it is performed can be tuned. The two parameters involved in the Mutation step that tune
its strength are the mutation level coefficient CML and the mutation fraction coefficient
CMF .
The first one rules how much a phase at a given coordinate (i, j) is randomly modified:
if CML = 1 the new phase is totally random, while if, for example, CML = 0.5 the new
phase will be a random value in an interval of size pi centered on the original value arg[ρ˜i,j ].
The latter parameter, CMF , sets up the probability, for a given coordinate (i, j), to
undergo mutation. In this way, if CMF = 1 all the phases will be modified: if, for example,
CMF = 0.6, each phase will have a 60% probability to be mutated, such that about the
60% of the total number of genes will be modified.
The optimal value for these parameters cannot be evaluated in an absolute sense. In
fact, the role of the mutation step is to provide ergodicity to the algorithm, i.e. let the
algorithm better explore the space of possible solutions. If, for example, the diffraction
pattern I has very low noise but provides a low oversampling degree, the mutation step
must provide a high level of ergodicity because the iterative projection algorithms in the
Self-improvement step will suffer from stagnation. On the other side, if the diffraction
pattern I is particularly noisy, the issue with the Self-improvement step is the lack of
stability, such that the parameters for the mutation step will be more conservative. These
two parameters, CML and CMF , are, in a sense, complementary: high values of CML and
low values of CMF provides effects similar to low values of the first and high values of the
second.
Fig.3.12 provides an overview on different combinations for these two parameters. A
direct evaluation of the total mutation entity is given by the dashed lines in Fig.3.12a,
which represent the error value of the “middle” individual: the bigger the distance between
the dashed and the continuous line, the higher the ergodicity provided by the Mutation
step. On the other side, the lower the distance between those two lines, the higher the
stability of the algorithm.
Figures from 3.12c to 3.12k show the results of the phase retrieval procedures whose
behavior is plotted in Fig.3.12a. The best result is in this case provided by the combination
of CML = 0.75 and CMF = 0.75, as underlined by Fig.3.12a and Fig.3.12g.
In this case, the mutation probability coefficient CMP has been set to 0.3 (see Fig.3.12b),
which means that each individual has a 30% probability to mutate.
Fig.3.13 shows instead the same combinations of CML and CMF for CMP = 0.6, which
means that about the 60% of individuals underwent mutation. This choice is more ergodic
than the previous case, such that high values for CML and CMF make the algorithm too
unstable, as the lower right part of Fig.3.13a depicts. In this case, the best result is
achieved by a more conservative choice of CML = 0.5 and CMF = 0.5.
It’s worth remarking that the optimal values given by these plots (Fig.3.12 and
Fig.3.13) cannot be assumed as the optimal combinations for all the possible datasets.
However, the general behavior of the population P as function of these parameters is well
depicted by these examples and can be considered a common conduct.
3.1.8 The algorithm sequence for Self-Improvement
The choice of the suited algorithm (or set of algorithms) for facing the phase retrieval
problem is anything but a trivial choice. Actually, the perfect iterative projection al-
gorithm, i.e. the one that always gives the best result, does not exist. Moreover, the
majority of these algorithms depend on, at least, a parameter (such as the β for HIO and
RAAR), whose best value depends on the treated dataset. The reason is that different
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Figure 3.12: MPR results for different configurations of the CML and CMF coefficients with
the mutation probability coefficient set to CMP = 0.3. In (a), the error behavior (in logarithmic
scale) as function of the number of generations for different coefficient values. MPR parameters
for this test are listed in table (b). Results are depicted from (c) to (k).
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Figure 3.13: MPR results for different configurations of the CML and CMF coefficients with
the mutation probability coefficient set to CMP = 0.6. In (a), the error behavior (in logarithmic
scale) as function of the number of generations for different coefficient values. MPR parameters
for this test are listed in table (b). Results are depicted from (c) to (k).
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Figure 3.14: Comparison between MPR and the standard RPR approach with the same amount
of Hybrid Input-Output algorithm iterations. In (a), the error behavior as function of the number
of generations. Algorithm parameters for this test are listed in table (b). MPR result is displayed
in (c), while RPR result is shown in (d).
algorithms provide a different balance between stability and ergodicity, such that different
datasets may prefer a more stable or a more ergodic algorithm.
In this section different algorithms for the MPR Self-Improvement step will be tested
on the same simulated diffraction data, and their behavior will be compared to their
standard use, what has been previously called Random search Phase Retrieval (RPR)
approach. It’s worth remarking that the simulated dataset is affected by noise, lack of
data in the central zone and a low knowledge on the support function, which make phase
retrieval a non trivial task.
The first test concerns the use of the Hybrid Input-Output (HIO) algorithm as Self-
Improvement operator, which was the first proposed algorithm with good convergence
properties (Fienup 1978), described in the previous chapter. Fig.3.14 provide an example
about the performances of HIO inside MPR. In this case, for each generation, each of
the R = 512 individuals undergo NHIO = 40 iterations of HIO (β = 0.9), as described
by Fig.3.14b. As Fig.3.14c depicts, MPR correctly retrieved the shape of the sample and
many high-resolution details, even if some stripes at middle resolution arises. It’s however
worth comparing this result with the standard RPR one, both by looking at the plot in
Fig.3.14a and at the result in Fig.3.14d: even if the shape and some details are somehow
retrieved, the results is far away from the solution. This difficulties in finding the correct
solution mainly arise from noise and missing low-resolution information, because of both
the lack of data in the central zone of the pattern and the inaccurate support function.
A second example is about the performance of the Relaxed Averaged Alternating Re-
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Figure 3.15: Comparison between MPR and the standard RPR approach with the same amount
of Relaxed Averaged Alternating Reflections algorithm iterations. In (a), the error behavior as
function of the number of generations. Algorithms parameters for this test are listed in table
(b). MPR result is displayed in (c), while RPR result is shown in (d).
flections (RAAR) algorithm (Luke 2004), whose results are provided by Fig.3.15. Unlike
the previous case, MPR here can be considered to have reached the solution (Fig.3.15c),
with no evidence of artifacts at any resolution. Again, the RPR approach failed to reach
the solution, even if some details are better retrieved with respect to the HIO case, which
is underlined by a lower error (Fig.3.15a).
The third example concerns the use of the Difference Map (DM) algorithm (Elser
2003) as Self-Improvement. Results provided by Fig.3.16 are similar to what we have
previously seen with the RAAR algorithm: MPR reaches the solution, shown in Fig.3.16c,
while RPR stays far away (Fig.3.16d). This difference is again well underlined by the plot
in Fig.3.16a.
After this three examples, a general comment is needed. These results showed a total
lack of convergence of the RPR approach with HIO, RAAR and DM algorithms. This
fact, actually, does not mean that these algorithms are not able to treat this kind of data:
different values for their parameters, such as β for HIO, or a greater number of iterations
may lead to convergence. Moreover, the use of the Shrink-wrap to refine the support
function would help a lot the quality of their result. However, the clear fact that arises
from these few tests is that the use of those algorithms in the MPR framework makes
their result much less dependent on their parameters. In fact, as stated in the previous
sections, the exploration of the space of configuration is largely entrusted to the genetic
operators, letting the Self-Improvement step, based on iterative projection algorithms,
focus on the search for near optima.
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Figure 3.16: Comparison between MPR and the standard RPR approach with the same amount
of Difference Map algorithm iterations. In (a), the error behavior as function of the number of
generations. Algorithms parameters for this test are listed in table (b). MPR result is displayed
in (c), while RPR result is shown in (d).
To enforce this statement, a last test on the Error Reduction (ER) algorithm (Fienup
1978) is provided in a dedicated subsection.
Error Reduction only phasing
The ER algorithm, as said before, ensures that the error value in Eq.(1.20) always de-
creases from a step to the next one. Thanks to this peculiarity, ER is the only phase
retrieval algorithm for which a convergence to an optimum is mathematically ensured.
As we saw, this is at the same time the strength and the weakness of ER approach: from
one side, it always converges to the nearest optimum, thus it is a really stable algorithm.
From the other side, this stability is paid with a total lack of ergodicity, that we have
defined as the ability to well explore the space of configurations. These peculiarities make
the ER algorithm impossible to be used alone for phase retrieval. In fact, Fienup, in 1976,
stated that “In practice, when the Error Reduction approach is used for the present appli-
cation for large two-dimensional images, the mean-squared error decreases rapidly for the
first few iterations, but then decreases extremely slowly for later iterations, requiring an
impractically large number of iterations for convergence” (Fienup 1975). ER is commonly
combined with other more ergodic approaches (like HIO) to enhance their convergence,
e.g. some iterations of HIO and some of ER are alternated.
Here we try, instead, to exploit the Error Reduction algorithm alone to perform a
full phasing from totally random starting guesses. The diffraction data and the support
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Figure 3.17: Comparison between MPR and the standard RPR approach with the same amount
of Error Reduction algorithm iterations. In (a), the error behavior as function of the number of
generations. Algorithms parameters for this test are listed in table (b). MPR result is displayed
in (c), while RPR result is shown in (d).
function are as like as the previous tests.
Results are shown by Fig.3.17. Fig.3.17c and Fig.3.17d depict the results after 100
generations of the MPR and RPR algorithms respectively. For each generation, 40 iter-
ations of Error Reduction algorithm are performed on each individual in the population
P, whose size is R = 512 (as stated by the table in Fig.3.17b). The error value, plotted as
function of the generation, clearly reflects the huge difference between the standard RPR
approach and the MPR one: MPR has practically reached the goal, while RPR stagnates
far from the solution as expected. The importance of this result is remarked by reminding
that the support function, shown in Fig3.3, has been kept constant, i.e. it has not been
refined by the use of the Shrinkwrap algorithm.
This simple test clearly points out one of the strengths of MPR: the ability to be
ergodic without giving up stability.
3.2 Results on simulated data
One test will concern real-valued data, i.e. the density ρ has a null imaginary part, such
that this constraint can be added to the phasing process. A second test will concern
instead complex-valued data, well known to be much more tricky to treat. For what
concerns the algorithms, only HIO and ER will be used, by alternating NHIO iterations
of HIO algorithm and NER iterations of ER algorithm.
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Figure 3.18: MPR and RPR results as function of the amount of noise in diffraction data. In
(a), the error behavior as function of the number of generations for different SNR values, both
for MPR and RPR. MPR parameters for this test are listed in table (b). Results for increasing
values of noise are depicted from (c) to (e) for MPR and from (f) to (h) for the standard RPR
approach.
3.2.1 2D Real-valued tests
Data-limited dataset
This first test on real-valued data has been performed using a loose support constraint
and an non-complete diffraction pattern, affected also by some noise.
Fig.3.18 shows MPR results for different amounts of noise, introduced in the diffraction
pattern I via Eq.(3.1). The first row of figures (Fig.3.18c, 3.18d and 3.18e) provide the
MPR results for SNR=10, SNR=5 and SNR=2 respectively. The row below (Fig.3.18f,
3.18g and 3.18h) provide, instead, RPR results for the same amount of noise.
For this test, the hard task was to retrieve the correct density distribution by retrieving
also the missing values at low resolution, without precise information about the support
function. Thus, the algorithm must retrieve these low resolution values basing on the high
resolution ones, that are affected by noise. Both the plot in Fig.3.18a and the images below
show a nearly perfect result of MPR, while RPR fails in all of the three cases. It’s worth
reminding that this dataset belongs to the category of data-limited datasets, as it is clear
that, when the solution is found, it appears almost equal to the correct noise-free one.
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Figure 3.19: MPR and RPR results as function of the amount of noise in diffraction data. In
(a), the error behavior as function of the number of generations for different high amounts of
noise, both for MPR and RPR. MPR parameters for this test are listed in table (b). Results
for increasing values of noise are depicted from (c) to (f) for MPR and from (g) to (j) for the
standard RPR approach. Note that the amount of HIO iterations is different, depending on the
SNR value, due to the instability of the HIO algorithm when facing noisy data.
Noise-limited dataset
This second test on real valued data is performed by assuming a perfect knowledge on the
support function. Even it is far from reality, where an uncertainty on the support shape
is always present, this test aims to totally focus on how the approaches handle the noise.
Thus, the support function has been set to perfectly fit the simulated sample (Fig.3.1a).
Again, the presence of a beam stopper has been simulated, as depicted in the previous
test. Different levels of noise, computed via Eq.(3.1), has been inserted, i.e. SNR has been
set to 1, 0.75, 0.5 and 0.25 respectively. This really high amount of noise introduces many
issues when using iterative projection algorithms. In fact, this noise strongly reshapes
the set M, causing a detachment from the set S and making the landscape of the error
E[ρ] much more riddled. In particular, the higher the noise in the diffraction pattern, the
more likely to find a ρ far from the solution that has a similar error value.
Moreover, due to this corrugated shape, algorithms based on feedback like HIO are
too unstable to identify a solution, and they continue to travel in the space of configura-
tions. For this reason, the results shown in Fig.3.19 have been obtained by using different
amounts of HIO iterations, depending on the noise amount. In particular, 20 iterations
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Figure 3.20: Solution of the complex valued dataset exploited for the tests. In (a), the module
of the solution, while the phases of the solution are depicted in grayscale in figure (b). Modules
and phases can be combined for an easy visualization (c) by using the colormap in (d) for the
phases and assigning a lightness proportional to (a).
of HIO have been performed for the case SNR=1, 10 for SNR=0.75, 5 for SNR=0.5 and
2 for SNR=0.25. These iterations are then followed by 40 iterations of ER algorithm for
all of the four cases.
The first row of images (from Fig.3.19c to Fig.3.19f) represents MPR results for de-
creasing values of the SNR. The second row provides, instead, RPR the results (from
Fig.3.19g to Fig.3.19j). Visual differences are striking, and MPR fails to retrieve the low-
resolution details (the ones hidden by the beam stopper) only when SNR=0.25. However,
the most interesting aspect of this example concerns the error values of the reconstruc-
tions, plotted in Fig.3.19a. It’s, first of all, clear that the higher amount of noise, the
higher the minimum reachable error. Moreover, even if the MPR result looks much better
than the RPR one, the error difference between the two approaches decreases with the
increasing of noise. In particular, the RPR error is about 8% greater than the MPR one
for SNR=1, 4.6% for SNR=0.75, 1.6% for SNR=0.5 and about 0.4% for SNR=0.25. This
means that, in presence of low SNR, it’s hard both to find the solution and to identify it.
As said before, for this test an increasingly lower amount of HIO iterations has been
performed, because, otherwise, the HIO algorithm would diverge from the solution. On
the other side ER, the most stable algorithm, tends to stuck in local optima, and this is
one of the reasons of why the RPR approach failed. The advantage of MPR with respect to
the standard RPR derives from its ability to explore the space of configurations regardless
of the exploited algorithm.
3.2.2 Complex-valued tests
A second class of tests concerns complex-valued data. This dataset has been created by
giving to ρsol both a real and an imaginary part. This has been done by assigning a value
to arg[ρ], as depicted by Fig.3.20b, and keeping |ρ| (Fig.3.20a) equal to the one of the real
test dataset (Fig.3.1a). As shown in Fig.3.20c, a convenient way to display this complex
data is to assign the lightness to arg[ρ] and the hue to arg[ρ], following the scheme of
Fig.3.20d.
As Fig.3.20 depicts, the assigned phases range from 0 to 2pi: this kind of data is known
to be particularly hard to retrieve (Miao et al. 1998).
The simulated diffraction pattern has been deprived of the central pixels, as like as
what was done for the real case (Fig.3.2a). In this test, the support function has been
assumed to be known exactly, focusing instead to the behavior of the algorithm in presence
of high noise.
Fig.3.21 shows results for different amounts of noise, comparing the reconstructions
of MPR with respect to RPR. As done before with real-valued data, a different number
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Figure 3.21: MPR and RPR results as function of the amount of noise in diffraction data for
a complex-valued density distribution. In (a), the error behavior as function of the number of
generations for different high amounts of noise, both for MPR and RPR. MPR parameters for
this test are listed in table (b). Results for increasing values of noise are depicted from (c) to
(f) for MPR and from (g) to (j) for the standard RPR approach. Note that the amount of HIO
iterations is different, depending on the SNR value, due to the instability of the HIO algorithm
when facing noisy data.
of HIO iterations has been used: 20 iterations of HIO have been performed for the case
SNR=5, 10 for SNR=1, 5 for SNR=0.75 and 2 for SNR=0.5.
As displayed before in the real case, again MPR shows to provide a better estimation
of the solution when the amount of noise becomes critical.
3.2.3 The Shrinkwrap algorithm
Results shown so far have been obtained by exploiting an a-priori information about the
support constraint. In some cases, as in the real-valued tests, it was assumed to be known
at a resolution lower than the one given by the diffraction pattern, while for the complex-
valued test the support was assumed to be perfectly known. The a-priori knowledge of
the support function can be considered a realistic situation only for those samples that
can be imaged also via other techniques. These situations are peculiar, and, in general,
the whole information about the sample extension must be extracted directly from the
diffraction pattern.
The main information about the sample extension is provided by performing a Fourier
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Transform of the diffraction pattern I(~k). In fact
F [I](~x) = Rρ(~x) =
∫
ρ(~y)ρ¯(~y − ~x)d~y (3.5)
where Rρ represents the autocorrelation function of ρ. It is known that the autocorrelation
of a function ρ(~x) has an extension which is twice the one of the function itself. This mean,
first of all, that a first estimation of the support function can be provided by applying a
threshold to the Fourier Transoform of the diffraction pattern (i.e. the autocorrelation),
due to the fact that it surely contains the whole sample.
An other improvement for the initial estimation of the support function is to exploit
its double extension with respect to the sample one. In fact, given an autocorrelation
function with a maximum extension Dx on the x axes and Dy on the y axes, the maximum
extension of the support S(~x) will be Dx2 and
Dy
2 respectively. In this way, the maximum
extension of the support function is known pretty well.
Once that a first support guess is given to the algorithm, the support function can
be refined through the Shrinkwrap algorithm (Marchesini et al. 2003), as described in
the second chapter. Just to remind, MPR provides a peculiar implementation of this
approach, due to the fact that the support function represents a constraint to the problem,
and it is impossible to compare two reconstructions evolved with supports of different
extensions. Thus, the standard Shrinkwarp is exploited only on the best individual of
the MPR population, while the others adapt the threshold value σ to get a support with
the same number of pixels. In this way, each element of the population will have its own
support function, but all of those supports will have the same extension (i.e.
∑
i,j Si,j is
the same for all the individuals), such that their fitness value is comparable.
Here a test of the performances of the MPR version of the Shrinkwrap algorithm
is presented. In this case, the experimental pattern is the one used for the real-valued
test, shown in Fig.3.1. The pattern is affected by a SNR=10 (Eq.3.1), while the support
function is a rectangle of dimension Sx×Sy, where Sx and Sy are the maximum extensions
of the solution (Fig.3.1a) in the two dimensions.
First of all, it’s worth reminding that the Shrinkwrap algorithm depends on two pa-
rameters, that are σ (which rules how much the reconstruction is smoothed) and τ (which
sets the threshold at which the reconstruction is cut to get the new support). The abil-
ity of the algorithm to identify the correct support function highly depends on the right
choice for these two parameters (in particular the threshold value τ).
Fig.3.22 shows the comparison between MPR (upper images) and RPR (lower images)
for different combinations of σ and τ . What clearly emerges from this comparison is
that, first of all, MPR is capable of extracting the right sample shape almost for all
combinations of the parameters. Results in Fig.3.22e, Fig.3.22f and Fig.3.22i provide
not only the correct shape, but also a good guess for the solution, while, in the other
cases, a relatively good guess for the shape is given, but the reconstruction is still far
from the solution. For what concerns the RPR approach, it fails to identify the support
shape in all of the situations provided by Fig.3.22. This result does not mean that RPR
always fails to retrieve this data, but simply that the choice of the optimal τ and σ is
much more tricky, and usually their values (at least σ) varies during the phase retrieval
procedure (Marchesini et al. 2003). Moreover, the perfect symmetry of the provided initial
support function makes the algorithms fall into the so-called twin images issue (Fienup
& Wackerman 1986), where ρ(~x) and ρ∗(−~x) are superimposed.
This comparison is clearly not exhaustive, because a more complete series of tests
should be performed, investigating different levels of noise, different values of oversampling
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Figure 3.22: Comparison between the result obtained by the Shrinkwrap algorithm for MPR
(upper images) and RPR (lower images) with the same amount of noise in the diffraction pattern.
Results are displayed for different combinations of the Shrinkwrap parameters τ and σ. This
dataset turns out to be hard to solve due to the presence of the beamstopper and noise in
diffraction data. Moreover, the starting guess for the support function is perfectly symmetrical,
such that the algorithms tends to retrieve two overlapped versions of the solution rotated by 180
degrees. This fact makes the Shrinkwrap algorithm fail when used in combination with the RPR
approach.
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degree and different sizes of the beam stopper. Fig.3.22 however shows a key feature of
MPR, which is its (relative) stability of the performance with respect to the algorithm
parameters.
3.3 Some considerations about test results
This chapter could be considered, in a way, a stand-alone work. The motivation of this
work was the investigation of MPR performances as function of its parameters and as
function of the issues of diffraction data.
In the first part we played with MPR parameters, and that section may result of
interest to a newbie MPR user who may need an overview on the effects of parameters
changes. In this part the reader may have been frightened of the amount of parameters
on which MPR depends. This is a common feature of stochastic optimization methods:
the best convergence performances are often reached after a meticulous tuning of the
algorithm parameters. However, this is not entirely true for MPR. In fact, MPR can be
considered a hybrid approach, where iterative projection algorithms play an important
role. For this reason, MPR is much less sensitive with respect to a variation of its
parameters. This statement can be verified by looking at the parameters tables provided
for almost every example in this chapter: MPR parameters are almost similar from a case
to an other, even if the dataset changes. Thus, it can be said that:
1. MPR doesn’t need an excessively fine tuning of its parameters, and, as consequence,
2. MPR can provide good performances even with non-optimal parameters.
This fact facilitates a lot a beginner user when he approaches the MPR framework.
A second (small) part of the chapter was dedicated to the use of different iterative
projection algorithms inside the Self-improvement operation of MPR. The possibility to
insert inside MPR any desired phase retrieval algorithm is one of the main strengths of
the approach. In particular, different algorithms may suits better for different kinds of
data, such that the user may decide to use an algorithm instead of an other. Moreover, it
means that MPR doesn’t compete with iterative approaches and it will benefit from any
improvement of them in the future.
An example of this interpenetration between MPR and standard approaches is well
represented by the integration of the Shrinkwrap algorithm (Marchesini et al. 2003) in
the Self-improvement step. The performances of the Shrinkwrap algorithm inside MPR
are well beyond its standard use in the (hard) example provided in the chapter.
The third part of the chapter may be interesting to those who are already familiar
with phase retrievals algorithms and are well aware of the difficulties that some kind of
data could present. Without listing all the results, it’s worth saying that MPR always
showed better performances than the standard RPR approach. This fact doesn’t mean
that MPR is always more convenient than RPR. In fact, the tests of this chapter concerns
(simulated) datasets that are often hard to solve, due to noise, complexity of the density
to retrieve, loose support function, low oversampling degree, etc.. Thus, we can state that
it is worth using the MPR approach instead of the RPR one only when the latter fails to
converge or to maximize the resolution.
As said at the starting point of the chapter, the examples provided here do not aim
to be exhaustive, nor to prove that MPR is the best approach to face the phase retrieval
problem. However, the relatively long experience of the author in the use of MPR sug-
gests that MPR usually has, at least, performances not worse than the standard RPR
approach.
Chapter 4
Results on Experimental Data
As mentioned in the second chapter, quite a lot of phase retrieval algorithms have been
developed, and none of them can be assumed to be the best one. Moreover, tests of
those approaches on simulated data, even if as close as possible to a realistic diffraction
pattern, are only indicative, and the real proof of an algorithm reliability must concern
experimental data.
The main issue when tests are performed on experimental data is that the “true”
solution is not known, or at least it is known up to a certain resolution and/or precision.
Thus, a direct comparison with the solution to the phase problem for a given diffraction
data is not possible, and the only way to evaluate a reconstruction is to interpret the
reconstruction error in Eq.(3.2). In many cases, the discrimination between a good and a
bad reconstruction is entrusted to a visual interpretation of the result, mainly basing on
what the scientist expects.
It can be easily stated, however, that the main issue that often prevents one to find
the correct image is the identification of the correct support function, in particular for
those experimental patterns that provide a low oversampling degree. In fact, with low
oversampling degrees, the support function is expected to be wide. Under a mathemat-
ical point of view, this means that the support constraint is particularly loose, and the
set S tends to approach the set M (see Fig.1.3b as reminder). The closer the two con-
straints, the lower the difference in error value between a correct result and an incorrect
one. Moreover, if we add also the need to retrieve the correct support function via the
Shrinkwrap algorithm, things will likely go wrong.
The oversampling degree σ of a diffraction pattern can be decided a-priori, by reg-
ulating the pixel numerical aperture of the detection apparatus. However, σ cannot be
freely chosen, due to the fact that increasing of the oversampling degree means reducing
the sample size when imaged. Thus, considering that the number of pixels is fixed by the
detector, if from one side a low oversampling degree will make the phase retrieval a hard
task, a too high oversampling degree will degrade too much the spatial resolution of the
reconstruction.
An other issue concerning experimental data is the beam stopper size, that is the size
of the central area of missing pixels in the diffraction pattern. The issue introduced by this
area cannot be judged in an absolute sense, but it is strictly related to the oversampling
degree. In fact, the size of the central spot of the diffraction pattern, which contains the
low resolution information about the sample, has a size which is inversely proportional
to the sample size. The higher the oversampling degree, the smaller the object size, the
larger the central spot. On the other hand, the lower the oversampling degree, the bigger
the object size, the thinner the central peak of the diffraction pattern. When a beam
stopper hides those central pixels of the detector, the phase retrieval algorithm must
extrapolate that information from the given pixels at higher resolution. Given a beam
73
74 4.1 2D imaging
stopper with a fixed size, if the oversampling degree is high, some part of the large central
peak will survive, providing many useful information to identify the correct sample shape.
If, instead, the oversampling degree is low, the whole central peak, and probably other
secondary peaks, are totally missing, such that for the algorithm is much more difficult
(and sometimes impossible) to retrieve that low resolution information.
If the mentioned features can be considered as general issues to face when attempting
both 2D and 3D CDI, the latter is affected by a further obstacle which is strictly bounded
to the way 3D data is prepared.
As long as 3D CDI exploits a set of bi-dimensional diffraction patterns, which are
then assembled in the three dimensional Fourier space, a 3D diffraction data is much
more incomplete than the 2D one. In fact, the acquired 2D diffraction patterns represent
only slices on the 3D reciprocal space, such that only some slices of the 3D diffraction
pattern are known, while the other values have to be retrieved along with the phases.
This fact makes 3D CDI more tricky, because usually this missing information resides
at high resolution and phase retrieval algorithms, even if near to the correct solution,
tend to badly estimate those values, which results in high-resolution artifacts in the
reconstruction. This issue is clearly added to the greater computational weight of the
three dimensional case, which is usually up to three orders of magnitude bigger than the
2D one.
In this chapter some results on experimental CDI data are presented, and each of
them has some peculiar issues and points of interest that will be discussed case by case.
4.1 2D imaging
4.1.1 Golden clusters
It can be stated without doubts that the possibility to perform full CDI, i.e. to retrieve
an unknown spatial density distribution for the diffraction pattern, was practically viable
only thanks to the birth of the Shrinkwrap algorithm (Marchesini et al. 2003). The role of
this approach it to retrieve the correct support function during the phase retrieval process.
It results to be indispensable when an a-priori information on the support function is
unavailable, and in particular in those cases where there are missing experimental values
at low frequencies, as it happens in most datasets due to the presence of the beamstopper.
The description of the Shrinkwrap algorithm by Marchesini et al. (2003) is presented along
with a practical demonstration of the method on soft X-rays diffraction data. The dataset
concerned two clusters of gold spheres of about 50 nm diameter.
As told in the previous chapters, the Shrinkwrap algorithm depends on two param-
eters. The support function is, in fact, updated after having applied a threshold τ to a
reconstruction smoothed with a gaussian filter characterized by a width σ.
The vaule of τ refers to a fraction of the maximum pixel value of the reconstruction,
such that if τ = 0.1 the support function is defined by those pixels whose value is greater
than the 10% of the maximum value of the smoothed reconstruction. Moreover, σ = 2
means, for example, that the reconstruction is convolved with a Gaussian function with
a width of 2 pixels.
The Shrinkwrap algorithm is applied to the current estimation of the density every
N iterations of iterative algorithm, and in particular Marchesini et al. (2003) updated
the support function every 20 iterations of HIO algorithm. While the τ value has been
kept fixed to τ = 0.2, σ has been set to 3 at the first iteration, and then reduced of
1% each 20 HIO iterations down to a minimum value of 1.5 . The great success of the
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(a) (b)
Figure 4.1: Diffraction pattern (a) and starting support function (b). Red pixels in (a) highlight
areas where pixels are unknown.
Shrinkwrap algorithm is proved by the fact that almost all CDI reconstructions make use
of this approach.
However, the main issue of the Shrinkwrap algorithm resides in the use of the threshold
applied to the reconstruction, ruled by the τ value. It is trivial to note that, when applying
a threshold value to the density ρ, let’s say τ = 0.2, all the features of the reconstruction
with a value |ρi,j | < τ ·max[ρ] after the smoothing are excluded from the support function.
If it doesn’t represent an issue when the sample density distribution has well defined high-
valued contours, it turns out to be a problem when the sample has smoothed contours
and/or isolated features with low intensity. This consideration does not mean that the
Shrinkwrap algorithm is sometimes useless, but simply that it may exclude interesting
features of the sample from the support function. Thus, it appears evident that the lower
the threshold value τ that gives the correct reconstruction, the more low-valued details of
the reconstruction emerge, the better the reconstruction quality. A second, less crucial,
issue of the Shrinkwrap algorithm is that it is usually sensible to τ and σ values, such
that a correct reconstruction is given only if their value is well tuned.
The capability to find the solution with a low, or non-optimal, τ value is all up to the
phase retrieval algorithms performance, and in particular to their ability to identify the
solution even with a loose or inaccurate support function.
For this reason, MPR has been tested on the same dataset of Marchesini et al. (2003)
concerning the golden balls, by studying the result of the reconstruction as function of τ
and σ values.
While in the original paper the initial support has been extracted by thresholding the
autocorrelation function given by the fourier transform of the diffraction pattern, here
the choice is to start from a support function of rectangular shape, with dimensions equal
to the half of the autocorrelation extension in the two directions. Thus, Fig.4.1 describes
the inputs given to the algorithm. In particular, Fig.4.1a represents the diffraction data
in logarithmic scale, where the unknown pixels, i.e. those pixels that must be retrieved
along with the density distribution, have been highlighted in red. Fig.4.1b shows instead
the initial guess for the support function, which will be refined during the phase retrieval
procedure thanks to the Shrinkwrap algorithm. During the reconstruction, ρ was let
complex, i.e. its imaginary part wasn’t constrained to 0.
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(a) σ = 1
(b) σ = 2
(c) σ = 3
Figure 4.2: Results of the Shrinkwrap algorithm inside MPR for different τ values, from 5%
(on the left) up to 20% (on the right). The test has been performed for different values of σ,
from σ = 1 in (a) to σ = 3 in (c).
MPR has been used with different combinations of σ and τ , leaving their value un-
changed up to the end of the phase retrieval procedure (which differs from the decreasing
value for σ in the original paper).
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Fig.4.2 shows the results for all the combinations of σ ∈ {1, 2, 3} and τ ∈ {0.05, 0.1,
0.15, 0.2}. As it can be well understood from a visual evaluation, there are three cases in
which the algorithm was not able to converge towards the correct sample shape. The first
two, one in Fig.4.2b left and Fig.4.2c left, didn’t reach the solution due to a too much
conservative choice of σ and τ . The high value of σ (which smooths a lot the current
density estimation) and the low threshold τ (in these cases equal to 0.05) let the support
function too inaccurate to guarantee the convergence of the algorithm. On the other
side, a too aggressive choice for those parameters, i.e. high τ and low σ, carries to the
opposite situation, depicted in Fig.4.2a right, where the support function has been shrank
too much.
In all of the other cases, the algorithm finds out the correct sample shape. It’s worth
giving a comment on the fact that the τ values are particularly different, and run from 0.05
(left column of Fig.4.2) up to 0.2 (right column). This result shows two important features
of the Shrinkwrap algorithm inside MPR. The first one is that MPR is particularly ductile
with respect to τ and σ values, such that the reconstruction is able to converge also if
these parameters assume non-optimal values. The second point is that, thanks to this
ductility, a lower threshold value can be used, letting low intensity features emerge, if
any.
4.1.2 Error Reduction phasing on experimental data
In this section we investigate the performance of the Error Reduction algorithm inside
the MPR framework. As it was said in the previous chapter, the Error Reduction algo-
rithm represents, from one side, the only algorithm whose convergence is mathematically
ensured, while on the other hand it cannot be used alone, due to its stagnation in local
optima. We have seen that, on simulated data, this statement isn’t actually true with
MPR, due to the fact that its evolutionary dynamic helps the Error Reduction algorithm
to escape from local optima, avoiding part of the stagnation problem. In this section
we investigate again this situation, now regarding a real X-rays diffraction pattern. The
experimental data concerns a biological sample, and in particular a Deinococcus Radio-
durans bacteria1.
The diffraction pattern is depicted in Fig.4.3a: as usual, unknown pixels are high-
lighted in red. Fig.4.3b shows, instead, the solution to the diffraction data in Fig.4.3a.
Three different tests will be performed here, exploiting two different support functions,
shown in Fig.4.3c and Fig.4.3d. For all of these tests, MPR performance is compared to
the one of the standard RPR approach. For each generation, NER = 40 iterations of Error
Reduction algorithm are performed on each individual of the population P, whose size is
R = 1024 for the first two tests and R = 4096 for the last one. The first test concerns
the phasing of this dataset exploiting the first support function in Fig.4.3c, which has
been extracted by applying a 10% threshold to the solution in Fig.4.3b after a gaussian
smoothing with a width of 2 pixels. It can be considered as the correct support function,
even if, due to the smoothing, it has a resolution two times worse than the one provided
by the diffraction data.
Fig.4.4 represents the comparison between MPR and RPR. Fig.4.4a depicts the be-
havior of the error value (Eq.(3.2)) as function of the generations. Fig.4.4b compares
the MPR result (top) and the RPR one (bottom). The difference seen in the error value
well reflects the discrepancy between the two approaches concerning the reconstruction
quality. This first test clearly shows two facts. First of all, it evidences that the Error
1This diffraction data has not yet been published. I acknowledge Yuriy Chushkin, Benoit Maillot,
Petra Pernot and Federico Zontone for the availability of this diffraction dataset.
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(a) Diffraction pattern (logscale) (b) A “good” solution
(c) Correct support function (d) Loose support function
Figure 4.3: Input data for this test (a) and the solution (b). The two support functions in (c)
and (d) will be exploited for different tests in this section. In particular, (d) was computed by
halving the autocorrelation extension computed from (a).
Reduction algorithm is useless if exploited alone in the standard RPR way: it fails to
find the solution also in a relatively simple case with a nearly perfect support function.
Second, the stochastic dynamic of MPR is able to make up for the lack of ergodicity that
tends to stuck the Error Reduction algorithm in local optima of the error functional.
Even if this result may appear suggestive, because it proves that an Error Reduction
based phase retrieval is possible, on the other side it may results useless. In fact, there
are only few cases where a support function is known a-priori with a decent precision.
For this reason, the second test of this section concerns the phasing of the same dataset
by the use of the Shrinkwrap algorithm.
For this test, a loose support function has been given as initial support estimate,
depicted in Fig.4.3d. It has been extracted from the autocorrelation function, i.e. the FT
of the diffraction pattern, by halving its extension in the two directions. The Shrinkwrap
algorithm was tuned with σ = 2 and τ = 0.05.
The results of this configuration are presented in Fig.4.5. Again, the difference in the
final error value, whose behavior is shown in Fig.4.5a, well reflects the difference in the
reconstruction quality, as it can be easily observed in Fig.4.5b. Even if the RPR approach
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Figure 4.4: Phase retrieval results of MPR and RPR exploiting the Error Reduction algorithm
alone, using the exact support function in Fig.4.3c. In (a), the error behavior as function of the
generations. In (b), the upper image refers to the MPR result, while the lower one depicts the
RPR result.
0 25 50 75 100 125 150
Generations
0.08
0.10
0.12
0.14
0.16
Er
ro
r
MPR
RPR
(a) (b)
Figure 4.5: Phase retrieval results of MPR and RPR exploiting the Error Reduction algorithm
alone, using the loose support function in Fig.4.3d. The support was updated during the recon-
struction via the Shrinkwrap algorithm. In (a), the error behavior as function of the generations.
In (b), the upper image refers to the MPR result, while the lower one depicts the RPR result.
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Figure 4.6: Phase retrieval results of MPR and RPR exploiting the Error Reduction algorithm
alone, using the loose support function in Fig.4.3d and without updating it. In (a), the error
behavior as function of the generations. In (b), the upper image refers to the MPR result, while
the lower one depicts the RPR result.
was able to retrieve a nearly correct sample shape, it totally fails again to converge to the
solution. The peculiar behavior of the error value in Fig.4.5a, in particular the MPR one,
is usual when the Shrinkwrap algorithm is exploited. In fact, when the support function
is shrank, the error value tends to grow up as long as the algorithm isn’t able to find a
good optimum. This result provides the same information as the previous test, adding
the fact that the Shrinkwrap algorithm can be exploited, inside the MPR framework, also
with the Error Reduction algorithm alone.
A third test on this dataset is performed, exploiting the same square support function
as the previous one. The huge difference between this test and the previous one is that
now the hard task is to converge to the correct solution starting from the loose support
function, but without exploiting the Shrinkwrap algorithm. This mean the the algorithm
has to retrieve both the sample density distribution and the zero scattering pixels inside
the square support function.
Results of this test are presented is Fig.4.6. As usual, Fig.4.6a represents the error
value, while the visualization of the results is provided by Fig.4.6b. As expected, RPR
fails to find the solution, and in this case also to correctly retrieve the sample shape, even
if some features of the correct shape emerge. The striking result is, instead, the MPR
one: MPR succeeded in finding the correct solution, retrieving also the zero scattering
values inside the loose squared support function (i.e. the black pixels of Fig.4.6b top), by
using the Error Reduction algorithm alone.
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4.1.3 Electron Diffraction Imaging data
The very first use of MPR on original experimental data was made on electron diffraction
data. The possibility to use electrons for Coherent Diffraction Imaging, which in this case
is named Electron Diffraction Imaging (EDI), was experimentally demonstrated by Zuo
et al. (2003). While photons scattering function is related to the electron density, elec-
trons diffract basing on the atomic potential. A particular type of EDI is called Keyhole
Electron Diffraction Imaging. The peculiarity of this approach is that the zero-scattering
region, whose reciprocal is the support function, is obtained with a zero-illumination re-
gion by using a confined probe. This method was firstly demonstrated or X-rays by Abbey
et al. (2008), while the first demonstration with electrons, i.e. the KEDI approach, was
performed by De Caro et al. (2012).
The KEDI approach requires a High Resolution Transmission Electron Microscope
(HRTEM) image of the sample of interest and a diffraction pattern of the same sample
acquired with the same optical conditions. The real-space HRTEM image of the sample
is then exploited in two ways. First of all, it gives an estimation of the support function.
Second, it provides low resolution information that can be inserted in the central part of
the acquired diffraction pattern, which is affected by saturation and/or the presence of
the beam stopper.
The sample of this KEDI experiment is a nanocrystal of SrTiO3, whose crystalline
structure is depicted in Fig.4.7a. The sample has been prepared in the [100] zone axis
as this configuration makes the atomic columns of different species visible. The HRTEM
image in this configuration is provided by Fig.4.7b, while a detail is provided on the right,
in Fig.4.7c. In this picture, the atomic columns composed by Sr and Ti are clearly visible,
while the weak signal provided by the oxygen columns, which should arise between the
Sr and Ti atomic ones, it totally invisible.
The final KEDI diffraction pattern shown in Fig.4.7d has been obtained, as previously
said, by the combination of the measured diffraction pattern with the FT amplitudes of
the HRTEM image in Fig.4.7b, after a suitable rotation and scaling. This diffraction
pattern represents the experimental constraint for the phase retrieval procedure. The
real-space constraint, i.e. the support function, has been extracted by the HRTEM image
by applying a threshold to Fig.4.7b, giving the result provided by Fig.4.7e.
The phasing procedure with MPR started from random phases, even if the HRTEM
image could provide a first estimation of the phases. The retrieved density is shown in
Fig.4.8: the lightness of the image is proportional to |ρ(~x)| while, due to the fact that the
density is complex valued, arg[ρ(~x)] is defined by the hue of the image.
A first comment should be done on the KEDI method: by comparing Fig.4.8 with
Fig.4.7b, it is visually evident the striking gain in resolution that KEDI provides with
respect to the standard HRTEM image.
The key point of this reconstruction is that it provides, along with a qualitative de-
scription of the sample, also important quantitative information. In fact, if the profile of
the illumination function is subtracted to the result of Fig.4.8, the result is the projected
potential of the specimen, displayed in Fig.4.9a. Fig.4.9b shows, instead, the theoretical
projected potential which results to be very close to the MPR result, meaning that Fig.4.8
contains quantitative information.
The complexity of this dataset, under the phase retrieval point of view, resides in two
points. The first one is that the data is complex, such that both the real and the imaginary
part of ρ have to be retrieved. The second issue is the strong symmetry of the support
function. As it was said before, for a given diffraction pattern, there are some ambiguities
in the identification of the solution, and, in particular, the functions ρ(~x) and ρ∗(−~x)
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(a) The SrTiO3 cell
(b) The HRTEM image (c) A detail of the HRTEM
(d) The KEDI diffraction pattern (e) The support function
Figure 4.7: SrTiO3 dataset. In (a), the crystalline structure of the sample. In (b), a TEM
image of the sample of interest and a detail (c). In (d), the diffraction pattern obtained by
combining the electron diffraction pattern and the FT of the TEM image in (b). In (e), the
support function provided as constraint to the algorithm, extracted by thresholding the TEM
image in (b).
have the same FT modulus, i.e. they are both solutions to the phase problem. If from
one side this doesn’t represent a problem, because we know that both can be accepted as
solutions, on the other hand, if the support function has a nearly centrosymmetric shape,
the phase retrieval algorithms tend to stagnate in a superposition of ρ(~x) and ρ∗(−~x)
(the so-called twin images problem). Thus, a sample with nearly centrosymmetric shape
requires much more effort to be retrieved with respect to the non-centrosymmetric case.
If these situations are usually pathological, here is the case, due to the fact that the
support function, which is the complementary of the zero-scattering region, is defined
by the confined illumination function, which is intrinsically characterized by a quasi-
centrosymmetric shape.
4.2 3D imaging
Three dimensional CDI is both conceptually and practically identical to 2D CDI, such
that all of the 2D phase retrieval approaches can be trivially adapted to treat 3D diffrac-
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Figure 4.8: The retrieved density distribution of the SrTiO3 nanocrystal. Lightness refers to
the density module, while the phase values are highlighted by the hue.
tion data. The difference between 2D and 3D CDI mainly resides in the properties of
experimental data. In fact, 3D diffraction patterns aren’t practically recorded, but are a
combination of many 2D diffraction patterns acquired with different sample orientations,
as described, for example, by Miao et al. (2002). Other kinds of 3D acquisition are possi-
ble, for example with random sample orientations (for example as done by Ekeberg et al.
2015) recombined by a suitable algorithm (Loh et al. 2010), but they won’t be treated in
this work.
A typical 3D diffraction pattern that will be faced in this work looks like the one in
Fig.4.10.
In this situation two issues arise. The first one concerns the oversampling ratio,
because the number of equations is less than the total number of coordinates in the
space: this problem is overcome by setting up an experiment with a high oversampling
ratio (i.e. with a small object extension). The second issue is, instead, much more tricky
to face: 2D diffraction data, as said before, is immersed in the 3D space, representing just
a slice. The sample is rotated on an axis, let’s say z, such that the acquired patterns are
combined in the 3D space with different angles on the xy plane. The maximum sample
rotation is less than 180◦ due to experimental constraints, such that there are two regions,
on the xy plane, where diffraction data is totally unknown for every |~k|. This lack of data
represents an issue for iterative projection algorithms, which fails to correctly estimate
those unknown diffracted intensities. Their wrong estimation carries to a reconstruction
in the direct space highly affected by artifacts. A common way to avoid artifacts is to
perform an average of many reconstructions, but this way tends to suppress also high
resolution features of the retrieved sample.
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(a) (b)
Figure 4.9: A comparison between the retrieved atomic projected potential (a) and the theo-
retical simulated one (b).
In the following sections some results on this kind of 3D data will be presented. The
first dataset will be used to describe these artifacts and how they can be mitigated thanks
to the MPR approach.
4.2.1 Vaterite microsphere: facing artifacts
Vaterite is one of the three stable crystalline forms of CaCO3 (calcium carbonate). Va-
terite can be obtained from amorphous calcium carbonate, and usually presents spherical
morphology with high porosity. The treated dataset, along with a detailed description of
the sample, are described by Cherkas et al. (2017).
Issues arising from this diffraction data derives, as said before, from the unknown
amplitudes in some directions. The issue can be easily understood if we look at Fig.4.11.
This figure is a slice of the 3D diffraction pattern and it well depicts the lack of data
which concerns two opposite angles of about 20◦ degrees on the xy plane, along with an
area in all directions with
√
k2x + k
2
y > K
max
xy .
If a “brute force” phasing approach is tempted, i.e. a reconstruction is performed
without caring about those missing values, the result is highly affected by artifacts.
Fig.4.12 shows this result. In particular, Fig.4.12a represents the projection (top) and
a cut (bottom) on the z axis. The same is done for the y axis in Fig.4.12b and for the x
axis in Fig.4.12c. In these reconstruction two kinds of noise are clearly visible:
1. High resolution noise. It derives from the unknown amplitudes greater than
Kmaxxy on the xy plane.
2. Middle resolution noise. It derives from the unknown diffraction data at middle-
low resolutions on the xz plane.
These two kinds of noise can be well distinguished in the three slices of Fig.4.12. It is
worth noting that the central xz plane of the diffraction data, i.e. the central cut along
the y axes, contains the integral value in the y direction in the direct space. This means
that a wrong estimation of those pixels carries to a bad estimation of the pixels value in
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Figure 4.10: A pictoric representation of the 3D data acquisition procedure (a): the sample
is rotated, and the acquired bi-dimensional diffraction data is then combined to provide a three
dimensional diffraction pattern (b). Due to limitations in sample rotation, which is less than 180
degrees, there are two opposite wedges of missing data clearly visible in (b).
Fig.4.12b (top) which directly reflects into striped artifacts along the y axes well visible
in Fig.4.12a and Fig.4.12c.
The bad estimation of these missing pixels directly derives from the fact that they are
not constrained during the phase retrieval process. For this reason, iterative algorithms,
in order to lower the error value based on known diffraction values, tends to modify the
unknown amplitudes to better adapt to the known ones. The effect of this adaptation is
well shown by Fig.4.13a, which is the FT of Fig.4.12a (top) and represents the retrieved
version of the diffraction slice in Fig.4.11. If we look at the two radial profiles in Fig.4.13b,
computed in the directions highlighted in Fig.4.13a, it appears evident that, over about
60 pixels of distance from the center, the two radial profiles, which should theoretically
appear similar, assume values that differs by up to 2 orders of magnitude (please note the
logscale on the y axis).
At this point it is clear that a solution to this amplitudes overestimation must be found.
The common way is to perform many reconstructions and then average the results, but
this way leads to a degradation in the achieved resolution, as discussed in Section 1.6,
due to a general underestimation of |ρ˜aver(~k)| for high |~k|.
A good strategy to overcome this overestimation issue is to set an upper bound for the
values of those unknown amplitudes. A common strategy, exploited in crystallography,
is to derive a radial profile by interpolating the known amplitudes, an then use it as a
constraint for the unknown ones. If this method may result reliable for crystallographic
imaging, the case of CDI is much more complex due to the fact that the radial profile
shape usually differs from a direction to an other (it derives from the non-periodic nature
of CDI samples). Thus, this upper bound must be extracted in a different way.
The key idea for facing artifacts inside the MPR approach is to exploit the information
given by the population of candidate solutions P. In particular, the average density ρaver
of the population can be computed by simply averaging the values for each pixel, as
described in section 1.6. As said before, ρaver will tend to provide an underestimation of
the amplitudes. Another way to perform the average is to compute the average amplitudes
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Figure 4.11: A cut of 3D diffraction data on the xy plane. The two missing wedges are clearly
visible, along with some lacks of data at high resolution and totally unknown pixels near the
image edges.
Maver in the following way:
Maveri,j =
1
R
R−1∑
r=0
∣∣ρ˜ri,j∣∣ . (4.1)
From one side, |ρ˜averi,j | usually represents an underestimation also when |ρ˜Ri,j | is over-
estimated of each R (i.e. for each individual of the population P. On the other side,
in the same situation, the value given by Eq.(4.1) is an overestimation of that unknown
amplitudes. After these considerations, the following relation is likely to be true:
|ρ˜averi,j | < M truei,j < Maveri,j (4.2)
where M true represents the true values of the unknown amplitudes that have to be re-
trieved.
Even if a reasonable bound for the unknown amplitudes is given, the gap between
|ρ˜averi,j | and Maveri,j tends to be of some orders of magnitude, and a stronger constraint is
needed. Looking at the features of |ρ˜i,j |, it’s worth noting that:
• the value of |ρ˜i,j | can vary of some orders of magnitude from an individual of the
population to an other when Mi,j is unknown and must be retrieved
• the intensity profiles, as the one depicted in Fig.4.13, have a linear or nearly linear
behavior in logarithmic scale
• intensity values are strictly positive.
These considerations suggest that a clever way to compute the mean value for the ampli-
tudes could be to exploit the geometric average, instead of the arithmetic one as done in
Eq.4.1. The geometric mean of the amplitudes can be computed as follows:
MaverGi,j =
(
R−1∏
r=0
∣∣ρ˜ri,j∣∣
) 1
R
= exp
[
1
R
R−1∑
r=0
log
(∣∣ρ˜ri,j∣∣)
]
. (4.3)
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(a) xy plane (b) xz plane (c) yz plane
Figure 4.12: MPR reconstruction of the vaterite sample. A projection (above) and a slice
(below) are shown for each plane. Two kinds of artifacts are visible: the high resolution noise
derives from the unknown pixels at high |~k| in the diffraction data, while stripes are caused by
the two wedges of missing data.
The geometric mean is commonly exploited with phenomena that present proportional
growth or exponential behaviors, and expresses the typical value of a set of numbers that
differs from each others by orders of magnitude, i.e. a situation very similar to our “
missing amplitudes” issue. A strong relationship between arithmetic and geometric mean
exists, that is MaverGi,j ≤ Maveri,j , where the equality holds only when the averaged items
have all the same value (which is not our case).
Again, if we expect that |ρ˜ri,j | represents an overestimation for the unknown amplitudes
for every, or almost all, the individuals inside P, thus this new relationship tends to be
true:
|ρ˜averi,j | < M truei,j < MaverGi,j (4.4)
It worth noting that, thanks to the geometric mean, the upper bound can be some orders
of magnitude less than the upper bound of Eq.(4.2). At this point, Eq.(4.4) implies that
it must exist a constant CB such that:
M truei,j < CB · |ρ˜averi,j |+ (1− CB) ·MaverGi,j = Mmaxi,j ∀ i, j (4.5)
Eq.(4.5) doesn’t have to be intended as a strong mathematical relationship, but as
something which is semi-quantitative, semi-empiric and it is likely to be true for all the
coordinates where the experimental amplitudes are unknown.
Under the implementation point of view, two more steps are required with respect to
what has been described in Chapter 2. First of all, a function that computes the matrix
Mmaxi,j is needed. Its implementation is trivial and won’t be discussed. The function
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Figure 4.13: A slice of the FT amplitudes of the reconstruction in Fig.4.12 (a) and the two
intensity profiles in logarithmic scale (b) extracted from two adjacent radii. The overestimation
of the amplitudes in the unknown areas are the cause of the reconstruction artifacts, well visible
in Fig.4.12.
that computes Mmaxi,j must be inserted between the Self-Improvement and the Crossover
steps. A second point concerns the use of this matrix Mmaxi,j . This bound may be applied
to all the unknown amplitudes. However, if it is done, given Mmax
(n)
i,j the upper bound
computed at the n-th generation, the relation Mmax
(n+1)
i,j < M
max(n)
i,j holds, pushing down
to zero the unknown values.
For this reason, it is convenient that only a fraction of this upper bound matrix is
used, such that each individual ρr has its own one, Mmaxr, computed at each generation
as follows:
Mmaxri,j =
{
Mmaxi,j , if rand[0, 1) < CBP
−1, otherwise (4.6)
where Mmaxri,j = −1 means that those amplitudes, if unknown, will be left untouched.
For example, CBP = 0.2 means that only one fifth of the unknown amplitudes will be
bounded to a maximum value. The choice of the bounded coordinates is totally stochastic,
and differs from an individual ρr to an other. In this way, even if an unknown amplitude
at a given coordinate is not directly constrained to a maximum value, it will likely have
Algorithm 22 Implementation of the projector PM with the upper bound for unknown
amplitudes
1: function Pm(ρ, Mmax[i, j])
2: ρ˜ ← DFT(ρ)
3: for i, j ← 0 to N do
4: if M [i, j] is known then
5: ρ˜[i, j] ← M [i, j] ∗ exp(√−1 ∗ arg(ρ˜[i, j]))
6: else if M [i, j] is unknown and Mmax[i, j] ≥ 0 and M [i, j] > Mmax[i, j] then
7: ρ˜[i, j] ← Mmax[i, j] ∗ exp(√−1 ∗ arg(ρ˜[i, j]))
8: end if
9: end for
10: ρ ← DFT−1(ρ˜)
11: return ρ
12: end function
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(a) xy plane (b) xz plane (c) yz plane
Figure 4.14: Result of the MPR reconstruction using the described bounds for the unknown
diffracted intensity. A projection (above) and a slice (below) are shown for each plane. Both
stripes and high resolution noise are now only slightly visible.
a bounded neighbor. This situation prevents its value from rising too much during the
iterative projection procedure.
The third necessary step is the modification of the iterative projection algorithms, such
as ER and HIO, concerning in particular the projection operation described by Alg.1. The
new version of this projector is proposed in Alg.22.
Just to sum up, we have seen that a good way to find an upper bound for the unknown
amplitudes is to perform a linear combination of the amplitude of the average density,
|ρ˜averi,j | and the average amplitude, |MaverGi,j | computed by performing a geometric mean.
This upper bound, Mmaxi,j , is exploited by iterative projection algorithms with a probability
CBP for each pixel.
An important role in this approach is played by the Mutation operator inside MPR. In
fact, without a mutation operation, the evolutionary dynamics of the approach tends to
collapse to a unique genetic pool, i.e. all the individuals inside the population will be very
close in the space of configurations and tends to be very similar. In such a situation, the
described approach to reduce artifacts is doomed to fail, due to the fact that, if individuals
are very similar and tends to overestimate unknown amplitudes, also |ρ˜averi,j | will provide
an overestimation of them, making Eq.(4.5) no more valid also under a qualitative point
of view. The role of mutation is, thus, to keep the population reasonably sparse in the
configuration space, such as the bounds of Eq.4.5 assume reasonable values.
After this description, it is now possible to show the results obtained by exploiting this
method. In this case, CB = 1 and CBP = 0.5. Parameters concerning mutation have been
set to CMP = 0.33, CMP = 0.8 and CMP = 1. A population P of R = 512 individuals
has been used, and, during the Self-Improvement step, each individual underwent 30
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Figure 4.15: A slice of the FT amplitudes of the reconstruction in Fig.4.14 (a) and the two
intensity profiles in logarithmic scale (b) extracted from two adjacent radii in (a). The two radial
profiles are now much more compatible.
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Figure 4.16: A visual comparison between the same slice for the two different reconstructions
(a) in Fig.4.12 and Fig.4.14. The two radial profiles, computed in the same direction, are plotted
in (b), underlining that the bounds for the amplitudes extracted during the MPR reconstruction
works well not only for the missing wedges but also for the missing high resolution amplitudes.
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Figure 4.17: Comparison of the Error Profile Function (EPF) between the noisy unbounded
reconstruction of Fig.4.12 and the noise-less one in Fig.4.14. The EPFs are pretty similar, which
means that the amplitude bounding didn’t worsen the achieved resolution.
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iterations of HIO algorithm.
The retrieved 3D density is depicted in Fig.4.14. First of all, vertical stripes that
dominate Fig.4.12a are now almost absent, as Fig.4.14a clearly shows. The same happens
for Fig.4.14c with respect to Fig.4.12c, where horizontal stripes dominates the reconstruc-
tion. Another big gap in quality between the two reconstructions concerns the xz plane.
As said before, most of the artifacts derive from the lack of diffraction data in the central
slices of the y axis. This fact reflects into a bad estimation of pixel values in Fig.4.12b.
Fig.4.14b, instead, clearly shows a reconstruction much less affected by artifacts.
The reason of this reconstruction quality is well described by Fig.4.15. While Fig.4.13b
clearly showed an overestimation of amplitudes where diffraction data lacks, here only a
slightly visible difference between the areas of known and unknown amplitudes is present.
Under a visual point of view, Fig.4.15a shows a slight underestimation of unknown am-
plitudes. Fig.4.15b depicts two adjacent radial profiles of diffraction data in logarithmic
scale, the blue one computed in a known amplitudes region and the red one in the unknown
region, as previously done in Fig.4.13. While Fig.4.13 showed that unknown amplitudes
were overestimated of more than an order of magnitude, here the two radial profiles are
much more compatible.
The same behavior happens for unknown values at high resolution, which were re-
sponsible of high resolution artifacts in Fig.4.12, due to a clearly visible overestimation
in Fig.4.13b at very high |~k|. Fig.4.16a shows this difference: as well depicted in the plot
in Fig.4.16b, starting from a distance of about 240 pixels from the center, the amplitudes
along the radial profile of the reconstruction in Fig.4.12 start to be overestimated, as-
suming values also greater than the ones between 100 and 240 pixels (red line). The blue
line, which represents the radial profile of the reconstruction in Fig.4.14, present a much
better behavior, with a tendency to decrease with |~k|, assuming values also two orders of
magnitude lower than the red profile.
A last point about this dataset concerns some considerations about the achieved ef-
fective resolution. As said before, the only way to have its quantitative evaluation it to
perform a PRTF function, but its evaluation for a MPR result requires a huge amount of
(a) (b)
Figure 4.18: A 3D rendering of the result shown in Fig.4.14. In (a), the whole reconstruction
is shown, while (b) depicts a cutted version of (a), where the internal density distribution is
revealed.
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computational resources. What can be done is, instead to evaluate an EPF comparison
between the result in Fig.4.12 and the artifacts-reduced one in Fig.4.14, in order to eval-
uate if and how the artifacts reduction method affects the reconstruction quality. In fact,
high resolution artifacts could be mitigated for example by using a gaussian filter, which
has the drawback to negatively affect the resolution of the image.
Fig.4.17 shows the EPF comparison between the “noisy” and “noise-less” reconstruc-
tions. As the plot clearly shows, artifacts reduction does not affect the resolution, i.e.
the two EPF reconstructions has a comparable behavior at all resolution scales, and in
particular in the range 5-1 pixels that represents the typical scale of artifacts in Fig.4.12.
Fig.4.18 is a 3D rendering of the result presented in Fig.4.14. In particular, Fig.4.18a
is the rendering of the whole reconstruction, while Fig.4.18b is a cut on the yz plane,
revealing the density distribution inside the sample.
The following subsection deals with a further dataset, acquired with the same tech-
nique and presenting the same issues.
4.2.2 Silicon dioxide microparticle
This dataset has features that are somehow similar to the previously treated Vaterite one,
concerning both the issues of diffraction data and the sample shape. The dataset is a 3D
diffraction data of a SiO2 microparticle.
Diffraction data has almost the same features of the previous dataset, and a slice of
this diffraction data is very similar to the one of the previous dataset in Fig.4.11. In fact,
the data acquisition was performed in the same way, and the issues that concerned the
previously presented dataset appear again for this diffraction data.
(a) xy plane (b) xz plane (c) yz plane
Figure 4.19: Result of the MPR reconstruction using the described bounds for the unknown
diffracted intensity. A projection (above) and a slice (below) are shown for each plane.
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(a) (b)
Figure 4.20: A 3D rendering of the result shown in Fig.4.19. In (a), the whole reconstruction
is shown, while (b) depicts a cutted version of (a), where the internal density distribution is
revealed.
Fig.4.19 reports the projections on the three axes (in the upper part) and slices (in the
lower part) of the result obtained by MPR. The method to treat unknown amplitudes,
described in the previous example, has been used. As consequence, there are no visible
artifacts at high resolution (which may affect Fig.4.19b) nor vertical stripes in Fig.4.19a
or horizontal stripes in Fig.4.19c.
A 3D rendering of the reconstruction is, instead, shown in Fig.4.20.
A further comment can be provided about the comparison between MPR and the
standard RPR approach. As seen before, performing a reconstruction on this kind of
datasets without caring about the overestimation of unknown amplitudes leads to a re-
construction plenty of artifacts, as shown for the previous data in Fig.4.12. The usual
way to face these artifacts with the RPR approach is to consider as solution the average
of many independent reconstructions, such that, thanks to the averaging, the artifacts are
smoothed. The drawback of this approach is that a resolution degradation usually occurs.
Fig.4.21 shows a comparison between the MPR result (Fig.4.21a) and an averaged RPR
result (Fig.4.21b) concerning a reconstruction detail on the yz plane. Even if, at a first
look, the two reconstructions look almost identical, a deeper inspection of data reveals
that 4.21b is smoother than Fig.4.21a. This fact is quantitatively remarked by the profile
shapes plotted in Fig.4.21c. Looking at the edges of the profile, it can be noted that the
density profile extracted by MPR (red line) drops down faster than the RPR result (blue
line). This edge analysis suggests that the resolution achieved by MPR could be slightly
higher than the RPR one.
A further clue about the better performance of MPR in this case is provided by
the computation of the retrieved average density value. In fact, This sample is totally
composed by amorphous SiO2, whose tabulated density is 2.196 g cm
−3. The density
value can be extracted by the reconstructions by computing the histogram of the pixels,
i.e. the number of occurrences as function of the density interval. Then, the histogram
is interpolated with a normal distribution and the mean provided by the interpolation is
assumed to be the sample density. This method carries to an estimation of the density
value of 2.259 g cm−3 for the RPR approach, which represents an overestimation of the real
value of about 2.7%. MPR provides instead a value of 2.172 g cm−3, which represents
an underestimation of 1.1%. The information about average sample density is mainly
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Figure 4.21: A detail of the MPR reconstruction (a) and the averaged RPR one (b). The lower
definition of (b) is remarked by the density profile analysis reported in (c).
contained in the very central pixels of the diffraction pattern, which are hidden by the
beam-stopper and must be retrieved by the algorithm. Thus, we can state that MPR
provides a better performance not only on high resolutions, but also in retrieving very
low frequencies missing from diffraction data.
Chapter 5
Data Analysis Software
Even if this dissertation is, in the most part, dedicated to the main topic of the PhD
research, some other works have been made in the field of Coherent Diffraction Imaging,
all concerning CDI data analysis. This chapter is fully dedicated to a description of
data analysis and visualization softwares. All diffraction patterns shown in the chapter,
exploited only as benchmark for the softwares, were acquired at the Free Electron Laser
FERMI1 by Langbehn et al. (2018).
5.1 Online data analysis tool
The data analysis software has been designed for pump-and-probe experiments. A typical
pump-and-probe experiment is used to get information about ultrafast phenomena. The
sample of interest is hit by a pump pulse that generates a modification of the sample.
After a defined time delay, the probe pulse hit the sample and the diffraction data is
acquired. Diffraction data gives information on the sample as function of the time delay
between the pump and the probe beams. The main feature of this technique is that it
is able to investigate ultrafast phenomena (usually excited states of the sample) without
requiring a fast detector, and the resolution in time is only limited by the pulses duration.
Samples are contained in a chamber and are delivered to the interaction zone thanks to
a pulsed valve. A common experimental configuration is well described by Rupp et al.
(2014).
This data analysis tool was developed for a resonant two-color imaging of helium
nano-droplets at FERMI FEL. The possibility to have an online analysis of incoming
data is a valuable help in tuning the experimental parameters, because the effects of their
modification can be directly visualized on the acquired diffraction data. For example,
gas phase clusters are produced thanks to a supersonic expansion in the experimental
chamber after the valve opening. Their size directly depends on the temperature and
pressure of the He inside the chamber (Hagena & Obert 1972) and on the time delay
between the He cluster source and the FEL X-ray pulse (Rupp et al. 2014). Thus the
success of such an experiment highly depends on the correct tuning of these (and many
others) experimental parameters.
The online data analysis tool has been developed to have a live view on experimental
results, allowing an easier and faster tuning of sensible experimental parameters. The
online analysis software is divided into two parts:
• Analysis software: data acquired by the detector is sent to the online storage. As
soon as data is saved, the analysis software reads the files and assigns to each
diffraction shot a set of values which describes its features.
1https://www.elettra.trieste.it/lightsources/fermi.html
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• Visualization software: it plots the values assigned by the analysis software and
allows to directly access each diffraction pattern.
The analysis software is, technically speaking, a daemon software, i.e. a software that
runs in the background. On the other side, the visualization software runs in foreground
and it can be interactively controlled via an user interface. The following subsections will
describe in detail these two tools.
5.1.1 Analysis software
Data is saved on the storage in the HDF52 file format. Each file contains, in this case,
100 diffraction patterns with a dimension of 1035x1035 pixels. The acquisition rate of
the camera, which is synchronized with the FEL repetition rate, is 50Hz, such that a file
with 100 diffraction patterns is saved to the storage every 2 seconds3. The role of this
tool is to assign to each diffraction pattern, which is uniquely identified by the bunch id,
a set of values which describes its main features.
The main loop of the software is provided by the following pseudo-code.
Algorithm 23 The main loop of the analysis software
1: function AS
2: P ← ReadParameters . A set of parameters is read from a config-
uration file and saved to the object P
3: loop
4: FileName ← WaitForFile(P.work dir) . Wait for a new file. When a new file ap-
pears in the work directory, its file name is
returned and saved
5: Data ← ReadFile(FileName) . Diffraction data is read from the file and
stored into Data
6: Hits ← HitOrMiss(Data, P) . From the Data array, only diffraction data
containing meaningful measurements are
selected and stored into the array Hits
7: Analyze(Hits, P) . Each pattern is analyzed
8: SaveAnalysis(Hits, P) . Values extracted form the analysis are
saved into a separate file
9: end loop
10: end function
The implementation makes use of two different data structures. The first one is the
object P, that contains the parameters for the analysis tool. Without listing all of its
data members, it is worth noting that, for example, P.work dir is the directory where the
software search new data to analyze, while P.analysis file name is the file name where the
results of the analysis are saved.
The second data structure is, instead, the one concerning diffraction data. The array
Data, declared at line 5 of Alg.23 is an array of objects. Each element in this array has
two members: the first, Data[p].pattern, is a N ×N array containing the diffraction data
acquired by the detector, such that Data[p].pattern[i][j] is the pixel value at coordinates
(i, j) of the pth pattern among the 100 ones inside the loaded file. The second member of
this object is Data[p].bunch id, which contains the identification number of that pattern
(it is actually the identification number of the FEL flash that produced the diffraction).
The first operation is to read the needed parameters from a configuration file. This
configuration file contains the reference to the working directory, the file name where the
analysis results are saved, and some other parameters that will be subsequently described.
Once that parameters have been read, the algorithm enters the main loop (line 3 of
Alg.23). The first called routine at line 4 has the role to scan the working directory in
2For more information, visit https://www.hdfgroup.org/
3These parameters refer to the LDM beamline at FERMI
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search for a new file to analyze. This function query the file system with a given frequency:
when a new file appears in the directory, its name is returned and it is added to the list
of analyzed data files.
The function at line 5 reads the data file. Its implementation is trivial, apart for the
check of file integrity. In fact, when the file appears of the filesystem, the data transfer
has just started. This function has to wait for the end of data transfer. This is achieved
by iteratively calling the H5Fopen function of the HDF5 library as long as its return value
reports an error. When the file transfer is complete, it passes the integrity check and data
is read by the software.
The first step in data analysis is performed by the HitOrMiss function, called at line
6 of Alg.23. The aim of this routine is to select, among the diffraction patterns loaded from
the file, the meaningful ones, i.e. the ones containing a diffraction data due to the presence
of a sample in the interaction zone. The discrimination between a hit and a miss is based
on the total diffracted radiation recorded by the detector, i.e. the sum over all pixel
values. The patterns whose intensity is above a given threshold can be considered as hits,
while the ones below the threshold are discarded. The a-priori knowledge of this threshold
value is all but trivial, because it depends on the experimental parameters. Thus, the
threshold value is found by performing a statistical analysis of diffraction patterns, by
following the steps below:
1. The total diffracted radiation is computed and saved for each diffraction pattern,
that is
∑
i,j Data[p].pattern[i, j] is saved to Data[p].sum.
2. Data is sorted basing on the sum.
3. The mean S and standard deviation σS of the sum value are computed on the 50%
less intense patterns
4. Only diffraction patterns whose sum value is greater than S + P.nsigma · σS are
considered as hits and will be further analyzed. Common values for P.nsigma run
from P.nsigma = 2 to P.nsigma = 5.
The advantage of this approach is that it is able to provide a reasonable threshold
value independently from the total amount of radiation in the illumination area, the gain
of the detector, the presence of global offset in the acquired data etc.. This HitOrMiss
function is able to provide a fast and reliable estimation of the hit-rate, giving a first
important feedback about the progress of the experiment.
After having selected the meaningful diffraction data, the function Analyze is called
and represents the core of the analysis software. The aim of this function is to assign to
each diffraction pattern a set of values that describes some salient features.
Some of these characteristic values are directly computed on the diffraction data, while
some others are computed in the direct space. The ones directly computed on diffraction
data are:
• Amount of diffracted radiation. It is the sum of the pixel values. The higher
the value, the more the brightness of the pattern.
• Angular variance. It is the variance of pixel values at a fixed radius. The lower
the value, the higher the spherical symmetry of the pattern.
• Angular correlation. It is the correlation length of pixel values, computed in the
angular direction and averaged over different radii. The higher the value, the more
coherent is the variation of the pattern on the angular direction.
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• Radial correlation. It is the correlation length of pixel values, computed in the
radial direction and averaged over different angles. The higher the value, the more
coherent is the variation of the pattern on the radial direction.
• Width. It is the mean width of Gaussian functions centered at radius 0 obtained
by interpolation with the diffraction pattern, computed on different angles. The
higher the value, the thicker the diffraction pattern, the lower the dimension of the
sample.
• Width variance. It is the width variance of Gaussian functions centered at radius 0
obtained by interpolation with the diffraction pattern, computed on different angles.
The higher the value, the less spherical is the sample shape.
• Fringes distance. The distance in pixels between diffraction fringes is computed
on different radial directions. The average on different angles is given. The lower
the value, the bigger the sample size.
• Fringes angular variance. The distance in pixels between diffraction fringes is
computed on different radial directions. The variance on different angles is given.
The higher the value, the less spherical the sample shape.
As said before, it is possible to make some analysis also on the Fourier Transform of
diffraction data, which corresponds to the auto-correlation function of the sample density
distribution. Due to the presence of the beam-stopper, that makes the diffraction data
unavailable in the central part of the pattern corresponding to low-frequencies, the FT
of the diffraction pattern is actually a sort of high-pass filtered auto-correlation of the
density distribution, which is however able to provide some information about the sample
shape. Thus, after having performed a FT of the diffraction pattern, some other values
can be extracted, which are similar to the previously listed ones but computed in the real
space:
• Angular variance. It is the variance of pixel values at a fixed radius. The lower
the value, the higher the spherical symmetry of the sample.
• Width. It is the mean width of Gaussian functions centered at radius 0 obtained
by interpolation with the radial profiles of the autocorrelation function, computed
for different angles. The higher the value, the thicker the sample width.
• Width variance. It is the width variance of Gaussian functions centered at radius
0 obtained by interpolation with the radial profiles of the autocorrelation function,
computed for different angles. The lower the value, the more spherical the sample
density distribution.
It can be easily understood that some of those values are redundant, i.e. provide
similar information computed in different ways.
After the just described analysis step, called at line 7 of Alg.23, the last point consists
in writing those values in a text file. Each line of this analysis file corresponds to a single
diffraction pattern. The first column is the bunch id, which identifies the shot, while the
following columns report the computed values previously described. Depending on the
number of files read by this analysis tool, the analysis file contains information about
hundreds (or thousands) of diffraction pattern. Thus, a tool is needed to move inside this
database and select the data of interest, which will be described in the next subsection.
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Figure 5.1: The flowchart of the analysis software describing the parallel implementation. RT
indicates the reading threads, whose role is to read diffraction data from the storage, while AT
is the label for the analysis threads, whose role is to perform analysis of diffraction data. The
organization of computing threads has been designed to optimize the parallel efficiency, such
that, at all steps, there is a computing thread that reads data from the storage.
A final note concerns the implementation of this tool. The code has been written
in C++, due to the high computational efficiency required by this kind of analysis that
must be faster than data acquisition. Thus, the Analyze routine has been implemented
in parallel, thanks to the OpenMP library that allowed a multi-threaded parallelization. In
this way, once that the file containing many diffraction pattern has been loaded, many
diffraction images can be analyzed at the same time (depending on the computing hard-
ware).
The efficient implementation of the analysis made the I/O operations the real bot-
tleneck of the software. The I/O performances strictly depend on the hardware and
cannot be boosted via a different software implementation. The maximum efficiency is,
thus, reached when the software is always reading data from the storage. This maximum
speedup is again reached thanks to the availability of multi-core CPUs combined with
multi-thread programming.
The code has been written such that there are some Reading Threads (RT) and some
Analysis Threads (AT). For example, on a CPU able to manage 8 threads, the flow of
data processing is described by Fig.5.1, where the number of RT is 2 and the number of
AT is 4.
When new files containing diffraction patterns appear in the working directory, RT1
(the first Reading Thread) waits for data transfer completion and reads the first file, while
RT2 waits, as depicted in Fig.5.1a.
As soon as RT1 completes the data loading from the storage, it enters in the analysis
step, splitting itself into 4 AT, which means that groups of 4 patterns are analyzed at
the same time. In the meanwhile, RT2 can now start the reading phase on a new file
(Fig.5.1b).
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As said before, data analysis is faster than data loading, such that the group of ATs
ends its work before RT2 ends data loading. Thus, ATs launched by RT1 close and RT1
waits for the completion of the RT2 reading step, as shown in Fig.5.1c.
Fig.5.1d depicts the last step, where RT2 has ended the reading step and enters in the
analysis phase, splitting into 4 threads, while RT1 is now free to read (or wait for) a new
data file. When the second ATs group finishes its work, the configuration restart from
Fig.5.1a.
It’s worth noting that, for all the described steps, i.e. for all the figures in Fig.5.1,
there is always a thread in the green phase, which corresponds to the data loading. In
this way, the efficiency of the algorithm is maximum, and a further gain in performance
can be achieved only with a hardware update concerning the storage.
5.1.2 Visualization tool
As stated before, as long as the analysis proceeds thanks to the analysis software that
runs in background, a lot of information is written in the analysis file. The visualization
tool has been developed with the aim to surf the analysis table and to identify the diffrac-
tion data of interest. Due to the fact that the visualization software doesn’t need high
performances and requires a Graphic User Interface (GUI), it has been implemented in
Python4 programming language. The visualization software is based on a GUI composed
by two windows, as shown by Fig.5.2.
The first window, depicted in Fig.5.2a, is dedicated to the plotting of the values ex-
tracted by the analysis tool and written into the analysis file. The main plot is represented
by the bi-dimensional scatter plot in the lower left part of Fig.5.2a. Each dot in this plot
represents a single diffraction pattern, and its x and y coordinates are two different char-
acteristic values given by the analysis tool (angular variance, angular correlation, fringes
distance etc.): also the color of these dots is proportional to one of these values. The
rectangle on the upper left is a histogram computed on the x axis, and represents how
many diffraction shots are present in the given interval of the x axis. The same is for
the lower right rectangle, which is a histogram computed on the y axis. The upper right
square area is dedicated to the pattern visualization: when the user clicks on a point of
the scatter plot, the pattern corresponding to that point appears.
The features of the plotting window can be controlled and customized thanks to the
control panel in Fig.5.2b.
The first controls regard the choice of the parameters on the axes and of the color
scale of dots in the plot. When the user clicks on the box entitled X Axes, a drop-down
menu opens and enables the user to choose the quantity that will be used as x coordinate
in the plot, as shown in Fig.5.3a. Each name corresponds to a column in the analysis
file, and column names are declared in its first row. The same can be done for the y
axis, in Fig.5.3b and for the color lightness of dots, in Fig.5.3c. The value in the box
entitled Lightness scaling changes the relationship between the color lightness of dots and
the parameter chosen in the Lightness box on its left. Given λ the lightness, x the chosen
parameter and n the value in the Lightness scaling field, the lightness is assigned to dots
via the relationship λ = xn. If, like in Fig.5.2b, n is set to 1 and the Lightness drop down
menu is set to peaks distance, the dots lightness scales linearly with the detected
distance between diffraction fringes. The value of n can be both positive and negative.
This visualization tool allows the user to visualize data as bi-dimensional histogram,
instead of a scatter plot. This utility turns out to be useful when the amount of data is
high and it is difficult to get an idea of the statistical distribution of data looking at the
4https://www.python.org/
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(a)
(b)
Figure 5.2: A screenshot of the main windows of the visualization software. Panel (a) is
dedicated to visualize data as function of the parameters extracted from the analysis, while
panel (b) allows the user to control the plot properties and to perform operations on data.
(a) (b) (c)
Figure 5.3: Screenshots of the control panel that show how it is possible to select different
parameters for the plot axes and plot color scale.
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(a)
(b)
Figure 5.4: Demonstration of the use of the bi-dimensional histogram mode (a) by changing
the relative option in the control panel (b), highlighted in red.
scatter plot. The plot type can be changed thanks to the drop-down menu, highlighted
in red in Fig.5.4b. The two text boxes highlighted in red change the number of histogram
bins on each axis. In the example, the number of bins on the x and y axes have been set
to 20 and 40 respectively, and the effect of this choice is clearly visible in Fig.5.4a.
Another feature of the control panel is highlighted in Fig.5.5, which gives the possibility
to get the average value of a parameter (selected via the drop down menu on the right)
and its standard deviation.
The last worthy of note feature of the visualization tool consists in the possibility to
select a subset of the analyzed data. There are many fields in the control panel that allow
the user to use the selection tool, as highlighted in Fig.5.6.
First of all, it’s worth saying that a selection on data can be performed in a graphical
way, by clicking the right button of the mouse and drawing a rectangular region. Selected
data remains of green color, while data excluded from the selection turns into red, as
depicted by Fig.5.7 on the left. If parameters on the axes are changed, the selection is
conserved, as depicted in the right window of Fig.5.7.
Selection can act in different ways, basing on the choice from the drop-down menu
inside the red rectangle of Fig.5.6. The meaning of the three options is the following:
new - A new selection is performed, and any previously existing selection is over-
written.
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Figure 5.5: The control panel can
provide statistics on a given parame-
ter, highlighted in red.
Figure 5.6: The control panel allows
to perform some operations on selected
diffraction data, by changing the selec-
tion type (red), modifying the selection
(blue) or saving it in a text file (green).
restrict - The new selection acts only on the previously selected patterns, if any.
The resulting selected points are the intersection between the previous selection and
the new one.
add - The newly selected points are added to the previous ones, if any.
The blue square in Fig.5.6 contains some buttons that acts over the selection:
Reset - Any present selection is erased and the original data is restored
Cut Data - Data excluded from the current selection is visible no more.
Previous Selection - The selection shape goes back to the previous one, following
the selections history, if any.
Reload Data - Data is reloaded from the analysis file. Any current selection will
be deleted.
The last operation that the control panel allows to perform on a selection is to save
it into a file, which is just a list of bunch ids relative to the selected points. In the
green rectangle of Fig.5.6 there is the Save Selection button that, when clicked, saves
the list of selected patterns into the file with a file name written below (in the example,
selection.dat). The drop-down menu on the right allows to choose between overwriting
an existent selection file (if any) or appending the current selection to the one saved in
the existing selection file (if any).
Fig.5.8 represents just an example of the potentialities of the analysis tool to inspect
data. Fig.5.8a is a screenshot of the visualization tool where the x axis coordinate repre-
sents the total scattered intensity, while the y axis refers to the angular variance of the
patterns. The pattern in Fig5.8b has been selected from the lower left area, as indicated
in Fig5.8a: thus, it provides a low scattered intensity (i.e. the pattern is pretty dark) and
a low angular variance (i.e. the patterns has a circular symmetry). Fig.5.8c is, instead,
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Figure 5.7: Selection can be performed via a right click on the mouse (left). Selection is
conserved also when plot properties are changed (right)
extracted from the middle right part of the plot, which means that the scattered intensity
is pretty high and it deviates a bit from circular symmetry. The last pattern in Fig.5.8d
is, instead, located in the upper part of the plot, which corresponds to high angular vari-
ance. In fact, as easily visible in the figure, the pattern has a particularly weird shape,
very far from circular symmetry.
As it can be clearly seen in Fig.5.8, diffraction data is affected by some artifacts and
defects that directly derive from the features of the acquisition procedure, and a tentative
way to mitigate them is undertaken in the next section.
5.2 Microchannel Plate artifacts correction
MicroChannel Plate (MCP) detectors are widely used for detecting X-rays radiation.
They are composed, as their name suggests, by many parallel photomultipliers (channels)
with the aim to amplify incident X-ray radiation thanks to the photoelectric effect. The
use of MCPs in X-ray imaging requires the combination of a phosphor screen, posed after
the MCP, to convert MCP output electrons into visible light that can be recorded by a
CCD detector. A rough scheme of a MCP structure is depicted by Fig.5.9a, while Fig.5.9b
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(a) (b)
(c) (d)
Figure 5.8: Different coordinates in the plot (a) correspond to different properties of diffraction
data (b)(c)(d).
is a picture of a real MCP, which is composed by millions of parallel microchannels.
Different kinds of MCP exist, with different configurations and performances, that
won’t be discussed here.
There are two big issues concerning MCPs. The first one is that the micro-channel
has a saturation value, and when the output signal approaches the saturation value the
MCP response is no longer linear with respect to the incoming radiation.
The second problem regards the different response of the single channels depending on
their orientation with respect to the incident radiation. In fact, the signal amplification
provided by the micro channels depends on how many “rebounds” the radiation has on
the channel surface. If the incoming photon perpendicularly enters the channel, there will
be few interactions between the photon and the inner surface of the channel, causing a
low amplification of the signal.
While the first issue can be, in some sense, bypassed by choosing diffraction patterns
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(a)
(b)
Figure 5.9: Scheme of a MCP with an exemplification of its operation (a) and picture of a real
MCP (b) composed by millions of microchannels.
Figure 5.10: Example of typical acquired diffraction pattern. The low response in the upper
right part and the experimental noise in the central zone are clearly visible.
whose values are below the saturation region, the latter problem is totally dependent on
the experimental setup and cannot be eluded.
A third point regards the noise produced by the experimental tools that affects the
acquired data.
These issues are well described by Fig.5.10, which represents a diffraction pattern. In
particular, experimental instrumentation causes the rectangular and cross artifact visible
in the central part. The different response of the MCP is, instead, well visible in the
upper right part of diffraction data, which is less intense with respect to the rest of the
pattern.
After these considerations, neglecting the signal saturation issue (i.e. considering only
diffraction data below the saturation limit), the relationship between the true diffraction
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signal It and the one measured by the CCD I can be modeled by the following formula:
Ii,j = Bi,j + Ci,j · Iti,j (5.1)
where Ci,j is the response coefficient of the MCP and Bi,j is the noise produced by the
experimental instrumentation.
Its worth noting that, at a first approximation, the matrices B and C depends only on
the experimental configuration, thus all the N patterns acquired in the same conditions
will have the same B and C matrices. This consideration opens the possibility to use the
information provided by the N patterns In with n = 1, ..., N , to retrieve B and C.
A first estimation of the background matrix B is computed by averaging all the diffrac-
tion data corresponding to a target miss. In fact, if nothing is present in the interaction
zone, each miss diffraction pattern corresponds to an estimation of the background sig-
nal. This operation requires to discriminate between hits and misses, and the operation
is accomplished in the same way described in section 5.1.1. In this case, blank patterns
are averaged to get an estimation of the background matrix B. Thanks to this operation,
a new matrix Isub is obtained for each diffraction data, such that (5.1) turns into:
Isubi,j = Ci,j · Iti,j (5.2)
At this point, the mission to accomplish is to retrieve the coefficient map C without
the knowledge of the true diffracted intensity It. This can be done by exploiting two
properties of diffraction data:
1. There is a region in the pattern where the response of the MCP is optimum and
independent on the coordinates, i.e. Ci,j = Copt for all i, j in this region.
2. Patterns that have circular symmetry must have the same intensity at a given radius,
independently on the angle.
The first consideration introduces the need to identify a trusted region, depicted in
green in Fig.5.11, where
Isubi,j
Copt
= Iti,j (5.3)
If only circular patterns are selected, then a trusted radial profile Itrust(r) can be
computed in this region, by averaging pixels at the same distance from the center.
This radial profile can be assumed to be proportional to the true radial profile, that
is Itrust(r) = Copt · It(r). In this way, for any given pixel i, j at radius r outside the
trusted region, it holds that:
Ii,j =
Bi,j
Copt
+
Ci,j
Copt
· Itrust(ri,j) = B˜i,j + C˜i,j · Itrust(ri,j) (5.4)
where ri,j is the radius related the coordinates i, j, B˜i,j =
Bi,j
Copt
and C˜i,j =
Ci,j
Copt
.
At this point, it is clear that retrieving the matrices B˜i,j and C˜i,j means retrieving
the correct MCP response up to a constant value. Given N circ diffraction patterns that
corresponds to a hit signal and have circular symmetry, for each coordinate i, j there are
N circ couples of values: the measured diffraction data Ii,j and the expected value at that
coordinate Itrusti,j . Thus, once that the N
circ couples {Ii,j , Itrusti,j } are computed for each
coordinate i, j, a linear interpolation is performed for each pixel following Eq.(5.4) where
B˜i,j and C˜i,j are set as free parameters.
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Figure 5.11: A circular pattern should provide the same diffracted intensities at a fixed distance
from the origin (red circle). In green, the trusted area, where the scaling factor between the
incoming radiation on the MCP and the output one is expected to be constant, i.e. independent
on the pixel coordinates.
(a) (b)
Figure 5.12: The background map B (a) and the linear coefficients map C (b) extracted from
diffraction data characterized by a circular shape
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(a) (b)
(c) (d)
Figure 5.13: Original diffraction data with circular shape (a)(c) and their version corrected by
the use of maps in Fig.5.12 (b)(d). The circular symmetry of the retrieved patterns (b) and (d)
suggests that diffraction data is well retrieved by the algorithm.
Fig.5.12 is an example of the approach. In particular, Fig.5.12a is a representation
of the matrix B˜i,j while Fig.5.12b is the matrix C˜i,j . These maps have been extracted
by performing a linear interpolation for each pixel, as previously described. Diffraction
data used to generate these maps has been selected among the ones inside the dataset,
by choosing, for the interpolation step, only patterns that provides circular symmetry, as
the one depicted in Fig.5.13a. In all these images it can be noted a masked area near the
center of the diffraction pattern. This data has been excluded from the analysis because,
in those pixels, experimental noise dominates, totally hiding any meaningful signal.
Fig.5.13 shows the application of Eq.(5.4), using the maps in Fig.5.12a and Fig.5.12b,
on symmetrical diffraction data. On the left (Fig.5.13a and Fig.5.13c) two diffraction
patterns are shown, as they were acquired by the detector. On the right, instead, there
are the restored versions of them. The approach demonstrates to work well both on very
symmetric data, in Fig.5.13b, and on nearly circular patterns, in Fig.5.13d.
The software developed and described in this section turns out to be particularly
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(a) (b)
(c) (d)
Figure 5.14: Original diffraction data with an asymmetric shape (a)(c) and their version cor-
rected by the use of maps in Fig.5.12 (b)(d). Low intensities and unpredictable features in the
upper right zone, hidden by the distorted response of the MCP, are now well visible, with an
intensity value coherent with the rest of the diffraction pattern.
useful when diffraction data has no symmetries. In fact, when a diffraction pattern is,
for example, centro-symmetric, half of the diffraction data is redundant, such that it
is not necessary to retrieve it if damaged by experimental issues. Instead, in the case
of non symmetric patterns, each pixel acquired by the CCD provides useful and unique
information, such that the correction of acquisition defects turns out to be fundamental to
maximize information on the sample of interest. For this reason, the correction software
has been applied also on diffraction data, belonging to the same dataset, which is not
symmetrical (or, at least, doesn’t have a circular shape), exploiting the correction maps
extracted from circular diffraction patterns in Fig.5.12a and Fig.5.12b. Fig.5.14a and
5.14c represent the acquired diffraction data, while 5.14b and 5.14d are the corrected
counterparts. For all of these examples, the software is able to retrieve some unpredictable
features of diffraction data that were hidden by the low response of the MCP. Fig.5.14
clearly shows that this approach is able to (at least partially) correct some artifacts
Data Analysis Software 111
introduced by the acquisition procedure, and in particular the different response of the
MCP as function of the coordinates i, j.
The main limitation of this approach concerns the starting hypothesis in Eq.(5.1):
this equation assumes that the response of the MCP is linear. As said before, it can
be assumed to be true if the output signal is far from the saturation value of the single
micro-channels, but when the signal approaches the saturation value the relationship
between the measured data I and the input signal It has a sub-linear behavior. Thus, a
more reliable approach should include this feature. Work is still in progress, and some
preliminary tests have been performed, but the results turn out to be very sensitive to
the behavior of the response function near to the saturation value.

Conclusions
The aim of this work was to investigate new ways to face the phase retrieval problem in the
field of Coherent Diffraction Imaging (CDI), and in particular its “standard” form, which
requires the acquisition of single scattering patterns of isolated samples. The great interest
in the field derives from the fact that, at the moment, CDI is, for example, one of the few
imaging techniques well suited for time resolved imaging at Free Electron Lasers facilities.
This CDI technique presents many challenges, that concerns experimental setups, data
acquisition and data analysis. If the first and the second are strictly bounded to the
performances of the experimental hardware, the latter is mainly a mathematical and
computational challenge. In fact, in order to retrieve the specimen density distribution,
it is necessary to solve the so–called phase retrieval problem, which represents a hard
optimization task.
The last twenty years saw an improvement in the performances of computing hard-
ware that was rarely (or maybe never) seen in other fields. As well as these improve-
ments changed our lifestyle, science underwent a true revolution due to the opportunities
opened by new technologies. When the capabilities of computational hardware increase,
new methods of simulation and analysis become possible. The growth of computational
resources in the last years was so fast that, often, science was not able to keep up with
new methods. This is, in some sense, the case of phase retrieval algorithms for CDI.
In the 70’s the first reliable phase retrieval algorithm was proposed, the Hybrid Input-
Output (HIO). From that moment on, and in particular in the last ten years, many other
algorithms were proposed. These new approaches, that in some cases outperform the
HIO algorithm, didn’t represent a true breakthrough with respect to performances and
reliability, such that the original HIO algorithm is still widely used. The most part of
the development of phase retrieval algorithms was focused on their mathematical aspect,
reaching, in some cases, very high levels of sophistication. While the research was totally
dedicated to answer the question “How do these algorithms work?”, nearly no one cared
about how to use them better.
In the introduction of this work, the search for a solution to the phase retrieval problem
was likened to the search of the hole in a golf course. The search for the hole is usually
performed by a team of blind golfers, which are only aware of their position and their
altitude, without any knowledge about the hole direction. The only possible way to find
the hole is to randomly place themselves in the golf course, throw their own ball and hope
that it reaches the hole, which is placed in the lowest point of the field.
The aim of this work was to give them a voice, that is to make them able to commu-
nicate and share the information about their position and their performance.
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The mean chosen for sharing information is a Genetic Algorithm, which is a well
known stochastic optimization method able to perform a more global exploration of the
configuration space. This stochastic approach treats a population of individuals, i.e.
candidate solutions to the problem, which evolves by means of the Selection, Mutation and
Crossover operators, imitating the survival-to-fitness of natural evolution. The existent
iterative projection algorithms have been inserted in this stochastic framework, giving
rise to the Memetic Phase Retrieval (MPR) approach.
MPR represents a novelty in this field under, at least, three aspects:
• It is the first approach to the phase retrieval problem that makes an extensive use
of Computational Intelligence
• It is able to fully exploit nowadays High Performance Computing hardware
• It systematically outperforms the standard approach to phase retrieval.
This result was possible only thanks to a well suited implementation for the most recent
High Performance Computing (HPC) facilities. In fact, the high amount of computational
resources needed by MPR, especially when facing three dimensional CDI, is available only
nowadays, while just few years ago this approach wouldn’t have been possible (nor easily
conceivable).
Tests on both synthetic and experimental data show that MPR is a convenient way
when the standard approach fails, or when its results are not satisfactory. Moreover, as
said before, MPR isn’t actually a new phase retrieval algorithm (in the strict sense), but
it is a new way to exploit the existent ones: this means that MPR will benefit from any
further improvement concerning iterative algorithms. A clear example of this possibility
is the integration of the Shrinkwrap algorithm inside MPR, that turns out to be highly
reliable in retrieving the correct support function and very flexible and less dependent on
a fine tuning of its parameters.
As showed in the last section on experimental 3D data, the statistical nature of the
approach, which treats many candidate solutions to the phase problem at the same time,
provides useful information about the space of configurations, and it makes the scientist
able to extract, from this statistic, useful parameters to face issues in the experimental
data, like noise and lacks in the diffraction patterns.
Furthermore, it has been shown that MPR performance is proportional to its computa-
tional weight, which can be tuned by setting different sizes of the population of candidate
solutions. This means that it is somehow flexible, i.e. it can be adapted to the avail-
able computational resources, and an improvement in computing hardware will directly
reflects in an improvement of MPR results.
Thanks to its unique features, MPR has recently been recognized as a novelty in the
field, representing a solid basis for futher developements of Computational Intelligence
applied to Coherent Diffraction Imaging (Truong et al. 2017).
Perspectives
The use of a new methodology on an existent problem in Science, like the phase retrieval
problem, always opens many perspectives, both under the methodology point of view and
the use of this new methodology in similar problems. Concerning the latter, it can be
stated that the use of MPR is not limited to “classical” Coherent Diffraction Imaging
(CDI), but it can be applied also to other imaging techniques where phase retrieval is
needed and standard approaches present performance issues.
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For what concerns the perspectives about the development of MPR, a further dis-
tinction should be done between implementation-related improvements and the method-
related ones. Concerning the implementation, this work described the realization of MPR
code, which is able to exploit the massively parallel hardware installed on nowadays High
Performance Computing facilities. A careful reader may have noted that the so-called
GPU computing technique wasn’t mentioned. GPUs (Graphics Processing Units) are
coprocessors, specialized processing unit that were born in the late 90’s with the aim of
accelerating image processing and rendering. In the last year, GPUs became one of the
most used hardware for scientific computing thanks to their ability to provide amazing
speedups for certain kinds of tasks, such as the phase retrieval problem. The main issue
concerning a MPR implementation able to exploit GPU coprocessors is the huge amount
of required memory. In fact, many data transfers between the host memory and the
(limited) GPU memory are needed and would represent an insurmountable bottleneck in
reaching the best performance. However, the most recent developments in GPU hard-
ware now provide large memories installed on-chip (at the moment, up to 32GB) and the
possibility to directly access the host memory space. Thus, MPR approach on GPUs now
starts to be possible, and an implementation capable of GPU-computing is, among the
implementation-related perspectives, the most interesting and promising one.
On the other side, many further developments concerning the methodology are possi-
ble, and the most relevant are listed below.
• At the current stage, MPR treats as gene each single value of the matrix, i.e. the
single pixel of the image. This is the most logical and most trivial choice. However,
other choices could be done, for example by treating all the phases relative to a
spatial resolution in the direct space as a single gene. A different definition of genes
may result in more efficient Crossover and Mutation steps.
• The Mutation step is performed randomly. This means that each phase may
undergo a random shift. This way of mutating the genetic pool is particularly
trivial, but it is often very destructive. A more global Mutation operator, which
acts on groups of phases, may reduce the destructiveness of this step, improving its
efficiency. A first step in this way has been done by developing a smart mutation
(Mauri et al. 2018) which exploits the existing correlations between the coordinates
where the discrepancy with the experimental data is high and where the phases are
badly retrieved.
• MPR implementation of the Self-improvement step consists in a given number
of iterations of a given iterative algorithm (such as Hybrid Input-Output, Error
Reduction, Difference Map etc.). All the individuals inside the population undergo
the same algorithms with the same amount of iterations. A development may consist
in randomizing the Self-improvement, such that different groups of individuals
undergo different algorithms. This approach could reduce stagnation issues, due
to the fact that different algorithms follow different trajectories in the space of
configurations. A further step could be to insert the algorithm sequence inside the
genetic pool, such that the choice of the best algorithm is itself subjected to an
optimization process by the evolutionary dynamic.
• MPR optimization target, i.e. the functional that the genetic procedure has to
optimize, is the same of the iterative projection algorithms. Actually, one of the
strengths of GAs resides in their ductility, i.e. the possibility to make them optimize
any given cost function, without restrictions. Setting a different optimization target
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for the fitness evaluation may result in a less stagnant optimization. On the other
side, the Self-improvement will always try to optimize the optimization target of
iterative projection algorithms: this fact may result in instabilities of the approach
and a careful and deep analysis should be done on this point.
This PhD work didn’t pretend to be exhaustive, nor definitive. It just represents
a first step of phase retrieval inside the world of Computational Intelligence. Different
stochastic approaches may reveal to be much more efficient and reliable than Memetic
Phase Retrieval in the future, maybe thanks to the improvements in theory and computing
hardware. I would say that MPR, in a sense, is like the magnifying glass with respect
to the following invention of the microscope, or the kite compared to the airplane, or the
telegraph with the smartphone. But even a telegram is a breakthrough for a blind golfer
looking for the hole.
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