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Abstrakt: 
Diplomová práce se zabývá implementací virtualizace serverů ve společnosti 
Entity production, s.r.o., která je svou velikostí malá firma, ale pro svůj běžný provoz 
potřebuje moderní IT technologie. Práce ukazuje, jak využít serverové virtualizační 
technologie z velkých firem, které byly pro menší společnosti dříve nedostupné, ale také 
navrhuje jak optimalizovat současné IT prostředí.  
 
Abstract: 
The master‘s thesis deals with the implementation of server virtualization in the 
Entity production, s.r.o., which is a small company by it’s size, but needs modern IT 
technologies for the normal operations. The thesis shows how to reuse the server 
virtualization technologies from large corporations, that have been unavailable to small 
business companies in past. It also design show to optimize the current IT environment. 
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Úvod 
Pro svou diplomovou práci jsem si zvolil téma „Virtualizace a optimalizace IT v 
produkční společnosti“. Práci realizuji ve společnosti Entity production, s.r.o. Tato 
firma se zabývá realizací reklamy a marketingu pro své klienty, kde jim v tomto oboru 
poskytuje full-servisní služby, počínaje realizací akcí, tvorbou firemního designu, 
grafiky, digitálních médií, consultingu, modelingu a hostesingu.  
Malé moderní společnosti, včetně Entity production, s.r.o. se soustředí na svůj 
produkt, který prodávají svým zákazníkům, mají pro něj dlouhodobou koncepci rozvoje 
a směřování, ale neaplikují stejná pravidla na své nástroje – informační technologie. 
Z dlouhodobě neřešených incidentů se stávají incidenty denního rázu, kde nekoncepční 
rozvoj přidává nové, na začátku mnohdy neviditelné problémy. 
V posledních letech se stalo mnoho moderních technologií, dříve využívaných 
jen v korporační sféře díky jejich ceně, daleko dostupnějšími pro segment malých 
společností a tím umožňuje nasazovat efektivnější a levnější IT a infrastrukturu.  
Virtualizace IT je jednou z těchto technologií a v kombinaci s nastavením 
koncepčního plánu na udržení a rozvoj informačních technologií otevírá nové dveře 
malým společnostem k optimalizaci, zefektivnění a snížení nákladů vzhledem 
k vlastnímu IT a tím i celkovému řízení IT infrastruktury. 
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1 Vymezení problému a cíle práce 
Společnost Entity production s.r.o. se dlouhodobě potýká s velmi heterogenním 
a nejednotným prostředím své IT infrastruktury, kdy historicky nebylo spravováno nijak 
koncepčně a vyvíjelo se velmi nahodile. 
Cílem mé práce je vytvoření krátkodobé a dlouhodobé koncepce pro řízení IT 
infrastruktury ve společnosti Entity production, s.r.o. Součástí této koncepce by mělo 
být navržení a realizování řešení v oblastech serverové virtualizace a konsolidace, 
stanovení metodiky pro vytvoření dokumentace současného a budoucího prostředí, a 
také nastavení základních procesů pro zálohování a obnovu v případě havárie. 
Touto koncepcí by měla společnost dosáhnout snížení nákladů za provoz, 
obnovu a nákup nových technologií, ale také snížit zátěž na IT pracovníky nutné při 
rutinním provozu v neřízeném heterogenním prostředí. 
Současně by tato práce měla ukázat, že i malé společnosti mohou využívat 
technologií, které byly před několika lety cenově velmi nedostupné. 
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2 Analýza současného stavu 
2.1 Profil společnosti Entity production, s.r.o. 
Firma Entity production, s.r.o. byla zapsána do obchodního rejstříku u 
Rejstříkového soudu v Brně dne 19. října 1993. Sídlem společnosti je Soběšická 97/483, 
Brno, 638 00. Provozní prostory firmy jsou na ulici Lužánecká 4a, Brno, 602 00.  IČ 
společnosti je 607 21 740. Stávající název firmy byl změněn 10. června 2003 z 
názvu DARON, s.r.o. na současný Entity production, s.r.o. Ve stávajícím fiskálním roce 
došlo také k výrazným změnám v organizační struktuře. Společnost má ke dni 21. října 
2009 vedeno 5 společníků, z čehož pouze 4 jsou jednateli společnosti. Všichni jednatelé 
jsou oprávněni jednat jménem společnosti samostatně. K uzavírání obchodních případů 
a provádění plateb, jejichž hodnota přesahuje smluvenou částku 100.000,- Kč, je třeba 
podpisu alespoň dvou jednatelů. Podepisování za společnost se děje tak, že k vytištěné 
či napsané obchodní firmě společnosti připojí jednatel či jednatelé svůj podpis. Základní 
kapitál firmy je 300 000 Kč. 
Předmětem podnikání firmy je obchodní činnost - koupě zboží za účelem jeho 
dalšího prodeje a prodej, vyjma činností uvedených v § 53 živnostenského zákona a 
vyjma činností uvedených v příloze 1-3 živnostenského zákona několik primárních 
oblastí. Společnost se však prezentuje jako reklamní a produkční agentura, poskytující 
svým klientům formou fullservice, a to hlavně v oboru služeb reklamy, produkce, 
marketingu, grafiky, modelingu, vzdělávání, realizace webových stránek a jejich SEO, 
elektronických obchodů a v neposlední řadě IS/IT konzultací.  
Společnost také v posledních letech spolupracuje s Evropským sociálním 
fondem na projektu profesionálního vzdělávání v rámci operačního programu „Lidské 
zdroje a zaměstnanost“, kde tento projekt sama vytvořila a byly jí na něj schváleny 
dotace Evropské unie.  
Předmětem projektu je jedna z hlavních idejí společnosti a to neustálé 
vzdělávání zaměstnanců ve svých profesích, učení nových a inovativních postupů 
vedoucích k vyšší kvalifikaci zaměstnanců a vyšší konkurenceschopnosti na trhu. 
Vzdělávací kurzy probíhají ve spolupráci s renomovanými odborníky a školami.  
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Obrovský důraz je kladen především na osobitý a kreativní přístup ke každému 
klientovi, aby každá zakázka, která je firmou vytvořena, byla jak efektní, tak i efektivní 
z ekonomického a marketingového hlediska a byla pro obě strany zaručeným přínosem. 
Tento fullservice je pro klienta nejvíce výhodný v tom, že nemusí celé své 
marketingové portfolio realizovat u více dodavatelů, kteří o sobě navzájem neví a každá 
část komunikačního kanálu zákazníka je mezi ně roztříštěna. Díky tomu běžně dochází 
k prodlevám u realizacím projektů, jehož jednotlivé části na sebe navazují. Příkladem 
může být, pokud bude výrobní společnost uvádět na trh nový produkt, bude ke své 
realizaci potřebovat jak webovou prezentaci, tak marketingové materiály k prezentaci 
nebo uspořádání eventu pro své partnery a odběratele. V tomto případě nelze efektivně 
pracovat na realizaci všech částí najednou a celkový čas se tím prodlužuje. Tím, že 
společnost svým komplexním přístupem tento problém eliminuje, tak si drží své 
zákazníky, kteří jsou zvyklí dostávat služby jako kompletní celek.  
2.1.1 Organizační struktura společnosti 
Pro společnost Entity production je specifické, že funguje v malém počtu 
zaměstnanců poměrem k počtu svých aktivit. K dnešnímu dni společnost zaměstnává 16 
lidí na trvalý pracovní poměr, zbytek tvoří zaměstnanci na brigádní nebo externí 
spolupráci.  
Všichni tito zaměstnanci patří do tří zásadních oddělení společnosti, rozdělených 
především podle kompetencí a vedoucího pracovníka: 
 Multimedia 
 Marketing a produkce 
 Obchod a IT 
Pro společnost také na jejích zakázkách pracuje mnohem více brigádníků, kteří 
jsou však najímání nárazově a jsou bráni spíše jako aktiva (zdroje, lidský kapitál) než 
zaměstnanci. 
 
12 
 
ITObchodMarketing a ProdukceMultimedia
Jednatel
 (Multimedia)
Jednatel
(Marketing a 
produkce, finance)
Jednatel
(Obchod a IT)
Zaměstnanec
 
Zaměstnanec
 
Zaměstnanec
 
Zaměstnanec
 
Zaměstnanec
 
Zaměstnanec
 
Zaměstnanec
 
Zaměstnanec
 
Vedoucí týmu
 (Produkce)
Zaměstnanec
 
Zaměstnanec
 
P
ro
jekto
vý 
tým IT
 
 
Obr. 1 Organizační struktura společnosti 
Zdroj: vlastní 
 
Z organizační struktury společnosti je vidět vysoká flexibilnost a moderní pojetí, 
které je běžné v tomto typu společností. Pro společnost je zásadní, že pro běžné dění 
existuje klasická struktura, ale pro větší projekt je třeba využít i jiných zdrojů a tím 
pádem se tvoří projektové týmy, které má na starost manažer projektu (většinou některý 
z jednatelů nebo vedoucí produkce). 
 
2.2 Analýza současného stavu informačních technologií 
Společnost Entity production, s.r.o. svou oblastí působnosti pracuje výhradně 
s počítači a počítače slouží ke každodenní práci a z toho důvodu vkládá společnost ve 
své IT velká očekávání, jelikož je IT využíváno ve všech cyklech fungování 
společnosti.  
Počítače jsou využívány primárně pro komunikaci s klienty, tvorbě grafických a 
kreativních výstupů jak k publikaci statického a pohyblivého obsahu na internet, tak pro 
výstupy do tiskáren, střihu videa, hudby a v neposlední řadě vytváření nabídek a 
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prezentací produktů. V důsledku toho je využívána celá IT infrastruktura a společnost 
má velký požadavek na rychlost datových přenosů, kompatibilitu a funkčnost sítě.  
2.2.1 Klientské stanice 
V společnosti v současné době existuje 16 klientských stanic. Z toho je: 
 5 notebooků 
 11 klasických PC 
o 7 profesionálních výkonových stanic s požadavkem na vysoký 
grafický výkon (střih videa, animace, grafické práce) 
o 4 stanice kancelářského typu (běžná práce) 
Většina profesionálních stanic má ploché LCD monitory značky Dell, kvůli 
kterým společnost uzavřela se společností Dell partnerskou smlouvu a má tak díky tomu 
nižší ceny na veškerý hardware Dell, než jsou ty katalogové. 
Většina těchto stanic dnes běží na systému Windows 7, kde společnost 
obnovovala systémy před dvěma lety. Posledních dvě klientské stanice určené pro 
kancelářský provoz běží na systému Windows XP.  
Na všech klientských stanicích je nainstalován kancelářský balík Microsoft 
Office ve verzi 2007 a vyšší. Společnost Entity production využívá pro licencování 
software partnerského programu společnosti Microsoft, jelikož je partnerem v oblasti 
řešení informačních systémů pro řízení vztahů se zákazníky. Všechny profesionální 
stanice a některé notebooky mají nainstalovány různé části balíku Adobe Creative Suite. 
Toto si společnost dlouhodobě řídí tak, aby zde optimalizovala náklady. 
Všechny klientské stanice jsou připojeny do interní domény společnosti a 
všechny jsou touto doménou řízeny. Společnost nevyužívá žádným způsobem 
roamingové uživatelské profily a nezatěžuje tím síťový provoz. Žádná z těchto stanic 
není zálohována jak datově, tak ani energeticky. 
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2.2.2 Servery 
Na serverové části společnosti je velmi vidět historický vývoj společnosti, kdy 
rostla a IT nestálo na prvním místě v důležitosti pro nákup a rozvoj společnosti. 
V minulosti byly nákup i implementace serverových technologií z dlouhodobého 
hlediska neřízen, nákup byl prováděn ad-hoc až v případě potřeby. I v krátkodobém 
hledisku docházelo např. k testování nových technologií a SW na produkčních strojích. 
Tím pádem se ze serverové techniky společnosti stalo absolutně nehomogenní prostředí, 
které je velmi obtížně řídit a spravovat, a společnosti ubírá zdroje pro rozvoj společnosti 
projektově řízenou metodikou. 
Společnost provozuje v současné době pouze servery postavené na platformě 
Windows Server 2003 a novější, kde v minulosti také experimentovala také se systémy 
založených na jádrech UNIX a Linux. Od tohoto směru již společnost ustoupila a 
udržuje a podporuje pouze systémy na platformě Windows Server. 
EXT DISK USB 1
EXT DISK USB 3
EXT DISK USB 2
DC1 DC2
FS
LAN WAN
EXT DISK ETH 1
1. NP
3. NP
 
 
Obr. 2 Schéma sítě - současný stav, serverová část.  
Zdroj: vlastní 
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Společnost v současné době provozuje tři servery: 
Tab.  1 Detail serveru DC1 
Zdroj: vlastní 
 
Server DC1 
Výrobce Vlastní sestava ze samostatně koupených komponent 
Šasi PC 
Hardware 
serveru 
Inter Core 2 Duo E7300 
4GB RAM 
100Mbit Ethernet 
Rocket RAID SATA controller 
- RAID 5, 4x SATA Seagate Barracuda 400GB 
Zdroj 650W 
Operační systém Windows Server Enterprise 2008 R2 
Serverové role AD Domain Services Controller 
DNS Server 
File services 
Network Policy and Access Services 
Print and Document services 
Web server (IIS) 
Další hlavní  
software 
Microsoft Dynamics CRM 
Microsoft SQL Server 2008 
Zálohování Server 
- Windows Server Backup  
Databáze 
- Nástroj zálohy MS SQL Server 
 
 
Obr. 3 Zatížení procesoru serveru DC1 
Zdroj: vlastní 
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Obr. 4 Využití operační paměti serveru DC1 
Zdroj: vlastní 
 
Server DC1 byl do společnosti původně sestaven interním IT zaměstnancem 
jako výkonné PC určeného do oddělení multimédií, kde v průběhu času byl využit jako 
náhrada vyřazeného serveru. Jako server funguje DC1 od roku 2010.  
Jelikož jde původně o PC, nemůžeme na něm najít standardní serverové 
vlastnosti jako použití serverových komponent, správně chlazeného šasi, zaručenou 
kompatibilitu nebo rozšířenou záruku v případě havárie. Zde existuje zásadní riziko, že 
pokud se cokoli v tomto serveru pokazí, pak bude těžké tuto komponentu nahradit. 
Z koncepčního hlediska jak je server navržen, není vhodné současné zapojení 
disků a pozice operačního systému. K základní desce má server připojen rozšiřující 
kartu pro RAID, kde jsou 4 disky z roku 2009 v zapojení RAID 5. Na tomto diskovém 
poli se nachází nejen operační systém, ale také databáze informačního systému 
Microsoft Dynamics CRM. Takto provozovaný server s kombinací stáří a původního 
účelu komponent v sobě má vyšší riziko rozpadu tohoto diskového pole, nutnost častých 
oprav, ale také rizika chyby dvou disků a tím pádu celého serveru. 
Pokud zanalyzujeme nastavení rolí serveru a instalovaného software, pak zde 
vidíme zásadní konflikt. Server pracuje jako doménový řadič a zároveň na tom stejném 
hardware jako databázový server. Díky tomu je server přetěžován, jelikož architektura 
Microsoft SQL Serveru pracuje tak, že si alokuje pro svůj chod většinu zdrojů serveru, 
především paměti RAM. Velikost databáze je v současné době 63GB. 
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Zálohování serveru je v současné době nedostatečně zálohován, jelikož je záloha 
serveru prováděna na server samotný a manuálně překopírovaná zaměstnancem IT na 
externí disk, připojený k serveru FS. Zde je riziko neaktuální zálohy a nemožnosti 
obnovy, z důvodu nutnosti rozpadu synchronizace mezi doménovými řadiči. Také jeho 
obnova na jiný stroj v tomto případě mohou být problematické, jelikož je server 
postaven na velmi unikátní kombinaci hardware. Databáze je zálohována jednou denně 
rozdílově, týdně celá. Zálohy jsou manuálně přenášeny na externí pevný disk připojený 
na server FS. Z toho důvodu jsou zálohy tohoto způsobu nedostatečné a představují 
velké riziko. 
Zde se také projevuje jev záloha zálohy, kde na serveru máme uloženy poslední 
zálohy celého serveru a také zálohy databáze, ale tím že server zálohuje sám sebe, 
zálohuje tak i tyto původní zálohy. Tím se velikost zálohy a také využití disků 
neúměrně zvyšují.  
V současné době představuje tento server největší riziko pro ztrátu dat a 
informací cenných pro společnost. 
 
Tab.  2 Detail serveru DC2 
Zdroj: vlastní 
 
Server DC2 
Výrobce Dell PowerEdge R210 
Šasi 1U Rack 
Hardware 
serveru 
Intel Xeon E3110 
8GB RAM 
RAID 1, 2x SAS 500GB  
100Mbit Ethernet karta 2x 
Zdroj 345W 
Operační systém Windows Server Enterprise 2008 R2 
Serverové role AD Domain Services Controller 
AD Certificate services 
DNS Server 
DHCP Server 
File services 
Network Policy and Access Services 
Print and Document services 
Web server (IIS) 
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Další hlavní  
software 
Microsoft Exchange Server 2010 
Microsoft SQL Server 2005 
Micosoft Forefront Server Protection 
Zálohování Server a mailový server 
- Windows Server Backup  
 
 
 
Obr. 5 Zatížení procesoru serveru DC2 
Zdroj: vlastní 
 
 
Obr. 6 Využití operační paměti serveru DC2 
Zdroj: vlastní 
 
Server značkového výrobce, postaven z ověřených serverových komponent 
v rackové šasi, na které se však již nevztahuje záruka, jelikož jde o server z roku 2009. 
Server je za svou životností pro působení jako kritický server společnosti. V případě 
poruchy bude velmi obtížné server vrátit do původního stavu, společnost si ani nedrží 
náhradní díly k tomuto serveru.  
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Pokud se podíváme na provozované služby, zjistíme že zde dochází také ke 
kolizi dvou nesourodých služeb a to je poskytování doménových služeb jako doménový 
řadič, DHCP1, DNS2 a tiskový server, a mailového serveru Microsoft Exchange, který 
je hlavním zdrojem vytížení serveru, spolu s online scannerem pošty Microsoft 
Forefront Server Protection.  
Databáze mailového server v dnešní době zabírá 90GB místa na serveru a není 
na něm aplikována služba archivace a díky to, že mají všichni uživatelé povolenu 
neomezenou schránku, projevuje se toto i na výkonu mailového serveru při 
vyhledávání, indexaci, ale také přípravě nového klienta, jelikož se musí pro některé účty 
natáhnout až 1,5GB dat ve velmi krátkém okamžiku. 
Server sice podporuje virtualizaci, ale díky stáří základové desky podporuje 
pouze 8GB RAM. Server je v současné běžně zatížen na výkon okolo 90% využití 
operační paměti a okolo 20% využití procesoru, kde nedostatek volné paměti zatěžuje 
daleko více pevné disky serveru. 
Server má také nainstalovanou službu Network Policy and Access Services, 
která zajišťuje server pro autentizaci VPN vůči místní doméně sítě společnosti. Tato 
VPN není nijak omezena pro konkrétní uživatel sítě a na serverech je povolena pro 
všechny uživatele domény. Společnost chce tuto službu zachovat dostupnou, ale také 
být schopna ji řídit. 
Služba VPN je v současném stavu otevřena přes port na firewallu přímo do 
internetu. VPN je zajištěna pomocí protokolu PTPP s autentizací MSCHAP-V2, který je 
považován za nezabezpečený [15] . Toto představuje obrovské bezpečnostní riziko, 
které by mělo být co nejrychleji eliminováno. 
Diskové pole je relativně bezpečné v současném nastavení, kde při havárii je 
třeba pouze jeden z disků k přímé obnově serveru. Zálohování serveru probíhá na 
týdenní bázi, které je vzhledem k povaze serveru nedostatečné, jelikož jde o doménový 
řadič, který poskytuje velmi důležité funkce pro chod společnosti, ale také z toho 
                                                          
1
 Dynamic Host Configuration Protocol, protokol pro dynamickou konfiguraci klientů TCP/IP sítě 
2
 Domain Name System, hierarchický systém doménových jmen v TCP/IP síti 
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pohledu, že jde o mailový server, ke kterému je třeba přistupovat specificky a zálohovat 
zvlášť. 
Tab.  3 Detail serveru FS 
Zdroj: vlastní 
 
Server FS 
Výrobce SuperMicro 
Šasi 2U Rack 
Hardware 
serveru 
Intel Xeon 5130 
4GB RAM 
System - RAID 1, 2x SAS 32 GB  
Diskové pole 4TB – RAID 5, 12x SATA  
1Gbit Ethernet karta 
Zdroj 750W 3x 
Operační systém Windows Server Standard 2008 R2 
Serverové role File services 
Další hlavní  
software 
Syncback Pro 
Zálohování Server  
- Týdenní zálohy na externí  disk 
Data 
- Denní přírůstkové na Externí disky 
- Týdenní na externí síťový disk  
 
 
Obr. 7 Zatížení procesoru serveru FS 
Zdroj: vlastní 
 
21 
 
 
Obr. 8 Využití operační paměti serveru FS 
Zdroj: vlastní 
 
Jednoúčelový server, sloužící jako primární místo pro práci všech zaměstnanců 
společnosti. Tento server je kritickým serverem svými službami pro všechny 
zaměstnance společnosti, jelikož společnost prakticky vylučuje pracovat s lokálními 
kopiemi a zaměstnanci pracují přímo na serveru. Obsazenost 4TB pole je vyšší než 
90%. 
V budoucnu bude potřeba tento server nahradit modernějším serverem 
dedikovaným pro stejné účely. Server je mimo záruku a společnost si k němu nedrží 
náhradní díly. 
Zálohování serveru je prováděno jednou týdně na USB disk připojený k serveru. 
Toto představuje velké riziko při havárii. Zálohování dat na fileserveru je v současné 
době nedostatečně pokryto zálohami na externí disky připojené přes USB, kde nastává 
velké riziko při havárii v serverovně společnosti, jelikož jsou disky umístěny ve stejné 
serverovně. Externí sítťový disk je umístěn v jiném patře budovy, kde je riziko ztráty 
nižší, ale jde o levný síťový disk, jehož provoz je nestabilní a nelze na něj spoléhat. 
Jak je vidět na výkonových křivkách, je tento souborový server vhodně 
dimenzován a jak je běžné u souborových serverů, jejich nejzatěžovanějšími 
součástkami jsou disky a síťové karty. 
Všechny tyto servery mají mnoho rolí, které plní v síti společnosti. Jak je vidět 
z předchozích tabulek, tyto role se mnohdy překrývají a pokud se zaměříme na 
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správnost nejlepší postupy doporučované společností Microsoft [4], tak i téměř 
vylučují.  
Správně by některé serverové role měly být odděleny, jako například řízení 
domény a poskytování služeb informačního systému, ať už z důvodu optimalizace 
výkonu, zjednodušení správy, vyloučení konfliktů, zabezpečení nebo zjednodušení 
zálohování. Proto zde při zachování současného stavu existují velká rizika nezaručující 
kontinuitu chodu společnosti. 
Jak je vidět na Obr. 2 tak se v serverovém prostředí společnosti v současné době 
nacházejí 4 externí pevné disky, z čehož 3 jsou připojeny přes USB 2.0 k serveru FS o 
celkové velikosti 5GB, který na něj provádí zálohování dat serveru a jeden externí 
síťový, sloužící k zálohování zbylých dvou serverů a také jako archiv předchozích 
disků. K tomuto slouží software Syncback pro, který se stará o synchronizaci a přenos 
těchto záloh na externí disky. U těchto disků jsou časté výpadky a následné vypnutá 
9cca 1x za měsíc), které zjistí pracovník IT pouze tak, když kontroluje stav záloh a není 
proaktivně upozorněn samotným serverem. 
K managementu serverů existuje v síti účet s právy doménového administrátora, 
který je použit k téměř všem akcím získání vyšších práv a zásahům v síti. Tomuto 
uživateli nebylo změněno heslo podle analýzy téměř po dobu 4 let. Toto představuje 
velmi slabé místo bezpečnosti společnosti. 
Dle tvrzení managementu došlo k min. 5h výpadku IT ve společnosti asi 3x za 
poslední rok. Pro společnost je akceptovatelné, pokud by vypadl jeden ze serverů 
maximálně na 4 hodiny.  Tato doba je sice pro společnost kritická, ale pokud se podaří 
do této doby obnovit služby serverů společnosti, pak je management společnosti 
ochoten připustit takový výpadek 1x do roka. 
2.2.3 Počítačová síť 
2.2.3.1 Interní síť 
Síť je díky tomu dnes rozvedena standardem 1000BASE-T, který na síti 
poskytuje rychlost 1Gb/s po kabelech typu CAT-5. Tato technologie je dostačující i 
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potřebám velkých datových přenosů uvnitř společnosti a je vhodně naddimenzována pro 
případné navýšení zátěže. Také topologie sítě je vhodně organizována, tedy do stromu 
rozvedeného přes přepínače zabraňující kolizím a zpoždění na síti.  
Na síti jsou dva switche: 
Tab.  4 Detail switche HP 
Zdroj: vlastní 
 
Switch  
Výrobce HP 
Šasi 1U Rack 
Hardware  24 portů 
Zdroj 30W 
  
Tab.  5 Detail switche Netgear 
Zdroj: vlastní 
  
Switch  
Výrobce Netgear 
Šasi 1U Rack 
Hardware  24 portů 
Zdroj 20W 
 
Počítačová společnost v současné době není rozdělena na VLAN, které by 
logicky rozdělovala síť, ale pouze jsou definovány rozsahy na DHCP serveru, které jsou 
rezervovány. Společnost funguje v privátní síti třídy C používající adresy v rozsahu 
192.168.0.0/16. V síti pracují dva WiFi routery napájené přes PoE3 zajišťující komukoli 
kdo zná heslo přístup jak do veřejného internetu, tak i do interní sítě. 
2.2.3.2 Externí síť a konektivita 
Společnost má na výstupu ze sítě společnosti firewall značky MikroTik, který 
byl nastaven specialistou najatým společností před dvěma lety. Jelikož jde o velmi 
                                                          
3
 Power Over Ethernet, napájení prvku v síti přímo po síti  
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sofistikované řešení, společnost ho v současné době není schopna managovat bez 
znalostí a zkušeností tohoto specialisty. Díky tomu, že se snaží v poslední době 
nastavovat zařízení sama, dochází zde k neodborným zásahů do nastavení bez jakékoli 
dokumentace a v podstatě nikdo neví, jestli je zařízení nastaveno správně. Toto je jeden 
ze slabých bodů místní sítě. Zdroj routeru odebírá v maximu 40W. 
 
Tab.  6 Detail routeru MikroTik 
Zdroj: vlastní 
 
Router  
Výrobce MikroTik 
Šasi 1U Rack 
Hardware  4 porty 
Zdroj 40W 
 
 
Společnost je s okolním světem spojena pomocí technologie WiFi, kde na střeše 
domu provozovny společnosti je umístěna anténa směřovaná na anténu poskytovatele 
ve vzdálenosti 1,5km. Rychlost konektivity dosahuje rychlosti 4Mbit pro download a 
4Mbit pro upload a konektivita je vyhrazená. Jelikož se zaměstnanci pohybují v oblasti 
multimédí a výstupem jejich tvorby jsou velké soubory dosahující desítky až stovky 
MB, které posílají svým zákazníkům nebo jiným dodavatelům, je tato konektivita ve 
špičce nedostatečná jelikož zde neprobíhá žádný shaping.  
2.2.4 Prostory serverovny, UPS 
Společnost má vyhrazenu místnost přímo v sídle společnosti o rozměrech 3,5 x 
1,5  x 1,5 m, která slouží jako centrální místo pro rozvod kabeláže, umístění serverů, 
switchů a veškeré další serverové techniky. V současné době jsou servery v této 
místnosti uloženy tak, že na sobě leží přímo samy sobě na šasi a umístěny jsou na 
kovové polici ve výšce 2m, údajně z důvodu bezpečnosti proti případnému zloději. Na 
serverech je umístěna UPS. Server DC1 je samostatně stojící na zemi serverovny. 
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Tato místnost je chlazena konvenční kancelářskou klimatizací a v místnosti je 
stabilních 16°C. Místnost je hlukově odizolována na stropě a nemá žádné díry, kudy by 
vnikala vlhkost. Do místnosti má přístup prakticky kdokoli z firmy, jelikož klíče 
k místnosti jsou přímo ve zámku dveří. Serverovna tak mnohdy slouží jako sklad 
techniky společnosti a prakticky všichni zaměstnanci do ní chodí, kdykoli chtějí. 
Všechny servery jsou zapojeny na samostatný elektrický okruh chráněný 
jističem na 16A, ale na tento jistič je také připojena klimatizace. Tím je zátěž na 
jističích rozdělena a nedochází k přetížení a výpadku energie v serverovně. Servery FS 
a DC2 jsou zapojeny do okruhu zapojeny přes UPS4 APC CyberPower o maximálním 
možném výkonu 1600W, a to včetně switche a routeru. Server DC1 není připojen přes 
UPS.Tato UPS momentálně nekomunikuje se zapojenými servery a tak při výpadku 
proudu nedojde k automatickému vypnutí a případně nastartování serverů. Stáří UPS je 
přibližně 3 roky, tudíž i baterie nemají stejnou kapacitu jako při zakoupení. Na UPS se 
nevztahuje záruka a společnost nemá žádnou jinou v záloze. 
Tab.  7 Analýza odběru  elektrického energie zařízení připojených přes UPS 
Zdroj: vlastní 
 
Zařízení Počet 
zdrojů 
Normální 
zátěž 
Maximální 
zátěž 
FS 3 750 2250 
DC2 1 345 345 
Switch HP 1 30 30 
MikroTik 1 40 40 
    ∑ W    1165 2665 
∑ A   5,07 11,59 
 
Z předchozí analýzy je vidět, že za normálního stavu není UPS přetížena. 
Z testování uvnitř společnosti však bylo odhaleno, že baterie díky svému stáří udrží 
současný provoz na 15s, což by nestačilo k vypnutí serverů ani kdyby byly servery 
připojeny i pomocí komunikačního kabelu. Tento stav je silně nevyhovující. 
                                                          
4
 Uninterruptible Power Source (Supply), nepřerušitelný zdroj energie 
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Dalším dlouhodobě známým problémem je samotné startování serverů po 
výpadku. Jelikož po obnovení dodávky energie není start serverů řízen a všechny 
startují zároveň, dochází k přetížení výkonového odběru a dochází k opakovanému 
výpadku energie díky padajícímu jističi uvnitř UPS. Pokud již dojde k úspěšnému 
nastartování serverů přes UPS, je stále pravděpodobné, že proudový odběr dosáhne 
limitu jističe a dojde k opakovanému výpadku jističe samotného. 
2.2.5 Současné strategie v oblasti interního IT 
V současné době společnost nemá definovanou střednědobou a dlouhodobou 
strategii pro řízení interního IT. I přesto, že společnost využívá Evropských fondů pro 
školení v IT, koncepce zde stále není nastavena. 
Entity production pro své IT služby zaměstnává na brigádní poměr studenta 
vysoké školy, který obecnými znalostmi dosahuje průměrných běžných požadavků, ale 
nedosahuje dlouhodobých zkušeností z IT praxe. Jak je vidět z organizační struktury, je 
IT vedeno šéfem obchodu, což neprospívá koncepci v dlouhodobém hledisku. 
Díky tomu není definováno, jakým způsobem probíhá nákup hardware nebo 
software a vše je nakupováno ad-hoc, není věnována pozornost možnosti obnovy 
používaného hardware, v oblasti dlouhodobého řízení změn chybí zásadní – 
dokumentace. Žádná část infrastruktury není dokumentována, nastavení serverových 
prvků není zaznamenáno v definovaném stavu a vše žije svým životem podle 
každodenního uvážení. Společnost tak v podstatě dlouhodobě neuzavřela projekt 
nastavení vlastního IT a spojuje projektovou a operativní činnost, kterou přenáší na 
jednoho zaměstnance. Na této pozici však dochází k relativně vysoké fluktuaci a tříštění 
znalostí. 
Společnost také nevyužívá pro proaktivní řízení současné infrastruktury žádný 
software pro aktivní monitoring infrastruktury, stavu serverů a software. Díky tomu 
nemá nikdo ve společnosti komplexní přehled o aktuálním stavu každého serveru a 
pokud dojde k nějaké chybě na kterémkoli ze serverů společnosti, pak se tato informace 
nedostane k IT zaměstnanci nijak jinak, než že se na daný server přímo podívá. Díky 
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tomu společnosti unikají důležité informace o stavu IT v okamžik, kdy je tato informace 
aktuální. 
Společnosti chybí obnovovací cykly pro nákup hardware a software, tím tak 
dochází k využívání zastaralé techniky, která není pro serverové účely určena a již na ni 
není poskytována záruka ze strany výrobce. Stejně tak můžeme pozorovat přetěžování 
zde používané serverové techniky, například nedostatečně dimenzované operační 
paměti na serverech DC1 a DC2.  
V oblasti zálohovací strategie má společnost nedostatky, jelikož zálohuje každý 
ze serverů individuálně na externí disky a neexistuje globální zálohovací koncepce nebo 
metodika pro obnovení v případě havárie. Klientské stanice není třeba zálohovat a zde 
je tedy současný stav vyhovující. 
2.2.6 Budoucí plány společnosti na rozvoj IT 
Management společnosti uvádí dva zásadní softwarové produkty, který by chtěla 
nasadit ve budoucí době, ale v současné době nemá pro takový software dostupný 
hardware, na kterém by takový systém provozovala.  
Jde o: 
 Kamerový software 
 Microsoft Lync 2010 
Kamerový software chce společnost nasadit především z důvodu dozoru nad 
prostory firmy, které obsahují mnohdy drahou techniku. Tento záznam chce ukládat 
minimálně po dobu dvou měsíců, ale nemá ještě detailnější analýzu o počtu nebo 
rozmístění kamer. 
Komunikační software Microsoft Lync chce společnost nasadit nejen pro 
možnost rychlých zpráv uvnitř Outlooku, ale také získat možnost mít profesionální 
nástroj pro sdílení obrazu klientovi a pořádání tele a video konferencí v přijatelné 
kvalitě za daleko nižší náklady než nabízejí hardwarová řešení. V současné době je však 
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tento požadavek v plenkách, ale případné rozšiřování infrastruktury by s tímto cílem 
mělo počítat.  
 Jak již bylo uvedeno společnost nemá krátkodobou strategii na řízení IT, tak 
také nemá strategii pro dlouhodobý rozvoj, což jí v podstat brání mít udržitelný 
koncepční stav svého IT. 
 
2.2.7 Analýza rizik současného stavu 
Tab.  8 Katalog rizik současného stavu 
Zdroj: vlastní 
 
 Scénář Možný dopad Pravděpodobnost Dopad 
1 Chyba na 
hardware 
serverů bez 
záruky z důvodu 
stáří serveru 
nebo jeho 
přetížení 
Nemožnost obnovit server ze 
zálohy, výpadek dostupnosti 
poskytovaných služeb 
4 5 
2 Díky 
manuálnímu 
kopírování 
záloh serverů 
neexistující 
záloha serveru, 
která by 
obsahovala 
informace 
z posledních 
několika dnů 
Složité znovuvytvoření 
informací, ztráta vykonané 
práce, ztráta vytvořených 
dokumentů, ztráta  
3 4 
3 Zneužití 
bezpečnostního 
rizika na 
otevřeném portu 
pro VPN 
Informace společnosti jsou 
vystaveny neznámým lidem a 
mohou být využity 
konkurencí 
2 3 
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4 Administrátorsk
ý účet je zneužit 
díky 
dlouhodobě 
neměněnému 
heslu 
Jeden uživatel se znalostí 
tohoto hesla je schopen 
přistoupit do kterékoli části 
IT společnosti a jakkoli 
poškodit softwarové 
informace nebo systémy 
2 4 
5 Kdokoli ve 
společnosti 
přistupuje do 
serverovny a 
omylem vypojí 
server ze 
zásuvky 
Některý ze serverů je náhle 
odpojen, dojde k poškození 
diskových polí a poškození 
informací na discích. Díky 
nekoncepčnímu zálohování 
dochází k velkým ztrátám 
1 4 
6 Nedostatečný 
čas pro udržení 
serverů 
k vypnutí přes 
UPS při 
výpadku energie 
Poškození dat, poškození 
operačních systémů na polích 
typu RAID 
4 4 
7 Odchod IT 
zaměstnance a 
tím i know-how 
nastavení IT 
společnosti 
Společnost musí najmout 
nového člověka a nákladně 
ho nechat zjistit současný 
stav 
3 3 
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3 Teoretická východiska řešení 
3.1 Virtualizace v IT 
Virtualizace odkazuje k nástrojům a postupům, které jsou navrženy tak, aby  
poskytly vrstvu abstrakce mezi fyzickým počítačovým hardwarem a softwarem, který 
na těchto systémech běží. Toto oddělení odstraňuje přímou závislost mezi těmito dříve 
neodlučitelnými celky a umožňujeme nahlížet na počítačové zdroje jako na logické 
celky, místo klasického přístupu podle fyzické existence těchto zdrojů.  
Díky tomu můžeme v podstatě provádět dvě věci – seskupit počítače tak, aby se 
chovaly a vystupovaly jako jeden vůči operačnímu systému a tím dodávaly větší a 
nezávislejší výpočetní zdroje. Ale také můžeme spustit několik operačních systémů na 
jednom fyzickém počítači tak, že každý systém má svůj nezávislý, dedikovaný 
výpočetní výkon.[1] 
 
Obr. 9 Server a jeho komponenty před a po virtualizaci 
Zdroj: 93[4] 
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3.1.1 Historie a současný rozvoj 
Samotná virtualizace není novou technologií, i když by se tak tomu mohlo zdát. 
Již na konci 60. let a počátkem 70. let minulého století vyvinula společnost IBM 
mainframe systémy rodiny VM-CP, které umožňovaly spuštění několika klientských 
systémů CMS. [2] 
Jak v Unixových systémech probíhal neustálý vývoj, v 90. letech postupně 
získával majoritu systémy postavené na platformě NT společnosti Microsoft, jelikož 
bylo výhodné provozovat servery, které budou moci poskytovat síťové služby a zároveň 
umožňovat běh aplikací. Toto spojení se však ne vždy dařilo a tak docházelo k situacím, 
kde měl jeden fyzický počítač pouze jednu úlohu z důvodu častého konfliktu aplikací 
v operačním systému monolitického typu a tím vyvolaného pádu serveru. Z toho 
důvodu existovala a stále existují datová centra, kde je vytíženost serverů okolo 10%, 
ale každý z těchto serverů je stále potřeba chladit, dodávat jim energii a spravovat je. [4] 
Zmíněná situace platila až do roku 1998, kdy společnost VMware přinesla 
technologii virtualizace operačních systémů i na platformu x86 a od roku 2001 i svůj 
první serverový produkt.  Platforma x86 nyní představuje majoritu v serverových, 
desktopových a notebookovým prodejích a penetraci na trhu. I díky tomu se za poslední 
roky trh s virtualizačními platformami velmi rozrostl a existuje mnoho velkých hráčů, 
kteří se specializují pouze na virtualizaci a jí příbuzné technologie. [3] 
V minulých letech bylo na virtualizaci nahlíženo jako na především testovací 
prostředí a ne jako na produkční technologii. S příchodem nových technologií jako 
VMWare ESX server nebo Microsoft Hyper-V server se tento pohled radikálně změnil. 
Tyto nové produkty se přizpůsobují současným trendům v architektuře a 
architektura se přizpůsobuje těmto produktům. Jedním z takových příkladů současných 
trendů je v podstatě plná podpora 64 bitových procesorů na poli serverových produktů, 
nebo z druhé strany hardwarová podpora virtualizace jako takové přímo v procesorech 
majoritních hráčů platforem x64 a x86 jako je Intel nebo AMD. 
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Současným trendem v oblasti virtualizace je však přesun z vlastních serveroven 
v podnicích a datacentrech do cloudu5, neboli dynamických datacenter, kde zákazník 
pouze platí za službu, kterou reálně spotřebuje. Virtualizace jako taková je velmi 
dobrým základem pro to, jak přesunout servery do mraku k poskytovateli služeb. Pro 
velké zákazníky je však ještě podstatnější přechod do soukromého cloudu, který jim 
umožňují vytvářet velké množství dostupných zdrojů na vyžádání z virtualizovaných 
serverů, spravovat velké množství zdrojů jako jeden samostatný zdroj.  
Soukromé cloudy zvyšují flexibilitu a umožňují reagovat na požadavky uživatele 
/ zákazníka mnohem rychleji a efektivněji. V současné době se rozvoj cloudové 
infrastruktury a privátních cloudů tolik nerozrůstá, ale dá se očekávat že v se 
budoucnosti stane standardem pro budování IT infrastruktury. 
 
3.1.2 Očekávané přínosy virtualizace 
Mnohé společnosti se obecně snaží ve všech oblastech svého IT a tím pádem 
hledají možnosti, jak toho dosáhnout. Virtualizace je mnohdy zobrazována jako jednou 
z těchto cest. Velké společnosti se již dávno ocitly v situaci, kdy musely řešit 
optimalizaci investic do svého IT, ale tato situace nyní přichází i do segmentu malých 
firem (SMB), především díky snižování ceny optimalizačních řešení, kde virtualizace je 
jedním z nich. 
Průzkumy ukazují, že většina společností vidí ve virtualizaci především 
snižování nákladů a optimalizaci chodu společnosti, jak je vidět z průzkumu společnosti 
Ziff-Davis: 
 
                                                          
5
 Cloud – mrak, zákazník neplatí za vlastnění hardware nebo software, ale za jeho užití (=službu) 
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Obr. 10: Časté virtualizační stimuly podle Ziff-Davis 
Zdroj: [3] 
 
Z předešlého průzkumu je vidět, že existují dva hlavní stimuly pro zavedení 
virtualizace ve společnosti – snížení nákladů na provoz a zvýšení efektivity provozu.  
Pro společnosti jsou však toto pouze důvody, které pro finální rozhodnutí do 
investice pro změnu infrastruktury musejí být vyjádřeny čísly a tak je třeba finančně 
ohodnotit, co tato investice společnosti přinese. [3] 
Jednou z metod, jak obecně určit všechny možné přímé i nepřímé náklady 
spojené pro životním cyklem kupovaného produktu je analýza Total Cost of Ownership, 
neboli TCO
6, pro IT popularizovaná v 1987 společností Gartner. Tento životní cyklus 
kalkuluje s náklady od samotného pořízení až po likvidaci produktu.  
Metoda Total Cost of Ownership bere v úvahu především: 
 Přímé náklady 
o Nákup hardware – cena zaplacená za nákup hardware 
                                                          
6
 TCO - Náklady na pořízení a držení 
0% 20% 40% 60% 80% 100%
Jiné
Vzdálená testovací prostředí
Problémy zabezpečení
Správa software
Zvýšit odezvu systému
Zachovat zastaralé systémy
Snížit náklady na software
Snížit dobu odstávky
Snížit mzdové náklady
Snížit náklady na údržbu
Snížit nárust serverů
Zlepšit využití serverů
Snížit náklady na hardware
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o Nákup software – cena zaplacená za nákup software 
o Instalační náklady – cena zapojení nového hardware a software 
zaplacená přímo zaměstnanci nebo dodavateli  
o Školení – cena zaplacená za školení pro uživatele včetně času 
stráveného na školení 
o Podpora – Náklady spojené s využitím help desku dodavatele 
nebo interního I 
o Údržba – cena za údržbu, výměnu nebo vylepšení současného 
vybavení, smlouva za udržování služeb (SLA), náklady spojené 
s obnovou po havárii 
o Infrastruktura – náklady spojené s vytvořením a udržováním 
infrastruktury pro místní síť nutné k vynaložení 
 
 Nepřímé náklady 
o Náklady spojené s nedostupností služeb 
o „Futz faktor“ – náklady za promrhaný čas zaměstnanci – čekání 
na dokončení instalace; učení se něčeho neznámého 
o Dovybavení – náklady spojené s nutností budovat i okolí nově 
budovaných systémů (nové chlazení, nové zásuvky, nové 
odsávaní vzduchu) 
o Provozní náklady – energie, mzdy apod. 
 
Touto metodou lze tedy porovnat původní náklady spojené s provozem 
nevirtualizovaného prostředí s prostředím následně virtualizovaným, tedy náklady 
budoucími. [11] 
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Pokud se však zaměříme komplexně na tuto problematiku ze strany 
managementu, mnoho řídících pracovníků korporací říká, že pokud se budeme 
zaměřovat pouze na nákladovou stránku, díváme se pouze na jednu stranu rovnice, kde 
na druhém konci je zisk přinesený novou investicí a na konci musíme vidět především 
celkovou návratnost investice (ROI, Return of Investment). Bez tohoto pohledu by 
kterýkoli potenciální investor (jak interní tak externí) viděl pouze obrovské číslo za 
náklady, které je důležité, ale samo o sobě neukazuje přínos této investice. 
Kalkulace ROI vypadá velmi snadně: 
     (
   
  
)       
Kde NQB
7
 představuje čistý měřitelný přínos z investice. Je tedy rozdílem mezi 
přínosem dosaženým realizací zvažované investice ve srovnání se stávajícím řešením. 
Může vyjadřovat jak přímé úspory, zisk nebo opakující činnosti, které by musely být 
jinak prováděny. 
NC
8
 vyjadřuje čisté náklady, tedy rozdíl mezi náklady zvažovanými pro investici 
a současnými náklady, které však mohou být nulové, pokud jde o novou investici 
nenahrazující jiné řešení. Pro výpočet NC je možné použít ukazatele TCO. 
Výsledkem pak bude procentuální číslo, které pokud bude větší než 100%, tak je 
to investice, která nám přináší jistou návratnost a je vhodné se jí zabývat. Při porovnání 
více variant je ta s číslem nejvíce přesahujícím 100% ta nejvýhodnější z pohledu 
návratnosti investice a pravděpodobně ta nejlepší pro společnost. [14] 
Nejtěžší je však vyjádřit veškeré proměnné této rovnice tak, aby nebyly žádné 
důležité proměnné opomenuty a výsledek kalkulace tak nebyl ovlivněn chybějící 
proměnnou. To by mohlo výrazně ovlivnit celkový výsledek návratnosti investice. Od 
celkového výsledku se tak bude odvíjet délka návratnosti investice. Vše uvedené výše 
lze aplikovat stejně jako na virtualizaci tak na jakoukoli další investiční oblast v IT. 
                                                          
7
 Net quantifiable benefit - čistý měřitelný přínos 
8
 Net cost - čisté náklady 
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V dnešní době je běžné, že se virtualizace jako taková objevuje v různých 
oblastech informačních technologií, nejenom v oblasti serverové a tím pádem je nutné 
tyto typy jasně rozlišovat. Podrobným rozborem typů virtualizací se zabývají následující 
kapitoly. 
3.1.3 Serverová virtualizace  
Umožňuje rozdělit fyzické zdroje jednoho počítače na několik virtuálních 
instancí, kde tyto virtuální instance následně představují zátěž fyzického hostitele.  
Toto rozdělení řídí počítačový software, který umožňuje spouštění a řízení 
chodu oddělených virtualizovaných prostředí nad hardwarem, případně operačním 
systémem a předává veškeré instrukce mezi zdroji a systémy tak, aby byl zajištěn, 
nezávislý a plynulý chod. V teorii se pak počítači, na kterém běží jeden nebo více 
virtualizovaných prostředí říká hostitelský systém (angl. „host“),  a virtualizovaným 
prostředím se hostovaný systém (angl. „guest“). Tento řídící software se nazývá 
hypervizor. 
V oblasti serverové virtualizace je vždy nutné rozlišovat mezi několika úhly 
pohledu na virtualizační modely. Zásadním rozdílem pro všechny následující modely u 
obou cena a dostupnost, výkonnost řešení a jeho použitelnost v reálném prostředí, které 
se odvíjí od účelu použití. [3] 
Pro nejzákladnější rozdělení můžeme použít následující běžně nejpoužívanější 
typy: 
 Plná virtualizace 
o Hardwarová virtualizace 
o Softwarová virtualizace 
 Paravirtualizace  
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3.1.3.1 Hardwarový hypervizor 
Spouští virtualizované operační systémy přímo nad hardwarem bez existujícího 
operačního systému jako mezivrstvy za pomoci hypervizoru. Obecně je tento způsob 
virtualizace nejvýkonnější, nejpoužitelnější a nejbezpečnější z forem hypervizorů. Jde o 
jeden z typů plné virtualizace. 
Jeho zásadní výhodou je, že hypervizor běží přímo na úrovni hardware a tím 
poskytuje zdroje počítače přímo svým virtualizovaným hostům a tím pádem umožňuje 
využít fyzické zdroje s daleko větším vytížením a možnostmi, než při virtualizaci 
softwarové. 
Díky tomu, že samotný hypervizor není operačním systémem o všech 
komponentách, ale pouze jednoúčelovou službou, je daleko efektivnější pro provoz, 
protože se množství chyb, které je možno najít a nutno záplatovat zásadně redukuje 
oproti celému operačnímu systému, do kterého je nutné dodávat i aktualizace, které 
přímo nesouvisí s virtualizací, ale při neaplikování ji mohou ohrozit.  
 
Obr. 11 Architektura hardwarového hypervizoru 
Zdroj: [5] 
 
Dalším rozdělením hardwarového hypervizoru je pohled, jakým způsobem 
hypervizor pracuje s ovladači a jakým je řízen přístup k samotnému hardware 
hostitelského počítače. 
 
 Monolitický hypervizor 
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Je navržen tak, že hypervizor obsahuje ovladač pro hostované 
operační systémy již sám v sobě a tím pádem nepotřebuje k sobě 
řídící systém, který by musel předávat instrukce hostovaným 
systémům a ty tak komunikují přímo s vrstvou hardware. Toto je 
zásadní výhodou monolitického hypervizoru. 
Na druhou stranu toto přináší také nevýhody, jelikož musejí být 
ovladače speciálně navrženy pro použití s velkým množstvím 
základních desek, řídících jednotek, síťových adaptérů a mnoha 
dalších specifických hardwarových komponent a periferií. Tím je 
dosaženu situace, kdy výrobce hypervizoru musí velmi těsně 
spolupracovat s výrobcem hardware, aby vývoj a implementace 
ovladačů dosáhl kvalitní úrovně dnes běžných standardů, a je tím 
závislý na svém dodavateli hardware. 
 
Obr. 12 Architektura monolitického hypervizoru 
Zdroj: [5] 
 
 
 Hypervizor na bázi mikrojádra 
Architektura tohoto hypervizoru nepotřebuje řádné ovladače 
obsažené přímo v hypervizoru, ale má nad sebou operační 
systém, který se chová jako jemu nadřazený oddíl řídící systém.  
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Tento nadřazený oddíl následně vytváří spustitelné prostředí, 
které umožňuje ovladačům zařízení přistoupit k hardware 
hostitelského počítače. 
Tím pádem je nutné tyto ovladače instalovat jen do nadřazeného 
oddílu, protože všechny ostatní systémy, které potřebují pracovat 
s hardwarem skrze hypervizor, komunikují se systémem 
v nadřazeném oddílu a jsou tak nezávislé na hostitelském 
hardware a tím pádem získává tato architektura několik výhod 
oproti monolitickému hypervizoru. 
Tím, že je hostovaný systém nezávislý na ovladačích, může 
okamžitě vyžívat veškeré dostupné ovladače, které jsou dostupné 
pro operační systém v nadřazeném oddílu. 
Další zásadní výhodou je, že samotný hypervizor nepotřebuje ke 
svému účelu umět pracovat s ovladači výrobce hardware a tím se 
zmenšuje prostor, kde by hypervizor mohl chybovat díky 
nepřítomnosti kódu třetích stran, ale také zvyšuje svou efektivitu 
ve výkonu díky menší velikosti a optimalizaci kódu. [5] 
 
Obr. 13 Architektura hypervizoru na bázi mikrojádra 
Zdroj: [5] 
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3.1.3.2 Softwarový hypervizor 
Již existující operační systém, nainstalovaný klasickým způsobem na standardní 
hardware, spouští nad svým integrovaným hypervizorem další virtuální operační 
systémy a sám tak odděluje virtuální hosty od hardwaru. Jedná se o další typ plné 
virtualizace. 
Jeho zásadní nevýhodou je závislost na níže položeném operačním systému, 
který zodpovídá za stav všech virtuálních operačních systémů. Pokud je tedy potřeba 
např. restartovat operační systém poskytující služby hypervizoru, pak jsou restartovány 
i zbylé virtuální systémy. 
Další z nevýhod, oproti hardwarovému řešení, je základní operační systém sám 
spotřebovává fyzické zdroje samotného počítače a tím odebírá jistý výpočetní výkon, 
který mohl být dedikován pouze pro virtuální systémy. 
Softwarová virtualizace však vyhrává svou rychlostí nasazení a možností údržby 
a zjednodušeného přenosu samotného obrazu stroje a je tedy jednodušší využívat 
softwarové virtualizace pro testování a vývoj nových služeb a systémů, ale do 
produkčního prostředí se silně nehodí z důvodů výše popsaných. [5] 
 
Obr. 14 Architektura softwarového hypervizoru 
Zdroj: [5] 
 
 
3.1.3.3 Paravirtualizace 
Na rozdíl od plné virtualizace, která vytváří plně abstraktní vrstvu mezi 
hostovaným systémem a hardwarem, neemuluje paravirtualizace veškeré hardwarové 
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vybavení hostitelského počítače, ale za určitých předpokladů vytváří pouze částečnou 
abstrakci a umožňuje hostovanému systému přímý přístup k některým hardwarovým 
komponentám hostitelského počítače. Cílový hardware je tak velmi podobný tomu, se 
kterým virtuální počítač pracuje. 
To poskytuje při paravirtualizace výhodu, že hostovaný systém může 
komunikovat s hypervizorem napřímo a tím zefektivnit a zvýšit výkonnost 
virtualizovaného systému. 
Nevýhodou paravirtualizace je nemožnost přenášet virtualizovaný systém na  
kterýkoli jiný hostitelský systém, jelikož je zde přímá závislost na konkrétním 
hardware, který byl virtuálnímu stroji přímo namapován. Díky tomu není 
paravirtualizace využitelná v prostředích, kde chceme virtualizací primárně dosáhnout 
vysoké dostupnosti a přenášet virtualizované systémy na jiný hardware, který 
neodpovídal tomu původnímu hostitelskému. 
I přesto, že budou předchozí negativní body splněny, je nutné před nasazením 
zasáhnout do kódu hostovaného virtuálního systému, jelikož je potřeba zajisti 
kompatibilitu pro tuto přímou komunikaci skrze hypervizor. Toto rozhraní hlavně 
společnost VMware do Linuxových distribucí (VMI9), ale díky hardwarové podpoře ze 
strany výrobců procesorů je toto rozhraní považováno za zastaralé.  [3] 
 
3.1.3.4 Cíle virtualizace serverů 
Pro serverovou virtualizaci existuje několik oblastí a cílů, ke kterým společnosti 
směřují za pomoci virtualizace serverů. Tyto oblasti se mohou jak prolínat, tak 
společnosti mohou sledovat jako svůj cíl pouze jednu oblast a zbylé brát pouze jako 
příjemný vedlejší efekt. 
 
 
                                                          
9
 Virtual Machine Interface – rozhraní pro komunikaci skrze hypervizor za použití paravirtualizace 
42 
 
Jde tedy především o cíle: 
 Konsolidace serverů 
 Zajištění kontinuity činností společnosti a obnova po katastrofě 
 Testování a vývoj 
 Datacentrum s dynamickými parametry [3] 
 
3.1.3.5 Konsolidace serverů 
Je jedním z klíčových faktorů, proč společnosti virtualizují své serverové 
prostředí. Virtualizace pomáhá sjednocovat mnoho samostatných serverů do jednoho 
udržitelného systému za udržení samostatnosti a izolovanosti každého ze serverů. 
Samotná konsolidace snižuje TCO, což je dosaženo nejenom snížením nároků na 
hardware, zmenšením nákupních cyklů hardware, ale také snížením nákladů na energie, 
chlazení místo k provozu serverů, síťových zařízení a udržování kabeláže, ale také 
snížením poplatků za údržbu hardware. Jedním z dalších faktorů může být překlenutí 
technologických omezení a možnost integrovat zátěže běžně nesourodých 32 bitových a 
64 bitových systémů. [4] 
Samotným tématem při konsolidaci je, zda je společnost schopna snížit i počet 
lidí v IT spravujících její serverovou infrastrukturu. Zde je nutné se na tento proces 
dívat z reálného hlediska – pokud budeme uvažovat konsolidaci 100 fyzických serverů 
a konsolidační poměr bude 10:1, zjistíme, že nám žádný server neubyl, ale ještě nám 
k tomu přibylo 10 nových serverů, o které se musejí stávající pracovníci nově starat.  
Samotný proces konsolidace by i tak měl přinést úspory především na energiích 
a licencích, ale snížit nutnost spravovat nové neheterogenní prostředí a tak vytvořit 
prostor pro projektovou činnost v IT společnosti ze zdrojů doteď alokovaných na 
provoz a podporu. 
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3.1.3.6 Zajištění kontinuity činností společnosti a obnova po 
katastrofě 
Zajištěním kontinuity činností se myslí schopnost minimalizovat nutné 
plánované a neplánované odstávky služeb. Virtualizační technologie v sobě mají také 
nástroje podporující zajištění kontinuity činností, jako je zálohování za běhu systému 
nebo nástroje pro rychlou migraci systému ze jednoho prostředí do druhého, které 
umožňují společnostem se daleko více přiblížit požadovanému uptime a dodržovat 
stanovené úrovně služeb. 
Pro zajištění provozuschopnosti při obnově po katastrofě je nutné mít připraven 
kvalitní plán, který slouží k jednoznačnému vydefinování co a jak má být použito, aby 
došlo k obnově služeb. Virtualizační platformy poskytují nástroje pro řízení a obnovu, 
které umožňují tyto akce plánovat dopředu a reagovat v případě nutnosti téměř 
okamžitě za pomoci nástrojů pro automatickou obnovu ze zálohy. Tyto metody jsou 
samy o sobě levnější, než metody klasické přístupu, kdy společnosti pro udržení vysoké 
dostupnosti využívaly daleko dražších řešení fyzického clusteru, spojeného řadou 
komplexních a nesourodých zařízení a software. [3] 
V rámci tohoto plánování je nutné zajistit, že hostitelské systémy využívané pro 
virtualizaci, mají dostatek volných zdrojů, které jsou k dispozici v případě výpadku 
jednoho z dalších serverů. 
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Obr. 15 Pád serveru při použití Failover server 
Zdroj: [3] 
 
 
Na předešlém obrázku vidíme situaci, kdy jeden z fyzických zdrojů vypadne a 
na ostatních je dostatek volných zdrojů. Je tak možno ať už automaticky nebo manuálně 
zavést virtuální stroje z neexistujícího zdroje na jiné volné. Pokud společnost disponuje 
vysoce rychlou sítí SAN pro poskytování obrazů strojů, je možné virtuální stroj spustit 
v rámci sekund až minut, pokud bude IT podpora zavádět obraz ze zálohy, je možné 
obnovit dostupnost služeb v rámci desítek minut. 
V nových verzích serverových operačních systémů se však objevují i 
technologie, které umožňují asynchronní replikaci mezi servery, bez použití sdíleného 
úložiště, pouze za využití dvou virtualizačních serverů a lokální sítě. Jedním z těchto 
představitelů je technologie Hyper-V Replica obsažená ve Windows Server 2012 [18]. 
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Pro zálohování a archivaci virtualizovaných strojů proti existuje několik 
základních metod: 
Zálohování dat na pásku 
 Tato metoda je používaná především pro dlouhodobé uchování a 
archivaci dat. Bývá používána pro uložení dat mimo společnost, ale 
proces obnovy dat může být velmi zdlouhavý vzhledem k dlouhým 
přístupovým dobám čtení. Tato metoda vyžaduje speciální zálohovací 
zařízení. 
Replikace celých souborů  
 Metoda která vyžaduje speciální řídící software a dostatečnou kapacitu 
pro replikaci dat. Většinou se používá pro replikaci serverů na místě. 
Data mohou být replikována na jiný oddíl nebo jiný disk v rámci jednoho 
serveru nebo datacentra. Tato metoda se dá velice jednoduše plánovat i 
spouštět online a je vhodná pro souborové i databázové servery. 
Hardwarová a softwarová redundance v odlehlých místech 
 Tato metoda zajišťuje nejvyšší možnou ochranu proti katastrofě. Díky 
tomu, že využívá stejného hardware a software na dvou geograficky 
odlehlých místech, kde data z primárního místa jsou replikována online 
na vzdálené místo, je zajištěna ochrana proti i těm méně 
pravděpodobným katastrofám. [19] 
 
Kombinací těchto metod jde dojít k postupu zvanému Disk to Disk to Tape 
(D2D2T), který kombinuje přednosti zmíněných systémů a eliminuju špatné vlastnosti. 
V prvním kroku jde o téměř online replikaci primárního, zálohovaného serveru, na 
server sekundární na úrovni pevný disk na pevný disk. V druhé fázi, buď stejný 
software řídí zálohu i na pásku, nebo primární záloha ani na sekundární disky, sloužící 
jako buffer pro knihovnu ani nevidí. Pak se jedná o tzv. Virtual Tape Library. [19] 
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V rámci ochrany činnosti společnosti a zajištění pokračování činnosti po 
katastrofě se často mluví o 7 stupních ochrany proti katastrofě, definovaných skupinou 
SHARE při IBM v roce 1992. 
Úroveň 0 - Žádná data nejsou mimo sídlo společnosti 
Společnosti v úrovni 0 nemají prakticky žádný plán v případě katastrofy. 
Neexistuje řádná dokumentace, žádný zálohovací hardware, žádný plán pro 
nepředvídatelné události. Čas nutný pro obnovu je nepředvídatelný. Nakonec je možné, 
že mnoho společností se ani nebude moci obnovit. 
Úroveň 1 – Záloha dat bez odlehlého místa 
V úrovni 1 společnosti zálohují svá data na média a pravidelně je posílají na 
odlehlé místo mimo jejich sídlo, kde mají vybudovanou separátní infrastrukturu. Tato 
metoda je často označována jako PTAM10. V závislosti na tom, jak často jsou data 
odesílána, tak musejí být společnosti připraveny na několik dní až týdnů ztráty 
informací. 
Úroveň 2 – Záloha dat na odlehlé místo 
Společnosti tvoří zálohy na pásky průběžně v čase. Toto v kombinaci s odlehlým 
místem, kde má společnost vybudovanou infrastrukturu tvoří strategii v případě 
katastrofy. Tato metoda stále vyžaduje několik hodin pro obnovu, ale stává se 
předpovídatelnou. 
Úroveň 3 – Ukládání do elektronického sejfu 
Využívá služeb vzdáleného zálohování a je postavena na principech úrovně 2. 
Obecně obsahuje informace daleko přesnější a novější než v metodě PTAM. Dříve se 
využívala tato metoda za pomoci magnetických pásek, v dnešní době odpovídá 
zálohovacím službám dostupným přímo přes intenet. 
Úroveň 4 – Kopie v bodech obnovení 
                                                          
10
 PTAM – Pick-up Truck Access Method, metoda plánovaného odvozu záloh mimo sídlo společnosti  
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Metoda využívaná podniky, které potřebují zajistit daleko nižší riziko ztráty dat 
a potřebují vytvářet obnovitelné zálohy daleko častěji. Místo spoléhání se na posílání 
pásek je toto řešení postaveno více na pevných discích, na které se kopíruje daleko 
častěji. Za využití moderních technologií jako shadow services lze touto metodou snížit 
čas obnovy z dřívějších hodin na minuty. Stále však může existovat ztráta dat. 
Úroveň 5 – Transakční integrita 
Společnosti, které vyžadují konzistenci dat mezi produkčním a prostředím 
určeným pro obnovu, využívají toto řešení. Dochází zde k minimu nebo žádné ztrátě 
dat, ale použití této metody silně závisí na aplikaci, která toto prostředí dokáže využít. 
Úroveň 6 – Žádná nebo téměř žádná ztráta dat 
Tato úroveň si zakládá na nejvyšších úrovních přesnosti dat. Jsou používány 
v podnicích, kde není tolerována žádná ztráta dat a je potřeba obnovovat data a aplikace 
velmi rychle. Tato metoda vyžaduje nějakou formu zrcadlení disků. 
Úroveň 7 – Vysoce automatizované, integrované řešení 
Tato úroveň staví na předešlé úrovni, ale přidává plnou automatizaci pro 
obnovu. To zajišťuje ještě rychlejší možnost obnovení, než v úrovni 6 při manuální 
obnově. [15] 
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Obr. 16 7 stupňů ochrany proti katastrofě 
Zdroj: [15] 
 
3.1.3.7 Testování a vývoj 
Testování a vývoj jsou důležité faktory, které ovlivňují rozvoj společnosti. Za 
pomoci virtualizačních řešení namísto fyzických si mohou vývojáři a testeři  vytvářet 
jakékoli izolované prostředí a simulovat situace velmi podobné těm ve fyzickém 
prostředí. Virtualizační nástroje obsahují také nástroje pro rychlou obnovu stavu 
systému za pomoci bodů obnovy a tím také snižují náklady spojené s futz faktorem, 
který se v klasickém prostředí projevovat především v čase stráveném přípravou obnovy 
testovacího a vývojového prostředí. [3] 
3.1.3.8 Datacentrum s dynamickými parametry 
Moderní nástroje pro virtualizaci umožňují podnikům jakékoli velikosti přiblížit 
se technologiím a postupům známým z dynamických datacenter. Jde především o vizi 
samořízených dynamických systémů, které rozšiřují a snižují svou kapacitu v závislosti 
na tom, jak jsou využívány. Jde především o automatické rekonfigurace virtuálního 
stroje, flexibilního řízení zdrojů, rychlé migrace a dalších. 
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S těmito nástroji lze IT infrastrukturu připravit na to, že nebude jen reagovat 
zpětně na problémy v infrastruktuře, ale bude také předvídat zvýšenou poptávku po 
službách. Tomuto konceptu odpovídá cloudové prostředí. Kapitola 3.1.11 se danému 
tématu věnuje podrobněji. [6] 
3.1.3.9 Prerekvizity pro serverovou virtualizaci 
Serverová virtualizace předpokládá hardwarové prerekvizity, které je nutné 
v dnešní době splnit, aby bylo možné na fyzickém zdroji virtualizované stroje 
nainstalovat a provozovat.   
Jak jsem již zmínil, v dnešní době běží většina virtualizačních nástrojů na 
procesorech řady x64, případně x86. V obou těchto kategoriích jsou dva majoritní a 
tradiční výrobci procesorů – Intel a AMD. Většina dnes nově vyrobených procesorů 
dané technologie podporují a jsou jimi standardně vybaveny, ale pokud plánujeme 
využít i staršího hardware, pak je nutné provést revizi před spuštěním samotného 
virtualizačního procesu. 
Vlastnosti procesorů nutné k virtualizaci na platformě x86 a dnešními hlavními 
produkty – takzvaná hardware-assisted virtualization: 
 Intel VT-x 
 AMD-V 
Za pomoci těchto technologií komunikují virtualizační systémy a hypervizory 
daleko efektivněji při komunikaci s hypervizorem. 
Oba dodavatelé na svých webových stránkách průběžně udržují seznamy 
kompatibilních procesorů pro virtualizační technologie, kde je možné zjistit, zda 
konkrétní procesor podporuje virtualizační nástroje. Bez této technologie bohužel dnes 
již není možné provozovat virtualizační nástroje na platformách x86 a x64. 
Operační paměť a pevný disk dostupný virtualizovanému systému musí plnit 
minimální doporučení výrobce stejně tak, jakoby se jednalo o systém fyzický. [3] 
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3.1.3.1 Hlavní představitelé na trhu pro virtualizaci serverů 
 
 
 
Zdroj: [20] 
 
Citrix  
Citrix se jako dodavatel virtualizačních řešení specializuje více na virtualizaci 
desktopu, ale spolu s tím přináší produkt označovaný jako XenServer. Ten je využíván 
především společnostmi, které využívají virtualizace XenDesktop pro samotné klienty, 
a to z důvodu lepší kompatibility mezi nasazenými aplikacemi a serverem.  
Hypervizor Xen je také hodně využíván společnostmi pro hostování velkých 
webových služeb nebo virtuálních privátních serverů pro svou okamžitou modularitu a 
škálovatelnost. 
Typickými představiteli hostovaných systémů jsou Unixové a Linuxové 
systémy, ale také Microsoft Windows.  
Produkt je dodáván ve čtyřech verzích, licencovaných za server: 
Obr. 17 Pozicování hlavních představitelů řešení virtualizace na trhu 
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 XenServer  
o Podporuje živé migrace, konzoli pro správu, konverzní nástroje. 
o Zdarma 
 XenServer Advanced 
o Podpora vysoké dostupnosti, automatická obnova, podpora pro 
heterogenní zdroje, optimalizace paměti 
o Cena licence: $1,000 
 XenServer Enterprise 
o Virtuální provisioning, Dynamické vyrovnávání zátěže, řízení 
energie hostitele, webová kozole, zálohování za běhu za pomoci 
snímků 
o Cena licence: $2,500 
 XenServer Platinum 
o Fyzický provisioning, obnova v odlehlém místě 
o Cena licence: $5,000 [21] 
Microsoft 
Společnost Microsoft dodává několik produktů pro virtualizaci. Jedním z nich je 
produkt Windows Virtual PC, který je integrován do posledních verzí Windows a 
umožňuje virtualizovaně spouštět jiné operační systémy, především z rodiny Windows. 
Podnikovým hypervizorem od společnosti Microsoft je technologie Hyper-V, obsažená 
ve všech Microsoft serverových operačních systémech od verze Windows Server 2008 a 
architektuře x64. 
Představitelé společnosti Microsoft: 
 Hyper-V Server 2012 
o Pouze jádro, bez GUI  
o Zdarma 
 Windows Server 2012 
o Klasické serverové prostředí 
o Existuje v několika verzích 
 Foundation 
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 Essentials 
 Standard – až 2 virtuální stroje zdarma, ve verzi 2008 R2 
až 4, cena licence $882 
 Datacenter – neomezený počet virtuálních hostů, cena 
licence $4809 
 
Server Hyper-V lze nalézt na trhu jako samostatný produkt nazývaný Microsoft 
Hyper-V Server, ale také jako instalovatelnou roli serveru v klasickém serveru 
Microsoft Windows Server, která podporuje stejné funkcionality jako samostatný 
server. Výhodou licencování pro Windows Server je, že pokud využijeme 
instalovatelnou roli, pak můžeme využít až 4 virtualizované servery na jednom 
základním serveru. 
Microsoft Hyper-V Server 2012 podporuje více účastnických hostů, živé 
simultánní migrace serveru, disků, spojení záložního obrazu serveru za běhu, až 64 
virtuálních procesorů a 1TB paměti na jeden virtuální server a diferenciální zálohování 
za běhu serveru. 
V nejnovější verzi Hyper-V Server 2012 podporuje asynchronní replikaci 
virtuálního stroje v případě havárie. K této technologii není potřeba vlastnit drahou 
hardwarovou technologii SAN, ale lze takto obnovovat i stroje, které podléhají 
neplánovanému vypnutí. [22]  
VMware 
Společnost VMware je průkopníkem virtualizace na platformě x86. Má náskok 7 
let před všemi ostatními dodavateli serverové virtualizace a v dnešní době se 
specializuje především na serverové virtualizační produkty rodiny vSphere a produkty 
s tím spojené, tedy především samotné produkty serverová virtualizace ESX a ESXi, 
dále vCenter obsahující  např. VMotion pro přenos serverů za běhu bez dopadu na běh 
služeb, vSphere Client pro monitorování serverové infrastruktury. 
Hypervizor VMware ESXi 5.1 obecně podporuje většinu známých operačních 
systémů, živé simultánní migrace serveru, disků, až 64 virtuálních procesorů na 
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hostovaný systém, 3D podporu pro grafickou akceleraci, pokročilý provisioning, a 1TB 
paměti na jeden virtuální server a diferenciální zálohování za běhu serveru. 
Dnes je již podporován a vyvíjen produkt ESXi, který v podstatě funguje jako 
minimalistický produkt, jež je zdarma, ale pro doplnění dalších enterprise funkcionalit 
jako obsažených v produktech vInfrastructure a vSphere je třeba dokoupit licence a 
produkty upgradovat.  
Produkt ESXi tedy můžeme rozdělit na 4 verze: 
 ESXi 
o Lehký hypervizor, vzdálená konzole 
o Zdarma 
 vInfrastructure Foundation 
o Konsolidace záloh, manažer aktualizací, vCenter agent 
o Cena: $995 
 vInfrastructure Standard 
o Funkce vysoké dostupnosti 
o Cena: $2,995 
 vInfrastructure Enterprise 
o Živý přenos obrazu stroje VMotion, Nástroje pro řízení energie a 
zdrojů 
o Cena: $5,750 [23] 
 
3.1.4 Virtualizace úložišť 
Požívá se především ke sloučení více fyzických úložišť tak, aby se chovaly jako 
jedno logické úložiště, neboli fond úložišť. 
To může nabývat několik podob, podle umístění: 
3.1.4.1 DAS  
Direct Attached Storage neboli přímo připojené úložiště. 
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Klasickým představitelem přímo připojeného virtualizovaného úložiště je 
metoda RAID, která představuje pole nezávislých disků spojených do jednoho 
logického celku, které díky své funkcionalitě vytváří zabezpečení dat proti selhání, 
avšak není zálohou. Pro metodu RAID existuje několik verzí, které používají metody 
redundance jako rozdělení na více disků, zrcadlení více disků, dopočty parity pro jeden 
a více disků, a jejich následné kombinace. [3] 
3.1.4.2 NAS  
Network Attached Storage neboli síťové připojené úložiště. 
Jde o většinou jednoúčelové zařízení, který je obecně levnější než celý server 
uzpůsobený pouze pro operaci síťového úložiště. Běžně obsahuje jeden nebo několik 
fyzických disků, poskytovaných do sítě souborovou službou. [3] 
3.1.4.3 SAN 
Storage Area Network neboli dedikovaná datová síť. 
Jedná se o jeden z typů LAN, který je však z tohoto členění vyčleněn, jelikož 
slouží pouze k připojení externích datových zařízení přímo k serverům, většinou jinou 
technologií, než je postavena samotná síť LAN. 
Zařízení, která mohou být zařazena do tohoto typu sítě jsou např. rychlá disková 
pole, robotická média, páskové knihovny a jiná zálohovací zařízení, sdílená pomocí 
SAN switche mezi ostatními servery.  
Tato síť sama o sobě nespecifikuje, jakými technologiemi jsou ona zařízení 
připojena, ale jde především o technologie a protokoly využívající k přenosu dat optické 
kabely, ale i Ethernet. Tato technologie byla po dobu své existence díky své ceně hlavně 
doménou velkých společností díky své vstupní ceně. [7] 
 
 
55 
 
3.1.5 Virtualizace sítí 
Virtualizace sítí se děje především rozdělením fyzického média na nezávislé 
kanály, které lze přiřadit zdrojům a tím pro ně řídit dostupnou šířku pásma na síti.  
Nejběžnější formou této sítě je virtuální lokální síť (VLAN), která vytváří 
virtuální (logické) oddíly na fyzické síti. Možnost využití se nachází také v kombinaci 
se serverovou virtualizací, kdy je možné na síťové kartě serveru vytvářet virtuální 
síťové karty, kde toto následně umožňuje provozovat na jednom fyzickém serveru více 
nezávislých sítí, které by běžně musely být fyzicky odděleny pro snížení rizika 
možného přístupu do dalšího segmentu sítě. [3] 
 
Další oblastí, která také do virtualizované oblasti spadá, jsou oblasti, které se 
dotýkají přímo koncového uživatele a se kterými on sám přímo pracuje. Jde tedy 
především o oblasti: 
 
3.1.6 Virtualizace desktopů (VDI) 
Umožňuje vytvářet klientské počítače přímo na centrální serverovém úložišti a 
ty jsou následně dostupné přes tenkého klienta. Toto je výhodné pro uživatele často 
měnící svou pracovní lokaci, jelikož mohou stále pracovat v jednom prostředí 
odkudkoli. Výhodou pro administrátory je zjednodušená správa verzí nainstalované 
aplikace a tím kontrola celého životního cyklu aplikace.  
Výhodou pro společnost při využití moderních virtualizačních metod je také to, 
že dnešní technologie umožňují danou aplikaci ke klientovi stremovat jen v podobě, 
kterou nutně vyžaduje ke své činnosti, oproti starým modelům, kde bylo potřeba 
nejprve celou aplikaci ke klientovi dopravit. 
http://blogs.flexerasoftware.com/application-readiness/2012/07/why-use-application-
virtualization.html 
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Obr. 18 Rozdělení trhu virtualizace desktopů  
Zdroj: [10] 
 
 
3.1.7 Virtualizace prezentační vrstvy 
Dříve označovaná jako terminálové služby. Umožňuje několika konkurenčním 
uživatelům sdílet prezentační vrstvu centrálního umístění. V dnešní době stále 
používané hojně k přístupu, použití a správě vzdálených virtuálních a fyzických zdrojů. 
[3] 
Zásadní rozdíl mezi virtualizací prezentační vrstvy a desktopu je, že u 
prezentační vrstvy všichni uživatelé využívají jednoho operačního systému, kde naopak 
u virtualizace celého desktopu je každý desktop samostatným operačním systémem. 
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Pokud se jedna instance prezentační vrstvy zhroutí, může ovlivnit i všechny ostatní 
přihlášené klienty, jelikož jde o sdílené zdroje jednoho systému. [12] 
3.1.8 Virtualizace aplikací 
Pracuje na podobném principu jako serverová virtualizace, kde virtualizační 
nástroj odděluje zapouzdřením samotnou aplikaci od operačního systému a tím je 
schopen aplikaci doručit až na klientský počítač, který nemusí být nutně tenkým 
klientem. Toto zapouzdření probíhá jednou a všechny další spuštění jsou již pouze 
instance. 
Hlavními výhodami jsou:  
 Snížení nutnosti řízení, správy a aktualizací aplikace na všech klientech 
 Nezávislost na cílovém operačním systému 
 Omezení nutnosti aby měl uživatel administrátorská práva pro spuštění 
aplikace  
 Možnost spustit nekompatibilní aplikace souběžně [3] 
 
Z toho vyplývá, že je aplikace dodána uživateli jako služba na vyžádání. 
Uživatel se nemusí o nic jiného starat a aplikace je pro něj vždy spuštěna stejným 
způsobem. [9] 
Hlavními představiteli produktů této skupiny na trhu jsou: 
 Citrix XenApp 
 Microsoft App-V 
 VMware ThinApp 
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3.1.9 Správa virtualizací 
Soubor nástrojů, které umožňují jednotně spravovat a nastavovat virtuální ale i 
fyzické prostředí. 
V závislosti na odpovědnosti klíčových zaměstnanců a velikosti společnosti je 
nutné zvážit, jestli by neměly být odděleny oblasti Fondu zdrojů (fyzické prostředí - 
hostitelské servery, skříně pro uložení serverů a zařízení, úložiště, síťové prvky) a 
Virtuálních služeb (virtuální prostředí - servery / desktopy / úložiště – sloužící klientům 
nebo koncovým uživatelům a tvořící reálnou zátěž).  
Každý z hlavních dodavatelů serverových virtualizací dodává také nástroje na 
správu virtualizovaného prostředí. Tyto nástroje většinou dokáží spravovat a proaktivně 
řídit předvolby virtuálního prostředí, proaktivně řídit, převádět fyzické stroje na 
virtuální a mnoho dalšího. [3] 
Typickými představiteli jsou: 
 VMware vCenter 
 Microsoft Systém Center Virtual Machine Manager 
 Citrix XenCenter  
 
3.1.10 Kroky pro realizaci virtualizace 
V dnešní době při přechodu z fyzických serverů na virtualizované je nutné zvážit 
několik hledisek a vypracovat především projektovou analýzu, která nám zmapuje naše 
prostředí a odhalí technické nedostatatky zdrojů, které nelze virtualizovat vůbec, nebo je 
třeba provést jejich upgrade.  
Je třeba tedy vytyčit cíle a podle nich provést analýzu zdrojů, jelikož na různé 
cíle budou i různé požadavky na hardware. Např. pro využití procesu živé migrace je 
třeba, aby procesory zdrojového a cílového systému byly kompatibilní ve verzi 
procesoru. Nejde však jen o procesor, ale také o úložiště, kde je potřeba nejen 
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analyzovat, které úložiště může být využito pro virtualizaci, ale také co je nutné převést 
do virtuálního serveru a co je možno archivovat. 
Další oblastí analýzy by měly být sítě jako takové, tedy zkontrolovat jaká je 
aktuální šířka pásma, což nám řekne zda je pro nás dostupná technologie iSCSI nebo 
migrace virtuálních počítačů v reálném čase. 
Pokud virtualizujeme a konsolidujeme servery, je vhodné analyzovat, zda 
současné metody napájení a zálohování napájení odpovídají zátěžím, které bude nový 
systém vytvářet. Dále nám tato analýza také ukáže, kolik jsme schopni na 
konsolidované architektuře ušetřit energií. 
Úspora energie, a to nejenom energie pro napájení serverů, ale také úspory na 
chlazení těchto serverů. To vše samo s sebou nese další zefektivnění provozu a to 
především zmenšení nutného prostoru na provoz jednoho serveru, což má samozřejmě 
dopad jak na předešlé úspory, tak na prostor nutný k provozu / pronájmu serverů. 
Velmi jednoduchým výpočtem jsme schopni zjistit úspory na napájecí energii po 
konsolidaci a virtualizaci serverů: 
 
                   [(        )     (        )  ]  
 
Z tohoto vzorce je pak jednoduše odvoditelná zásadní metrika pro společnost, 
kterou zajímá, kolik energie může na konsolidaci ušetřit. [3] 
Zásadní otázka pro podniky, které chtějí virtualizovat, je co virtualizovat? 
Odpověď je velmi jednoduchá – virtualizovat lze téměř vše. Lehce problematické 
mohou být specifické skupiny, kde serverová funkce využívá velké množství fyzických 
jader nebo více než 85% serverových zdrojů. I tyto servery však mohou mít zátěž 
rozdělenou do více serverů a mohou být virtualizovány. Silně problematickou skupinou 
jsou serverové role vyžadující speciální hardware jako hardwarové klíče, modemy apod. 
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Nejjednodušší a nejpřínosnější je začít virtualizaci na serverech používaných pro 
testování, tam je přínos okamžitý.  
Poté by měly následovat vysoce rizikové zastaralé servery, které nešly 
dlouhodobě upgradovat nebo jejich roli přenést. 
Poslední skupinou by měly být servery se složitou zátěží nebo ty, jejichž provoz 
je rizikový pro podnik anebo ty, jejichž provoz vyžaduje speciální hardware. [3] 
Každá z těchto oblastí jde řešit jedním z nástrojů dodávaným pro virtualizační 
správu, zmíněných v kapitole 3.1.9. Jde především o tzv. P2V nástroje, které kopírují 
obsah fyzických serverů na virtuálních disky. Tento převod je vhodné provádět v době 
údržby, když je daný systém offline. Důležité je si uvědomit, jaké služby běží na daném 
serveru. Například služba DNS by měla neustále v podnikové síti běžet, jinak dojde 
k výpadku ostatních služeb. Proto pokud chceme virtualizovat server na kterém běží pro 
společnost rizikové služby, ujistěme se, že pro ně existuje redundance. Toto není téměř 
možné v malých firmách, kde většina služeb běží na jednom serveru typu Microsoft 
Small Business Server. [3] 
3.1.11 Cloud computing 
Cloud je v dnešní době velmi skloňovaný výraz, ve které se mnoho společností 
ztrácí, nerozumí mu a prakticky ho přehlížejí. Společnosti si však neuvědomují, že 
virtualizace a cloud jsou termíny a technologii, které jdou ruku v ruce, jelikož jsou 
cloudové technologie postaveny primárně na virtualizačních technologiích.  
Většina společností se tak snaží za pomoci virtualizace primárně ušetřit peníze, 
ale nedívají se více do dálky. Neuvědomují si však, že virtualizace je jen vstupní bod 
pro daleko delší evoluci toho, jak společnosti pohlížejí na svoje IT. Tato evoluce by 
měla vést k soukromým a veřejným cloudům, kde je IT a vše s tím spojeno bráno pouze 
jako služba, která nám dodává výsledek, za který společnost platí a celkově se 
odpoutává od dogmatu, kde IT znamená fyzicky něco vlastnit a provozovat. 
Tato evoluce by měla vést ke změně architektury technologií společnosti, 
nástrojů pro řízení, operačních procesů,  modelů financování a všeho co je spjato 
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s provozováním IT systémů. Virtualizace je tak prvním krokem ke změně chápání a 
strategie společnosti směrem k chápání IT jako SaaS11, PaaS12 a IaaS13.  
Společnosti by se v dlouhodobém výhledu mohly směřovat ke strategii, kde 
v cíli je většina jeho IT a systémů v cloudu a vše nakupuje jako službu. Gartner 
definoval ve své studii 5 fází, ve kterých se v budoucnu mohou společnosti nacházet 
nebo již nacházejí. [24] 
Fáze 1 – Virtualizace Serverů 
 Společnost konsoliduje své systémy 
 Společnost snižuje náklady, šetří energii na napájení a chlazení 
 Dochází ke snížení kapitálových nákladů na IT 
Fáze 2 – Distribuovaná virtualizace 
 Dochází ke zvýšení flexibilita a rychlosti reakce 
 Snížení výpadků 
 Snížení provozních nákladů 
Fáze 3 – Soukromý cloud 
 Standardizace 
 Systém sám reguluje dostupné zdroje podle zátěže 
 Stále však dochází k růstu systému v závislosti na množství požadavků 
 IT se již chová ke společnosti jako dodavatel služby 
Fáze 4 – Hybridní cloud 
 Možnost pokrývat špičky a nenadálé zátěže bez znatelného rozdílu  
 Stále poskytuje zajištění v případě výpadku dodavatele cloudu 
Fáze 5 – Veřejný cloud 
                                                          
11
 SaaS – Software as a Service 
12
 PaaS – Platform as a Service 
13
 IaaS – Infrastructure as a Service 
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 Žádné kapitálové výdaje 
 Volnost a flexibilita požadavku na dodávané služby (nahoru i dolů) 
 
 
Obr. 19 Cesta od virtualizace ke cloud computing 
Zdroj: [24] 
 
 
 
3.1.11.1 IaaS 
Infrastruktura jako služba dodává společnosti fyzické nebo virtuální zdroje, které 
může využívat a řídit podle své libosti. V tomto modelu dodavatel dodává pouze 
hypervizory, na kterých si zákazník spouští a řídí své virtuální stroje. 
Příkladem dnešních služeb typu IaaS jsou Amazon EC2, Azure Services 
Platform nebo DynDNS. 
3.1.11.2 PaaS 
Platforma jako služba je nástrojem především pro vývojářské společnosti, kdy 
dodavatel služby dodává nástroje pro vývoj softwaru a s tím dodává úložiště, výpočetní 
kapacitu, sítě a další. 
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Typickým představitelem jsou služeb typu PaaS jsou AWS Elastic Beanstalk, 
Engine Yard, Windows Azure nebo Google App Engine. 
3.1.11.3 SaaS 
V dnešní době nejskloňovanější model kde dodavatel dodává zákazníkovi 
software jako službu. Nejčastěji jsou tyto aplikace přistupovány skrze tenkého klienta 
jako je webový prohlížeč. Společnost v tomto modelu nemusí nic spravovat a pouze 
aplikaci užívá, případně nastavuje skrze tyto klienty. Největším trhem pro SaaS se 
v současné době zdají být informační systému typu CRM nebo kancelářských nástrojů. 
Mezi hlavní dodavatele služeb typu SaaS patří Salesforce, Microsoft Office 365, 
Amazon Web Services, Windows Azure nebo Google Apps. 
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4 Návrh řešení 
Díky analýze současného stavu v kapitole 2 můžeme vidět, že je IT pro 
společnost životně důležitou oblastí, která je dlouhodobě nekoncepčně řízena a jde 
v současné době o nejslabší místo společnosti, i přesto že je společnost na svém IT a 
infrastruktuře velmi závislá. Společnost Entity production s.r.o. se rozhodla investovat 
do svého IT a docílit zlepšení současného stavu, ale také optimalizovat infrastrukturu na 
to navázanou.  
Navrhuji společnosti nákup nových serverů nahrazujících současné a tím 
celkově obnovit hardware serverů. Zde by společnost díky současně vlastněným 
licencím k serverům mohla využít moderních technologií virtualizace operačních 
systémů a optimalizovat své IT prostředí tak, aby eliminovala rizika z toho plynoucí a 
vytvořit ve své společnosti dlouhodobě udržitelný a předvídatelný koncept řízení IT. 
Pokud se podíváme na složení a potřeby klientských stanic, pak vidíme, že téměř 
polovina stanic jsou stanice profesionální, kde je kladen důraz především na vysoký 
výpočetní výkon grafické karty. Z toho důvodu nedoporučuji ve společnosti zavádět 
virtualizaci klientských stanic, jelikož je samotné zavedení virtualizace pro zbývající 
malý počet notebooků a PC neefektivní z pohledu nákladů na implementaci.  
Na základě analýzy používaného software ve společnosti navrhuji, aby 
společnost v množství software a stanic ve kterém operuje v současné době 
nenasazovala žádný z typů virtualizace aplikací, jelikož by tato technologie nepomohla 
snížit administrační zátěž na současného jednoho pracovníka. Virtualizace sítě není 
v současné době nutná. 
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4.1  Návrh opatření vůči Analýze rizik současného stavu 
 Scénář Možný dopad Návrh na opatření Výsledná hodnota rizika 
1 Chyba na 
hardware 
serverů bez 
záruky 
z důvodu stáří 
serveru nebo 
jeho přetížení 
Nemožnost obnovit server 
ze zálohy, výpadek 
dostupnosti 
poskytovaných služeb 
Nákup nových serverů, na 
které je uplatňována 
rozšířená záruka od 
renomovaného 
dodavatele. Virtualizace 
serverů je v současném 
modelu nutná pro 
oddělení kritických 
služeb. 
Nízké riziko nemožnosti 
obnovit zálohu kvůli 
nedostupnému hardware 
2 Díky 
manuálnímu 
kopírování 
záloh serverů 
neexistující 
záloha 
serveru, která 
by obsahovala 
informace 
z posledních 
několika dnů 
Složité znovuvytvoření 
informací, ztráta 
vykonané práce, ztráta 
vytvořených dokumentů, 
ztráta  
Automatizace zálohování 
na externí média. V 
případě využití 
virtualizace serverů 
možnost využít 
zálohování serveru za 
běhu. 
Velmi nízké riziko až 
téměř žádné.  
3 Zneužití 
bezpečnostníh
o rizika na 
otevřeném 
portu pro 
VPN 
Informace společnosti 
jsou vystaveny neznámým 
lidem a mohou být 
využity konkurencí 
Uzavření otevřeného 
portu a pořízení nového 
firewallu, který umožňuje 
šifrovaný přenos VPN 
typu IPsec již z výroby. 
Téměř žádné riziko díky 
složitosti moderních 
kryptovacích metod. 
4 Administrátor
ský účet je 
zneužit díky 
dlouhodobě 
neměněnému 
heslu 
Jeden uživatel se znalostí 
tohoto hesla je schopen 
přistoupit do kterékoli 
části IT společnosti a 
jakkoli poškodit 
softwarové informace 
nebo systémy 
Změna hesla samotného 
účtu. Vytvoření několika 
účtů používaných pro 
různé účely a nastavení 
hierarchie práv ve stromu 
domény. Nikdo by se 
nadále neměl přihlašovat 
jako administrátorský 
účet. 
Riziko je sníženo na 
přijatelnou úroveň, vždy 
však existuje  riziko 
omezení služeb pod 
konkrétními účty. 
5 Kdokoli ve 
společnosti 
přistupuje do 
serverovny a 
omylem 
vypojí server 
ze zásuvky 
Některý ze serverů je 
náhle odpojen, dojde 
k poškození diskových 
polí a poškození 
informací na discích. 
Díky nekoncepčnímu 
zálohování dochází 
k velkým ztrátám. 
Vydefinování serverovny 
jako místnosti pouze pro 
servery a IT techniku , 
přesunutí ostatního nářadí 
a techniky do jiné 
místnosti. Klíč od 
serverovny je přístupný 
pouze definovanému 
okruhu lidí, kteří jsou 
poučeni o zaškoleni do 
metodik společnosti. 
Velmi nízké riziko  
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6 Nedostatečný 
čas pro 
udržení 
serverů 
k vypnutí přes 
UPS při 
výpadku 
energie 
Poškození dat, poškození 
operačních systémů na 
polích typu RAID 
Obnova baterií v současné 
UPS. Koupě nové UPS a 
tím rozdělení zátěže mezi 
tyto dva nepřerušitelné 
zdroje. Připojení a 
nastavení řídícího SW na 
servery a řízení jejich 
automatického vypnutí. 
Velmi nízké riziko při 
správné dimenzaci UPS. 
7 Odchod IT 
zaměstnance a 
tím i know-
how nastavení 
IT společnosti 
Společnost musí najmout 
nového člověka a 
nákladně ho nechat zjistit 
současný stav a doučit 
neznámé oblasti 
Zdokumentování 
současného stavu. 
Vytvoření metodiky pro 
dokumentaci změn v IT 
obecně, tedy jak 
hardware, tak 
informačním systému 
společnosti 
Riziko je sníženo na 
přijatelnou úroveň, vše 
však záleží na 
zkušenostech nového 
zaměstnance. 
 
 
4.2 Návrh virtualizace serverů  
Navrhuji společnosti nakoupit dva servery, které nahradí současné servery DC1 
a DC2.  Zde by mělo dojít k nákupu nových serverů, které by měly sloužit jako hostující 
servery pro virtualizované servery poskytující služby uvnitř domény, jelikož tento 
přístup umožní tyto hostované systémy společnosti daleko jednodušeji spravovat, 
zálohovat a řídit oproti současnému řešení. 
V oblasti hardware navrhuji společnosti nakupovat rackové servery, jelikož má 
ve stávající serverovně udržovanou konstantní teplotu a současné uložení serverů 
umožňuje efektivní využití prostoru při použití rackových serverů, než při použití 
serverů typu tower. Nedoporučuji nakupovat servery typu blade, jelikož by společnost 
pro své potřeby takto velké servery nevyužila a byly jak mnohonásobně by 
naddimenzované, ale i cenově nedostupné. Všechny nové procesory postavené na 
platformě x64 používané v těchto serverech již nativně podporují hardwarovou 
virtualizaci. 
Pro nákup serverů doporučuji společnosti využít stávajících výhod partnerských 
programů společnosti Dell pro nákup serverové techniky a společnosti Microsoft pro 
využití softwaru poskytovaného skrze program a tak celkově ušetřit náklady na pořízení 
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hardware a software. Zároveň navrhuji využít současných licencí Windows Server 2008 
R2 pro serverovou virtualizaci nových hostitelských serverů, jelikož jeden takový server 
může takto licencovat až 4 virtuální stroje na něm běžící. Tím by společnost využila 
existující možnosti jejich vlastního software a využila zabudovanou technologii 
Microsoft Hyper-V.  
Navrhuji tedy využít virtualizace serverů se softwarovým hypervizorem, i 
přesto, že zde mohou být mírně vyšší než u použití hardwarového hypervizoru, možnost 
nechat běžet legálně až 4 virtuální hosty zdarma nad jedním systémem tuto nevýhodu 
plně vyvažuje. 
Hostitelské servery, které jsou určeny pro virtualizaci hostitelských serverů, by 
obecně neměly držet originály obrazů virtuálních disků, ale měly by si je při spuštění 
natáhnout z centralizovaného úložiště. Cena takového SAN úložiště, ať připojitelného 
přes optické kabely nebo po kabelu typu Ethernet, je však mimo cenovou dostupnost 
společnosti Entity production. Z toho důvodu navrhuji doplnit do každého serveru jeden 
klasický disk navíc, na kterém bude pravidelně vytvářena kopie obrazů právě běžících 
serverů. Následně je možno vzít toto úložiště a vložit ho do kteréhokoli jiného serveru a 
spustit poslední kopii přímo z tohoto disku. 
4.2.1 Virtualizace současných serverů 
Současný server DC1 navrhuji převést na virtuální následujícím způsobem: 
 
Současný stav 
 
Budoucí stav 
 
DC1 
 
              
  
  
DC 
  
CRM 
  
  
      
  
      
  
              
  
    HV1     
                fyzický server 
         
                virtualizovaný server 
         
Obr. 20 Návrh virtualizace serveru DC1 
Zdroj: vlastní 
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 Při virtualizaci tohoto serveru navrhuji zaměřit se především na rozdělení dvou 
zásadních rolí a to doménového řadiče a informačního systému CRM (představující 
aplikační a databázový server), které by se neměly potkat, pokud chceme od 
databázového serveru co možná nejvyšší výkon.  
Navrhuji vytvořit jednoho virtualizačního hostilete označeného HV1 a na něm 
dva virtuální hosty DC a CRM. Tyto servery by měly být nakonfigurovány minimálně 
jako: 
 DC 
o 2 virtuální procesory 
o 6GB RAM14 
o 40GB místa na pevném disku  
 
Tento server navrhuji vytvořit jako nový čistý server, na kterém se zapne role 
Active Directory Domain Services. Tento server navrhuji nastavit jako Global catalog, 
tak aby na sebe navázal replikaci adresáře společnosti. Tím dojde k možnosti vypnout 
starý server DC1, ale stále mezi s sebou budou z důvodu bezpečnosti replikovány dva 
adresářové servery. Z tohoto důvodu není možnost udržet stejný název serveru. 
Samozřejmě je nutné také povolit všechny ostatní služby, které byly na serveru DC1 
povoleny, kromě webového serveru, který se doinstaloval při instalaci aplikačního 
serveru CRM. 
 
 CRM 
o 4 virtuální procesory 
o 16GB RAM 
o 80GB místa na pevném disku 
 
S přihlédnutím na velikost firmy navrhuji tento server navrhuji zachovat jako 
jeden celek a nerozdělovat ho ani na aplikační a databázový, ale nechat ho jako celek. 
Dostatek operační paměti umožní databázi Microsoft SQL Server využít dané zdroje 
                                                          
14
 Konfigurace předpokládá také instalaci monitorovacího software popsaného v kapitole 4.6 
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efektivně a pracovat rychleji, než při omezené dostupnosti RAM. Samotný server lze 
zálohovat pomocí standardního nástroje v software SQL Management studio a obnovit 
na jiný server velice jednoduše [25]. Zvolená velikost místa na disku je vzhledem 
k velikosti databáze dostačující.  
Každá virtualizace by měla sledovat plán kroků, které je třeba provést pro 
hladký převod služeb a funkcí serverů. Tento plán by měl vypadat následovně: 
Tab.  9 Plán virtualizace serveru DC1 
Zdroj: vlastní 
 
 Krok Trvání 
1. Záloha serveru DC1 na externí úložiště 
5h 2. Záloha AD na externí úložiště 
3. Záloha SQL databáze 
4. Export úprav systému MS CRM 
5. Instalace a nastavení virtualizačního hostitele Windows 
Server 2008 R2 6h 
6. Instalace dvou virtualizovaných hostů Windows Server 
2008 R2 
7. Nastavení serveru DC, Povolení funkce Active Directory 
Domain services, nastavení jako Global catalog, nastavení 
dalších služeb ze serveru DC1 
8. Kontrola správnosti replikace adresáře na serveru DC 
9.  Nastavení serveru CRM, instalace informačního systému, 
obnova databáze dle návodu na stránkách dodavatele 5h 
10. Kontrola správnosti fungování systému CRM 
11. Vypnutí serveru DC1, smazání disků 2h 
 
Celkově je nahrazení serveru DC1 mělo probíhat mimo pracovní hodiny. 
Doporučuji společnosti toto realizovat o víkendu, případně svátku, kde by měly být 
provedeny body 1 – 10, jelikož při realizaci mimo pracovní hodiny by došlo k vytvoření 
rozdílových dat a bylo by obtížné tento rozdíl doplňovat. Všechny tyto kroky by měly 
být provedeny poprvé pouze na zkoušku, kde si pracovník IT ověří správnost postupů a 
v reálné fázi se vyhne kritickým chybám. To je možné provádět v běžných pracovních 
hodinách. Bod 11 je nutné provést pouze jednou a to okamžitě po ověření správnosti dat 
v nových systémech tak, aby nevznikla žádná rozdílová data mezi systémy a nedošlo ke 
zmatení uživatelů, který systém používat. 
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Současný server DC2 navrhuji převést na virtuální následujícím způsobem: 
 
Současný stav 
 
Budoucí stav 
 
DC2 
 
              
  
  
DC2 
  
MX 
  
  
      
  
      
  
              
  
    HV2     
                fyzický server 
         
                virtualizovaný server 
         
Obr. 21 Návrh virtualizace serveru DC2 
Zdroj: vlastní 
 
Při virtualizaci tohoto serveru navrhuji opět rozdělit server na dva virtuální 
servery, kde budou rozděleny dvě zásadní serverové role, doménová spolu s ostatními 
službami, jako např. tiskový server, a mailový server postavený současném řešení 
Microsoft Exchange 2010. Jak můžeme vidět, v současné době je server provozující 
tyto služby značně přetížen, především z nedostatku volné operační paměti. 
Navrhuji vytvořit hostitele HV2 pro hostování dvou virtuálních serverů DC2 a 
MX, kde MX bude představovat virtualizovaný mailový server.. Tento server by měl 
být nakonfigurován minimálně jako: 
 DC2 
o 2 virtuální procesory 
o 4GB RAM 
o VHD obraz 40GB místa na pevném disku 
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Tento server navrhuji vytvořit jako nový čistý server, na kterém se zapne role 
Active Directory Domain Services. Tento server navrhuji nastavit jako Global catalog, 
tak aby na sebe navázal replikaci adresáře společnosti. Samotné vytvoření serveru je 
však nutné provést až po migraci samotného mailového serveru, aby nedošlo ke 
konfliktu názvů serverů a jejich služeb.  
Na serveru navrhuji také doinstalovat služby, které sloužily na serveru i před 
tím, tedy tiskový server, kde by měl zaměstnanec IT znovu nastavit tiskárny dostupné 
ve společnosti.  
Dále navrhuji ponechat na serveru službu DHCP ve formě současného nastavení. 
Společnost by však měla přestat používat na serveru službu „Network Policy and 
Access Services“ pro autentizaci a řízení VPN tunelů směrem do společnosti. Tato 
služba, nutná pro společnost, by měla být převedena na samotný firewall společnosti, 
tak aby bylo eliminováno riziko plynoucí ze současného stavu. 
 MX 
o virtuální procesory 
o 16GB RAM 
o VHD obraz 80GB místa na pevném disku 
Tento server navrhuji vytvořit jako P2V konverzi [26] současného serveru na 
virtuální jednak z důvodu jednoduchého převodu všech potřebných nastavení, která 
společnost na serveru Exchange za poslední léta nasadila, dále nedojde k nutné re-
synchronizaci klientských zařízení. Je také vhodné ponechat zařízení stejnou IP adresu, 
jelikož se většina nastavení fixovaných na IP adresu, budou vztahovat více na Exchange 
server než na doménový server, který je většinou odkazován dynamicky.  
Po samotné konverzi do VHD souboru by společnost měla otestovat schopnost 
spustit samotný server. To by měl zaměstnanec společnosti otestovat vytvořením 
separátní sítě, která nebude mít přístup ven ze sítě, ale bude na odděleném IP segmentu 
bez směrování do reálného segmentu sítě. Zde si měl zaměstnanec otestovat všechny 
možné postupy a scénáře tak, aby živý převod bezproblémový.  
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Po testování by měl přijít reálný převod, který by měl být prováděn mimo 
pracovní hodiny, aby mohlo dojít k odstávce serveru DC2. Zásadním bodem který 
nastává po před spuštěním konvertovaného fyzického stroje z VHD je vypnutí 
současného serveru DC2 tak, aby nedošlo k jeho kolizi s nově spuštěným virtuálním 
strojem. Následně by měl být z nového serveru DC2 odebrána role Domain services a 
server přejmenován na MX. Po úspěšném přejmenování serveru může společnost 
vytvořit server DC2. 
Tab.  10 Plán virtualizace serveru DC2 
Zdroj: vlastní 
 
 Krok Trvání 
1. Záloha serveru DC2 na externí úložiště 
6h 2. Záloha AD na externí úložiště 
3. Záloha Exchange serveru na externí úložiště 
4. Konverze P2V 
5. Vypnutí serveru DC2 
6. Instalace a nastavení virtualizačního hostitele Windows 
Server 2008 R2 
2h 
7. Instalace dvou virtualizovaných hostů Windows Server 
2008 R2 
8. Spuštění serveru DC2 z virtualizovaného disku 
4h 9.  Odstranění doménových služeb ze serveru 
10. Přejmenování serveru na MX 
11. 
Kontrola správnosti fungování mailového serveru 
12. Vytvoření nového virtuálního serveru DC2 a jeho 
definování jako globální katalog domény 
4h 
13. Kontrola správnosti replikace doménových služeb 
14. Vypnutí serveru DC1, smazání disků 2h 
 
Vhledem k velikosti databáze Exchange 2010 navrhuji společnosti aby využila 
funkci Archivace, zabudovanou v serveru a dostupnou v licenci společnosti. Tato 
Archivace by měla snížit velikost databáze, která bude uložena na primárním diskovém 
poli. Z toho důvodu navrhuji dokoupit další 2 disky, které budou pomalejší disky typu 
SATA o velikosti 250GB, které budou v serveru zapojeny interně v poli RAID 1. Zde 
navrhuji nakoupit disky od společnosti WD z řady RAID4. Cena za disk je 1 470 Kč. 
Tuto archivaci může společnost zavést až po virtualizaci serveru. Dále také navrhuji 
snížit kvótu na velikost poštovní schránky na 500MB, případně udělit výjimky 
konkrétním uživatelům. 
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Navržený hardware ke koupi: 
Tab.  11 Návrh hardware pro řešení virtualizace 
Zdroj: vlastní 
 
Server Dell R520 
Výrobce Dell  
Šasi Rack 
Hardware 
serveru 
2x Intel Xeon E5-2430 2.2GHz 
4x 8GB RDIMM, 1333 MHz RAM 
PERC H710 RAID 
2x 300GB SAS 6Gbps 
2x 1Gbit Ethernet port 
2x 750W zdroj 
Záruka 3 roky, Next Business Day  
Cena bez DPH za 
kus 
91 850,00 Kč 
Počet ks 2 
 
Pevné disky WD RAID edition 4 
Výrobce Western Digital 
Detail Hardware  Interní disk 
3,5" SATA300 
7200 RPM,  64MB cache 
250GB místa na disku 
Záruka 5 let  
Cena bez DPH 1781 Kč 
Počet ks 2 
 
Tento nový server by měl nahradit stávající serverovou infrastrukturu. Svou 
konfigurací odpovídá potřebám společnosti a navrženému schématu rozdělení a 
virtualizace serverů. Zásadní na tomto serveru je velikost operační paměti, kde 32GB je 
optimální velikost na současné, případně budoucí navýšené nároky společnosti. Zároveň 
velikost disků v serveru je dostačující, až naddimenzovaná, což je vysvětleno v kapitole 
4.3.  
Server se skládá z moderních a nových komponent a je dostatčně výkonný a 
naddimenzovaný na to, aby ve společnosti vykonával svou funkci zejména po dobu kdy 
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je na něj poskytována záruka. Pokud by se společnost rozhodla virtualizovat další 
servery, pak bude tento HW dostačovat a bude potřeba rozšířit pouze operační pamět 
serveru. 
Na samotný server je poskytována záruka Next Business Day (NBD) po 3 roky, 
což v praxi znamená, že další pracovní den od nahlášení poruchy dorazí na místo 
poruchy servisní technik s náhradou za vadnou součástku. Toto společnosti stačí, jelikož 
je společnost díky nastavené proceduře v kapitole 4.3 schopna servery běžící na jednom 
z HV serverů obnovit na server druhý. Po vypršení této záruky doporučuji společnosti 
buď servery obměnit nebo zakoupit rozšířenou záruku. 
Server FS, který v dnešní době poskytuje souborové služby nedoporučuji 
virtualizovat, jelikož je jeho hardware přizpůsoben pro běh takto specifického serveru. 
U tohoto serveru však doporučuji koupit „dvojče“ nazvané FS2, na kterém by se 
vytvořila stejná adresářová struktura, které bude fungovat jako zrcadlo aktuálních dat, a 
které se budou online přesouvat mezi servery. Tento server by měl fungovat jako 
nepřístupný pro běžné uživatele, jelikož by mohlo dojít k zápisu na dvě různá místa a 
tím zmatení uživatele, příp. přepsání při synchronizaci. Z toho důvodu navrhuji na 
nejvyšších složkách vytvořit přístupová pravidla, která budou omezovat přístup všem 
uživatelům ke sdíleným složkám, mimo administrativní pracovníky. Tak bude zaručena 
aktuálnost a dostupnost dat v případě havárie. 
Pokud se podíváme na náročnost celé virtualizace společnosti, je dobré 
z projektového hlediska celou virtualizaci serverů rozfázovat, nejlépe do dvou bloků, ať 
již z pohledu stability a jistoty nasazení, tak také z pohledu cash flow společnosti. 
Pokud společnost rozdělí samotnou virtualizaci na dvě fáze vzdálené 1-3 měsíce, pak 
bude mít také zaměstnanec IT mít dostatečný čas na zaškolení a pochopení principů 
nové implementace. 
4.2.2 Energetické přínosy, kalkulace 
Jak již vyplývá z analýzy a teorie, společnost by ráda dosáhla optimalizace 
v rámci úspory energií. V navrhované řešení by je tedy dáno, že stávající servery DC1 a 
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DC2 budou nahrazeny virtualizačními hosty HV1 a HV2 na kterých poběží stávající 
služby.  
Společnost má však možnost druhého scénáře, jak obměnit svoji serverovou 
techniku na těchto dvou hostitelích a to klasickým způsobem, kdy by současné servery 
byly nahrazeny novými fyzickými servery, které by však, jak vyplývá z analýzy, měly 
rozděleny serverové služby podle svého určení. 
 
Scénář 1: Virtualizace 
Starý server 
 
Nové virtualizované servery 
DC1 > HV1 
DC2 > HV2 
   Scénář 2: Bez virtualizace 
Starý server 
 
Nové fyzické servery 
DC1 
> DC 
> CRM 
DC2 
> DC2 
> MX 
 
Obr. 22 Scénáře pro obnovu serverové techniky 
Zdroj: vlastní 
 
 
Pokud porovnáme odběr současných serverů DC1 a DC2 vůči oběma možným 
scénářům, pak dostaneme následující tabulku15: 
  
                                                          
15
 Předpoklady vycházejí z testu provedeného na serveru Dell R510, zapůjčeného pro následující 
testování společností Dell Computer s.r.o., u současných serverů byly tyto hodnoty naměřeny. 
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Tab.  12 Porovnání úspory energie při obnově serverů 
Zdroj: vlastní 
 
 
Současné 
servery  
Scénář 1: 
Virtualizace  
Scénář 2: 
Bez virtualizace 
     DC1 DC2 
 
HV1 HV2 
 
DC CRM DC2 MX 
Zdroj [W] 650 345   750 750   350 350 350 350 
Předpokládaný / 
průměrný odběr 
[W] 300 150   170 180   110 120 90 120 
Spotřeba 
[kWh/měsíc] 216 108   122,4 129,6   79,2 86,4 64,8 86,4 
Úspora energie - -      43,33% -20,00%   
 
23,33% 
 
-40,00% 
 
Jak vidíme z předchozího srovnání, při nahrazení serveru DC1 serverem HV1, 
dojde k předpokládané úspoře 43%. Tato úspora by měla v ročním hledisku činit 
přibližně 1123 kWh, což při průměrné ceně 1,7 Kč/kWh činí úsporu až 1909 Kč ročně. 
Oproti tomu virtualizace serveru DC2 na server HV2 nepřináší úsporu, ale zdražení o 
20%. To v ročním hledisku bude znamenat téměř 260 kWh, tedy asi 440Kč.  
Pokud by se společnost rozhodla nevirtualizovat své servery a zvolila Scénář 2: 
Bez virtualizace, pak v Tab.  12 vidíme, že by společnost neušetřila žádnou energii a 
došlo by ke zvýšení o téměř 17%.  Dále by také byly navýšeny nároky na správu těchto 
nových serverů a z toho důvodu toto řešení nenavrhuji. 
Z výše uvedeného tak vidíme, že virtualizace jako taková má přínos úspory 
spotřebované elektrické energie již při virtualizaci v tak malé společnosti, jakou je 
společnost Entity production, jelikož ušetří přibližně 23% spotřeby elektrické energie 
měsíčně. 
4.2.3 Využití starých serverů 
Společnosti po virtualizaci serverů DC1 a DC2 budou přebývat dva servery. 
Pokud se podíváme na cíle společnosti vyplývající z analýzy, pak navrhuji společnosti 
využít původní server DC2 jako server sloužící pro provoz kamerového systému, který 
chce společnost ve své provozovně implementovat.  
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Tento server je dostatečně výkonný a je osazen rychlými disky SAS, které jsou 
určeny pro velkou zápisovou a konstantní zátěž. Síťová karta serveru je dostatečně 
propustná, aby zvládla toky dat pro daný provoz.  
V této fázi společnost nemá vypracovaný projekt pro tento systém a doporučuji 
aby se jím společnost zabývala v okamžiku dokončení virtualizace serverů. Zde by 
společnost měla provést interní analýzu přínosů a cílů daného řešení. Z  důvodu 
chybějící analýzy tuto fázi nezahrnuji do nacenění tohoto projektu, ale navrhuji jej 
zahrnout do střednědobé strategie. 
Server DC1 může společnost využít jako zrcadlo zmíněného serveru FS, kde 
doporučuji obnovit disky serveru za novější a to disky serverové řady WD 1TB RAID 4 
1996 Kč, určené pro serverový provoz, ale jinak využít stávající server. Pro tento server 
je také možno vyměnit zdroj za méně výkonný.  
4.3 Vysoká dostupnost 
Při virtualizaci za použití technologie Hyper-V má společnost pro řešení vysoké 
dostupnosti 3 možnosti: 
 Virtualizace serverů na platformě Windows Server 2008 R2 s použitím 
SAN - reálný Failover cluster 
o Toto řešení umožňuje společnosti vytvořit zapojení, které je 
velmi odolné proti havárii, jelikož jsou obrazy virtualizovaných 
serverů uloženy přímo v SAN a servery HV1 a HV2 je zapisují 
přímo do sdíleného úložiště. Při havárii jednoho ze serverů druhý 
server načte obrazy původního serveru. Téměř by nedocházelo ke 
ztrátě dat, rychlost obnovy je téměř okamžitá díky automatizaci. 
o Pro společnost by toto řešení znamenalo nákup SAN řešení a jeho 
kompletní implementaci. Dále by také společnost musela vyřešit 
zálohování tohoto SAN řešení a zaškolení svého zaměstnance. 
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o Cena řešení by pro společnost byla průměrně od 200000 Kč16  
 Virtualizace serverů na platformě Windows Server 2008 R2 s použitím 
manuální obnovy po havárii 
o Toto řešení je možné postavit na běžných zálohovacích 
technikách serverů. V případě havárie jsou všechny servery 
pravidelně zálohovány na externí zálohovací server, ze kterého je 
zaměstnanec schopen každý server manuálně obnovit na server 
druhý díky dostatečným kapacitám. Práce na obnově nebude trvat 
déle jak 1,5h, včetně úpravy zálohy do provozuschopného stavu. 
Celková délka obnovy tak bude kratší než 4 hodiny. 
o V tomto řešení by společnost musela nakoupit nový server a na 
něj zálohovací software schopný zálohovat klasické ale i 
virtualizované servery za běhu za pomoci technologie VSS. 
o Cena řešení je pro společnost zdarma17 
 Virtualizace serverů na platformě Windows Server 2012 a použitím 
technologie Hyper-V Replica 
o Tato nová technologie umožňuje podobný scénář jako řešení se 
sítí SAN, ale nepotřebuje ke svému chodu prostředníka ve formě 
sdíleného úložiště. V případě havárie je doba obnovy téměř 
okamžitá. Inkrementální replikace samotného obrazu je možno 
nastavit v rozmezí od 1 do 12 hodin, kde díky blízkosti serverů je 
možno nastavit nejnižší možnost. Pro obnovu v tomto řešení není 
potřeba manuálního zásahu. 
o Návrh tohoto řešení by nutně znamenal nákup nových licencí pro 
server Windows Server 2012.  V navrženém scénáři virtualizace 
                                                          
16
 Při zohlednění výběru dodavatele Dell Computer s.r.o. 
17
 Cena nezahrnuje nutnou cenu implementaci řešení a nákup serverů, který je nutný v každé z 3 možností 
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by stačil nákup dvou nových licencí. Návrh tohoto řešení však 
nezahrnuje řešení komplexního zálohování. 
o Cena tohoto řešení je přibližně 50000 Kč18 
 
Díky velikosti společnosti a tomu, že je výpadek serverů až na 4 hodiny 1x do 
roka pro společnost snesitelný, navrhuji aby společnost zvolila řešení virtualizace 
serverů na platformě Windows Server 2008 R2 s použitím manuální obnovy po havárii. 
Hlavním důvodem je cena řešení, kde zálohovací strategii musí společnost řešit 
v každém scénáři. Jako zálohovací software pro zálohování serverů navrhuji použít 
řešení Microsoft Data Protection Manager, které je schopno zálohovat jak fyzické, tak 
virtualizované servery za pomoci VSS. Jelikož je ve společnosti zaměstnanec vyhrazený 
pro IT, pak je toto řešení ve společnosti realizovatelné. 
První řešení by navrhovaný celek neúměrně prodražilo a pro velikost firmy by 
toto řešení bylo v jakékoli podobě neúměrně naddimenzované. Třetí řešení je pro 
společnost v současném návrhu možné díky virtualizaci pouhých dvou serverů, 
v budoucnu by však musela společnost dokoupit další licence díky licencování zdarma 
pouze pro dva virtualizované hosty na jeden server. Toto řešení navrhuji společnosti až 
jako řešení, které by měla využít ve střednědobém plánu. 
Dostupnost služeb serverů by tak měla být vždy vyšší než 97%, mimo plánované 
výpadky, což je při řešení, které neobsahuje prvky vysoké dostupnosti velmi dobré číslo 
a zároveň splňuje kritéria kvality managementu společnosti. 
4.4 Zálohovací strategie 
Jelikož je zálohování serverů ve společnosti dlouhodobě řešeno nekoncepčně a 
samostatně pro každý server, navrhuji vytvořit komplexní koncepci, která bude 
umožňovat společnosti nejen zálohovat stávající řešení, ale kdykoli přidat do 
zálohovacího nástroje nový server. 
                                                          
18
 Windows Server 2012, Microsoft Corporation dostupné z: http://www.microsoft.com/cs-cz/server-
cloud/windows-server/buy.aspx  
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Pro toto zálohování navrhuji vytvořit v síti jeden zálohovací server, který bude 
zálohovat servery společnosti v tomto schématu: 
Tab.  13 Návrh plánu zálohování 
Zdroj: vlastní 
 
Server Zálohování Frekvence 
Doba expirace 
[dny] 
Předpokl. objem dat 
[GB] 
HV1 Systém 1x týdně 21 30 
DC 
Systém 1x týdně 21 60 
Stav systému 1x denně 7 6 
CRM 
Systém 1x denně 7 35 
Databáze, plná 1x denně 30 63 
Databáze, inkrementálně 24x denně 30 0,05 
HV2 Systém 1x týdně 21 30 
DC2 
Systém 1x týdně 21 40 
Stav systému 1x denně 7 3 
MX 
Systém 1x denně 7 35 
Databáze, plná 1x denně 30 90 
Databáze, inkrementálně 24x denně 30 0,035 
FS Systém 1x týdně 21 65 
FS2 Systém 1x týdně 21 65 
     
   
Frekvence růstu 
dat 
Předpokl. objem dat 
[GB] 
   
Denně 234,04 
   
Týdně 1898,28 
   
Měsíčně 6015,55 
 
Dle předchozího plánu je zřejmé, že společnost bude potřebovat zálohovací 
server, který bude schopen pojmout více než 6TB dat. Předchozí výpočet však 
zohledňuje expiraci záloh v průběhu času a tak je nutné postavit řešení, které bude 
schopno pojmout pouze takovýto objem dat. 
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Z hlediska hardware navrhuji nakoupit následující: 
Tab.  14 Návrh hardware pro účely zálohování 
Zdroj: vlastní  
 
Server DPM 
Výrobce SuperMicro 
Šasi Tower 
Hardware 
serveru 
SuperMicro Server X8DTi 
Intel Xeon E5606 
2x 4GB DDR3 RAM  
Zdroj 700W 
Intel RaidController SRCSATAWB 
2x WD RE4 250GB pro systém 
5x WD RE4 2000GB disk. pole 
  
Cena bez DPH  42600 Kč 
 
Pro tento server pak bude použít kvalitní zálohovací software, který bude 
schopen věrohodně zálohovat jak klasické, tak i virtualizované servery, ale také 
databáze serverů samotných. Jelikož jsou všechny navrhované technologie postavené na 
software od společnosti Microsoft, pak doporučuji použít software Microsoft System 
Center Data Protection Manager 2012, který má společnost ve svém partnerském 
balíčku až k 10 serverům.  
Pro zajištění dat proti katastrofě navrhuji společnosti koupit externí NAS 
zařízení o velikosti 4TB, které bude umístěno mimo budovu provozovny společnosti. 
Na tento NAS by se měly kopírovat jednou za týden plné zálohy DC, MX (databáze), 
CRM (databáze) a soubory vysoké důležitosti serveru FS. Díky této kombinaci bude 
společnost s určitými ztrátami schopna obnovit svou činnost i po katastrofě. Velikost 
jedné takové zálohy je přibližně 230GB, kde úvodní záloha proběhne uvnitř firmy.  
Tato záloha by měla probíhat v průběhu dne o víkendu a mělo by pro to být 
využito nové širokopásmové připojení o rychlosti, navržené v kapitole 4.7. Datový tok 
by měl běžet po zabezpečeném privátním spojení, navrženém v kapitole 4.7.  
Diskového pole serveru FS o velikosti 4TB navrhuji zrcadlit na nově vytvořený 
server FS2, tak jak je zmíněno v kapitole 4.2.1. Pro toto zrcadlení doporučuji použít 
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software MirrorFolder, který dokáže v reálném čas synchronizovat obsah složek. Tento 
software by měl být umístěn na server FS2. Jednou za týden navrhuji ze serveru FS2 
data zkopírovat na externí disk WD připojený k tomuto serveru přímo o velikosti 4TB. 
Tento disk již společnost vlastní. Cena software je 780Kč.  
Pro zaručenou možnost obnovy navrhuji společnosti jednou 2 měsíce provádět 
testy obnovy serverů z jejich zálohy. Bez těchto testů nemůže mít management 
společnosti jistotu, že jsou zálohy věrohodné. Pro účely tohoto testování navrhuji 
společnosti vytvořit: 
 Detailní postupy obnovy každého ze serverů 
 Protokoly dokumentující provedené testování 
V samotných postupech by měly být vypracovány detailní scénáře obnovy pro 
každý server, které budou použitelné v případě havárie. V protokolech by mělo jasně 
dáno, které obnovy byly testovány v rámci daného cyklu. Tento protokol navrhuji 
signovat jak zaměstnancem, tak vedoucím pracovníkem, který by měl samotné testování 
revidovat a případně doplňovat postupy obnovy o nové poznatky. Protokoly doporučuji 
uchovávat v trezoru společnosti po dobu 5 let. 
 
WAN1 (VPN)
WAN2
WAN1
FS
LAN
1. NP
FS2
HV1 HV2Hosts
 DC
 CRM
Hosts
 DC2
 MX
DPM
NAS
 
Obr. 23 Schéma sítě – budoucí stav, serverová část. 
Zdroj: vlastní 
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4.5 Návrh zálohování UPS  
Z analýzy vyplývá, že současná UPS je nedostatečná jak pro současné řešení 
z důvodu již nedostatečné kapacity baterií, tak pro budoucí stav, kde je předpokládána 
daleko větší zátěž, je tato jedna UPS i po repasi výkonově nedostačující. 
Navrhuji společnosti místo současné UPS APC CyberPower o max. výkonu 
1600W nakoupit dva nové on-line záložní zdroje, které bude dohromady výkonově 
dostačovat na pokrytí běžného odběru všech serverů a síťových zařízení. Zde navrhuji 
koupit UPS výrobce EATON 9130. UPS je velikosti 2U a je schopna dodávat max. 
výkon o 1800W. Cena této UPS je 20270 Kč bez DPH. Síťový komunikační modul 
k této UPS stojí 3650 Kč a umožní toto zařízení managovat vzdáleně, ale také nechat 
posílat zprávy přes SNMP. 
Pokud spočítáme odběr navrhovaného řešení, pak navrhuji postavit zálohování 
serverů pomocí UPS následovně: 
Tab.  15 Návrh rozdělení zátěže na UPS 
Zdroj: vlastní 
 
UPS Zařízení Počet zdrojů Průměrná zátěž 
[W] 
Maximální zátěž 
[W] 
EATON1 
FS 3 400 2250 
FS2 1 300 650 
  CELKEM ZA SKUPINU 700 2900 
EATON2 
Switch HP 1 20 30 
Switch 
Netgear 1 10 20 
Zyxell 1 35 50 
HV1 2 170 1500 
HV2 2 180 1500 
DPM 1 280 500 
  CELKEM ZA SKUPINU 695 3600 
 
Zde vidíme, že pokud budou mít servery v dlouhodobém hledisku stejný odběr, 
pak by obě UPS výrobce dokáže pokrýt výpadek v délce až 19 min.  
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Pro to, aby nedošlo k pádu serverů při dlouhodobém výpadku, pak doporučuji 
společnosti, aby instalovala komunikační agenty na všechny připojené servery a tak 
UPS mohla servery bezpečně vypnout. S postupným vypínáním serverů klesá zátěž a 
prodlužuje se doba, po kterou je UPS schopna napájet připojen zařízení. Následné 
zapnutí je třeba provést také v logickém sledu, tento sled je však méně časově náročný. 
K tomu doporučuji použít následující sekvence: 
Tab.  16 Návrh startovací sekvence serverů po pádu 
Zdroj: vlastní 
 
Vypnutí 
v pořadí 
Min   Startování 
v pořadí 
Min 
DPM 10   HV1 5 
CRM 16   HV2 5 
MX 16   DC 8 
DC 17   DC2 8 
DC2 17   FS 12 
HV1 18   FS2 17 
HV2 18   CRM 14 
FS 15   MX 14 
FS2 15   DPM 20 
 
Samotnou startovací sekvenci doporučuji mít odloženu nejméně o 5min 
z důvodu alespoň částečného nabití baterií a server FS navrhuj startovat opožděně 
oproti doménovým serverům z důvodu dostupnosti autentizace. 
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Obr. 24 Návrh zapojení UPS, serverů a síťových prvků 
Zdroj: vlastní 
 
4.6 Návrh dohledového SW    
Vzhledem k existujícímu riziku nemonitorovaných serverů navrhuji společnosti 
využít software, který jí umožní monitorovat nejen serverovou infrastrukturu, ale také 
klientské stanice. Vzhledem k používaným technologiím, serverům a software 
společnosti Microsoft navrhuji software Microsoft System Center Essentials, který má 
společnost licencovaný díky partnerskému balíčku k až 10 serverům a 50 klientským 
stanicím. 
Společnost v rámci implementace tohoto software měla nainstalovat 
monitorovací agenty na každý ze serverů. Díky tomu budou všechny nutné informace 
na jednom místě. Doporučuji také doinstalovat monitorovací balíčky společnosti DELL, 
které umožňují sledovat informace o serveru jako takovém, tedy teplotu, odběr 
elektrické energie apod. Zde navrhuji společnosti definovat kritické body serverů, které 
budou tímto dohledovým software automaticky posílány na IT pracovníka společnosti a 
definovaného vedoucího pracovníka IT. Měly by to být především: 
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 Kritické chyby serveru 
 Nedostatek místa na disku 
 Nenadálé vypnutí serverů 
 Rozpad diskového pole serveru 
 Překročení definované teploty v serverovně 
Tento software navrhuji nainstalovat na server DC, kde je dostatek zdrojů pro 
provoz takového software. Tento monitorovací software by měl být zálohován v rámci 
zálohy samotného serveru. 
 
 
4.7 Návrh nového poskytovatele konektivity 
Současný stav jednoho poskytovatele internetového spojení je pro společnost 
nedostačující, zejména kvůli práci s multimédii a jejich přenosu od a ke klientům 
společnosti. Současné spojení 4Mbit/4Mbit je pro velké toky nedostačující. 
K provozovně společnosti je možno nechat vybudovat optický spoj, kde nejbližší přípoj 
je vzdálený 60 metrů na ulici Lidická. Poskytovatelem tohoto spojení je společnost 
Faster s.r.o. Díky tomu, že spoj není přímo v místě provozovny, by společnost musela 
platit nejen měsíční paušál, ale také poplatek za instalaci. Cena vyhrazené linky 
1MBit/1Mbit se pohybuje okolo 3 tisíc korun měsíčně.  
Z toho důvodu navrhuji společnosti nechat v místě provozovny zapojit druhé 
spojení poskytovatele UPC, na které bude směrován veškerý provoz klientských stanic 
společnosti a tím i velké multimediální toky. Toto spojení je asymetrické s rychlostí 
120Mbit/10Mbit a jeho cena je 625Kč. 
Firewall společnosti je v současné době postavený na platformě MicroTik, ale 
díky historickému vývoji, kde toto zařízení bylo nastaveno předešlým zaměstnancem,  
nikdo ve společnosti neví, jestli je zařízení nastaveno správně. Z důvodu složitosti 
zařízení a ceny školení navrhuji nahradit ho novým firewallem ZyXel USG 50. Toto 
zařízení má především funkci zabezpečeného VPN přes IPsec,  7 ethernet portů, 
možnost vytváření směrovacích pravidel. Cena tohoto zařízení je 7000 Kč.  
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Pro vytvoření zabezpečené VPN určené k zálohování pro případ katastrofy 
navrhuji společnosti dokoupit druhý firewall, který bude umístěn v bytě jednoho 
z jednatelů společnosti. To by měl být ZyXel USG 20, umožňující propojení VPN 
s firewallem společnosti, na který bude připojeno NAS zařízení. Cena zařízení je 3000 
Kč. 
 
4.8 Řízení změny, dokumentace 
Společnost prošla v historickém období chaotickým vývojem vlastního IT, kde 
samotné prostředí nebylo nikdy žádným způsobem dokumentováno a ani změny do něj 
prováděné nebyly žádným způsobem řízeny. Z toho důvodu navrhuji společnosti, aby 
nechala současného zaměstnance společnosti vypracovat dokumentaci současného IT 
prostředí společnosti. Samotná dokumentace by měla obsahovat především tyto 
kapitoly: 
 Schéma a popis fyzického zapojení sítě společnosti 
 Detailní popis každého prvku v síti společnosti 
 Detailní popis každého serveru 
o Hardware 
o Systém, jeho instalované služby a nastavení 
o Software a jeho nastavení 
 Nastavení Domény společnosti  
o Přehled přístupových práv v rámci společnosti 
 Nastavení zálohování 
o Popis schématu záloh 
o Postupy k obnově každého serveru 
o Protokoly a plány k testování záloh 
 Detailní popis klientských stanic 
o Seznam instalovaného hardware 
o Seznam instalovaného software 
 Přehled použitých a dostupných licencí  
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o Pro samotný audit lze využít MS System Center Essentials, 
navrhovaný touto prací 
K samotnému řízení změny není potřeba žádného složitého nástroje a pro 
velikost společnosti bude dostačovat původní dokumentace, která by měla být 
verzovaná a veškeré změny okamžitě do dokumentace zanášeny. S každou změnou by 
měla být vytvářena kopie tohoto dokumentu, kde stará verze zůstane nemodifikovaná. 
Každá změna by měla také tvořit samostatný dokument. Všechny tyto dokumenty 
budou dostupné pouze autorizovaným lidem managementu společnosti na souborovém 
serveru. 
Navrhuji, aby každá změna, jako samostatný dokument obsahovala: 
 Co je účel změny, proč je změna nutná 
 Co změna mění, jaký je původní a nový stav 
 Jaké je riziko při provádění dané změny 
 Jaké možnosti byly před změnou analyzovány 
 Je možno změny vrátit? 
 Je možno využít jiného plánu pro provedení změny? 
 Kolik práce je nutné vykonat, jaká je délka trvání změny 
 Cena změny 
 Podpis vedoucího pracovníka, podpis provádějícího pracovníka 
Pokud bude zaměstnanec provádět změnu většího rozsahu, pak je možné dodat 
pouze jeden změnový dokument, ale je třeba aktualizovat celkovou dokumentaci 
společnosti. Toto platí i pro informační systém CRM implementovaný ve společnosti.  
Každá změna vypracovaná ve společnosti musí být schválena managementem 
společnosti. Seznam schválených i budoucích změn navrhuji nastavit jako jeden 
z pevných bodů pravidelných týdenních porad managementu společnosti, kde bude 
provádějící pracovník informovat o nastávajících změnách. Navrhuji také zapracovat 
tuto novou strategii jako jeden z osobních cílů IT zaměstnance, tak aby měla tato složka 
vliv na motivaci zaměstnance. 
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4.9 Střednědobý a dlouhodobý výhled 
Pokud společnost implementuje navrhovaná řešení, pak by v horizontu 3 měsíců 
od celkové implementace měla dojít ke stabilizaci a celkově řízenému IT prostředí.  
Společnost by ve výhledu 3 let měla více optimalizovat a stabilizovat také svůj 
obnovovací cyklus pro nákup klientských stanic, kde navrhuji společnosti vyhledat 
partnerskou společnost, se kterou uzavře rámcovou smlouvu na odběr IT techniky a 
díky tomu se dostane na nižší cenu, než jaká je přímo pro koncového zákazníka.  
Ve střednědobém výhledu by management společnosti měl nastavit zaměstnanci 
IT takové cíle, aby IT jako takové bylo komplexně řízené a automatizované a aby 
nebylo téměř potřeby zásahu pracovníka IT do běžného chodu. Ten by tak společnosti 
mohl přinést jiné výhody, především v oblasti projektové práce. 
V dlouhodobém hledisku doporučuji společnosti, aby se oprostila závislosti na 
svém interním IT a snažila se své IT outsourcovat tak, aby se snížila riskantnost 
nastavení a správy techniky méně kvalifikovaným člověkem, ale aby společnost získala 
díky smlouvě o zajištění služeb také nástroj na vymáhání případných škod způsobených 
špatným zásahem do infrastruktury nebo nastavení serverů. 
Druhou možností a také více dlouhodobou je přesunout své IT komplexně do 
cloudu a tím tak přestat chápat IT jako nutné náklady, ale snížit tak TCO a začít chápat 
IT jako službu, kterou jí poskytuje druhý subjekt. V rámci tohoto by společnost musela 
zlepšit svou konektivitu tak, aby měla jistotu, že služby které jsou v cloudu jsou pro ni 
vždy dostupné a není tak závislá na kvalitě internetového připojení do společnosti. 
Celkově by ale měla být dlouhodobá strategie jasná a to být nezávislý na interním IT. 
4.10 Ekonomické zhodnocení návrhu  
 
Návrh virtualizace a optimalizace IT ve společnosti Entity production s.r.o. 
předpokládá nákup následujícího hardware a služeb:  
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Tab.  17 Ekonomické zhodnocení návrhu 
Zdroj: vlastní 
 
Položka nákupu Cena za kus Počet ks        Cena celkem    
Dell PowerEdge R520 91 850 Kč 2           183 700 Kč  
Western Digital 250GB RE4 SATA HDD 1 470 Kč 2                2 940 Kč  
Western Digital 1TB RE4 SATA HDD 1 996 Kč 5                9 980 Kč  
SuperMicro Server X8DTi 42 600 Kč 1              42 600 Kč  
Windows Server 2008 R2 Standard 5CAL 13 250 Kč 2              26 500 Kč 
MirrorFolder 780 Kč 1                   780 Kč  
EATON UPS 9130 2000VA/1800W 20 270 Kč 2              40 540 Kč  
Zyxel USG 50 7 000 Kč 1                7 000 Kč  
Zyxel USG 20 3 000 Kč 1                3 000 Kč  
QNAP NAS TS-669 6-bay 17 420 Kč 1              17 420 Kč  
Celkem za hardware a software               334 460 Kč  
IT specialista 2 400 Kč 10              24 000 Kč  
Celkem za implementaci                  24 000 Kč  
Microsoft Solution provider Action pack 7 500 Kč 1                7 500 Kč  
Konektivita UPS 120Mbit/10Mbit 625 Kč 12                7 500 Kč  
Celkem za periodické služby ročně                  15 000 Kč  
Celkem                373 460 Kč  
 
Společnost Entity production s.r.o. generovala v roce 2012 obrat 22 mil. Kč. a 
zisk 2,2 mil. Kč. Návrh předpokládá investice v celkové hodnotě 373460 Kč, což je 
17% z celkového zisku společnosti za jeden kalendářní rok. Tato částka představuje 
komplexní obnovu a  implementaci IT v malé firmě, která je však specifická svým 
provozem a využíváním IT nástrojů.  
Společnost je na svém IT plně závislá a v případě výpadku je výroba společnosti 
ochromena a nemá žádný výstup práce. S ohledem průměrnou vykonanou práci za den 
je výstup práce podle managementu společnosti ocenitelný dle fáze rozpracovaných 
projektů na 40000 – 100000 Kč, což stále nezohledňuje náklady na mzdy zaměstnanců. 
Pokud by tedy došlo k výpadku po dobu 4 hodin, což je ve společnosti běžný typ 
výpadku, pak zjistíme, že náklady společnosti na tento výpadek jsou v průměru: 
 Nedostupnost IT služeb 4h   35.000,- Kč 
 Náklady na mzdy zaměstnanců  11.000,- Kč 
91 
 
Celý tento výpadek tedy v průměru stojí společnost 46.000,- Kč. Předpokladem 
navrhovaného řešení je, že se sníží počet výpadků z 5 ročně na 1, což společnosti ročně 
ušetří 184.000 Kč. Pokud bude zohledňovat pouze výpadky služeb, pak je návratnost 
této investice lehce přes 2 roky.  
Užitek z této investice však je pro společnost plánován minimálně na délku 
minimálně 5 let, což v porovnání s návratností a ziskem v posledním kalendářním roce 
dává společnosti komplexní a přitom levné řešení jak optimalizovat své IT. 
Tento návrh však neposkytuje společnosti pouze řešení pro výpadky, ale 
navrhuje společnosti strategii jak zabránit ztrátě všech informací, které společnost 
vytvořila za svou desetiletou existenci a tak má tento návrh pro společnost 
v dlouhodobém hledisku cenu daleko vyšší. 
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5 Zhodnocení a závěr 
Cílem mé diplomové práce bylo vytvořit návrh krátkodobé a dlouhodobé 
koncepce v IT infrastruktuře společnosti Entity production.  
Vlastní návrh virtualizace a optimalizace IT ve společnosti naplňuje stanovené 
cíle práce, kde především samotná virtualizace serverů ukazuje, že implementace této 
technologie nemusí být nákladnější než obnova fyzických serverů. Práce také ukazuje, 
že ušetření nákladů za elektrickou energii v rámci konsolidace se netýkají pouze 
velkých firem, kde se počty serverů počítají v desítkách, ale i malých firem se čtyřmi 
servery.  Samotná implementace sama o sobě ušetří společnosti náklady spojené s 
častými výpadky. 
Společnosti tento vytvořený koncept dává nově možnosti jednoduše servery 
obnovit po případném výpadku nebo havárii, ale ruku v ruce přináší sjednocení 
serverové techniky a získání záruky na vlastní provozní infrastrukturu. Dále tento návrh 
společnosti přináší nastavení metodiky a vytvoření koncepce pro zálohování všech 
serverů a dat na souborovém serveru společnosti. Také zaměstnanec společnosti 
specializovaný na IT bude mít díky této obnově více času na projektovou práci. 
Z pohledu dlouhodobé koncepce má společnost vytyčenu cestu nezávislosti na 
vlastním IT a celkové změny pohledu na IT, kde ho bude brát pouze jako službu. K 
tomuto cíli však bude společnost muset ujít dlouhou cestu, stejně jako mnoho dalších 
malých českých firem.  
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