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This dissertation develops new techniques to reduce the computational complexity
for hyperspectral remote sensing image analysis. Specific techniques are applied with
regards to different applications of hyperspectral imagery, i.e., classification, target
detection.
The contribution of this dissertation can be summarized as follows.
1. A time-efficient version combining multiple collaborative representations model
is proposed for hyperspectral image classification. Collaborative representation (CR) can
be implemented either with a dictionary containing training samples of all-classes or classspecific. A collaborative representation optimized classifier with Tikhonov regularization
(CROCT) is proposed to avoid the redundant operations in all-class and class-specific
versions.
2. An efficient probabilistic collaborative representation is presented for
hyperspectral image classification. Its performance is evaluated on different types of spatial
features of hyperspectral imagery including shape feature (i.e., extended multi-attribute
feature), global feature (i.e., Gabor feature), and local feature (i.e., Local Binary Pattern).
Experimental results show the probabilistic collaborative representation based classifier

(PROCRC) has excellent performance in terms of both accuracy and computational cost
compared with the original CRC and regularized versions of CRC.
3. Fast nonlinear classification and an explicit kernel approach are built for
multispectral and hyperspectral imagery respectively to improve the kernel version of
collaborative representation based algorithms. Experimental results show that using
artificial bands generated from a simple band ratio function can yield better classification
accuracy than the nonlinear kernel method and also reduce computational cost. In addition,
the explicit kernel mapping approach can yield high accuracy as the original kernel
versions of CR-based algorithms but with similarly low computational cost as in the
original linear CRC classifiers.
4. Efficient band selection approaches are proposed for hyperspectral target
detection. A maximum-sub-maximum ratio (MSR) metric has been applied for band
selection, which can well gauge the target background separation. Efficient evolutionary
searching methods such as particle swarm optimization and firefly algorithm are used in
conjunction with maximum-sub-maximum ratio metric for band selection. Experimental
results show that the proposed band selection approach can select a small band set while
yielding similar detection performance compared with using all the original bands.
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CHAPTER I
INTRODUCTION
1.1

Background
Airborne and spaceborne optical remote sensors collect useful information on the

Earth’s surface based on the radiance reflected by different materials [1]–[3]. A
hyperspectral image cube contains hundreds of spectral bands, and its rich spectral
information is important for many tasks, such as classification and detection [4]–[8].
However, its large number of spatial pixels and high dimensionality [9]–[12] often leads
to high computation burden. Thus, it is necessary to develop efficient algorithms or conduct
dimensional reduction on the original dataset for efficient analysis.
Collaborative representation based classifier (CRC) [13]–[17] has witnessed
increasing interest since it has a closed form solution in calculating the representation
weights. In [18], a distance-weighted Tikhonov regularization term (CRT) is proposed,
which considers each testing sample as a linear combination of all the training samples.
Different from CRT, in [19], the nearest regularized subspace classifier (NRS) is presented,
and each testing sample is considered as a linear combination of the training samples of
each class. Although the distance-weighted regularized versions can help increase the
classification performance, those algorithms are time consuming since for each testing
sample, and the representation coefficients have to be recalculated due to the use of testing-
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sample-specific regularization. Additionally, spatial features can be used to help improve
the performance for hyperspectral imagery classification.
Because of high spatial resolution and wide spatial coverage, multispectral imagery
is still popular in practical applications [20]–[22]. However, its low spectral dimension
may lead to poor classification performance. As a classical feature expansion approach, the
kernel method has been successfully applied to multispectral classification [23]. The kernel
method maps the original dataset to a high dimensional space where different materials can
be distinguished more easily [24], [25]. Traditional kernel methods often bring about high
computational cost in the computation and manipulation involved with the Gram matrix.
Thus, a more efficient feature expansion approach is needed for multispectral imagery
classification. For hyperspectral imagery, the kernel method involves the calculation and
manipulation of a large Gram matrix, which can be computationally expensive. Therefore,
a new efficient kernel method is desired for hyperspectral imagery classification.
Target detection [26]–[29] is one of the main tasks of hyperspectral imaging. Since
the large number of spectral bands causes a high computation burden on target detection,
it is necessary to conduct dimensional reduction on the original dataset. It is more difficult
to separate targets and non-targets due to lack of training samples for target and background
modeling. To select a small number of bands for target detection, the key is to design an
appropriate metric that can well gauge the target and background separation. Intuitively,
we can compare the detection outputs for band searching with a certain criterion, such as
Euclidean distance [30] or correlation coefficient (CC) [31]. However, a simple similarity
comparison does not guarantee good performance since the number of target pixels is much
smaller than the number of background pixels. To avoid exhaustive search, a fast searching
2

method, such as sequential forward search (SFS) [32] or sequential floating forward search
(SFFS) [32] can be used. However, efficient evolutionary searching methods such as
particle swarm optimization (PSO)[33]–[35] and firefly algorithm (FA)[36]–[38] are
preferred due to their high-dimensional space searching capability. In summary, efficient
algorithms or dimensionality reduction need to be developed for hyperspectral remote
sensing imagery due to its large number of spatial pixels and high spectral dimensions. In
our work, we design efficient algorithms for hyperspectral remote sensing imagery
classification and detection.
1.2 Motivations
1.2.1

About collaborative representation-based classifiers
The original CRC has limited classification performance for hyperspectral imagery,

however, it is fast due to the closed form solution in calculating the weight coefficients.
The regularized versions of CRC offer excellent classification performance, but their
computational cost is relatively higher. In addition, for NRS and CRT, the matrix inversion
is required for each testing sample. The motivation is to reduce the time of matrix inverse
operation for each testing sample, thus reducing time cost. Additionally, a probabilistic
collaborative representation based classifier [40] (PROCRC), which investigates CRC
from a probabilistic view, is applied for face recognition with excellent performance in
terms of accuracy and cost. Because of its excellent performance, it is investigated for
hyperspectral imagery classification.

3

1.2.2

About nonlinear band generation and explicit kernel mapping
Multispectral imagery has only several spectral bands, which may not be sufficient

to distinguish different materials with subtle spectral discrepancy. Although traditional
kernel methods can map the original dataset into a high dimensional space where different
materials can be better separated, its computational cost is high. Thus, it is necessary to
develop efficient techniques to increase classification performance while keeping low
computational cost. For hyperspectral imagery, the traditional kernel approach can be
computationally expensive due to the calculation and manipulation of a large Gram matrix.
An explicit kernel mapping method can be applied as a pre-processing stage to create the
virtual training and testing samples, which can reduce computational complexity without
significant decrease of classification accuracy.
1.2.3

About band selection for target detection
A hyperspectral cube contains hundreds of spectral bands, which may lead to high

computation burden on target detection. The goal is to select a subset of bands while still
generating satisfactory results using the selected bands. In addition to develop a simple but
effective detection-related metric, fast evolutionary searching methods for high
dimensional data, such as particle swarm optimization and firefly algorithm, are utilized to
select bands.

4

CHAPTER II
LOW COMPLEXITY COLLABORATIVE REPRSENTATION BASED
ALGORITHMS
2.1

Introduction
In this chapter, low complexity collaborative representation based algorithms are

proposed. The original collaborative based algorithm is fast; however, its classification
performance is limited. The regularized approaches can have excellent classification
performance, however, they suffer from high computational cost.

To solve the

abovementioned problem, two effective approaches are proposed.
First, a low complexity model which combines the all-class and class-specific
versions of CRC and CRT is presented, denoted as CROC and CROT, respectively.
Collaborative representation can be implemented with dictionary containing all training
samples or containing class specific training samples, denoted as all-class version and
class-specific version. The motivation is that for the all-class and class-specific versions,
some redundant computation can be avoided using a matrix lemma. The class-specific
collaborative representation involves inverse operation of matrices constructed from classspecific samples, and the all-class version requires inversion operation of the matrix
constructed from all samples. The proposed approach can reduce redundant computations.
The advantage of this approach is that the involved block matrix operation is suitable for
parallel computing.
5

Second, an efficient probabilistic collaborative representation based classifier
(PROCRC) is proposed for hyperspectral imagery classification. Compared with the
original CRC, it has excellent classification performance. PROCRC has much lower
computational complexity compared with the regularized versions of CRC. Additionally,
the performance of PROCRC is further improved by using different types of spatial
features.
2.2

Collaborative representation based classifiers

2.2.1

Collaborative representation classifier (CRC)
Consider a training dataset with n labeled samples and c classes as

X = {X1i , X2 ,...,Xc } ÎÂd×n , where d is the total number of bands.

Xi

represents the

labeled samples for the i-th class, and y is a testing sample. The objective function of allclass version CRC is:
2

2

arg min y − Xa 2 + l a
a

2

(2.1)

where λ is the regularization parameter that needs to be tuned. The coefficient a has a
closed-form solution as:

(

)

−1

a = XT X+ lI XT y

(2.2)

after the weight vector a is estimated, the residual error for each class is computed as:

ri (y) = y − X i a i

2
2

(2.3)

where X i and a i denote the labeled samples and the weight vector associated with the i-th
class respectively. The testing sample is then assigned to the class with minimal residual
error as:
class( y) = arg min

(r (y))
i = 1,2,..., c i

6

(2.4)

2.2.2

Class-specific version of CRC
Different from the all-class version, the class-specific version uses only labeled

samples of each class to calculate the weight coefficient instead of using all-classes labels.
For the class specific version of CRC, the weight vector of class i is calculated as:

(

T

a i = X i X i + lI

)

−1

T

(2.5)

Xi y

after calculating the weight vector, the residual error and the testing sample assignment are
calculated and determined as equation (2.3) and (2.4) respectively. We denote this classifier
as CRC-Pre in this dissertation.
2.2.3

Regularized version of all class CRC (CRT)
A regularized version of CRC with Tikhonov regularization (CRT) considers the

spectral similarity between a testing pixel and training samples, and the objective function
of CRT [18] is:
2

argmin y − Xa 2 +l Γa
a

2
2

(2.6)

where Г is a diagonal matrix defined as:
0




2
(n )
(y − x ) 
2

2
2

O

0

 (y − x (1) )

Γ=



(2.7)

where x ( i ) is the i-th column of the dictionary X . After solving the coefficient a as:

)

−1

T

T

(

a = X X + lΓ X y
then the class label is determined with equation (2. 3) and (2. 4).

7

(2.8)

2.2.4

Regularized version of class specific CRC
A regularized version of class-specific CRC (NRS) is proposed for hyperspectral

imagery classification. The objective function of NRS is:
2

argminy − Xi ai 2 + l Γi ai
a

where

2

(2.9)

2

Γi is a diagonal matrix with each element representing the spectral similarity

between a testing sample and each training sample in class i.
2.3
2.3.1

Low-complexity multiple collaborative representation classifier
Collaborative representation optimized classifiers: CROC and CROCT
Let the residuals of class-specific and all-class versions be denoted as r(y) and

R (y ) , respectively. The residual error of CROC[39] is calculated as:

Rcroc(y) = (1− a) × r(y) + a × R(y)

(2.10)

where a is a parameter between 0 and 1 to balance the residual errors of class-specific and
all-class versions. The class label of a testing sample is determined by equation (2.4). We
use CROC to denote the one fusing the residual error of class-specific and all-class CRC,
and CROCT to denote the one fusing the residual error of NRS and CRT.
2.3.2

Low complexity CROCT

(

T
For NRS and CRT, the inverse matrices Xl Xl + lΓl

)

−1

(

)

−1

T
and X X+ lΓ need to be

calculated for each testing sample because the diagonal matrices in NRS and CRT depend
on every testing sample. The motivation of our work is that if we can reduce the computing
time of matrix inversion for each testing sample, we can significantly reduce the time cost
since the total number of testing samples is very large.
8

A

Let Φ be partitioned as F = 
C

B
. Then the inverse matrix F −1 can be
D 

calculated as
 (A − BD−1C) −1
− A−1B(D− CA−1B)−1 
F−1 =  −1

−1
−1
(D− CA−1B)−1 
− D C(A − BD C)

(2.11)

In equation (2.11), there are two additional inverse matrices. However, according to the
Woodbury formula,
( A − BD

−1

C ) −1 = A −1 + A −1 B(D − CA

−1

B) −1 CA

−1

(2.12)

this means if one inverse matrix is known, the other can be computed without additional
inverse operation. The advantage is that A −1 and D −1 can be computed in parallel. Once
(D − CA

−1

B) − 1 is computed, then ( A − BD

−1

C ) − 1 and all other terms can be calculated.

(

)

T
Thus, we propose to use the matrix lemma to calculate the inverse of X X + lΓ based on

(

T
the results of Xl Xl + lΓl

)

−1

since the class-specific NRS involves the inverse operation of

matrices constructed from class-specific samples, and the all-class version CRT requires
inversion operation of the matrix constructed from all samples.

(

T
Assume there are two classes. For NRS, it is needed to calculate X1 X1 + lΓ1

(X

T
2

X2 + lΓ2

)

−1

(

)

−1

and

)

T
. If X X + lΓ is partitioned into four smaller parts, the inverse of two

smaller matrices are calculated. Thus, computational cost can be reduced when combining
NRS and CRT.
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2.3.3

Time complexity analysis
Assume X of size 2N-by-2N consists of two classes, and each class has N training

(

)

T
samples. The complexity of X X+ lΓ

−1

is O (8 N 3 ) . If we break the large matrix

(X X + lΓ) into four parts A , B , C , and D , then (X

T
1

T

D . Note that

3

+N

3

(

)

T

A − 1 and D − 1 are computed in the class-specific version. In equations (2.11)

and (2.12), the complexity of calculating CA
O(N

)

X1 + lΓ1 = A , and X2 X2 + lΓ2 =

−1

, A −1 B , and

D −1C

is

+ N 3 ) = O (3N 3 ) . The complexity of calculating CA−1B is O ( N 3 ) . The

complexity of (D − CA

−1

B) − 1

is O ( N 3 ) . After A −1 B and (D − CA

−1

B) − 1

are

determined, the complexity of calculating − A −1 B(D − CA −1 B) −1 is O( N 3 ) . Then equation
3
(2.12) is used to calculate ( A − BD − 1 C ) − 1 , which has complexity of O( N ) . Since we

have calculated

D −1C

and ( A − BD

−1

C ) − 1 , we can calculate − D −1 C ( A − BD

−1

C ) −1

with complexity O ( N 3 ) . Thus, the total complexity of the sub-matrices is also O (8 N 3 ) .
The advantage of this approach is that it is suitable for parallel computing. The complexity
analysis is summarized in Table 2.1.

2.3.4

Experimental setup and results
The first dataset is the Indian Pines dataset acquired by the Airborne Visible and

Infrared Imaging Spectrometer (ABIRIS). The spatial size of this dataset is 145 × 145
pixels with spatial resolution 20m/pixel, and the 220 spectral bands are from 0.4 to 2.5 um.
After bad band removal, 202 bands are remained. The number of total samples per class is
listed in Table 2.2.

10

The second dataset is the University of Pavia, which has 115 spectral bands ranging
from 0.43 to 0.86 um with the spatial size 610 × 340 pixels, and the spatial resolution is
1.3m/pixel. After removing 12 noisy bands, 103 bands are remained. The number of
samples per class for this dataset is shown in Table 2.3.
The false color composite of the Indian Pines and University of Pavia datasets are
shown in Figure 2.1 (a) and (b) respectively. Our first experiment is to classify two classes
Corn-no-till and Corn-min-till, Soybean-no-till and Soybean-min-till. The groundtruth is
shown in Figure. 2.2. The overall accuracies and time cost of different algorithms for twoclass classification are listed in Table 2.4. It can be seen that the all-class version
outperforms the class-specific version. For instance, for the Indian Pines soybean, the OAs
of all-class versions are about 4% higher than the OAs of class-specific versions. For the
Indian Pines corn dataset, the OAs of all-class versions increase 4% from the class-specific
versions. The experiment shows that all-class version can generate more appropriate
weights for the two-class classification problem.
In addition, it should be noted that adding a Tikhonov regularization is beneficial
for the overall accuracy. The OA of NRS are around 3% and 1.5% higher than the OA of
class-specific CRC for Indian Pines soybean and corn respectively. The OA of CRT is
around 2% higher than the all-class version CRC for the Indian Pines soybean dataset. For
the Indian Pines corn, the CRT also outperforms the all-class CRC. With the Tikhonov
regularization term, only the samples that are similar to the testing sample can actually
participate in the collaborative representation, yielding more accurate representation.
Although the Tikhonov regularization term can help increase the OA, the
regularization term brings about high computational cost. The time cost of CRC with
11

Tikhonov regularization is around ten times more than the time cost of CRC without the
regularization term. The explanation is that for the CRC version without the regularization
term, the inverse matrix is only needed to be calculated one time. However, since for
different testing samples, the regularization term is different, we need to calculate the
inverse matrices for every testing sample. The number of samples for hyperspectral
imagery is very large, thus, it is needed to calculate the inverse matrices for a large amount
of times, resulting in high computational cost.
Using the matrix inversion lemma, redundant operations can be avoided. The class
specific inverse matrix can be used from NRS to calculate the matrix inverse for CRT.
From Table 2.4, it can be observed that the combined approach CROCT cost less than the
summation of NRS and CRT for both Indian Pines soybean and corn. In addition, parallel
computing can be adopted to further decrease the computational cost.
We also conduct the classification for the 9 large classes of Indian Pines dataset
with different training samples. The results for CROC and CROCT are shown in Figure
2.3 and 2.4 respectively. It can be concluded that CROC and CROCT can outperform their
counterpart, and CROCT produces higher accuracy than CROC.

2. 4
2.4.1

Efficient probabilistic collaborative representation-based classifier
PROCRC
In [40], a probabilistic collaborative representation based classifier (PROCRC) is

proposed which has the following objective function
arg min{ y − Xa
a

2
2

+l a

2
2
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c

+g

Xa − X ia i }
i =1

(2.13)

where l and g are two regularization terms. When g equals to zero, it is reduced to the
CRC. The functionality of gis to adjust the partitioned

ai according to the global a, or vice

versa.
'

'

'

Let Xi = [0,...,Xi ,...0] , which has the same size as X , and let X i = X − X i ,
then the coefficient vector acan be calculate as
T

c

(X i
i =1

'

−1

T


r
a =  XT X +
c



X i ) +l I  X y

'

(2.14)

After ais calculated, the label of the class is then determined as
class( y ) = arg min Xa − X i a i
i

2.4.2

2

(2.15)

2

Complexity analysis
Assume there are m testing samples, n training samples per class, and c classes.

Each sample has dimensionality d. In addition,

n = n1 + ...+ ni + ...+ nc , where ni is the

number of training samples in the i-th class. For simplicity, we only analyze the complexity
in calculating the representation coefficients, which includes the matrix inversion. For CRC
and PROCRC, the complexity is around O(n3 +mdn) . For CRC-Pre, the complexity is about
O(

c
i=1

n i3 + mdn ) . For NRS, the complexity includes O (m

the computation of Γ .

For CRT, it is O ( mn

3

c
i =1

n i3 + mdn ) and O(md) in

+ mdn ) and O(md) . Since for

hyperspectral imagery, the number of testing samples m is much larger than the number of
training samples n and the dimensionality d, the time cost of NRS and CRT is much higher
than CRC, CRC-Pre, and PROCRC.
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2.4.3

Experimental setup and results
Two popular hyperspectral datasets including Indian Pines and University of Pavia

are used. There are in total of 16 different classes in Indian Pines and 9 different classes in
University of Pavia. In the Indian Pines data, 9% labeled samples per class are selected as
training. The number of training samples is set 90 per class for University of Pavia. The
rest of the available labeled samples are chosen as testing dataset. Each experiment is
repeated ten times to avoid any bias.
The CRC, CRC-Pre, NRS, and CRT determine the class label using the pixel
reconstruction residual in equation (2.3), while PROCRC determines the class label based
on the difference of global and local representation with equation (2.15). Equation (2.3) is
denoted as “method 1” and equation (2.15) is denoted as “method 2”. There are a total of
four approaches for comparison, namely, CRC + method 1, CRC + method 2, PROCRC +
method 1, and PROCRC + method 2. Table 2.6 shows the overall accuracy of CRC and
PROCRC for Indian Pines and University of Pavia respectively. It can be concluded that
for CRC, the choice of method 1 or method 2 in class label assignment does not affect the
performance. However, for PROCRC, method 2 can have better performance than method
1. Therefore, we will use method 1 for CRC-pre, CRC, NRS, and CRT, and method 2 for
PROCRC label assignment.
PROCRC is proposed for hyperspectral image classification which has the
advantage of high overall accuracy and low computational cost. To utilize spatial
information [41], [42], principle component analysis (PCA)[43] is first conducted on the
original hyperspectral dataset. Different types of features including EMAP [44], [45],
Gabor [46], [47] , and LBP [48], [49] are then extracted from each principle component.
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The number of PCs for Gabor is set to 10 [50], and other parameters are set according to
[50]. The number of PCs for LBP and EMAP features are set to 4. The parameters for LBP
are set according to [51] ,and the features for EMAP are generated according to [52]. The
performance of CRC-Pre, CRC, NRS, CRT, Support Vector Machine (SVM) and
PROCRC of different types of features are compared on two hyperspectral datasets. All
algorithms in the experiment are conducted in Matlab on a computer with 3.2GHz CPU
and 32.0GB RAM. The SVM is implemented using the LIBSVM package [53]. The
parameters λ and  are chosen as λ ∈ {10 , 5 × 10 , . . . ,1} and  ∈ {0,10 , 5 ×

10 . . . ,1} . The parameters are empirically tuned for the optimal classification
performance. For CRC, CRC-Pre, NRS, and CRT, λ is chosen from  ∈ {10 , 5 ×

10 , . . . ,1}, and the one generating the optimal classification performance is selected.
Table 2.7 compares the overall accuracy and standard deviation of PROCRC with
CRC-Pre, CRC, NRS, CRT, and SVM on the original hyperspectral dataset, Gabor
features, LBP features, and EMAP features of the Indian Pines dataset (with the best four
being bolded in each case). PROCRC has lower OAs compared with CRT, but it has about
7% and 2% higher OAs compared with CRC-Pre and CRC, respectively. For the Gabor
feature, the OA of PROCRC is around 3% higher than CRC-Pre and 4% higher than CRC.
Compared with NRS and CRT, PROCRC slightly degrades from NRS and CRT in terms
of OA. PROCRC generates around the same overall accuracy compared with CRC-Pre and
has around 4% higher OA than CRC for LBP features. PROCRC offers about the same
performance using the EMAP feature compared with CRC-Pre and CRC. Moreover, we
can observe that the overall accuracy is significantly improved using Gabor, LBP and
EMAP feature compared with the original Indian Pines dataset.
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For University of Pavia dataset, several conclusions can be drawn. First, the OAs
of the regularized versions, i.e., NRS and CRT can be higher than the OAs of CRC-Pre and
CRC for all the features. Second, the classification performance is improved using Gabor,
LBP, and EMAP features compared with the original datasets. Third, for the original
hyperspectral dataset, PROCRC outperforms CRC; however, it has lower overall accuracy
compared with CRC-Pre. Using the Gabor features, PROCRC produces significantly
higher overall accuracy than CRC-Pre and CRC, around 6% higher than CRC-Pre and 15%
higher than CRC. Compared with NRS and CRT, it has slightly lower OA. The overall
accuracy on EMAP features have better performance compared with other features.
PROCRC can offer comparable overall accuracy compared with SVM on Gabor, LBP, and
EMAP features.
The overall accuracy with different size of training samples are also listed. For
Indian Pines dataset, the training samples ratio is set to 3%, 5%, 7%, and 9% of the
available labeled samples respectively for the Indian Pines dataset. For University of Pavia,
the number of training samples are set as 30, 50, 70, and 90 samples per class. The rest of
the available labeled samples are set as testing. As for the Gabor features shown in Figure
2.4 and 2.5, the overall accuracy is improved with the increase of training sample size.
Specifically, the training data size for the Indian Pines dataset has a significantly impact
on the overall accuracy. For the University of Pavia, the overall accuracy remains stable
with the increase of the training sample size. Additionally, CRT has the best overall
accuracy for different training sample sizes, and PROCRC consistently outperforms CRCPre and CRC for both Indian Pines and University of Pavia. PROCRC consistently
provides superior performance compared with SVM. For the overall accuracy on EMAP
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features as shown in Figure 2.6 and 2.7 for Indian Pines and University of Pavia
respectively, CRT has the best performance for all training sizes for both datasets. When
the training sample size is small, PROCRC provides better overall accuracy compared with
CRC and CRC-Pre. PROCRC provides significantly higher overall accuracy over SVM.
PROCRC has about the same overall accuracy compared with CRC-Pre and CRC when
the number of training sample size is larger or equal to 7%. For University of Pavia,
PROCRC consistently outperforms CRC-Pre and CRC.
Table 2.9 and 2.10 list the time cost for different algorithms with 9% training
sample ratio for Indian Pines and 90 samples per class for University of Pavia. For LBP
and EMAP features in University of Pavia, PROCRC is faster than CRC-Pre because the
coefficient are calculated for each class is CRC-Pre and is slightly slower than CRC
because an extra item as shown in equation (2.14) is needed to calculate the weight
coefficient. However, it is much faster than NRS and CRT: more than 70 times faster than
NRS and more than 400 times faster than CRT. The reason is that when calculating the
coefficients for NRS and CRT, for teach testing sample, the Tikhonov Г matrix is different,
and the matrix inversion operation is needed. Since the testing sample size is usually very
large for hyperspectral imagery, the cost of NRS and CRT can be large.
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2.5

Conclusions
In this chapter, two efficient algorithms, i.e., CROC and CROCT, are proposed for

collaborative

representation

based

algorithms.

The

class-specific

collaborative

representation involves inverse operation of matrices constructed from class-specific
samples, and the all-class version requires inversion operation of the matrix constructed
from all samples. The inverse matrices constructed from class-specific samples can be used
to calculate the inverse matrix of all the samples using matrix inversion lemma. The
proposed CROC and CROCT can reduce time cost and is suitable for parallel computing
using matrix partition. In addition, PROCRC can remain high classification accuracy as
the regularized CRC, i.e., NRS and CRT, with the computational cost as low as in the
original CRC.
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Table 2.1

Complexity Analysis for CRT in CROCT with Sub-matrices
Steps
(1) Calculate CA

−1

Complexity
−1

−1

, A B , and D C

(2) Calculate CA−1B
(3) Calculate (D − CA

3

+N

3

+ N 3 ) = O (3N 3 )

O(N 3 )
−1

B) − 1

(4) Calculate − A − 1 B(D − CA

Table 2.2

O(N

O(N 3 )
−1

B) −1

O(N 3 )

(5) Calculate ( A − BD − 1 C ) − 1

O(N 3 )

(6) Calculate − D −1 C ( A − BD − 1 C ) − 1

O(N 3 )

Number of Samples Per Class for Indian Pines Dataset
Class_No.

Class_Name

Number of Samples

C1

Alfalfa

46

C2

Corn-no-till

1460

C3

Corn-min-till

834

C4

Corn

237

C5

Grass-pasture

483

C6

Grass-trees

730

C7

Grass-pasture-mowed

28

C8

Hay-windowed

478

C9

Oats

20

C10

Soybean-no-till

972

C11

Soybean-min-till

2455

C12

Soybean-clean

593

C13

Wheat

205

C14

Woods

1265

C15

Building-grass-trees-drives

386

C16

Stone-steel-towers

93

Total

10249
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Table 2.3

Number of Samples Per Class for University of Pavia
Class_No.

Class_Name

Number of Samples

C1

Asphalt

6631

C2

Meadows

18,649

C3

Gravel

2099

C4

Trees

3064

C5

Painted metal sheets

1345

C6

Bare Soil

5029

C7

Bitumen

1330

C8

Self-Blocking Bricks

3682

C9

Shadows

947

Total

Table 2.4

Overall Accuracy and Computing Time (Seconds)
CRC

soybean-no-till
vs. soybeanmin-till
corn-no-till vs.
corn-min-till

Table 2.5

42,776

CRC
All-class

NRS

CRT

Class-specific

Class-specific

All-class

CROC

CROCT

OA

0.7466

0.7897

0.7762

0.8139

0.7849

0.8123

Time

0.18

0.16

1.68

1.92

0.19

2.58

OA

0.7696

0.8268

0.7859

0.8473

0.8217

0.8309

Time

0.13

0.12

1.04

1.23

0.12

1.67

Computing Time in Two Experiments (Seconds)
CRC-Pre

CRC

NRS

CRT

PROCRC

Indian Pines

0.267

0.296

57.23

1311.2

0.623

Pavia Univ.

0.66

0.67

92.69

1257.5

0.82
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Table 2.6

Table 2.7

Classification Accuracies and Standard Deviation on the Original Dataset
for Indian Pines and University of Pavia
CRC+

CRC+

PROCRC+

PROCRC+

method1

method2

method1

method2

Indian Pines

68.23±0.5

68.32±0.01

70.64±0.93

70.76±0.87

Pavia Univ.

67.56±0.9

67.5±0.01

68.47±4.74

71.27±3.81

Overall Accuracy and Standard Deviation for Indian Pines Using 9%
Samples Per Class as Training
Original

Gabor

LBP

EMAP

CRC-Pre

63.55±0.87

91.31±0.65

96.02±0.47

95.75±0.35

CRC

68.23±0.52

91.11±0.52

96.17±0.41

95.33±0.5

NRS

69.55±0.55

95.67±0.67

97.55±0.3

95.69±0.35

CRT

77.09±0.47

97.32±0.45

97.71±0.42

96.94±0.34

SVM

74.86±0.55

88.5±0.38

99.18±0.18

89.35±0.32

PROCRC

70.76±0.87

95.36±0.51

96.53±0.55

95.35±0.45
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Table 2.8

Table 2.9

Overall Accuracy and Standard Deviation for University of Pavia Using 90
Samples Per Class as Training
Original

Gabor

LBP

EMAP

CRC-Pre

77.25±2.31

85.44±1.96

94.12±0.82

98.01±0.67

CRC

67.56±0.90

78.18±1.00

89.94±0.76

99.03±0.49

NRS

85.9±1.32

95.25±0.77

94.35±0.69

97.98±0.67

CRT

86.00±0.97

93.77±0.61

92.70±0.78

99.04±0.24

SVM

83.98±1.11

94.79±0.77

94.01±0.76

99.28±0.32

PROCRC

71.27±3.81

92.8±1.05

94.12±0.60

99.01±0.35

Execution Time for Different Algorithms on Different Features for Indian
Pines (Seconds)
Original

Gabor

LBP

EMAP

CRC-Pre

0.42±0.02

0.18±0.002

0.47±0.008

0.3±0.004

CRC

0.37±0.01

0.18±1.002

0.35±0.03

0.24±0.003

NRS

32.31±0.23

20.92±0.30

34.1±0.35

26.57±0.20

CRT

200.6±0.67

158.6±0.24

212.9±0.5

183.9±0.24

SVM

2.44±0.02

2.22±0.02

2.02±0.4

2.13±0.02

PROCRC

0.48±0.01

0.25±0.004

0.46±0.01

0.34±0.01
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Table 2.10

Execution Time for Different Algorithms on Different Features for
University of Pavia (Seconds )
Original

Gabor

LBP

EMAP

CRC-Pre

0.58±0.01

0.46±0.01

1.21±0.007

1.79±0.03

CRC

0.58±0.01

0.51±0.003

0.96±0.005

1.31±0.01

NRS

87.1±4.30

48.75±0.34

109.9±2.33

120.8±0.53

CRT

572.8±2.71

550.8±1.74

726.7±3.47

848.6±2.96

SVM

1.24±0.04

1.13±0.04

1.52±0.07

1.17±0.03

PROCRC

0.66±0.01

0.58±0.01

1.08±0.02

1.48±0.02
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(a)
Figure 2.1

(b)

Color Infrared Composite of Two Datasets

(a) Indian Pines. (b) University of Pavia

24

Corn-no-till

Soybean-no-till

Corn-min-till

Soybean-min-till

Figure 2.2

Ground Truth for Two-class Experiments.

(a) Soybean-no-till and Soybean-min-till, (b) Corn-no-till and Corn-min-till.
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CRT for Indian Pines dataset
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20

30
40
50
60
70
Number of Training samples per class

80

90

CRT-related Classifiers

1

Overall Accuracy

0.95

0.9

0.85
CRC-Pre
CRC
NRS
CRT
PROCRC

0.8

0.75
0.03

Figure 2.5
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CHAPTER III
NONLINEAR CLASSIFICATION OF REMOTE SENSING IMAGERY USING
REPRESENTATION-BASED CLASSIFIERS

3.1

Introduction
Hyperspectral imagery consists of numerous bands and has high spectral resolution.

On the contrary, multispectral imagery has only several wide bands with high spatial
resolution. Although it may be difficult to distinguish different materials with similar
spectral signatures for multispectral imagery, its high spatial resolution has many practical
applications. Thus, how to generate new information for multispectral imagery
classification while maintaining low computational cost is an issue that needs to be
addressed.
Feature expansion approaches are traditionally used to map the original data into a
high dimensional feature space where different materials can be better distinguished. As a
classical feature expansion method, kernel trick has been widely applied for hyperspectral
and multispectral image classification [15]. For instance, in [6], the original PCA is
extended to its nonlinear version. Kernel Sparse representation classifier (KSRC) is
presented in [25], [54], [55]. Kernel collaborative representation with Tikhonov
regularization is developed in [18]. Although kernel-based approaches can bring about
satisfactory classification performance, the high computational cost of is a problem,
especially when the number of training samples is large.
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In this chapter, we propose two efficient methods for multispectral and
hyperspectral imagery classification respectively. For multispectral imagery, a simple yet
efficient strategies is utilized to generate new artificial spectral information [56]. Different
explicit nonlinear functions are used to contrast the dissimilarity between the original
spectral measurements, which can generate additional spectral information for
classification. The spectral contrast between different classes can be increased by
generating new artificial bands. Although the proposed band generation methods can be
testified on any classifier, we limit our discussion in representation-based classifiers. For
hyperspectral imagery, an explicit kernel mapping method is adopted to reduce the
computational cost of kernel-based approaches.
This chapter is organized as follows. The kernel method is discussed in Section 3.2.
In Section 3.3, the nonlinear band generation methods, which includes multiplication and
division, are proposed. In Section 3.4, an explicit kernel mapping approach is presented for
hyperspectral imagery.

3.2

Kernel method and kernel CRC
It is known that using a kernel method, a linearly inseparable problem can become

separable in a high dimensional kernel space. Using the kernel trick, samples are mapped

i

Îc is in the original space, that is

i

xxx
x

F . Let

xxx
x

x

from the original space to a high dimensional feature through a nonlinear mapping function

ÎÂd ®F( i )ÎÂD (where D ˃˃ d). A

valid kernel must satisfy the Mercer’s conditions [56]. Given the nonlinear mapping
function F , the Mercer kernel function can be represented as

k(xi ,x j ) = F(xi )T F(x j )
30

(3.1)

T

Several kernels are commonly used, including linear kernel k(x i , x j ) = x i x j , t-degree
T

polynomial kernel k(x i , x j ) = (x i x j + 1) t (t Î Z + ), and the Gaussian radial basis function
2

(RBF) kernel k(xi ,x j ) = exp(−g (xi − x j ) 2 ) , where g >0 is the parameter of the RBF
kernel.
Inspired from the kernel approach, a testing sample can be represented by all the
training samples in a chosen kernel-induced feature space, and the objective function of
the collaborative representation based classifier (KCRC) [57] is presented as
arg min F (y ) − F ( X )a
a

2
2

+l a

2

(3.2)

2

where F is a mapping function that maps the samples to a high even finite kernel induced
space, and the solution of equation (3.2) is given as

a = (K + lI) k(×,y)
−1

where

K Î Â n× n

is

the

Gram

matrix

with

(3.3)

Ki, j = k(xi ,x j ) and

k(×, y) =

[k(x1,y),...,k(xn ,y)]. Although the kernel function k can be linear kernel, polynomial
kernel, or Gaussian RBF kernel, RBF kernel is chosen in the experiment because it has
been widely used. After calculating the coefficient vector, the class label of the testing pixel
y is then determined as:
2

class(y) = arg min (F(y) − F(Xi )ai ) 2
i=1,...,c

and let e = (F( y ) − F( X i )a i )

2
2

, then r is determined as

r = (F(y) − F(Xi )a i ) T (F(y) − F(Xi )a i )
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(3.4)

T

T

(3.5)

= k (y , y ) + ai K iai − 2ai k i (×, y ))

Similarly, the CRC with Tikhonov regularization (CRT) can be extended to its
kernel version called KCRT.

3.3

Nonlinear band generation method
Explicit nonlinear functions are used to generate artificial images which serve as

linearly independent spectral measurements. Although any nonlinear functions can be
adopted, only multiplication and division are considered in this dissertation. Three datasets
can be generated by these two methods in the experiments. The first and second datasets
combines the original dataset with pixel-wise multiplication and division respectively. If
the original dataset is combined with the artificial bands generated by both multiplication
and division, we will have the third dataset.

3.3.1

Multiplication
Suppose two images B i and

together, then a new image

Bj

(pixels at the same locations) are multiplied

{ B i B j } iN= 1− ,1 j = i + 1

[58] is produced, where N is the total number of

bands of the original multispectral imagery. Although multiplication can be used for a
single band, we only apply multiplication to each pair of bands in order to compare with
the division method yielding the same number of bands, i.e.,

{ B i / B j } iN=1,− 1j = i +1 .

Combining the

original multispectral dataset with the generated artificial bands with multiplication, there
are a total of N2/2 + N/2 bands.
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3.3.2

Division
New bands can be created as

{ B i / B j } iN= 1− ,1 j = i + 1

by dividing the pixels at the same

locations in the original bands in the multispectral dataset. If we only combine the original
dataset with the bands generated by division, we get the second dataset. The total number
of bands after combining the original bands is N2/2 + N/2 in the second dataset. If we
combine the original dataset with the artificial bands by both division and multiplication,
we have the third dataset with a total number of N2 bands. To avoid a very small divider
when calculating the band ratio, a constant value K can be added to both numerator and
denominator.

3.3.3

Experimental setup and results
Due to the lack of multispectral images with pixel level ground truth, we artificially

generate our data by grouping bands of hyperspectral images. Two hyperspectral images
as described in chapter 2 are used to simulate the multispectral dataset in the experiments.
Six bands to simulate blue, green, red, near infrared, short wave infrared channels
by grouping band range 6~12, 13~21, 24~33, 4-~54, 123~143, and 177~220 of Indian
Pines dataset[59]. In total, 16 different classes are from the original ground truth. Eight
classes with large samples are selected from the original dataset from a statistic viewpoint
[60].
By grouping band range 6~24, 25~45, 54~69, and 89~103, four bands are generated
to simulate the multispectral imagery[61].
The nonlinear band generation approach is evaluated on sparse representation
classifier (SRC) [62]–[69], CRT, and their kernel versions (i.e., KSRC, KCRT), and
KSVM[70]–[72]. Each experiment is conducted 10 times to avoid any bias in random
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sampling, and we report the average performance of overall accuracy. All the experiments
are conducted on a computer that has 3.4 GHz CPU and 16.0GB RAM.
Figure 3.1 shows the framework of the band generation method, and Figure 3.2, 3.3
show the thematic classification maps for multispectral Indian Pines and University of
Pavia respectively using 110 samples per class as training. Figure 3.4 shows the SRC and
CRT results for the dataset generated by Indian Pines. It can be concluded that the division
method provides the best performance among other band generation methods. The overall
accuracy using both classifiers increases approximately 7% compared to using the original
dataset. Combining multiplication and division can provide approximately the same
performance as using division only.
Figure 3.5 presents the results of SRC and CRT for the dataset generated by
University of Pavia. It can be observed that the three dataset containing nonlinearly
generated bands provide comparable performance. When the number of training samples
is small, KSRC provides similar performance as its linear version. KSRC outperforms SRC
as the number of training samples increases.
The parameter λ is important to the representation-based classifiers. In this session,
we present the effects of different λ on both Indian Pines and the University of Pavia
datasets using CRT and SRC. Figure 3.6 and 3.7 show the classification accuracy changes
with λ in Indian Pines and Pavia University datasets, respectively. The training samples are
set to be 90 per class, and each experiment is conducted 10 times to estimate the average
results. Since the Original + Division provides better performance with less computational
cost, the effects of different λ are tested on its generated dataset. It can be concluded that a
relatively small λ, e.g., 10−2, can guarantee satisfactory performance for both CRT and
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SRC. Obviously, CRT is less sensitive to λ due to the fact that the Г matrix can adaptively
adjust the penalty according to the similarity between the training and testing pixels.
Figure 3.8 (a) and (b) shows the modified band ratio for Indian Pines using SRC
and CRT respectively. The results of the modified band ratio on SRC and CRT are shown
in Figure 3.9 (a) and (b) respectively for University of Pavia. Since the minimum value of
the Indian Pines dataset is around 0.12 (after normalization), the original version of the
band ratio with K = 0 may be sufficient. In the University of Pavia dataset with many closeto-zero values, this strategy can improve the performance. Overall, a small value of K, such
as K = 0.01, is an appropriate choice for both SRC and CRT.
Tables 3.1 and 3.2 provide the computation cost of different algorithms in
MATLAB when the training sample is 110 per class. We conclude that the KSRC is
computationally expensive compared to the original SRC. If bands are nonlinearly
generated for the SRC, then the computational cost is only slightly higher than using the
original bands. The discrepancy on computational cost between CRT and KCRT is less
significant. However, KCRT costs more time than the method using CRT on the generated
datasets. The KSVM is the most time consuming approach. Compared with the CRT and
SRC approaches, the KSVM is more computationally expensive. In KSRC and KCRT, the
radial basis function (RBF) is chosen as the kernel function. According to [56], the
parameter γ of the kernel function is set as the median value of 1/(‖  − ‖ ), i = 1,2, …,
n, where  = (1/N) ∑   ) is the mean of all available training samples. This simple
strategy offers a similar performance as using the parameter tuned by cross-validation. For
the RBF kernel in the KSVM, we choose the parameter γ and regularization parameter C
with cross-validation.
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It can be observed that the nonlinear band generation method can generate better
performance than the traditional kernel method with higher overall accuracy. Particularly,
when the number of training samples is small, the nonlinear band generation has better
performance. In the experiment, it can also be concluded that band ratio can generally have
better performance than other band generation approaches. Considering its role in
removing the illumination factor [73] , it would be a reasonable choice.

3.4

Explicit kernel for hyperspectral image classification

3.4.1

Nyström theory
The Nyström-based approach [74]–[77] is suitable to large-scale learning problems.

xxx
x
Let the training dataset be {

i

ÎÂd }, where i = 1, …, N . The problem of the traditional

kernel methods require the manipulation of the kernel Gram matrix K Î Â N × N . If N is
large, the complexity of handling this matrix can be very high. For instance, the matrix
inversion complexity of K is

O(N3 ) .

To avoid calculating the entire Gram matrix, Nyström method is introduced to
approximate the sub-matrix of K using a subset of n training samples. The approximation
of the original kernel matrix K is given by
T

−1

K ' » K NnK nn K

Nn

(3.6)

The key issue is to choose the subset of samples or landmark points to approximate
the original kernel K. In general, there are two approaches to choose the landmark points.
The first one is random sampling and the second is K-means clustering[78], [79]. Suppose
we get a set of prototype vectors q j , j = 1, 2,…n, which can be obtained from the training
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datasets using random sampling or K-means clustering. Then,

KNn and Knn can be

calculated as

3.4.2

[K Nn ]ij = k(xi ,q j ),i = 1,...,N, j = 1,...,n

(3.7)

[K nn ]ij = k(xi , q j ),i = 1,...,n, j = 1,...,n

(3.8)

Explicit kernel mapping
In [80], the explicit kernel mapping is proposed. Let K be decomposed as

 K nn
KTN−n,n 

 , where a subset of n training samples is constructed using a
K =

K
K
N−n,N−n 
 N−n,n
specific sampling approach. The kernel matrix can be approximated according to the
Nyström theory as
T
K » K NnK−1
nnK Nn

(3.9)

Using the Eigen-decomposition, virtual training samples S with reduced dimensionality r
are derived as
K = ST S

(3.10)

2 T T
S = Λ−1/
Vr K Nn
r

(3.11)

with

where Λ r and Vr are the eigenvalue and eigenvector matrices including the first r largest
eigenvalues and their corresponding eigenvectors of

Knn . Similarly, the kernel matrix

between the training samples and the reduced set can be computed as r dimensional virtual
testing set.
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3.4.3

Computational analysis
Suppose we have N training samples and M testing samples for c classes. The time

complexity of calculating the a and residual error in CRC is around

O(N3 +dMN) and

O(cdN)
respectively, where Ni denotes all the training samples for the i-th class. In
i
KCRC, the complexity of calculating a and residual error is about

O(N3 +dMN) and

O(cM2 ) . For CRT, the time complexity is about O(MN3 +dMN2 ) and O(cMNi2 ) to
calculate the coefficient and the residual error. In KCRT, the complexity is around

O(MN3 + dMN) and O(cMNi3 ) respectively. For the linearized kernel method, the time
complexity is the combination of the CRC and the pre-processing step, which is on the
order of

3.4.4

O(N 3 ) .

Experimental setup and results
The proposed method is evaluated on the Indian Pines and University of Pavia

datasets. In the experiment, 9% labeled samples and 90 samples per class are randomly
chosen as training samples for Indian Pines and University of Pavia respectively. The rest
of the labeled samples are set as testing dataset. Each experiment is repeated ten times to
avoid any bias, and the OA is reported. CRC and CRT using the linearized kernel approach
are denoted as CRC-LK and CRT-LK respectively.
The effect of the reduced dimensionality r is first investigated. r is chosen as the
ratio of 0.5, 0.7, 0.9, and 1 of the original dimensionality d. From Figure 3.10 and 3.11, it
can be concluded that the reduced dimensionality can dramatically affect the OA.
Specifically, it can be observed that the OA increases with the increase of the reduced
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dimensionality r. However, when r reaches 0.9, the improvement of OA is not significant.
Since the reduced dimensionality can result in less computational cost, in the following
experiment, the r is set to be 0.9 for both datasets.
Second, the number of the subset samples are studied. The ratio n/N is chosen to be
0.3, 0.5, 0.7, and 0.9 in the experiment. From Figure 3.12 and 3.13, it can be concluded
that this ratio does not significantly affect the performance of the proposed method. The
smaller the ratio, the lower the complexity of estimating the Gram matrix K. Thus, in the
following experiment, the ratio n/N is set to be 0.3.
The OAs of CRC, KCRC, CRC-LK, CRT, KCRT, and CRT-LK are also compared
in Table 3.3. For Indian Pines dataset, CRT has around 8% higher accuracy than CRC,
which indicates the benefits of a spectral similarity regularization term. Another
observation is that CRC-LK produces significantly higher OAs compared with CRC,
approximately 7% higher OAs. CRT-LK also yields around 2% higher OA than CRT.
CRC-LK slightly degrades from KCRC while CRT-LK can provide similar performance
compared with KCRT. It can also be noted that KCRC provides comparable OA compared
with the kernel versions of CRT, which may be the reason that in the spectral similarity in
the kernel space does not offer additional information. For the results of the University of
Pavia, similar conclusions can be drawn. CRT yields around 9% higher OA than CRC.
The kernel versions of CRC have dramatically increased the OA of CRC, which may due
to the reason that the samples are more separable in the kernel space than in the original
space. The benefits of the kernel approaches in CRT is less significant. Furthermore, CRCLK has around 6% higher OA compared with CRC while slightly degrades from KCRC.
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CRT-LK has comparable classification performance compared with KCRT, and both
classifiers outperform CRT.
Additionally, the computational cost using different algorithms are compared in
Table 3.4. Several conclusions can be made. First, CRC-LK is significantly faster
compared with KCRC, around 20 and 120 times faster than KCRC. This is expected since
for HSI, the number of testing samples is significantly large, and thus, the term

O(cM2 ) is

dominant in KCRC. Another reason is in CRC-LK, the reduced dimensionality r also leads
to lower computational cost. The difference between Indian Pines and University of Pavia
can be explained that the latter has more testing samples, and therefore, it is more
computationally expensive in KCRC. Second, CRC-LK is slightly slower than CRC. This
is because of the pre-processing step, which is on the order of O(n

3

) . Third, CRT is

significantly expensive compared CRC, and this is due to the reason for each testing pixel,
the coefficient vector needs to be calculated, and the number of testing pixels is typically
very large for a HSI scene. Forth, CRT and KCRT has approximately the same time cost
for both Indian Pines and University of Pavia. From the theoretical analysis, we conclude
that the dominant term for both CRT and KCRT is the matrix inverse term, which has time
3

complexity O(MN ) . For CRT, to calculate the coefficient vector, the multiplication of an
inverse matrix, the training dataset, and a testing pixel is needed while for KCRT, the
multiplication of only the inverse matrix and the term k (×, y) as in equation (3.5) is required.
Thus, it is possible that KCRT is slightly faster than CRT.
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3.5

Conclusions
In this Chapter, two efficient approaches are proposed for multispectral and

hyperspectral classification respectively. Specifically, to improve the performance of
multispectral imagery, an explicit nonlinear band generation method is proposed. The
generated bands can provide new discriminative information while keeping the
computational cost low. Experimental results show that this method performs better than
the traditional kernel methods with higher classification accuracy and much lower
computational cost. In particular, it can outperform when the number of training samples
is small.
An explicit kernel mapping approach is proposed to reduce the time complexity for
kernel collaborative representation-based classifiers. The linearized kernel dictionary
learning approach, which uses the Nyström approach to estimate the Gram matrix and
applies a pre-processing stage to create virtual training and testing samples. Experimental
results show that the proposed approach can remain high accuracy as the traditional kernel
versions of the CR-based algorithms but with similarly low computational cost as in the
original linear CRC classifiers.
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Table 3.1
Computing Time (in seconds) in Multispectral Indian Pines Dataset Using
110 Samples Per Class
Datasets
Original

SRC
50.49

KSRC
311.89

CRT
122.70

KCRT
152.81

KSVM
1572.29

Original + Multiplication

54.84

―

131.27

―

―

Original + Division
Original + Multiplication + Division

56.78
57.88

―
―

135.90
137.05

―
―

―
―

Table 3.2
Computing Time (in seconds) in Multispectral University of Pavia Dataset
Using 110 Samples Per Class
Datasets
Original
Original + Multiplication
Original + Division
Original + Multiplication + Division

Table 3.3

Table 3.4

SRC
228.54
240.34
245.34
251.48

KSRC
2046.9
―
―
―

CRT
592.97
611.35
604.75
620.75

KCRT
794.09
―
―
―

KSVM
2122.59
―
―
―

Classification Accuracy Using Different Classifiers for Indian Pines and
University of Pavia
CRC

KCRC

CRC-LK

CRT

KCRT

CRT-LK

Indian

0.693

0.805

0.77

0.773

0.799

0.802

Pavia

0.673

0.854

0.833

0.862

0.88

0.881

Computing Time in Two Experiments (Seconds)
CRC

KCRC

CRC-LK

CRT

KCRT

CRT-LK

Indian

0.290

8.722

0.404

143.3

153.51

140.85

Pavia

0.609

122.8

0.91

495.8

570.17

483.6
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Figure 3.1

Framework of the Band Generation Method
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Figure 3.2

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Thematic Maps for Multispectral Indian Pines

(a) Ground truth; (b) Training; (c) Original + CRT (0.7492); (d) Original + Multiplication
+ CRT (0.7781); (e) Original + Division + CRT (0.8159); (f) Original + Multiplication +
Division + CRT (0.8124); (g) Original + KCRT(0.7852); (h) Original + KSVM (0.8193).
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Figure 3.3

Thematic Maps for Multispectral University of Pavia

(a) Ground truth; (b) Training; (c) Original + CRT (0.7698); (d) Original + Multiplication
+ CRT (0.7820); (e) Original + Division + CRT (0.7896); (f) Original + Multiplication +
Division + CRT (0.7880); (g) Original + KCRT(0.7736) ;(h) Original + KSVM (0.7981).
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(b)
Figure 3.4

Classification on the Multispectral Indian Pines Dataset.

(a) SRC; (b) CRT
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Figure 3.5

Classification on the Multispectral University of Pavia Dataset

(a) SRC; (b) CRT
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Classification Accuracy with Different λ for Indian Pines
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Classification Accuracy with Different λ for University of Pavia

48

0.85

Overall Accuracy

0.8

0.75

0.7
K
K
K
K

0.65

10

20

30

40
50
60
70
80
Number of Training samples per class

=
=
=
=

0
0.01
0.05
0.1

90

100

K
K
K
K

=0
= 0.01
=0.05
= 0.1

110

(a)
0.84
0.82
0.8

Overall Accuracy

0.78
0.76
0.74
0.72
0.7
0.68
0.66
0.64
10

20

30

40
50
60
70
80
Number of Training samples per class

90

100

110

(b)
Figure 3.8

Classification on Multispectral Indian Pines Using the Original Plus
Division-generated Bands with Different K.

(a) SRC; (b) CRT
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Figure 3.9

Classification on Multispectral University of Pavia Using the Original Plus
Division-generated Bands with Different K.

(a) SRC; (b) CRT
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CHAPTER IV
BAND SELECTION FOR HYPERSPECTRAL TARGET DETECTION

4.1

Introduction
One major application for hyperspectral imaging is target detection. Since a

hyperspectral image cube usually contains hundreds of spectral bands, which results in
high computational cost on target detection, dimensional reduction is necessary efficient
analysis.
In general, there are two categories of methods for dimensionality reduction. The
first category is transform-based approaches such as PCA [81]–[83]; however, such
approaches may not be preferred since they alter the physical meaning of the original data.
The second category is band selection [84]–[86], which is to select a subset of bands while
still generating satisfactory results with the selected bands.
Due to the lack of training samples in a detection problem, it is more difficult than
classification-purposed band selection. Targets, as small manmade objects, are often
sparsely populated [87]. The key for band selection in target detection is to design an
effective objection function. Intuitively, we can compare the detection outputs for band
searching with a certain criterion, such as Euclidean distance or correlation coefficient
(CC). However, a large similarity does not necessarily guarantee satisfactory detection
performance since the number of target pixels is much smaller than background pixels, and
similarity assessment is dominated by background. Thus, a metric that can well gauge the
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target and background separation is needed. In this chapter, we propose the MaximumSubmaximum-Ratio (MSR) [88] to quantify target-background separation for band
selection. Two typical target detectors, i.e., target-constrained interference-minimized
filter (TCIMF) [89]–[92] and adaptive coherence estimator (ACE) [93]–[96], are studied.
The search strategy is also an important issue. To avoid exhaustive search, which
is computationally prohibitive to hyperspectral band selection, sequential forward search
(SFS) and sequential floating forward (SFFS) methods can be used. Their basic idea is to
select the best band for maximizing an objective function, then one additional band
combining with the existing selected band or bands is selected to maximize the objective
function. This process continues until the desired number of bands is reached. Recently,
evolutionary searching algorithms has been popular. Compared with SFS and SFFS, those
evolutionary searching algorithms offers two advantages: it can provide better highdimensional solution due to the global search, and it can be easily implemented in parallel.
Although several other evolutionary algorithms can be applied, we limit our discussion
with PSO and FA in this dissertation.
From the experimental results, it can be shown that the proposed MSR-based
objective function in conjunction with an evolutionary searching method, i.e., PSO or FA,
can generate similar target detection performance than using all the original bands.

4.2

Particle Swarm Optimization (PSO) search strategy
Let a particle

xid and v id denote a possible solution and the velocity to update the

current location xid . In each iteration, the historically local and global best solution among
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all particles is denoted as

pid and p gd respectively. The update of v id and xid can be

described as

vid = w× vid +c1 ×r1 ×(pid − xid ) + c2 ×r2 ×(p gd −xid )

(4.1)

xid = xid + vid

(4.2)

respectively, where the inertia weight w is applied as a scalar of the previous velocity

v id

, r1 and r 2 are two random variables within [0,1], and c 1 and c 2 controls the contribution
of the local and global best solutions respectively. In the band selection problem,
becomes the vector containing the selected band indices. Similarly,

xid

pid and p gd denote the

local and global best band indices respectively. The proposed band selections algorithm is
summarized as follows.
1) Randomly initialize P particles xid . Each particle denotes the indices of the bands
to be selected.
2) Conduct target detection with TCIMF to generate and normalize the detection map.
3) Evaluate the P particles using the designed objection functions, i.e., MSR or CC.
4) Update the velocities and positions of the particles until a certain stopping criterion
is reached.
5) The particle that generates the best global value contains the indices of the bands
to be selected.
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4.3

Firefly algorithm (FA) search strategy
FA is an evolutionary algorithm that mimics the behaviors of fireflies. Recently,

Firefly algorithm (FA) has been widely used clustering, band selection due to its potential
searching in high dimensional space [36]–[38]. In the FA, there are two important
elements, i.e., brightness I and attractiveness β. The brightness of a firefly is associated
with its current location. If it is brighter, the position is preferred, and the objective function
value is better.
The brightness and attractiveness for every firefly are updated repeatedly, and all
the fireflies are gradually moved to some desired points. The brightness of a firefly varies
with the value of an objective function, which can be defined as

I(r) = I 0 e −lr

2

(4.3)

where λ and ϒ are the light absorption coefficient and the distance respectively.
The attractiveness of a firefly at some distance is proportional to its light brightness
observed by adjacent fireflies, and it can be shown as

b(r) = b 0 e −lr

2

(4.4)

The equation that updates the j-th firefly’s location based on the i-th firefly’s
attraction can be described as
x (ij ) = x j + b 0 e

where

2

ri, j

−lri , j 2

(x i − x j ) + a(rand −

1
× 1)
2

(4.5)

is the Euclidean distance between the indexes of two fireflies, rand is a random

vector with each element being a random variable within [0,1], and  is a vector with all
entries equal to 1. For m fireflies, the new location of x j can be determined by
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x

4.4

( new )
j

m

x (ij )

i =1,i ¹ j

(m − 1)

=

(4.6)

Detectors
Let

X = [r1,r2 ,......,rN ] denotes N hyperspectral pixels with L spectral bands, where

ri is an L × 1 vector. Let D =[d1 ,d2 ,......,d p ] and U =[u1 ,u2 ,......,uq ] denote the
desired and undesired target signature, respectively. TCIMF is designed to keep the output
of the desired target at a desirable level while suppressing the energy of the output of
undesired targets. It can be considered as the following linearly constrained optimization
problem:
1 px1 
min{w T Rw} subject to [DU ]T w = 

w
 0 qx1 

the optimal coefficient vector

w

where R = 1

N

N

ri ri

TCIMF

T

(4.7)

wTCIMFcan be computed as

= R

−1

[DU ]{[DU ]T

R

−1

[DU ]}

is the L×L data correlation matrix,

−1

 1 p ×1 
0

 q ×1 

1 p ×1

,

0 q ×1

(4.8)

are

p ×1 ,

q ×1

i =1

constraint column vectors with all components equal to 1 and 0, respectively. The output
of TCIMF is presented as:
T
yTCIMF= wTCIMF
r

(4.9)

For the pixel r , its ACE output, derived from a binary hypothesis testing problem,
can be written as
y ACE =

r T Σ −1d(d T Σ −1d) −1 d T Σ −1r
r T Σ −1r
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(4.10)

4.5

Maximum-submaximum-ratio (MSR) criterion
Let the output of TCIMF or ACE be represented as a grayscale image. Suppose the

maximum value in the output of TCIMF using the original bands is located at (i,j). After
bands are selected, TCIMF or ACE is re-conducted. Figure 4.2 and 4.3 show the detection
outputs of TICMF and ACE before and after band selection respectively. We generate the
detection maps for F2 target, and the number of selected band is set to 30. For TCIMF, the
maximum value before band selection corresponds to a desired target; however, after band
selection, the location of the maximum output is shifted to another location. In addition,
before band selection, the maximum value is significantly larger; after band selection, there
are several quite similar large values from the background pixels as false alarms, which are
critical to gauge the separation between the target and background. For ACE, the maximum
value after BS still corresponds to a desired target and is not shifted to another location,
and the major change is that the overall outputs from the background becomes large.
Intuitively, desirable detection performance can be achieved when target and
background are well separated. However, the majority of pixels are background and their
average is always small. Based on Figure 4.2 and 4.3, the key to success is to obtain a large
separation from those false alarm pixels with Submaximum (SM) values. For TCIMF, a
relatively weak detector, the average SM value is based on several background pixels
yielding potential false alarms; for ACE that is relatively strong in background suppression,
the average SM value may be estimated using more background pixels.
Let the average value at the maximal location (i,j) and its four nearest pixels be
computed and denoted as M. Without considering these five pixels in the generated map
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after band selection, the average value of the first K largest values is calculated and denoted
as average SM. In the experiment, we chose K = 10, 20, or 300 (top 1% of the largest
values). The objective function can be described as

argmax
FS

M
SM(F S )

(4.11)

where F S is the selected band subset, and the SM value is its function. This criterion is
called Maximum-Submaximum-ratio (MSR). When the ratio is high, the resulting selected
bands can better separate the target and the false alarm background pixels, and most likely,
maintain the detection performance.

4.6

Experimental set up and results
The HyMap data [97] obtained from Rochester Institute of Technology is used in

this experiment. The data has 126 spectral bands with the spatial size of 200×800 pixels
with spatial resolution approximately 3m per pixel and covers an area of Cooke City, MT,
USA. Our experiment is conducted based on a sub-image of size 100×300 pixels as shown
in Figure 4.1. In the experiment, three types of vehicle (V1-V3) and four types of real fabric
panels (F1-F4) are used. There are a total of 65 target pixels. In the experiment, we use
receiver operating characteristic (ROC) curve to evaluate the experimental results, which
shows the trade-off between false alarm (fa) and the probability of detection (pd). We
measure the performance of the ROC curve by the area under the curve, and the larger the
area under a curve, the better the performance[98].
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4.6.1

Experiment on PSO
First, the effect the MSR parameter K is discussed. It can be seen from Figure 4.4

that averaging the first 10 submaximal values provides results comparable to averaging the
first 20 submaximal values, and both cases show better performance than that with K =
300. The explanation for this phenomenon may be found in Figure 4.2 (b). Only a few large
SM values are at non-target locations. Our goal is to select the bands that can suppress
these non-target SM values while maintaining the maximum value at the target location.
When K is too large, those background pixels that can be easily suppressed may also be
included. In addition, from Figure 4.4, it can be seen that the ROC curve is degraded when
the number of selected bands decreases. This is expected because more bands provide more
spectral information and thus can better separate the target and background. Moreover, the
detection performance with 40 or 50 selected bands is comparable to that using all bands,
since additional bands may not able to provide more useful information. The goal of
reducing the dimensionality is reached while keeping the detection performance.
Figure 4.5 compares PSO and SFS for MSR with K = 300. Note that when K =
300, the performance of MSR is not the best. It can be concluded that PSO outperforms
SFS with different number of selected bands. Figure 4.6 compares MSR (K = 300) and CC
when PSO is used for searching. MSR consistently outperforms CC with different number
of selected bands, indicating that CC may not be a good criterion. Since most of the pixels
belong to the background, simply comparing the similarity between two image outputs
does not guarantee reliable detection performance. Additionally, PSO is compared with a
Lasso-based band selection algorithm (LBS) [99] when TCIMF is used as the detector in
Figure 4.7, which shows MSR can outperform LBS even the parameter K is not optimum.
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This is mainly due to the fact that output similarity is not an appropriate metric for target
detection.
The ACE performance is shown in Figures 4.8-4.10. Several conclusions can be
drawn from Figure 4.8. First, K = 10 and K = 300 are the best and worst MSR parameters,
respectively. The detection map using selected bands is shown in Figure 4.3(b), where no
significant false alarm pixels are present. If only the first 10 largest values are suppressed,
there are still some other similar large values at non-target locations. Thus, it is better to
suppress more SM values. Second, the ROC curve performance after band selection is
comparable to that with all the bands. As we can see in Figure 4.3(b), even after selecting
30 bands, the maximum value from the detection map is still at the target location. Hence,
for this detector, it may not need many bands to separate the target and background. Figure
4.9 shows that PSO still outperforms SFS. In Figure 4.10, the MSR criterion is better than
CC even when K is not the optimum. The convergence curve is shown in Figure 4.11. In
Figure 4.11 (a), when using CC as the objective function, the PSO for both TCIMF and
ACE can converge after about 100 iterations. In Figure 4.11 (b), the PSO with MSR
searching can be terminated within 400 iterations.

4.6.2

Experiment on FA
Figure 4.12 compares the ROC curve of MSR with PSO and SFS searching using

TCIMF. The MSR parameter is set to 300. It can be concluded that PSO outperforms SFS
with different number of bands being selected. The ROC curve of MSR using PSO and FA
are compared in Figure 4.13 when TCIMF is the detector. It can be observed that PSO can
slightly outperform the FA searching method.

61

In Figure 4.14, FA is compared with SFS search strategy when ACE is the detector.
The MSR parameter is set to 20. We observe that FA can generate better results than using
SFS, indicating the high dimensionality searching ability of FA. When the number of bands
is set to 50, the FA searching method can generate approximately the same performance as
using all bands. Additionally, when the selected number of bands is increased, the ROC
performance is improved. This is expected since more bands will provide more spectral
discriminative information.
FA searching method is compared with PSO in Figure 4.15. It can be observed that
both searching strategy provide approximately the same performance. When the number
of selected bands is equal to 50, the performance of the ROC curve using both PSO and
FA can approximate the ROC curve using all the original bands. The goal of reducing the
number of bands while maintaining the detection performance is reached.
Table 4.1 list the time cost of FA and PSO using TCIMF and ACE respectively. In
this experiment, the number of iterations is set to 900, and ‘V3’ target is used as the target.
The MSR parameters of TCIMF and ACE are set as 300 and 20 respectively. From Table
4.1, it can be observed that FA searching strategy is more than twice faster compared with
PSO.

4.7

Conclusions
In this chapter, a PSO-based band selection method is proposed to select a small

number of bands while maintaining the target detection performance. Typical detectors,
i.e., TCIMF and ACE, are studied. MSR or detection output comparison using CC can
serve as a simple objective function, and MSR which measures the target and false-alarm-
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background separation can outperform CC. The results also demonstrate that PSO can find
better subset bands for detection compared with traditional SFS.
Additionally, a FA-based band selection method is presented for hyperspectral
target detection. The experimental results show that FA-based band selection method can
generate approximate the same performance as the PSO-based searching strategy but can
reduce the time cost.
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Table 4.1

TCIMF
ACE

Figure 4.1

Computational cost using PSO and FA for TCIMF and ACE (Seconds)
30
83.7
1436.4

FA
40
104.4
1584.9

50
129.6
1786.5

The Cropped HyMap Data.
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30
175.3
3023.1

PSO
40
219.6
3348.9

50
271.8
3799.8

(a)

(b)
Figure 4.2

TCIMF Detection Maps for F2

(a) All bands; (b) 30 bands
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(a)

(b)
Figure 4.3

ACE Detection Maps for F2

(a) All bands; (b) 30 bands
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CHAPTER V
CONCLUSIONS AND FUTURE WORK

5.1

Conclusions
In this dissertation, several efficient algorithms are developed for hyperspectral

remote sensing imagery. Different applications including classification and detection are
investigated.
In Chapter II, low-complexity multiple collaborative representation classifier is
developed. It can effectively avoid the redundant operations in pre-partitioning and postpartitioning based CRC algorithms. Additionally, an effective PROCRC classifier is
presented for hyperspectral imagery classification. Compared with the original CRC
algorithms, it has excellent performance in terms of the overall accuracy. The Tikhonov
regularized versions of CRC have good classification performance, but their computational
cost is high. PROCRC can achieve excellent performance in terms of accuracy and cost.
Additionally, the performance of PROCRC is improved by using spatial features such as
Gabor, LBP, and EMAP features.
In Chapter III, nonlinear band generation method with explicit functions is
developed for multispectral classification, and an explicit kernel mapping approach is
presented to improve the performance of traditional kernel methods. Compared with the
traditional kernel methods, the band generation approach can generate higher classification
accuracy on the multispectral dataset with much lower computational cost for two
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classifiers, i.e., SRC and CRT respectively. The explicit kernel mapping can remain high
accuracy as the traditional kernel versions of the CR-based algorithms but with similarly
low computational cost as in the original linear CRC classifiers.
In Chapter IV, PSO and FA based band selection methods are proposed for
hyperspectral band selection. Their performances are compared with SFS based searching
method. It shows that PSO and FA searching strategies can outperform the sequential
searching methods. Additionally, a MSR criterion is proposed, which can generate more
useful bands than the CC criterion. This is due to the reason that most of the pixels in a
hyperspectral imagery scene are background pixels.

5.2

Future work
In the future work, PROCRC will be applied on anomaly detection and its

superiority over CRT will be investigated for this purpose. Additionally, since PSO and
FA can be implemented in parallel, their performance will be investigated using parallel
computing [100].
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