Abstract-In this letter, a fusion-classification system is proposed to alleviate ill-conditioned distributions in hyperspectral image classification. A windowed 3-D discrete wavelet transform is first combined with a feature grouping−a wavelet-coefficient correlation matrix (WCM)−to extract and select spectral-spatial features from the hyperspectral image dataset. The adjacent wavelet-coefficient subspaces (from the WCM) are intelligently grouped such that correlated coefficients are assigned to the same group. Afterwards, a multiclassifier decision-fusion approach is employed for the final classification. The performance of the proposed classification system is assessed with various classifiers, including maximum-likelihood estimation, Gaussian mixture models, and support vector machines. Experimental results show that with the proposed fusion system, independent of the classifier adopted, the proposed classification system substantially outperforms the popular single-classifier classification paradigm under small-sample-size conditions and noisy environments.
I. Introduction

H
YPERSPECTRAL imagery (HSI) records hundreds of spectral bands for each pixel, each of which contains values that correspond to the detailed spectrum of reflected light [1] . However, the high dimensionality of HSI also reduces the generalization capability of statistical classifiers, such as the maximum-likelihood estimation (MLE) [2] and the Gaussian mixture model (GMM) [3] classifiers. Since HSI bands are often highly correlated, it is often necessary to project the data onto a lower-dimensional subspace using dimensionality reduction. Traditional approaches include unsupervised methods, such as principal component analysis [4] , and supervised methods, such as Fisher's linear discriminant analysis (LDA) [2] and its many variants [5] , [6] . Compared with these classification approaches, support vector machines (SVMs) [7] have been found to be particularly promising for classification of hyperspectral data because of their lower sensitivity to the curse of dimensionality.
Despite high spectral resolution in HSI, the number of training samples is often limited and insufficient to reliably estimate classifier models for each class. To solve this problem, a variety of feature-extraction methods [8] - [10] and classification approaches have been proposed recently. In [11] , the classification accuracy with SVM is improved by using stacked generalization and the complementary information of magnitude and shape features. In [12] , a divide-and-conquer approach provides a noise-robust framework based on redundant discrete wavelet transforms. In [13] , a 3-D discrete wavelet transform (3-D DWT) is combined with the local Fisher's discriminant analysis (LFDA)-GMM strategy [14] for extracting spectral-spatial information while preserving the multimodal structure of the statistical distributions, wherein a windowed 3-D DWT is first employed to extract wavelet features from the HSI.
In this letter, a fusion-classification system based upon a wavelet-coefficient correlation matrix (WCM) used as a feature grouping is proposed. Specifically, 3-D DWT coefficients are extracted as spectral-spatial features for classification. Partitioning based on the WCM breaks down the wavelet feature space into approximately independent contiguous subspaces. Afterwards, classification (LDA-MLE [6] , LFDA-GMM [14] , and SVM-radial basis function (RBF) [15] ) along with decision fusion in the form of majority voting (MV) [16] is then invoked to combine these results into a single classification decision per pixel. The proposed algorithm solves the smallsample-size problem via WCM feature-grouping and also provides noise-robust classification.
The remainder of this letter is organized as follows. Section II presents the windowed 3-D DWT feature-extraction technique and WCM feature-grouping method. Section III describes the formulation of the proposed classification scheme. In Section IV, we describe the employed HSI dataset. A detailed discussion of the experimental results 1545-598X c 2013 IEEE is presented in Section V, while Section VI concludes this letter.
II. Feature Extraction and Selection
A. Windowed 3-D DWT
In this letter, a windowed 3-D DWT is employed to extract spectral-spatial features of a hyperspectral image for classification. Specifically, we perform a sliding window analysis, wherein a spatial window of size B×B pixels is scanned across the hyperspectral imagery. Due to the 3-D DWT transformation, the spatial window size is restricted to be a power of 2. Fig. 1 illustrates the sliding window used for extracting spatial features from HSI. If the window size B is 4, there are 16 pixels in the window.
With each slide along the x-or y-axis, a windowed block of spatial size B × B and spectral size N will be produced, as depicted in Fig. 1 (N is the number of spectral bands), the 3-D DWT coefficients are then extracted from each B×B×N block. Specifically, a single-level dyadic 3-D DWT using Haar filters is applied to each B×B×N block. This 3-D DWT, which is implemented in the spatial-row, spatial-column, and spectralslice directions, results in eight subbands for one block. The baseband, or LLL frequency subband, results from lowpass filtering in all three directions; in this letter, the set of LLL subbands from the blocks constitutes the extracted features used subsequently for classification. The dimensionality of each extracted feature is consequently N LLL = B 2 N/8.
B. WCM Feature Grouping
Subspace identification is the next step in the proposed multiclassifier and decision-fusion system. It involves intelligent partitioning of the hyperspectral feature space into contiguous subspaces such that each subspace provides increased class separation, while the statistical dependence between subspaces is minimized. In this letter, the WCM is defined as the correlation matrix of the LLL subband of the 3-D DWT extracted from the windowed blocks. We evaluated the 3-D DWT-based methods using all subbands individually and found that the LLL subband provided the best classification performance. For example, consider the results for 3-D DWT-LFDA-GMM as shown in Table I . The WCM technique breaks down the high-dimensional wavelet-coefficient feature space into contiguous subspaces. For example, for the Indian Pines dataset (N = 220), the feature vector extracted from each block has dimensionality B 2 N/8 = 440. We note that, in this dataset, spectral bands {104-108} and {150-163} are water-absorption bands and are hence removed. The resulting WCM is depicted in Fig. 2 ; we see from this WCM that the 440-dimensional feature vector can be naturally partitioned into five groups such that, in each group, these features are highly correlated with one another. These five groups correspond to the five light-colored blocks residing on the diagonal of the WCM, as visible in Fig. 2 .
The WCM, which drives the proposed feature partitioning, possesses the advantage of including the 3-D DWT into the feature-extraction process, yielding high classification accuracies at the subspace level. That is, adjacent 3-D DWT coefficients are highly correlated in the feature subspace. The adjacent 3-D DWT feature bands are intelligently grouped by exploiting the WCM structure. With such an approach, the problem of limited training sample size is overcome since the number of training samples required per subspace is substantially lower than that which would be required if all bands and 3-D DWT coefficients were used. On the other hand, noisy/redundant bands are discarded by subspace identification [17] . Furthermore, the low intergroup correlation is favorable for a noise-robust decision fusion of local decisions. This can be attributed to the fact that such a partitioning of the feature space for a multiclassifier system yields superior noise-robust performance for classification tasks, while ensuring robustness to the small-sample-size problem.
III. Classification and Methodologies
A. MLE
MLE is a common solution that views system parameters as quantities whose values are fixed but unknown. The maximum-likelihood estimate of their values maximizes the probability of obtaining the samples actually observed. A popular parametric classification typically employed involves invoking an MLE classifier after dimensionality reduction based on Fisher's LDA. 
B. GMM
A GMM can be viewed as a combination of two or more normal Gaussian distributions. In a typical GMM representation, a probability density function for X = {x i } n i=1 in d is written as the sum of K Gaussian components
where N(X, μ k , k ) represents the kth Gaussian component of the mixture. K is the number of mixture components, and α k , μ k , and k are the mixing weights, mean vector, and covariance matrix, respectively, of the kth component, which are expressed by the parameter vector = {α k , μ k , k }. Once the optimal number of components, K, per GMM has been determined, the parameters for the mixture model can be estimated by using expectation maximization [18] , an iterative optimization strategy. It was recently demonstrated in [14] that LFDA, combined with GMM, resulted in high classification performance for HSI.
C. SVM
Given a training dataset X = {x i } 
constrained to
where w is the normal to the optimal decision hyperplane, n denotes the number of samples, and b represents the closest distance to the origin of the coordinate system. The regularization parameter C controls the generalization capabilities of the classifier, and ξ i are positive slack variables [7] . This problem is solved by maximizing its Lagrangian dual problem, which consists of maximizing
constrained to 0 ≤, α i ≤, C, and i α i y i = 0, i = 1, K,n, where auxiliary variables α i are Lagrange multipliers corresponding to constraints in (3). In this letter, the RBF is employed
where σ is the parameter that we will need to tune experimentally.
D. Proposed System
In this letter, LDA-MLE, LFDA-GMM, and SVM-RBF are employed as the classification strategies. We propose a fusion system that is based on WCM feature-grouping and MV-based decision fusion [16] . As a hard decision-fusion rule, MV is
where α i is the confidence score for the ith classifier, I is the indicator function, w is the class label from one of the C possible classes for the test pixel, i is the classifier index, n is the number of classifiers, and N(j) is the number of times class j was detected in the bank of classifiers. Fig. 3 shows the flowchart of the proposed multiclassifier and decision-fusion system. First, 3-D wavelet coefficients are extracted by a sliding window. Then, we break down the feature space into approximately independent contiguous subspaces by the WCM-based feature grouping. X*Y represents the number of original pixels. Following this, multiclassifiers (LDA-MLE, LFDA-GMM, and SVM-RBF, respectively) are applied for obtaining local labels in each group. Finally, a decision-fusion system merges decisions from each classifier in the bank into a single decision by the MV rule.
IV. Experimental Setup
In this letter, the experiments are conducted using two hyperspectral datasets. The first one is the Indian Pines dataset collected by the National Aeronautics and Space Administration's Airborne Visible/Infrared Imaging Spectrometer sensor. The dataset represents a vegetation-classification scenario with 145×145 pixels and 220 spectral bands. Approximately, 8600 labeled pixels are employed to train and validate/quantify the efficacy of the proposed system. Eight classes (Corn no till, Corn min till, Grass/Pasture, Hay windowed, Soybean no till, Soybean min till, Soybean clean till, Woods) are used in this letter, with an average of 188 training samples per class and 7120 testing samples (the ratio of testing and training samples is about 5:1). The second dataset is the Pavia University data, collected by the reflective optics system imaging spectrometer sensor. The dataset has 103 spectral bands with a spatial size of 610×340 pixels. Approximately 8100 labeled pixels are employed to train and validate/quantify the efficacy of the proposed system. This dataset is partitioned into approximately 1350 training samples and 6750 testing samples (the ratio of testing and training is 5:1).
V. Results and Discussion
In this section, we applied the WCM feature-grouping and decision-fusion scheme with MLE-, GMM-, and SVMbased classifiers for HSI classification. For comparing the performances of the proposed methods with existing single classifier algorithms (wherein all the WCM coefficients are fed to a single classifier)-namely, LDA-MLE, LFDA-GMM, and SVM-RBF-we conduct experiments on two real-life situations-limited training samples and noisy datasets. We report the performance of these classification-fusion systems as measured by the overall classification accuracy with test data, along with 95% confidence intervals. To match challenging operating conditions, we provide results for a wide range of training samples. Noisy conditions are simulated by adding white Gaussian noise to hyperspectral image data, and the performance measures are reported over a wide range of signal-to-noise ratios (SNRs).
A. Optimizing WCM-Based Algorithms
For the basic single-classifier algorithms, LFDA-GMM and SVM-RBF need to optimize system parameters for any HSI classification task. For LFDA-GMM, we need to find an optimal parameter r that is the reduced dimensionality of the LFDA projection. For SVM-RBF, the kernel parameter σ is an important factor that impacts the generalization ability in the kernel-induced space [14] . We tune r over a wide range from 5 to 30, and from σ 0.1 to 1.0. Finally, the optimal parameters are chosen as those that maximize the training accuracy.
In the following experiment, we discuss the window size B as a parameter for the proposed fusion system. For the Indian Pines dataset, the available training data are further divided into 94 training samples and 94 testing samples per class. Fig. 4 depicts the classification accuracy of the proposed algorithms WCM-LDA-MLE, WCM-LFDA-GMM, and WCM-SVM-RBF as a function of window size B (varying from 2 to 10). We can conclude that the optimal value of B for both WCM-LDA-MLE and WCM-LFDA-GMM is 6. For WCM-SVM-RBF, the best classification accuracy is obtained at a value of 10.
B. Comparison Against Conventional Classifiers
In order to quantify the efficacy of the proposed fusionbased classification system, we compare three decisionfusion methods (WCM-LDA-MLE, WCM-LFDA-GMM, and WCM-SVM-RBF) with corresponding single-classifier methods (LDA-MLE [5] , LFDA-GMM [14] , and SVM-RBF [7] ). The baseline of these methods listed above is measured in two experiments representing challenging real-world scenarios. Since labeling training samples for HSI classification is a complicated task, the number of training samples is often insufficient to reliably estimate the classifier models for each class. We study the classification accuracy as a function of training samples over a range from a small number to a reasonably high number. We also conducted an experiment to study the robustness of our system under noisy environments. We assume that the noise is independent of the signal information, and add different amounts of Gaussian noise to both training and testing samples. SNR is used to measure the quality of noisy hyperspectral dataset.
The classification accuracy of the proposed system is studied over an available range of total training samples (from 600 to 1600 for Indian Pines dataset and from 225 to 1350 for University of Pavia dataset). Fig. 5 (top) shows that the proposed fusion methods always produce higher overall classification accuracies, compared to traditional single-classifier methods. For the Indian Pines and the University of Pavia datasets, WCM-LFDA-GMM and WCM-SVM-RBF yield much higher performance, even under small training-sample sizes (e.g., 600 training samples for Indian Pines dataset and 225 training samples for the University of Pavia dataset).
We also conducted an experiment to estimate the noise robustness of our proposed system. These two HSI datasets are corrupted by white Gaussian noise added to each spectral band over a wide SNR range (from 9.3 dB to 36.36 dB for Indian Pines dataset and from 3.99 dB to 27.37 dB for University of Pavia dataset). We studied the sensitivity of the proposed fusion methods relative to conventional methods. As Fig. 5 (bottom) indicates, the proposed WCM-based multiclassifier and decision-fusion system yields classification that outperforms traditional single-classifier approaches. For the Indian Pine dataset, the proposed WCM-SVM-RBF significantly outperforms the other approaches at all SNRs. For the University of Pavia dataset, the proposed WCM-based system also outperforms traditional approaches.
VI. Conclusion
In this letter, a windowed 3-D DWT was employed for simultaneous spectral-spatial feature extraction, and a WCM feature-banding method was proposed to break down the wavelet feature space into approximately independent contiguous subspaces. Afterwards, an MV-based decision fusion, combined with a bank of multiclassifiers (LDA-MLE, LFDA-GMM, and SVM-RBF, respectively) was invoked to combine these results into a single classification decision. The experimental results demonstrated that the proposed system required only a small number of training samples for effective classification, while also providing robustness in the presence of additive white Gaussian noise.
