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RIEMANNIAN ANOSOV EXTENSION AND APPLICATIONS
DONG CHEN, ALENA ERCHENKO, AND ANDREY GOGOLEV
Abstract. Let Σ be a Riemannian manifold with strictly convex spherical boundary. As-
suming absence of conjugate points and that the trapped set is hyperbolic, we show that
Σ can be isometrically embedded into a closed Riemannian manifold with Anosov geodesic
flow. We use this embedding to provide a direct link between the classical Livshits theorem
for Anosov flows and the Livshits theorem for the X-ray transform which appears in the
boundary rigidity program. Also, we give an application for lens rigidity in a conformal
class.
1. Introduction
A closed Riemannian manifold (M, g) is called Anosov if the corresponding geodesic flow
on the unit tangent bundle T 1M is an Anosov flow. For example, all closed manifolds
with strictly negative curvature are Anosov. Special examples of manifolds which are not
negatively curved, but carry Anosov geodesic flows are known. The first one is probably
due to Eberlein [Ebe73] who performed a careful local deformation of a hyperbolic manifold
to create a small disk of zero curvature. Due to the C1 stability of the Anosov property,
Eberlein’s example can be perturbed further to create some positive curvature while keeping
the Anosov property. Further examples were constructed by Gulliver [Gul75], using radially
symmetric caps of positive curvature, and by Donnay-Pugh [DP03] who constructed Anosov
surfaces embedded in R3.
Our main result shows that one can embed certain Riemannian manifolds (Σ, g) with
boundary and hyperbolic trapped sets isometrically into an Anosov manifold. (Recall that
the trapped set is the set of geodesics which never hit ∂Σ.)
Theorem A (Theorem 8.1). Let (Σ, g) be a compact smooth Riemannian manifold with
boundary. Assume that each component of the boundary is a strictly convex set diffeomorphic
to a sphere. Also, assume that (Σ, g) has no conjugate points and the trapped set for the
geodesic flow is hyperbolic. Then, there exists a codimension 0 isometric embedding (Σ, g) ⊂
(Σext, gext) such that (Σext, gext) is a closed Anosov manifold.
Remark. We do not require Σ to be connected. If we do not insist on the embedding being
codimensional 0 then it is not hard to apply Nash’s embedding theorem to isometrically embed
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(Σ, g) into a high dimensional Euclidean space and then into a horosphere in a manifold of
constant negative curvature (We owe this remark to Keith Burns).
To the best of our knowledge, the above theorem is the first general result on existence of
Anosov extensions. We note that all assumptions except for convexity and diffeomorphism
type of the boundary are necessary assumptions to admit an Anosov extension. One fact
which immediately follows from Theorem A is that for any point in any Riemannian manifold,
one can isometrically embed any sufficiently small neighborhood of the given point into a
closed Anosov manifold.
Theorem A allows one to transfer some results from the setting of closed Riemannian
manifolds to the setting of compact Riemannian manifolds with boundary. We proceed with
a description of such applications.
Denote by ∂− (respectively, ∂+) the unit inward (respectively, outward) vectors based on
∂Σ (precise definition are given in Section 2.3). The lens data consists of two parts: the
length map lg : ∂− → [0,∞] measuring the time at which γv hits ∂Σ again for all v ∈ ∂−, and
the scattering map sg : ∂− \ Γ− → ∂+ associating v ∈ ∂− \ Γ− with its exiting vector sg(v).
Here Γ− := l−1g (∞). We say that two metrics g and g′ on Σ are lens equivalent if lg = lg′
and sg = sg′ . For any metric g on Σ, denote by gU the lifted metric on universal cover Σ˜.
Two metrics g and g′ on Σ are called marked lens equivalent if the lens data of gU and g′U
coincide. The lens rigidity (resp. marked lens rigidity) problem asks whether lens equivalent
(resp. marked lens equivalent) metrics are isometric via a diffeomorphism fixing ∂Σ.
Together with an argument of Katok [Kat88], we confirm the following extension of
Mukhometov-Romanov result [MR78] in the case when hyperbolic trapped sets are allowed.
Corollary B (Marked lens rigidity in a conformal class). Let ρ : Σ→ R+ be a smooth function
such that the metrics (Σ, g) and (Σ, ρ2g) both satisfy the assumptions in Theorem A. Assume
that g and ρ2g are marked lens equivalent. Then, ρ = 1.
Further, combining with a theorem of Guillarmou [Gui17, Theorem 4] we have the following
result in dimension 2.
Corollary C. Let (Σ, g) and (Σ, g′) be two smooth Riemannian surfaces with no conjugate
points and non-empty strictly convex boundary. Assume that g|T (∂Σ) = g′|T (∂Σ) and the
trapped sets of g and of g′ are hyperbolic. If g and g′ are marked lens equivalent then there
exists a diffeomorphism f : Σ→ Σ′ such that f∗g = g′ and f |∂Σ = id∂Σ.
A local version of this result, when g and g′ are assumed to be C2 close, was recently
established by Guillarmou and Mazzucchelli [GM18].
Remark. Corollaries B and C are related to the boundary rigidity problem, which asks
whether one can reconstruct the Riemannian metric g in the interior from knowing the
distance dg : ∂Σ × ∂Σ → R between points on the boundary. Michel [Mic81] conjectured
that all simple manifolds are boundary rigid, and the surface case was proved by Pestov-
Uhlmann [PU05]. Partial results in higher dimensions can be found in [SU09], [Var09], [BI10],
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[BI13], [SUV17], etc. When trapped sets are allowed, the marked lens rigidity is equivalent
to marked boundary rigidity, and certain local rigidity results were recently established in
[Gui17], [GM18], [Lef19], and [Lef20] in the case when trapped sets are hyperbolic. To the
best of our knowledge, Corollary C is the first global marked lens rigidity result for surfaces
with trapped sets and without curvature restriction.
Another application is a smooth Livshits theorem for domains with sharp control of regu-
larity of solution.
Corollary D (Livshits Theorem for domains). Let (Σ, g) be as in Theorem A and let a Cr-
smooth (r > 0) function β : T 1Σ→ R be such that its Cr-jet vanishes on the boundary ∂T 1Σ.
Assume that for all v ∈ ∂−\Γ−, ∫ lg(v)
0
β(γv(t))dt = 0.
Then, there exists u ∈ Cr−(T 1Σ) such that Xu = β and u|∂(T 1Σ) = 0, where X is the geodesic
spray.
Here r− = r if r is not an integer. If r is an integer then r− = r − 1 + Lip. We hope
that Corollary D may be helpful for establishing injectivity of the X-ray transform in the
no-conjugate-points setting for studying deformation lens rigidity in finite regularity, but we
will not pursue either of these directions in this paper.
Remark. The reason why Livshits theorem is restricted to functions which are flat on the
boundary is that, otherwise, the standard bootstrap argument for solution of the cohomo-
logical equation [dlLMM86] does not work. However, notice that our condition is not a
restriction for the potential application to the deformation lens rigidity due to a result of
Lassas-Sharafutdinov-Uhlmann who recover the jet of the metric from local lens data [LSU03].
For the same reason, the assumption g|T (∂Σ) = g′|T (∂Σ) in Corollary C can be removed (see
also Comment (1) in [Gui17]).
Remark. All our results have low regularity versions in the case when (Σ, g) has finite
regularity which exceeds C3+α for some positive α > 0.
Remark. The assumption that the boundary is a sphere is only used in Section 8, where we
glue the extended boundary with hyperbolic space form. With some effort, the assumption
on the boundary can probably be relaxed to any codimension 1 submanifold which can be
convexly embedded into a compact hyperbolic manifold, for example, S1 × Sn−2.
1.1. Organization. This paper is organized as follows. In Section 2 we set up notation
and collect a number of preliminaries from geometry and dynamics. In Section 3 we prove
Corollaries B and D using Theorem A. The estimates for Jacobi field within a slightly larger
domain containing Σ are carried out in Section 4. The estimates on curvature for certain
extension are presented in Sections 5-7. In Section 8 we construct an explicit extension of
the metric and prove Theorem A.
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2. Preliminaries
2.1. Geometry of the tangent bundle. In this section, we formulate some general facts
about the tangent bundle. One can find more details in [Ebe73] and [EO80].
Let (M, g) be a C2+α, α > 0, n-dimensional compact Riemannian manifold with or without
a boundary. Denote by T 1M the unit tangent bundle of M . For any v ∈ T 1M , let γv be the
unit speed geodesic in (M, g) such that γ′v(0) = v. The geodesic flow ϕt : T 1M → T 1M is
defined by setting ϕt(v) = γ
′
v(t). A vector field J(t) along γv is a Jacobi field if J(t) satisfies
the Jacobi equation
J ′′(t) +R(γ′v(t), J(t))γ
′
v(t) = 0, (2.1)
where R is the Riemann curvature tensor and ′ corresponds to the covariant differentiation
along γv. A Jacobi field is uniquely determined by the values J(0) and J
′(0).
Denote by pi : TM → M the canonical projection. For any ξ ∈ TTM , let c(t), for
t ∈ (−ε, ε), be a curve on TM with c′(0) = ξ. Define the connection map K : TTM → TM
by Kξ = ∇pi◦cc(0). It is well-defined since ∇pi◦cc(0) is independent of the choice of c. The
map dpi⊕K : TTM → TM⊕TM is an linear isomorphism. The kernel of dpi : TTM → TM ,
denoted by H, is called the horizontal subbundle, while the kernel V of the connection map
K is called the vertical subbundle. The Sasaki metric on TTM is defined via
〈ξ, η〉 := gpiv(dpiξ, dpiη) + gpiv(Kξ,Kη)
for ξ, η ∈ TvTM . We denote by |ξ| :=
√〈ξ, ξ〉 the Sasaki norm of ξ ∈ TTM .
Fact 2.1. Now vectors in the tangent space TvT
1M can be identified with Jacobi fields along
γv in the following way: for any ξ ∈ Tv(T 1M), we define Jξ to be the unique Jacobi field
along γv with Jξ(0) = dpiξ and J
′
ξ(0) = Kξ.
The above identification is invariant under the geodesic flow, namely,
JDϕt(ξ)(0) = Jξ(t) and J
′
Dϕt(ξ)
(0) = J ′ξ(t).
In particular, if we fix ξ ∈ TvT 1M then gpiv(Jξ(t), γ′v(t)) is independent of t. Thus, for any
ξ ∈ TvT 1M , Jξ is perpendicular to γv if and only if 〈ξ,X〉 = 0 where X is the vector field
on TM generating the geodesic flow ϕt on (M, g). We denote the space of Jacobi fields
perpendicular to a geodesic γ by J (γ).
Note that the Sasaki norm of (dϕt)ξ is given by
|(dϕt)ξ|2 = ‖ Jξ ‖ 2(t) + ‖ J ′ξ ‖ 2(t). (2.2)
2.2. Hyperbolicity. Let ϕt : M → M be a smooth flow on a Riemannian manifold and let
X be its generating vector field. Recall that an invariant set Λ is λ-hyperbolic (where λ > 0)
if there exists C > 0 such that for all y ∈ Λ there is a continuous flow-invariant splitting
TyM = RX(y)⊕ Eu(y)⊕ Es(y)
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such that
‖ dϕt(y)w ‖ ≤ Ce−λt ‖w ‖ , ∀t > 0, ∀w ∈ Es(y) and (2.3)
‖ dϕt(y)w ‖ ≤ Ceλt ‖w ‖ , ∀t < 0,∀w ∈ Eu(y),
where ‖ · ‖ is the norm on TyM induced by the Riemannian metric. Distributions Es and
Eu are called stable and unstable subbundles on Λ.
If Λ = M then ϕt is called an Anosov flow. For Anosov flows the classical Livshits Theorem
is stated as follows.
Theorem 2.2 ([Liv71, dlLMM86]). Let ϕt : M → M be a transitive Anosov flow and let
β : M → R be a Cr function such that∫
γ
β(γ(t))dt = 0
for every periodic orbit γ. Then there exists u ∈ Cr−(M) such that Xu = β, where X is the
generator for the geodesic flow.
We will use the following criterion, due to Eberlein, for establishing the Anosov property
of geodesic flows. Another proof of this criterion was given Ruggiero [Rug07] following an
idea of Ma´ne˜.
Theorem 2.3 ([Ebe73], see also [Rug07]). Let ϕt be a geodesic flow on a manifold without
conjugate points. Then ϕt is Anosov if and only if all nonzero perpendicular Jacobi fields are
unbounded.
When Λ 6= M , the following result lets us extend the hyperbolic structure to a neighbor-
hood of Λ.
Lemma 2.4 ([HPPS70]). Let Λ be a λ-hyperbolic set. Then for any ε > 0 there exists an
open neighborhood Vε of Λ and extensions Es and Eu of the stable and unstable subbundles
to Vε with the following properties:
(1) Local invariance: if an orbit segment [y, ϕt(y)] ⊂ Vε then, dϕt(y)Es(y) = Es(ϕt(y))
and dϕt(y)E
u(y) = Eu(ϕt(y))
(2) Hyperbolicity: if an orbit segment [y, ϕt(y)] ⊂ Vε then
‖ dϕt(y)w ‖ ≤ Ce−(λ−ε)t ‖w ‖ , ∀w ∈ Es(y) and
‖ dϕt(y)w ‖ ≥ 1
C
e(λ−ε)t ‖w ‖ , ∀w ∈ Eu(y).
Remark 2.5. The reference [HPPS70] does not contain an explicit statement about the
hyperbolic rate being close to λ (item (2) in Lemma 2.4). However, this rate, indeed can
be chosen as close to λ as desired by choosing a sufficiently small neighborhood of Λ. This
follows from the fact that the expansion and contraction rates depend continuously on the
point. In the case when M is 3-dimensional such extensions of bundles Es and Eu can be
chosen so that they integrate to locally invariant continuous foliations. In higher dimension
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this seems to be unknown. However, for our purposes we will merely need locally invariant
bundles which do not necessarily integrate to foliations.
2.3. The hyperbolic trapped set. Let (Σ, g) be a smooth n-dimensional compact Rie-
mannian manifold with boundary. Denote by
(
T 1Σ
)◦
the interior of T 1Σ. Let ∂− and ∂+ be
the incoming and outgoing, respectively, subsets of the boundary of T 1Σ defined by
∂± =
{
v ∈ T 1Σ |pi(v) ∈ ∂Σ, ±g(v, ν) > 0} ,
where ν is the unit normal vector field to ∂Σ pointing outwards. For any v ∈ ∂−, the geodesic
γv starting at v either has an infinite length or exits Σ at a boundary point in ∂+. We denote
by lg(v) ∈ [0,∞] the length of γv in Σ. Let
Γ− := {v ∈ ∂− : lg(v) =∞}.
For each v ∈ ∂−\Γ− denote the exit point by sg(v) ∈ ∂+. Similarly we define the set Γ+ ⊂ ∂+
which is trapped in Σ in backwards time. Then the trapped set in the interior of Σ is defined
via
Λ =
⋃
t>0
ϕt(Γ−) ∩
⋃
t<0
ϕt(Γ+).
Equivalently, Λ is the set of v ∈ (T 1Σ)◦ such that the ϕt-orbit of v does not intersect the
boundary. Throughout this paper we will always assume that the trapped set is hyperbolic.
The stable and unstable bundles of Λ are denoted Es and Eu, respectively. It is clear from the
discussion in Section 2.1 and (2.3) that both Es and Eu are perpendicular to the generating
vector field X.
Remark 2.6. When v ∈ Λ, the isomorphism dpi ⊕ K : TTM → TM ⊕ TM maps the
invariant subbundles Eσ(v) to the graph of stable/unstable Ricatti tensors Uσv on v
⊥ :=
{w ∈ Tpi(v)M |gpi(v)(w, v) = 0}, σ = s, u. See [Ebe73] for more details.
Now we apply Lemma 2.4 to the trapped set with ε = λ2 . If v /∈ Λ then the invariant
subbundles along the orbit through v only exist for a finite time and, hence, they does
not have to be perpendicular to X. Nevertheless we can still obtainperpendicular invariant
bundles by taking orthogonal component (which only results in a slightly different constant
C in Lemma 2.4).
More specifically, we define the following linear subspaces of the space of Jacobi fields along
a geodesic γv:
J σ(v) = {Jξ|ξ ∈ Eσ(v)} and J σ⊥(v) = {J⊥ξ |ξ ∈ Eσ(v)},
where Jξ = J
⊥
ξ + J
‖
ξ with J
⊥
ξ being a perpendicular Jacobi vector field and J
‖
ξ being a
tangential Jacobi vector field, i.e., J
‖
ξ (t) = (αt+β)γ
′
v(t) for some α, β ∈ R. For any σ ∈ {s, u},
let Eσ⊥(v) := {ξ ∈ TvT 1M |Jξ ∈ J σ⊥(v)}.
Now we have the following variant of Lemma 2.4 near hyperbolic trapped set Λ of the
geodesic flow.
6
Anosov extension
Lemma 2.7. There exists a neighborhood U of Λ such that U ⊂ Vλ
2
and for σ ∈ {s, u},
(1) Eσ⊥ are continuous subbundles in U ;
(2) Tv(T
1Σ) = RX(v)⊕ Eu⊥(v)⊕ Es⊥(v) for all v ∈ U ;
(3) For any v ∈ U , denote by (t−(v), t+(v)) the time interval on which ϕt(v) ∈ U . Then
we have dϕt(v)E
σ
⊥(v) = E
σ
⊥(ϕt(v)) for all t ∈ (t−(v), t+(v));
(4) There exists C ′ > 0 such that for all v ∈ U ,
|dϕt(v)ξ| ≤ C ′e−λ2 t|ξ|, ∀t ∈ (0, t+(v)), ∀ξ ∈ Es⊥(v) and
|dϕt(y)ξ| ≤ C ′eλ2 t|ξ|, ∀t ∈ (t−(v), 0), ∀ξ ∈ Eu⊥(v);
(5) Let v ∈ U and v⊥ = {w ∈ Tpi(v)M |gpi(v)(w, v) = 0}. For each w ∈ v⊥, there exists a
unique vector ξσw ∈ Eσ⊥(v) such that dpiξσw = w, and the map Xσv : v⊥ → Eσ⊥(v), w 7→
ξσw is a linear isomorphism.
(6) The map Uσv := K ◦ Xσv is a linear endomorphism on v⊥ and there exists L > 0
depending only on Λ such that |Uσv | ≤ L for all v ∈ U .
Proof. By Lemma 2.4, Eσ are continuous and invariant under the flow {ϕt} in Vλ
2
, so we ob-
tain the first three items of the lemma because the splitting into perpendicular and tangential
Jacobi vector fields is invariant under the flow.
Since Eσ⊥(v) = E
σ(v) for all v ∈ Λ, there exists a neighborhood U of Λ such that for any
v ∈ U for any ξ ∈ Eu(v) ∪ Es(v) \ {0} we have |<ξ,X>‖ ξ ‖ | ≤ 110 . Thus, using Lemma 2.4 (2),
we obtain (4) with C ′ = 2C. By choosing U sufficiently small and using [Ebe73, Proposition
2.6], we obtain (5). Finally, (6) follows from Remark 2.6 and (1). 
2.4. Comparison lemmas of Jacobi fields. Let J be a nonzero Jacobi field along a unit
speed geodesic γ. For any t with J(t) 6= 0, define
µJ(t) :=
1
2
( ‖ J ‖ 2(t))′
‖ J ‖ 2(t) =
gγ(t)(J
′(t), J(t))
gγ(t)(J(t), J(t))
. (2.4)
Notice that µJ is invariant under scaling of the Jacobi field J .
We will use the following comparison lemma from [Gul75] many times in this paper.
Lemma 2.8 ([Gul75], Lemma 3). Let γ be a geodesic on a Riemannian manifold M and let
J be a perpendicular Jacobi field along γ. Assume that f : R → R is integrable on bounded
sets and gives an upper bound on sectional curvature as follows
K(span{c′(t), J(t)}) ≤ f(t)
for all t. Let s∗ ∈ R and let u be a solution of u′′ + fu = 0 with u(s∗) = ‖ J ‖ (s∗), u′(s∗) ≤
‖ J ‖ ′(s∗). Assume that u(t) > 0 for s∗ < t ≤ s∗∗. Then for any s∗ < t ≤ s∗∗, J(t) 6= 0, and
µJ(t) ≥ u′(t)/u(t).
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Corollary 2.9. Let (M, g) be a compact Riemannian manifold without conjugate points. For
any τ > 0, there exists a constant Q = Q(τ, g) such that for any v ∈ TM with γv[0, τ ] ⊆ M
the following holds. Let J be a perpendicular Jacobi field along γv. If µJ(0) > Q (we allow
µJ(0) = +∞), then µJ(t) > −Q for all t ∈ [0, τ ]. In particular, J does not vanish on (0, τ ].
Proof. Because M is compact it admits an upper bound on sectional curvature K˜2 and we
can assume that K˜ > 1.
We argue by contradiction. Assume that there exists τ0 > 0 such that for any n ∈ N,
there exists vn ∈ TM with γvn [0, τ0] ⊆ M and perpendicular Jacobi field Jn along γvn with
µJn(0) > n and µJn(sn) < −n for some sn ∈ [0, τ0]. First, we prove that sn ≥ 2K˜ tan−1
1
K˜
. If
Jn(0) 6= 0, by applying Lemma 2.8 with f ≡ K˜2, s∗ = 0, u(0) = ‖ Jn ‖ (0), u′(0) = n ‖ Jn ‖ (0),
we have
µJn(t) ≥
u′(t)
u(t)
= −K˜ tan
(
K˜t− tan−1 n
K˜
)
, t ∈ [0, pi/2K˜].
Thus
sn ≥ 2
K˜
tan−1
n
K˜
≥ 2
K˜
tan−1
1
K˜
If Jn(0) = 0, we may assume ‖ Jn ‖ ′(0) = 1, the solution to u′′+K˜2u = 0, u(0) = 0, u′(0) = 1
is u = 1
K˜
sin(K˜t), thus
µJn(t) ≥
u′(t)
u(t)
= K˜ cot(K˜t), t ∈ [0, pi/K˜].
Hence sn ≥ pi2K˜ >
2
K˜
tan−1 1
K˜
since K˜ > 1. Thus in either cases we have sn ≥ 2K˜ tan−1
1
K˜
. In
particular,
τ0 ≥ 2
K˜
tan−1
1
K˜
Without loss of generality, we assume that ‖ Jn ‖ ′(0) = 1 for all n ∈ N. Thus,( ‖ Jn ‖ 2)′ (0) = 2gγv(0)(J ′n(0), Jn(0)) ≤ 2 ‖ J ′n ‖ (0) ‖ Jn ‖ (0) = 2 ‖ Jn ‖ (0).
Since µJn(0) > n, ‖ Jn ‖ (0) < n−1. By taking a subsequence if necessary, we may assume
that vn → v, J ′n(0) → w and sn → s ≥ 2K˜ tan−1
1
K˜
as n → ∞ for some v, w ∈ T 1M and
s ∈ [0, τ ]. Let J be a Jacobi field along γv with J(0) = 0, J ′(0) = w. Then Jn → J as
n → ∞. On the other hand we have µJ(0) = +∞ and µJ(s) = −∞ thus J(s) = 0. This
contradicts to the fact that M has no conjugate points. 
2.5. The second fundamental form and the shape operator. In this section, we recall
the definitions of the second fundamental form and the shape operator and their connection
to sectional curvatures. See [Gro94] for more details.
Let S be an (n− 1)-dimensional smooth manifold. Consider the product (a, b)× S with a
Riemannian metric
ds2 = dt2 + gt,
8
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where t ∈ (a, b) and gt is a Riemannian metric on St := {t}×S. In particular, for any θ ∈ S,
we have that γ(t) = (t, θ), where t ∈ (a, b), is a geodesic on (a, b)× S.
Define pis : R×S → R×S by pis(t, θ) = (t+ s, θ) for θ ∈ S. The second fundamental form
on St is a quadratic form given by:
IISt(X,Y ) :=
1
2
d
ds
∣∣∣
s=0
gt+s(dpisX, dpisY ), ∀X,Y ∈ T(t,θ)St, ∀t ∈ (a, b). (2.5)
The shape operator A(t, θ) : T(t,θ)St → T(t,θ)St is the self-adjoint operator associated to
IISt via
IISt(X,Y ) = gt(A(t, θ)X,Y ), ∀X,Y ∈ T(t,θ)St.
In particular, A(t, θ) is diagonalizable and its eigenvalues λ1(t, θ) ≤ · · · ≤ λn−1(t, θ) are
called the principal curvatures at (t, θ). The eigenvectors of A(t, θ) are called the principal
directions at (t, θ). Define A(t) : S → End(T(t,·)St) via A(t)θ := A(t, θ) and λi(t) : S →
R by λi(t)θ := λi(t, θ). We say that St is strictly convex if λ1(t) > 0. Let λmax(St) =
max{λn−1(t, θ)|θ ∈ St} and λmin(St) = min{λ1(t, θ)|θ ∈ St}.
For any vectors X,Y ∈ T 1 ((a, b)× S) such that X and Y are orthogonal, the sectional
curvature of σX,Y = span{X,Y } is defined by
K(σX,Y ) = 〈R(X,Y )Y,X〉, (2.6)
where 〈·, ·〉 is the inner product corresponding to ds2 and R is the Riemann curvature tensor.
In particular,
R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z, for any X,Y, Z ∈ T ((a, b)× S) ,
where [·, ·] is the Lie bracket of vector fields.
Let T = ∂/∂t. For any vector X ∈ T 1St, the sectional curvature of σX,T = span{X,T} is
given by
K(σX,T ) = gt(R(t)X,X), (2.7)
where R(t) := −A(t)′ −A(t)2 and A(t)′(X) := dds
∣∣∣
s=0
(A(t+ s)θ) (dpisX) for all X ∈ T(t,θ)St.
For any 2-plane σX,Y = span{X,Y } ⊆ TSt where X,Y ∈ TSt, let K int(σX,Y ) be the intrin-
sic sectional curvature of gt at σX,Y . Then, the relation between K
int
`,ε (σX,Y ) and K`,ε(σX,Y )
is given by Gauss’ equation:
K(σX,Y ) = K
int(σX,Y )− IISt(X,X)IISt(Y, Y )− IISt(X,Y )
2
|X ∧ Y |t , (2.8)
where
|X ∧ Y |t = gt(X,X)gt(Y, Y )− gt(X,Y )2. (2.9)
We have the following estimate on K(σ) where σ is a 2-plane in TSt.
Lemma 2.10. Assume St is strictly convex. Then, for any 2-plane σ ⊆ T(t,θ)St,
K(σ) ≤ Kint(σ)− λmin(St)2.
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Proof. Let {e˜i}n−1i=1 be an orthonormal basis of T(t,θ)St consisting of principal directions. Then,
we have
IISt(e˜i, e˜j) = gt(A(t, θ)e˜i, e˜j) = δijλi(t, θ),
where δij is the Kronecker delta function. Let X =
∑n−1
i=1 Xie˜i and Y =
∑n−1
i=1 Yie˜i be an
orthonormal basis of σ. Then
1 = |X ∧ Y |t =
n−1∑
i,j=1
X2i Y
2
j −XiYiXjYj =
∑
i<j
(XiYj −XjYi)2.
Thus, we have
IISt(X,X)IISt(Y, Y )− IISt(X,Y )2 =
n−1∑
i,j=1
(X2i Y
2
j −XiYiXjYj)λi(t, θ)λj(t, θ)
=
∑
i<j
(XiYj −XjYi)2λi(t, θ)λj(t, θ) ≥ λmin(St)2
∑
i<j
(XiYj −XjYi)2 = λmin(St)2.
By (2.8), we obtain K(σ) ≤ K int(σ)− λmin(St)2. 
3. Proofs of applications
In this section we give proofs of Corollaries B and D.
Proof of Corollary B. Denote by µ the normalized Riemannian volume on Σ with respect to
g. We can assume that
∫
Σ ρ
2dµ ≤ 1. (Otherwise we can exchange the roles of g and g′ so
that the conformal factor becomes 1/ρ2 and proceed in exactly same way.)
We begin by applying Theorem A and extend (Σ, g) to a closed Anosov manifold (Σext, gext).
We also extend ρ to ρext : Σext → R by 1. Denote by µext the normalized Riemannian volume
on (Σext, gext).
Assume ρext is not 1 everywhere on Σext. Then by Cauchy-Schwartz inequality we have∫
Σext
ρextdµext < 1.
Now following [Kat88, Theorem 2] we apply Birkhoff ergodic theorem and Anosov closed
lemma to produce a unit speed geodesic γ which approximates volume measure sufficiently
well so that ∫
γ
ρext(γ(t))dt < length(γ, g).
Let c be a connected component of γ ∩Σ. Denote by c′ the geodesic segment for g′ with the
same entry and exit point as c. The universal cover Σ˜ equipped with the lift of g′ does not
have conjugate points. Hence the segment c′ is the global minimizer. Thus∫
c
ρext(c(t))dt = length(c, g′) ≥ length(c′, g′) = length(c, g)
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where the last equality is due to the lens data assumption. By applying this inequality to
each connected component of γ ∩ Σ and noting that ρext = 1 outside Σ we obtain∫
γ
ρext(γ(t))dt ≥ length(γ, g),
which gives a contradiction. Hence ρext = 1. 
Remark 3.1. Using a local argument it is not hard to show that ρ|∂Σ = 1. However, note
that in the above proof we do not need to consider an extension of g′ and, in principle, ρ is
allowed to be discontinuous on the boundary of Σ.
Proof of Corollary D. We begin by applying our main result to extend X to an Anosov vector
field, which we continue denote by X on Σext ⊃ Σ. Then we extend β by the zero function.
Because Cr-jet of β vanishes on the boundary this extension remains Cr.
For any periodic geodesic γ which intersects boundary of Σ, we have∫
γ
βdt = 0
from the assumption of the corollary. Further we also have the following
Lemma 3.2. If γ is a periodic geodesic in the interior of Σ then∫
γ
βdt = 0.
Assuming the lemma we can easily finish the proof by applying the Livshits Theorem 2.2
to β and X to obtain a Cr− solution u : Σext → R to the cohomological equation Xu = β.
To see that u|∂(T 1Σ) = 0 pick a dense geodesic which intersect ∂(T 1Σ) in a dense sequence of
points {vn}n∈Z. Because the integral of β from vn to vn+1 vanishes, by Newton’s formula we
have that u(vn) = u(vn+1) = const for all n. Hence after subtracting the constant we indeed
have u|∂(T 1Σ) = 0. 
To finish the proof of Corollary D we need to establish the lemma. This lemma is estab-
lished using a standard shadowing argument.
Proof of Corollary 3.2. Recall that the trapped set Λ ⊂ Σ consists of all geodesics which are
entirely contained in the interior of Σ. In particular γ ⊂ Λ.
We begin by observing that Λ has a local product structure. Indeed, given a pair of
sufficiently close points x, y ∈ Λ the “heteroclinic point” [x, y] = W s(x, ε) ∩W 0u(y, ε) stays
close to the orbit of x in the future and close to the orbit of y in the past and, hence, remains
in the interior of Σ as well.
The first step of the proof is show that Λ is nowhere dense. Assume that Λ has non-empty
interior int(Λ). Let Λ¯ be the closure of int(Λ). It is easy to see that int(Λ) and Λ¯ still
have local product structure. (Hyperbolic set Λ¯ could be a proper subset of Λ, for example,
when Λ has an isolated periodic orbit.) Note that Λ¯ has positive volume. The restriction of
the Sasaki volume to Λ¯ is an ergodic measure. Therefore, by ergodicity, there exists a point
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p ∈ int(Λ) whose forward orbit and backward orbits are both dense in int(Λ) and, hence, are
also dense in Λ¯. Because p is in the interior we have W s(p, ε)∪W u(p, ε) ⊂ Λ¯ for a sufficiently
small ε > 0. Then for any x ∈ Λ¯ we can pick forward iterates of p which converge to x and,
hence, because Λ¯ is closed and W u(p, ε) expands, we have W u(x) ⊂ Λ¯. In the same way,
by considering backwards orbit of p we also have W s(x) ⊂ Λ¯. Finally, from local product
structure we conclude that x in an interior point of Λ¯. This gives that the closed set Λ¯ is is
also open which gives a contradiction because Λ¯ is a proper subset of Σ.
Now we can use an approximation argument to show that
∫
γ βdt = 0. Let p ∈ γ and let
q ∈ γ′ be a point which is δ-close to p on a periodic geodesic γ′ which intersects the boundary
of Σ. Existence of such a point q follows from density of periodic orbits and the fact that Λ
is a closed nowhere dense set.
We now form a pseudo-orbit by pasting γ and γ′ together and using Anosov closing lemma
to produce a periodic orbit α which passes close to [p, q] and first shadows γ and then γ′;
see Figure 1. Clearly, such α intersects the boundary of Σ as well and, hence,
∫
α βdt = 0.
Orbit α can be partitioned into 3 segments: one which shadows γ, one which shadows γ′ and
a short remainder segment which appears due to joint non-integrability of strong foliations.
More precisely, we let α = α1 ∪ α2 ∪ α3, where α1 has the same length as γ and relates to γ
via unstable-stable holonomy. Segment α1 is followed by α2 has the same length as γ
′ and
relates to γ′ via unstable-stable holonomy. Note that if we want the starting point of α2 to
be related to q via unstable-stable holonomy (as indicated on the figure) then we might need
to reposition q along γ′ to achieve that. Finally, the remaining segment α3 has length < 3δ
by application of triangle inequality. (For simplicity, we assume that |α| > |γ|+ |γ′|, if that’s
not the case then α1 and α2 would overlap and α3 would the the overlap; the same proof
works in this case.)
By the standard “exponential slacking” argument which is used in the proof of the Livshits
Theorem [Liv71] we have ∣∣∣∣∫
γ
βdt−
∫
α1
βdt
∣∣∣∣ ≤ δLip(β)
and ∣∣∣∣∫
γ′
βdt−
∫
α2
βdt
∣∣∣∣ ≤ δLip(β)
where Lip(β) is the Lipschitz constant of β.
Remark 3.3. For the first difference an obvious crude upper bound δLip(β)|γ| would suffice.
However for γ′ the above better bound is needed because the length of γ′ goes to +∞ as
δ → 0.
Because the end-points of α3 are δ-close to p and q we also have∣∣∣∣∫
α3
βdt
∣∣∣∣ ≤ 3δ ‖β ‖ C0
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Figure 1. Shadowing of γ and γ′. Here we use green (resp. red) curves to
denote stable (resp. unstable) manifolds.
Also recall that
∫
γ′ βdt =
∫
α βdt = 0. Putting these together we have∣∣∣∣∫
γ
βdt
∣∣∣∣ ≤ δLip(β) + ∣∣∣∣∫
α1
βdt
∣∣∣∣ ≤ δLip(β) + ∣∣∣∣∫
α
βdt
∣∣∣∣+ ∣∣∣∣∫
α2
βdt
∣∣∣∣+ ∣∣∣∣∫
α3
βdt
∣∣∣∣
≤ δLip(β) +
∣∣∣∣∫
γ′
βdt
∣∣∣∣+ ∣∣∣∣∫
γ′
βdt−
∫
α2
βdt
∣∣∣∣+ 3δ ‖β ‖ C0 ≤ 2δLip(β) + 3δ ‖β ‖ C0
Taking δ → 0 we obtain ∫γ βdt = 0. 
4. A Jacobi estimate for geodesics which enter a domain with hyperbolic
trapped set
The main result in this section is the following proposition:
Proposition 4.1. Let (M, g) be a manifold with boundary. Assume that (M, g) has no
conjugate points and a (possibly empty) hyperbolic trapped set Λ. Then, there exists constants
QM > 0 and CM > 0, which depend only on M , such that for any v ∈ ∂− and a perpendicular
Jacobi field J along γv with µJ(0) > QM , J does not vanish as long as γv lies in M . Moreover,
the following properties hold
(1) If v ∈ Γ−, then ‖ J ‖ (t)→∞ as t→∞.
(2) If v /∈ Γ−, then µJ(lg(v)) > −QM and
∫ lg(v)
0 µJ(τ)dτ ≥ −CM .
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(3) For any sufficiently small δ > 0, let M−δ := {x ∈ M |distg(x, ∂M) ≥ δ}. Then, (1)
and (2) remain valid with the same QM and CM if we replace M with M−δ.
In order to prove Proposition 4.1 we need to analyze the behavior of Jacobi fields J near
the hyperbolic trapped set Λ.
4.1. Neighborhood of hyperbolic trapped set. For any T ≥ 0, let
UT (M) := T 1M −
⋃
−T≤t≤T
ϕt(∂T 1M).
It is clear that UT (M−δ) ⊆ UT+δ(M) ⊆ UT (M). Moreover the following simple lemma shows
that UT (M)→ Λ as T →∞.
Lemma 4.2. For any η > 0 there exists T0 = T0(η) such that Oη(Λ) ⊃ UT0, where Oη(Λ) is
the open η-neighborhood of Λ in the Sasaki metric.
Proof. Notice that for any T ≥ 0 we have UT is an open set and Λ ⊂ UT . Assume that
the conclusion of the lemma does not hold. Then, there exists η0 > 0 such that for any
n ∈ N we have Oη0(Λ) 6⊃ Un. In particular, for any n ∈ N there exists xn ∈ T 1M such that
xn ∈ Un−Oη0(Λ). Moreover, Un+1 ⊂ Un for any n ∈ N, and, by the definition of the trapped
set, we have Λ =
⋂
n∈N
Un.
By the compactness of T 1M , we obtain that there exists x ∈ T 1M such that xn → x in
the Sasaki metric as n→ +∞. Moreover, since xn /∈ Oη0(Λ), we have that x /∈ Oη0(Λ). Also,
O η0
2
(Λ) =
⋂
n∈N
O η0
2
(Un). In particular, there exists j ∈ N such that x ∈ T 1M − O η0
2
(Ui) for
any i ≥ j. Thus, we obtain the contradiction to the fact that xn → x as n → +∞ because
for any i ≥ j we have xi ∈ Ui, so the distance between x and xi is at least η02 . 
4.2. Invariant Jacobi fields near Λ. Let U be the open neighborhood as in Lemma 2.7
with constant C ′. We pick T0 satisfying UT0 ⊆ U using Lemma 4.2. For each v ∈ U and
w ∈ v⊥, let ξσw be the vectors defined in Lemma 2.7(5) and denote by Jσw := Jξσw . We have
(Jσw)
′(t) = UσϕtvJ
σ
w(t). (4.1)
By Lemma 2.7(6), there exists L > 0, which is independent of v, such that |Uσv | ≤ L for all v ∈
U . Together with (2.2) and (4.1) we know that whenever ϕtv ∈ U we have
|dϕt(ξσw)|2 = ‖ Jσw ‖ 2(t) +
( ‖ (Jσw) ‖ ′(t))2 ≤ (1 + L2) ‖ Jσw ‖ 2(t), (4.2)
for all w ∈ v⊥. Here | · | is the Sasaki norm defined in Section 2.1. Notice that the constants
C ′, L, η depend only on U .
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4.3. Decompostition of Jacobi fields near Λ. Let J be a perpendicular Jacobi field along
γv for some v ∈ ∂−. When lg(v) > 2T0, let ξ ∈ TϕT0 (v)T 1M be the tangent vector at ϕT0(v)
with J(t + T0) = Jξ(t). Since ϕt(v) ∈ U for t ∈ [T0, lg(x, v) − T0], by Lemma 2.7, we can
decompose ξ as
ξ = ξs + ξu,
where ξσ ∈ Eσ⊥(ϕT0(v)) for σ = s, u. This decomposition can be represented in terms of
Jacobi fields as follows:
J(t) = Js(t− T0) + Ju(t− T0),∀t ∈ [T0, lg(v)− T0],
where Jσ = Jξσ ∈ J σ⊥(ϕT0(v)). The following proposition shows that the unstable component
of ξ cannot be too small when µJ(0) and lg(v) are sufficiently large.
Proposition 4.3. Assume the sectional curvature of M is bounded from below by −k2. Let
Q(T0, g) be the constant defined in Corollary 2.9. Then there exists D, ζ > 0 depending only
on Λ such that for any v ∈ ∂− with lg(v) > 2T0 + D, and any perpendicular Jacobi field J
along γv with µJ(t) > max{k + 1, Q(T0, g)} for some t ∈ [0, T0], we have |ξu| ≥ ζ|ξ|.
Proof. We argue by contradiction. Assume that we can find tn ∈ [0, T0], vn ∈ ∂− with
lg(vn) → ∞ and Jn perpendicular Jacobi fields along γvn with µJn(tn) > k + 1 but at the
same time |ξun| < 1n |ξn|. We may assume tn → t, vn → v by passing to a subsequence and it
is clear that γv stays in UT0 for t ≥ T0. In particular, v ∈ Γ−.
By definition of Q(T0, g), Jn(t) 6= 0 for all n and t ∈ [0, T0]. Without loss of generality we
assume that |ξn| = 1 for all n thus Jn → J for some Jacobi field J along γv. By Lemma 2.7 the
invariant bundles depend continuously on the base vectors, thus the projection to invariant
components of Jacobi fields through U is continuous. Hence we have J(t) = Js(t − T0) for
t ≥ T0. Since γv stays in M for t ≥ T0, we also have |µJ | ≤ k by [Ebe73, Proposition 2.11]. On
the other hand, since µJn(tn) > k+ 1 for all n and Jn → J, tn → t, we have µJ(t) ≥ k+ 1 > k
which provides a contradiction. 
Proof of Proposition 4.1. Take T˜ > D so that
ζ2
(
C ′2
2(1 + L2)
eλT˜ − C ′2e−λT˜
(
2 +
2
ζ2
))
> 1.
It is clear that T˜ also depends only on Λ. We take
QM := max{k + 1, Q(2T0 + T˜ , g)}
with k as in Proposition 4.3 and Q given by Corollary 2.9.
First assume that lg(v) ≥ 2T0+T˜ . If µJ(0) ≥ QM , by Proposition 4.3 and the parallelogram
law,
|ξs|2 = |ξ − ξu|2 ≤ 2|ξ|2 + 2|ξu|2 ≤
(
2 +
2
ζ2
)
|ξu|2.
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For all t ∈ [T˜ , lg(v)− 2T0], by Proposition 4.3, (4.2) and definition of hyperbolicity we have
‖ J ‖ 2(t+ T0) ≥ 1
2
‖ Ju ‖ 2(t)− ‖ Js ‖ 2(t) ≥ 1
2(1 + L2)
|dϕt(ξu)|2 − |dϕt(ξs)|2
≥ C
′2eλt
2(1 + L2)
|ξu|2 − C ′2e−λt|ξs|2 ≥
(
C ′2eλt
2(1 + L2)
− C ′2e−λt
(
2 +
2
ζ2
))
|ξu|2
≥ ζ2
(
C ′2
2(1 + L2)
eλt − C ′2e−λt
(
2 +
2
ζ2
))
‖ J ‖ 2(T0). (4.3)
Hence we finishes the proof of item (1).
When v /∈ Γ− estimate (4.3) and our choice of T˜ imply that ‖ J ‖ (lg(v)−T0) > ‖ J ‖ (T0),
which can be written as ∫ lg(v)−T0
T0
µJ(τ)dτ ≥ 0.
Moreover, we have µJ(t) > −QM for all t ∈ [lg(v)− T0, lg(v)]. Otherwise by reversing time,
applying Proposition 4.3 and repeating an argument similar to the above argument, we have
‖ J ‖ (lg(v)− T0) < ‖ J ‖ (T0), contradiction.
Hence when lg(v) ≥ 2T0 + T˜ , we have µJ(lg(v)) > −QM and∫ lg(v)
0
µJ(τ)dτ ≥
∫ T0
0
µJ(τ)dτ +
∫ lg(v)
lg(v)−T0
µJ(τ)dτ ≥ −2T0QM ,
If lg(v) ≤ 2T0 + T˜ , then by Corollary 2.9 we have∫ lg(v)
0
µJ(τ)dτ ≥ −(2T0 + T˜ )QM .
Thus by taking CM := −(2T0 + T˜ )QM we finish the proof of (2). The only part left is (3).
Recall that all the constant C,L, ζ, T˜ depend on Λ and its neighborhood U . By replacing M
with M−δ we still can work on a smaller neighborhood of Λ thus the same argument goes
through without any change. Thus we have finished the proof of Proposition 4.1. 
5. Deformation to negative sectional curvature
The goal of this section is to prove Proposition 5.2 which we deduce from upper bounds
on orthogonal (see Section 5.1 and Proposition 5.3) and level (see Lemma 5.4) sectional
curvatures. We first prove Proposition 5.2 assuming Proposition 5.3 and Lemma 5.4 and
then proceed to proving these auxiliary results.
5.1. The setup and notation. We use notation from Section 2.5.
Let S be an (n− 1)-dimensional smooth closed manifold. For ε > 0, consider the product
(−ε, 0]× S with a Riemannian metric
g = dt2 + gt, (5.1)
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where gt is the Riemannian metric on the hypersurface St = {t} × S. Assume S0 is strictly
convex and recall that h = 2IIS0 is the positive definite second fundamental form at t = 0.
Our goal now is to extend the metric in a controlled way for t > 0.
More generally to setup terminology, we can consider a manifold of the form [a, b] × S
with coordinates (t, θ) where t ∈ [a, b] and θ ∈ S. We say that a tangent 2-plane σ at (t, θ)
is orthogonal to St if σ contains a normal vector to St. As a result, we define orthogonal
sectional curvatures of [a, b]× S as curvatures of tangent 2-planes orthogonal to St for some
t ∈ [a, b].
Let ρ : R → [0, 1] be a non-increasing C∞ function such that ρ ≡ 1 on (−∞, 0] and ρ ≡ 0
on [1,∞). For any ` > 0, a function f` : R→ R is given by
f`(t) =
e`t − 1
`
for all t ∈ R.
Remark 5.1. For any metric g′ on S0, we consider its push-forward to a metric (pit)∗g′ on
St which we still denote by g
′ using a slight abuse of notation.
5.2. Deformation of the metric.
Proposition 5.2. (Notation of Section 5.1). Let h = 2IIS0. Consider the manifold [0, 1 +
ε]× S with Riemannian metric g˜`,ε = dt2 + g˜t, where
g˜t = ρ(t− ε)g0 + f`(t)h for all t ∈ [0, 1 + ε].
Then, for any M0 > 0 there exists Kg = Kg(g) and Lneg = Lneg(M0, g, ε, ρ) > 0 such that
for any ` > Lneg the following holds:
(a) All sectional curvatures of g˜`,ε are bounded from above by Kg;
(b) All sectional curvature of g˜`,ε on [ε, 1 + ε]× S are bounded from above by −M0;
(c) For all t ∈ [0, 1 + ε], St is strictly convex. Moreover, the principal curvatures of St
for t ∈ [0, ε] are bounded below by λmin(S0).
Proof. Recall that h is positive definite. Item (c) will be proved later in Proposition 5.3 (1).
Let σ be a tangent 2-plane at (t0, θ0) ∈ [0, 1 + ε] × S. If σ is orthogonal to St0 , then
Proposition 5.3 (2) implies that it satisfies (a) and (b) for sufficiently large Lneg. Otherwise,
σ = σX+aT,Y with a ≥ 0 and {X,Y } being orthonormal in T(t0,θ0)St0 .
Thus, by (2.6), the sectional curvature of σ is given by
K`,ε(σX+aT,Y ) =
1
1 + a2
〈R`,ε(X + aT, Y )Y,X + aT 〉 (5.2)
=
1
1 + a2
(
K`,ε(σX,Y ) + a
2K`,ε(σY,T ) + 2a〈R`,ε(X,Y )Y, T 〉
)
,
where R`,ε is the Riemann curvature tensor.
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Since {X,Y } are orthonormal in T(t0,θ0)St0 , representing X and Y as X =
n−1∑
i=1
Xi(pit0)∗ei
and Y =
n−1∑
i=1
Yi(pit0)∗ei, we have
n−1∑
i=1
X˜2i =
n−1∑
i=1
Y˜ 2i = 1,
n−1∑
i=1
X˜iY˜i = 0, (5.3)
where
X˜i := Xi
√
ρ(t0 − ε) + 2f`(t)λi(0, θ0), Y˜i := Yi
√
ρ(t0 − ε) + 2f`(t0)λi(0, θ0). (5.4)
In particular, by (2.9),
1 = |X ∧ Y |t0 =
n−1∑
i,j=1
X˜2i Y˜
2
j − X˜iY˜iX˜j Y˜j =
∑
i<j
(X˜iY˜j − X˜j Y˜i)2. (5.5)
By (5.4), we know that
|Xi| = |X˜i|√
ρ(t− ε) + 2f`(t)λi(0, θ0)
≤ |X˜i|√
ρ(t− ε) + 2f`(t)λmin(S0)
.
Moreover, we have
|〈R`,ε(X,Y )Y, T 〉| (5.6)
=
∣∣∣∣∣∣
n−1∑
i,j,k=1
XiYjYkR
0
kij
∣∣∣∣∣∣ =
∣∣∣∣∣∣
n−1∑
k=1
Yk
∑
i<j
(XiYj −XjYi)R0kij
∣∣∣∣∣∣
≤ C1f ′`(t0)
n−1∑
k=1
|Yk|
∑
i<j
|XiYj −XjYi| by Lemma A.1
≤ C1f
′
`(t0)
(ρ(t0 − ε) + 2f`(t0)λmin(S0))3/2
n−1∑
k=1
|Y˜k|
∑
i<j
|X˜iY˜j − X˜j Y˜i| by (5.4),
≤ C1f
′
`(t0)
√
n(n− 1)√
2(ρ(t0 − ε) + 2f`(t0)λmin(S0))3/2
√√√√n−1∑
k=1
|Y˜k|2
∑
i<j
|X˜iY˜j − X˜j Y˜i|2
=
C1f
′
`(t0)
√
n(n− 1)√
2(ρ(t0 − ε) + 2f`(t0)λmin(S0))3/2
by (5.3) and (5.5).
where we have used the Cauchy-Schwartz inequality after using (5.4).
Thus,
|〈R`,ε(X,Y )Y, T 〉| → 0 uniformly in σX,Y and t0 ∈ [ε, 1 + ε] as `→∞.
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Moreover, by Lemma 5.4, we have that K`,ε(σX,Y ) → −∞ uniformly in σX,Y and t0 ∈
[ε, 1 + ε]. By Proposition 5.3 (2), K`,ε(σY,T ) < 0 for large enough Lneg. Therefore, by (5.2),
we obtain (b) in the proposition for a sufficiently large Lneg.
Now we consider the case when t0 ∈ [0, ε]. We have
λmin(St0) =
f ′`(t0)λmin(S0)
1 + 2f`(t0)λmin(S0)
.
Thus, by (5.6) and Proposition 5.3 (1), for t0 ∈ [0, ε],
− 1
1 + a2
λmin(St0)
2 +
2a
1 + a2
C1
√
n(n− 1)f ′`(t0)√
2(1 + 2f`(t0)λmin(S0))3/2
≤ − 1
(1 + a2)(1 + 2f`(t0)λmin(S0))
(λmin(S0)
2z2 − 2aC1
√
n(n− 1)√
2
z)
≤ 1
(1 + a2)(1 + 2f`(t0)λmin(S0))
a2C21n(n− 1)2
λmin(S0)2
≤ C
2
1n(n− 1)2
λmin(S0)2
,
where z = f ′`(t0)/
√
1 + 2f`(t0)λmin(S0). Recall that by Proposition 5.3 (2), K`,ε(σY,T ) < 0
for a sufficiently large Lneg. Therefore, using (5.2), we have
K`,ε(σX+aT,Y ) ≤ max{0,K intmax,[0,1]} −
1
1 + a2
λmin(St0)
2
+
2a
1 + a2
C1
√
n(n− 1)f ′`(t0)√
2(1 + 2f`(t0)λmin(S))3/2
≤ max{0,K intmax,[0,1]}+
C21n(n− 1)2
λmin(S0)2
=: Kg.
Hence, we obtain item (a) of the proposition.

5.3. Upper bound on orthogonal sectional curvatures.
Proposition 5.3 (setting of Proposition 5.2). For any M0 > 0, there exists L1 = L1(M0, ε, g, ρ) >
0 such that the following holds:
(1) Hypersurfaces St are strictly convex for all ` > L1 and all t ∈ [0, 1 + ε]. Moreover,
the principal curvatures of St for t ∈ [0, ε] are bounded below by λmin(S0). Also,
λmin(St)→∞ uniformly in t ∈ [ε, 1 + ε] as `→∞.
(2) Let K⊥`,ε(t) be the maximum sectional curvature among planes σX,T on ([0, 1 + ε] ×
S, g˜`,ε), where X ∈ T 1St. Then, for all ` > L1 and all t ∈ [0, 1 + ε],
K⊥`,ε(t) ≤ −M0.
Proof. For any θ ∈ S, since h is symmetric, there exist an orthonormal basis {ei}n−1i=1 of g0
such that h(ei, ei) = 2λi(0, θ) > 0 where λi(0, θ) is the i-th principal curvature at (0, θ).
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Define
ηi(t, θ) : =
ρ(t− ε)
2λi(0, θ)
.
For any θ ∈ S, let eti ∈ T(t,θ)St be defined by eti = (pit)∗ei. By the construction, {eti}n−1i=1 is
an orthogonal basis of T(t,θ)St for t ∈ [0, 1 + ε]. Thus, any X ∈ T(t,θ)St can be written in
coordinates as (X1, . . . , Xn−1)T with respect to {eti}n−1i=1 . In particular,
g˜t(X,Y ) = X
TG(t, θ)Y,
where
G(t, θ) := diag(ρ(t− ) + 2fl(t)λ1(0, θ), · · · , ρ(t− ) + 2fl(t)λn−1(0, θ)).
For any t ∈ [0, 1 + ε], the second fundamental form on St is given by
IISt(X,Y ) =
1
2
XT
∂
∂t
G(t, θ)Y, X, Y ∈ T(t,θ)St.
Let A(t, θ) be the matrix of the shape operator on St with respect to the basis to {eti}n−1i=1 ,
i.e., the i-th column of A(t, θ) is the image of eti under the shape operator. Then, by the
definition of the shape operator,
A(t, θ) =
1
2
∂
∂t
G(t, θ)G(t, θ)−1.
Therefore, the i-th eigenvalue of A(t, θ) is given by
λi(t, θ) =
1
2
η′(t, θ) + 2f ′`(t)
η(t, θ) + 2f`(t)
.
In particular, λmin(St)→∞ uniformly in t ∈ [ε, 1 + ε] as `→∞.
Furthermore, for t ∈ [0, ε], we have
λi(t, θ) =
f ′`(t)
η(t, θ) + 2f`(t)
.
Therefore, if ` > 2λmax(S0) then
λi(t, θ) ≥ λi(0, θ) ≥ λmin(S0).
Thus, there exists L˜1 = L˜1(ε, λmin(S0), λmax(S0), ρ) > 2λmax(S0) such that for all ` > L˜1
we have λmin(St) > 0 for all t ∈ [0, 1 + ε] and i = 1, . . . , n− 1. Thus, all hypersurfaces St are
strictly convex and the principal curvatures of St for t ∈ [0, ε] are bounded below by λmin(S0)
proving Proposition 5.3 (1) for ` > L˜1.
Moreover,
∂
∂t
A(t, θ) =
1
2
∂2
∂t2
G(t, θ)G(t, θ)−1 − 2A(t, θ)2.
Hence
− ∂
∂t
A(t, θ)−A(t, θ)2 = −1
2
∂2
∂t2
G(t, θ)G(t, θ)−1 +A(t, θ)2. (5.7)
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Using (5.7), we obtain that the eigenvalues of R(t, θ), which is given by the matrix of R(t)θ
relative to {eti}n−1i=1 (see (2.7) for definitions), for all i ∈ {1, . . . , n− 1} are given by
ri(t, θ) = −1
2
[
η′′(t, θ) + 2f ′′l (t)
η(t, θ) + 2fl(t)
]
+
1
4
[
η′(t, θ) + 2f ′l (t)
η(t, θ) + 2fl(t)
]2
. (5.8)
By (2.7), we obtain K⊥`,ε(t) = max
θ∈S
ri(t, θ).
For all t ∈ [0, ε], we have
ri(t, θ) = −1
2
[
2f ′′` (t)λi(0, θ)
1 + 2f`(t)λi(0, θ)
]
+
1
4
[
2f ′`(t)λi(0, θ)
1 + 2f`(t)λi(0, θ)
]2
= −`
2
2
[
e`t
( `2λi(0,θ) − 1) + e`t
]
+
`2
4
[
e`t
( `2λi(0,θ) − 1) + e`t
]2
=
`2
4
( e`t
( `2λi(0,θ) − 1) + e`t
− 1
)2
− 1

=
`2
4
( `2λi(0,θ) − 1
( `2λi(0,θ) − 1) + e`t
)2
− 1

≤ `
2
4
( `2λi(0,θ) − 1
`
2λi(0,θ)
)2
− 1
 for all ` > 2λmax(S)
= −`λi(0, θ) + λ2i (0, θ)
≤ −`λmin(S) + λ2max(S).
We conclude that for all ` > (M0 + λ
2
max(S0))/λmin(S0) and for all t ∈ [0, ε] we have
K⊥`,ε(t) ≤ −M0.
Moreover, by (5.8) and since
f ′′` (t)
f`(t)
= l
f ′`(t)
f`(t)
= l2
e`t
e`t − 1
for t ∈ [ε, 1 + ε], we have that there exists L˜2 = L˜2(M0, ε, λmax(S0), λmin(S0), ρ) such that
K⊥`,ε(t) ≤ −M0 for all ` > L˜2 and t ∈ [ε, 1 + ε].
Finally, taking L = max{L˜1, L˜2, 2λmax(S0), (M0 + λ2max(S0))λmin(S0)} finishes the proof
of Proposition 5.3 (2). 
5.4. Upper bound on level sectional curvatures.
Lemma 5.4 (setting of Proposition 5.2). There exists a constant L2 = L2(ε, λmin(S0), ρ)
such that for any t ∈ [0, 1 + ε], any tangent 2-plane σ ⊆ T(t,θ)St, and ` > L2, we have the
following upper bound on the sectional curvature of g˜`,ε at σ:
K`,ε(σ) ≤ Kintmax,[0,1] − λmin(St)2,
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where Kint`,ε (σ) the intrinsic sectional curvature of g˜t at σ, K
int
max(gˆ) is the maximum sectional
curvature on (S, gˆ), and
Kintmax,[0,1] := max
a∈[0,1]
{Kintmax(g0 + ah),Kintmax(ag0 + h)}.
Moreover, K`,ε(σ)→ −∞ as `→∞ uniformly in σ and t ∈ [ε, 1 + ε].
Proof. According to the proof of Proposition 5.3, there exists a positive constant L˜1 =
L˜1(ε, λmin(S0), λmax(S0), ρ) such that for all ` > L˜1 we have St is strictly convex for all
t ∈ [0, 1 + ε]. We take L2 > L˜1 such that for any l > L2, f`(ε) > 1. By Lemma 2.10, we have
K`,ε(σ) ≤ K int`,ε (σ)− λmin(St)2.
Now we estimate K int`,ε (σ) from above. For any fixed ` > L2, if f`(t) ≤ 1, then t < ε. Thus,
K int`,ε (σ) ≤ K intmax,[0,1]. If f`(t) ≥ 1, then
K int`,ε (σ) =
1
f`(t)
K int
(
h+
ρ(t− ε)g(0)
f`(t)
, σ
)
≤
K intmax,[0,1]
f`(t)
≤ K intmax,[0,1].
Thus, K int`,ε (σ) ≤ K intmax,[0,1] for all σ with t ∈ [0, 1 + ε].
Furthermore, using Proposition 5.3 (1), we obtain that K`,ε(σ)→ −∞ uniformly in σ and
t ∈ [ε, 1 + ε]. 
6. “Rounding” the metric
The goal of this section is to prove Proposition 6.1 which we deduce from upper bounds
on orthogonal (Proposition 6.3) and level (Proposition 6.4) sectional curvatures. We first
prove Proposition 6.1 assuming Propositions 6.3 and 6.4 and then proceed to proving these
auxiliary results.
Proposition 6.1. (Notation of Section 5.1). Let h and hˆ be Riemannian metrics on S.
Consider the manifold [0, 1 + ε]× S with Riemannian metric gˆ`,ε = dt2 + gˆt where
gˆt = f`(t+ 1 + ε)
(
ρ(t)h+ (1− ρ(t))hˆ
)
, t ∈ [0, 1 + ε].
Then, for any M0 > 0 there exists Lr = Lr(M0, ε, h, hˆ, ρ) > 0 such that for any ` > Lr the
following holds:
(a) All sectional curvatures of gˆ`,ε are bounded from above by −M0;
(b) For all t ∈ [0, 1 + ε], St is strictly convex.
Remark 6.2. We will use Proposition 6.1 in Proposition 7.1 for h = 2IIS0 , where S0 is from
Section 5.1, and hˆ being the standard round metric of curvature 1 on a sphere.
Proof. The proof follows the same general approach as the proof of Proposition 5.2 so we
omit some of the details.
By Proposition 6.3 (1), we have item (b).
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Moreover, by Propositions 6.3 (2) and 6.4, we only need to prove (a) for a tangent 2-plane
σ at (t0, θ0) which is neither tangent nor orthogonal to St0 . Then, σ = σX+aT,Y where a > 0,
X,Y ∈ T 1(t0,θ0)St0 and X,Y are orthogonal.
For any θ ∈ S, let {ei}n−1i=1 be an orthonormal basis of h which also diagonalizes hˆ and
let hˆ(ei, ei) = µi(θ). In particular, X =
n−1∑
i=1
Xi(pit0)∗ei and Y =
n−1∑
i=1
Yi(pit0)∗ei where for all
i ∈ {1, . . . , n− 1}
|Xi|, |Yi| ≤ 1
f`(t0 + 1 + ε)
1
2 min{1, µmin(S)} 12
. (6.1)
Using Lemma A.2 and (6.1), we obtain that for all t0 ∈ [0, 1 + ε]
|〈R(X,Y )Y, T 〉| ≤ (n− 1)
3Dhˆ
min{1, µmin(S)} 32
(
1 +
2(1 + µmax(S))
2µmin(S)
)
f ′`(1 + ε) + f`(1 + ε)M
′
ρ
f`(1 + ε)
3
2
→ 0 as `→∞.
Thus, by (2.6),(5.2), and applying Propositions 6.3 (2) and 6.4 for M0 + 1 instead of M0,
we obtain that there exists Lr = Lr(M0, ε, h, hˆ, ρ) > 0 such that for all ` > Lr, we have
K`,ε(σ) ≤ −M0 for all t0 ∈ [0, 1 + ε]. 
6.1. Upper bound on orthogonal sectional curvatures.
Proposition 6.3 (setting of Proposition 6.1). For any M0 > 0, there exists a constant
L1 = L1(M0, ε, h, hˆ, ρ) > 0 such that the following holds:
(1) Hypersurfaces St are strictly convex for all t ∈ [0, 1 + ε]. Moreover, µmin(St) =
min{µi(t, θ)|θ ∈ St, i = 1, . . . , n− 1} → ∞ uniformly in t ∈ [0, 1 + ε] as `→∞ where
{µi(t, θ)} are principal curvatures of St.
(2) Let K⊥`,ε(t) be the maximum sectional curvature among planes σX,T on ([0, 1 + ε] ×
S, gˆ`,ε), where X ∈ T 1St. Then, for all ` > L1 and all t ∈ [0, 1 + ε],
K⊥`,ε(t) ≤ −M0.
Proof. The proof follows the same approach as the proof of Proposition 5.3 so we omit some
details.
For any θ ∈ S, let {ei}n−1i=1 be an orthonormal basis of h such that hˆ(ei, ej) = µi(θ). Let
µmax(S) = max{µi(θ)|i ∈ {1, . . . , n − 1}, θ ∈ S} and similarly µmin(S) = min{µi(θ)|i ∈
{1, . . . , n− 1}, θ ∈ S}.
For any θ ∈ S, let eti ∈ T(t,θ)St be defined by eti = (pit)∗ei. By the construction, {eti}n−1i=1 is
an orthogonal basis of T(t,θ)St for t ∈ [0, 1 + ε]. Thus, any X ∈ T(t,θ)St can be identified with
the coordinate vector (X1, . . . , Xn−1)T with respect to {eti}n−1i=1 . In particular,
g˜t(X,Y ) = X
TG(t, θ)Y,
where
G(t, θ) := f`(t+ 1 + ε)diag(ρ(t) + (1− ρ(t))µ1(θ), · · · , ρ(t) + (1− ρ(t))µn−1(θ)).
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For any t ∈ [0, 1 + ε], the i-th eigenvalue of A(t, θ) is given by
µi(t, θ) =
1
2
(
f ′`(t+ 1 + ε)
f`(t+ 1 + ε)
+
ρ′(t)(1− µi(θ))
ρ(t) + (1− ρ(t))µi(θ)
)
.
Thus, there exists L¯1 = L¯1(ε, µmin(S), µmax(S), ρ) > 0 such that for all ` > L¯1 we have
min
θ∈S
µi(t, θ) > 0 for all t ∈ [0, 1 + ε] and i = 1, . . . , n − 1. Thus, St are strictly convex.
Moreover, we have
µmin(St)→∞ uniformly on t ∈ [0, 1 + ε] as l→∞. (6.2)
Using (5.7), we obtain that the eigenvalues of R(t, θ) which is the matrix of R(t)θ in the
basis {eti}n−1i=1 (see (2.7) for definitions) for all i ∈ {1, . . . , n− 1} are given by
ri(t, θ) = −1
2
[
f ′′` (t+ 1 + ε)
f`(t+ 1 + ε)
+ (1− µi)
(
2f ′`(t+ 1 + ε)ρ
′(t)
f`(t+ 1 + ε)(ρ(t) + (1− ρ(t))µi) +
ρ′′(t)
ρ(t) + (1− ρ(t))µi
)]
+
1
4
[
f ′`(t+ 1 + ε)
f`(t+ 1 + ε)
+
ρ′(t)(1− µi(θ))
ρ(t) + (1− ρ(t))µi(θ)
]2
.
Since K⊥`,ε(t) = max
θ∈S
ri(t, θ), there exists a constant L¯2 = L¯2(M0, ε, µmax(S), µmin(S), ρ)
such that K⊥`,ε(t) ≤ −M0 for all ` > L¯2 and t ∈ [0, 1 + ε].
By taking L1 = max{L¯1, L¯2}, we prove Proposition 6.3. 
6.2. Upper bound on level sectional curvatures.
Proposition 6.4. Assume we are in the setting of Proposition 6.1. For any M0 > 0, there
exists a constant L2 = L2(M0, ε, h, hˆ, ρ) > 0 such that for any ` > L2, t ∈ [0, 1 + ε], and
tangent 2-plane σ ⊆ T(t,θ)St, we have K`,ε(σ) ≤M0.
Proof. For any 2-plane σ ⊆ T(t,θ)St, we obtain
|K int(gˆt, σ)| =
∣∣∣∣ 1f`(t+ 1 + ε)K int
(
ρ(t)h+ (1− ρ(t))hˆ, σ
)∣∣∣∣
→ 0 as `→∞ uniformly in σ and t ∈ [0, 1 + ε].
By Proposition 6.3(1), for all ` > L1 and t ∈ [0, ε], we have St is strictly convex. Moreover,
µmin(St)→∞ uniformly in t ∈ [0, 1 + ε] as `→∞. Thus, by Lemma 2.10,
K`,ε(σ) ≤ K int(gˆt, σ)− µmin(St)2 → −∞ as `→∞ uniformly in σ and t ∈ [0, 1 + ε].
As a result, for any M0 > 0 there exists a constant L2 = L2(M0, ε, h, hˆ, ρ) > 0 such that
K`,ε(σ) ≤ −M0 for all t ∈ [0, 1 + ε], tangent 2-plane σ ⊆ T(t,θ)St, and all ` > L2. 
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7. The C1,1 and C∞ extensions
The goal of this section is to construct a C1,1-extension to the constant negative curvature
of a given metric on the product of infinite ray and a sphere. In the second half of this section
we will mollify the C1,1 metric to obtain a C∞ metric while still controlling the curvature.
7.1. C1,1 extension to constant negative curvature. We use the notation introduced in
Section 5.1. We also assume ε is small enough so that the principal curvatures of St are at
least 3λmin(S0)/4 for t ∈ (−ε, 0).
Proposition 7.1. (setting of Section 5.1) Assume S is a sphere and ds2n−1 is the standard
round metric of curvature 1 on S. Let h = 2IIS0. For any M0 > 0 and M1 > 0 there
exist Kg = Kg(g) and L = L(M0,M1, g, ε, ρ) such that for any ` > L there exist κ > M1
and r˜ > −2 − 2ε with the following properties. Consider the manifold (−ε,∞) × S with the
Riemannian metric g`,ε = dt2 + g`,εt where
g`,εt =

gt, t ∈ (−ε, 0),
ρ(t− ε)g0 + f`(t)h, t ∈ [0, 1 + ε],
f`(t)
(
ρ(t− 1− ε)h+ (1− ρ(t− 1− ε)ds2n−1)
)
, t ∈ [1 + ε, 2 + 2ε],(
1
κ
sinh[κ(t+ r˜)]
)2
ds2n−1, t ∈ [2 + 2ε,∞).
Then, the following holds:
(a) g`,ε is a C1,1-metric which is C∞ if t 6= 0, 2 + 2ε;
(b) All hypersurfaces St are strictly convex. Moreover, the principal curvatures of St are
at least λmin(S0) for t ∈ (0, ε);
(c) All sectional curvatures of g`,ε on (−ε, ε)× S are less than or equal to Kg;
(d) All sectional curvatures of g`,ε on (ε, 2 + 2ε)× S are less than or equal to −M0;
(e) All sectional curvatures of g`,ε on (2 + 2ε,∞)× S are −κ2.
Proof. Notice that h is a Riemannian metric on S as S0 is strictly convex.
Because fl and ρ are smooth the metric g
`,ε is smooth in each component. Via the choice of
fl, ρ and κ (in Lemma C.1), it is clear that g
`,ε is smooth at t = 1+ε and C1,1 at t = 0, 2+2ε.
Thus we obtain (a). Moreover, Lemma C.1 shows that there exists L˜1 = L˜1(M1) such that
for any ` > L˜1, the associated κ is at least M1. Item (c) follows from Proposition 5.2(a),
while (e) follows from Lemma B.1.
Notice that the construction on t ∈ [1 + ε, 2 + 2ε] is just a translation reparametrization
of the metric in Proposition 6.1. Thus (d) follows from Proposition 5.2(b) and Proposition
6.1(a). Finally we get (b) via Proposition 5.2(c), Proposition 6.1(b) and the assumption of ε
above this proposition. 
7.2. Smoothing of the extension from Section 7.1. We apply a technique developed
in [EK19] to smooth out the C1,1 metric we obtained in Proposition 7.1.
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Proposition 7.2. Consider M1 > 1. Let g
`,ε be the Riemannian metric on (−ε,∞)×S from
Proposition 7.1 with M0 = M
2
1 . Then, for any δ ∈ (0, ε2) there exists K0 = K0(`, ε) > 0 and
a smooth Riemannian metric g˜`,ε on (−ε,∞) such that the following holds:
(a) g˜`,ε = g`,ε on ((−ε,−δ] ∪ [δ, 2 + 2ε− δ] ∪ [2 + 2ε+ δ,∞))× S;
(b) The sectional curvatures of g˜`,ε on (−δ, δ)× S are bounded above by K0;
(c) The sectional curvatures of g˜`,ε on (2 + 2ε− δ, 2 + 2ε+ δ)× S are bounded above by
−(M1 − 1)2;
(d) All hypersurfaces St are strictly convex. Moreover, the principal curvatures of St are
at least λmin(S0)/2 for t ∈ (−δ, δ).
Proof. Pick a function ψ ∈ C∞c (R) such that ψ is supported on [−1, 1], ψ ≥ 0 and
∫
R ψ = 1.
For any η > 0 define a smooth mollifier
ψη(t) := η
−n+1ψ(t/η).
For any given δ, let βδ be a bump function vanishing on |t| ≥ δ and with value 1 for |t| ≤ δ/2.
We fix ` and ε and are going to smooth out g`,ε near {2 + 2ε} × S and near {0} × S.
Step 1: Smoothing near {2 + 2ε} × S: Notice that for t ∈ [2 + ε,∞], we can express
g`,εt in the following way: g
`,ε
t = f¯(t)
2ds2n−1, where
f¯(t) =

√
f`(t), t ∈ [2 + ε, 2 + 2ε];
sinh[κ(t+ r˜)]
κ
, t ∈ [2 + 2ε,∞).
Since g`,ε is C1,1, so is f¯ . The sectional curvature for g on t ≥ 2 + ε is given by
K(σ) = cos2 θ
(
− f¯
′′
f¯
)
+ sin2 θ
(
1
f¯2
−
(
f¯ ′
f¯
)2)
,
where θ is the angle between the tangent 2-plane σ and T . By Lemma B.1, we have
f¯ ′ > 0,
f¯ ′′
f¯
≥M21 and
1
f¯2
−
(
f¯ ′
f¯
)2
≤ −M21 .
Take the convolution of f¯ with ψη,
f¯η(t) :=
∫ η
−η
f¯(t− s)ψη(s)ds.
By properties of convolution, f¯η → f¯ in C1 as η → 0. Define
f˜η(t) := (1− βδ(t))f¯(t) + βδ(t)f¯η(t).
Let
g˜`,εt := f˜η(t)
2ds2n−1.
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We have that f˜η is smooth and f˜η → f¯ in C1 topology, thus there exists η1 > 0 such that for
all η < η1,
f˜ ′η > 0 and
1
f˜2η
−
(
f˜ ′η
f˜η
)2
≤ −(M1 − 1)2.
Hence all St with t ∈ (2 + 2ε− δ, 2 + 2ε+ δ) are strictly convex.
In order to finish the proof of (c) we only have to estimate f˜ ′′η /f˜η. When |t−2−2ε| ≤ δ/2,
f˜η(t) = f¯η(t). Thus
f˜ ′′η (t) =
∫ η
−η
f¯ ′′(t− s)ψη(s)ds ≥
∫ η
−η
M21 f¯(t− s)ψη(s)ds = M21 f˜η(t).
When |t− 2− 2ε| ∈ [δ/2, δ], since f¯ is C2 on these intervals, we have f˜η → f¯ in C2 topology
and we can find η2 such that for any η < η2, f˜
′′
η /f˜η ≥ (M1 − 1)2. We finish the proof by
taking η < min{η1, η2}.
Step 2: Smoothing near {0}×S: We define g¯η := dt2+g¯η,t on (−δ, δ)×S via convolution
g¯η,t :=
∫ η
−η
gt−sψη(s)ds.
It is clear that g¯η → g in C1. Since g is C1,1 with respect to t and smooth with respect
to coordinates on S, d
2
dt2
g¯η is bounded by the Lipchitz constant of
d
dtg, while other second
order derivatives of g¯η converge to those of g. Thus all second derivatives of g¯η are uniformly
bounded on any compact set. Hence there exists η3 > 0,K0 > Kg such that for any η ∈ (0, η3),
the sectional curvatures of g¯η are bounded above by K0/2 on [−δ, δ]× S.
Define
g˜`,εη := dt
2 + g˜`,εη,t,
where
g˜`,εη,t := (1− βδ(t))g`,εt + βδ(t)g¯η,t.
We need to establish the bounds on sectional curvature when |t| ∈ [δ/2, δ]. Notice that
in these domains g is at least C2, thus g¯η → g in C2 as η → 0 on both [δ/2, δ] × S and
[−δ,−δ/2] × S. Hence for any fixed δ, g˜`,εη → g in C2 topology on these domains. Since
K0 > Kg and the curvature of g
`,ε on (−δ, δ) × S is bounded above by Kg by Proposition
7.1(c), there exists η4 > 0 such that for any η < η4, the sectional curvatures of g˜
`,ε
η on both
[δ/2, δ]× S and [−δ,−δ/2]× S are bounded from above by K0. Thus we obtain item (b).
Now we prove (d), since g˜`,εη → g in C1 topology as η → 0 and principal curvatures depend
merely on g˜`,εη and
d
dt g˜
`,ε
η , by Proposition 7.1(b) and the assumption on ε above Proposition
7.1, we know that there exists η5 > 0 such that for η < η5, the principal curvatures has a
uniform lower bound λmin(S0)/2.
We finish the proof by taking g˜`,ε := g˜`,εη with 0 < η < min{η3, η4, η5}. 
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8. Anosov extension
The goal of this section is to prove the main theorem whose statement we recall.
Theorem 8.1 (Theorem A). Let (Σ, g) be a compact smooth Riemannian manifold with
boundary. Assume that each component of the boundary is a strictly convex sphere. Also
assume that (Σ, g) has no conjugate points and the trapped set for the geodesic flow is hyper-
bolic. Then, there exists a codimension 0 isometric embedding (Σ, g) ⊂ (Σext, gext) such that
(Σext, gext) is a closed Anosov manifold.
We first describe the main construction and establish estimates on Jacobi fields, which
then allow us to prove absence of conjugate points and the finish the prove in Section 8.4.
8.1. Description of the extension. To describe the extension, we will need the following
fact.
Lemma 8.2 ( [Gui17], Lemma 2.3). For any sufficiently small δ0 > 0, there exists an
isometrical embedding of (Σ, g) into a smooth Riemannian manifold (Σδ0 , gδ0) with strictly
convex boundary which is equidistant to the boundary of Σ, has the same hyperbolic trapped set
as (Σ, g), and no conjugate points. Moreover, all hypersurfaces equidistant to the boundary
of Σ in Σδ0 \ Σ are strictly convex.
By the lemma we can fix a δ0 > 0 such that the principal curvatures of all hypersurfaces
equidistant to the boundary of Σ in Σδ0 \ Σ are at least λmin(∂Σ)/2 where λmin(∂Σ) is the
minimum of principal curvatures of ∂Σ.
We denote by Q0 := QΣδ0 and C0 := CΣδ0 the constants given by Proposition 4.1 when
applied to Σδ0 . Assume ∂Σδ0 = unionsqmj=1Sj with each Sj diffeomorphic to a sphere. For any
sufficiently small ε ∈ (0, δ0), we can consider normal coordinates in the ε-neighborhoods of
each Sj . In particular, for each j, the ε-neighborhood of Sj is isometric to (−ε, 0]× Sj with
metric jg = dt
2 + jgt where t ∈ (−ε, 0] parametrizes the (signed) distance to Sj and jgt is
the Riemannian metric on
(
Sj
)
t
= {t} × Sj . Recall that a metric in Proposition 7.2 is the
smoothing of a metric in Proposition 7.1. By applying Proposition 7.2, for any M1 > 1,
δ ∈ (0, ε2) and
` > max
j
{L(M21 ,M1, jg, ε, ρ)} (see Proposition 7.1 for the definition of L), (8.1)
there exists a smooth Riemannian metric j g˜
`,ε on (−ε,∞)×Sj for each j with the properties
listed in Proposition 7.2. Let κ and r˜ be as in Proposition 7.1 for the chosen M1,M0 = M
2
1
and `. Then, we exise ε-neighborhood of the boundary of Σδ0 and replace (−ε, 0] × S with
metric gδ0 with unionsqmj=1(−ε, 2+2ε+δ]×Sj where each (−ε, 2+2ε+δ]×Sj is equipped with the
metric j g˜
`,ε. We denote the resulting Riemannian manifold with constant curvature −κ2 near
the boundary by (Σδ0`,ε, g
δ0
`,ε). Notice that, since δ ∈ (0, ε2), the manifold (Σδ0`,ε, gδ0`,ε) contains
an isometric copy (Σ, g).
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FixR > 0. By Proposition 7.1 each metric j g˜
`,ε has the form
(
1
κ sinh[κ(t+ r˜)]
)2
ds2n−1,which
is the form of the hyperbolic metric constant curvature −κ2 on Hn. Therefore we can remove
m balls from Hn and replace them with (Σδ0`,ε, g
δ0
`,ε) in such a way that the distance between
different components is at least R. Clearly we can also perform the same surgery procedure
starting from a closed hyperbolic manifold of curvature −κ2 provided that the injectivity
radius is sufficiently large. Existence of such hyperbolic manifolds is well-known and follows
from the residual finiteness of the fundamental groups of hyperbolic manifodls. We include
the proof for the sake of completeness.
Lemma 8.3. Let M be a compact hyperbolic manifold. Given any D > 0 there exists a finite
cover M˜ →M such that the injectivity radius of M˜ is ≥ D.
Proof. Let α1, ...αN be the list of closed geodesics on M whose length is less than 2D and let
β1, ...βN be the elements of pi1(M,x0) which are freely homotopic to these geodesics. Because
pi1(M,x0) is residually finite [Mal40] there exists a finite group G and a homomorphism
h : pi1(M,x0) → G such that h(βi) 6= idG. Then the finite cover M˜ which corresponds to
kernel of h has injectivity radius > D. 
Thus we obtain a smooth closed Riemannian manifold (Σext, gext) which contains an iso-
metric copy of (Σ, g). To guarantee that the constructed extension is Anosov (Σext, gext) ,
we make some choice of parameters ε, `, δ,M1, and R such that they satisfy the following
conditions:
(C1) M1 = Q0 + 4;
(C2) ε < 2λmin(∂Σ) ln cosh
λmin(∂Σ)
4Kg+4(Q0+2)2
, where Kg comes from Proposition 7.1;
(C3) δ < min{δ0, ε2 , 2λmin(∂Σ) ln cosh
λmin(∂Σ)
8K0+8(Q0+1)2
} where K0 comes from Proposition 7.2
and depends on ε and `;
(C4) R := 2
(Q0+1)2
+ 1 + C0Q0+2 +
2
Q0+3
tanh−1 Q0+2Q0+3 .
We introduce notation that we will use in the next sections.
Denote by C1+ := ∪mj=1[−δ, δ]×Sj and C2+ := ∪mj=1[δ, ε]×Sj . We decompose Σext into three
domains
Σext = Σ0 ∪ C+ ∪ D−,
where Σ0 := Σ ∪ ∪mj=1[−δ0,−δ]× Sj , C+ := C1+ ∪ C2+ and D− := Σext \ (Σ0 ∪ C+).
We summarize the properties of the resulting extension that come from Propositions 4.1,
Propositions 7.1 and 7.2 with our choice of parameters:
(i) We have the conclusion of Proposition 4.1 for (Σ0, g
ext) with Q0 and C0.
(ii) The sectional curvatures on D− are at most −(Q0 + 3)2. And all maximal geodesic
segments within D− have length at least R.
(iii) On C1+, the curvature upper bound is K0 and the principal curvatures for hypersurfaces
in C1+ equidistant to Σ are at least λmin(∂Σ)/4.
(iv) On C2+, the curvature upper bound is Kg and the principal curvatures for hypersurfaces
in C2+ equidistant to Σ are at least λmin(∂Σ)/2.
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8.2. Travel time and Jacobi estimate in the collar.
Remark 8.4. From now on, for the sake of simpler notation, we assume that ∂Σ has only
one connected component. The argument for the general case is the same.
We denote the boundary of Σδ0 by S (see Section 8.1) and let St = {t} × S.
We want to estimate the travel time and change of µJ when a geodesic goes through C+.
To do that we consider a setting which is (formally) more general than (iii) and (iv) above
which we proceed to describe.
Let c : [0, τ ]→ [b−, b+]× S be a unit speed geodesic segment in [b−, b+]× S on which the
sectional curvature is bounded from above by κ0 > 0. We may assume the pricipal curvatures
of St (b− ≤ t ≤ b+) are at least λ > 0. Namely, the shape operator satisfies
〈A(t)X,X〉 ≥ λ ‖X ‖ 2, ∀t ∈ [b−, b+], X ∈ St. (8.2)
Moreover, we assume that
b+ − b− < 1
λ
ln cosh
λ
2κ0 + 2(Q+ 1)2
(8.3)
for some Q > 0.
For any s ∈ [0, τ ], let d(s) be the t-coordinate of c(s). By the first variation formula,
d′(s) = 〈T, c˙(s)〉. Let W (s) be the component of c˙(s) orthogonal to T . Then, we have
‖W (s) ‖ 2 = 1 − d′(s)2,∇c˙(s)T = ∇W (s)T and ∇W (s)T ⊥ T. Hence, by the second variation
formula,
d′′(s) = 〈∇c˙(s)T, c˙(s)〉 = 〈∇W (s)T,W (s)〉 = 〈A(d(s))W (s),W (s)〉. (8.4)
Lemma 8.5. The travel time in the collar has the following upper bound
τ ≤ (κ0 + (Q+ 1)2)−1.
For any perpendicular Jacobi field J along c with J(0) 6= 0, if µJ(0) ≥ −Q, then µJ(t) >
−Q− 1 for t ∈ [0, τ ] and ∫ τ
0
µJ(t)dt ≥ − 1
Q+ 1
.
Similarly, if µJ(0) > Q+ 1, then µJ(t) > Q for t ∈ [0, τ ].
Proof. If |d′(s0)| = 1 for some s0 ∈ [b−, b+] then c˙(s0) = T and therefore c˙(s) = T for all
s ∈ [b−, b+] thus the travel time is τ = b+ − b−. Hence we can assume |d′(s)| < 1 for all
s ∈ [0, τ ]. By (8.2) and (8.4), we have
d′′ = 〈∇WT,W 〉 = ‖W ‖ 2
〈
A(d(s))
(
W
‖W ‖
)
,
W
‖W ‖
〉
≥ (1− (d′)2)λ.
Assume d(t0) = min d(s). If t0 ∈ (0, τ) then d′(t0) = 0, while t0 = 0 implies that d′(t0) > 0.
The case when t0 = τ is symmetric to t0 = 0. Thus we may assume d
′(t0) ≥ 0. For s ≥ t0
we have
1
2
ln
∣∣∣∣1 + d′(s)1− d′(s)
∣∣∣∣ = 12 ln
∣∣∣∣1 + d′(t0)1− d′(t0)
∣∣∣∣+ ∫ s
t0
d′′(τ)
1− d′(τ)2dτ ≥ λ(s− t0),
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which implies that d′(s) ≥ tanh(λ(s− t0)). Hence,
d(s) = d(t0) +
∫ s
t0
d′(τ)dτ ≥ b− +
∫ s−t0
0
tanh(λτ)dτ = b− +
ln cosh(λ(s− t0))
λ
.
On the other hand, d(s) ≤ b+ for all s ∈ [0, τ ]. Together with (8.3) we obtain
τ − t0 ≤ 1
λ
cosh−1 eλ(b+−b−) <
1
2κ0 + 2(Q+ 1)2
.
Thus, again by symmetry, we have
τ ≤ (κ0 + (Q+ 1)2)−1.
Now we estimate the change of µJ . The solution of u
′′ + κ0u = 0 with u(0) = 1, u′(0) = −Q
satisfies
u′(t)
u(t)
= −√κ0 tan
(√
κ0t+ tan
−1 Q√
κ0
)
, t ∈ [0, τ ].
By Mean Value Theorem,
τ ≤ 1
κ0 + (Q+ 1)2
<
1√
κ0
tan−1
Q+ 1√
κ0
− 1√
κ0
tan−1
Q√
κ0
Thus u′(t)/u(t) > −Q − 1 for 0 ≤ t ≤ τ . Since the sectional curvature in [b−, b+] × S is
bounded from above by κ0, applying Lemma 2.8 with f ≡ κ0 on [0, τ ], we obtain µJ(t) ≥
u′(t)/u(t) > −Q− 1. Thus∫ τ
0
µJ(t)dt ≥ − Q+ 1
κ0 + (Q+ 1)2
≥ − 1
Q+ 1
.
The last assertion of the lemma follows by using the argument by contradiction and reversing
time. 
Corollary 8.6. Let J be a nonzero perpendicular Jacobi field along c with J(t∗) = 0 for some
t∗ ∈ (0, τ), then J does not vanish on (t∗, τ ] and µJ(τ) > Q.
Corollary 8.7. Let c : [0, τ0]→ C+ be a geodesic in C+ and J be a perpendicular Jacobi field
along c.
(a) If c(0) ∈ S−δ, c(τ0) ∈ Sε and µJ(0) > −Q0, then µJ(t) > −Q0− 2 for all t ∈ [0, τ0] and∫ τ0
0
µJ(t)dt > − 2
Q0 + 1
.
(b) If c(0) ∈ Sε, c(τ0) ∈ S−δ and µJ(0) > Q0 + 2, then µJ(t) > Q0 for all t ∈ [0, τ0].
(c) If both c(0), c(τ0) ∈ Sε and µJ(0) > Q0 + 2, then µJ(t) > −Q0− 2 for all t ∈ [0, τ0] and∫ τ0
0
µJ(t)dt > − 2
Q0 + 1
.
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Proof. On C1+ (resp. C2+), we apply Lemma 8.5 with κ0 = K0 (resp. κ0 = Kg), λ =
λmin(∂Σ)/4 (resp. λ = λmin(∂Σ)/2) and (C3) (resp. (C2)) is equivalent to condition (8.3)
with Q = Q0 (resp. Q = Q0 + 1).
(a) Since all hypersurfaces St are convex, there exists τ ∈ [0, τ0] such that c[0, τ ] ⊆ C1+ and
c[τ, τ0] ⊆ C2+. By applying Lemma 8.5 on both C1+ and C2+ we obtain µJ(t) > −Q0 − 1 on
[0, τ ] and µJ(t) > −Q0 − 2 on [τ, τ0]. Thus∫ τ0
0
µJ(t)dt ≥ − 1
Q0 + 1
− 1
Q0 + 2
> − 2
Q0 + 1
.
(b) This item follows by reversing time and applying (a).
(c) If c[0, τ0] does not intersects C1+, then applying Lemma 8.5 on C2+ implies µJ(t) > Q0 +1
for all t ∈ [0, τ0]. Otherwise assume c[a, b] ⊆ C1+, then we get (c) by applying Lemma 8.5 three
times on c[0, a], c[a, b] and c[b, τ0]. The estimate on the integral follows from item (a). 
8.3. Jacobi field estimate outside Σ0. The following lemma allows us to estimate how
Jacobi fields change outside Σ0.
Lemma 8.8. Let c : [τ1, τ2]→ C+ ∪D− be a maximal geodesic with c(τ1) on the boundary of
Σ0, and J be a perpendicular Jacobi field along c with −Q0 < µJ(τ1) <∞, then J(t) 6= 0 for
all t ∈ [τ1, τ2]. Moreover,
(i) If τ2 <∞, then µJ(τ2) > Q0 and
∫ τ2
τ1
µJ(t)dt > Q0 + C0 + 2;
(ii) If τ2 =∞, then
∫ τ2
τ1
µJ(t)dt =∞;
(iii) µJ(t) > −Q0 − 2 for all t ∈ [τ1, τ2].
Proof. Let {ai}ni=0 and {bi}ni=0 be the sequences of times with τ1 = a0 < b0 < . . . an <
bn < an+1 ≤ τ2 (n and τ2 could be ∞) such that c[ak, bk](k = 0, 1, · · · , n) are the geodesic
segments in C+ and c(τ1, a0), c(bk, ak+1)(k = 0, 1, · · · , n), and c(an+1, τ2) are contained in
D−. By construction of Σext, we know that for all 0 ≤ k ≤ n,
ak+1 − bk > R = 2
(Q0 + 1)2
+ 1 +
C0
Q0 + 2
+
2
Q0 + 3
tanh−1
Q0 + 2
Q0 + 3
.
Firstly, we prove that
µJ(bk) > −Q0 − 2 ⇒ µJ(t) > −Q0 − 2 for t ∈ [bk, ak+1], (8.5)
µJ(ak+1) > Q0 + 2 and∫ ak+1
bk
µJ(t)dt > Q0 + C0 + 2 +
2
Q0 + 1
. (8.6)
Indeed, c[bk, ak+1] ⊆ D− on which the sectional curvatures are bounded above by −(Q0 +3)2.
By Lemma 2.8, we know that for t ∈ [0, ak+1 − bk],
µJ(bk + t) > (Q0 + 3) tanh
(
t(Q0 + 3)− tanh−1 Q0 + 2
Q0 + 3
)
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Figure 2. Graph of µJ
Thus, µJ(bk + t) > −Q0 − 2 for t ∈ [0, ak+1 − bk]. Moreover, we have µJ(bk + t) > Q0 + 2 for
all t ∈
[
2
Q0+3
tanh−1 Q0+2Q0+3 , ak+1 − bk
]
and
∫ bk+t
bk
µJ(τ)dτ > (Q0 + 2)
(
t− 2
Q0 + 3
tanh−1
Q0 + 2
Q0 + 3
)
. (8.7)
In particular, we have (8.5). Together with Corollary 8.7, we have the following two state-
ments:
µJ(ak) > Q0 + 2 ⇒ µJ(t) > −Q0 − 2 for t ∈ [ak, ak+1], (8.8)
µJ(ak+1) > Q0 + 2 and∫ ak+1
ak
µJ(t)dt > Q0 + C0 + 2. (8.9)
µJ(bk) > −Q0 − 2 ⇒ µJ(t) > −Q0 − 2 for t ∈ [bk, bk+1], (8.10)
µJ(bk+1) > −Q0 − 2 and∫ bk+1
bk
µJ(t)dt > Q0 + C0 + 2. (8.11)
Now we make the estimate on the entire [τ1, τ2]. Since µJ(τ1) > −Q0, by Corollary 8.7(a),
we know that µJ(b0) ≥ −Q0 − 2. By (8.5) and (8.8), we obtain (iii) and for any k ≥ 1,
33
D. Chen, A. Erchenko, and A. Gogolev
µJ(ak) > Q0 + 2 and∫ τ2
τ1
µJ(τ)dτ >
∫ an
a0
µJ(τ)dτ =
n−1∑
k=0
∫ ak+1
ak
µJ(τ)dτ > n(Q0 + C0 + 2).
Thus, when n = ∞, ∫ τ2τ1 µJ(τ)dτ = ∞. When τ2 < ∞, by (8.5) and (8.8), µJ(an) > Q0 + 2,
thus µJ(τ2) > Q0 due to Corollary 8.7 and we obtain (i). The only case left is when n <∞
but τ2 =∞. In this case we apply (8.7) and obtain∫ τ2
τ1
µJ(τ)dτ =
∫ bn
τ1
µJ(τ)dτ +
∫ ∞
bn
µJ(τ)dτ =∞.

Corollary 8.9. Let c : [τ1, τ2] → C+ ∪ D− be a geodesic segment and J be a nonzero per-
pendicular Jacobi field along c with J(t∗) = 0 for some t∗ ∈ (τ1, τ2), then µJ > −Q0 − 2 on
(t∗, τ2]. In particular, J does not vanish on (t∗, τ2].
Proof. If t∗ ∈ (ak, bk) for some k, then µJ > Q0 on (t∗, bk] via Corollary 8.6. Thus, µJ >
−Q0 − 2 on (t∗, τ2] follows from Lemma 8.8(iii). If t∗ ∈ (bk, ak+1) for some k, apply Lemma
2.8 we have µJ > Q0 + 2 on (t
∗, ak+1]. Finally, from Lemma 8.8(iii), we have µJ > −Q0 − 2
on (t∗, τ2]. 
8.4. Proof of absence of conjugate points and of the main theorem. In order to
prove (Σext, gext) is Anosov, we first prove the absense of conjugate points.
Proposition 8.10. The extension (Σext, gext) has no conjugate points.
Proof. We need to prove that for any geodesic γv and perpendicular Jacobi field J along γv,
if J(t∗) = 0, then J(t) 6= 0 for all t > t∗. Assume t−1 ≤ t+1 < t−2 ≤ t+2 < · · · are the times
when γv crosses ∂Σ0 and we assume that γv[t
−
k , t
+
k ], k ∈ Z are the segments within Σ0.
Lemma 8.11. For any n with t+n > t
∗, we have µJ(t+n ) > −Q0 and J does not vanish on
(t∗, t+n ].
Proof. Firstly, we prove the statement for the first n with t+n > t
∗. If t∗ ∈ [t−k , t+k ] for some
k then µJ(t
+
k ) > −Q0, otherwise by reversing time we obtain a Jacobi field, J∗, entering Σ0
with µJ∗ > Q0 but vanishing within Σ0, contradicting Proposition 4.1. If t
∗ ∈ (−∞, t−1 ] then
µJ(t
−
1 ) > Q0 via Corollary 8.6. Thus, µJ(t
+
1 ) > −Q0 by Proposition 4.1. Similar argument
can be applied when t∗ ∈ [t+k , t−k+1] to obtain µJ(t+k+1) > −Q0.
For general n, notice that µJ(t
+
n ) > −Q0 implies µJ(t+n+1) > −Q0 due to Lemma 8.8(i)
and Proposition 4.1. 
We finish the proof of the proposition by considering the cases for the sequence of times
{t±i }.
Case 1: The sequence {t±i } is empty. This means that γv never enters Σ0. Then the
non-vanishing property of J follows from Corollary 8.9.
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Case 2: The sequence {t±i } never ends. In this case J does not vanish for t > t∗ due to
Lemma 8.11.
Case 3: The sequence {t±i } ends with some t+m. If t∗ < t+m then by Lemma 8.11 we have
µJ(t
+
m) > −Q0 and Lemma 8.8 tells us that J does not vanish after t+m. If t∗ ≥ t+m then
Lemma 8.8 can be applied again to show that J does not vanish for t > t∗.
Case 4: The sequence {t±i } ends with some t−m. In this case γv ends up in Γ− at time
t−m. If t∗ < t
+
m−1, then µJ(t
+
m−1) > −Q0 by Lemma 8.11 and thus µJ(t−m) > Q0 by Lemma
8.8. Therefore J does not vanish after t−m due to Proposition 4.1. If t
+
m−1 ≤ t∗ < t−m, then we
again have µJ(t
−
m) > Q0 by Corollary 8.9. If t
∗ ≥ t−m, then J does not vanish after t∗ since
Σ0 has no conjugate points. 
Now we are ready to prove the geodesic flow on (Σext, gext) is Anosov.
Proof of Theorem 8.1. By Theorem 2.3 and Proposition 8.10, in order to show the geodesic
flow is Anosov, it suffices to prove that all non-zero perpendicular Jacobi fields on a manifold
without conjugate points are unbounded.
If a geodesic γv stays in Σ0 for all t ∈ R, then v ∈ Λ. Thus any Jacobi field along γv
is unbounded by hyperbolicity. Therefore it remains to consider the case when γv passes
through D−. Let J be a Jacobi field along γv. By changing the starting time we may assume
that the geodesic segment γv|[−R/2,R/2] lies within D−. We can also assume that J(0) 6= 0
and µJ(0) ≥ 0 (otherwise we can replace v with −v). We will show that ‖ J ‖ (t) → ∞ as
t→∞.
Recall that µJ = ‖ J ‖ ′/ ‖ J ‖ , hence we have only to prove the intergral of µJ is unbounded
on [0,+∞). As before denote by 0 < t−1 ≤ t+1 < t−2 ≤ t+2 < · · · the moments γv crosses ∂Σ0
with γv[t
−
k , t
+
k ], k ∈ Z being the segments within Σ0.
Case 1: Geodesic γv never enters Σ0 on t ≥ 0. We decompose γv[0,+∞) using 0 <
a1 < b1 < a2 < b2 < · · · as in the proof of Lemma 8.8. If a1 = +∞, by Lemma 2.8 we
know that ‖ J ‖ is unbounded. Now we assume a1, b1 < +∞, by Lemma 2.8 again we have
µJ(a1) > Q0 + 2 thus µJ(b1) > −Q0 − 2 by Corollary 8.7. The unboundedness of ‖ J ‖ is a
consequence of Lemma 8.8(ii).
Case 2: Geodesic γv enters Σ0 infinitely many times on t ≥ 0. Since t−1 = bl for some
l ≥ 1, the argument as in Case 1 can be carried out to obtain µJ(t−1 ) > Q0. Then we proceed
by induction to get µJ(t
−
k ) > Q0 and µJ(t
+
k ) > −Q0 for all k ≥ 1. Moreover Proposition 4.1
implies that ∫ t+k
t−k
µJ(t)dt ≥ −C0.
For each k, by Lemma 8.8(i) we have∫ t−k+1
t+k
µJ(t)dt ≥ Q0 + C0 + 2
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hence ∫ t−k+1
t−k
µJ(t)dt ≥ Q0 + 2.
Thus the integral of µJ is unbounded.
Case 3: The sequence {t±i } ends with some t+m. The argument in Case 2 implies µJ(t+m) >
−Q0. The norm ‖ J ‖ is unbounded by Lemma 8.8(ii).
Case 4: The sequence {t±i } ends with some t−m. The argument in Case 2 implies µJ(t−m) >
Q0. Notice that in this case γv[t
−
m,+∞) lies in Σ. Thus Proposition 4.1(1) tells us that ‖ J ‖
is unbounded.
Hence, for any v ∈ SΣext, all nonzero perpendicular Jacobi fields along γv are unbounded.
Thus we have finished the proof of Theorem 8.1. 
Appendix A. Estimates on the curvature tensor
Throughout this section we use notations from Section 5.
A.1. The curvature tensor for the deformation to negative sectional curvature.
For any θ0 ∈ S, let {ei}n−1i=1 be the an orthonormal basis of g0 such that h(ei, ei) = 2λi(0, θ).
Consider normal coordinates {xi}n−1i=1 on S for g0 in a neighborhood of (0, θ0) such that
∂
∂xi
|(0,θ0) = ei. For notational convenience we denote by x0 := t.
Lemma A.1 (The above setting, also see Section 5.1). We use the setting described in this
section. Let ε > 0. Consider the manifold [0, 1+ε]×S with Riemannian metric g˜`,ε = dt2 + g˜t
where
g˜t = ρ(t− ε)g0 + f`(t)h for all t ∈ [0, 1 + ε].
Then, there exists a constant C1 = C1(g, ρ) such that for any i, j, k ∈ {1, ..., n − 1} and
(t0, θ0) ∈ [0, 1 + ε]× S,
|R0ijk(t0, θ0)| < C1f ′`(t0),
where R0ijk = 〈R`,ε( ∂∂xj , ∂∂xk ) ∂∂xi , ∂∂x0 〉 is the coefficient of the Riemann curvature tensor with
respect to {xi}−coordinates.
Proof. Let (g0)ij = g0
(
∂
∂xi
, ∂∂xj
)
and hij = h
(
∂
∂xi
, ∂∂xj
)
. Recall that x0 = t and {xi}n−1i=1 are
normal coordinates near (0, θ0) such that
∂
∂xi
|(0,θ0) = ei. We have
(g0)ij(0, θ0) = δij , hij(0, θ0) = 2λi(0, θ0)δij , (A.1)
∂
∂xk
(g0)ij(0, θ0) = 0 and ∇0ei
∂
∂xj
= 0 for all i, j, k ∈ {1, . . . , n− 1},
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Moreover, the metric tensor of g˜`,ε in coordinates {x0, x1, . . . , xn−1} defined in a neighbor-
hood Ot0,θ0 of (t0, θ0) on [0, 1 + ε]× S has the following entries:
g¯00 = g˜`,ε(T, T ) = 1, g¯0j = g¯j0 = g˜`,ε
(
T,
∂
∂xj
)
= 0 for all j ∈ {1, . . . , n− 1}, (A.2)
g¯ij = g˜`,ε
(
∂
∂xi
,
∂
∂xj
)
= ρ(t− ε)(g0)ij + f`(t)hij for all i, j ∈ {1, . . . , n− 1}.
Thus, using (A.1), for any i, j, k ≥ 1, the Christoffel symbols Γ0ij for g˜`,ε in O(t0,θ0) and their
partial derivatives are
Γ0ij(t, θ) =
1
2
g¯00
(
∂
∂xj
g¯i0 +
∂
∂xi
g¯j0 − ∂
∂t
g¯ij
)
(t, θ) = −1
2
∂
∂t
g¯ij(t, θ)
= −1
2
ρ′(t− ε)(g0)ij(0, θ)− 1
2
f ′`(t)hij(0, θ);
∂
∂xk
Γ0ij(t, θ) = −
1
2
ρ′(t− ε) ∂
∂xk
(g0)ij(0, θ)− 1
2
f ′`(t)
∂
∂xk
hij(0, θ).
In particular, at (t0, θ0), they are
Γ0ij(t0, θ0) =
(
−1
2
ρ′(t0 − ε)− f ′`(t0)λi(0, θ0)
)
δij ;
∂
∂xk
Γ0ij(t0, θ0) = −
1
2
f ′`(t0)
∂
∂xk
hij(0, θ0) = −1
2
f ′`(t0)
(∇0ekh) (ei, ej),
where ∇0 is the covariant derivative of tensor at S.
For general Γijk, by (A.2), we have
∂
∂xi
g¯jk(t0, θ0) = ρ(t0 − ε) ∂
∂xi
(g0)jk(0, θ0) + f`(t0)
∂
∂xi
hjk(0, θ0) = f`(t0)(∇0eih)(ej , ek),
Thus, for all i, j, k ≥ 1,
Γijk(t0, θ0) =
1
2
g¯il
(
∂
∂xk
g¯lj +
∂
∂xj
g¯lk − ∂
∂xl
g¯jk
)
(t0, θ0)
=
1
2
g¯ii
(
∂
∂xk
g¯ij +
∂
∂xj
g¯ik − ∂
∂xi
g¯jk
)
(t0, θ0)
=
f`(t0)
2
(∇0ekh)(ei, ej) + (∇0ejh)(ei, ek)− (∇0eih)(ej , ek)
ρ(t0 − ε) + 2f`(t0)λi(0, θ0) .
Let
Dh := max
i,j,k∈{1,...,n−1}
{
(∇0ukh)(ui, uj)
∣∣{ul}n−1l=1 is an orthonormal basis of g0} .
Then, we have
∣∣∣ ∂∂xkΓ0ij(t0, θ0)∣∣∣ ≤ Dhf ′`(t0)/2 and
|Γijk(t0, θ0)| ≤
3f`(t0)Dh
2(ρ(t0 − ε) + 2f`(t0)λi(0, θ0)) ≤
3Dh
4λmin(S0)
.
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Since f ′`(t0) ≥ 1, we have
|R0ijk(t0, θ0)| =
∣∣∣∣ ∂∂xj Γ0ki − ∂∂xkΓ0ji + ΓlkiΓ0jl − ΓljiΓ0kl
∣∣∣∣ (t0, θ0)
=
∣∣∣∣ ∂∂xj Γ0ki − ∂∂xkΓ0ji + ΓjkiΓ0jj − ΓkjiΓ0kk
∣∣∣∣ (t0, θ0)
≤ Dhf ′`(t0) +
3Dh
4λmin(S0)
( ‖ ρ ‖ C1 + 2f ′`(t0)λmax(S0))
≤
[
Dh +
3Dh
4λmin(S0)
( ‖ ρ ‖ C1 + 2λmax(S0))
]
f ′`(t0) =: C1f
′
`(t0).
Thus, we finish the proof of Lemma A.1. 
A.2. The curvature tensor for the “rounding” deformation. For any θ ∈ S, let
{ei}n−1i=1 be an orthonormal basis of h such that hˆ(ei, ej) = δijµi(θ)δij . Let µmax(S) =
max{µi(θ)|i ∈ {1, . . . , n − 1}, θ ∈ S} and µmin(S) = min{µi(θ)|i ∈ {1, . . . , n − 1}, θ ∈ S}.
Consider normal coordinates {xi}n−1i=1 on S for h in a neighborhood of (0, θ0) such that
∂
∂xi
|(0,θ0) = ei. For notational convenience, we again denote x0 := t.
Lemma A.2. We use the setting described in this section. Let ε > 0. Consider the product
[0, 1 + ε]× S with Riemannian metric gˆ`,ε = dt2 + gˆt where
gˆt = f`(t+ 1 + ε)
(
ρ(t)h+ (1− ρ(t))hˆ
)
, t ∈ [0, 1 + ε].
Let
M ′ρ = max
τ∈R
|ρ′(τ)| and Dhˆ = max
{
(∇huk hˆ)(ui, uj)
}
, (A.3)
where the maximum in the definition of Dhˆ is taken over i, j, k ∈ {1, . . . , n − 1} and an
orthonormal basis {ul}n−1l=1 of h which also diagonalizes hˆ.
Then, for any i, j, k ∈ {1, . . . , n− 1} and (t0, θ0) ∈ [0, 1 + ε]× S,∣∣R0ijk(t0, θ0)∣∣ ≤ Dhˆ(1 + 2(1 + µmax(S))2µmin(S)
)(
f ′`(t0 + 1 + ε) + f`(t0 + 1 + ε)M
′
ρ
)
.
where R0ijk = 〈R`,ε
(
∂
∂j ,
∂
∂xk
)
∂
∂xi
, ∂∂x0 〉 is the coefficient of the Riemann curvature tensor with
respect to {xi}−coordinates.
Proof. Let hij = h
(
∂
∂xi
, ∂∂xj
)
and hˆij = hˆ
(
∂
∂xi
, ∂∂xj
)
. Recall that x0 = t and {xi}n−1i=1 is
normal coordinate near (0, θ0) such that
∂
∂xi
|(0,θ0) = ei, we have
hij(0, θ0) = δij , hˆij(0, θ0) = µi(θ0)δij , (A.4)
∂
∂xk
hij(0, θ0) = 0 and ∇hei
∂
∂xj
= 0 for all i, j, k ∈ {1, . . . , n− 1},
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The metric tensor of gˆ`,ε in coordinates {t, x1, . . . , xn−1} defined in a neighborhood Ot0,θ0
of (t0, θ0) on [0, 1 + ε]× S has the following entries:
g¯00 = gˆ`,ε
(
∂
∂t
,
∂
∂t
)
= 1,
g¯0j = g¯j,0 = gˆ`,ε
(
∂
∂t
,
∂
∂xj
)
= 0 for all j ∈ {1, . . . , n− 1},
g¯ij = gˆ`,ε
(
∂
∂xi
,
∂
∂xj
)
= f`(t+ 1 + ε)(ρ(t)hij + (1− ρ(t))hˆij) for all i, j ∈ {1, . . . , n− 1}.
Thus, using (A.4), the Christofell symbols for gˆ`,ε in O(t0,θ0) are
Γ0ij(t, θ) = −
1
2
(f`(t+ 1 + ε)ρ(t))
′ hij − 1
2
(f`(t+ 1 + ε)(1− ρ(t)))′ hˆij so
Γ0ij(t0, θ0) =
(
−1
2
(f`(t+ 1 + ε)ρ(t))
′ − 1
2
(f`(t+ 1 + ε)(1− ρ(t)))′ µi(θ0)
) ∣∣∣
t=t0
δij
∂
∂xk
Γ0ij(t0, θ0) = −
1
2
(f`(t+ 1 + ε)(1− ρ(t)))′ |t=t0
(
∇hek hˆ
)
(ei, ej),
Γijk(t0, θ0) =
1
2
1− ρ(t0)
ρ(t0) + (1− ρ(t0))µi(θ0)
(
(∇hek hˆ)(ei, ej) + (∇hej hˆ)(ei, ek)− (∇hei hˆ)(ej , ek)
)
for all i, j, k ∈ {1, . . . , n− 1}.
As a result, the coefficients R0ijk(t0, θ0) of the Riemann curvature tensor are
R0ijk(t0, θ0) =
∂
∂xj
Γ0ki(t0, θ0)−
∂
∂xk
Γ0ji(t0, θ0) + Γ
j
ki(t0, θ0)Γ
0
jj(t0, θ0)− Γkji(t0, θ0)Γ0kk.
Then, using (A.3), we have∣∣R0ijk(t0, θ0)∣∣ ≤ Dhˆ(1 + 2(1 + µmax)2µmin
)(
f ′`(t0 + 1 + ε) + f`(t0 + 1 + ε)M
′
ρ
)
.

Appendix B. Sectional curvature for a product manifold
Lemma B.1. Consider the product (c1, c2)×S with Riemannian metric ds2 = dt2 + f(t)2gS
where c1, c2 ∈ R, f(t) > 0 for t ∈ (c1, c2), and gS is a Riemannian metric on S. Let T = ∂∂t .
Then,
(1) The shape operator on St is given by
f ′(t)
f(t) Id;
(2) For any nonzero X ∈ TS, the sectional curvature of a plane σX,T is given by
K(σX,Y ) = −f
′′(t)
f(t)
;
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(3) For any linearly independent X,Y ∈ TS, the sectional curvature of a plane σX,Y is
given by
K(σX,Y ) =
1
f(t)2
Kint(gS , σX,Y )−
(
f ′(t)
f(t)
)2
;
(4) Let σ be a plane which is neither tangent nor orthogonal to S and can be expressed
as σ = σX+aT,Y for some linearly independent X,Y ∈ TS and a > 0. Then, the
sectional curvature of σ is given by
K(σ) = K(σX+aT,Y ) =
1
1 + a2
K(σX,Y ) +
a2
1 + a2
K(σY,T ).
Thus, we obtain immediately the following.
Corollary B.2. Consider the product (c1, c2)×S with Riemannian metric ds2 = dt2+f(t)2gS
where c1, c2 ∈ R, f(t) > 0 for t ∈ (c1, c2), and gS is a Riemannian metric on S. Then,
(1) ds2 has negative curvature if and only if f ′′(t) > 0 and f ′(t)2 > Kint(gS , σ) for all
t ∈ (c1, c2) and any plane σ tangent to S;
(2) if ds2 has constant negative curvature −κ2, then
f(t) = aκ sinh(κt) + bκ cosh(κt) where t ∈ (c1, c2)
for some aκ, bκ ∈ R such that aκ tanh(κaκ) > −bκ.
Proof of Lemma B.1. We have that IISt = f
′(t)f(t)gS and hence, from definition, the shape
operator if given by
A(t, θ) =
f ′(t)
f(t)
Id.
By (2.7), we obtain Lemma B.1(2). Since
K int(f(t)2gS , σX,Y ) =
1
f(t)2
K int(gS , σX,Y )
for any linearly independent X,Y ∈ TS, by (2.8), we obtain Lemma B.1(3).
Let X,Y ∈ T(t0,θ0)S. We have that the t-coordinate and normal coordinates on S for gS
at (t0, θ0) define coordinates on (c1, c2) × S. Using those coordinates and the definition of
Riemann curvature coefficients, we can obtain that 〈R(X,Y )Y, T 〉 = 0. Thus, by (2.6), we
obtain Lemma B.1(4). 
Appendix C. C1-gluing for functions of special type
Lemma C.1. Let f`(t) =
e`t−1
` and let
uκ(t) =
1
κ2
(a sinh(κt) + b cosh(κt))2
where a, b ∈ R are such that a2 + b2 6= 0. For any τ > 0 there exists L = L(τ, a, b) > 0
such that for all ` > L there exist κ ∈ R and r > −τ such that f`(τ) = uκ(τ + r) and
f ′`(τ) = u
′
κ(τ + r). Moreover, −κ2 → −∞ as `→∞.
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Proof. To prove the lemma we need to solve the following system of equations:2
e`τ − 1
`
κ2 + a2 − b2 = 2ab sinh(2κ(τ + r)) + (a2 + b2) cosh(2κ(τ + r)),
e`τκ = (a2 + b2) sinh(2κ(τ + r)) + 2ab cosh(2κ(τ + r)).
Let p = 2 e
`τ−1
` κ
2 + a2 − b2 and q = e`τκ.
Thus, if a2 = b2 then
κ =
ab
a2 + b2
`
1− e−`τ ,
r = −τ + 1− e
−`τ
`
ln
(
e`τ − 1
`
· 2κ
2
a2 + b2
)
> −τ.
Otherwise, 
cosh(2κ(τ + r)) =
(a2 + b2)p− 2abq
(a2 − b2)2 ,
sinh(2κ(τ + r)) =
(a2 + b2)q − 2abp
(a2 − b2)2 .
Notice that there exists L′ = L′(τ, a, b) > 0 such that for all ` > L′ we have e2`τ −
4 e
`τ−1
` (a
2 − b2) > 0. Using the fact that cosh(2κ(τ + r))2 − sinh(2κ(τ + r))2 = 1, we obtain
that for all ` > L there exists a solution
κ =
√
e2`τ − 4 e`τ−1` (a2 − b2)
2 e
`τ−1
`
∼ `
2
→∞ as `→∞,
r = −τ + 1
2κ
sinh−1
(
(a2 + b2)q − 2abp
(a2 − b2)2
)
∼ −τ + 1
`
sinh−1
(
1
2
(a− b)2e`τ `+ 2ab(`− a2 + b2)
)
> −τ as `→∞.
Thus, there exists L = L(τ, a, b) > 0 required by the lemma. 
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