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In many big data applications, massive features are collected and the number of signals
can be large, resulting in a high-dimensional sparsity free (dense) setting, many features are
‘true’, but weak signals. Genome-wide association studies (GWAS) epitomize this kind of
situation, but similar applications widely arise in neuroimaging, omics data, and social science,
among others. The goal of this thesis is to model and investigate dense signal problems in a
high-dimensional sparsity free framework. Motivated by GWAS applications, we theoretically
investigate several problems that are of great practical interest in scientific contexts, leading
to better statistical analysis and out-of-sample prediction for complex traits.
Our main results include a random matrix theory framework for GWAS and the associated
high-dimensional asymptotic results for a class of ridge-type estimators. These theoretical
results help address three aspects in GWAS applications. First, we study the cross-trait
polygenic risk score (PRS) method for genetic correlation estimation. We show that, though
intuitive and commonly used in practice, the genetic correlation estimated by cross-trait PRS
can be asymptotically biased towards zero. We propose a consistent cross-trait PRS estimator
to correct such asymptotic bias. Second, empirical evidence has shown that a substantial
and widespread gap exists between GWAS signal strength and prediction performance. We
investigate this phenomenon for a class of ridge-type estimators, identify the key factors
that determine the gap, and illustrate that such gap is a fundamental analytic challenge for
all ridge-type estimators in the presence of many true weak signals. Third, we study the
assembled ridge estimators, which can be efficiently generated by combining together the
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marginal estimator learned from training data and the feature covariance structure estimated
on an independent reference panel. For data with a block-diagonal covariance structure,
we reveal that the block-wise assembled estimators not only enjoy superior computational
efficiency, but can also have very similar performance to the original estimators. We also
propose a novel assembled estimator to improve the prediction accuracy. We illustrate our
theoretical results by using the simulated data and real GWAS in the UK Biobank database.
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CHAPTER 1: INTRODUCTION
Recent developments of big data technologies enable collection of massive features from a
large number of individuals. In many real data applications, the number of signals can be
large, resulting in a high-dimensional dense (sparsity free) setting, many features are ‘true’,
but weak signals. Genome-wide association studies (GWAS) epitomize this kind of situation,
but similar applications widely arise in neuroimaging, omics data, and social science, among
others. New empirical challenges have been arising in these dense signal problems, motivating
us to model them in a high-dimensional sparsity free framework and investigate several
aspects of asymptotics in scientific contexts.
In this thesis, we first study the cross-trait polygenic risk score (PRS) method, which has
gained popularity for assessing genetic correlation of complex traits using summary statistics
from biobank-scale GWAS. We theoretically show that the estimated genetic correlation
by cross-trait PRS can be asymptotically biased towards zero. We propose a consistent
cross-trait PRS estimator to correct such asymptotic bias. We also study the variance of
cross-trait PRS and explain why the estimator can still be have reliable p-value even it is
heavily biased towards zero. In addition, we investigate whether or not SNP screening by
GWAS p-values can lead to improved estimation and show the effect of overlapping samples
among GWAS. Our results may help demystify and tackle the puzzling “missing genetic
overlap” phenomenon of cross-trait PRS for dissecting the genetic similarity of closely related
heritable traits.
Second, we propose a general random matrix theory framework to analyze GWAS out-
of-sample prediction. Empirical evidence has shown that a substantial and widespread gap
exists between GWAS signal strength and performance of marginal summary statistics. We
investigate such gap for a class of ridge-type estimators, including the popular marginal
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estimator and the best linear unbiased prediction (BLUP) estimator as two special cases. We
illustrate that such gap is a fundamental analytic challenge for all ridge-type estimators in
the presence of many true weak signals. Furthermore, we show that the relative out-of-sample
performance of these estimators highly depends on ω = p/n, the ratio of dimension p over
sample size n. Particularly, it reveals that marginal estimator can easily become near-optimal
within this class when ω is large, even though it is an extremely over-regularized one. On the
other hand, BLUP estimator can become substantially better than marginal estimator as
ω is close to one. Our results have important implications in GWAS and other non-sparse
problems.
Finally, we study the assembled ridge estimators, which can be efficiently generated
by combining together the marginal estimator learned from training data and the feature
covariance structure estimated on an independent reference panel. We investigate the
relative performance of assembled estimators and original estimators that are directly trained
from training data. Moreover, for block-diagonal covariance structure, we reveal that the
assembled estimators not only enjoys superior computational efficiency, but also has very
similar performance to the original estimators. Based on our theoretical results, we also
propose a novel assembled estimator to improve the prediction accuracy. We illustrate our
theoretical results by using the simulated data and real GWAS in the UK Biobank database.
2
CHAPTER 2: LITERATURE REVIEW
2.1 Genome-wide association studies
Human complex traits often have a polygenic genetic architecture (O’Connor et al., 2019;
Wray et al., 2018; Boyle et al., 2017). That is, a large number of genetic variants have
small but nonzero contributions to phenotypic variation (Timpson et al., 2018). Genome-
wide association studies (GWAS) aim to find suspicious genetic risk variants by examining
association between complex traits and millions of variants, typically common (minor allele
frequency [MAF] ≥ 0.05) single-nucleotide polymorphisms (SNPs) collected across the genome.
After a decade of GWAS discovery, more than 100 millions of individuals have been genotyped
(Martin et al., 2019) and thousands of unique traits have been studied (Visscher et al., 2017).
In the genetics community, GWAS summary association statistics (e.g., effect size, standard
error, p-value) of all SNPs for various traits are shared and assembled into large databases.
Summary statistics from more than 4000 GWAS are now publicly available (Watanabe et al.,
2018) and the number rises steeply. As individual-level SNP data are massive and are often
under strict ethical/regulatory protections, it is an active research area to directly use these
GWAS summary statistics for various in-sample and out-of-sample analyses (Pasaniuc and
Price, 2017). For example, GWAS summary statistics are used to prioritize causal variants
in fine-mapping analysis (Schaid et al., 2018), to quantify genetic overlaps among different
traits (Bulik-Sullivan et al., 2015; Speed and Balding, 2019), to perform causal inference
among traits via Mendelian randomization (Zhao et al., 2018), and to carry out integrative
association tests with gene expression data (Gamazon et al., 2015; Gusev et al., 2016; Hu
et al., 2019).
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2.1.1 Heritability and genetic correlation
In GWAS, genetics signal strength and their genetics overlaps are often quantified as
heritability and genetic correlation, and are standard measures to report. Many statistical
methods have been developed on the use of common SNP data to infer the heritability
and cross-trait genetic correlation in general populations. For instance, heritability h2 can
be estimated by aggregating the small contributions of a large number of common SNP
markers, resulting in the SNP heritability estimator (Yang et al., 2010, 2017; Loh et al.,
2015). Moreover, genetic correlation quantifies the genetic relationship between two heritable
phenotypes and is traditionally estimated in family studies. GWAS data offer an alternative to
family studies for genetic correlation estimation using independent individuals (van Rheenen
et al., 2019). Specifically, GWAS data are able to measure the genetic similarity attributable
to common SNPs, which can be calculated as the Pearson correlation of the genetic effects of
SNPs on the two traits (Bulik-Sullivan et al., 2015; Speed and Balding, 2019).
Statistically, Jiang et al. (2016) shows that the REML estimator of heritability is consistent
in high-dimensional LMM regardless of the number of causal SNPs, and this estimator (named
GREML) has been implemented in the popular genetic tool GCTA (Yang et al., 2011). The
theoretical results on heritability in Jiang et al. (2016) are built on the assumption that SNPs
are independent. The GREML estimator might be biased when SNPs are correlated (Ma and
Dicker, 2019) or hidden confounding effects (Holmes et al., 2019), though such bias is often
believed to be small and acceptable in practice. See Yang et al. (2017) and van Rheenen
et al. (2019) for overviews of these genetic concepts, and a detailed numerical comparison of
population methods in Evans et al. (2018).
2.1.2 Complex trait prediction
Owing primarily to the potential to translate GWAS findings to medical advancements, it
is of particular interest to predict the personalized genetic risk for new GWAS individuals
using results from historical GWAS (Torkamani et al., 2018; Sugrue and Desikan, 2019;
Martin et al., 2019). One of the state-of-art methods for genetic risk prediction of human
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complex traits is genome-wide polygenic risk score (PRS) (Purcell et al., 2009), which is a
weighted sum of millions of SNPs where each SNP is weighted by their estimated effect size
from discovery GWAS. As no need to access the personal DNA information of subjects in
the training set, PRS is computationally efficient and has widespread applications with more
than 3, 000 related publications in 2018 (Zhao and Zou, 2019). Recent efforts have begun to
explore the clinical utility of PRS on human diseases, such as heart disease and breast cancer
(Mavaddat et al., 2019; Khera et al., 2018).
Though GWAS summary statistics have numerous applications, there is little rigorous
theoretical evaluation. Without sufficient understanding of their statistical properties, we
risk drawing erroneous decisions on summary statistics database design and construction.
Most, if not all, of publicly shared GWAS summary statistics are marginal effects generated
from marginal screening. Let y be an n × 1 vector of continuous trait, a linear polygenic
structure between y and SNP data X is often assumed in GWAS (e.g., Jiang et al. (2016))
y = Xβ + ε =
p∑
i=1




where X = (x1, · · · ,xm,xm+1, · · · ,xp) is an n× p SNP data matrix with population-level
correlation Σ among the p features, β = (β1, · · · , βm, βm+1, · · · , βp)T is a p×1 vector of genetic
effects such that (β1, · · · , βm)T are m unknown nonzero parameters, and (βm+1, · · · , βp)T are
zeros, and the n× 1 vector ε represents independent non-genetic random errors. The single
SNP analysis in GWAS is given by
y = 1nµi + xiβi + ε
∗
i (2.1)
for i = 1, · · · , p, which is a marginal screening approach similar to sure independence screening
(Fan and Lv, 2008). Let β̂S = (β̂1S, · · · , β̂pS)T be the marginal screening ordinary least
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−1xTi y, i = 1, · · · , p,
and thus β̂S = {Diag(XTX)}−1XTy is the form of nearly all shared GWAS summary
statistics for continuous traits, where Diag(A) is the diagonal of matrix A.
For human complex traits, the number of causal SNPs m is trait-specific and population-
specific, and it can be comparable with n, but is not necessarily p. An overwhelming
number of empirical evidence supports the polygenicity and pleiotropy of complex traits (e.g.,
Watanabe et al. (2018); Martin et al. (2019); Sullivan and Geschwind (2019)), which can
be potentially explained by biological complexity and negative selection (O’Connor et al.,
2019). Statistically, we may have a dense (sparsity free) signal model, while not every feature
has a nonzero effect on the outcome. This is different from the standard settings in spare
regression (e.g., Zhao and Yu (2006); Fan and Lv (2008); Feng and Zhang (2017); Guo et al.
(2019)), which often has sparsity restriction on m.
2.2 Ridge-type estimators
In this section, we summarize the estimators investigated in our analysis and highlight
their natural connections.
2.2.1 Ridge, marginal, and ridge-less
For simplicity, suppose X have been column-standardized to have mean zero and variance
one, then the marginal estimator can be asymptotically given by
β̂S = {Diag(XTX)}−1XTy = {Diag(Σ̂X)}−1 · n−1XTy = n−1XTy, (2.2)
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where Σ̂X = n−1XTX is the sample covariance matrix. The ridge-regularized estimator









β̂S, λ ∈ (0,∞). (2.3)
Here Σ̂X + λIp is a linear combination of Σ̂X and diagonal matrix λIp, and is called linear
shrinkage estimator of Σ (Ledoit and Wolf, 2004). In equation (2.3), β̂R(λ) can be viewed as
the marginal estimator β̂S after “accounting for Σ” through this linear shrinkage estimator.
When λ is large enough such that λIp can dominate Σ̂X , Σ̂X + λIp becomes asymptotically
a diagonal matrix. Thus, let β̂R(∞) = limλ→∞ β̂R(λ), as λ→∞, we can have
β̂R(∞) ∝ β̂S.
On the other hand, as λ → 0+ (from the right), we have the ridge-less least squares









where A+ is the Moore-Penrose pseudoinverse of matrix A. When n > p and suppose X has
full column rank, β̂R(0+) reduces to the classic OLS estimator β̂O given by




XTy = Σ̂−1X β̂S.
2.2.2 BLUP and BLUP-less







y, τ ∈ (0,∞).
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BLUP is originally from linear mixed effects model (LMM) (Henderson, 1975, 1950) and
has been widely applied in genetics to tackle dense genetic effects (e.g., Yang et al. (2010)).










When n < p and supposeX has full row rank, XT
(
XXT
)+ reduces toXT (XXT )−1, which
has been used for variable selection (Wang and Leng, 2016) and also has many applications











It follows that β̂B(τ) = β̂R(τω) and there is one-to-one correspondence between ridge
estimator and BLUP.
Similar to β̂S, all of the ridge-type conditional estimators β̂R(λ), β̂B(τ), β̂R(0+), β̂B(0+),
and β̂O can be shared as GWAS summary-level data for following-up in-sample and out-of-
sample applications. However, their computational complexity can be totally different in
large training dataset with both n and p→∞. Particularly, marginal estimator β̂S is usually
much less computationally expensive than conditional estimators. Thus, understanding their
connections and differences are important to determine the GWAS summary-level data to
share while considering the computation-accuracy trade-off. In the rest of this paper, we
analyze and compare these estimators in an unifying framework. We name them the class of
ridge-type estimators.
2.2.3 Related work
Our analysis is related to literature on the studies of high-dimensional linear model without
sparsity assumption, most of which are on the asymptotic behavior of high-dimensional ridge
8
estimator, including Dicker (2013, 2016); Dobriban and Wager (2018); El Karoui (2013, 2018);
Hastie et al. (2019); Hsu et al. (2011) and Pluta et al. (2017). For example, Dicker (2013, 2016)
studies dense signal ridge problems with Gaussian assumption of data and allows general
correlation structure Σ among predictors. Dobriban and Wager (2018) study ridge estimator
without Gaussian assumption and recently extend their results to distributed computing
problem (Dobriban and Sheng, 2019). El Karoui (2013, 2018) studies ridge estimator in
robust regression. Motivated by interpolation in machine learning, Hastie et al. (2019) analyze
the ridge-less estimator by taking a limit on regularization parameter λ. In addition, our
results for ω ∈ (0, 1) are related to studies of OLS estimator in moderate-dimensions (Guo
and Cheng, 2018; Yang and Cheng, 2018).
Our analysis is also related to previous studies on high-dimensional LMM (Jiang et al.,
2016; Steinsaltz et al., 2018; Dicker and Erdogdu, 2017; Ma and Dicker, 2019), in which the
authors mainly focus on the in-sample inference of LMM model parameters (such as h2) and
do not pay attention to BLUP and out-of-sample predictions. On the other hand, BLUP
has been a popular method in genetics and agriculture for a long time (Robinson, 1991).
Thus, there are studies of BLUP in genetics community, sometimes named genomic BLUP
(gBLUP), such as Goddard (2009); Daetwyler et al. (2010); de los Campos et al. (2013);
Speed and Balding (2014), and some Bayesian or ridge alternatives, such as Zhou et al. (2013)
and Li et al. (2014).
Different from the above literature, we are particularly motivated by the increasing
applications of marginal estimator in the high-dimensional dense setting, especially in out-of-
sample genetic risk prediction of GWAS. On this topic, a few studies in genetics field (such
as Daetwyler et al. (2008); Dudbridge (2013), and Zhao and Zou (2019)) have explored the
special case Σ = Ip. To the best of our knowledge, there is no rigorous study on behaviors
of marginal estimator in high-dimensional dense setting with general Σ. In our analysis,
we build our analysis on random matrix theory (RMT) and allow an arbitrary correlation
structure Σ among features. Moreover, we link marginal estimator to ridge estimator and
9
BLUP, and compare them in a unified framework.
Furthermore, we focus on R-squared (R2) instead of the mean squared prediction error
(MSE), which is commonly studied in most of previous theoretical studies on ridge-type
estimators. The R2 ∈ [0, 1] can be viewed as a normalized version of MSE. In addition,
different from MSE, R2 is invariant to linear transformations of predictors, such as scaling
and adding constants. This enables us to quantify and compare the performance of different
estimators in a unified manner. More importantly, using R2 allows us to generalize our
analysis to study the cross-trait prediction particularly when traits in training and testing
data are different or have some heterogeneity. From a practical perspective, R2 and pseudo R2
are standard measures used in GWAS (and many other areas) for evaluating the out-of-sample
prediction performance and in-sample goodness-of-fit. Thus, our results on R2 can be easily
applied in practice, such as in sample size calculation for a desired prediction accuracy goal
of GWAS.
2.2.4 Assembled estimators
Assembled estimators can be efficiently generated by combining together the marginal
estimator learned from training data and the feature covariance structure estimated on an
independent reference panel. In GWAS complex trait prediction, individual-level training
data (X,y) are often not accessible, and only summary-level data β̂S are shared to public.
To construct ridge estimator in such situations, a common practice is to estimate the ΣX with
external data. (Vilhjálmsson et al., 2015; Ge et al., 2019). The assembled ridge estimator
can be defined as
β̂A(λ) =
(




W TW + λnwIp
)−1
β̂S, λ ∈ (0,∞), (2.4)
where W is a nw × p external SNP data matrix that is independent of X. In β̂A(λ), the
variance-covariance structure ΣX is estimated by Σ̂A = n−1w ·W TW . We consider two
different versions of β̂A(λ) that are common in practice:
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• W is from the testing data, donated as β̂A1(λ); and
• W is independent of both training and testing data, donated as β̂A2(λ). In other words,
the ΣX is estimated by external publicly available data (Tam et al., 2019), for example
the 1000 Genomes Project LD reference panel (1000-Genomes-Project-Consortium.,
2015).
We extend our analysis on ridge-type estimators to investigate the prediction performance
of β̂A(λ), and compare it with the original ridge estimator β̂R(λ) and marginal estimator β̂S.
In GWAS, the ΣX of SNP data is known to have a block-diagonal structure (Pasaniuc and
Price, 2017), which enables us to separately construct the assembled ridge estimator within
each block. Therefore, we also evaluate the prediction performance of block-wise assembling.
To handle the high collinearity among SNPs within the block, we propose to use block-wise
local principal components (BLPCs) instead of the raw SNPs data to perform prediction.
We show that BLPC-based assembled estimator can outperform SNP-based estimators on a
wide range of complex traits in the UK Biobank database.
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CHAPTER 3: GENETIC CORRELATION ESTIMATION IN GWAS
Accessing individual-level SNP data is often inconvenient due to policy restrictions, and
a recent standard practice in the genetic community is to share the summary association
statistics, including the estimated effect size, standard error, p-value, and sample size n,
of all SNPs after GWAS are published. Therefore, it has became an active research area
to examine the heritability and cross-trait genetic correlation based on GWAS summary
statistics. Among them, the cross-trait polygenic risk score (PRS) (Purcell et al., 2009; Power
et al., 2015) has became a popular routine to measure genetic similarity of polygenic traits
with widespread applications (Hagenaars et al., 2016; Nivard et al., 2017; Socrates et al.,
2017; Pouget et al., 2019). Compared with other popular methods such as the cross-trait
linkage disequilibrium (LD) score regression (Bulik-Sullivan et al., 2015) (cross-trait LDSC),
Bivariate GCTA (Lee et al., 2012), and BOLT-REML (Loh et al., 2015), cross-trait PRS
offers at least two unique strengths as follows. First, cross-trait PRS only requires the GWAS
summary statistics of one trait obtained from a large discovery GWAS, while it allows those
of the other trait obtained from a much smaller testing GWAS dataset. In contrast, most
other methods require large GWAS data for both traits on either summary or individual-level.
Second, cross-trait PRS can provide genetic propensity for each sample in the testing dataset,
enabling further prediction and treatment. However, given these strengths of cross-trait
PRS, empirical evidence has shown a common bias phenomenon that even highly significant
cross-trait PRS can only account for a very small amount of variance (R2 can be < 1%)
when dissecting the shared genetic basis among highly related heritable traits (Clarke et al.,
2016; Mistry et al., 2018; Bogdan et al., 2018). Except for some introductory studies, such
as Daetwyler et al. (2008), Dudbridge (2013), and Visscher et al. (2014), few attempts have
ever been made to rigorously study cross-trait PRS and to explain such a counterintuitive
12
phenomenon.
Here we fill this significant gap with the following contributions. By comprehensively
investigating the properties of cross-trait PRS for polygenic/omnigenic traits, our first
contribution is to show that the estimated genetic correlation may asymptotically biased
towards zero, uncovering that the underlying genetic overlap can be seriously underestimated.
Furthermore, when all p SNPs are used in cross-trait PRS, we show that the asymptotic
bias is largely determined by the triple (n, p, h2) and is independent of the unknown number
of causal SNPs of the two traits. Thus, our second contribution is to propose a consistent
estimator by correcting such asymptotic bias in cross-trait PRS. We also develop a novel
estimator of genetic correlation which only requires two sets of summary statistics from large
discovery GWAS. In addition, we study the variance of cross-trait PRS and explain why the
estimator can still be significant when it is heavily biased towards zero.
Next, we show that when cross-trait PRS is constructed using q top-ranked SNPs whose
GWAS p-values pass a given threshold, in addition to (n, p, h2), the asymptotic bias will
also be determined by the number of causal SNPs m, since the ratio m/n determines the
quality of the q selected SNPs. Particularly, for highly polygenic/omnigenic traits with
dense SNP signals, such screening may fail, resulting in larger bias in genetic correlation
estimation. Based on these results, we provide practical guidelines for assessing the m/n
ratio and minimizing the potential bias in real data applications. Finally, we generalize our
results to quantify the influence of overlapping samples among GWAS. We show that our
bias-corrected estimator for independent GWAS can be smoothly extended to GWAS with
partially or even fully overlapping samples.
3.1 Cross-trait PRS with all SNPs
Since cross-trait PRS is designed for polygenic traits based on their GWAS summary
statistics, we first introduce the polygenic model and highlight some properties of GWAS
summary statistics. For common SNPs, the standard approach in GWAS is marginal screening.
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That is, the marginal association between the phenotype and single SNP is assessed each at
a time, while adjusting for the same set of covariates. Marginal screening procedures often
work well to prioritize important variables given that the signals are sparse (Fan and Lv,
2008), but they may have noisy outcomes when signals are dense (Fan et al., 2012), which is
often the case for GWAS of highly polygenic traits.
3.1.1 Polygenic trait
Let X(1) be an n × m matrix of the SNP data with nonzero effects, and X(2) be an
n× (p−m) matrix of the null SNPs, resulting in an n× p matrix of all SNPs, donated by
X = [X(1),X(2)] = (x1, · · · ,xm,xm+1, · · · ,xp), where xi is an n × 1 vector of the SNP i,
i = 1, · · · , p. Columns of X are assumed to be independent after LD-based pruning. Further,
we assume column-wise standardization onX is performed such that each variable has sample
mean zero and sample variance one. Therefore, we may introduce the following condition on
SNP data:
Condition 3.1. Entries of X = [X(1),X(2)] are real-value independent random variables
with mean zero, variance one and a finite eighth order moment.
Let y be an n×1 vector of continuous polygenic phenotype. We assume a linear polygenic




xiβi + ε =
m∑
i=1
xiβi + ε = X(1)β(1) + ε, (3.1)






is an vector of parameters such that
βi in β(1) = (β1, · · · , βm)T are unknown nonzero genetic effects (i = 1, · · · ,m), and β(2) =
(βm+1, · · · , βp)T are zeros. ε represents the vector of independent non-genetic random errors.
Since the distribution assumption of β is not necessary to illustrate GWAS marginal screening
below, we simply treat β(1) as fixed unknown parameters in this subsection. We will introduce
detailed distribution assumption on β for cross-trait PRS analysis in Section 3.1.2. For
simplicity, we assume that there are no other fixed effects in model (3.1), or equivalently,
14










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































GWAS of polygenic trait: testing
n=10000, m=5000
Figure 3.1: Estimation (upper panels) and testing (bottom panels) of marginal genetic
effects in GWAS of polygenic traits. We set n = 10, 000 and m = p = 100, 1000 and 5000.
The m/n ratio is important for genetic effects estimation under polygenic model (3.1).
Intuitively, m represents the dispersion of nonzero genetic effects, and 1/m represents the
relative per-SNP contribution to y (i.e., signal strength). Since 1/n quantifies the sample
error in estimating genetic effects, m and n will compete against each other in genetic effects
estimation. For GWAS marginal screening, such competition can be easily illustrated by the
mean and variance of genetic effect estimates. Consider a GWAS that performs single SNP
analysis given by
y = 1nµi + xiβi + ε
∗
i (3.2)
for i = 1, · · · , p, where 1n is an n × 1 vector of ones. Let µ̂i and β̂i be the ordinary least
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squares (OLS) estimates of µi and βi in marginal screening model (3.2), respectively, for






























, for i ∈ [m+ 1, p].
(3.3)
It follows that the T scores for testing

























j + 1), for i ∈ [m+ 1, p]
under H0i, i = 1, · · · , p.








j ) in Equation (3.3) is induced by the cumulative
spurious correlations (Fan et al., 2018) between the SNP i and the m (or m− 1) causal SNPs.









j + 1)/n}1/2, for i = m + 1, · · · , p). More importantly, all
standard error are in the same scale regardless of whether their original βis are zeros or
not. Thus, the β̂is from causal and null variants can be totally mixed up when m/n is large.
Then the test statistics Tis may not well preserve the ranking of variables in X when m/n is
large, resulting in potential low power and high false positive rate in detecting and prioritizing
important SNPs using GWAS marginal screening p-values.
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Figure 3.1 demonstrates the estimation and testing of marginal genetic effects in GWAS
with n = 10, 000 as p = m increases from 100, 1000 to 5000. Each entry ofX is i.i.d generated
from N(0, 1), elements of β(1) are i.i.d generated from N(0, 0.4), and entries of ε are i.i.d
from N(0, 1). Then, y is generated from model (3.1). The estimated genetic effects are
unbiased in general, however, the uncertainty clearly moves up as m increases. The relative
contribution of each SNP decreases as m increases, and thus the testing power drops as well.
More simulations on GWAS summary statistics can be found in Section 3.4.
As illustrated in later sections, the asymptotic behavior of cross-trait PRS and the
performance of SNP screening are closely related to the ratios among (n,m, p). Specifically,
1) when cross-trait PRS is constructed with all p SNPs, the sample errors of the p β̂is are
aggregated, resulting in inflated genetic variance and underestimated genetic correlation; and
ii) when cross-trait PRS is constructed with top-ranked SNPs that pass a pre-specified p-value
threshold, it may have worse performance if GWAS marginal screening fails to prioritize the
causal SNPs.
3.1.2 General setup
We first introduce the modelling framework to investigate the cross-trait PRS, including the
genetic architecture of polygenic traits, distribution of genetic effects, and genetic correlation
estimators. Consider three independent GWAS that are conducted for three different traits
as follows:
• Discovery GWAS-I: (X,yα), with X = [X(1),X(2)] ∈ Rn1×p, X(1) ∈ Rn1×mα , and
yα ∈ Rn1×1.
• Discovery GWAS-II: (Z,yβ), with Z = [Z(1),Z(2)] ∈ Rn2×p, Z(1) ∈ Rn2×mβ , and
yβ ∈ Rn2×1.
• Target testing GWAS: (W ,yη), with W = [W(1),W(2)] ∈ Rn3×p, W(1) ∈ Rn3×mη , and
yη ∈ Rn3×1.
Here yα, yβ, and yη are three different continuous phenotypes studied in three GWAS with
17
sample sizes n1, n2, and n3, respectively. The mα, mβ, and mη are different numbers of
causal SNPs in general. The X(1), Z(1), and W(1) denote the causal SNPs of yα, yβ, and
yη, respectively, and X(2), Z(2), and W(2) donate the corresponding null SNPs. Thus, X,
Z, and W are three matrices of p SNPs. Further, we assume column-wise standardization
on X, Z, and W is performed such that each variable has sample mean zero and sample
variance one. Therefore, we may introduce the following condition on SNP data:
Condition 3.2. As min(n, p)→∞, we assume
m
n
= γ → γ0 and
m
p
= ω → ω0 for 0 < γ0 ≤ ∞ and 0 ≤ ω0 ≤ 1,
which should satisfy most large-scale GWAS of polygenic traits.
It is assumed that X, Z, and W have been standardized and satisfy Condition 3.1.
Similar to model (3.1), we assume a linear polygenic structure as follows:



















are p × 1 vectors of SNP
effects, in which α(2), β(2), and η(2) are zeros, and εα, εβ, and εη represent independent random
error vectors. The α(1), β(1), and η(1) are random variables (Dobriban and Wager, 2018;
Jiang et al., 2016), and the distribution assumption is detailed in the following subsection.
The overall genetic heritability of yα is, therefore, given by h2α = Var(Xα)/Var(yα) =
Var(X(1)α(1))/{Var(X(1)α(1)) + Var(εα)}, which measures the proportion of variation in yα
that can be explained by the aggregated genetic variation Var(Xα). The yα is fully heritable
when h2α = 1. Similarly, we can define the heritability h2β of yβ and h2η of yη, respectively.
We assume h2α, h2β, and h2η ∈ (0, 1]. The genetic correlation in this chapter is defined as the
correlation of SNP effects on pairs of phenotypes (Lu et al., 2017; Pasaniuc and Price, 2017;
Shi et al., 2017; Guo et al., 2019).
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Definition 3.1 (Genetic Correlation). The genetic correlation between yα and yη and that




· I(‖α‖ · ‖η‖ > 0) and ϕαβ =
αTβ
‖α‖ · ‖β‖
· I(‖α‖ · ‖β‖ > 0),
where I(·) is the indicator function, ‖ · ‖ is the l2 norm of a vector, and ϕαη and ϕαβ ∈ [−1, 1].
Genetic effects In this subsection, we introduce the distribution assumption on nonzero
genetic effects α(1), β(1) and η(1). Since mα, mβ and mη can be different and the causal
SNPs of different phenotypes may partially overlap, we let mαη be the number of overlapping
causal SNPs of yα and yη, and mαβ be the number of overlapping causal SNPs of yα and yβ.
Let F (0, V ) represent a generic distribution with mean zero, (co)variance V , and finite fourth
order moments. We introduce the following condition on genetic effects and random errors.
Condition 3.3. As n1, n3, p → ∞, mαη,mα, and mη → ∞, we assume mαη/
√
mαmη =
καη → κ0αη ∈ (0, 1]. Similarly, as n1, n2, n3, p → ∞, mαβ,mα, and mβ → ∞, we assume
mαβ/
√
mαmβ = καβ → κ0αβ ∈ (0, 1]. αi, βj, and ηk are independent random variables
satisfying
αi ∼ F (0, σ2α/p), i = 1, ...,mα; βj ∼ F (0, σ2β/p), j = 1, ...,mβ;
ηk ∼ F (0, σ2η/p), k = 1, ...,mη.
The mαη overlapping nonzero effects (αi, ηi)s of (yα,yη) and mαβ overlapping nonzero effects




























respectively. And εαi, εβj and εηk are independent random variables satisfying
εαi ∼ F (0, σ2εα), i = 1, ..., n1; εβj ∼ F (0, σ
2
εβ
), j = 1, ..., n2;
εηk ∼ F (0, σ2εη), k = 1, ..., n3;
where σαη = ραη · σαση and σαβ = ραβ · σασβ.
Since the three GWAS have independent samples, we assume that their random errors are
independent. Overlapping samples and the induced non-genetic correlation will be studied in


















= κ0αη · ραη + op(1),







· ραβ + op(1) = κ0αβ · ραβ + op(1).
























The aim of introducing the normalizer p−1 for nonzero genetic effects is to let the per-
SNP contribution vanish and thus the aggregated genetic variation Var(Xβ) remains finite
(Bulik-Sullivan et al., 2015; Dobriban and Wager, 2018). It is also possible to introduce the
normalization via SNP data as in Jiang et al. (2016). We note that the following analysis of
cross-trait PRS remains the same in both situations, because the normalization will cancel
out from the numerator and denominator of genetic correlation estimators.
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Genetic correlation estimators For common SNPs, the standard approach in GWAS
is marginal screening (Fan and Lv, 2008). That is, the marginal association between the
phenotype and single SNP is assessed each at a time, while adjusting for the same set of
covariates. Now we introduce the cross-trait PRS and genetic correlation estimators based on
GWAS marginal screening. We need the following data. As n1, n2, and p→∞, the summary






















We assume that the individual-level SNP W and phenotype yη in the Target testing GWAS
can be accessed. In addition, h2α, h2β, and h2η are assumed to be estimable, using either their
corresponding individual-level data (Yang et al., 2010; Loh et al., 2015) or summary-level
data (Bulik-Sullivan et al., 2015; Speed and Balding, 2019), or can be found in the literature
(Polderman et al., 2015). In summary, besides (n1, n2, n3, p), it is assumed that α̂, β̂, W , yη,








wib̂i = Wb̂ = W(1,β)b̂(1) +W(2,β)b̂(2) for yβ,






, in which âi = α̂i · I(|α̂i| > cα),






, in which b̂i = β̂i · I(|β̂i| > cβ), and cα and cβ
are given thresholds used for SNP screening in order to calculate Ŝα and Ŝβ. Moreover, we
define W(1,α) = [w1, · · · ,wmα ], W(2,α) = [wmα+1, · · · ,wp], W(1,β) = [w1, · · · ,wmβ ], W(2,β)
= [wmβ+1, · · · ,wp], and W = [W(1,α),W(2,α)] = [W(1,β),W(2,β)].









. They represent two common cases in real data applications. For(
Ŝα,yη
)
, individual-level data are available for one trait, but not for another one. It often
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, neither of the two
traits has individual-level data. This happens when we have GWAS summary statistics of two
traits and estimate their genetic correction on an independent target dataset. The genetic
correlation estimators are given by
Gαη =





)∥∥W(1)η(1) + εη∥∥ · ∥∥W(1,α)â(1) +W(2,α)â(2)∥∥
for ϕαη, and
Gαβ =





)∥∥W(1,β)b̂(1) +W(2,β)b̂(2)∥∥ · ∥∥W(1,α)â(1) +W(2,α)â(2)∥∥
for ϕαβ.
3.1.3 Asymptotic bias and correction
We first investigate Gαβ and Gαη when all of the p candidate SNPs are used, or when

















)∥∥(Z(1)β(1) + εβ)TZW T∥∥ · ∥∥(X(1)α(1) + εα)TXW T∥∥ .
We have the following results on the asymptotic properties of Gαη, whose proof can be found
in Appendix A.
Theorem 3.1. Under polygenic model (3.4) and Conditions 3.1 - 3.3, suppose mαη,mα,
and mη →∞ as min(n1, n3, p)→∞, and let p = c · (n1n3)a for some constants c > 0 and
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a ∈ (0,∞]. If a ∈ (0, 1), then we have




· hη − 1
)
· ϕαη + op(1).
If a ∈ [1,∞], then we have Gαη · n3 = Op(1).
Remark 3.2. The asymptotic limit of Gαβ is independent of the unknown numbers mα,mη,
and mαη, and is independent of the parameters of genetic effects in Condition 3.3. If a ∈ [1,∞],
i.e., p/(n1n3) is too large, then Gαη will have a zero asymptotic limit. In practice, this occurs
when the sample size of discovery GWAS is too small to obtain reliable GWAS summary
statistics. When these summary statistics are applied on an independent target dataset, the
mean of genetic covariance yTη Ŝα cannot dominate its standard error. The genetic variance
ŜTα Ŝα is so overwhelming that Gαη goes to zero. Details can be found in Appendix A. If
a ∈ (0, 1), Gαη is a biased estimator of ϕαη when
√
n1/(n1 + p/h2α) · hη is smaller than 1.






op(1), if b > 1;
{h2η/(1 + c/h2α)}1/2, if b = 1;
hη, if b < 1.
It follows that Gαη is an unbiased estimator of ϕαη only if h2η = 1 and p = o(n1). For
p = O(n1), Gαη is a shrinkage estimate of ϕαη; and when n1 = o(p), Gαη is asymptotically
zero. Therefore, Gαη has nonzero asymptotic limit only when training GWAS sample size n1
is at least proportional to p (i.e., b ≤ 1). In such situation, a consistent estimator of ϕαη is
given by




= ϕαη + op(1).
The variance of Gαη and GAαη is provided in the following corollary.
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Corollary 3.1. Under polygenic model (3.4) and Conditions 3.1 - 3.3, suppose mαη,mα, and
mη →∞ as min(n1, n3, p)→∞, and let p = c · nb1 for some constants c > 0 and b ∈ (0, 1],
we have
Var(Gαη) =













· {1 + op(1)},






















As the discovery GWAS sample size n1 is often large, we usually have n1 > n3 in practice.
Thus, Corollary 3.1 shows that the scale of Var(Gαη) is jointly determined by the testing
GWAS sample size n3 and the polygenicity of genetics co-architecture of the two traits,
characterized by mαη. When mαη ≥ n3, Var(Gαη) has a scale Op(1/n3) and thus the inference
of Gαη can be valid in the testing GWAS even Gαη is heavily biased towards zero. For
















under H0. On the other hand, if mαη < n3, cross-trait PRS may have large variance with
scale Op(1/mαη). Notably, the testing power of GAαη and Gαη is the same under the conditions
of Corollary 3.1, because GAαη can be viewed as Gαη multiplies some constant.
In summary, estimating genetic correlation with cross-trait PRS requires the training
GWAS sample size n1 is at least proportional to p. The testing sample size n3 vanishes in the
limit of Gαη, which verifies that we can apply the discovery summary statistics onto a much
smaller set of target samples. In addition, the variance of cross-trait PRS have scale Op(1/n3)
for a pair of traits with high polygenicity (i.e., mαη ≥ n3). Therefore, cross-trait PRS may
have good testing power even the estimation is biased. This result matches widespread
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empirical observations that cross-trait PRS may have small p-value, but the R2 is small. The




























































































































Figure 3.2: Raw genetic correlations estimated by cross-trait PRS with all SNPs (A: Gαη,





η = 1, n1 = n2 = p = 10, 000, and n3 = m = 2000.
Theorem 3.2. Under polygenic model (3.4) and Conditions 3.1 - 3.3, suppose mαβ,mα,
and mβ →∞ as min(n1, n2, n3, p)→∞, and let p2 = c · (n1n2n3)a for some constants c > 0
and a ∈ (0,∞]. If a ∈ (0, 1), then we have








· ϕαβ + op(1).
If a ∈ [1,∞], then we have
Gαβ ·
n3(n1 + p)(n2 + p)
p2
= Op(1).
Remark 3.3. If a ∈ (0, 1), Gαβ is an unbiased estimator of ϕαβ for p = o{min(n1, n2)}.
When p = O(n1) = O(n2),
√
n1/(n1 + p/h2α) · n2/(n2 + p/h2β) is smaller than 1, and thus Gαβ
is biased towards zero. Further if min(n1, n2) = o(p), Gαβ is asymptotically zero. Therefore,
to have nonzero asymptotic limit, both of the two sets of summary statistics need to be trained
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and a consistent estimator of ϕαβ is given by
GAαβ = Gαβ ·
√
(n1 + p/h2α) · (n2 + p/h2β)
n1n2
= ϕαβ + op(1).
Now we propose and study a novel estimator of ϕαβ that can be directly constructed by
using two sets of summary statistics α̂ and β̂. Let
ϕ̂αβ =







)∥∥(X(1)α(1) + εα)TX∥∥ · ∥∥(Z(1)β(1) + εβ)TZ∥∥ ,
we have the following asymptotic properties.
Theorem 3.3. Under polygenic model (3.4) and Conditions 3.1 - 3.3, suppose mαβ,mα,
and mβ →∞ as min(n1, n2, p)→∞, and let p = c · (n1n2)a for some constants c > 0 and
a ∈ (0,∞]. If a ∈ (0, 1), then we have








· ϕαβ + op(1).
If a ∈ [1,∞], then we have ϕ̂αβ · {(n1 + p)(n2 + p)}/p = Op(1).
The ϕ̂αβ is interesting in its own right because it quantifies the potential bias of the
inner product of marginal screening estimates in high-dimensions. When n1, n2, and p are






and a consistent estimator of ϕαβ is given by
ϕ̂Aαβ = ϕ̂αβ ·
√
(n1 + p/h2α) · (n2 + p/h2β)
n1n2
= ϕαβ + op(1).
Since ϕ̂αβ and Gαβ have similar asymptotic properties, in what follows we will focus on Gαβ
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and the general conclusions of Gαβ remain the same for ϕ̂αβ.
3.2 SNP screening
As shown in Theorems 3.1 and 3.2, in addition to heritability, the asymptotic limit of
Gαη or Gαβ is largely affected by n/p. These results intuitively suggest to select a subset of p
SNPs to construct cross-trait PRS. The common approach in practice is to screen the SNPs
according to their GWAS p-values. We investigate this strategy in this section.
For a given threshold cα > 0, let qα = p ·πα = qα1 + qα2 (πα ∈ (0, 1]) be the number of top-
ranked SNPs selected for yα, among which there are qα1 true causal SNPs and the remaining
qα2 are null SNPs, and we let qαη be the number of overlapping causal SNPs of yα and yη,
and thus qα1 ≥ qαη. The SNP data are defined accordingly. We write X(1) = [X(11),X(12)],
X(2) = [X(21),X(22)], W(1,α) = [W(11,α),W(12,α)], and W(2,α) = [W(21,α),W(22,α)]. Here X(11)
and W(11,α) are the selected qα1 causal SNPs of yα, and similarly, X(21) and W(21,α) are the











where α̂(11) corresponds to the selected causal SNPs of yα, and α̂(21) corresponds to the






)∥∥W(1)η(1) + εη∥∥ · ∥∥W(11,α)α̂(11) +W(21,α)α̂(21)∥∥ = CTαηVη · VTα
where Vη =























Corollary 3.2. Under polygenic model (3.4) and Conditions 3.1 - 3.3, suppose that min(mαη,




















































































































































































































































































































































































































































































































































































































































Figure 3.3: Raw genetic correlation GTαη estimated by cross-trait PRS with selected SNPs
under different sparsity m/p and sample size n. We set h2α = h2η = 1, ϕαη = 0.8, p = 10, 000,
and training sample size n = 10, 000 (upper panels) or 2000 (lower panels).
qα2)
}
/(q2αηn1n3) → 0, then we have






· hη − 1
)
· ϕαη + op(1).
Corollary 3.2 shows the trade-off of SNP screening. Given n1, mα, mαη, hα, and hη,
the potential bias of GTαη is also affected by qα, qα1 and qαη. As more SNPs are selected,
the numerator of
√
(n1mα)/(n1qα1 +mαqα/h2α) · (qαη/mαη) increases with qαη, while the
denominator increases with √qα (and
√
qα1). Therefore, whether or not SNP screening can
improve the estimation is largely affected by the quality of the selected SNPs, which is highly





· hη · ϕαη,
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which is the theoretical upper limit. We note that this optimistic upper limit can still be
biased towards zero. An opposite case is that the GWAS summary statistics of causal and
null SNPs are totally mixed up, which may occur when mα/n1 is large (i.e., sample size is
relatively small or trait is highly polygenic). Therefore, we have qα1/qα ≈ mα/p. Suppose





· qα · hη · ϕαη,




· hη · ϕαη.
That is, GTαη achieves the best performance when the cross-trait PRS is constructed without
SNP screening. For example, in the left two panels of Figure 3.3, we set mα/n1 = 0.01 (upper)
and 0.05 (lower) to reflect the sparse signal cases, in which causal and null SNPs can be
easily separated by SNP screening. Thus, SNP screening can reduce the bias of Gαη when
signals are sparse. However, as the number of causal SNPs increase (from left to right in
Figure 3.3), it becomes much hard to separate causal and null SNPs by their GWAS p-values.
Therefore, SNP screening will enlarge the bias.
In conclusion, when causal and null SNPs can be easily separated by GWAS, the top-
ranked SNPs are more likely to be causal ones, that is, SNP screening helps. However, for
highly polygenic complex traits whose mα/n1 is large, SNP screening may result in larger bias.
Moreover, since different underlying mα/n1 ratio will result in different patterns as shown
in Figure 3.3, the observed pattern can be used to infer the mα/n1 ratio (i.e., the degree of
polygenicity) and minimize the potential bias in estimation. We display this strategy using
a real data example in Section 3.5. The Gαβ has similar properties when performing SNP
screening, whose results can be found in Appendix A.
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3.3 Overlapping samples
In real data applications, different GWAS may share a subset of participants. It is often
inconvenient to recalculate the GWAS summary statistics after removing the overlapping
samples. In this section, we examine the effect of overlapping samples on the bias of cross-trait
PRS, which provides more insights into the bias phenomenon of cross-trait PRS. Particularly,
we focus on one case which is common in practice: ns overlapping samples between discovery
GWAS and Target testing data for ϕαη estimation. We add ns overlapping samples into
Discovery GWAS-I and Target testing GWAS, resulting in the following two new datasets:








Mimicking h2, we define hαη ∈ (0, 1] as the proportion of phenotypic correlation that can be
explained by the correlation of their genetic components as hαη = (mαη/p)σαη/{(mαη/p)σαη +
σεαεη}. On the overlapping samples, we allow nonzero correlation between random errors to
capture the non-genetic contribution to phenotypic correlation. We introduce an additional
condition on random errors.















for j = 1, ..., ns, where σεαεη = ρεαεη · σεασεη .
Theorem 3.4. Under polygenic model (3.4) and Conditions 3.1 - 3.4, suppose min(mαη,
mα, mη)→∞ as min{(n1 + ns), (n3 + ns), p} → ∞, and let p = c · {(n1 + ns)(n3 + ns)}a for
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some constants c > 0 and a ∈ (0,∞]. If a ∈ (0, 1), then GSαη can be written as
[




hη · ϕαη · {1 + op(1)}
][
1 + p/{(n1 + ns) · h2α}+ 2nsp/{(n1 + ns)(n3 + ns)}+ nsp2/{(n1 + ns)2(n3 + ns) · h2α}
]1/2 .
If a ∈ [1,∞], then we have GSαη = op(1).
Remark 3.4. Theorem 3.4 shows the effect of ns overlapping samples on the estimation of
ϕαη. Both sample sizes (n1 + ns) and (n3 + ns) are involved in the limit. An interesting
special case is when the two GWAS are fully overlapped, then we have
GSαη =
ns + p/hαη{
n2s + 2nsp+ p(p+ ns)/h
2
α
}1/2 · hη · ϕαη + op(1).





p/ns + ns/p+ 2
)−1/2
· ϕαη + op(1).
Therefore, GSαη is asymptotically biased unless either p = o(ns) or ns = o(p) holds, neither
of which is the case in modern GWAS. As ns and p are more comparable, the asymptotic bias
in GSαη increases and the largest bias occurs as p = ns →∞.
Note that it is not recommended to estimate the genetic correlation between two traits
with (fully) overlapping samples due to concerns such as confounding and overfitting (Pasaniuc
and Price, 2017; Dudbridge, 2013). In our analysis, such concern is quantified by the value of
hαη. That is, when non-genetic correlation exists in error terms, we have hαη < 1, and the
estimation of genetic correlation is inflated. However, on the other hand, our results show
that even in an optimal overlapping setting with h2α = h2η = hαη = 1, the cross-trait PRS
estimator based on GWAS summary statistics can be biased towards zero.
In Appendix A, we further investigate several other specific overlapping cases, which can
be useful for quantifying potential bias and perform correction in real data. In summary,
these analyses reveal that the bias in cross-trait PRS estimator may result from the following
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facts: i) summary statistics are generated from independent GWAS, where the induced bias
is largely determined by the n/p ratio; ii) phenotypes are not fully heritable, i.e., heritability
is less than one; and iii) non-genetic correlation exists in the random errors of overlapping
samples. This may happen, for example, when confounding effects are not fully adjusted.
The first two facts may bias the genetic correlation estimator towards zero, while the last
fact may inflate the estimated genetic correlation.
3.4 Numerical experiments
3.4.1 Cross-trait PRS with all SNPs
To illustrate the finite sample performance of our theoretical results, we simulate 10, 000
uncorrelated SNPs. The MAF of each SNP, f , is independently generated from Uniform
[0.05, 0.45] based on which the SNP genotypes are independently sampled from {0, 1, 2} with
probabilities {(1−f)2, 2f(1−f), f 2}, respectively. The SNPs are then standardized to satisfy
Condition 3.1. We set the same 2000 causal SNPs on each trait and the nonzero genetic effects
are generated from Normal distribution according to Condition 3.3 with σα = ση = σβ = 1.
We set all heritability to one and vary σαη and σαβ (and thus asymptotically ϕαη and ϕαβ)
from 0.1 to 0.9. Model (3.4) is used to generate continuous phenotypes. We generate 10, 000
samples in training dataset and 2000 samples in testing dataset. A total of 200 replicates was
conducted. Cross-trait PRS is built with all SNPs. We calculate the raw estimators Gαη and
Gαβ studied in Theorems 3.1 - 3.2, and the corresponding bias-corrected estimators GAαη and
GAαβ. The performance of Gαη and Gαβ is displayed in the panels A and C of Figure 3.2. It is
clear that these raw estimates are biased towards zero. For example, when σαη = σαβ = 0.9,
Gαη is around 0.6 while Gαβ is less than 0.45. The performance of GAαη and GAαβ is displayed
in the panels B and D of Figure 3.2, which indicates that the two bias-corrected estimators
perform well and are close to the true value of σαη and σαβ, respectively.
To verify that our results are independent of the signal sparsity, we set mα = mβ = mη =
p ·aα and vary the sparsity aα = 0.01, 0.02, 0.05, 0.1, 0.2, 0.5, 0.6, 0.7 and 0.8 to generate sparse
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and dense signals. Next, we fix aα = 0.2 and set mβ = mη = k ·mα to allow phenotypes
to have different number of causal SNPs, where k = 0.3, 0.4, 0.5, 0.8, 1, 1.25, 2, 2.5 and 3.3.
We set all heritability to one and let σαη = σαβ = 0.5. Sample size of training and testing
datasets is set to either 2000 or 10, 000. The performance of Gαη is displayed in the upper
panels of Figure 3.4. The bias of Gαη is independent of the sparsity aα of a trait or the ratio
of sparsity k between two traits, which verifies our results of Theorem 3.1. The bottom panels
of Figure 3.4 display the performance of GAαη. It is clear that GAαη is unbiased regardless
of aα and k. The Figure 3.5 shows a similar pattern in GAαη as heritability h2α = h2η = 0.5.
The performance of Gαβ and GAαβ is displayed in Figure 3.6 and supports our results in
Theorem 3.2. Finally, we illustrate the performance of ϕ̂αβ and ϕ̂Aαβ in Figure 3.7, verifying



















































































































































































































































































































































Figure 3.4: Raw genetic correlations estimated by cross-trait PRS with all SNPs (Gαη, upper
panels) and corrected ones based on our formulas (GAαη, bottom panels). We set h2α = h2η = 1,
















































































































































































































































































































































Figure 3.5: Raw genetic correlations estimated by cross-trait PRS with all SNPs (Gαη, upper
panels) and corrected ones based on our formulas (GAαη, bottom panels). We set h2α = h2η = 0.5,

































































































































































































































































































































































Figure 3.6: Raw genetic correlations estimated by cross-trait PRS with all SNPs (Gαβ, upper
panels) and corrected ones based on our formulas (GAαβ, bottom panels). We set h2α = h2β = 1,




























































































































































































































































































































































Figure 3.7: Raw genetic correlations estimated by cross-trait PRS directly with all SNPs
(ϕ̂αβ, upper panels) and corrected ones based on our formulas (ϕ̂Aαβ, bottom panels). We set
h2α = h
2
β = 1, ϕαβ = 0.5, p = 10, 000, and vary mα, mβ and n.
3.4.2 SNP screening and overlapping samples
Instead of using all the 10, 000 SNPs, we construct cross-trait PRS with the top-ranked
SNPs whose GWAS p-values pass a pre-specified threshold. We consider a series of thresholds
{1, 0.8, 0.5, 0.4, 0.3, 0.2, 0.1, 0.08, 0.05, 0.02, 0.01, 10−3, 10−4, 10−5, 10−6, 10−7, 10−8} and
generate a series of GTαη accordingly. We set heritability to one and ϕαη = 0.8. Four levels
of sparsity mα/p = mη/p = 0.01, 0.1, 0.5 and 0.8 are examined. Figure 3.3 displays the
performance of GTαη across a series of thresholds. As expected, the pattern of GTαη varies
dramatically with the sparsity. When signals are sparse, SNP screening helps and GTαη
performs better than Gαη. However, when signals are dense, the performance of GTαη drops
as the threshold decreases. GTαη has the best performance as all SNPs are selected, i.e., the
same as Gαη, which confirms our results of GTαη in Corollary 3.2. In addition, we examine
our analyses of overlapping samples. For GSαη and GSαβ, half of the 10, 000 samples are set
to be overlapping. Other settings remain the same as those of Figure 3.2. The performance
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of GSαη, GSαβ, GASαη and GASαβ is displayed in Figure 3.8, which fully supports the results in















































































































Figure 3.8: Raw genetic correlations estimated by cross-trait PRS with all SNPs (left panels,
A: GSαη, C: GSαβ) and bias-corrected genetic correlation estimates (right panels, B: GASαη,
D: GASαβ). We set h2α = h2β = h2η = 1, n1 = ns = n2 = n3 = 5000 (half samples overlap),
p = 10, 000, and m = 2000.
3.5 Real data analysis
Human brain structural changes are known to be associated with cognitive and mental
health traits (Caldiroli et al., 2018; Vreeker et al., 2017; Davies et al., 2016). It is an active
research area to understand the shared genetic influences among these brain-related complex
traits (Wei et al., 2019; Jansen et al., 2019). Volumes of brain region of interest (ROI) (refer
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to as ROI volumes) are heritable measures of brain structural variation and can be quantified
by brain magnetic resonance imaging (MRI). In this section, we assess the genetic correlation
between ROI volumes and reaction time, which is a heritable measure of general cognitive
functions (Davies et al., 2018). We focus on the volume measures from seven important brain
ROIs, including thalamus proper, caudate, putamen, pallidum, hippocampus, accumbens
area, and the total brain volume (TBV). These ROIs are frequently studied in imaging
genetics (Hibar et al., 2015), and common SNPs are reported to be able to account for about
50% phenotypic variation in these traits (Biton et al., 2019).
As a positive control, we first estimate the genetic correlation between the TBV phenotype
measured in the Pediatric Imaging, Neurocognition, and Genetics (PING) study (Jernigan
et al., 2016) and the same trait measured in the United Kingdom Biobank (UKB) study
(Sudlow et al., 2015). The TBV phenotype in the two studies is generated using consistent
standard procedures via advanced normalization tools (ANTs, Avants et al. (2011)), and thus
the underlying genetic correlation is expected to be close to one. A full description of the
PING study, ANTs processing, genotyping data quality controls (QCs) is documented in
Appendix A. We generate the PRS on our PING samples (n = 924) by summarizing across all
the LD-pruned candidate SNPs (R2 = 0.2, window size 50), weighed by the published UKB
GWAS effect sizes (Zhao et al. (2019), n = 19, 629, https://github.com/BIG-S2/GWAS).
Plink tool set (Purcell et al., 2007) is used to generate these scores. The association between
TBV and the constructed PRS is estimated and tested in linear regression, adjusting for the
effects of age and sex. The additional phenotypic variation that can be explained by the PRS
(i.e., the partial R2) is interpreted as an estimator of the squared genetic correlation. The
partial R2 is 1.82% (p-value=1.92 × 10−6) in this positive control analysis, which is much
smaller than one. This example illustrates that the genetic correlation estimated by the PRS
can be heavily biased toward zero, but the testing power of PRS can still be good, which
supports our theoretical results and matches many empirical observations.
Next, cross-trait PRS of reaction time is constructed on these PING samples using the
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published GWAS summary statistics of reaction time from the largest study so far (Davies
et al. (2018), n = 282, 014, https://www.ccace.ed.ac.uk/node/335). The original GWAS
has no overlapping samples with the PING study. We examine the partial R2 using the same
procedure as in the above positive control analysis. The results are summarized in Table 3.1.
The mean proportion of variation that can be additionally explained by the cross-trait PRS
is 1.31% across the seven ROIs. The largest partial R2 2.80% is found in the thalamus region
(p-value=9.46× 10−9), which is known to play integrative roles in cognitive functions (Wolff
and Vann, 2019). Evidence from imaging studies indicates that thalamus is phenotypically
associated with reaction time (Brücke et al., 2013) and has predictive power to this cognitive
trait (Nikulin et al., 2008). However, though the p-value reveals significant genetic relationship
between thalamus and reaction time, the partial R2 is small and may under-interpret the
genetic similarity of the two traits. Thus, we correct the observed partial R2 with our formula
in Theorem 3.1. We use the heritability estimate of reaction time reported in Davies et al.
(2018) (h2 = 0.25), and the heritability estimates of ROI volumes reported in Biton et al.
(2019). The number of independent variants p is estimated from the above positive control
analysis of TBV, which is about 348, 374. After correction, the partial R2 of TBV becomes
10.00%.
Table 3.1: Pairwise genetic correlation between the seven ROI volumes and reaction time
estimated by cross-trait PRS.
ROI ID p-value Partial R2 Heritability Corrected partial R2
thalamus proper 9.463×10−9 2.792×10−2 0.501 0.331
caudate 1.718×10−3 1.033×10−2 0.570 0.108
putamen 1.926×10−3 9.249×10−3 0.455 0.121
pallidum 2.810×10−2 4.390×10−3 0.340 0.077
hippocampus 3.053×10−6 1.700×10−2 0.312 0.324
accumbens area 2.937×10−4 1.281×10−2 0.300 0.254
total brain volume 5.117×10−4 9.725×10−3 0.578 0.100
We then apply correction with the number 348, 374 for the other six ROI volumes. The
mean partial R2 across the seven ROIs becomes 18.77%, which indicates a moderate level of
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genetic correlation between reaction time and these ROI volumes in PING samples. These





















































































Figure 3.9: Raw partial R2 of fitting reaction time PRS on seven regional brain volumes
(listed in the figure) in the PING study given different GWAS p-value cutoffs.
To uncover the underlying m/n ratio and minimize the potential bias in the raw partial
R2, we apply SNP screening with multiple GWAS p-value cutoffs and present the trajectory
of partial R2 in Figure 3.9. The pattern of partial R2 is similar across the seven ROI volumes,
suggesting that these ROI volumes have similar genetic co-architecture with reaction time.
The optimal GWAS p-value cutoff for genetic correlation estimation is around 0.1 in this
analysis. The partial R2 of thalamus moves up to 3.51% given this cutoff.
In summary, we examine the genetic correlation between reaction time and seven brain
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ROI volumes in the PING study. Compared to the raw partial R2, the corrected R2 may
better reflect the degree of genetic similarity between the two kinds of brain-related traits
and suggests the potential prediction power of these brain imaging markers to cognitive
functions. The trajectory in Figure 3.9 indicates that the genetic co-architecture of reaction
time and ROI volumes has moderate to high level of polygenicity, which indicates that a
large number of common genetic variants that simultaneously contribute to these traits.
This result matches recent findings that brain-related traits can be highly polygenic and
genetically related (Biton et al., 2019; Jansen et al., 2019; O’Connor et al., 2019; Zhao et al.,
2019). Finally, we note that methods for genetic correlation estimation based on two sets
of GWAS summary statistics, such as cross-trait LDSC, are known to require all the input
summary statistics from large-scale discovery GWAS. Thus, their results can be noisy when
the testing GWAS sample size is small (Ni et al., 2018), e.g., smaller than 5000 as mentioned
in https://github.com/bulik/ldsc/wiki/FAQ.
3.6 Discussion
Understanding the genetic similarity among human complex traits is essential to model
biological mechanisms, improve genetic risk prediction, and design personalized preven-
tion/treatment. Cross-trait PRS (Purcell et al., 2009; Power et al., 2015) is one of the most
popular methods for genetic correlation estimation with thousands of publications. This
chapter empirically and theoretically studies the asymptotic properties of cross-trait PRS. Our
analyses demystify the commonly observed small R2 in real data applications, and help avoid
over- or under-interpreting of research findings. The asymptotic behavior of cross-trait PRS
and the performance of SNP screening are closely related to the ratios among (n,m, p). More
importantly, the asymptotic bias is largely independent of the unknown genetic architecture
if we use all SNPs in cross-trait PRS, which enables bias correction. As more discovery
GWAS summary statistics from biobanks become publicly available (Watanabe et al., 2018),
our bias-corrected estimators can be used to assess the underlying genetic correlation of
many complex traits, especially when the in-house testing GWAS is relatively small. We also
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discuss the SNP screening strategy and illustrate that the screening pattern can be used to
assess the polygenicity and minimize the potential bias in real data applications. Influence of
overlapping samples is also quantified in several practical cases. The training-testing design
employed by cross-trait PRS may help avoid the inflation caused by non-genetic correlation,
but results in systematic bias due to the restricted out-of-sample power of GWAS summary
statistics in an independent testing dataset.
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CHAPTER 4: GENETICS PREDICTION OF COMPLEX TRAITS
4.1 Preliminaries
In this section, we introduce the modeling framework, including the genetic architecture,
assumptions on SNP data and genetic effects. We also introduce some useful RMT lemmas.
We make use of the following notations frequently. tr(A) is the trace of matrix A, Diag(A)
is the diagonal of matrix A, A− is the inverse of matrix A, AT is the transpose of matrix A,
and A+ is the Moore-Penrose pseudoinverse of matrix A. → donates the convergence of a
series of real numbers, →p represents the in probability convergence of a series of random
variables, and →a.s. is the almost surely convergence of a series of random variables. λi(A) is





is the squared l2 norm of p× 1 vector x, and ‖x‖2Σ = xTΣx is the norm induced by Σ. In
addition, o(1) and O(1) define the small o and big O, op(1) and Op(1) define the small o and
big O in probability, and c, C are some generic constant numbers.
4.1.1 Modeling framework
Cross-trait prediction Consider two independent GWAS that are conducted for two
traits with the same p SNPs (features):
• Training GWAS: (X,y), with X = [X(1),X(2)] ∈ Rn×p, X(1) ∈ Rn×mβ , and y ∈ Rn×1.
• Testing GWAS: (Z,yz), with Z = [Z(1),Z(2)] ∈ Rnz×p, Z(1) ∈ Rnz×mη , and yz ∈ Rnz×1.
Here y and yz are two continuous phenotypes measured in two independent groups of
individuals with sample sizes n and nz, respectively. The X(1) is an n×mβ matrix of the
SNP data with nonzero effects, and X(2) is an n× (p−mβ) matrix of the null SNPs, resulting
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in an n× p matrix of all SNPs, donated by X = [X(1),X(2)] = (x1, · · · ,xmβ ,xmβ+1, · · · ,xp),
where xi is an n× 1 vector of the SNP i, i = 1, · · · , p. Similarly, the Z(1) denotes the causal
SNPs of yz and Z(2) donate the null SNPs. We allow y and yz to be two different traits.
That is, we consider a general cross-trait prediction problem, such as predicting cognitive
ability by educational attainment (Lee et al., 2018), and treat same-trait prediction as a
special case. Thus, mβ and mη can be different numbers and X(1) and Z(1) correspond to
two different sets of causal SNPs in general. The linear polygenic model assumes
y = X(1)β(1) + ε, and yz = Z(1)η(1) + εz, (4.1)
where βT(1) = (β1, · · · , βmβ)T and ηT(1) = (η1, · · · , ηmη)T are vectors of nonzero causal SNP













, in which elements in βT(2) = (βmβ+1, · · · , βp)T and ηT(2) = (ηmη+1, · · · , ηp)T
are all zeros. We model β(1) and η(1) as random variables (Dobriban and Wager, 2018) and
will introduce the detailed distribution assumptions in the following section. The overall












ηTZTZη + εTz εz
. (4.2)
We assume h2β and h2η ∈ (0, 1].
Model assumptions and definitions Since mβ and mη can be different and the causal
SNPs of different traits may partially overlap, we let mβη ≤ min(mβ,mη) be the number of
overlapping causal SNPs of y and yz.
SNP data The assumptions on SNP data X and Z are summarized in Condition 4.1.
Condition 4.1. 1. SNP data satisfy X = X0Σ1/2, Z = Z0Σ1/2, and entries of X0 and
Z0 are real-value i.i.d. random variables with mean zero, variance one and a finite 12th
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order moment. Σ is a p× p population level deterministic positive definite matrix with
0 < c ≤ λmin(Σ) ≤ λmax(Σ) ≤ C for all n, p and some constants c, C, where λmin(Σ)
and λmax(Σ) are the smallest and largest eigenvalues of Σ, respectively. Σ1/2 is any
nonnegative square root of Σ. For simplicity, we assume Σii = 1, i = 1, · · · , p, or
equivalently, X and Z have been column-standardized. In summary, Σ is assumed to
be a correlation matrix with uniformly bounded eigenvalues.
2. As min(n, nz,mβη)→∞, we assume
mβ/n→ γ, mη/nz → γz, for γ, γz ∈ (0,∞);
p/n→ ω, p/nz → ωz, for ω, ωz ∈ (0,∞); and
mβη/
√
mβmη → κβη, for κβη ∈ (0, 1].
3. For the p × p population level correlation matrix Σ, we define its empirical spectral
distribution (ESD) as FΣp (x) = p−1 ·
∑p
i=1 I(λi(Σ) ≤ x), x ∈ R. As p→∞, let {Σp}p>1
be a sequence of matrices, we assume the sequence of corresponding ESDs {FΣp (x)}p>1
converges weakly to a limit probability distribution H(x), x ∈ R, named the limiting
spectral distribution (LSD) of Σ.
Condition 4.1 is frequently used in high-dimensional data analysis (Ledoit and Péché,
2011; Dobriban and Wager, 2018; Hastie et al., 2019). Condition 4.1 (a) assumes that X
and Z have the same Σ. In Section 4.4, we relax this assumption and extend our results
to the case where the X and Z have different correlation structure. In modern GWAS, the
number of the SNPs p in Condition 4.1 (b) is usually in millions (Tam et al., 2019), and the
current training GWAS simple size n is often much smaller than p. The genetics community
has striven to increase the GWAS sample size in recent years, and for some traits the sample
size has been larger than one million (Lee et al., 2018; Nielsen et al., 2018). With these great
efforts, ω is decreasing from a large number to one, or even can be less than one.
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Genetic effects and random errors Let F (0, V ) represent a generic distribution with
mean zero, (co)variance V , and finite fourth order moments. We introduce the following
condition on genetic effects β(1) and η(1) and random error vectors ε and εz.
Condition 4.2. We assume the distributions of β and η are independent of Σ. Moreover,
βi and ηj are independent random variables satisfying
βi ∼ F (0, σ2β/p), i = 1, ...,mβ; ηj ∼ F (0, σ2η/p), j = 1, ...,mη.














where σβη = ρβη · σβση. And εi and εzj are independent random variables satisfying
εi ∼ F (0, σ2ε ), i = 1, ..., n; εzj ∼ F (0, σ2εz), j = 1, ..., nz.
Genetic correlation and heritability Given the above assumptions, we define the genetic




· I(‖β‖Σ · ‖η‖Σ > 0),
and we assume ϕβη ∈ [−1, 1]. Following Conditions 4.1 and 4.2, as min(n, nz,mβη)→∞, the




= κβη · ρβη + op(1).
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With Σii = 1, i = 1, · · · , p, we have tr(Σ)/p = 1, and thus we have the same definitions of
h2β and h2η as those in Jiang et al. (2016) and Guo et al. (2019) for the special case Σ = Ip.
4.1.2 RMT lemmas
We introduce some known results from classic RMT (e.g., Tulino and Verdú (2004); Bai
and Silverstein (2010); Paul and Aue (2014); Yao et al. (2015)) and some recent advances
of trace functionals (e.g., Ledoit and Péché (2011); Dobriban and Wager (2018); Hastie
et al. (2019); Wang et al. (2015)), which are foundations for our theoretical analysis of the
large-scale GWAS data (X,Z). Below we mainly use the training data X as an example,
but all the lemmas are applicable for the testing SNP data Z as well.






, x ∈ R. We are
interested in the limit behavior of F Σ̂p (x), which has one-to-one correspondence with the limit
behavior of its Stieltjes transform. For a general distribution G(x) with support I ⊂ R, the
Stieltjes transform (e.g., page 514 of Bai and Silverstein (2010)) and its first order derivative
(evaluated at z) are given by sG(z) =
∫
x∈I(x− z)




respectively, for z ∈ C\I. Therefore, let I = [0,∞), as min(n, p) → ∞, the Stieltjes








)−2}, respectively, for z ∈ C\I. The asymptotic behavior of
F Σ̂p (x) can be characterized in the following lemma (Marchenko and Pastur, 1967; Silverstein,
1995) by its Stieltjes transform. See, for example, Theorem 2.4 of Yao et al. (2015).
Lemma 4.1. Under Condition 4.1, as min(n, p)→∞, F Σ̂p (x) converges weakly to a limit
probability distribution M(x) with probability one, x ∈ R. The Stieltjes transform of M(x),
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t{1− ω − ωzsM(z)} − z
dH(t).
In general, sM(z) has no closed-form expression, but all information about the LSD M(x) is
contained in this equation. For the special case Σ = Ip, we have sM (z) = {1−ω−ωzsM (z)−
z}−1, it follows that (e.g., page 52 of Bai and Silverstein (2010))
sM(z) =
√








(−z − ω + 1)2 − 4ωz − (ω + 1)z + (ω − 1)2
2ωz2
√
(−z − ω + 1)2 − 4ωz
, (4.4)
respectively, for z ∈ C\I. Moreover, the LDS M(x) in this special case is named the M-P











if x ∈ [b−(ω), b+(ω)]; and p(x)ω = 0 if x /∈ [b−(ω), b+(ω)]; and p(x)ω has a point mass 1−1/ω
at the origin if ω > 1, where b±(ω) = (1±
√
ω)2.
Stieltjes transforms can also be used to study the limit of trace functionals of F Σ̂p (x). Below
we donate g(z) ≡ sM(z) and g
′
(z) ≡ s′M(z), respectively. Sometimes, it is more convenient
to use the notation defined on the n× n companion matrix Φ̂ = n−1XXT (Dobriban and






be the ESD of Φ̂, x ∈ R, and let P (x) be
the limiting distribution of F Φ̂n (x). Define the Stieltjes transform of F Φ̂n (x) and its first order
derivative as sFn(z) = n−1tr
{(
Φ̂− zIn
)−1} and s′Fn(z) = n−1tr{(Φ̂− zIn)−2}, respectively,
and define the Stieltjes transform of P (x) and its first order derivative as v(z) ≡ sP (z), and
v
′







(z), v(z) and v′(z) in the following lemma (Ledoit and Péché, 2011; Chen et al.,
2015; Dobriban and Wager, 2018).
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In general, little is known about the connection between population LSD H(t) and
empirical LDS M(t). However, there is one-to-one correspondence between the moments








p−1tr(Σ̂k). Then by Lemma 4.1, we have the following Lemma on the two sets of moments
(Lemma 2.16 of Yao et al. (2015)).
Lemma 4.3. Under Condition 4.1, as min(n, p)→∞, for any positive integer k, bk(Σ̂) is
a function of bl(Σ), for 0 < l ≤ k, and ω. Specifically, the first three moments of H(t) and
the first three moments of M(t) are linked as b1(Σ̂) = b1(Σ), b2(Σ̂) = b2(Σ) + ωb1(Σ)2, and
b3(Σ̂) = b3(Σ) + 3ωb1(Σ)b2(Σ) + ω
2b1(Σ)








For any positive integer k, since λi(Σ) is uniformly bounded, i = 1, · · · , p, bk(Σ) and
bk(Σ̂) are also bounded for any ω ∈ (0,∞). Thus, we have the following lemma on the
concentration of quadratic forms.
Lemma 4.4. Under Condition 4.1, as min(n, p) → ∞, for any positive integer k, we






Z , and define A
0 = I for any matrix A. Then for any non-negative integers








}2 = O(1p) = o(1).
Moreover, let α be a p-dimensional random vector of i.i.d. elements with mean zero, variance
σ2α, and finite fourth order moment, we have
αTBk1,k2α = σ
2
α · tr(Bk1,k2) · {1 + op(1)}.
The proof of Lemma 4.4 can be found in Appendix B, which is based on the Lemma B.26 of
Bai and Silverstein (2010) and the Markov’s inequality. Lemma 4.4 shows that the quadratic
forms of Bk1,k2 concentrate around their means. We note that ω ∈ (0,∞) is a key condition.
When ω =∞, the concentration still holds when either k1 or k2 is zero, but may not hold
when both k1 and k2 are nonzero.
4.2 Marginal estimator
Let β̂ be a generic p × 1 estimator of β, the out-of-sample predictor and in-sample
estimation are given by ŜZ = Zβ̂ and ŜX = Xβ̂, respectively. The out-of-sample and
in-sample R2 are, respectively, defined as A2 and E2, where
A =
yTz ŜZ∥∥yz∥∥ · ∥∥ŜZ∥∥ and E = y
T ŜX∥∥y∥∥ · ∥∥ŜX∥∥ . (4.5)
In this section, we present the results of A2 and E2 for marginal estimator β̂S, donated as
A2S and E2S, respectively.
4.2.1 Asymptotic limits
The asymptotic limits of A2S and E2S are given in the following theorem.
Theorem 4.1. Under polygenic model (4.1) and Conditions 4.1 and 4.2, as min(n, nz, mβη,
49























{ntr(Σ̂2X) · h2β + tr(Σ̂X)2 · (1− h2β)}2
n2tr(Σ̂X)tr(Σ̂3X) · h2β + ntr(Σ̂X)2tr(Σ̂2X) · (1− h2β)
+ op(1)
=
{b2(Σ) · h2β + ω}2
{b2(Σ) · h2β + ω}2 + b2(Σ)ω + {b3(Σ)− b2(Σ)2 · h2β} · h2β
+ op(1),
where Σ̂X = n−1XTX, Σ̂Z = n−1z ZTZ, and bk(Σ) =
∫
R t
kdH(t) = p−1tr(Σk) for k = 1, 2,












2 + ω + h2β(1− h2β)
+ op(1). (4.6)
Theorem 4.1 has several important implications. First, h2η is the overall genetic effects in
yz and ϕ2βη represents the genetic similarity between training and testing data. Thus, h2ηϕ2βη
can be viewed as the signal strength of out-of-sample cross-trait prediction and also the
upper bound of prediction performance. We find that the gap between prediction accuracy
A2S and the upper bound h2ηϕ2βη is determined by a function of b3(Σ), b2(Σ), ω, and h2β.
When Σ = Ip, equation (4.6) indicates that A2S is linearly decayed away from h2ηϕ2βη by the
nonzero ω. It is also easy to see that the gap disappears when ω = 0. For in-sample R2, we
have E2S = h2β if ω = 0, but in general it does not hold for nonzero ω. These results clearly
illustrate the difference between low- and high-dimensions, and quantify the gap between
true signal strength and out-of-sample/in-sample performance of high-dimensional marginal
estimator.
Second, there are bidirectional influences of feature-wise correlation for general correlation
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Σ 6= Ip. Specifically, A2S depends on the first three moments of the LSD H(t) of Σ through
the two terms b2(Σ)2/b3(Σ) and ω/b2(Σ). It follows from by Cauchy–Schwarz inequality that
b3(Σ) > b2(Σ)
2 and b2(Σ) > 1 hold. In a classic linear model setting where p is fixed (or
ω = 0), we have A2S = h2ηϕ2βη · b2(Σ)2/b3(Σ). Thus, A2S is reduced by a factor b2(Σ)2/b3(Σ)
due to the unadjusted feature-wise correlation. On the other hand, when ω > 0, further decay
of A2S is introduced by the nonzero term ω/b2(Σ). Since b2(Σ) > 1 holds, correlation among
features can delay this type of decay. This makes sense, because correlation among p features
can be regarded as a reduction of signal dispersion in high-dimensions. Together, there is a
transition point for whether or not feature-wise correlation can help achieve higher prediction
accuracy in high-dimensions. Formally, we can define the prediction relative efficiency (PRE)
for Σ 6= Ip to quantify the bidirectional effects of Σ on A2S and identify the transition point.






+ ω · 1
b2(Σ)
+ op(1),













Third, we consider the difference between in-sample and out-of-sample R2. For the optimal












This optimal case reveals more insights into the difference between in-sample and out-of-
sample R2, and the difference between low- and high-dimensions. In low-dimension with
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For nonzero ω, we note that tr(Σ̂X) = tr(Σ̂Z) = tr(Σ), and tr(Σ̂XΣ̂Z) = tr(Σ2) for any ω.
That is, trace of sample covariance is (asymptotically) the same as the trace of population
covariance, and similar result holds for the product of two independent sample covariances.
However, by Lemma 4.3, this kind of concordance no longer holds for the trace of higher
order products in high-dimensions with nonzero ω. Specifically, we have tr(Σ̂2X) = tr(Σ2) +
n−1tr(Σ)2, tr(Σ̂3X) = tr(Σ3) + 3n−1tr(Σ)tr(Σ2) + n−2tr(Σ)3, and tr(Σ̂ZΣ̂2X) = tr(ΣΣ̂2X)
















tr(Σ3) + 3n−1tr(Σ)tr(Σ2) + n−2tr(Σ)3
} + op(1).
Therefore, due to the different trace limits, A2S and E2S can become completely different as ω
increases.
In summary, the asymptotic performance of high-dimensional marginal estimator is solely
determined by heritability, genetic correlation, ω, and the first three moments of H(t). These
parameters are independent from the unknown numbers mβ, mη, and mβη. Such properties
enable us to easily evaluate the prediction accuracy of a given GWAS dataset regardless of
the underlying number of true signals. In addition, PRE measures the influence of Σ on A2S,
which can also be used to compare the prediction accuracy among different structures of
Σ. In next section, we illustrate how to apply the Theorem 4.1 to estimate A2S in GWAS
applications.
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4.2.2 Prediction accuracy estimation and comparison
In GWAS, different global populations (e.g., African, Latino, East Asian) have different
SNP correlation structure Σ, and Σ is known to be largely consistent within each population
(Gurdasani et al., 2019). Thus, given the same ω and h2η, h2β, ϕ2βη, the prediction accuracy
of GWAS data varies across different populations. To evaluate and compare the prediction
accuracy of GWAS data in diverse populations, we need to study the LSD H(x) of Σ. Here
we discuss two approaches to evaluate the prediction accuracy A2S for each global population.
Asymptotic estimator (External reference panel) The asymptotic estimator is based on
the asymptotic limits. It is clear that we only need to estimate the first three moments
b1(Σ), b2(Σ), b3(Σ) of H(t), which have known relationships with b1(Σ̂), b2(Σ̂), b3(Σ̂)
according to Lemma 4.3. Therefore, we can estimate bk(Σ̂) from SNP data then obatin bk(Σ),
for k = 1, 2, 3. In practice, this can be done using external data in publicly available LD
reference panels (Tam et al., 2019), such as the 1000 Genomes Project (1000-Genomes-Project-
Consortium., 2015). Let the reference data be W ∈ Rnw×p, and let Σ̂W = n−1w W TW , then
bk(Σ̂W ) = p
−1tr(Σ̂kW ) = p−1
∑p
i=1 λi(Σ̂W )
k, k = 1, 2, 3. Thus, all we need are the eigenvalues
of Σ̂W , λi(Σ̂W ), i = 1, · · · , p. When nw < p, we may instead focus on the n× n companion
matrix Φ̂W = n−1w WW T to obtain these moments, since the nonzero eigenvalues of Φ̂W and
Σ̂W are the same.
Empirical estimator (Individual-level data) When SNP data X and Z are available, one
can also directly estimate the prediction accuracy by evaluating the four traces tr(Σ̂X), tr(Σ̂Z),
tr(Σ̂XΣ̂Z), and tr(Σ̂2XΣ̂Z). Since tr(Σ̂X) = tr(Σ̂Z) = p, we only need to estimate tr(Σ̂XΣ̂Z)
and tr(Σ̂2XΣ̂Z). Estimating Σ̂X and Σ̂Z can be computationally expensive when both n and
p are large. However, some tools have been developed to tackle this challenge (Quick et al.,
2018; Das et al., 2016). Moreover, we may need to additionally account for the population
stratification when population substructures exist (Sun and Lin, 2017). One common solution
is to remove the top few “outlier” eigenvalues, which often represent population substructures
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if any, since the population substructures are usually much stronger than the local SNP
correlations. Next, we discuss two more potential usages of the prediction accuracy results.
Diverse populations Based on these estimators, one can compare the prediction accuracy
among diverse populations using their PREs. For example, suppose population 1 has Σ1 and













+ ω · 1
b2(Σ1)
+ op(1).
It is clear that when ω is much larger than h2β and b3(Σ) is comparable to b2(Σ)2, b2(Σ)
plays an important role in the relative prediction accuracy.
LD-based pruning In practice, it is quite common to first perform LD-based pruning
with predefined threshold to remove highly related SNPs (e.g., remove one of a pair of SNPs
that have correlation larger than the threshold) before out-of-sample prediction. The choice
of the predefined threshold is often arbitrary. Using Theorem 4.1, it is possible to input a
series of thresholds, estimate the corresponding prediction accuracy, and then make a decision
about the “optimal” threshold for SNP pruning.
4.2.3 Meta-analysis of marginal estimator
Motivated by GWAS applications, we extend our analysis to consider meta-analysis of
multiple marginal estimators from k ∈ (0,∞) independent GWAS {(Xi,yi) : i = 1, . . . , k}
on the same trait with genetic effects β. Let B̂ = (β̂T1 , . . . , β̂Tk ) be a p× k matrix of marginal
estimators from all k GWAS. Let d = (di, . . . , dk)T be a k × 1 vector of weights, and let
B̂(d) = B̂d be the aggregated summary statistics. We also denote A2S(d) and E2S(d) as
the out-of-sample and in-sample R2 for marginal estimator B̂(d), respectively. We have the
following results from the k studies.
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Corollary 4.1. Under polygenic model (4.1) and Conditions 4.1 and 4.2, suppose we have in-
dependent GWAS (Xi,yi) with sample sizes ni and p SNPs for i = 1, . . . , k. As min(n1,. . . , nk,



































where ω̃k = p/
∑k
i=1 ni. The A
2
S(d
∗) is the same as the out-of-sample R2 for one single GWAS
with sample size
∑k








Corollary 4.1 shows that marginal screening has no prediction accuracy loss in distributed
computing followed by meta-analysis with weights in d∗. Thus, aggregating summary statistics
from independent training GWAS has the same asymptotic prediction accuracy as one big
GWAS that trains all the individual-level data together. This is a favorable property of
high-dimensional marginal estimator. It is known that both OLS (Dobriban and Sheng,
2018) and ridge (Dobriban and Sheng, 2019) estimators may have prediction accuracy loss in
high-dimensional distributed computation. Similar results also hold for in-sample R2. For
example, when d = d∗, we have
E2S(d
∗) =
{b2(Σ) · h2β + ω̃k}2
{b2(Σ) · h2β + ω̃k}2 + b2(Σ)ω̃k + {b3(Σ)− b2(Σ)2 · h2β} · h2β
+ op(1).
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4.3 The class of ridge-type estimators





. We define their out-of-sample R2 as
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We have the following results on
{
A2R(λ), A2B(τ), A2R(0+), A2O
}
.
Theorem 4.2. Under polygenic model (4.1) and Conditions 4.1 and 4.2, as min(n, nz, mβη,














































where v(0+) = limλ→0+ v(−λ) and v̇(0+) = limλ→0+ v̇(−λ). Here v(−λ) is the Stieltjes
transform related to Σ and v̇(−λ) is its first order derivative. The A2R(0+) reduces to A2O if














If h2β ∈ (0, 1), then A2R(λ) is maximized at λ = λ∗ ≡ ω · (1 − h2β)/h2β, and the optimal













If h2β = 1, i.e., y is a fully heritable trait, then the optimal out-of-sample R2 is obtained as















+ op(1), if ω > 1.
Theorem 4.2 shows how the out-of-sample prediction accuracy decays away from the true
signal strength h2ηϕ2βη. The A2O is invariant to Σ and always has a closed-form expression,
and thus the gap is only determined by h2β and ω. For all other estimators, due to the
linear shrinkage induced by nonzero λ, Σ still has influence on the gap through the limits
of Stieltjes transform v(−λ) and its first order derivative v̇(−λ). When λ = λ∗, v̇(−λ)
cancels out and thus the optimal out-of-sample R2 depends on Σ only through v(−λ). Let
STN(h2β) = h2β/(1− h2β) be the signal to noise ratio, λ∗ can be rewritten as λ∗ = ω/STN(h2β).
In other words, for the linear shrinkage estimator Σ̂X + λIp, the optimal weight for Ip is
proportional to ω and inversely proportional to the signal to noise ratio, matching similar
results on mean squared prediction error (Dobriban and Wager, 2018).
When Σ = Ip, the closed-form expressions for v(−λ) and v̇(−λ) are available, and thus we
have closed-form expressions for
{
A2R(λ), A2B(τ), A2R(0+), A2O
}
. In Appendix B, we further
quantify the relative prediction accuracy between marginal estimator and the optimal ridge
estimator in closed-forms. We provide more insights into high-dimensional dense signal
prediction as follows.
The first one is on optimal regularizer and prediction accuracy. The optimal values
λ∗ and τ ∗ for out-of-sample R2 (when h2β ∈ (0, 1)) are functions of h2β and ω, and are
independnet of all other parameters including Σ. Since ω is known and consistent estimator
of h2β is available in GWAS context (Yang et al., 2010; Jiang et al., 2016; Ma and Dicker,
2019), cross-validation techniques are not required to obtain optimal regularizers for ridge
or BLUP estimators. We provide a brief introduction and discussion of common GWAS
estimators of h2β in Appendix B. Moreover, the asymptotic prediction accuracy A2R(λ∗) can
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be estimated by additionally calculating sFn(λ∗) (see Appendix B), which is a consistent
estimator of v(−λ∗,Σ). To quantify the influence of Σ on A2R(λ∗), we define PRE for Σ 6= Ip
as δR(λ∗,Σ) = A2R(λ∗,Σ)/A2R(λ∗, Ip), and then we have
δR(λ
∗,Σ) =
ω + h2β −
√
(ω − h2β)2 + 4ωh2β(1− h2β)
2ω − 2h2β/v(−λ∗,Σ)
+ op(1).


































































Figure 4.1: Out-of-sample R-squared A2R(λ) of ridge-type estimators given different λ and
heritability when Σ = Ip. λ∗ is the optimal λ value, 0+ corresponds to the case λ→ 0+, and
+∞ represents λ→ +∞. We set ϕβη = 1, h2β = h2η = (0.5, 0.8) in A and B, respectively.
The second one is on over- and under-fitting issues. Figure 4.1 displays A2R(λ) across
different λ, ω, and h2. It is clear that A2R(λ) is near-optimal for any λ when ω is big (e.g.,
ω > 5), especially when h2 is not high. In contrast, when ω ≈ 1, model over-fitting with
small λ should be avoided and model under-fitting (over-regularization) with large λ can
be substantially sub-optimal. Notably, A2R(0+) can become surprisingly small. For ω > 1,
A2R(0
+) is not a monotone function of ω, and the optimal value is achieved at ω = 1+
√
1− h2β.
When ω decreases from 1 +
√
1− h2β towards 1, A2R(0+) reduces dramatically.
The third one is on the blessing of dimensionality. When ω is large, A2R(λ) has almost
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identical performance for all λ. Particularly, the out-of-sample R2 of β̂S is similar to that
of β̂R(λ∗), then β̂S can be a good choice for out-of-sample applications because it is much
more computationally efficient than β̂R(λ∗). High dimensionality indeed reduces the required
computational burden because marginal and conditional estimators yield similar out-of-sample
performance, which is quite counterintuitive.
The fourth one is on the curse of dimensionality. The upper limit of the prediction
accuracy of all ridge-type estimators might be not satisfactory when ω is large. For example,
when Σ = Ip, consider the optimal case where h2η = h2β = ϕ2βη = 1, the asymptotic optimal
out-of-sample R2 of ridge-type estimators is one for n > p. However, when n < p, the
out-of-sample R2 has a upper bound of n/p = 1/ω, which can be viewed as the ratio of
sample size and model complexity. In addition, 1/ω can hardly be achieved in practical
situations if any. To see this, consider h2η = h2β ∈ (0, 1) and ϕ2βη = 1, we can rewrite the









where ∆ = 4h2β(1 − h2β)/(ω1/2 − ω−1/2h2β)2 > 0. Since ∆ ≈ 0 only holds for large ω and
h2β ≈ 1, A2R(λ∗) is close to the upper bound n/p · h2β only when ω is large for highly heritable
traits prediction (Figure 4.2). For general Σ, similar to the discussions on marginal estimator,
feature-wise correlation can delay the negative influences of growing dimension, but the general
pattern remains the same. This finding reveals a fundamental challenge in high-dimensional
dense signal prediction.
The fifth one is on the unboundedness of tr{(XTX)−1}. The β̂R(λ∗) has better out-of-
sample R2 than β̂O for ω ∈ (0, 1). As shown in Figure 4.2, when ω is close to zero, β̂R(λ∗)
and β̂O are close to each other, which matches the classic results in linear models. However,
as ω moves towards one, the performance of β̂O is much worse than β̂R(λ∗). One way to
explain this surprising behavior of β̂O is that tr{(XTX)−1} can become very large when
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Figure 4.2: Out-of-sample R-squared of optimal ridge/BLUP estimators (A2R(λ∗) =
A2B(λ
∗/ω)), ridge/BLUP-less estimators (A2R(0+) = A2B(0+)), and marginal estimator (A2S)
when Σ = Ip. We set ϕβη = 1, h2β = h2η = (0.5, 0.8) in A and B, respectively. The dash line
represents the upper limit (n/p) · h2β.









h2β + tr{(XTX)−1} · (1− h2β)
+ op(1).
In Gaussian case, (XTX)−1 follows the inverse Wishart distribution and the mean of
tr{(XTX)−1} is ω/(1 − ω − 1/n), which can be large as ω → 1− (Guo and Cheng,
2018). Without the need for Gaussianity, Hastie et al. (2019) show that tr{(XTX)−1} =
limλ→0+ ωg(−λ) = ω/(1− ω). Then, a tiny small nonzero error term 1− h2β can ruin the out-
of-sample performance of OLS estimator (and more generally the ridge-less estimator) when
ω is close to one. Ridge estimator β̂R(λ) avoids the unboundedness problem of tr{(XTX)−1}
by introducing a nonzero shrinkage term λ. In marginal estimator β̂S, the estimator of
(XTX)−1 is simply {Diag(XTX)}−1, which can be viewed as an extreme case of banded
covariance estimator (Bickel and Levina, 2008) with zero bandwidth. Thus, β̂S can avoid
the issue of tr{(XTX)−1}. However, the price is that β̂S may have larger squared bias. See
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Appendix B for more details, in which we illustrate the bias-variance decomposition using
mean squared prediction errors of these estimators.
In summary, besides heritability, genetic correlation, and ω, the gap between true signal
strength and A2R(λ) is determined by the Stieltjes transform and its first order derivative.
More importantly, the relative out-of-sample performance of these estimators highly depends
on ω. When ω is large, all of them can become near-optimal for out-of-sample prediction.
Therefore, choosing the optimal value of λ may become less important as dimension increases.
4.3.2 In-sample R-squared
In this section, we present the results for in-sample R2 as a goodness-of-fit statistic, which
is related to the performance of many in-sample applications of GWAS summary statistics
(Barbeira et al., 2018). We find that in-sample R2 has completely different patterns compared
to out-of-sample R2. The asymptotic results are summarized in the following theorem.
Theorem 4.3. Under polygenic model (4.1) and Conditions 4.1 and 4.2, as min(n, mβ,
















1− 2λ+ 3λ2g(−λ)− λ3ġ(−λ)
}




where ω{g(−λ)− λ−1} = v(−λ)− λ−1 and ω{ġ(−λ)− λ−2} = v̇(−λ)− λ−2. The E2R(λ) is




h2β + (1− h2β) ·






O, if ω < 1;
1 + op(1), if ω ≥ 1,
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Figure 4.3: In-sample R-squared of ridge/BLUP-less estimators (E2R(0+) = E2B(0+)), optimal
(out-of-sample) ridge/BLUP estimators (E2R(λ∗) = E2B(λ∗/ω)), and marginal estimator (E2S)
when Σ = Ip. We set h2β = (0.5, 0.8) in A and B, respectively.
where E2O =
{
h2β + (1− h2β) · ω
}




1− λ∗ + λ∗2g(−λ∗)
+ op(1).






(ω − h2β)2 + 4ωh2β(1− h2β)− ω
}
+ h2β · (3h2β − 1)
+ op(1).
Theorem 4.3 has several implications. The optimal in-sample R-squared E2R(0+) ≥ h2β for
any h2β ∈ (0, 1] and is a linear function of ω ∈ (0, 1) (Figure 4.3). The term (1− h2β) · ω in E2O
represents the degree of model over-fitting due to spurious correlations (Fan et al., 2018). For
ω > 1, the limit of E2R(0+) is one, which indicates that the ridge-less estimator can have zero
training error for y given any h2β ∈ (0, 1]. On the other hand, E2S may not be a monotone
function of ω depending on h2β. When h2β ∈ (0, 0.5], E2S increases with ω; when h2β ∈ (0.5, 1],
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interestingly, E2S decreases first as ω increases and can become much smaller than h2β.
4.4 Numerical experiments
4.4.1 Simulation
To numerically evaluate our asymptotic results, we first simulate data according to our
modeling framework in Section 4.1 with n = nz = 2000, and ω = 1.05, 2, 4 and 8. Each entry
of X and Z is a continuous variable that independently generated from N(0, 1/p), and the
ratio m/p is set to be 0.8. We simulate a trait with heritability 0.8 from model (4.1), and
predict the same trait in the testing data (i.e., h2β = h2η = 0.8, ϕβη = 1, β(1) = η(1)). The
nonzero genetic effects β(1) and entries of ε and εz are generated from Normal distribution
according to Condition 4.2. We evaluate the following estimators:
(i) marginal estimator defined in model (2.2) (Marginal);
(ii) a meta-analyzed version of marginal estimator with weights equal to sample sizes (400
and 1600, respectively; Marginal-meta);
(iii) ridge estimator defined in model (2.3) with optimal regularizer λ∗ (Ridge-Optimal);
(iv) ridge estimator with nλ∗ (Ridge-Over1);
(v) ridge estimator with n2λ∗ (Ridge-Over2);
(vi) ridge estimator with λ∗/n (Ridge-Under1); and
(vii) ridge estimator with λ∗/n2 (Ridge-Under2).
In addition, we examine three other methods in our settings including LASSO (Tibshirani,
1996), Elastic-Net (Zou and Hastie, 2005), and support vector machines (SVM) (Cortes and
Vapnik, 1995). A total of 100 replicates is conducted, and we calculate the in-sample and
out-of-sample R-squared (A2 and E2) defined in equation (4.5).
The results are summarized in Figure 4.4. As expected, the finite sample performance
of marginal and ridge estimators supports our asymptotic results. For example, when
ω = 1.05, the optimal ridge estimator (Ridge-Optimal) clearly outperforms marginal estimator
(Marginal), and marginal estimator has similar R2 to ridge estimators with large λ (Ridge-
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Over1/-Over2). On the other hand, ridge estimators with small λ (Ridge-Under1/-Under2)
perform poorly for ω = 1.05. These results indicate the importance of choosing the optimal
λ when ω is close to one, and particularly shows that small λ should be avoided. However,
when ω becomes 4, it is clear that marginal and all ridge estimators have similar R2. In
addition, meta-analyzed marginal estimator (Marginal-meta) shows no decay of prediction
accuracy. The performance of LASSO and Elastic-Net is OK when ω is small, but becomes
very poor as ω becomes large, suggesting that the methods designed with sparsity assumption
should be used with caution in dense signal problems. SVM shows similar pattern to ridge
estimators (Figure 4.4).
To mimic the linkage disequilibrium (LD) structure of SNP data, we also construct Σ
with a block-diagonal structure (block size = 20). Features within the block have pair-wise
correlation ρb = 0.8, and features belong to different blocks are independent. Other settings
are exactly the same as in Σ = Ip. The results are shown in Figures 4.6-4.7. Again, the
performance of marginal and ridge estimators matches our theoretical limits, and the general
pattern remains the same as in Σ = Ip. In addition, the prediction accuracy is improved
due to the feature-wise correlation, verifying that the decay of prediction accuracy due to
dimensionality can be delayed by correlation among features.
4.4.2 UKB data simulation
Next, we perform simulation based on real SNP data from the UK Biobank (UKB)
resources (Sudlow et al., 2015). There are 461, 488 common genotyped genetic variants (most
of which are SNPs) after standard quality control (QC) procedures detailed in Appendix B.
We randomly select 5, 000 or 10, 000 individuals of British ancestry as training samples, and
test the prediction accuracy of these genetic variants on another 1, 000 randomly selected
individuals of the same ancestry. Causal variants are randomly selected, and the number
m is set to 470, 4700, 47, 000, and 235, 000, respectively. The nonzero genetic effects are
independently generated from N(0, 1/p), and we set h2β = h2η = 0.8, ϕβη = 1, and β(1) = η(1).
Marginal estimtaor is generated using PLINK (Purcell et al., 2007). Following practical
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guidelines (Choi et al., 2018), we perform LD-based clumping for the marginal estimator
via PLINK to obtain a list of relatively independent genetic variants for prediction. With
the default window size (250 kb), we vary the clumping parameter C2r and set it to 0.05,
0.1, 0.2, 0.3, 0.5, and 0.9. Smaller C2r results in more stringent selection and more filtered
variants by clumping. When C2r = 0.9, most of the variants remain. The BLUP estimator is
obtained from GCTA (Yang et al., 2011) using all genetic variants, in which the regularizer τ
is estimated by the REML method (Jiang et al., 2016). The results are displayed in Figure 4.8.
It is clear that the out-of-sample performance is stable across different signal sparsity m.
When n = 5, 000, the performance of BLUP and marginal estimators is in a similar range,
though BLUP estimator is slightly better. After increasing the sample size to 10, 000, the
difference between their performances becomes much more noticeable. This pattern suggests
that the relative performance of the two estimators highly depends on ω. In addition, we find
that results are not sensitive to the clumping parameter C2r when genetic signals are dense.
4.5 Real data analysis
In this section, we present an imaging genetics example to predict brain subcortical
structures in GWAS. We focus on 14 volumetric traits of seven left/right pairs of brain
regions of interest (refer to as ROI volumes) including left/right thalamus proper, left/right
caudate, left/right putamen, left/right pallidum, left/right hippocampus, left/right amygdala,
and left/right accumbens area. The ROI volumes are quantified by magnetic resonance
imaging (MRI) and are known to be associated with many brain-related cognitive and
mental health traits (Miller et al., 2016). We use the UKB imaging samples as training
data (Phase 1, n = 9, 868; or Phases 1 and 2, n = 19, 629) to predict the ROI volumes on
subjects in three independent cohorts: Alzheimer’s Disease Neuroimaging Initiative (ADNI)
(Weiner et al., 2013), the Human Connectome Project (HCP) (Somerville et al., 2018), and
Pediatric Imaging, Neurocognition, and Genetics (PING) (Jernigan et al., 2016). More details
about data processing, quality control procedures, and cohort information can be found
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in Appendix B. We perform prediction using both marginal (with C2r = 0.2) and BLUP
estimators, which are generated by PLINK and GCTA, respectively. The association between
the predicted and observed phenotype is estimated in linear models, adjusting for the effects
of age and sex. The associated partial R2 is used to measure the prediction accuracy.
As shown in Figure 4.9, the performance of marginal and BLUP estimators is very similar
when only the UKB Phase 1 data are used (Tables 4.1-4.3). However, after adding the
UKB Phase 2 data, BLUP estimator perform better than marginal estimator for most of the
traits (Tables 4.4-4.6). For instance, when n = 9, 868, the median partial R2 of BLUP and
marginal estimators in the PING cohort are 0.80% and 0.69%, respectively. As n increases to
19, 629, the median partial R2 become 1.44% and 0.78% for BLUP and marginal estimators,
respectively. These results match our theoretical results that the relative out-of-sample
performance of the marginal and BLUP estimators depends on ω. In practice, small partial
R2 are widely reported for brain-related traits (Bogdan et al., 2018), indicating that current
GWAS sample size is still far from sufficient. Our analysis further suggests that, as we
increase the GWAS sample size, BLUP estimator can benefit more and start to outperform
marginal estimator. Thus, it might be better to estimate and share BLUP estimator instead
of marginal estimator for neuroimaging traits prediction in the future when larger training
GWAS is available.
4.6 Discussion
In GWAS, marginal screening has been a useful tool to improve our scientific understanding
of complex traits. Recently, there is a pressing need to translate numerous scientific discoveries
to clinical improvements, and one of the examples is to perform complex trait prediction
directly using publicly available GWAS summary-level data. Motivated by these applications,
we study high-dimensional dense signal prediction in large-scale GWAS context. Using the
R-squared measure, we quantify the widespread gap between heritability and prediction
accuracy for the popular GWAS marginal summary statistics and generalize the results to
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Table 4.1: Partial R-squared (×100%) of 14 subcortical ROI volumes in the ADNI cohort (n
training=9, 868).
ROI ID R2-BLUP R2-Marginal P-value-BLUP P-value-Marginal
left.thalamus.proper 7.389E-01 7.007E-01 1.523E-03 2.024E-03
left.caudate 2.232E-01 3.608E-01 1.209E-01 4.847E-02
left.putamen 1.981E+00 1.907E+00 1.984E-06 3.086E-06
left.pallidum 1.438E+00 1.109E+00 3.634E-05 2.917E-04
left.hippocampus 3.429E-01 2.724E-01 4.109E-02 6.871E-02
left.amygdala 5.338E-01 4.059E-01 9.355E-03 2.351E-02
left.accumbens.area 1.011E+00 1.198E+00 1.444E-04 3.491E-05
right.thalamus.proper 6.011E-01 6.502E-01 3.651E-03 2.496E-03
right.caudate 3.501E-01 3.571E-01 4.334E-02 4.131E-02
right.putamen 2.441E+00 2.618E+00 8.397E-08 2.812E-08
right.pallidum 1.642E+00 1.437E+00 1.366E-05 4.781E-05
right.hippocampus 3.000E-01 2.682E-01 5.874E-02 7.392E-02
right.amygdala 1.402E-01 1.986E-01 1.507E-01 8.708E-02
right.accumbens.area 1.293E+00 1.393E+00 8.150E-05 4.303E-05
cover cross-trait prediction and meta-analysis. We then examine and compare the class
of ridge-type estimators, uncovering that such gap is a fundamental challenge for all these
estimators and ω largely determines their relative performance. We also illustrate the
different or even reverse behaviors of in-sample and out-of-sample R2 in high-dimensions.
Our theoretical results can be useful to evaluate the prediction accuracy in GWAS and other
dense signal applications.
A few interesting future problems can be studied in the high-dimensional dense setting.
First, ridge-type estimators represent linear shrinkage estimation on Σ and its inverse Σ−1.
It might be interesting to explore whether we can improve the prediction accuracy with
nonlinear shrinkage estimators, such as Ledoit and Wolf (2018). Second, if prior knowledge is
known on the structure of Σ, it is also possible to perform structured covariance estimation
on Σ, see Cai et al. (2016) for a review of this area. For example, since the Σ of SNP data is
known to have a block-diagonal structure, it can be modeled as a bandable covariance matrix
(Bickel and Levina, 2008) with fast decay of feature correlation as their physical distance
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Table 4.2: Partial R-squared (×100%) of 14 subcortical ROI volumes in the HCP cohort (n
training=9, 868).
ROI ID R2-BLUP R2-Marginal P-value-BLUP P-value-Marginal
left.thalamus.proper 2.517E-01 4.324E-01 5.571E-02 1.210E-02
left.caudate 4.154E-01 3.910E-01 2.582E-02 3.059E-02
left.putamen 5.630E-01 8.098E-01 5.563E-03 8.758E-04
left.pallidum 4.081E-01 5.314E-01 1.562E-02 5.780E-03
left.hippocampus 8.188E-01 4.570E-01 7.715E-04 1.209E-02
left.amygdala 1.701E-01 2.847E-01 1.165E-01 4.217E-02
left.accumbens.area 4.956E-01 9.989E-01 1.333E-02 4.332E-04
right.thalamus.proper 3.295E-01 4.245E-01 2.683E-02 1.195E-02
right.caudate 4.926E-01 5.277E-01 1.472E-02 1.157E-02
right.putamen 7.003E-01 9.672E-01 1.836E-03 2.477E-04
right.pallidum 6.297E-01 6.088E-01 3.340E-03 3.913E-03
right.hippocampus 6.783E-01 6.881E-01 2.311E-03 2.146E-03
right.amygdala 2.713E-02 2.656E-02 5.206E-01 5.251E-01
right.accumbens.area 1.287E-01 2.136E-01 2.184E-01 1.127E-01
increases. Indeed, as mentioned before, marginal estimator can be viewed as a special banded
covariance estimator of Σ with zero bandwidth, which may represent an extreme estimator
that over-bands Σ. Finally, other extensions such as binary outcomes, time-to-event data, and
SNP functional annotations and selections are also of great interest following the presented
framework.
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Table 4.3: Partial R-squared (×100%) of 14 subcortical ROI volumes in the PING cohort (n
training=9, 868).
ROI ID R2-BLUP R2-Marginal P-value-BLUP P-value-Marginal
left.thalamus.proper 1.260E-01 4.284E-01 2.282E-01 2.612E-02
left.caudate 1.245E+00 1.161E+00 5.735E-04 8.818E-04
left.putamen 1.294E+00 1.593E+00 2.445E-04 4.645E-05
left.pallidum 9.033E-01 7.758E-01 1.663E-03 3.578E-03
left.hippocampus 2.459E+00 1.909E+00 2.820E-08 1.047E-06
left.amygdala 8.040E-02 3.024E-02 3.112E-01 5.346E-01
left.accumbens.area 5.018E-01 5.936E-01 2.362E-02 1.381E-02
right.thalamus.proper 1.703E-03 1.153E-01 8.882E-01 2.474E-01
right.caudate 1.481E+00 1.272E+00 1.735E-04 5.056E-04
right.putamen 1.057E+00 1.360E+00 9.127E-04 1.666E-04
right.pallidum 1.400E+00 1.213E+00 9.867E-05 2.917E-04
right.hippocampus 6.979E-01 4.280E-01 2.914E-03 1.987E-02
right.amygdala 5.709E-03 6.999E-04 7.895E-01 9.255E-01
right.accumbens.area 3.214E-01 3.139E-01 7.374E-02 7.722E-02
Table 4.4: Partial R-squared (×100%) of 14 subcortical ROI volumes in the ADNI cohort (n
training=19, 629).
ROI ID R2-BLUP R2-Marginal P-value-BLUP P-value-Marginal
left.thalamus.proper 1.019E+00 1.084E+00 1.938E-04 1.212E-04
left.caudate 1.037E+00 7.481E-01 8.019E-04 4.451E-03
left.putamen 3.812E+00 2.433E+00 3.291E-11 1.314E-07
left.pallidum 2.118E+00 9.108E-01 5.086E-07 1.033E-03
left.hippocampus 5.549E-01 7.920E-03 9.316E-03 7.565E-01
left.amygdala 1.110E+00 4.695E-01 1.730E-04 1.482E-02
left.accumbens.area 1.314E+00 8.996E-01 1.440E-05 3.395E-04
right.thalamus.proper 8.978E-01 9.739E-01 3.759E-04 2.111E-04
right.caudate 5.633E-01 3.458E-01 1.033E-02 4.467E-02
right.putamen 4.401E+00 3.279E+00 4.519E-13 4.757E-10
right.pallidum 2.444E+00 1.307E+00 1.040E-07 1.056E-04
right.hippocampus 8.140E-01 1.410E-01 1.818E-03 1.952E-01
right.amygdala 3.438E-01 3.195E-01 2.430E-02 2.992E-02














































































































































































































































































































































































Figure 4.4: Out-of-sample R-squared of different estimators for independent features. Mar-
ginal: β̂S; Marginal-meta: meta-analyzed β̂S; Ridge-Optimal: β̂R(λ∗); Ridge-Over1: β̂R(nλ∗);
Ridge-Over2: β̂R(n2λ∗); Ridge-Under1: β̂R(λ∗/n); Ridge-Under2: β̂R(λ∗/n2). We set
n = 2000, and vary ω = from 1.05 to 8. The dash lines represent the asymptotic lim-



































































































































































































































































































































































Figure 4.5: In-sample R-squared of different estimators for independent features. We set
n = 2000, and vary ω = from 1.05 to 8. The dash lines represent the asymptotic limits of




































































































































































































































































































































































Figure 4.6: Out-of-sample R-squared of different estimators for features with block-diagonal
correlation structure. We set n = 2000, and vary ω = from 1.05 to 8. The dash lines represent













































































































































































































































































































































































Figure 4.7: In-sample R-squared of different estimators for features with block-diagonal
correlation structure. We set n = 2000, and vary ω from 1.05 to 8. The dash lines represent













































































































































































































































































































































































































































































































































Figure 4.8: Out-of-sample R-squared of BLUP and margimal estimators across different
sparsity m/p and sample size n. For marginal estimator, we try different clumping parameters:
0.05, 0.1, 0.2, 0.3, 0.4, 0.5, and 0.9. We set p = 461, 499, and vary ω from 470 to 235, 000. We





























































































































































































Figure 4.9: Partial R-squared (×100%) of 14 subcortical ROI volumes in ADNI, HCP, and
PING cohorts. BLUP: best linear unbiased prediction; Marginal: marginal estimator. Each
point represents one ROI volume phenotype. The partial R-squared is estimated from linear
regression while adjusting for the effects of age and gender. Upper panels: training with
UKB Phase 1 data (n training=9, 868); Lower panels: training with UKB Phases 1 and 2
data (n training=19, 629).
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Table 4.5: Partial R-squared (×100%) of 14 subcortical ROI volumes in the HCP cohort (n
training=19, 629).
ROI ID R2-BLUP R2-Marginal P-value-BLUP P-value-Marginal
left.thalamus.proper 2.301E-01 3.635E-01 6.737E-02 2.144E-02
left.caudate 1.147E+00 3.185E-01 2.054E-04 5.103E-02
left.putamen 1.500E+00 1.440E+00 5.654E-06 8.749E-06
left.pallidum 5.658E-01 1.839E-01 4.396E-03 1.049E-01
left.hippocampus 2.010E+00 1.713E+00 1.219E-07 1.066E-06
left.amygdala 1.185E+00 5.638E-01 3.214E-05 4.211E-03
left.accumbens.area 1.653E+00 5.842E-01 5.726E-06 7.190E-03
right.thalamus.proper 4.680E-01 8.960E-01 8.292E-03 2.538E-04
right.caudate 7.054E-01 1.097E-01 3.490E-03 2.501E-01
right.putamen 2.198E+00 1.771E+00 2.909E-08 6.602E-07
right.pallidum 1.072E+00 1.050E-01 1.263E-04 2.316E-01
right.hippocampus 1.638E+00 1.342E+00 2.029E-06 1.738E-05
right.amygdala 3.421E-01 3.408E-01 2.239E-02 2.265E-02
right.accumbens.area 1.154E+00 2.400E-01 2.188E-04 9.272E-02
Table 4.6: Partial R-squared (×100%) of 14 subcortical ROI volumes in the PING cohort (n
training=19, 629).
ROI ID R2-BLUP R2-Marginal P-value-BLUP P-value-Marginal
left.thalamus.proper 5.736E-01 1.514E-02 1.002E-02 6.762E-01
left.caudate 1.481E+00 5.364E-01 1.709E-04 2.405E-02
left.putamen 2.328E+00 1.463E+00 8.012E-07 9.537E-05
left.pallidum 1.916E+00 8.765E-01 4.341E-06 1.952E-03
left.hippocampus 4.048E+00 1.678E+00 7.854E-13 4.800E-06
left.amygdala 5.919E-01 2.444E-01 5.907E-03 7.727E-02
left.accumbens.area 1.159E+00 6.891E-01 5.680E-04 7.961E-03
right.thalamus.proper 5.260E-01 1.825E-01 1.336E-02 1.455E-01
right.caudate 1.407E+00 9.137E-01 2.536E-04 3.235E-03
right.putamen 1.892E+00 1.259E+00 8.688E-06 2.942E-04
right.pallidum 2.510E+00 1.205E+00 1.694E-07 3.057E-04
right.hippocampus 1.052E+00 1.486E-01 2.526E-04 1.705E-01
right.amygdala 6.951E-02 1.167E-01 3.515E-01 2.272E-01
right.accumbens.area 1.801E+00 8.941E-01 2.136E-05 2.815E-03
76
CHAPTER 5: ASSEMBLED RIDGE ESTIMATORS FOR GWAS DATA
5.1 General assembled ridge estimators
Assembled estimators can be efficiently generated by combining together the marginal
estimator learned from training data and the feature covariance structure estimated on an
independent reference panel. In this chapter, we extend our analysis on ridge-type estimators
to investigate the prediction performance of assembled estimators. The assembled ridge
estimator can be defined as
β̂A(λ) =
(




W TW + λnwIp
)−1
β̂S, λ ∈ (0,∞), (5.1)
where W is a nw × p SNP data matrix that is independent of X. We consider two different
versions of β̂A(λ) that are common in practice: 1) W = Z is from the testing data, donated
as β̂A1(λ); and 2) W is independent of both training and testing data, donated as β̂A2(λ).
Let p/nw → ωw ∈ (0,∞), we assume W also satisfies Condition 4.1 and have the following
results about the out-of-sample R2 of β̂A1(λ), donated as A2A1(λ).
Theorem 5.1. Under polygenic model (4.1) and Conditions 4.1 and 4.2, as min(n, nz, nw,








tr{(Σ̂W + λIp)−1Σ(Σ̂W + λIp)−1Σ2} · h2β + ωtr{(Σ̂W + λIp)−1Σ(Σ̂W + λIp)−1Σ}
+ op(1),
where Σ̂W = n−1w ·W TW .
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For given traits, the prediction accuracy is determined by three traces p−1tr{Σ(Σ̂W +
λIp)
−1Σ}, tr{(Σ̂W + λIp)−1Σ(Σ̂W + λIp)−1Σ2}, and tr{(Σ̂W + λIp)−1Σ(Σ̂W + λIp)−1Σ}.
We have
p−1tr{Σ(Σ̂W + λIp)−1Σ} →a.s. p−1tr{Σ(awΣ + λIp)−1Σ},
where aw is the unique positive solution of







Clearly, A2A1(λ) is different from A
2
R(λ), the asymptotic performance of the original ridge
estimator β̂R(λ). Now we consider the special case Σ = Ip, we have the following corollary.
Corollary 5.1. Under polygenic model (4.1) and Conditions 4.1 and 4.2, as min(n, nz, nw,




















+ op(1), and ȧw ≤ 0,
it is clear that we have A2A1(λ) ≤ A
2
S ≤ A2(λ) when Σ = Ip. The equality only holds for
λ→∞ or ωw = 0, which is the classical low-dimensional case, or when the dimension of the
dataset is extremely large. Thus, we have A2A1(λ) < A
2
S < A
2(λ) in general for λ, ω ∈ (0,∞).
In conclusion, assembling with external reference panel may not mimic the performance of
original ridge estimator. In contrast, when the underlying Σ = Ip, it can result in even
lower prediction accuracy than marginal estimator. Next theorem gives the out-of-sample
prediction R2 of β̂A2(λ), donated as A2A2(λ).
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Theorem 5.2. Under polygenic model (4.1) and Conditions 4.1 and 4.2, as min(n, nz,








{Q12(az, λ)− λQ22(az, λ)} · h2β + ω{Q11(az, λ)− λQ21(az, λ)}
+ op(1),
where Q11(az, λ) = p−1tr{(azΣ+λIp)−1Σ}, Q12(az, λ) = p−1tr{(azΣ+λIp)−1Σ2}, Q21(az, λ)
= p−1tr{(azΣ + λIp)−2(Ip − ȧzΣ)Σ}, and Q22(az, λ) = p−1tr{(azΣ + λIp)−2(Ip − ȧzΣ)Σ2},
az is the unique positive solution of














































For given traits, the prediction accuracy is determined by four traces Q11, Q12, Q21 and
Q22. Consider the special case Σ = Ip, we have the following corollary.
Corollary 5.2. Under polygenic model (4.1) and Conditions 4.1 and 4.2, as min(n, nz,













It can be shown that a2z ≤ az. Thus, similar to A2A1(λ), we have A
2
A2
(λ) < A2S in general for
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λ, ωz ∈ (0,∞). We provide some insights into the assembling as follows. First, Theorems 5.1
and Theorems 5.2 show that the prediction accuracy of assembled ridge estimators is different




similar to each other, which of which are smaller than A2R(λ). This finding suggests that
assembling with testing dataset Z or external panelW have consistent performance. However,
though assembling is very efficient, the price is that it can not achieve the performance of
original estimators. Using the original ridge estimator directly from the original training
dataset is always the best option. In the special case Σ = Ip, we show that the assembled
ridge estimators can even have worse performance than marginal estimators. Thus, assembling
relatively independent features can result in worse performance and should be avoided. This
motivates the block-wise assembling for block-diagonal covariance matrix, which is detailed
in next section.
5.2 Block-wise assembling
In GWAS context, it is known that the covariance matrix of SNP data has a block-diagonal
structure (Pasaniuc and Price, 2017). For example, the genome of the European ancestry can
be divided into 1703 independent genomics regions, called LD blocks (Berisa and Pickrell,
2016). Therefore, assembling can be performed within each LD block. Suppose there are L
blocks, the block-wise assembled ridge estimator in the lth block can be defined as
β̂Bl(λ) =
(
W Tl Wl + λnwIpl
)−1
XTl y, λ ∈ (0,∞), (5.2)
for l ∈ 1, · · · , L, where Wl and Xl are the nw × pl and n× pl SNP data matrices for the lth
block, respectively, and pl is the number of SNPs in the lth block. Then the overall block-wise
assembled ridge estimator is defined as β̂B(λ) = (β̂B1(λ)T , · · · , β̂BL(λ)T )T . Similar to β̂A(λ),
we let β̂B1(λ) be the estimator when W is independent of X and Z, and β̂B2(λ) be the
estimator when W = Z.
Due to the efficiency, block-wise assembled ridge estimators similar to β̂B(λ) have been
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widely applied in complex trait prediction (Vilhjálmsson et al., 2015; Ge et al., 2019). When
the block information is correct, block-wise assembling also have better performance than
overall assembling, because it avoid assembling independent SNPs. Furthermore, here we
propose to use the block-wise local principal components (BLPCs) instead of the raw SNP
features in block-wise analysis. Specifically, for SNPs within the same block, we perform
principal component (PC) analysis, and use the PCs for prediction. Intuitively, PC-based
analysis has the following advantages: 1) SNPs within the same LD block can have very
high correlation. PC-based analysis can avoid the potential collinearity issue in assembling;
and 2) PCs can aggregate the small SNP effects together and reduce the feature dimension,




To illustrate the finite sample performance of our asymptotic analysis, we simulate
n = 2, 000 individual samples in training data X, external reference panel W , and testing
data Z, respectively. We vary the number of SNPs p at 1, 000, 2, 000, 4, 000 or 8, 000 to
reflect the different aspect ratio p/n. To mimic the LD structure of SNP data, we construct
Σ with a block-diagonal structure (block size = 20). Features within the block have pair-wise
correlation ρb = 0.8, and features belong to different blocks are independent. Each entry
of X, W , and Z is generated from N(0, 1). For training and testing data, the casual SNP
effects β(1) ∼ MVN(0, Im/p), and we set m/p = 0.5 and h2 = 0.6 or h2 = 0.3. The linear
polygenic model (4.1) is used to generate y and yz. We illustrate the asymptotic results of the
following estimators: 1) marginal estimator β̂S (Marginal); 2) ridge estimator β̂R(λ∗), where
λ∗ is the optimal regularizer (Ridge); 3) assembled estimator β̂A2(λ) with λ = c× λ∗, where
c = 10−4, 10−3, 10−2, 0.1, 1, 10, 102, 103, 104, 105, respectively (Assembled-Z); 4) assembled































































































































































Figure 5.1: Out-of-sample R-squared of different estimators when h2 = 60%. Marginal: β̂S;
Ridge: β̂R(λ∗); Assembled-Z: β̂A1(λ); Assembled-W: β̂A2(λ); Block-Assembled-X: β̂B0(λ);
Block-Assembled-Z: β̂B1(λ); Block-Assembled-W: β̂B2(λ). We set n = 2000, and p/n = 0.5,
1, 2, and 4, respectively. For the last five estimator, we try a series of λ = c × λ∗, with
c = 10−4, 10−3, 10−2, 0.1, 1, 10, 102, 103, 104, and 105, respectively. The dots are asymptotic
performances according to our theoretical results.
data X with λ = c× λ∗, donated as β̂B0(λ) (Block-Assembled-X); 6) block-wise assembled
estimator β̂B2(λ) with λ = c × λ∗ (Assembled-Z); and 7) block-wise assembled estimator
β̂B1(λ) with λ = c× λ∗ (Assembled-W). A total of 100 replications are conducted for each
simulation condition.
Figure 5.1 displays the performance of these estimators across a series of p/n ratios when
h2 = 60%. As expected, the performances are close to their corresponding asymptotic results
for all estimators. The performance of β̂R(λ∗) is better than the one of β̂A1(λ) and β̂A2(λ),
regardless of the choice of λ. This suggests that assembled estimators, though efficient,
are sub-optimal compared to the original ridge estimator directly from the training data.
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Moreover, when a small λ is chosen, assembled estimators can even perform worse than
the marginal estimator. This is particularly true when p/n is close to one, in which case
over-fitting with small regularizer could be dangerous and have very bad performance (Guo
and Cheng, 2018; Hastie et al., 2019).
In contrast, block-wise estimators β̂B0(λ), β̂B1(λ), and β̂B2(λ) have very similar perfor-
mance. Therefore, in block-wise analysis, assembled estimators β̂B1(λ) and β̂B2(λ) can be
not only extremely efficient, but have near the same performance as the original estimator
β̂B0(λ). Interestingly, Figure 5.1 also shows that β̂B0(λ) has lower prediction accuracy than
β̂R(λ). Therefore, even we know the Σ has a block-diagonal structure and the block location
information is correct, the block-wise estimator of Σ has lower prediction accuracy than the
sample covariance estimator which ignores the structure of Σ. On the other hand, β̂B(λ)
performs better than β̂A(λ), especially when p/n is relatively small. This suggests that
block-wise assembling is efficient and also leads to better prediction than overall assembling.
The performance for the case with h2 = 30% is presented in Figure 5.2, which shows similar
patterns.
5.3.2 UK biobank data simulation
We perform additional simulation with real SNP data from the UK Biobank (UKB)
resources (Sudlow et al., 2015; Bycroft et al., 2018). We download the imputed genotype
data and apply the following quality control (QC) procedure: excluding subjects with more
than 10% missing genotypes, only including SNPs with MAF > 0.01, genotyping rate > 90%,
and passing Hardy-Weinberg test (p-value > 1× 10−7). The QC’ed data contains 8, 932, 279
SNPs over 488, 371 subjects, from which we randomly select 110, 000 unrelated individuals of
British ancestry to perform the simulation. Among the 110, 000 selected samples, 100, 000 are
randomly picked and used as training samples, and prediction performance is evaluated with
the remaining 10, 000 testing individuals. Moreover, we constrain our analysis to 653, 122
SNPs that are overlapped with the SNPs in the HapMap3 reference panel (Consortium et al.,







































































































































Figure 5.2: Out-of-sample R-squared of different estimators when h2 = 30%. Marginal: β̂S;
Ridge: β̂R(λ∗); Assembled-Z: β̂A1(λ); Assembled-W: β̂A2(λ); Block-Assembled-X: β̂B0(λ);
Block-Assembled-Z: β̂B1(λ); Block-Assembled-W: β̂B2(λ). We set n = 2000, and p/n = 0.5,
1, 2, and 4, respectively. For the last five estimator, we try a series of λ = c × λ∗, with
c = 10−4, 10−3, 10−2, 0.1, 1, 10, 102, 103, 104, and 105, respectively. The dots are asymptotic
performances according to our theoretical results.
computational burden (Ge et al., 2019). We randomly select 200, 000 SNPs to be causal SNPs.
The nonzero SNP effects are independently generated from N(0, 1), and the heritability h2 is
set to 60%.
We first perform the following SNP-based methods: 1) SNP marginal screening using the
fastGWA toolset (Jiang et al., 2019) (SNP-Marginal); 2) SNP marginal screening for relatively
independent pruned SNPs only (250 kb, pruning r-squared 0.3) (SNP-Marginal-Prune); 3)
SNP block-wise assembled ridge estimator using the PCS toolset (Ge et al., 2019) (SNP-
Ref-Ridge). Next, we perform block-wise local PCA within each of the 1, 703 independent


























































































































































Figure 5.3: Out-of-sample R-squared of different estimators in UK biobank data simulation.
SNP-Marginal: SNP marginal screening; SNP-Marginal-Prune: screening for pruned SNPs;
SNP-Ref-Ridge: block-wise SNP assembled ridge estimator; PC-Marginal: PC marginal
screening; PC-Ridge: block-wise PC ridge estimator (with varying regularizers); and PC-Ref-
Ridge: block-wise PC assembled ridge estimator (with varying regularizers).
can cumulatively explain more than 50% genetic variation. In totally, we have 58, 768 BLPCs
to be used in downstream prediction. We consider the following BLPC-based methods:
1) PC marginal screening (PC-Marginal); 2) PC block-wise ridge estimator using training
data, with λ = c × λ∗, λ∗ = 58, 768/100, 000, c = 10, 1, 0.1, 0.01, and 0, respectively (PC-
Ridge); and 3) PC block-wise assembled ridge estimator using testing data, with λ = c× λ∗,
λ∗ = 58, 768/10, 000, c = 10, 1, 0.1, 0.01, and 0, respectively (PC-Ref-Ridge).
The results are displayed in Figure 5.3. First, PC-Marginal has better performance than
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all SNP-based methods, suggesting the advantage of using PCs instead of the SNP features
in complex traits prediction. Second, both PC-Ridge and PC-Ref-Ridge can further improve
the prediction accuracy on top of PC-Marginal and the two have similar performance. The
optimal regularizer of ridge estimator (λ∗), or a slightly smaller one than it, works well in our
simulations. In conclusion, BLPC-based estimators can outperform SNP-based estimators in
out-of-sample prediction. In addition, assembled ridge estimator can have similar performance
to the original block-wise ridge estimator.
●
● ●









































Figure 5.4: Out-of-sample R-squared of different estimators for UK Biobank complex traits.
SNP-Marginal: SNP marginal screening; SNP-Marginal-Prune: marginal screening for pruned
SNPs; SNP-BLUP-Meta: SNP BLUP estimator; SNP-Ref-Ridge: SNP block-wise assembled
ridge estimator; PC-Marginal: PC marginal screening; PC-Block-Ridge: PC block-wise ridge
estimator; and PC-Block-Reference: PC block-wise assembled ridge estimator.
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5.4 Real data examples
We perform prediction on 22 complex UKB traits from several different trait domains,
including anthropometric traits, blood traits, and cardiorespiratory traits (Table 5.1). Similar
to the above simulation analysis, we focus on the unrelated individuals of British ancestry,
and randomly select 10, 000 individuals as testing subjects, and the remaining subjects are
used for training. The mean sample size of the training data for these traits is 300, 000, see
Table 5.1 for details. The prediction accuracy on the testing samples is measured by the
(partial) R-squared of PRS from the linear model. For each block, we keep the top BLPCs
that can cumulatively explain more than 65% genetic variation, resulting in 101, 507 BLPCs
in total. We adjust the same set of covariates in the training and testing data, including age,
age-squared, sex, and the top 40 genetic PCs provided by UKB (Bycroft et al., 2018).
Similar to the simulation analysis, we evaluate and compare the following methods 1)
SNP marginal screening using the fastGWA toolset (Jiang et al., 2019) (SNP-Marginal); 2)
SNP marginal screening for relatively independent SNPs after SNP pruning (250 kb, pruning
r-squared 0.3) (SNP-Marginal-Prune); 3) SNP block-wise assembled ridge estimator using
the PCS toolset (Ge et al., 2019) (SNP-Block-Reference); 4) PC marginal screening (PC-
Marginal); 5) PC block-wise ridge estimator, with λ = 101, 507/n (PC-Block-Ridge); and 6)
PC block-wise assembled ridge estimator using testing data, with λ = 0.01× 101, 507/10, 000
(PC-Block-Reference). In addition, we also compare with the BLUP estimator from the
GCTA tooset (Yang et al., 2011). BLUP estimator is very computationally intensive and
require hugh CPU memory given such a sample size. We reduce the computational burden
by a ten-fold meta-analysis (SNP-BLUP-Meta).
Figure 5.4 displays the out-of-sample R2 of different methods on these complex traits. It
is clear that BLPC-based methods have better performance on most of these complex traits.
For example, the prediction accuracy of height can be improved from 12.63% to 25.03%
by PC-Marginal, and to 26.66% by PC-Block-Ridge (Tables 5.2 and 5.3). Moreover, the
performance of PC-Block-Ridge and PC-Block-Reference are very similar. In conclusion, the
87
pattern of a wide variety of complex human traits matches well with the simulation results.
We find that most of these complex traits can be better predicted using BLPCs and external
reference panel can work very similar to the original training data. Such information can be
valuable in real genetics prediction of these complex traits.
Table 5.1: Information of the UK Biobank complex traits.



































Table 5.2: Prediction accuracy of SNP-based estimators on UK Biobankcomplex traits.
Trait Marginal Marginal-Prune BLUP-Meta Block-Reference
Hand_grip_strength_left 1.47 1.32 1.69 1.52
Hand_grip_strength_right 1.76 1.39 1.99 1.72
Waist_circumference 4.90 4.39 5.87 5.66
Hip_circumference 5.77 6.45 8.61 8.66
Height 8.32 9.05 12.11 12.63
BMI 6.88 7.26 10.07 10.37
Basal_metabolic_rate 3.24 3.58 4.77 5.07
Weight 5.87 6.40 8.61 8.79
Body_fat_percentage 4.17 4.06 5.26 5.32
HDL 5.36 6.62 7.91 8.15
Eosinophill_count 2.39 3.52 4.75 4.45
Platelet_count 7.50 8.36 10.80 11.24
Platelet_distribution_width 7.13 7.72 10.15 10.00
Red_blood_cell_count 4.51 5.51 6.37 6.77
White_blood_cell_count 2.40 3.56 4.68 4.70
Diastolic_blood_pressure 2.26 2.49 3.35 3.61
Systolic_blood_pressure 3.05 2.69 3.82 3.87
Pulse_rate 4.09 3.47 4.61 4.29
FEV 2.26 2.93 3.79 3.69
FVC 3.13 3.48 4.48 4.44
PEF 0.90 1.10 1.49 1.38
Vascular_heart_problems 2.91 2.52 3.60 3.48
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Table 5.3: Prediction accuracy of BLPC-based estimators on UK Biobankcomplex traits.
Trait PC-Marginal PC-Block-Ridge PC-Block-Reference
Hand_grip_strength_left 3.45 4.29 4.18
Hand_grip_strength_right 3.16 3.67 3.64
Waist_circumference 7.16 8.47 8.17
Hip_circumference 8.04 9.42 9.15
Height 25.03 26.66 26.00
BMI 8.97 10.39 10.05
Basal_metabolic_rate 11.25 12.68 12.30
Weight 10.51 11.91 11.58
Body_fat_percentage 8.37 9.97 9.58
HDL 8.90 10.11 9.86
Eosinophill_count 4.73 5.60 5.52
Platelet_count 11.71 12.92 12.72
Platelet_distribution_width 9.47 10.69 10.49
Red_blood_cell_count 8.27 9.87 9.61
White_blood_cell_count 5.63 6.66 6.70
Diastolic_blood_pressure 3.63 4.80 4.53
Systolic_blood_pressure 3.69 4.67 4.49
Pulse_rate 4.67 5.82 5.70
FEV 3.10 3.71 3.57
FVC 3.92 4.60 4.43
PEF 1.89 2.55 2.48
Vascular_heart_problems 3.72 4.41 4.36
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APPENDIX A: TECHNICAL DETAILS OF CHAPTER 3
Main proofs
In this section, we highlight the key steps and results to prove our main theorems.
Proposition A.1. Under polygenic model (3.4) and Conditions 3.1 - 3.3, if mαη,mα, and






n3mη · σ2η/p+ n3 · σ2εη







{n1n3mα(p−mα) + n1n3mα(mα + n1)} · σ2α/p+ n1n3p · σ2εα
= 1 + op(1).









= 1 + op(1).





· hη · ϕαη + op(1).






























(n3mη · σ2η/p+ n3 · σ2εη) ·
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Thus, Theorem 3.1 is proved.
Proposition A.2. Under polygenic model (3.4) and Conditions 3.1 - 3.3, if mαβ,mα, and








{n2n3mβ(p−mβ) + n2n3mβ(mβ + n2)} · σ2β/p+ n2n3p · σ2εβ
= 1 + op(1).









= 1 + op(1).











































n3(n1 + p)(n2 + p)
}
.
Thus, Theorem 3.2 is proved.
Proposition A.3. Under polygenic model (3.4) and Conditions 3.1 - 3.3, if mαβ,mα, and








{n1mα(n1 +mα) + n1mα(p−mα)} · σ2α/p+ n1p · σ2εα







n2mβ(n2 +mβ) + n2mβ(p−mβ)
}
· σ2β/p+ n2p · σ2εβ
= 1 + op(1).









= 1 + op(1).
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(n1 + p)(n2 + p)
}
.
Thus, Theorem 3.3 is proved. Corollary 3.2 follows from the proposition below.
Proposition A.4. Under polygenic model (3.4) and Conditions 3.1 - 3.3, if min(mαη,mα,
mη)→∞, min(qαη, qα1, qα2)→∞ when min(n1, n3, p)→∞, then we have
VTα
{n1n3mαqα2 + n1n3qα1(mα + n1)} · σ2α/p+ n1n3qα · σ2εα
= 1 + op(1).
Further if {m2αη(qα1 + qα2)}/(q2αηn1n3)→ 0, then we have
CTαη
n1n3qαη · σαη/p
= 1 + op(1).
More SNP screening results
In this section, we provide more analysis for SNP screening. Given a threshold cβ > 0,
let qβ = p · πβ = qβ1 + qβ2 (πβ ∈ (0, 1]) be the number of top-ranked SNPs selected for yβ,
among which there are qβ1 true causal SNPs and the remaining qβ2 are null SNPs, and we
let qαβ be the number of overlapping causal SNPs of yα and yβ. Thus, min(qβ1, qα1) ≥ qαβ.
The SNP data are defined accordingly. We write Z(1) = [Z(11),Z(12)], Z(2) = [Z(21),Z(22)],
W(1,β) = [W(11,β),W(12,β)], and W(2,β) = [W(21,β),W(22,β)]. Here Z(11) and W(11,β) are the
selected qβ1 causal SNPs of yβ, and Z(21) and W(21,β) are the selected qβ2 null SNPs of yβ.
In addition, we let β̂(1) = [β̂(11), β̂(12)], and β̂(2) = [β̂(21), β̂(22)], where β̂(11) corresponds to











































∥∥W(11,β)ZT(11)(Z(1)β(1) + εβ)+W(21,β)ZT(21)(Z(1)β(1) + εβ)∥∥.
Proposition A.5. Under polygenic model (3.4) and Conditions 3.1 - 3.3, if min(mαβ,mα,
mβ)→∞, min(qαβ, qα1, qα2, qβ1, qβ2)→∞ when min(n1, n2, n3, p)→∞, then we have
VTβ
{n2n3mβqβ2 + n2n3qβ1(mβ + n2)} · σ2β/p+ n1n3qβ · σ2εβ
= 1 + op(1).
Further if {m2αβ(qα1 + qα2)(qβ1 + qβ2)}/(q2αβn1n2n3)→ 0, then we have
CTαβ
n1n2n3qαβ · σαβ/p
= 1 + op(1).
Following PropositionA.5, we have the consistency result for GTαβ.
Corollary A.1. Under polygenic model (3.4) and Conditions 3.1 - 3.3, suppose that min(mαβ,
mα, mβ) → ∞ and min(qαβ, qα1, qα2, qβ1, qβ2) → ∞ as min(n1, n2, n3, p) → ∞. Further if{
m2αβ(qα1 + qα2)(qβ1 + qβ2)
}
/(q2αβn1n2n3)→ 0, then we have










· ϕαβ + op(1).
Corollary A.1 shows the trade-off of SNP screening for GTαβ. Given n1, n2, mα, mβ,
mαβ, hα, and hβ, the potential bias of GTαβ is affected by qα, qα1, qβ, qβ1 and qαβ. As more
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SNPs are selected, the numerator of qαβ/mαβ increases with qαβ, while the denominator of√
















which is the theoretical upper limit. On the other hand, suppose qαβ/qα1 ≈ mαβ/mα and
qαβ/qβ1 ≈ mαβ/mβ, when n1 = o(mα), n2 = o(mβ), i.e., the causal SNPs and null SNPs are







· qαqβ · ϕαβ,








In this section, we provide more details for overlapping samples.
Proposition A.6. Under polygenic model (3.4) and Conditions 3.1 - 3.3, suppose mαη,mα,
and mη →∞ as (n1 + ns), (n3 + ns), p→∞, then we have
yTη yη
(n3 + ns)mη · σ2η/p+ (n3 + ns) · σ2εη
= 1 + op(1) and
ŜTSαŜSα
vSα

































































vSα ={n1n3mα(p+ n1) · σ2α/p+ n1n3p · σ2εα}+ 2{n1n3nsmα · σ
2
α/p}+
{nsn3mα(p+ ns) · σ2α/p+ nsn3p · σ2εα}+ {n1nsmα(p+ n1) · σ
2
α/p+ n1nsp · σ2εα}
+ 2{n1nsmα(ns + p) · σ2α/p}+ {nsmα(n2s + p2 + 3nsp) · σ2α/p+ nsp(ns + p) · σ2εα}.
Further if p/{(n1 + nS)(n3 + ns)} → 0, then we have
yTη ŜSα
(n1 + ns)n3mαη · σαη/p+ {nsmαη(p+ ns) · σαη/p+ nsp · σεαεη}+ nsn1mαη · σαη/p
= 1 + op(1),

















































Proposition A.7. Under polygenic model (3.4) and Conditions 3.1, 3.2, and 3.4, suppose
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mαβ,mα, and mβ →∞ as (n1 + ns), (n2 + ns), n3, p→∞, then we have
ŜTSαŜSα
vSα
= 1 + op(1) and
ŜTSβŜSβ
vSβ




















































vSα =n1n3mα(p+ n1) · σ2α/p+ n1n3p · σ2εα + 2n1n3nsmα · σ
2
α/p+
nsn3mα(p+ ns) · σ2α/p+ nsn3p · σ2εα ,
and
vSβ =n2n3mβ(p+ n2) · σ2β/p+ n2n3p · σ2εβ + 2n2n3nsmβ · σ
2
β/p+
nsn3mβ(p+ ns) · σ2β/p+ nsn3p · σ2εβ .
Further if p2/{(n1 + ns)(n2 + ns)n3} → 0, then we have
ŜTSαŜSβ
vSαβ


































vSαβ =n1n2n3mαβ · σαβ/p+ n1nsn3mαβ · σαβ/p+ nsn2n3mαβ · σαβ/p+
{ns(p+ ns)n3mαβ · σαβ/p+ nsn3p · σεαεβ}.
Then Theorem 3.4 and Proposition A.4 follow from continuous mapping theorem and
similar arguments above.
More overlapping cases
This section provides more analyses on the overlapping samples. We consider several
additional cases that might occur in real data applications.
Case ii)
In this case, we add ns overlapping samples into Discovery GWAS-I and II, resulting in
the following two new datasets:














which quantifies the contribution of genetic correlation to the phenotypic correlation. We
introduce the following additional condition on random errors.















for j = 1, ..., ns, where σεαεβ = ρεαεβ · σεασεβ .
Proposition A.8. Under polygenic models and Conditions 1, 2, and Condition S1, suppose
min(mαβ, mα, mβ) → ∞ as min{(n1 + ns), (n2 + ns), n3, p} → ∞, and let p = c · {(n1 +




1/2 + nsp/{(n1 + ns)1/2(n2 + ns)1/2 · hαβ}{
(n1 + ns + p/h2α) · (n2 + ns + p/h2β)
}1/2 · ϕαβ + op(1).
If a ∈ [1,∞], then we have GSαβ = op(1).
Proposition A.8 shows the effect of ns overlapping samples on the estimation of ϕαβ.
When the two discovery GWAS are fully overlapped, i.e., the two set of summary statistics
are generated from the same GWAS, then we have
GSαβ =
ns + p/hαβ{
(ns + p/h2α) · (ns + p/h2β)
}1/2 · ϕαβ + op(1).
In the optimal situation with h2α = h2β = hαβ = 1, we have GSαβ = ϕαβ + op(1). Thus, GSαβ
is a consistent estimator and we may have an unbiased estimator of genetic correlation.
Case iii)
When the two GWAS are fully overlapped, i.e., the two set of summary statistics α̂ and
β̂ are generated from the same GWAS data
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• Dataset VII: (X,yα,yβ), with X = [X(1,α),X(2,α)] = [X(1,β),X(2,β)] ∈ Rn1×p, X(1,α) ∈
Rn1×mα , X(1,β) ∈ Rn1×mβ , yα ∈ Rn1×1, and yβ ∈ Rn1×1.
We assume that yα and yβ have polygenic architectures. We estimate ϕαβ directly by
estimating the correlation of α̂ and β̂
ϕ̂Xαβ =



















Proposition A.9. Under polygenic model and Conditions 3.1, 3.2, and A.1, if mαβ,mα,








{n1mα(n1 +mα) + n1mα(p−mα)} · σ2α/p+ n1p · σ2εα







{n1mβ(n1 +mβ) + n1mβ(p−mβ)} · σ2β/p+ n1p · σ2εβ









n1mαβ(p+ n1) · σαβ/p+ n1p · σεαβ







· ϕαβ + op(1).
It follows that ϕ̂Xαβ is asymptotically unbiased as h2α = h2β = hαβ = 1. Otherwise, ϕ̂Xαβ may
be biased towards zero.
Case iv)
Again, the two set of summary statistics α̂ and β̂ are generated from the same GWAS
dataset
100
• Dataset VII: (X,yα,yβ), with X = [X(1,α),X(2,α)] = [X(1,β),X(2,β)] ∈ Rn1×p, X(1,α) ∈
Rn1×mα , X(1,β) ∈ Rn1×mβ , yα ∈ Rn1×1, and yβ ∈ Rn1×1.
And we construct two PRSs ŜXα and ŜXβ on X.
Proposition A.10. Under polygenic model and Conditions 3.1, 3.2, and A.1, if mαβ,mα,
and mβ →∞, as n1, p→∞, then we have
ŜTXαŜXα
vXα
= 1 + op(1) and
ŜTXβŜXβ
vXβ
= 1 + op(1),
where
ŜTXαŜXα = (X(1,α)α(1) + εα)
TXXTXXT (X(1,α)α(1) + εα),
ŜTXβŜXβ = (X(1,β)β(1) + εβ)
TXXTXXT (X(1,β)β(1) + εβ),
vXα = n1mα{(n1 + p)2 + n1p} · σ2α/p+ n1p(n1 + p) · σ2εα , and




= 1 + op(1),
where vXαβ = n1mαβ{(n1 + p)2 + n1p} · σαβ/p+ n1p(n1 + p) · σεαβ and
ŜTXβŜXα = (X(1,β)β(1) + εβ)
TXXTXXT (X(1,α)α(1) + εα).
Thus, we have
GXαβ =
n21 + 2n1p+ p(n1 + p)/hαβ{




n21 + 2n1p+ p(n1 + p)/h
2
β
}1/2 · ϕαβ + op(1).
It follows that GXαβ is asymptotically unbiased if h2α = h2β = hαβ = 1. Otherwise, GXαβ may
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be biased towards zero.
Case v)
The two set of GWAS summary statistics α̂ and β̂ are generated from the following two
independent datasets:
• Dataset VIII: (X,yα), withX = [X(1),X(2)] ∈ Rn1×p, X(1) ∈ Rn1×mα , and yα ∈ Rn1×1.
• Dataset IX: (Z,yβ), with Z = [Z(1),Z(2)] ∈ Rn2×p, Z(1) ∈ Rn2×mβ , and yβ ∈ Rn2×1.
We construct two PRSs ŜXα and ŜXβ on X.
Proposition A.11. Under polygenic model and Conditions 3.1, 3.2, and A.1, if mαβ,mα,
and mβ →∞, as n1, n2, p→∞, then we have
ŜTXαŜXα
vXα
= 1 + op(1) and
ŜTXβŜXβ
vXβ




















vXα = n1mα{(n1 + p)2 + n1p} · σ2α/p+ n1p(n1 + p) · σ2εα , and
vXβ = n1n2mβ(p+ n2) · σ2β/p+ n1n2p · σ2εβ .
Further if p/(n1n2)→ 0, then we have
ŜTXβŜXα
vXαβ
= 1 + op(1),











Let p = c · (n1n2)a for some constants c > 0 and a ∈ (0,∞]. As n1 and n2 increase to ∞, if
a ∈ (0, 1), then we have
GXαβ =
(n1 + p) · n1/22{





}1/2 · ϕαβ + op(1).
Variance of cross-trait PRS
In this section, we study the variance of cross-trait PRS. Consider
Gαη =
yTη Ŝα∥∥yη∥∥ · ∥∥Ŝα∥∥ and G2αη = (y
T
η Ŝα)
2∥∥yη∥∥2 · ∥∥Ŝα∥∥2 ,
where
∥∥yη∥∥2 = yTη yη = (W(1)η(1) + εη)T (W(1)η(1) + εη) = (n3mη · σ2η/p+ n3 · σ2εη) · {1 + op(1)},
and





· σ2α/p+ n1n3p · σ2εα
]
· {1 + op(1)}





























3mαη · (σα2η2 − σ2αη)
}




(n1n3 + p+ 2n1 + 2n3) ·m2αησ2αη + n1n3mαη · (a22 − σ2αη)(
n3 ·mησ2η/h2η
)
· {(p/h2α + n1) ·mασ2η}
+ op(1)
=
{n1n3 + p+ 2n1 + 2n3
(n3/h2η) · (p/h2α + n1)
· ϕ2αη +
n1n3








Since Gαη ∈ [0, 1], we have E(Gαη) = {n1(n1 + p/h2α)}1/2 · hη · ϕαη and
Var(Gαη) = E(G2αη)− {E(Gαη)}2
=
{ p+ 2n1 + 2n3
n3(p/h2α + n1)









· {1 + op(1)}.















· {1 + op(1)}
=






· {1 + op(1)},
where E(α21η21) = σα2η2/p2, and E(α1η1) = σαη/p. Then Corollary 3.1 holds. Similarly,
consider
Gαβ =
ŜTβ Ŝα∥∥Ŝβ∥∥ · ∥∥Ŝα∥∥ and G2αβ = (Ŝ
T
β Ŝα)
2∥∥Ŝβ∥∥2 · ∥∥Ŝα∥∥2 ,
where





· σ2α/p+ n1n3p · σ2εα
]
· {1 + op(1)},
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and





· σ2β/p+ n2n3p · σ2εβ
]
· {1 + op(1)}.



































2 + n1n2mαβ) + n1n2m
2
αβ · σ2αβ
{(p/h2β + n2) ·mβσ2β} · {(p/h2α + n1) ·mασ2α}




{ n−13 p2 + n1n2m−1αβ




(p/h2β + n2) · (p/h2α + n1)
· ϕ2αβ
]
· {1 + op(1)},
and
Var(Gαβ) = E(G2αβ)− {E(Gαβ)}2 = O
{ n−13 p2 + n1n2m−1αβ
(p/h2β + n2) · (p/h2α + n1)
}
· {1 + op(1)}.
Now consider
ϕ̂αβ =
α̂T β̂∥∥α̂∥∥ · ∥∥β̂∥∥ and ϕ̂2αβ = (α̂
T β̂)2∥∥α̂∥∥2 · ∥∥β̂∥∥2 ,
where





· σ2β/p+ n2p · σ2εβ
]
· {1 + op(1)}
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and





· σ2α/p+ n1p · σ2εα
]
· {1 + op(1)}.

























p−2 · {1 + op(1)}.
It follows that
ϕ̂2αβ =
O(m2αβp+ n1n2mαβ) + n1n2m
2
αβ · σ2αβ
{(p/h2β + n2) ·mβσ2β} · {(p/h2α + n1) ·mασ2α}









(p/h2β + n2) · (p/h2α + n1)
· ϕ2αβ
]
· {1 + op(1)},
and
Var(ϕ̂αβ) = E(ϕ̂2αβ)− {E(ϕ̂αβ)}2 = O
{ p+ n1n2m−1αβ
(p/h2β + n2) · (p/h2α + n1)
}
· {1 + op(1)}.
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Intermediate results: cross-trait PRS with all SNPs
Proposition A.12. Under polygenic model and Conditions 3.1, 3.2, if mαη,mα, and mη




















































n1n3mα(n1 +mα) · {1 + o(1)}+ n1n3mα(p−mα)
]









= o{n21n23m2α(n1 + p)2 · σ4α/p2},
where E(α2η2) = σα2η2/p2.
Proposition A.13. Under polygenic model and Conditions 3.1, 3.2, if mαβ,mα, and mβ →









































n2n3mβ(n2 +mβ) · {1 + o(1)}+ n2n3mβ(p−mβ)
]









= o{n22n23m2β(n2 + p)2 · σ4β/p2}.
Proposition A.14. Under polygenic model and Conditions 3.1, 3.2, if mαβ,mα, and mβ →






































n1mα(n1 +mα) · {1 + o(1)}+ n1mα(p−mα)
]




















n2mβ(n2 +mβ) · {1 + o(1)}+ n2mβ(p−mβ)
]









= o{n22m2β(n2 + p)2 · σ4β/p2}.
Then Propositions A.1 - A.3 follow from Markov’s inequality.
Intermediate results: cross-trait PRS with selected SNPs
Proposition A.15. Under polygenic model and Conditions 3.1, 3.2, suppose mαη, mαβ,
mα,mη, and mβ → ∞, qαβ, qα1, qα2, qβ1, qβ2, and qαη → ∞ as n1, n2, n3, p → ∞, then we
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have








E(Vα) = {n1n3mαqα2 + n1n3qα1(mα + n1)} · σ2α/p · {1 + o(1)}+ n1n3qα · σ2εα ,
Var(Vα) = o
[
{n1n3mαqα2 + n1n3qα1(mα + n1)}2/p2
]
,










E(Vβ) = {n2n3mβqβ2 + n2n3qβ1(mβ + n2)} · σ2β/p · {1 + o(1)}+ n2n3qα · σ2εα ,
Var(Vα) = o
[
{n2n3mβqβ2 + n2n3qβ1(mβ + n2)}2/p2
]
.
Then Propositions A.4 and A.5 follow from Markov’s inequality.
Intermediate results: overlapping samples
Proposition A.16. Under polygenic model and Conditions 3.1 - 3.3, suppose mαη,mα, and













































































Proposition A.17. Under polygenic model and Conditions 3.1, 3.2, and A.1, suppose





















E(ŜTSαŜSα) = n1n3mα(p+ n1) · σ2α/p+ n1n3p · σ2εα + 2n1n3nsmα · σ
2
α/p+






E(ŜTSβŜSβ) = n2n3mβ(p+ n2) · σ2β/p+ n2n3p · σ2εβ + 2n2n3nsmβ · σ
2
β/p+






Then Propositions A.6 and A.7 follow from Markov’s inequality.
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Real data analysis details
The raw MRI are downloaded from the Pediatric Imaging, Neurocognition, and Genetics
(PING) study (Jernigan et al., 2016) resource. We process the MRI data locally using
the standard procedures via advanced normalization tools (ANTs, (Avants et al., 2011)) to
generate ROI volumes. Normalization/standardization using the ANTs software is detailed
in Tustison et al. (2014) and Avants et al. (2011). We use the standard OASIS-30 Atropos
template for registration and Mindboggle-101 atlases for labeling. Details of these templates
and processing steps can be found in https://mindboggle.info/data.html, Klein and
Tourville (2012) and Tustison et al. (2014). We focus on seven ROIs including thalamus
proper, caudate, putamen, pallidum, hippocampus, accumbens area, and total brain volume
(TBV) in this analysis. For the first six ROIs, their volumes are the mean of volumes of the
corresponding left and right ROIs. For each phenotype and continuous covariate variable, we
remove values greater than five times the median absolute deviation from the median value.
We select subjects of European ancestry in the analysis. The age of the PING samples range
from 3 to 21, with mean 12.28, and the proportion of male is 0.52.
Genotype imputation is performed on the PING dataset using standard procedures via
MACH-Admix (Liu et al., 2013). A full description of the imputation procedures is detailed
supplementary information of Zhao et al. (2018). We further perform the following genetic
variants data quality controls on each dataset: 1) exclude subjects with more than 10%
missing genotypes; 2) exclude variants with minor allele frequency less than 0.01; 3) exclude
variants with larger than 10% missing genotyping rate; and 4) exclude variants that fail
the Hardy-Weinberg test at 1 × 10−7 level. To obtain independent SNPs for constructing
cross-trait PRS, we perform LD pruning via Plink (Purcell et al., 2007) with R2 = 0.2 and
window size 50. SNPs that remain after LD pruning are used in later steps as candidates for
constructing PRS.
Part of the data used in the preparation of this article were obtained from the Pediatric
Imaging, Neurocognition and Genetics (PING) Study database (http://ping.chd.ucsd.
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edu/). PING was launched in 2009 by the National Institute on Drug Abuse (NIDA) and
the Eunice Kennedy Shriver National Institute Of Child Health & Human Development
(NICHD) as a 2-year project of the American Recovery and Reinvestment Act. The primary
goal of PING has been to create a data resource of highly standardized and carefully curated
magnetic resonance imaging (MRI) data, comprehensive genotyping data, and developmental
and neuropsychological assessments for a large cohort of developing children aged 3 to 20
years. The scientific aim of the project is, by openly sharing these data, to amplify the power
and productivity of investigations of healthy and disordered development in children, and
to increase understanding of the origins of variation in neurobehavioral phenotypes. For
up-to-date information, see http://ping.chd.ucsd.edu/.
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APPENDIX B: TECHNICAL DETAILS OF CHAPTER 4
Special case: independent features
Corollary B.1. Under polygenic model (4.1) and Conditions 4.1 and 4.2, as min(n, nz,

























































+ op(1), if ω > 1.













ω + h2β −
√
(ω − h2β)2 + 4ωh2β(1− h2β)
2ωh2β
+ op(1).














βη + op(1), if ω < 1;
h2ηϕ
2
βη · 1ω + op(1), if ω > 1.
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Relative prediction accuracy
In this section, we study the relative prediction accuracy of marginal estimator compared
to the optimal ridge estimator.
Corollary B.2. Let RR(h2β, ω) = A2R(λ∗)/A2S. Under polygenic model (4.1) and Condi-
tions 4.1 and 4.2, as min(n, nz,mβη, p) → ∞, for any h2β, h2η ∈ (0, 1], ϕβη ∈ [−1, 1], and












+ op(1) > 1 + op(1).




β, ω) > 0 on h2β ∈ (0, 1); and for any given







> 0, if 0 < ω < h2β;
= 0, if ω = h2β;
< 0, if ω > h2β.
Corollary A.1 shows that β̂R(λ∗) always has better asymptotic out-of-sample R2 than
β̂S. RR(h2β, ω) is higher for larger h2β and is not a monotone function of ω. For given h2β,
RR(h
2











β, ω) is an increasing function of h2β on h2β ∈ (0, 1] and the maximun value is 2 at
h2β = 1. That is, for a fully heritable trait and p = n in the training GWAS, we have
RB(h
2
β, ω) = A
2
R(λ
∗)/A2S = 2. This represents the difference between n/p and n/(n+ p). As
ω becomes large, RB(h2β, ω) decreases, which can be viewed as a blessing of dimensionality
due to the fact that the difference between n/p and n/(n+ p) decreases. Another interesting
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question is the relative prediction accuracy between β̂S and β̂R(0+), which is quantified in
the following corollary.
Corollary B.3. Let RR0(h2β, ω) = A2R(0+)/A2S. Under polygenic model (4.1) and Condi-
tions 4.1 and 4.2, as min(n, nz,mβη, p) → ∞, for any h2β, h2η ∈ (0, 1], ϕβη ∈ [−1, 1], and


















+ op(1), if ω > 1.





> 1 + op(1), if ω < h2β;
= 1 + op(1), if ω = h2β;
< 1 + op(1), if ω > h2β;





> 1 + op(1), if ω < h2β or ω > h2β/(2h2β − 1);
= 1 + op(1), if ω = h2β or ω = h2β/(2h2β − 1);
< 1 + op(1), if h2β < ω < h2β/(2h2β − 1).
And if h2β = 1, then RR0(h2β, ω) > 1 + op(1) for any ω.
As β̂R(0+) reduces to β̂O when ω < 1, our results indicate that β̂S can have better
out-of-sample R2 than β̂O when 1 > ω > h2β. Thus, β̂S can easily outperform β̂O when h2β is
low. Moreover, if h2β ≤ 0.5, β̂R(0+) is worse than β̂S for 1 < ω. If h2β > 0.5, however, β̂R(0+)
is better when ω is large.
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Relative goodness-of-fit
The following corollary provides the comparison between E2R(λ∗) and E2S, and some
interesting properties of E2S.
Corollary B.4. Let QR(h2, ω) = E2R(λ∗)/E2S. Under polygenic model (4.1) and Condi-
tions 4.1 and 4.2, as min(n, nz,mβ, p) → ∞, for any h2β ∈ (0, 1], ω ∈ (0,∞), and Σ = Ip,
we have
QR(h
2, ω) > 1 + op(1).





β, ω) > 1 + op(1).








< 0, if 0 < ω < h2β · (2h2β − 1);
= 0, if ω = h2β · (2h2β − 1);
> 0, if ω > h2β · (2h2β − 1),
and E2S(h2β, ω) = 4h4β/(4h4β + 1) + op(1) at ω = h2β · (2h2β − 1).
Mean squared prediction errors
In this section, we study the MSE of marginal estimator and illustrate the bias-variance
trade-off of each estimator. We focus on the same trait prediction case in which β = η. The
MSE and bias-variance decomposition (e.g., Hastie et al. (2019)) of a generic p× 1 estimator
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≡ B2 + V 2,
where B2 represents the squared bias of β̂, and V 2 measures the total variance of the
β̂ due to the random error term. We define M2S = B2S + V 2S , M2R(λ) = B2R(λ) + V 2R(λ),
M2R(0
+) = B2R(0
+) + V 2R(0
+), M2O = B2O + V 2O, and M2B(τ) = B2B(τ) + V 2B(τ), for marginal,
ridge, ridge-less, OLS, and BLUP estimators, respectively.
Proposition B.1. Under polygenic model (4.1) and Conditions 4.1 and 4.2, as min(n,





ωb2(Σ) + b3(Σ)− 2b2(Σ) + 1
}
+ σ2ε · ωb2(Σ)
]
































· {1 + op(1)} (ω < 1).
Moreover, if h2β ∈ (0, 1), M2R(λ) is minimized at λ∗ with the minimize value
M2R(λ
∗) = M2B(λ







· {1 + op(1)}.
And if h2β = 1, M2R(λ) is minimized as λ→ 0+, and thus the minimize value is M2R(0+).
When Σ = Ip, we have the following closed-form expressions on MSE of ridge-type
estimators.
Proposition B.2. Under polygenic model (4.1) and Conditions 4.1 and 4.2, as min(n,
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nz,mβ, p)→∞, when Σ = Ip, for any h2β ∈ (0, 1), we have
M2S =
(
mσ2β/p · ω + σ2ε · ω
)
















(ω − 1) + |ω − 1|
2ω
+ σ2ε ·
ω + 1− |ω − 1|
2|ω − 1|
]




O, if ω < 1;{




· {1 + op(1)}, if ω > 1.
Moreover, for h2β ∈ (0, 1), M2R(λ) is minimized at λ∗ with the minimize value
M2R(λ
∗) = M2B(λ




(ω − h2β)2 + 4ωh2β(1− h2β)− ω − h2β
2ωh2β
· {1 + op(1)}.
For h2β = 1, M2R(λ) is minimized at λ∗ → 0+, and the minimize value is
M2R(0
+) =
 op(1), if ω < 1;mσ2β/p · ω−1ω · {1 + op(1)}, if ω > 1.










2 − 4h4βω + h2β(2ω − 1)− ω









> 1 + op(1), if 0 < ω < h2β;
= 1 + op(1), if ω = h2β;
< 1 + op(1), if ω > h2β.
When h2β = 1, we have M2S/M2O > 1 + op(1) and M2S/M2B(0+) = M2S/M2R(0+) > 1 + op(1) for
any ω.
Proof of Lemma 4.4
Let α be a p-dimensional random vector of i.i.d. elements with mean zero and finite
fourth order moment, and A be a fixed p × p matrix. Without loss of generality, we let




}q] ≤ cq · [{E(α41)tr(AAT )}q/2 + E(α2q1 )tr{(AAT )q/2}],









}2] ≤ cq · [E(α41)tr(AAT )tr(A)2 + E(α41)tr(AAT )tr(A)2 ].




Z , Σ̂X = n
−1XTX, and Σ̂Z = n−1z ZTZ. Then, for bounded ω and any
Σ with uniformly bounded eigenvalues, we have






















Thus, by Markov’s inequality, we have
αTBk1,k2α = σ
2
α · tr(Bk1,k2) · {1 + op(1)}.
Useful trace results for ridge-type estimators
Here we summarize some results that are used frequently in our analysis of ridge-type
estimators, which are based on Lemma 4.2.



























· ġ(−λ) = p
n2
·














ω + h2β −
√















ω + h2β −
√
(ω − h2β)2 + 4ωh2β(1− h2β)
2ωh2β
+ op(1).












{(1− ω + λ)2 + 4ωλ}3/2
= 0, and
λ2ġ(−λ)→a.s.
(ω − 1) + |1− ω|
2ω
.
The following lemma is used to show the equivalence of prediction accuracy of ridge
estimator and BLUP, which can be easily proved by applying singular value decomposition
on X.

























Proofs of marginal estimator: out-of-sample
Proposition B.4. Under polygenic model (4.1) and Conditions 4.1 and 4.2, as min(n, nz,






nzmη · σ2η/p+ nz · σ2εz







nnzmβ · {(n+ 1)b3(Σ) + pb2(Σ)} · σ2β/p+ nnzpb2(Σ) · σ2ε










= 1 + op(1).















Proofs of marginal estimator: meta-analysis
Under polygenic model (4.1) and Conditions 4.1 and 4.2, suppose we have GWAS (Xi,yi),
with sample sizes (ni, · · · , nk) and p SNPs, i = 1, · · · , k, k ∈ (0,∞), let B̂ = [β̂T1 , · · · , β̂Tk ]
be the p × k matrix of marginal estimators from the k GWAS. Let d = (di, · · · , dk)T be
an k × 1 vector of weights, and let B̂(d) = B̂d be the aggregated summary statistics. As







































· {1 + op(1)}
























































































Proofs of marginal estimator: in-sample
Proposition B.5. Under polygenic model (4.1) and Conditions 4.1 and 4.2, as min(n, nz,






nmβ · σ2β/p+ n · σ2ε







n3mβ · {b3(Σ) + 3ωb2(Σ) + ω2} · σ2β/p+ n2p · {b2(Σ) + ω} · σ2ε









n2mβ{b2(Σ) + ω} · σ2β/p+ np · σ2ε
= 1 + op(1).
By continuous mapping theorem, we have
E2S =
{b2(Σ)h2β + ω}2
{b2(Σ)h2β + ω}2 + b2(Σ)ω + {b3(Σ)− b2(Σ)2h2β}h2β
+ op(1).
For the special case Σ = Ip, we have b3(Σ) = b2(Σ) = b1(Σ) = 1 in the above propositions.
Proofs of ridge-type estimators
Proposition B.6. Under polygenic model (4.1) and Conditions 4.1 and 4.2, as min(n, nz,








nzmβ · σ2β/p+ nzω/(1− ω) · σ2ε










= 1 + op(1).
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+ op(1). (ω < 1)
Proposition B.7. Under polygenic model (4.1) and Conditions 4.1 and 4.2, as min(n, nz,








nmβ · σ2β/p+ p · σ2ε









nmβ · σ2β/p+ p · σ2ε
= 1 + op(1).
By continuous mapping theorem, we have
E2O =
{
h2β + ω(1− h2β)
}
· {1 + op(1)}. (ω < 1)
Proposition B.8. Under polygenic model (4.1) and Conditions 4.1 and 4.2, as min(n, nz,











= 1 + op(1),
where



























VR2 = nz ·
[




















= 1 + op(1),
where
CR1 = nzmβη · [1−
λ
ω
· tr{Σ(XTX + λnIp)−1}] · σβη/p





− 1}] · σβη/p.


























Similar to Theorem 2.1 of Dobriban and Wager (2018), A2R(λ) is optimized at λ∗ =
ω · (1− h2β)/h2β, where the second order term v̇(−λ) disappears. In Theorem 2.1 of Dobriban
and Wager (2018), they set γ = p/n, and the signal to noise ratio to α2, thus, their optimal λ
is λ∗ = γα−2. The A2R(0+) can be obtained by taking λ→ 0+, with careful exchanging limits
as n, p → ∞ and λ → 0+, detailed in Threorem 4 of Hastie et al. (2019). When Σ = Ip,
using the results in Lemmas B.1 and B.2, we have closed-form expressions for A2R(λ), A2R(λ∗),
and A2R(0+).
Proposition B.9. Under polygenic model (4.1) and Conditions 4.1 and 4.2, as min(n, nz,
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= 1 + op(1),
where

































= p · {1− 2λg(−λ) + λ2ġ(−λ)} · σ2ε .










= 1 + op(1),
where












= nmβ · {1− λ+ λ2g(−λ)} · σ2β/p+ p · {1− λg(−λ)} · σ2ε .
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1− 2λ+ 3λ2g(−λ)− λ3ġ(−λ)
}




Different from A2R(λ), E2R(λ) is minimized as λ → 0, which means the over-fitting of the
model in high-dimensions.
Intermediate results
Proposition B.10. Under polygenic model (4.1) and Conditions 4.1 and 4.2, as min(n, nz,


















































= n3mβ · {b3(Σ) + 3ωb2(Σ) + ω2} · σ2β/p+ n2p · {b2(Σ) + ω} · σ2ε .
Then Propositions B.4 and B.5 follow from Lemma 4.4, the concentration of marginal
estimator quadratic forms. We note that the uniform boundness of λi(Σ) is not a necessary
condition to have the asymptotic limits of A2S and E2S. Given boundness condition on high
order moments of H(t), i.e., b6(Σ) < ∞, both A2S and E2S can have asymptotic limits by
Markov’s inequality. However, the uniform boundness of λi(Σ) in Condition 1 is required for
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ridge-less estimator in which λ→ 0+, see Hastie et al. (2019) for more details.
Proposition B.11. Under polygenic model (4.1) and Conditions 4.1 and 4.2, as min(n, nz,














































































































1− 2λ+ 3λ2g(−λ)− λ3ġ(−λ)
}
· σ2β/p+ p · {1− 2λg(−λ) + λ2ġ(−λ)} · σ2ε .
These results are based on Lemmas B.1 and B.2. Then Propositions B.6 - B.9 follow from
the concentration of ridge-type quadratic forms.
Real data analysis details
The raw MRI, covariates and genetic data are downloaded from each data resource. We
process the MRI data locally using consistent procedures via advanced normalization tools
(ANTs, Avants et al. (2011)) to generate ROI volumes for each dataset. Normalization
steps using the ANTs software are detailed in Tustison et al. (2014) and Avants et al.
(2011). We use the standard OASIS-30 Atropos template for registration and Mindboggle-
101 atlases for labeling. Details of these templates and processing steps can be found
in https://mindboggle.info/data.html, Klein and Tourville (2012) and Tustison et al.
(2014). For each phenotype and continuous covariate variable, we further remove values
greater than five times the median absolute deviation from the median value. We use imputed
SNP data in real data analysis. We perform the following genetic variants data quality
controls on each dataset: 1) exclude subjects with more than 10% missing genotypes; 2)
exclude variants with minor allele frequency less than 0.01; 3) exclude variants with larger
than 10% missing genotyping rate; 4) exclude variants that fail the Hardy-Weinberg test
at 1 × 10−7 level; and 5) remove variants with imputation INFO score less than 0.8. All
individuals are aged between 3 and 92 years. More cohort information of these studies can
be found in Zhao et al. (2019).
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Part of data collection and sharing for this project was funded by the Alzheimer’s
Disease Neuroimaging initiative (ADNI) (National Institutes of Health Grant U01 AG024904)
and DOD ADNI (Department of Defense award number W81XWH-12-2-0012). ADNI is
funded by the National Institute on Aging, the National Institute of Biomedical Imaging
and Bioengineering and through generous contributions from the following: Alzheimer’s
Association; Alzheimer’s Drug Discovery Foundation; Araclon Biotech; BioClinica, Inc.;
Biogen Idec Inc.; Bristol-Myers Squibb Company; Eisai Inc.; Elan Pharmaceuticals, Inc.;
Eli Lilly and Company; EuroImmun; F. Hoffmann-La Roche Ltd and its affiliated company
Genentech, Inc.; Fujirebio; GE Healthcare; IXICO Ltd; Janssen Alzheimer Immunotherapy
Research & Development, LLC; Johnson & Johnson Pharmaceutical Research & Development
LLC; Medpace, Inc.; Merck & Co., Inc.; Meso Scale Diagnostics, LLC; NeuroRx Research;
Neurotrack Technologies; Novartis Pharmaceuticals Corporation; Pfizer Inc.; Piramal Imaging;
Servier; Synarc Inc.; and Takeda Pharmaceutical Company. The Canadian Institutes of
Health Research is providing funds to support ADNI clinical sites in Canada. Private sector
contributions are facilitated by the Foundation for the National Institutes of Health. The
grantee organization is the Northern California Institute for Research and Education, and
the study is coordinated by the Alzheimer’s Disease Cooperative Study at the University of
California, San Diego. ADNI data are disseminated by the Laboratory for Neuro Imaging at
the University of Southern California. HCP data were provided by the Human Connectome
Project, WU-Minn Consortium (Principal Investigators: David Van Essen and Kamil Ugurbil;
1U54MH091657) funded by the 16 NIH Institutes and Centers that support the NIH Blueprint
for Neuroscience Research, and by the McDonnell Center for Systems Neuroscience at
Washington University.
Part of the data used in the preparation of this article were obtained from the Pediatric
Imaging, Neurocognition and Genetics (PING) Study database (http://ping.chd.ucsd.
edu/). PING was launched in 2009 by the National Institute on Drug Abuse (NIDA) and
the Eunice Kennedy Shriver National Institute Of Child Health & Human Development
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(NICHD) as a 2-year project of the American Recovery and Reinvestment Act. The primary
goal of PING has been to create a data resource of highly standardized and carefully curated
magnetic resonance imaging (MRI) data, comprehensive genotyping data, and developmental
and neuropsychological assessments for a large cohort of developing children aged 3 to 20
years. The scientific aim of the project is, by openly sharing these data, to amplify the power
and productivity of investigations of healthy and disordered development in children, and
to increase understanding of the origins of variation in neurobehavioral phenotypes. For
up-to-date information, see http://ping.chd.ucsd.edu/.
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