We present a near linear time algorithm for constructing hierarchical nets in finite metric spaces with constant doubling dimension. This data-structure is then applied to obtain improved algorithms for the following problems: Approximate nearest neighbor search, well-separated pair decomposition, spanner construction, compact representation scheme, doubling measure, and computation of the (approximate) Lipschitz constant of a function. In all cases, the running (preprocessing) time is near-linear and the space being used is linear.
measure similarity of items in the data, etc. One possible way to do this, is to define a distance function (i.e., metric) on the data items, and perform the required task using this metric. Unfortunately, in general, the metric might be intrinsically complicated ("high dimensional"), and various computational tasks on the data might require high time and space complexity. This is known in the literature as "the curse of dimensionality".
One approach that got considerable attention recently, is to define a notion of dimension on a finite metric space, and develop efficient algorithms for this case. One such concept is the notion of doubling dimension [2, 16, 11] . The doubling constant of metric space M is the maximum, over all balls b in the metric space M, of the minimum number of balls needed to cover b, using balls with half the radius of b. The logarithm of the doubling constant is the doubling dimension of the space. The doubling dimension can be thought as a generalization of the Euclidean dimension as IR d has Θ(d) doubling dimension. Furthermore, the doubling dimension extends the notion of growth restricted metrics of Karger and Ruhl [17] .
Understanding the structure of such spaces (or similar notions), and how to manipulate them efficiently received considerable attention in the last few years [5, 17, 11, 19, 18, 21] .
The low doubling metric approach can be justified in two levels.
1. Arguably, non-Euclidean, low (doubling) dimensional metric data appears in practice, and deserves an efficient algorithmic treatment. Even high dimensional Euclidean data may have some low doubling dimension structure which make it amenable to this approach.
2. Even if one is only interested in questions on Euclidean point-sets, it makes sense to strip the techniques being used to their bare essentials, obtaining better understanding of the problems and conceptually simpler solutions.
More arguments along these lines can be found in [5] , where Clarkson advocates this approach. In general, it is impossible to directly apply algorithmic results developed for fixed dimensional Euclidean space to doubling metrics, since there exists doubling metrics that can not embedded in Hilbert space with low distortion of the distances [20] . Hence, some of the aforementioned works apply notions and techniques from fixed dimensional Computational Geometry and extend them to finite metric spaces.
In particular, Talwar [21] showed that one can extend the notion of well-separated pairs decomposition (WSPD) of Callahan and Kosaraju [3] to spaces with low doubling dimension. Specifically, he shows that for every set P of n points having doubling dimension dim, and every ε > 0, there exists WSPD, with separation 1/ε and O(nε −O(dim) log Φ) pairs, where dim is the doubling dimension of the finite metric space, and Φ is the spread of the point set, which is the ratio between the diameter of P and the distance between the closest pair of points in P . This is weaker than the result of Callahan and Kosaraju [3] for Euclidean space, which does not depend on the spread of the point set.
Krauthgamer and Lee [19] showed a data structure for answering (1 + ε)-approximate nearest neighbor queries on point set P with spread Φ. Their data structure supports insertions in O(log Φ log log Φ) time. The preprocessing time is O(n log Φ log log Φ) (this is by inserting the points one by one), and the query time is O(log Φ + ε −O(dim) ). In IR d for fixed d, one can answer such queries in O(log log Φ) time, using near linear space, see [12] and references therein (in fact, it is possible to achieve constant query time using slightly larger storage [14] ). Note however, that the latter results strongly use the Euclidean structure. Recently, Krauthgamer and Lee [18] overcame the restriction on the spread, presenting a data-structure with nearly quadratic space, and logarithmic query time.
Underlining all those results, is the notion of hierarchical nets. Intuitively, hierarchical nets are sequences of larger and larger subsets of the underlining set P , such that in a given resolution, there is a subset in this sequence that represents the structure of P well in this resolution (a formal definition is given in Section 2). Currently, the known algorithms for constructing those nets require running time which is quadratic in n.
An alternative way for constructing those nets is by the clustering algorithm of Gonzalez [8] . The algorithm of Gonzalez computes 2-approximate k-center clustering by repeatedly picking the point furthest away from the current set of centers. Setting k = n, this results in a permutation of the points in the metric space. It is easy to verify that by taking different prefixes of this permutation, one gets hierarchical nets for the metric. However, the running time of Gonzalez algorithm in this case is still quadratic. Although, in fixed dimensional Euclidean space the algorithm of Gonzalez was improved to O(n log k) time by Feder and Greene [7] , and linear time by Har-Peled [13] , those algorithms require specifying k in advance, they do not generate the permutation of the points, and as such they cannot be used in this case.
Our Results
In this paper, we present improved algorithms for the aforementioned applications, having near linear preprocessing time and linear space. We also remove the dependency on the spread. As such, we (almost) match the known results in computational geometry for low dimensional Euclidean spaces.
We assume that the input is given via a black box that can compute the distance between any two points in the metric space in constant time. Since the matrix of all n 2 ¡ distances has quadratic size, this means that in some sense our algorithms have sublinear running time. This is not entirely surprising since o(n 2 ) time algorithms exist for those problems in fixed dimensional Euclidean space. Thus, our paper can be interpreted as further strengthening the perceived connection between finite spaces of low doubling dimensions and Euclidean space of low dimension. Furthermore, we believe that our algorithms for the well-separated pair decomposition, and approximate nearest neighbor are slightly cleaner and simpler than the previous corresponding algorithms for the Euclidean case.
Net-tree. In Section 3 we present a 2 O(dim) n log n expected time randomized algorithm for constructing the hierarchical nets data-structure, which we call net-tree.
Approximate Nearest Neighbor (ANN). In Section 4 we show a new data-structure for (1 + ε)-approximate nearest neighbor query. The expected preprocessing time is 2 O(dim) n log n, the space used is 2 O(dim) n, and the query time is 2 O(dim) log n + ε −O(dim) . The quality of approximation of the nearest neighbor required is specified together with the query.
This query time is asymptotically tight in the oracle model since there are examples of point sets in which the query time is (2 Ω(dim) log n)/ dim, and examples in which the query time is ε −Ω(dim) .
Our result also matches the known results of Arya et al.
[1] in Euclidean settings. Furthermore, our result improves over the recent work of Krauthgamer and Lee, which either assumes bounded spread [19] , or requires quadratic space [18] . The algorithms in in [1, 19, 18] are deterministic, in contrast to ours.
Well-Separated Pairs Decomposition (WSPD).
In Section 5, we show that one can construct a ε −1 well-separated pairs decomposition of P , in near linear time. The number of pairs is nε −O(dim) . The size of the WSPD is tight as there are examples of metrics in which the size of the WSPD is nε −Ω(dim) . Our result improves over Talwar's [21] work, and matches the results of Callahan and Kosaraju [3] (Those algorithms are deterministic, though).
Compact Representation Scheme (CRS). In Section 6, we construct in near linear time a data-structure of linear size that can answer approximate distance queries between pairs of points, in essentially constant time. CRS were coined "approximate distance oracles" in [22] . Our result extends recent results of Gudmunsson et al. [9, 10] who showed the existence of CRS with similar parameters for metrics that are "nearly" fixed-dimensional Euclidean (which are sub-class of fixed doubling dimension metrics).
Most of the algorithms in this paper are randomized and they always return the desired result, with bounds on the expected running time. This also gives the same asymptotic bound with constant probability, using Markov inequality. We do not know whether a non-trivial derandomization is possible.
In the full version of this paper [15] we also apply our techniques to obtain fast and efficient algorithms for computing spanners, a distance labeling, a doubling measure, the Lipschitz constant of a mapping, and an estimation of the doubling dimension of a given metric. Due to space limitations, we omit further discussion on these applications as well as many proofs and details in this extended abstract. All the missing information appears in [15] .
PRELIMINARIES
Denote by M a metric space, and P a finite subset P ⊂ M. The spread of P , denoted by Φ(P ), is the ratio between the diameter of P , and the distance between the closest pair of points in P . The doubling constant λ of P defined as the minimum over m ∈ AE such that every ball b in P can be covered by at most m balls of at most half the radius. The doubling dimension of the metric space is defined as log 2 λ. A slight variation of the doubling constant is that any subset can be covered by λ subsets of at most half the diameter. It is not hard to see that log 2 λ and log 2 λ approximate each other up to a factor of 2. Since we will ignore constant factors in the dimension, these two definitions are interchangeable. It is clear that log 2 λ (P ) ≤ log 2 λ (M), thus the doubling dimension of P is "approximately" at most that of M.
A basic fact about λ doubling metric M that will be used repeatedly is that if P ⊂ M has spread at most Φ, then |P | ≤ λ O(log 2 Φ) . For a point p ∈ M and a number r ≥ 0, we denote by b(p, r) = {q ∈ M| dM(p, q) ≤ r} the closed ball of radius r around p.
Hierarchy of Nets
An r-net in a metric space M is a subset N ⊂ M of points such that sup x∈M dM(x, N ) ≤ r, and inf x,y∈N ; x =y dM(x, y) ≥ r/α, for some constant α ≥ 1. r-nets are useful "sparse" object that approximately capture the geometry of the metric space at scales larger than 3r. In this paper we will heavily use the following notion of hierarchical nets. Definition 2.1 (Net-tree). Let P ⊂ M be a finite subset. A net-tree of P is a tree T whose set of leaves is P . We denote by Pv ⊂ P the set of leaves in the subtree rooted at a vertex v ∈ T . With each vertex v associate a point rep v ∈ Pv. Internal vertices have at least two children. Each vertex v has a level (v) ∈ Z Z∪{−∞}. The levels satisfy
The levels of the leaves are −∞. Let τ be some large enough constant, say τ = 11.
We require the following properties from T :
Packing property: For every non-root vertex
v ∈ T , b rep v , τ −5 2(τ −1) · τ (p(v))−1 P ⊆ Pv.
Inheritance property: For every non-leaf vertex
The net-tree can be thought of as a representation of nets from all scales in the following sense.
Corollary 2.2. Given a net-tree, let
Then the points in NC (l) are pairwise τ l−1 /4 separated; that is, for any p, q ∈ NC(l) we have dM(p, q)
Although NC (·) are quantitatively weaker nets compared with the greedy approach, they are stronger in the sense that the packing and the covering properties respect the hierarchical structure of the net-tree.
The packing and covering properties easily imply that each vertex has at most λ O(1) children. Net-trees are roughly equivalent to compressed quadtrees [1]. The Net-tree is also similar to the sb data-structure of Clarkson [6] .
The Computational Model
The model of computation we use is the "unit cost floatingpoint word RAM model". It essentially means that n-point metric space with spread Φ is represented approximately, up to multiplicative factor of 1 + ε using words of length O(log n + log log Φ + log(ε −1 )). The main reason for choosing this model is to strengthen one of the themes of this paper, namely obtaining an algorithm whose (space/time) complexity is independent of the spread.
Finding a Separating Ring
We next present a simple argument that helps to overcome the dependence on the spread in the running time.
Observation 2.3. Denote by ropt(P, m) the radius of the smallest ball in P (whose center is also in P ) containing m points. Then in a metric space with doubling constant λ, any ball of radius 2r, where r ≤ 2ropt(P, m), contains at most λ 2 m points.
Proof. By the doubling property, the ball of radius 2r can be covered by λ 2 balls of radius ropt(P, m). Each such ball contains at most m points. Proof. Pick randomly a point p from P , and compute the ball b(p, r) of smallest radius around p containing at least n/(2λ 3 ) points. Next, consider the ball of radius b(p, 2r). If it contains ≤ n/2 points we are done. Otherwise, we repeat this procedure until success.
To see why this algorithm succeeds with constant probability in each iteration, consider the smallest ball Q = P ∩ b(q, ropt) that contains at least m points of P . Observe that any ball of radius ropt/2 contain less than m points. With probability 1/(2λ 3 ) our sample is from Q. If p ∈ Q, then r ≤ 2ropt, and by the doubling property the ball b(p, 4ropt) can be covered by at most λ 3 balls of radius
Thus, the algorithm succeeds with probability 1/(2λ 3 ) in each iteration, and with probability ≥ 1/3 after 2λ 3 iterations, implying the result, as each iteration takes O(n) time.
Lemma 2.4 enable us to find a sparse ring of radius "not much larger" than its width. For example, using it we can find an empty ring of width h and radius at most 2nh in linear time.
COMPUTING NETS EFFICIENTLY
In this section we prove the following theorem.
Theorem 3.1. Given a set P of n points in M, one can construct a net-tree for P in 2 O(dim) n log n expected time. Gonzalez [8] presented a greedy algorithm, denoted by GreedyCluster, that when applied to a set of points P , computes a permutation of the points Π = p1, p2, . . . , pm , such that p1, . . . , p k are good centers for P , for any k ≥ 1. We refer to Π as the greedy permutation of P . Formally, there are numbers r1, . . . , rn, such that P ⊆ ∪ k l=1 b(p l , r k ). Furthermore, min 1≤i<j≤k dM(pi, pj) = r k−1 .
Computing Greedy Clustering Quickly
GreedyCluster works by picking an arbitrary point in P to be p1, and setting r1 to be the distance of the furthest point in P to p1. GreedyCluster stores for every point q ∈ P its distance to the closest center picked so far; namely, in the beginning of the kth iteration, for all q ∈ P we have
The algorithm sets the kth center to be p k = arg maxp∈P α k p (namely, p k is the point in P furthest away from the centers picked so far). Clearly, r k−1 = α k p k . Implemented naively, one can compute the first k points p1, . . . , p k in O(nk) time. This requires just scanning the points k times. In the kth iteration, updating α k q = min(α k−1 q , dM(q, p k−1 )), and computing the point with the maximum such value. Thus, this leads to a 2approximation to k-center clustering in O(nk) time.
Feder and Greene [7] improved the running time to O(n log k) time (this was further improved to linear by Har-Peled [13] ). Feder and Greene's main observation was that when updating α k+1 q one needs to update this value only for points of P which are in distance ≤ 2r k−1 away from p k , since for points q further away, the addition of p k can not change α k q . This suggests a natural approach for computing the greedy permutation: Associate with each center in {p1, . . . , p k } the points of P that it serves (namely, points that are closer to the given center than to any other center). Furthermore, each center pi, maintains a friends list that contains all the centers that are in distance at most 4r k from it. An "Old" center will trim a point from its friends list only when it its distance is larger than 8r k . Namely, the friends list of pi at the kth iteration (k ≥ i) contains all the centers at distance at most min{8r k , 4ri} from pi.
Because of the constant doubling dimension property, this list is of size λ O(1) . Furthermore, every point q of P \ {p1, . . . , p k } is stored in a max-heap with its current value of αq.
At the kth iteration, the algorithm extracts the maximum value from the heap. It sets p k to be the corresponding point. Next, it scans all the points currently served by the same cluster as p k , or by clusters containing points from p k 's friends list, and update the α value of those points. furthermore, it moves all the relevant points to the newly formed cluster. It also computes its friends list (how to exactly do it will be described in detail shortly).
We next bound the running time. To this end, a phase starting at the ith iteration of the algorithm terminates at the first j > i such that rj−1 ≤ ri−1/2. A ball of radius 4rj−1 around each point q ∈ P contains at most λ 3 points of p1, . . . , pj, and as such every point of P is being scanned at most λ 3 times at each phase of the algorithm. For each point the dominating operation is the update of the heap which takes O(log n). Thus, if the spread of the point set is Φ, the number of phases is O(log Φ), and scanning takes λ O(1) n log Φ log n time overall.
The only remaining hurdle is the computation of the friends list of a newly formed center p k . This can be done by maintaining for every point p l , l ∈ {1, . . . , n}, serving center p l two phases ago (at the end of that phase). The new friends list of p k can be constructed by scanning the friends list of p k , and picking those in b(p k , 4r k ). This costs λ O(1) time for p k and O(λ O(1) n) time overall. To see that this search suffices, fix pi 0 , having i0 < k, and dM(pi 0 , p k ) ≤ 4r k . Let p k be the last center of p k two phases From the definition, 2r k ≤ r k ≤ 4r k , so dM(p k , p k ) ≤ 4r k . Note that the friends list of p k contains all the current centers (at the end of the (k − 1)th iteration) at distance at most min{8r k , 4r k } = 8r k from p k . Furthermore, dM(pi 0 , p k ) ≤ dM(pi 0 , p k )+dM(p k , p k ) ≤ 8r k . we are therefore guaranteed that pi 0 will be scanned.
Of course, as the algorithm progresses it needs to remove non-relevant elements from the friends list as the current clustering radius shrinks. However, this can be done in a lazy fashion whenever the algorithm scans such a list.
The overall running time of the algorithm as presented is therefore 2 O(dim) n log Φ log n. In [15] we present a more sophisticated maintenance of the heap, which improve the running time to the following: 
Low Quality Approximation by HST
Here we present an auxiliary tool that will be used in Section 3.3 to extend the net-tree construction of Section 3.1 to metric spaces with large spread.
We will use the following special type of metric spaces: The class of HSTs coincides with the class of finite ultrametrics. For convenience, we will assume that the underlying tree is binary (any HST can be converted to binary HST in linear time, while retaining the underlying metric). We will also associate with every vertex u ∈ T , an arbitrary leaf rep u of the subtree rooted at u. We also require that
A metric N is called t-approximation of the metric M, if they are on the same set of points, and dM (u, v This low quality HST will help us later in eliminating the dependence on the spread of the construction time the nettree and in distance queries.
We begin the proof of Lemma 3.4 by constructing a sparse graph that approximates the original metric (this is sometimes called spanner ). Proof. The construction is recursive. If n = O(1), we just add all the pairs from P as edges. Otherwise, we compute using Lemma 2.4 a ball b(p, r) containing at least m = n/(2λ 3 ) points of P , and b(p, 2r) contains at most n/2 points of P .
As such, there exists two numbers r and h such that r ≤ r ≤ 2r, h ≥ r/n and P ∩ b(p, r ) = P ∩ b(p, r + h) (namely, the ring with outer radius r + h and inner radius r around c is empty of points of P ). Computing r and h is done by computing the distance of each point from c, and partitioning the distance range [r, 2r] into 2n equal length segments. In each segment, we register the point with minimum and maximum distance from c in this range. This can be easily done in O(n) time using the floor function. Next, scan those buckets from left to right. Clearly, the maximum length gap is realized by a maximum of one bucket together with a consecutive non empty minimum of another bucket. Thus, the maximum length interval can be computed in linear time, and yield r and h.
Let Pin = b(c, r ) ∩ P and let Pout = P \ Pin. Observe that dM(Pin, Pout) = minp∈P in ,q∈Pout dM(p, q) ≥ h ≥ r/n. Next, we build recursively a spanner for Pin and a spanner for Pout. We then add the edges between c and all the points of P to the spanner. Let G denote the resulting graph.
Since n/2 ≥ |Pin| ≥ n/2λ 3 points of P , the running time of the algorithm is O(λ 6 n log n). Similarly, the number of edges in G is O(λ 3 n log n).
We remain with the task of proving that G provides a 3n-approximation to the distances of P . Let Gin and Gout be the the graphs computed for Pin and Pout, respectively. Consider any two points u, v ∈ P . If u, v ∈ Pin or u, v ∈ Pout the claim follows by induction. Thus, consider the case that u ∈ Pin and v ∈ Pout. Observe that dM(u, v) ≥ h ≥ r/n. On the other hand, (u, v) . Clearly, this implies that dG(u, v) ≤ 3ndM(u, v), as claimed.
Lemma 3.6. Given a weighted connected graph G on n vertices and m edges, it is possible to construct in O(n log n+ m) time an HST H that (n − 1)-approximates the shortest path metric on G.
Proof Sketch. Compute the minimum spanning tree of G in O(n log n + m) time, and let T denote this tree.
Sort the edges of T in non-decreasing order, and add them to the graph one by one. The HST is built bottom up. At each point we have a collection of HSTs, each corresponds to a connected component of the current graph. When an added edge merges two connected components, we merge the two corresponding HSTs into one by adding a new common root for the two HST, and labeling this root with the edge's weight times n − 1.
We next estimate the approximation factor. Let x, y be two vertices of G. Denote by e the first edge that was added in the process above that made x and y in the same connected component C. Note that at that point of time e is the heaviest edge in C, so w(e) ≤ dG(x, y) ≤ (|C|−1) w(e) ≤ (n − 1) w(e). Since dH(x, y) = (n − 1) w(e), we are done.
The proof Lemma 3.4 now follows by applying Lemma 3.6 on the spanner from Lemma 3.5.
Extending greedy clustering to metrics of large spread
The main idea in removing the dependence of the running time on the spread is to apply the algorithm of Section 3.1 to a dynamic set of points that will correspond to a level of the HST. In more details, the set of points will correspond to the representatives rep v , where ∆v ≤ rcurr/n 4 ≤ ∆ p(v) , where rcurr is the current greedy radius, and ∆v is the HST label of v (i.e. the diameter of subtree rooted at v). The algorithm now needs to handle another type of event, since as the algorithm proceeds, the greedy radius decreases to a level in which ∆v ≥ rcurr/n 4 . In this case v should be replaced by its two children u, w. Specifically, if v belongs to a cluster of a point pi, we remove rep v from the list of points associated with the cluster of pi, and add rep u and rep w to this list (the case where pi is equal to rep v is handled in a similar fashion). Next, we need to compute for the new point its nearest center; namely, compute αrep u and αrep w (in fact, since rep v = rep u or rep v = rep w , we need to compute only one of those values). To this end, we scan the friend list of pi, and compute αrep u and αrep w from it. This takes λ O(1) time. We also need to insert
Thus, the algorithm has two heaps. One, is a max-heap maintaining the points according to their distances to the nearest center, that is for every point p ∈ P we maintain the values of αp in a max-heap. The second max-heap, maintains the nodes of the HST sorted by their diameters ∆ (multiplied by a factor of n 4 for normalization). At every point, the algorithm extract the larger out of two heaps, and handle it accordingly. One important technicality, is that the algorithm is no longer generating the same permutation as GreedyCluster, since we are not always picking the furthest point to add as the next center. Rather, we add the furthest active point. We refer to the new algorithm as NetPermutAlg.
Lemma 3.7. Let π = p1, . . . , pn be the permutation of P generated by NetPermutAlg. Furthermore, let r k = α k+1 
Constructing the Net-tree
The construction of the net-tree T is done by adding the points of P according to the NetPermutAlg's permutation. The construction algorithm and the resulting tree is somewhat similar to the data-structure of Clarkson [6] . Due to space limitations, we omit further exposition.
Augmenting the Net-tree
The following data structures enable fast searching on the net-tree T . All of them can be constructed in 2 O(dim) n log n time. For further details, see [15] . 
APPROXIMATE NEAREST-NEIGHBOR SEARCH

The Low Spread Case
Lemma 4.1. Given a net-tree T of P , a query point q ∈ M, and vertex u ∈ T at level l = (u) such that dM(rep u , q) ≤ 5 · τ l or p ∈ Pu, where p is the nearest neighbor to q in P . Then there is an algorithm that traverse T form u downward, such that for any t ∈ AE, after t + 4 steps, the algorithm
Proof. The query algorithm works as follows. It constructs sets Ai of vertices in T with the following properties:
The algorithm starts by setting A l = Rel(u). If p ∈ Pu then A l clearly satisfies the two properties above. If dM(rep u , q) ≤ 5 · τ l , then dM(rep u , p) ≤ 10τ l . Suppose for the sake of contradiction that p / ∈ ∪v∈A l Pv, then ∃v such that (v ) ≤ l, dM(rep u , rep v ) > 13τ l , and p ∈ P v . But then from the covering property dM(rep v , p) ≤ 2τ τ −1 τ l which means that dM(rep u , p) > (13 − 2τ τ −1 )τ l > 10τ l , a contradiction.
The set Ai−1 is constructed from Ai as follows: Let v ∈ Ai be the closest vertex in Ai to q, i.e., dM(rep v , q) = minw∈A i dM(rep w , q). Let B the set obtained from Ai by replacing every vertex of level i with its children. The set Ai−1 is obtained from B by throwing out any vertex w for which dM(q, rep w ) > dM(q, rep v ) + 2τ τ −1 · τ i−1 . It is easily checked that Ai−1 has the required properties.
The running time is clearly dominated by λ O(1) times the sum of the Ai's sizes. For i > f, dM(q, rep v ) is at most 2τ τ −2 · τ i , and therefore |Ai| ≤ λ O(1) . For i ≤ f , we have only a weak bound of |Ai| ≤ λ O(f −i) . Thus the running time of the algorithm for t steps follows. Notice that any point in
Low Quality Ring Separator Tree
Lemma 4.2. One can construct a data-structure which supports 2n-ANN queries in 2 O(dim) log n time. The construction time is 2 O(dim) n log n, and the data-structure uses 2 O(dim) n space.
Proof. The data structure is a binary search tree S, in which each vertex of the tree v is associated with a point pv ∈ P and radius rv. We are guaranteed that n/2λ 3 ≤ |b(pv, rv)| ≤ (1 − 1/2λ 3 )n, and that (b(pv, (1 + 1/2n)rv) \ b(pv, (1 − 1/2n)rv)) ∩ P = ∅.
The left subtree is recursively constructed on the set P ∩ b(pv, rv), and the right subtree is recursively constructed on P \ b(pv, rv) . The depth of S is clearly at most O(λ 3 log n). Such pv, and rv can be easily computed using Lemma 2.4.
The construction time T (n) obeys the recursive formula T (n) = T (n1) + T (n2) + O(n), where n1 + n2 = n, n/2λ 3 ≤ n1 ≤ n/2.
Once we have this data-structure, 2n-ANN can be found in O(λ 3 log n) time as follows. Let the root of the ring separator tree be u. Given a query point q, check its distance to pu. If dM(q, pu) ≤ ru then recurse on the left subtree. Otherwise, recurse on the right subtree. At the end, return the nearest point to q among pv, where v is on the path traversed by the algorithm.
The running time of this procedure is clearly dominated by the height of the tree which is O(λ 3 log n).
To see that this is indeed 2n-ANN, let a be the vertical path in the tree traversed by the algorithm, and let b be the vertical path in the tree connecting the root to the nearest neighbor of q in P . Let v be the lowest common vertex of a and b. Suppose that a continued on the left subtree of v while b continued on the right subtree. In this case the distance from q to the nearest neighbor is at least rv/2n, while dM(pv, q) ≤ rv. Thus pv is 2n-ANN. A similar argument is made for the second case, where a continues on the right subtree of v.
ANN algorithm for arbitrary spread
The algorithm for arbitrary spread is now pretty clear: During the preprocessing we construct the augmented nettree from Section 3. We also construct the low quality ring separator tree. The construction time is 2 O(dim) n log n, and the space used is 2 O(dim) n.
Given a query point q ∈ M, and the approximation parameter ε > 0, the query algorithm consists of three steps:
1. First, find 2n-ANN p1 using the low quality ring separator tree of Section 4.2.
2. Next find a vertex u in the net-tree which is an ancestor for p1 and that satisfies (p(u)) − 1 ≥ log τ (16 · dM(p1, q)) ≥ (u).
Hence
3. We now split the analysis into two cases.
(a) If 2.5·τ (u) ≥ 1 16 τ (p(u))−1 , then clearly dM(rep u , q) ≤ 5τ (u) , and thus u satisfies the conditions of Lemma 4.1.
(b) If on the other hand 2.5 · τ (u) < 1 16 τ (p(u))−1 , then the packing property of the net-tree implies that
⊂ P ∩ b(rep u , 1 4 · τ (p(u))−1 ) ⊂ Pu, and therefore p ∈ Pu. Thus, in this case u also satisfies the conditions of Lemma 4.1. 4. Set l = (u). Using the notation of Lemma 4.1, the fact that p1 is a 2n-ANN, implies that f ≥ l − (1 + log n), thus by setting the number of steps to t = log(n/ε) , and applying the algorithm of Lemma 4.1, we obtain (1 + ε)-ANN.
The running time of the query is λ O(1) log n + ε −O(dim) . We summarize:
Given a set P of n points of bounded doubling dimension dim in a metric space M, One can construct a data-structure for answering approximate nearest neighbor queries (where the quality parameter ε is provided together with the query). The query time is 2 O(dim) log n + ε −O(dim) , the expected preprocessing time is 2 O(dim) n log n, and the space used is 2 O(dim) n.
FAST CONSTRUCTION OF WSPD
Let P be an n-point subset of a metric space M with doubling dimension dim, and 1/4 > ε > 0 a parameter. Denote
A well-separated pair decomposition (WSPD) with parameter ε −1 of P is a set of pairs {{A1, B1} , . . . , {As, Bs}}, such that 1. Ai, Bi ⊂ P for every i.
Ai
Furthermore, the pairs of the WSPD correspond to (Pu, Pv), where u, v are vertices of a net-tree of P , and for any (Pu, Pv) ∈WSPD, diam(Pu), diam(Pv) ≤ εdP (rep u , rep v ).
Proof. We compute the net-tree T using Theorem 3.1. For concreteness of the WSPD, assume also that some weak linear order is defined on the vertices of T . The WSPD is constructed by calling to WSPD(u0, u0), where u0 is the root of the net-tree T , and WSPD(u, v) is defined recursively as follows.
WSPD(u, v)
Assume (u) > (v) or ( (u) = (v) and u v)
The analysis of the algorithm is omitted, see [15] for full details.
COMPACT REPRESENTATION SCHEME
A compact representation scheme (CRS ) of a finite metric space P is a "compact" data-structure that can answer distance queries for pairs of points. We measure the performance of a CRS using four parameters (P, S, Q, κ ), where P is the preprocessing time of the distance matrix, S is the space used by the CRS (in terms of words), Q is the query time, and κ is the approximation factor. Here we obtain, Theorem 6.1. For any n point metric with doubling dimension dim, there exist:
For general n-point metrics, Thorup and Zwick [22] ob-
is a prescribed parameter. The trade-off between the approximation and the space is essentially tight for general metrics. Closer in spirit to our setting, Gudmunsson et al. [9, 10] considered metrics that are t approximated by Euclidean distances in IR d , where both d and t are (possibly large) constants. They showed that such metrics have (O(n log n), O(n), O(1), 1 + ε)-CRS (The O notation here hides constants that depend on ε, d and t). Our scheme strictly extends 1 their result since metrics that are t approximated by a set of points in the d-dimensional Euclidean space has doubling dimension at most d log(2t). In Section 6.1 we show how using the net-tree it is possible to convert an A-approximate CRS into (1 + ε)-approximate CRS in essentially O(log A) time. We then show in Section 6.2 how to obtain O(1)-approximate CRS using Assouad's embedding.
Approximation Boosting Lemma
Assume we are given a data structure A, which is (P, S, Q, κ)-CRS of a set P ⊂ M, where κ ≤ 3n 2 . In this section, we derive a CRS with improved approximation. Besides storing the data-structure of A, we also need the HST H of Section 3.2, the net-tree T , the search data structure defined on T in Section 3.5, the ε −1 -WSPD W defined on T , and a hash function that in O(1) time check whether a given u, v ∈ T satisfy (u, v) ∈ W or not. We further require to compute in advance for every z ∈ H the set
This can be done using the data structures described in Section 3.5 in 2 O(dim) n log n time. Assuming Query-A(x, y) returns a value η, such that dM(x, y)/κ ≤ η ≤ dM(x, y), the query algorithm is:
Implementation details: u is found by scanning all vertices in Kz (there are only λ O(1) such vertices), and checking which one of them is an ancestor of x in T (ancestorship can be checked using the lca operation on T ). Note that an ancestor of x must be contained in Kz, since dM(rep z , x) ≤ ∆z, and thus the ancestor of level immediately below log ∆z must be in Kz. Similar thing happens with v . Both η and ∆z are 3n 2 approximation to dM(x, y) and therefore (u ) − (u0) ≤ 4 log n + 3, hence u0 can be accessed in constant time. The same goes to v0. Proposition 6.2. The while loop finds a pair in W after O(log κ) steps.
We thus obtain, Lemma 6.3. Let P be a n-point metric. Assume we are given a (P, S, Q, κ)-CRS A of a set P , where κ ≤ 3n 2 . Then, one can obtain (P ,
Assouad Embedding
To obtain a constant approximation of the distance quickly, we will use a theorem due to Assouad [2] (see also [16, 11] ). The following is a variant of the original statement, tailored to our needs.
is distorted by 1+ε factor. The embedding can be computed in ε −O(dim) n log n log Φ time, on words of length O(log(nΦ/ε)).
The relevance of Assouad's embedding to compact representations is clear: Intuitively, φ(x) is short, and given φ(x) and φ(y), we can compute the square of the ∞ norm of the difference, and obtain 1 + ε approximation to dM(x, y). Note however, that in order to be able to do it, we need to store Θ(log(Φ/ε)) bits for each real number, which may require many words to be represented in our computation model (see Section 2) . We solve this issue by reducing the problem for metrics with arbitrary spread a to a set of similar problems on metrics with only polynomial spread, on which Assouad's embedding can be applied. For a non-leaf vertex u ∈ Hi, i ∈ {1, 2}, denote by C(u) the set of children of u. We apply A on every C(u), u ∈ Hi, while noting that these metric spaces have a polynomial spread. Given two points x, y we approximate their distance as follows. We let ui = lcaH i (x, y), and xi [yi] be the child of ui which is an ancestor to x [y] in Hi. It's now straightforward to check that either dM(x1, y1) or dM(x2, y2) is a good approximation to dM(x, y), depending how large is ∆u i compared to ∆ lca H (x,y) . We can therefore use A on C(u1), C(u2) to approximate dM(x, y). Corollary 6.6. Every n point metric with doubling dimension dim has (P = ε −O(dim) n log 2 n, S = ε −O(dim) n, Q = ε −O(dim) , κ = 1 + ε)-CRS.
Proof. Combine Lemma 6.5 and Theorem 6.4.
Note that in Corollary 6.6 the query time depends on ε, in contrast to the claim in Theorem 6.1 (a). This can be remedied using Lemma 6.3:
Proof Proof of Theorem 6.1 (a). Use the CRS of Corollary 6.6 with constant ε0 = 0.1 as the bootstrapping CRS in Lemma 6.3.
Proof Proof of Theorem 6.1 (b). In [11] it is proved that for any metric (M, dM) with doubling dimension dim, it is possible to embed (M, d
. This embedding can be done in polynomial time. Using it as a replacement for Theorem 6.4, we therefore obtain the claimed CRS.
CONCLUDING REMARKS
In this paper, we show how to efficiently construct hierarchical nets for finite spaces with low doubling dimension, and use it in several applications. We believe that this result will have further applications.
Among other things, our fast construction of WSPD implies a near linear time construction of approximate minimum spanning tree of the space. Our fast construction of net-tree implies that one can do 2-approximate k-center clustering in O(n log n) expected time.
Further transfer of problems and techniques from low dimensional Euclidean space to low dimensional metrics seems to be interesting. A plausible example of such a problem is the construction of (1 + ε)-spanners with some additional properties (such as low total weight or small hop-diameter). Results of this flavor exist in low dimensional Euclidean spaces.
The all nearest neighbor problem is to compute for a set P of n points the (exact) nearest neighbor for each point of p ∈ P in the set P \{p}. It is known that in low dimensional Euclidean space this can be done in O(n log n) time [4, 23, 3] . However, In the context of constant doubling metrics, we show in the full version of this paper an adversarial argument that forces any such algorithm to performs Ω(n 2 ) distance queries.
One can also compute a constant factor approximation of the doubling dimension dim in 2 O(dim) n log n time using the net-tree. This also implies that all the algorithms presented in this paper may be invoked without knowing the doubling dimension in advance. More details on this are provided in [15] .
