INTRODUCTION
Avoidability problems in words have received much attention since the seminal papers of Axel Thue [Thue 1906 [Thue , 1912 Berstel 1995] . Generally speaking, the goal is to construct an infinite word over a finite alphabet with no factor (i.e., a contiguous block of symbols) having some property, or to show that no such word exists.
Thue constructed an infinite word over a 2-letter alphabet containing no factor that is an overlap (i.e., a finite word of the form axaxa, where a is a single letter and x is a possibly empty word), and he also constructed an infinite word over a 3-letter alphabet containing no factor that is a square (i.e., a finite nonempty word of the form ww).
Thue used iterated morphisms to construct his words. Given a finite alphabet and a morphism h : * → * satisfying h(a) = ax for some a ∈ and x ∈ * , we can iterate h to obtain ω (0), known as the Thue-Morse word t = 01101001 . . ., is overlap-free. Such a morphism is called 2-uniform since each letter is mapped to an image of size 2. It can also be shown that the fixed point of the (nonuniform) morphism given by 2 → 210, 1 → 20, 0 → 1, is squarefree. Erdős [1961] introduced the notion of abelian avoidability. An abelian kth power for k ≥ 2 is a finite nonempty word of the form x 1 x 2 · · · x k where |x 1 | = · · · = |x k | and each x i is a permutation of x 1 . Dekking [1979] constructed an infinite word over {0, 1} containing no abelian 4th powers, and an infinite word over a 3-letter alphabet containing no abelian cubes. The former is given by the fixed point of the morphism a → abb, b → aaab, and the latter is given by the fixed point of the morphism a → aabc, b → bbc, and c → acc. Keränen [1992] constructed an infinite word over a 4-letter alphabet containing no abelian squares, using an 85-uniform morphism. In all three cases, the alphabet size is optimal.
In what follows, we assume our finite alphabet is a subset of N. An additive kth power for k ≥ 2 is a finite nonempty word of the form x 1 x 2 · · · x k where |x 1 | = · · · = |x k | and x 1 = x 2 = · · · = x k , where by x i we mean the sum of the elements appearing in the word x i . For example, with the usual coding a = 1, b = 2, and so forth, the English word redistribute is an additive square, and the English word fascinate is an additive cube.
Since two words of the same length over {0, 1} have the same sum if and only if they are permutations of each other, Dekking's result mentioned here shows that it is possible to avoid additive 4th-powers. Pirillo and Varricchio [1994] raised the following question: do there exist infinite words over a finite subset of N avoiding additive squares or additive cubes? They raised the question in the context of semigroup theory, as follows:
Let S be a semigroup, let k ≥ 1 be an integer, and ϕ : + → S be a morphism. We say that a nonempty word w is a uniform k-power, mod ϕ if it can be written in the form w = w 1 · · · w k with ϕ(w 1 ) = · · · = ϕ(w k ) and |w 1 | = · · · = |w k |. If there exists an integer R(ϕ, k) such that each word w ∈ + with length ≥ R(ϕ, k) contains a factor that is a uniform k-power, mod ϕ, then we say that ϕ is uniformly k-repetitive. If for every finite alphabet , every morphism ϕ : + → S is uniformly k-repetitive, then we say that that S is uniformly k-repetitive. Pirillo and Varricchio [1994] proved the following. PROPOSITION 1.1. Let k ≥ 1 be an integer. Then the following are equivalent:
+ is not uniformly k-repetitive; (b) every finitely generated and uniformly k-repetitive semigroup is finite.
In this context, N
+ is not uniformly k-repetitive if and only there exists an infinite word over a finite subset of N that avoids additive kth powers. Pirillo and Varricchio [1994] observed that, by Dekking's result mentioned previously, the semigroup N + is not uniformly 4-repetitive. They remarked, "We do not know whether N + is uniformly 2-repetitive or uniformly 3-repetitive. This seems to be a difficult problem in combinatorial number theory."
This theme was taken up again by Halbeisen and Hungerbühler [2000] , apparently not knowing of the paper of Pirillo and Varricchio [1994] . They asked (in our terminology) if it is possible to avoid additive squares.
Five other recent papers mentioning the problem of avoiding additive powers are [Grytczuk 2008; Cassaigne et al. 2011; Freedman 2010; Au et al. 2011] .
In this article, we show that there exists an infinite word over the alphabet {0, 1, 3, 4} that avoids additive cubes. This answers one of the open questions of Pirillo and Varricchio [1994] . As a consequence, we get that N + is not uniformly 3-repetitive.
NOTATION AND DEFINITIONS
We consider the alphabet = {0, 1, 3, 4}. Define the morphism ϕ : * → * by
Define the infinite word
We will show that w contains no additive cubes. The morphism ϕ was discovered using an intelligent brute-force search procedure, which first attempted to find good candidates over the alphabet {0, 1, 2, 3}. After no candidate was found, the search was expanded to the alphabet {0, 1, 2, 3, 4}, although the candidate we found did not actually use the element 2.
By a block, we will mean a finite factor of w. The sum of a block is the sum of its symbols (interpreting the symbols 0, 1, 3, 4 as integers). We define a double block to be a pair of consecutive blocks, and a triple block to be a triple of consecutive blocks.
We note that applying ϕ does not map every additive-cubefree word w to an additive-cubefree word, even if w is squarefree. For example, ϕ(4340) = 0110103, which contains the additive cube 011010 as a factor.
Matrices and Eigenvalues
Let ψ : * → Z 4 be the Parikh map, which sends a word x ∈ * to a vector (|x| 0 , |x| 1 , |x| 3 , |x| 4 ) T ∈ Z 4 , where |x| a is the number of occurrences of a in x. We let M denote the incidence matrix of ϕ, given by
The eigenvalues of M are the roots of its characteristic polynomial X 4 − X 3 − 2X 2 + 2X − 1 and are, to limited precision, as follows: The eigenvectors are normalized to have Euclidean norm 1. Together, these matrices are an eigenvalue decomposition of M since M = Q Q −1 . We make extensive use of this decomposition. In particular, let τ : C 4 → C 4 be the linear map corresponding to left-multiplication by Q −1 . Also define linear maps τ j :
The matrix for τ is just Q −1 , and we have 
The rows of this matrix give us the maps τ 1 , . . . , τ 4 . Thus, for example,
Indexing and Parents
We use the notation
denote the symbols from p to q excluding the symbol at q, as long as p ≤ q. We interpret w [ p, p) to be the empty word. Define the function η that maps a position p to |ϕ(w[0, p))|. Since w = ϕ(w), the morphism ϕ maps any prefix w[0, p) of w to some other prefix of w. Therefore, ϕ(w[0, p) Note that ϕ is nonerasing, so it follows that |ϕ(x)| ≥ |x|. Since ϕ(0) = 03, it follows that |ϕ(x)| > |x| for any nonempty prefix x of w. Hence, η( p) ≥ p for all p, and the inequality is strict for p > 0. The function η is also clearly a nondecreasing function, so
We also have
By definition, some position p maps to ϕ (w[ p] ) starting at η( p), so we can think of each symbol in w[η( p), η( p + 1)) as arising from w [ p] . Accordingly, we define a function to associate the positions in [η( p), η( p + 1)) with p, given here.
Definition 2.1. For a position p in w, we let par( p) denote the parent of p, which we define to be the unique position t such that η(t) ≤ p < η(t + 1). Also, a child of a position p is any position q such that par(q) = p.
Parents have two elementary properties, which we present without proof.
(1) The inequality par( p) ≤ p holds for all p with strict inequality unless p = 0. We now form an infinite graph T with positions as vertices and edges from each vertex to its children (in the position sense). It follows from these properties that there is a path in T from 0 to any vertex. Also T is acyclic with the exception of the loop at 0. In other words, with the exception of a single loop, T is an infinite tree with 0 at the root. Part of this tree is shown in Figure 1 , where we see that w is obtained by a level-order traversal of T . Indeed, the levels are equal to a = 0, x = 3, ϕ(x) = 1, ϕ 2 (x) = 43, etc. so that
Since T is a tree, we are often interested in the path from 0 (the root) to an arbitrary vertex. We define the ancestral sequence of a position p to be the sequence
Suppose we are given a vector of positions
We extend the definition of parents to vectors by the equation
to be the blocks delimited by par(p). We also extend the definition of ancestral sequence to be the sequence of iterated parents for anything that has parents, for example, positions, vectors of positions, and consecutive blocks.
Parikh Vectors of Prefixes and Blocks
Define the function σ ( p) := ψ(w[0, p) ). That is, σ ( p) is the Parikh vector of the prefix of w up to, but not including, the position p. Note that
It follows that σ is injective. w[0, p) ) and perhaps another symbol, so we expect that σ (q) ≈ Mσ ( p). The following lemma makes this precise.
LEMMA 2.2. Given a position p, there is a bijection f between children of p and proper prefixes of ϕ(w[ p]). (By a proper prefix of a word x, we mean a possibly empty prefix different from x.) Furthermore, if q is a child of p and a is the proper prefix of ϕ(w[ p]) paired up with q via the bijection, then we have
Thus, every edge ( p, q) in T has a corresponding word a, as proper prefix of ϕ (w[ p] ). We can think of the a corresponding to an edge as an edge label. This allows us to extend the previous lemma from a single edge to any walk in T . 
PROOF. We use induction on , the length of the walk. When = 0, the result is trivial. Otherwise, by Lemma 2.2, we have
Then, we apply the induction hypothesis and simplify to complete the proof:
Now suppose we apply this corollary to an ancestral sequence,
. Let a i be the label for the edge from p i+1 to p i , for each i. Then, the corollary says that
For k large enough, we get p k = 0 so σ ( p k ) = 0 and thus
A Graph Homomorphism
Define a directed graph Q = ( , T ) where vertices are symbols, and with a set of labeled edges T as shown in Figure 2 . Let there be an edge from c ∈ to d ∈ labeled by ∈ * whenever is a prefix of ϕ(c) up to, but not including, some symbol d in ϕ(c). Notice that the map ζ that sends x to w[x] maps vertices in T to vertices in Q. Then, Lemma 2.2 says that if an edge ( p, q) is labeled by a then the word aζ (q) is a prefix of ϕ(ζ ( p)), so there is an edge (ζ ( p), ζ (q)) in Q also labeled by a. Therefore, ζ is a graph homomorphism from T to Q that preserves edge labels.
Definition 2.4. We say a labeled digraph homomorphism f : A → B is child-bijective if f maps children of a to children of f (a) bijectively for all vertices a ∈ A.
We claim that ζ is child-bijective. Every child of ζ ( p) in Q corresponds to a prefix of ϕ (w[ p] ), and these prefixes correspond to children of p according to Lemma 2.2, therefore children of ζ ( p) correspond to children of p. Furthermore, if q is a child of p then ζ (q) is a child of ζ ( p), so ζ is indeed child-bijective. Child-bijectivity implies a bijection between walks starting at p and ζ ( p), respectively. PROPOSITION 2.5. Let f : A → B be a child-bijective labeled digraph homomorphism. We define a functionf that sends walks in A to walks in B so that
If we fix some v ∈ A, thenf is a bijection between walks starting at v in A and walks starting at f (v) in B.
PROOF. Fix the vertex v in A. Let X be the set of walks in A starting at v of length and likewise let Y be the set of walks in B starting at f (v) of length . Clearly,f maps walks of length to walks of length , so it suffices to show thatf restricts to a bijection between X and Y for each .
Our proof proceeds by induction on . There is only one element in both X 0 and Y 0 , sof restricts to a bijection between X 0 and Y 0 . Let v 0 · · · v be a walk in X . We decompose this walk into a shorter walk v 0 · · · v −1 in X −1 and the final edge (v −1 , v ). By induction,f is a bijection between X −1 and Y −1 , so the walk maps to f (v 0 ) · · · f (v −1 ). Since f is child-bijective, it maps children of v −1 to neighbors of f (v −1 ), so v goes to f (v ). Now we recompose f (v 0 ) · · · f (v −1 ) and the edge (
Since all the maps were bijective,f is indeed a bijection.
By this proposition, ζ gives us a bijection between walks in T starting at some position p and walks in Q starting at w [ p] . If we are only interested in the edges of a walk in T , then we can use an equivalent walk in Q. The following definition illustrates this idea. Later, we will need to find all elements of D 9 , and this second definition is important because there are only finitely many walks of length 9 in Q compared to infinitely many in T . Thus, it is straightforward to enumerate the walks in Q, and thus elements of D 9 . There are the following four main steps to this proof.
COMPARING BLOCK SEQUENCES
(1) We bound |τ 3 (ψ(
(2) We show that the sum and length conditions force ψ(b 0 ) − ψ(c 0 ) to be in a lattice, L. We also show that the intersection of this lattice with the 2-dimensional subspace is trivial, and hence ψ(b 0 ) − ψ(c 0 ) belongs to a finite set of points.
(4) We show that since all the eigencoordinates are small, ψ(b i ) − ψ(c i ) is short, and we discuss how to enumerate these short vectors for the next section.
Bounding Two Coordinates
We start by bounding the third and fourth eigencoordinates. For this step, we do not require that the blocks have the same length and sum, so we state the theorem for any two blocks.
THEOREM 3.1. If b and c are blocks (not necessarily consecutive), then
where C 3 . = 2.1758 is a constant.
PROOF. First, notice that τ 3 is the complex conjugate of τ 4 . That is, for any x ∈ R 4 we have τ 3 (x) = τ 4 (x). Therefore, we only need to prove one of the inequalities because
We will prove the first inequality.
From Eq.
(1), we see that
If our block b is delimited by p 0 and q 0 , where
Now, apply τ 3 to get
We consider the magnitude and separate the first nine terms from the rest:
We bound the two parts separately, using different techniques. For the finite sum, we have
Note that α and α are in D 9 , so this is bounded by the maximum over all u, v ∈ D 9 of |τ 3 (u) − τ 3 (v)|. It turns out that there are only 301 vectors in D 9 , so it is not difficult for a computer program to determine that the maximum over all u, v ∈ D 9 is achieved by u = (24, 30, 24, 12) and v = (17, 25, 13, 5), and |τ 3 (u) − τ 3 (v)| . = 1.05517. For the infinite series, we first compute an upper bound for |τ 3 (δ i )|. Since δ i = ψ(a i ) − ψ(a i ) where a i , a i ∈ {ε, 0, 4}, it follows that |τ 3 (δ i )| is less than the maximum over all s, t ∈ {ε, 0, 4} of |τ 3 (ψ(s) − ψ(t))|. The maximum turns out to be C = |τ 3 (1, 0, 0, 0)| . = 0.81582 (by a relatively short computation), and is achieved by s = 0, t = ε. Then
Combining these two bounds gives us
By the same reasoning, we get an identical bound |τ 3 (ψ(c))| ≤ C 3 /2, and hence
Intersection with the Lattice
In this section, we start to use the fact that the blocks b 0 and c 0 have the same length and sum. This is true if and only if
Define a lattice of integer points that meet these conditions, as follows: 
where α . = 1.4914 and β . = 2.1657 are constants.
PROOF. We prove only Eq. (2), leaving Eq. (3) to the reader. The equation holds trivially when m = 0, so assume m = 0. We also use the fact that τ 3 (1, −1, −1, 1) . = 0.80357 − 2.09082i is nonzero. Then
If we take Therefore, m ∈ {−1, 0, 1}. Similarly, we deduce that n ∈ {−1, 0, 1}. Table I lists all nine possible vectors with m, n ∈ {−1, 0, 1}. We see that only three of them, (0, 0, 0, 0), (1, −2, 2, −1) and (−1, 2, −2, 1), satisfy the constraint |τ 3 (ψ(b 0 ) − ψ(c 0 ))| ≤ 2.1758, so ψ(b 0 ) − ψ(c 0 ) must be one of these vectors. for all i, where
Bounding Two More Coordinates
PROOF. Our proof is inductive, starting at i = 0. In the last section, we argued that ψ(b 0 )−ψ(c 0 ) is either (0, 0, 0, 0), (1, −2, 2, −1) or (−1, 2, −2, 1). We see from Table I that both inequalities are satisfied for these vectors.
Otherwise,
As in the proof of Theorem 3.1, the quantities |τ 2 (δ i )| and |τ 2 (δ i )| are bounded by the maximum over all u, v ∈ {ε, 0, 4} of |τ 2 (u − v)|, which turns out to be |τ 2 (1, 0, 0, −1)| . = 0.75301. By induction,
This completes the induction, and the proof of the second inequality. The proof of the first inequality is virtually identical, so it is left to the reader.
We have now bounded all four eigencoordinates of ψ(
will also have bounded length.
Finding U Define the set
where C 1 , C 2 , C 3 , C 4 are the constants in Theorems 3.1 and 3.3. These theorems prove that
PROPOSITION 3.4. If x ∈ U, then |x| ≤ 6.28.
PROOF. Since x is in U, there are bounds on the components of τ (x), and therefore on its length. We have Therefore, |x| ≤ 6.28.
Proposition 3.4 tells us that we can enumerate vectors in U by listing all integer vectors of length less than 6.28 and discarding the ones that fail to satisfy the inequalities |τ i (x)| ≤ C i for each i. Our computer program for enumerating U lists 503 vectors. There is not enough space to reproduce the entire list here, but it can be downloaded from http://www.student.cs.uwaterloo.ca/~l3schaef/sumcube/.
MAIN GRAPH 4.1. Graph Products
Recall the tree T with vertices representing positions in w. We are interested in finding an analogous graph for triple blocks. Since each triple block is delimited by four positions, so it is natural to consider the graph T × T × T × T = T 4 where the product of two graphs is defined here.
Definition 4.1. Let G 1 and G 2 be graphs. Define the tensor product G 1 × G 2 where
PROOF. Our computer search of G computes the set of vertices R ⊆ H that are reachable from A. It turns out that |R| = 135572, but R ∩ B is empty, so we conclude that w contains no additive cubes. COROLLARY 4.8. N + is not uniformly 3-repetitive.
ABELIAN SQUARES AND ADDITIVE SQUARES
We have established that there are no additive cubes in w, but what about additive squares? Since w contains the abelian square 0110, it contains arbitrarily large abelian squares of the form ϕ n (01)ϕ n (10). On the other hand, we showed in Section 3.2 that if two blocks u and v (not necessarily consecutive) have the same length and sum, then ψ(u) − ψ(v) is either the zero vector or ±(1, −2, 2, −1), examples of both occur in w. However, examining the first few thousand symbols of w suggests that ψ(u) − ψ(v) = (1, −2, 2, −1) occurs only when u and v are not adjacent in w. This suggests the following result.
THEOREM 5.1. Every additive square in w is an abelian square.
PROOF. We use the same techniques we used for additive cubes. Recall that for additive cubes we constructed a graph G that described triple blocks and parent-child relationships between them. We started with Q 4 (one copy of Q for each of the four delimiting symbols) and then augmented Q 4 with two vectors in Z 4 (to describe the differences between blocks). For additive squares, we construct an analogous graph F by starting with Q 3 (there are only three delimiting symbols) and augmenting it with one vector in Z 4 (there are only two blocks to compare). Every node in G along the path to an additive cube belongs to a finite set H, and similarly every node in F along the path to an additive square belongs to 3 × U. We can translate everything we did for additive cubes over to additive squares without much difficulty.
Once we have translated everything, additive squares in w correspond to certain reachable nodes in a particular finite graph. Moreover, we can reach node ((c 1 , c 2 , c 3 ), x) if and only if there are adjacent blocks u and v delimited by symbols c 1 , c 2 , c 3 such that ψ(u) − ψ(v) = x. It turns out that there are 24 nodes corresponding to additive squares and all of those nodes belong to 3 × {(0, 0, 0, 0}. It follows that every additive square in w is an abelian square.
Remark 5.2. Note that not all nodes in 3 × {(0, 0, 0, 0)} are reachable. For instance, the node ((4, 3, c), (0, 0, 0, 0)) is not reachable for any c ∈ , so there is no additive square such that the first block starts with 4 and the second block starts with 3. With more work, it should be possible to describe all additive squares in w, but that is beyond the scope of this article.
A TWO-SIDED INFINITE WORD AVOIDING ADDITIVE CUBES
Previously, we have shown that the (one-sided) infinite word → ϕ ω (0) = 031430110343430 · · · avoids additive cubes. Using the appropriate iterations of ϕ, we now prove the same result for two-sided infinite words. (Such a word is a map from Z to a finite set, in this case, = {0, 1, 3, 4}, as opposed to the one-sided infinite words-maps from N to -we have discussed thus far.) For notation and results involving morphisms and two-sided infinite words, see Shallit and Wang [2002] . In particular, we write a two-sided infinite word as · · · a −2 a −1 a 0 .a 1 a 2 · · · , where the period is written to the left of the symbols indexed with 1. Also, if h is a morphism satisfying h(a) = xa for some word x, then we define ← h ω (a) to be the left-infinite word · · · h 3 (x)h 2 (x)h(x)xa.
THEOREM 6.1. There exists a two-sided infinite word over = {0, 1, 3, 4} avoiding additive cubes.
PROOF. Note that 30 is a factor of ϕ 4 (0). It follows that for all n ≥ 0, the word ϕ n (30) contains no additive cube. Now ϕ 2 (3) = 43, and ϕ 2 (0) = 031. Letting h = ϕ 2 , we see that
is a two-sided infinite word avoiding additive cubes.
