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Wind energy is one of the most abundant renewable energy sources mankind has
tamed and wind turbine adoption on a global scale is in full swing. However,
the same cannot be said for small scale projects, which are falling behind other
renewable energy sources mainly due to scarce information and a lack of public
awareness. To tackle this problem, an affordable measuring station based on
open source hardware and software was designed. The measuring station relays
environmental data to a remote cloud platform, using long- or short-range wireless
communication. The cloud platform features a RESTful API and is used to store,
automatically analyse, and present measurement data. Based on measurement
data, periodic wind speed histograms are formed, which are later combined with a
wind height extrapolation model to obtain wind speed values at wind turbine hub
height. The extrapolated data is then applied to different turbine models to assess
the prospects of a potential investment. An initial measuring station prototype
has been running since September 2018, on which an example calculation of the
annual wind energy trends and the potential income at the measuring location
are based and presented.





Največji svetovni vir izpustov CO2 predstavlja proizvodnja električne energije.
Ta je že več kot 50 let na vrhu lestvice, vendar se kot posledica prehoda na
obnovljive vire energije njen doprinos k svetovnemu onesnaženju počasi manǰsa.
Med obnovljivimi viri energije je med najpomembneǰsimi vetrna energija, ki je
po količini proizvedene električne energije v letu 2018 v Evropi prehitela sončno
energijo. Kljub temu prehod na vetrno energijo na lokalni ravni zaostaja za
svetovnimi trendi.
V letu 2010 se je Republika Slovenija podala na desetletno pot postopne po-
stavitve vetrnih turbin, ki bi naj do leta 2020 v omrežje dobavljale skupno 50 MW
električne moči. V poletju leta 2019 je skupna priključna moč vetrnih turbin v
Sloveniji znašala manj kot 5 MW, omenjeni cilj pa je kljub vse bolǰsim pogojem
za postavitev vetrnih turbin še daleč od uresničitve.
Podobno kot sosednje Alpske države je tudi Slovenijo v preteklih letih priza-
delo več naravnih nesreč, ki so povzročile pospešeno sečnjo gozdov. Na prizadetih
območjih je v istem obdobju prǐslo do vse vǐsjih zabeleženih povprečnih hitrosti
vetra in raziskave kažejo, da je v zadnjih sedmih letih na območju Alp prǐslo do
30 % povǐsanja povprečne hitrosti vetra.
Veter je v primerjavi z ostalimi obnovljivimi viri energije, kot je sončna ener-
gija, izrazito lokalen in razmeroma nepredvidljiv pojav, zato ga je težko mo-
delirati. Za merjenje vetra uporabljamo naprave imenovane anemometri, ki so
najpogosteje nameščene na vǐsini 10 m. Čeprav je trg poplavljen z vremenskimi
merilnimi postajami, te pogosto ne omogočajo celotnega paketa zajema, hranje-
nja in obdelave podatkov. Tovrstne rešitve so dostopne le na profesionalni ravni,
cene pa so primerljive z nakupom manǰsega stanovanja v Ljubljani. Zaradi tega
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sta bili v sklopu tega dela razviti odprtokodna merilna postaja za zajem podatkov
in javno dostopna aplikacija v oblaku za hranjenje ter analizo podatkov.
Merilna postaja je zgrajena okrog osrednje mikrokrmilne enote in poleg ane-
mometra vključuje še senzorje za merjenje temperature zraka, relativne vlage,
zračnega pritiska, električne napetosti in električnega toka. Zadnji dve količini
s pomočjo sončne celice, njenih značilnosti in z dodatnimi releji omogočata po-
sredno merjenje moči vpadne sončne svetlobe. Merilna postaja omogoča lokalno
shranjevanje podatkov, pošiljanje meritev v oblaku preko brezžične povezave na
kratko ali dolgo razdaljo in lahko, ob uporabi baterije ter dodatne napajalne
naprave, obratuje povsem avtonomno.
Zaradi nizke potrošnje električne energije, enostavnosti uporabe in
razširjenosti na trgu, je bil za izdelavo merilne postaje izbran mikrokrmilnik At-
mel SAMD21. Ta se nahaja na Amtel SAM D21 Xplained Pro razvojni plošči, ki
omogoča neposredno programiranje mikrokrmilnika s SWD programatorjem, ali
pa preko serijske povezave z integriranim programatorjem EDBG.
Na mikrokrmilniku je nameščena različica realnočasnega RIOT-OS operacij-
skega sistema za vgrajene sisteme, znotraj katerega teče glavna aplikacija, na-
pisana v programskem jeziku C. Aplikacija se za sledenje časa, zajem grobih
podatkov, komunikacijo s senzorji in poročanje izmerjenih podatkov poslužuje in-
tegriranih enot mikrokrmilnika: sistemske ure, analogno-digitalnega pretvornika,
I2C gonilnika ter UART naprave.
Prenos meritev med merilno postajo in aplikacijo v oblaku preko kraǰsih raz-
dalj je možen s pomočjo Wi-Fi komunikacijskega protokola, medtem ko LoRa-
WAN protokol omogoča komunikacijo na dalǰse razdalje. V primeru uporabe
mikroračunalnika kot Wi-Fi komunikacijske enote je s pomočjo vgrajenega pro-
gramatorja EDBG prav tako možno programiranje mikrokrmilnika na razdaljo.
Aplikacija v oblaku je bila zasnovana v Node.js programskem okolju ter služi
hranjenju in analizi podatkov. Dostop do nje je omogočen preko API vmesnika,
razvitega v skladu z REST smernicami. Aplikacija uporablja MongoDB podat-
kovno bazo, kjer se poleg meritev hranijo tudi podrobnosti o posamezni merilni
postaji, njenemu lastniku ter rezultatih periodičnih analiz, hkrati pa v njej naj-
demo modele različnih turbin, uporabljenih v analizah.
Povzetek xi
Ker se meritve vetra navadno izvajajo na vǐsini 10 m, jih je potrebno ekstra-
polirati na vǐsino vetrne turbine. To je narejeno s pomočjo logaritemskega ekstra-
polacijskega algoritma, katerega koeficiente določa razgibanost površja v okolici
merilne postaje. Skupaj z modelom turbine ekstrapolirani podatki o hitrosti ve-
tra tvorijo moč, ki jo turbina proizvaja. Ob podatku o času trajanja intervalov
merjenja podatek o moči nato pretvori v količino proizvedene električne energije.
S pomočjo prototipa merilne postaje, ki je meril hitrost vetra med septembrom
2018 in avgustom 2019, je bil skupaj z modeli turbin med 9.8 kW in 3 MW
nominalne moči izračunan približek letnega donosa. Ta bi za omenjene vetrne
turbine znašal med 3.950 in 817.000 kWh električne energije, oziroma med 647
in 134.000 €. Zanimiveǰsi podatek za potencialno investicijo je ta, da bi 20 kW
vetrna turbina, postavljena na vǐsini 30 m med hǐsami v vasi Hrib v Loškem
Potoku, na letni ravni ustvarila donos 1.850 €. Na isti lokaciji bi na 100 m vǐsine
vetrna turbina z 2.000 kW priključne moči ustvarila količino električne energije
v vrednosti 127.000 €. Ob tovrstnih podatkih se poraja vprašanje, kakšen bi bil
donos na lokaciji izven naselja, ki je bolj izpostavljena vetru.
Konec zajema podatkov s prvotnim prototipom sovpada s postavitvijo nove
merilne postaje. Ta uspešno poroča podatke od konca septembra 2019 in bo v
bodoče nudila vpogled v ostale okoljske spremenljivke ter njihov vpliv na vetrno
energijo.
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1 Introduction
Electric power generation is the world’s largest source of CO2 emissions [1]. In
fact, it has been for the last 50 years, but, in comparison with other pollution
sources, it has started to decline in the past decade as a direct consequence of the
increased adoption of renewable energy sources [2]. As a renewable energy source,
wind energy is proving to be a powerful asset in the battle against air pollution
and it even surpassed solar power as a renewable energy source in Europe in
2018 [3]. There is a lot of discussion about the effects of wind turbines (WTs)
on wildlife and nearby communities. Studies show opinions of such communities
are greatly divided [4], although well-positioned higher rising turbines should not
have an effect on their surroundings and the local wildlife [5]. In the eyes of
the general public, WTs are instead seen as an added effort to preserve nature’s
beauty [6].
1.1 Wind as an energy source in Slovenia
In 2010 The Republic of Slovenia stated that by the year 2020 at least 50 MW
of electrical power should be derived from wind energy [7]. Given that in the
summer of 2019 Slovenia had less than 5 MW of installed WTs [8], this goal is
still out of reach.
Slovenia, similarly as its neighbouring Alpine states Italy and Austria, has re-
cently suffered from several natural disasters, which resulted in numerous clear-
ings in forests. The devastation of forest land coincides with the increase of
measured wind speeds in the region [9]. The bottom three images in figure 1.1
show the wind speed increase factor during the last 7 years in Central and West
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Europe. The biggest hotspot can be noted in and close to the Alpine regions, with
increase values greater than 30 %. The top three images show mean wind speed
values and are further described by the figure’s author in the original scientific
publication [9].
Figure 1.1: Absolute wind speed values in Europe and their increase factors
during the last 7 years.
1.2 Measuring the wind
Wind, as opposed to other renewable energy sources like solar power, is a local
phenomenon, which makes it difficult to model and predict. It is traditionally
measured using cup-based anemometers, which are often used together with a
wind vane for measuring the wind’s direction at a height of 10 or more metres
1.2 Measuring the wind 3
above ground level (AGL). To increase the precision of the measurements, an
ultrasound anemometer can be used. However, regardless of the sensor type, the
system will still only measure wind speed in a particular spot. If the position of
the sensor is not ideal, even a location otherwise exposed to high wind speeds
may be wrongly deemed as inappropriate for WT installation.
Although measuring stations with open source data, such as those owned by
different national meteorological institutions, are plentiful, they do not offer ade-
quate coverage. Such stations are mostly located in cities and large urban areas,
found in places with milder environmental conditions, which are not prosperous
for electrical energy production using WTs.
There is the possibility of buying and installing a professional grade wind
measuring station, but these stations often feature only local data storage and
rarely enable custom software updates. Even if remote data logging is available,
the data is often sent off and stored in a dead endpoint. It is held private and
is only made public as the result of the measuring station owner’s good will.
However costly such professional measuring stations may be, they still do not
include data analysis and potential income calculation, which is the main point
of interest for potential investors.
1.2.1 Alternative approach
Other approaches to measuring wind parameters exist, one of which was also
experimented with during the creation of this work [10]. It is based on measur-
ing wind parameters using autonomous unmanned aerial vehicles (AUAVs). An
AUAV is a versatile machine, which can be fitted with various wind speed sensors
[11], or it can be used as one big standalone sensor. By observing its position
and attitude during flight, one is able to calculate an estimate of wind speed
and direction [12]. Flying the AUAV to different positions enables it to cover a
wide area, while flying at different altitudes grants access to the wind’s height
profile. By itself this measurement method is not suitable for conducting long
term measurements, as the AUAV has to spend a lot of time on the ground when
charging its battery. However, when coupled with a ground-based measuring sta-
tion, it is able to provide extra value to the ground station’s measurements for
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more accurate measurement data extrapolation.
Figure 1.2: Suitable UAV platform for wind monitoring.
1.2.2 Open source measuring station
This work describes a measuring station (MeSt) concept, where all of the compo-
nents are readily available on the market and where the source code can be found
in public repositories. The process of setting up the MeSt requires installing it
using everyday tools and if the electronic components are not pre-flashed, only
minor tinkering is required in order to program them. More experienced users
can make use of the source code and, due to its portability, modify it rather easily
and swap some of the electrical components with their preferred options.
A central cloud platform is presented as the convergence point for measure-
ment data and includes automatic wind measurement data analysis. In the last
section of the paper, measurement data collected over the past 12 months us-
ing the initial MeSt prototype is presented and the potential WT income at the
measuring location is assessed.
2 Methods
In this section the steps taken in designing the MeSt, both from the hardware
and software point of view, are presented. First, the MeSt’s physical design is dis-
cussed, together with a description of the electrical components which were used.
The chapter then continues with describing the operating system in use and the
modifications that were made, the core embedded application, and how the com-
munication units are used together with the embedded application. From there
on the cloud platform used for measurement data aggregation is presented, high-
lighting the platform’s underlying technology, database structure and API. The
final part of the chapter addresses the methodology used for wind measurement
data analysis.
2.1 Measuring station
A MeSt is built up of a development board (dev-board) carrying a microcontroller
unit (MCU), a series of sensors, and a communications unit. Depending on the
configuration and the availability of power sources, it can be fitted with DC/DC
power converters and a solar module, together with a battery and a charger unit.
Additionally, a flash memory card may be provided for local measurement data
storage.
Measurement data is sampled at 3 s time intervals and further evaluated at
the end of the measurement time period (MTP). As soon as the data has been
evaluated, it is sent off to the remote cloud platform and optionally stored locally.
The MTP can be defined as an arbitrary number of minutes, usually restricted
by the main means of communication and the allowed on-air times. Ideally, it is
5
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set to 1 min, giving high resolution measurement data.
The figure 2.1 presents an overview of the measuring system with its compo-
nents at its fullest configuration.
Figure 2.1: Schematic overview of the measuring station’s design.
2.1.1 Sensors
A fully equipped MeSt at the time of writing can sample data from three separate
sensor modules, which results in nine data variables. Table 2.1 lists the sensor
modules, the data they measure, and their output data types.
The anemometer wind measuring device is cup-based and includes a wind
vane. Each rotation of the cups generates a digital interrupt signal, while the
wind vane outputs an analog voltage from GND to Vcc, which translates to the
wind’s direction from 0 to 360°. In the proposed design the anemometer is not
directly connected to the dev-board, but is instead connected to a counter circuit,
which is then interfaced by the MCU. The wind measurement format follows
the guidelines set by the European centre for medium-range weather forecasts
(ECMWF) [13]. As proposed by the ECMWF, wind gust speeds are measured in
3 s time intervals during the MTP. The gust speeds are summed up and averaged
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out after the MTP has elapsed, giving an average wind speed during that time,
while the highest measured gust speed is also reported. Wind direction, on the
other hand, is reported as the average direction the wind is blowing in during the
MTP with a resolution of 22.5°.
Table 2.1: MeSt sensor modules.



















Because wind is essentially a one-word representation of freely flowing air
masses, a sensor module used for observing air temperature, pressure, and rela-
tive humidity was included in the MeSt. Although these parameters and their
connection to the wind may differ from one location to the other, they may prove
vital during later data analysis.
To keep the MeSt simple and not affect the total budget, the Bosch BME280
module [14] was used. It is able to measure all three of the aforementioned
environmental data parameters, it offers multiple communication protocols and
is readily available on the market. Measurement data is sampled similarly to
wind speed data, averaging measurements made at 3 s time intervals at the end
of the MTP.
Since solar energy is the first alternative to wind energy which can be imple-
mented both on a small and a big scale, it is sound to have the MeSt additionally
sample irradiance data. Because the MeSt is primarily built to be powered by 12
or 24 V DC current and so that its main source of power may come from a small
solar panel, it is easiest to take advantage of the extra component and use it for
measuring solar irradiance. In case the MeSt does not derive its power from a
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solar panel, a small and affordable reference solar cell is used.
When measuring irradiance, two parameters are important: short circuit cur-
rent Isc and open circuit voltage Uoc. The measurements are made using the TI
INA219 module, which can measure currents up to 3.2 A and voltages up to 26
V. It offers the same communication protocols as the BME280 module, making
communication simpler and using up less pins on the MCU.
Apart from the INA219 module [15], a relay is used to switch between measur-
ing Isc and Uoc. In case a solar module is used to power the MeSt, a second relay
is used to disconnect the module from the maximum power point tracker (MPPT)
circuit for the duration of the measurement. A third relay may be used to switch
between measuring the solar panel’s voltage and the backup battery’s voltage.
Depending on the relays’ characteristics and number of relays used, measuring
Isc and Uoc can take up to 50 ms.
2.1.1.1 Counter circuit
Since the market is full of anemometers with different capabilities, prices, and,
most notably, communication interfaces, a counter circuit (CC) PCB was de-
signed to provide an added layer of abstraction. That way the MCU has one less
incoming interrupt to keep track of, so it may enter deeper sleep modes and the
internal timer counters are left available for other applications and the OS to use.
Furthermore, as adding timer counter support to an embedded application is a
tedious task compared to basic general purpose input output (GPIO) pin usage,
the CC adds to the portability of the MeSt design, meaning the MCU can be
swapped with another model without requiring drastic changes to the embedded
application.
The CC is made up of three main components: two TI CD4052 8/3 multiplex-
ers and a TI CD4040 ripple carry binary counter. The counter’s main concern
is receiving interrupts from the anemometer and outputting the total interrupt
sum. Let us assume that the counter’s input is on one side, while its outputs are
on the other, each multiplexer is then positioned on either side of the counter.
The one next to the counter’s outputs is in charge of multiplexing the lower 8 bits
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of the counter’s output, thus reducing the total number of needed MCU GPIO
pins.
The multiplexer next to the counter’s input acts as an input switch, disabling
input interrupts for the short duration while the counter is being read by the
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Figure 2.2: Counter circuit schematic.
It takes the MCU roughly 6 µs to read the stored value, which is less than the
rise time of the interrupt signal, meaning that no interrupts should be missed by
the counter. Given the 3-second time intervals for measuring wind gust speeds
and that the lower 8 bits of the counter can store a total value of up to 255 before
overflowing, the maximal measured wind gust speed is about 85 m/s, or more
than 300 km/h.
The CC is interfaced in the following order:
1. disable counter input,
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2. read the counter’s lower 8 output bits,
3. reset the counter to 0,
4. enable counter input,
5. continue with time consuming tasks.
2.1.2 Microcontroller unit
No matter the size and complexity of the MeSt’s sensor network, it needs a
reliable way to coordinate the attached peripheral components and convey the
measurement data to the cloud platform. Although the majority of sensor mod-
ules offer digital communication interfaces, there is still the need for an analog to
digital converter (ADC), while low overall power consumption is always welcome.
Therefore, a suitable MCU was selected with some general guidelines in mind:
• the MCU must be widespread, meaning it can be found on lots of different
dev-boards and that it can be used with a variety of operating systems,
• it must have an integrated ADC, multichannel timer, I2C and SPI com-
munication interfaces, together with a sufficient number of GPIO pins used
for interfacing all the peripheral components,
• it should have a low power consumption, making it suitable for operation
in remote environments,
• the MCU has enough flash memory available, enabling the use of an off-
the-shelf operating system,
• since other components use a 3.3 V operating voltage, the same is desired
for the MCU in order to avoid the use of level shifting devices,
• JTAG, or SWD electrical interfaces must be supported for debugging pur-
poses,
• the MCU is low cost, meaning dev-boards can be bought for under 30 €.
Based on the above, the Microchip (Atmel) SAMD21 [16] was chosen as the
most appropriate. It incorporates a single ARM Cortex M0 core, together with
all of the listed internal components and communication interfaces. While it can
be found in different versions, such as the SAMD21H18A and SAMD21J18A, the
differences prove minute, as the MCU’s core functionality stays the same.
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A variety of different SAMD21 dev-boards produced by the likes of Adafruit,
Arduino, and Atmel can be found on the market. Some dev-boards even offer
Atmel’s onboard programmer EDBG [17], used to program the device using only
a conventional USB cable.
2.1.2.1 Device flashing
As hinted in section 2.1.2, there are two approaches to flashing the MCU.
One is via the use of an external JTAG/SWD programmer, which, on one
end, plugs into a computer’s USB port and on the other connects directly to the
MCU, using a four wire connection. This approach features breakpoint insertion
and code-stepping, offering in-depth debugging and thus making it useful during
application development. Its downside is that it introduces additional equipment
to the design, which takes up extra space and increases total system costs.
The other approach involves the use of dev-boards with a simplified miniature
onboard programmer, which is already connected to the MCU, so the device used
for programming the MCU can be connected directly to the dev-board. Although
this is a lightweight approach, it does have a downside, since the onboard pro-
grammer usually lacks the debugging capabilities of an external one, making it
less suitable for application development and testing.
Using a combination of both approaches means the developer can increase
work efficiency during development with the help of an external programmer and
rely on using the onboard programmer when working in a remote environment.
2.1.2.2 Development board
Due to its small form, development initially started using the Rhomb Duino
Zero dev-board [18], but since it lacks an EDBG onboard programmer, Atmel’s
SAM D21 Xplained Pro board [19] was later chosen as the preferred option. The
Xplained board enables both programming using the EDBG programmer and
debugging using the SWD interface. It comes in a slightly bigger form factor,
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but contrary to many other dev-boards, which only offer access to a handful of
the MCU’s pins, the Xplained board exposes almost all of the SAMD21’s pins,
giving the developer more freedom in assigning their functionality. In a typical
SAMD21 dev-board price range of approximately 15 to 40 €, the Xplained board
fits in the upper half of the price range at about 30 €.
2.1.3 End design
After all of the components are acquired, they need to be tested, connected and
placed in a live environment. Before doing so, the components should be installed
in a watertight enclosure which will withstand different weather conditions. An
IP67 [20] grade polycarbonate enclosure should keep the components safe and
offer a good quality-price ratio. The enclosure is fitted with cable glands, which
offer an airtight seal around cable inlets, and two pressure glands, mounted on
opposite sides of the enclosure. The latter two enable air to flow freely through
the enclosure while keeping moisture out. It is crucial that these two elements be
made of high quality, otherwise the MeSt’s operation may be compromised.
Figure 2.3: Installed components in the outdoor enclosure.
When all of the components have been placed inside of the enclosure and
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properly connected, it is time to set up the MeSt. The anemometer is placed
on top of a metal pole, or other similar 10-or-more meters high object, while
the enclosure is mounted to the lower part of the object, making it accessible
in the case of later intervention. The solar cell or module is placed in close
vicinity to the enclosure, pointing south or north, depending on the hemisphere,
at a tilt angle relative to the measuring location [21]. Once power is provided,
a properly configured and connected MeSt should automatically start measuring
and reporting data.
Figure 2.3 shows the installed components in a 250x400x160 mm enclosure
with DIN rails installed. Inside, the PCBs are placed on a common PCBmounting
platform, keeping them in place on one of the DIN rails. The blue PCB on the left
is the Xplained dev-board, next to it is the CC, followed by the BME280 module
above the INA219 module and finally the two relay modules opposite one another.
The relay is connected as a switch between the INA219 and the solar cell, with
the latter then connected to the Xplained board’s I2C bus. The BME280 also
uses the I2C bus, while the CC’s I/O pins are directly connected to the Xplained
board’s I/Os. Lastly, the CC and the Xplained board are connected to two
external devices: the anemometer and UART to HTTP bridge correspondingly.
All of the PCBs derive power from the 3.3 V terminal blocks, with the exception
of the Xplained board, which features an internal low drop-out (LDO) voltage
regulator and is powered by 5 V.
For a better overview of the components used, table 2.2 includes a rough bill of
materials. The use of a single index for two separate components marks exclusion
between the two.
2.2 Embedded system application
With regard to software, the embedded system application is the core of the
MeSt, as its job is to sample sensor data, reformat it and send it to the remote
cloud platform. Optionally, the data can be stored locally. The application is
made to run without modifications on the MCU described in section 2.1.2 and
is written in C, the same as the underlying OS’s kernel code. With some minor
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Table 2.2: Components used for developing the MeSt.
Index Component name Mandatory
1 Atmel SAMD21 Xplained Pro ✓
2 DC power supply ✓
3 Raspberry Pi ✓
3 Microchip RN2843 ✓
4 Davis Vantage anemometer ✗
5 Bosch BME289 ✗
6 Texas Instruments INA219 ✗
7 Solar cell and relays ✗
8 Outdoor enclosure ✗
adjustments it can be further ported to other MCUs, as described later in this
chapter.
In order to interface the sensor modules and sample data, the embedded appli-
cation includes GPIO pin, ADC and I2C protocol support, while it communicates
with the cloud platform using a UART device and a series of network bridges.
The embedded application can be easily configured, based on the desired
sensor modules and network limitations. Moreover, it includes error detection
in the case of a malfunction or unreachable sensor module and regularly reports
system status to the cloud platform. The embedded system application can be
obtained from its primary repository [22].
2.2.1 Operating system
Before starting embedded system software development, an operating system
(OS) was chosen, on top of which the application would run. Using an OS
isn’t entirely necessary, but as the application grows in complexity, having a well-
designed and documented OS helps decrease development times. There were quite
a few possibilities to choose from, with OSs such as Mbed, FreeRTOS, Zephyr
and others all considered a viable option. Eventually RIOT [23] was chosen
on the basis of its well-documented design, abundance of drivers, source code
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availability and, above all, its ease of programming, testing and flashing using a
Linux desktop. It did, however, have one flaw which needed to be addressed.
RIOT is a real time operating system with a tickless scheduler, meaning it
schedules tasks based on incoming events. Such an event could be a stream of
incoming serial data or a simple push of a button, but in the case of the MeSt it
needs to be a carefully timed interrupt. As described in section 2.1, measurements
must be made every 3 seconds. The two approaches at hand are using an external
real time clock (RTC), or delegating this function to one of the MCU’s internal
timers. Because RIOT only has support for one-time timers, modifications were
made to the source code in order to add support for a repeating cyclic timer
interrupt.
Although modifying MCU specific parts of the OS reduces its portability, since
RIOT already includes timer support, only minor corrections in the initialization
process were needed. A 16b timer was pre-scaled and made to output interrupts
in the region between 1 and 4 seconds, based on the selected period. All of
this was done while leaving the OS clock’s 32b timer untouched and, to verify
the modifications made, the same procedure was carried out with success on a
Microchip SAM3X8E MCU [24].
Other changes to the OS include added ADC support for the SAMD21H18A
MCU and the addition of the Rhomb Duion Zero dev-board configuration files.
2.2.2 Multitasking
To keep the embedded system application well-organized, it was broken down
into separate logic blocks. The logic blocks are associated with one of the three
connected sensor modules, local storage, and the UART device. This separation
of concerns enables easier system configuration based on the devices in use and
results in a more deterministic system operation.
Each logical block is run by the OS as a separate thread. Following the mea-
surement procedures presented in section 2.1.1, the threads associated with sen-
sor equipment are scheduled at shorter 3-second time intervals. When the longer
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MTP has elapsed, the local storage and UART device threads are added into the
task queue. The main program loop and timer interrupt routine flowcharts are



















Figure 2.4: Embedded application loop and timer interrupt routine diagrams.
During initialization, each thread is given a fixed priority and its stack size
is defined. The stack size is the same for all tasks and offers lots of overhead
memory in case of future upgrades. The assigned priorities, on the other hand,
differ from thread to thread and, since the maximal configured thread number
is 5 and the OS offers 16 different priority levels, each thread was given its own
unique priority value. The biggest emphasis is on the anemometer’s thread, while
the thread associated with local storage is the last to run. In case all threads were
added to the scheduling queue at the same time, they would run in the following
order:
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1. Wind data t. - most time sensitive, since wind gust measurement periods
need to be equally long,
2. Environmental data t. - time intervals can differ, without interfering with
the measurement,
3. Electric data t. - the same as with the Environmental data thread,
4. Serial data t. - only after all measurement data has been sampled, report
it to the cloud,
5. Local storage t. - same as with Serial data thread, only store the measure-
ment data locally.
2.2.3 Communication
The MeSt is able to sample relative environmental data and store it on an at-
tached flash memory card on its own. This kind of approach may be robust,
but it requires physical contact with the MeSt each time measurement data is
downloaded. To enable remote data logging and real time data availability, two
main means of communication are proposed. One offers higher data rates, but
covers smaller areas, while the other can cover an area of several kilometres, but
can handle a lot less data. Both have their strengths and weaknesses but together
they offer stable data reporting across a variety of different landscapes.


















Regardless of the main means of communication, the sent data payload size is
dictated by the diversity of the measurement data. This means that the number
of measured environmental variables translates to the number of data parameters
in the sent payload packet. Furthermore, the payload packet also includes the
device’s identification hash, the system configuration variable, and the system’s
error code. The latter is used to remotely debug system operation and schedule
an intervention as soon as an error occurs. System configuration is a redundant
parameter used to verify that all of the peripheral components are functioning
correctly and that the reported error is indeed connected with one of them. If an
unexpected error occurs, it may be caught by observing a mismatch between the
system configuration variable and the error code.
Table 2.3: Serial payload description.
Key name Description
timestamp UTC time
hash unique device identifier
status device configuration
error device error code
data measurement data object
wind speed wind speed (m/s ×102)
wind direction wind direction (° × 102)
wind gust speed wind gust speed (m/s ×102)
wind gust peak 3 s interval threshold reached
air pressure air pressure (mA)
air temp air temperature (°)
rel humidity relative humidity (%)
v x system voltage (mV)
pv uoc PV open circuit voltage (mV)
pv isc PV short circuit current (mA)
In the future, the payload data parameters could scale and include various
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different variables, but as the MeSt concept is not evolving at the moment, table
2.3 lists all possible measured parameters and, based on the configuration, the
payload packet bears a form similar to the one shown in listing 2.1.
2.2.3.1 UART to HTTP
The majority of households, office buildings, and other structures are all directly
connected to the worldwide web. To take advantage of what is already at hand,
the simplest way of connecting the MeSt to the cloud platform is by attaching it
to a bridging device, which accepts data using a UART device and forwards it by
issuing a HTTP post request to the cloud platform, be it using Wi-Fi or a cable
connection.
A device suitable for the task at hand, which is often found in any maker’s
arsenal, is a single-board computer (SBC), such as a Raspberry Pi. An SBC can
be programmed to act as the aforementioned UART to HTTP bridge, while it
can also serve other tasks like remote programming. Since almost any SBC can
run the bridging application, it can either be run together with other software
on the same SBC, or it can be run standalone on a smaller, less powerful SBC,
costing as little as 10 € [25].
The bridging application was designed in C and uses POSIX control functions
to interact with the underlying hardware. Without modifications, it can be run
out of the box on a variety of SBCs with a given distribution of Linux installed.
While the bridging application has low resource usage and because it should
ensure high levels of resilience in the case of internet connection problems, some
additional steps should be taken before using the SBC in a live environment.
These include:
• attach a heat sink to the SBC’s CPU,
• buy an endurance grade flash memory card,
• provide the SBC with a stable power supply,
• ensure the root file system access is set to read-only,
• provide external means of local measurement data storage (USB flash mem-
ory stick, HDD, etc.),
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• turn off unneeded operating system cron jobs,
• decrease system log writing frequency,
• schedule a system reboot at least once a week.
Following the above precautions, the SBC is ready to run the bridging ap-
plication. Having downloaded it from the official repository [26], it needs to
be compiled using the GNU Compiler Collection (GCC). The compiling process
is straightforward and the result is an executable application in the bin/ sub-
directory.
The web address of the cloud platform comes predefined, as do the absolute
file paths pointing to local measurement data storage file and the serial data port
used to communicate with the MCU dev-board. The web address should stay
unchanged, while both file paths may be overwritten by issuing command line ar-
guments containing the new paths when running the application, as demonstrated
in listing 2.2.
Listing 2.2: UART to HTTP bridge run command.
1 $ ./bin/main <serial port path > <data storage file
path >
The application is designed around the UART device, with the addition of
three proprietary tasks. For timing purposes, it makes use of the operating sys-
tem’s internal timers and it encompasses both synchronous and asynchronous
behaviour. As the asynchronous nature of the UART device dictates, an event
handler is attached to the USB port connecting the SBC with the MCU. Each
time a data packet is received, the SBC’s central processing unit (CPU) is woken
up and the event handler is called. The raw incoming data is then moved to an
internal first in first out (FiFo) buffer, regardless of the data packet’s contents.
After the CPU has been woken up, it proceeds with the execution of the three
tasks. Their main jobs are to check incoming data for JSON payload packets,
synchronize the measurement data to the cloud platform, and store measurement
data locally. The tasks use a non-blocking pooling-based approach to resource
usage and feature fail-safe mechanisms in the case of repeated failed attempts.
They are executed cyclically one after the other, before the system is put back
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to sleep. The sleep amount is based on the internal state variables of the tasks.
When all tasks have finished and have returned to idle state, the sleep amount
is extended in order to reduce overall system load. The next time a serial data
packet is received, the sleep amount is brought back to its minimum and is once
more increased as the tasks finish execution.
The three tasks are listed in table 2.4, while figure 2.5 shows an overview of
the request task’s state composition. It’s worth noting that each state can lead to
the close socket state if an error is encountered. Another neat feature is when a
set of measurement data must be synced to the cloud platform, the socket is left
connected and only the four explicitly marked states on the right side of figure
2.5 cycle until data synchronization is finished.
Table 2.4: UART to HTTP bridging application’s tasks.
Task name Description
Buffer T. Verify incoming data and prepare it for further usage.
Request T. Synchronize measurement data to cloud platform.














Figure 2.5: Request task’s state composition
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2.2.3.2 UART to LoRaWAN
A long range alternative to the communication method mentioned in section
2.2.3.1 is LoRaWAN [27]. It is a low power wide area network protocol, which
uses the LoRa chirp spread spectrum modulation technique.
LoRaWAN is suitable in environments without an internet connection and
with lacking telecommunications infrastructure. An ideal use case are MeSts po-
sitioned in rural areas with bad signal coverage for mobile devices, making tech-
nologies such as NB-IoT [28] and LTE-M [29] useless. Although nearby structures
may offer an internet connection, they are out of reach in terms of Wi-Fi signal
coverage. In this case, a LoRaWAN gateway is set up at the location closest
to the desired MeSt position that still offers an internet connection. Multiple
MeSts may be connected to a single gateway and several gateways may be put
up in close vicinity to one another in order to extend signal coverage. Such a
configuration is presented in figure 2.6.
One of the almost direct alternatives to LoRaWAN would be Sigfox [30],
which also offers long-range, low-power wireless communication, but compared
to LoRaWAN, it does not offer the same amount of freedom at putting up and
configuring gateway devices.
Several small footprint LoRaWAN modules and dev-boards are currently
available on the market. They mostly differ in the internal/external antenna type
and the device class, but the majority of them is based on Semtech’s LoRa de-
vices. When designing the MeSt, the Microchip RN2843 LoRaWAN [31] module
was chosen as the reference device. It can be found on many different dev-boards,
one of them being the Mikroelektronika LoRa Click [32]. The RN2843 is a class
A device, meaning it can receive downlink data, but only in a short time pe-
riod, lowering total power consumption. This short downlink time window can
be used for verifying that the preceding data upload was successful. Even though
the RN2483 has a slightly higher price compared to its competition, it comes
with the LoRaWAN protocol stack already implemented and features an ASCII
command interface over UART, making it easy to use out of the box.
A LoRaWAN gateway stands on the receiving part. The gateway is connected
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to The Things Network (TTN) [33], where data forwarding to the cloud platform
mentioned in section 2.3 is implemented. Again, the software part of the Lo-
RaWAN gateway could be custom configured, but, due to simplicity reasons, all
data goes through TTN.
Figure 2.6: Measuring stations connected to the cloud platform via LoRaWAN.
There are, however, some downsides to using the UART to LoRaWAN bridge.
Due to the fair access policy of LoRaWAN, depending on the amount of measure-
ment data sent to each MTP, the MTP is extended to at least 10 minutes. When
analysing annual wind energy resources, the longer MTP is still acceptable, but
it no longer offers real-time measurement data. Another downside is that the
LoRaWAN device has limited downlink and therefore does not support remote
updates. Last but not least, putting up an outdoor LoRaWAN gateway can be a
costly matter, increasing total expenses by at least a few hundred euros.
All in all, LoRaWAN is a great alternative, but, due to the added restrictions
in this use case, it is inferior to using a UART to HTTP bridge.
2.2.4 Remote updates
Remote updates are made available when the HTTP to UART bridge, described
in section 2.2.3.1, is in use.
By connecting the SBC to the MCU’s dev-board using a serial connection,
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it not only enables communication between the two, but also lets the SBC take
advantage of the dev-board’s onboard programmer. After connecting to the SBC
from a desktop computer via a secure shell (SSH) connection, the latest version
of the embedded application is downloaded from the official repository, compiled
on the SBC and flashed to the MCU. The bridging application is re-run and
measurement data reporting is resumed. Remote updates are not supported
when the UART to LoRaWAN bridge is in use, since it does not have compiling
and flashing capabilities.
Although remote updates are seldom required, they can be useful when a new
version of the embedded application is released or a persistent bug is discovered.
This results in decreased response times in case of an urgent system update and
better system autonomy by permitting remote maintenance.
2.3 Cloud platform
Nowadays, with keywords such as IoT and Industry 4.0 becoming everyday buz-
zwords, a lot of emphasis is put on the connectivity of the so-called things. Be
it a wristwatch, a car, or a MeSt, it needs to be connected to the internet and
actively report real-time data to a central storage area. Moreover, even if these
things come from different manufacturers, they need to be accessible on a common
platform which offers insight into the things’ operation.
As part of this work, a cloud platform was designed to offer a central aggrega-
tion point for wind data measurements and enable automatic wind energy data
analysis. It provides access to the data via a common application programming
interface (API), exposing wind data archives to the outside world. Coupled with
a front-end user interface [34], it aims to increase the general public awareness
about wind energy availability.
To achieve the highest performance with the least amount of overheads both
in terms of system storage and design complexity, a domain driven design pattern
was used [35]. This means that each part of the project was purposefully made
to fit in with the rest and the cloud platform represents the ultimate building
block which stands on the foundations of the whole project. Having said that,
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Figure 2.7: Flow of information between a measuring station, the cloud platform,
and the end user.
the cloud platform was designed based on the MeSt’s specifications and on the
expected wind modeling and analysis techniques. It is the most flexible part of
the project and offers relatively simple scalability, but, in its core, emphasizes
wind energy monitoring and modeling.
At times, the words cloud platform and web application may be substituted,
but refer to the same thing.
2.3.1 Runtime environment
The runtime environment in which the cloud platform is run was chosen on the
basis of performance, ease of use, and general approval in the IoT world.
When defining performance, the speed at which the web application is able to
respond to an event was chosen as the key metric. Although choosing a framework
with a powerful and well-proven core (engine) helps speed up code execution, it
does not cover the issue of keeping the cloud platform responsive under higher
load.
To keep up with a growing amount of users and requests for data access, the
cloud platform needs to stay responsive at all times. Scalability in terms of han-
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dling an increasing number of requests without compromising the performance,
is best coped with by using an asynchronous architecture [36]. By doing so, the
application does not block execution of another code when conducting compu-
tationally intense tasks or accessing remote resources. This results in lean code
execution, regardless of input/output (I/O) operations.
Having covered the key metrics regarding overall performance, the frame-
work’s ease of use and time needed to deliver a working prototype was addressed.
Since limited time and resources were allocated to cloud platform design, the
framework needed to be implemented in a well-established technology, which is
well-recognized among web hosting providers. Furthermore, the programming
language the cloud platform uses needed to be well-documented and backed by a
thriving community.
Built on Google’s V8 JavaScript engine and based on an event-driven, non-
blocking I/O model, the Node.js runtime environment fits the above criteria,
while JavaScript is a programming language suitable for rapid prototyping with
an established reputation for providing asynchronous operation.
Figure 2.8: Cloud platform runtime environment workflow.
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2.3.2 Database
When choosing an appropriate database structure, the main considerations were
once more ease of use and recognition in the IoT community. Several different
database types and models were taken into consideration and in the end the
NoSQL object-oriented database program MongoDB [37] was chosen.
Due to the measurement data being represented by unevenly sized nested
JavaScript objects and the numerous use cases and examples for Node.js, chosing
MongoDB was a relatively straightforward decision. For long term operation,
however, other database models, such as the time series model used by InfluxDB
[38], could prove more efficient.
The cloud platform concept uses a single database with five collections, shown
in figure 2.9. A MeSt is represented by a single document entry in the Station
collection. Here, all static data connected with the MeSts resides. This includes
the station’s location, description, solar cell characteristics, current status and
so on. Since each station document is linked to exactly one document in the
Measurement collection and one in the Analysis collection, the station document
includes the id’s of both measurement and analysis documents.
Each measurement document contains only the station’s most important
static parameters, while emphasis is put on storing measurement data, located in
a single array of multiple measurement data objects, as presented in listing 2.1
in section 2.2.3. Based on the contained measurement data, the available dates
parameter is updated dynamically on a daily basis, while the last seen parameter
is refreshed each time new data is added.
An analysis document consists of wind energy data histograms, which are
later used to calculate the potential EE production of a given WT. Other relative
analysis data sets can be added to the mentioned document, including historical
data. It is generated or refreshed at the end of each month.
The three documents station, measurement, and analysis are all connected
with a single user, the station’s owner. Each user may have an arbitrary number
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Figure 2.9: Cloud platform database structure.
A document entry in the Turbine collection presents a single WT model with
its power curve and basic information. Although a turbine document is used
together with an analysis document when calculating the EE production of a
WT in a selected period, since any WT can be used together with every analysis
data set, a turbine is not directly related to any other document or collection.
Only singular nouns were used to describe collections in order to keep the
naming consistent and to avoid confusion with words such as analysis-analyses.
2.3.3 RESTful API
The API enables a programmatic way of uploading and accessing measurement
data. The API is based on the constraints defined in the Representational State
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Transfer (REST) architectural style, making it a RESTful API [39].
Being a RESTful API, it offers an intuitive and self-explanatory approach to
resource getting and posting. Each request bears an HTTP verb, representing one
of the four basic functions that must be executed by the web application: create,
read, update, delete (CRUD). The request’s uniform resource identifier (URI)
would normally bear the path of the resource the client is trying to access, but in
this case the URI, together with its parameters, instead contains the names of the
desired resources and is a human readable way of telling the cloud platform which
resources it needs to serve to the client. In the case of a GET request, additional
information regarding the desired data may be included in the request’s query.
An example of using both URI parameters and a query would be requesting
measurement data from a particular station in a defined time period, as shown in
listing 2.3. The request in the example is formed based on the database relation
station-measurement, the station’s name and the desired time period.
The third way of embedding information into the request is in the data field,
which is used in POST requests, when submitting measurement data. An exam-
ple of this is shown in listing 2.4. To make lives of embedded system programmers
easier, the MeSt submitting the data may identify itself by including its identifica-
tion string either as the POST request’s URI or body parameter. The rest of the
data is embedded as a JSON object in the request’s body, previously presented
in listing 2.1 in section 2.2.3.
Listing 2.3: GET request example.
1 https :// domain.name/station/Loski %20 Potok/measurement?
start =2019 -08 -05& end =2019 -08 -10
Listing 2.4: POST request example.
1 POST /measurement HTTP /1.1
2 Host: www.domain.name
3 Content -Type: application/json; charset=utf -8
4 Content -Length: 261
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While REST offers features such as transferring executable code to the client
and the remainder of CRUD functions can be used, these were excluded in the
initial concept and may be added later on.
2.4 Measurement data analysis
Wind measurement data analysis is the second step in setting up a WT. Only
after enough measurements have been made does it make sense to proceed with
the analysis itself. Typically, the analysis of wind measurement data is done
after at least 12 months. Although the MeSt prototype presented in section 2.1
was installed in late August 2019, a preceding version has been collecting data
since the beginning of September 2018, giving a 12 month collection of data.
All measurements were made in Hrib-Loški Potok, a small town located 850 m
above sea level (ASL) in the hilly regions of south Slovenia. The anemometer
was positioned at 15 m AGL.
2.4.1 Initial prototype
The first prototype was built on top of a Raspberry Pi SBC. Using the same
anemometer as the new MeSt, it sampled wind speed data and reported it to a
LAMP based web application. The gust measuring periods were set to 5 s, which
should result in slightly lower wind gust speeds. The measuring period was set
to 1 min, so the average measured wind speed should be the same as with the
new MeSt.
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2.4.2 Wind speed height extrapolation
To bridge the gap between measurement data acquired at 10 m AGL and wind
speeds at WT hub height, the data needs to be height extrapolated [A method-
ological review to estimate techno-economical wind energy production]. Several
extrapolation models can be used, depending on the MeSt configuration and the
desired extrapolation height [40, 41]. Due to the abundance of tables containing
the needed extrapolation model parameters for various landscape types [42], the
logarithmic model was used. The model is based on equation 2.1, which presents
the relation between wind speed at WT hub height and anemometer height. The
anemometer height and WT height are represented by H0 and H respectively,







Topographical descriptions were taken from the Danish Wind Industry As-
sociation [43]. Since the surrounding terrain characteristics were not studied in
detail, the same roughness coefficient was applied to all wind directions. Table
2.5 states the description used for the given location.
Table 2.5: Topographical description and roughness coefficient.
Class Description Z0 (m)
3
Villages, hamlets and small towns,
farming land with many or tall sheltering hedgerows,
forest areas and very rough and uneven terrain
0.4
Figure 2.10 shows the logarithmic extrapolation model applied to a measured
3 m/s wind speed at 10 m AGL. In order to show the differences between different
landscape profiles, it consists of three curves, each belonging to a roughness class.
Class 2 is used for milder terrain and class 4 for city centres with high rising
buildings.
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Figure 2.10: Wind extrapolation model comparison.
2.4.3 From wind speed to electrical energy
WTs have a nonlinear power output, resulting in the need to calculate it using
discrete wind speeds at each time instance. A WT’s power output is calculated
using its power curve, as shown in figure 2.11. The most important parameters
of the power curve are cut-in speed, representing the first non-zero point of the
power curve, rated output speed, indicating the wind speed at which nominal
power production is reached, and cut-out speed, the point of the power curve
beyond which the WT no longer produces power. In order to better compare
these points between WTs, the power curve values are normalized to the range
from 0 to 1, where 1 represents the individual curve’s nominal power.
To obtain EE production, the WT’s power output must be multiplied using
the time during which a given wind speed was present. This means that by
knowing the total time amount of the observed measurement data, the wind speed
measurements can be translated into relative units, demonstrating the frequency
of the occurrence of a discrete wind speed value. This results in a wind speed
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Figure 2.11: Normalized WT power curves.
histogram, which can then be used to calculate a WT’s energy production at
each discrete wind speed. Figure 2.12 demonstrates an example of a monthly
histogram.
Summing up the discrete EE production values within a monthly histogram
and then summing up 12 succeeding histograms results in the annual EE gener-
ated by a WT.
When dealing with EE sources, a ratio of the net EE produced over a given
time period to the maximal possible electrical energy output over that period is
often calculated as a measure of the system’s efficiency. The capacity factor (CF)
is described by equation 2.2.
CE =
EE produced during period
period in hours * WT nominal power
(2.2)
Since the CF itself does not bear any information regarding energy production
































Figure 2.12: Wind speed and power production histogram for wind turbine Aria
Libellula at 30 m above ground level during January 2019.
time active (TA) is calculated for each WT as an additional measure of efficiency.
Equation 2.3 demonstrates the calculation of the TA parameter.
TA =
power production time
total time in period
(2.3)
2.4.4 Mean monthly values
When the monthly wind speed histograms are not summed up, they can instead
be used to calculate average wind speed and average wind power density (WPD)
value. The latter two can be used to get an overview of the expected annual wind
energy trends. All WPD calculations assume constant air density, extrapolated
to the measuring location’s altitude of 850 m ASL using equation 2.4.
ρ = 1.225 kg/m3 − (1.194 kg/m3 · 10-4 1/m) · ASL (2.4)
WPD is later calculated using equation 2.5.




· ρ · v3 (2.5)
2.4.5 Profitability
To assess the profitability of a potential investment, four WTs at two different
heights AGL were selected as references. Wind speed measurements were extrap-
olated to their hub heights and, with the help of the WTs’ power curves, their
monthly annual EE outputs obtained. After calculating their EE outputs, the
data was translated into income in terms of € per time period. When calculating
the income, household consumer EE prices in Slovenia in the second semester of
2018 [44] were used. At that time, EE in Slovenia had a price of 0.1638 €/kWh.
The equation used for calculating a WT’s income in a given period is based on
equation 2.6. The sum symbol here is used to demonstrate that the total income
is equal to the sum of incomes during shorter time steps.
income =
∑




EE produced during time step
·EE price (2.6)
The four WTs chosen for the profitability assessment are listed in table 2.6
and their normalized power curves are presented in figure 2.11, section 2.4.3.
Table 2.6: Wind turbine models used in measurement data analysis.
Make & model Hub height (m) Nominal power (kW)
Aircon 10S 30 9.8
Aria Libellula 30 20
Enercon E-82 100 2,050
Vestas V-90 100 3,000
Since prices for putting up a WT may vary considerably from one location to
the other and because it is outside the scope of this work, initial investment costs
were not considered - only the WTs’ outputs were calculated.
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The income calculations are based on a 100 % usage of the produced EE,
without losses in storing the EE. WT response times were not considered in the
calculations.
3 Results
Having already made numerous measurements with the initial prototype of the
MeSt, the results can be broken down into two sections. The first addresses
the wind speed measurements obtained during the past 12 months using the
initial prototype, while the latter assesses the new MeSt’s performance and the
measurements made since the upgrade.
3.1 Wind energy assessment
The measurement data obtained using the initial prototype between September
2018 and August 2019 offers an insight into the variability of wind speeds at the
given measuring location across all four seasons. The average wind speed and
average wind power density for each month at 30 and 100 m AGL are presented
in figure 3.1, where the two broken horizontal lines represent the average annual
wind speed for the associated height AGL.
The two windiest months of the year are January and March 2019, with
average wind speeds at 30 and 100 m reaching 2.30, 2.93 m/s and 2.30, 2.94 m/s
respectively. Together with the above average February (1.93, 2.47 m/s) they
make winter the windiest season of the year. On the other hand, the least windy
month September 2018 (1.21, 1.55 m/s), together with the below average July
and August 2019 (1.48, 1.89; 1.78, 1.87 m/s) make summer the least prosperous
season for EE production using WTs. In total, the average wind speed in the























































































Figure 3.1: Annual nominal wind speed and wind power density at 30 and 100
m above ground level.
Although wind speeds and power production would ideally be constant all
year long, the above observations mean WTs at the measuring location are most
profitable during the winter. Since other renewable EE sources such as solar
modules often struggle to meet EE demands during winter and produce abundant
levels of EE during the summer, technologies offering an inverted characteristic
of EE production are needed to meet EE demands at all times. Consequently, at
the measuring location, WTs would go hand in hand with other renewable EE
sources and would help smooth out the annual EE production characteristic.
Depending on the WT in use, the annual EE production and total income
calculation show that a low-power, low-height WT in a non-ideal location, in this
case a rooftop surrounded by other buildings and windbreaks, would generate a
noteworthy amount of EE. As predicted, EE production during the year varies
similarly to the average wind speed, but it is also highly dependent on the WT’s
power curve and its key parameters, previously described in section 2.4.3.
Observing table 3.1, a non linear relation between nominal power and EE
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production can be noted. As an example, the 20 kW Aria WT produces almost
three times as much energy as the 9.8 kW Aircon WT, while there is only a
5 % difference in EE production between the 2 and 3 MW WTs. The noted
observation means that the same location can be very prosperous for one WT
model, while another WT model could prove highly inefficient.
Table 3.1: Wind turbine annual production and income.
WT N. Power (kW) EE (kWh) / Income (€)
Aircon 10S 9.8 3,950 / 647
Aria Libellula 20 11,165 / 1,828
Enercon E-82 2,000 775,109 / 126,962
Vestas V-90 3,000 817,230 / 133,862
Looking at the WTs’ CE parameters in 3.2, even the highest value calculated
for the Aria Libellula is not on pair with the typically observed CEs of WTs
[45, 46]. On the other hand, the relatively high time active estimated for the
Enercon E-82 WT hints that wind blows most of the day, but rarely exceeds the
WTs’ cut-in speeds. This could be the result of windbreaks in the MeSt’s vicinity
interfering with the measurement. It could as well mean that WTs with worse
efficiency but low cut-in speeds could yield far greater income than their more
powerful counterparts.
Table 3.2: Wind turbine capacity factor and time active.
WT TA (%) CF(%)
Aircon 10S 4.6 36.7
Aria Libellula 6.4 36.7
Enercon E-82 4.3 63.7
Vestas V-90 3.1 30.6
Figure 3.2 shows EE energy production and income for the two WTs po-
sitioned at 30 and 100 m AGL. It backs the assumption of winter being the
season with the highest yields in terms of EE, as all months except December
are well above the average monthly EE production and income. Comparing EE
production with average wind speed values, some periods, such as November and
December 2018, switch roles, so that the income increases more steadily as winter
40 Results
approaches. There are, however, small outliers in the data set with February 2019
and April 2019 not fitting the trend line, while October 2018 represents a period
of unstable weather, which resulted in much higher wind speeds and consequently
higher estimated EE production. For Aria’s WT (red), EE production spans from











































































Figure 3.2: Annual electrical energy production and estimated income for Aircon
10S and Aria Libellula wind turbines, both at 30 m above ground level.
The same analysis was made for larger scale WTs positioned at 100 m AGL
and is shown in figure 3.3. Despite the almost 50 % nominal power difference
between the WTs, the produced EE is only mildly different because of the lower
cut in speeds of Enercon’s WT (blue), meaning that it can start producing EE
at lower wind speeds. This can be observed in the form of higher monthly EE
yields in months with low and more constant wind speeds, such as September
and November 2018. On the contrary, the larger WT (red) kicks in during higher
wind speeds, producing the largest amount of EE (126 MWh) in March 2019.
The average monthly production and income for Vesta’s WT are 72 MWh and
17,750 € respectively.











































































Figure 3.3: Annual electrical energy production and estimated income for Enercon
E-82 and Vestas V-90 wind turbines, both at 100 m above ground level.
3.2 Measuring station operation
Following extensive testing of prototypes in a controlled and live environment,
the design was finalized and the first MeSt was installed at the measuring lo-
cation 45.701491 (latitude), 14.596441 (longitude) on September 30th 2019. It
was positioned in place of the initial prototype, on a rooftop 10 m AGL with
the anemometer a further 5 m up at 15 m AGL. The solar cell was oriented to-
wards the south and tilted at 37.5°. The UART to HTTP bridging RPi device is
positioned indoors together with the power supply unit (PSU), below the MeSt.
Due to the distance between the indoor and outdoor devices, a power cable with
a cross section of 2.5 mm was used and, moreover, a USB repetition device was
needed. Running load tests revealed a voltage difference of below 1 % between
the PSU and MeSt, while UART communication was error-free at 115200 kilobits
per second (Kbps). Figure 3.4 shows the installed MeSt with the lid open.
The first data sets extracted from the new MeSt’s operation include wind
speed and direction measurements obtained during the different testing periods
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Figure 3.4: Installed measuring station.
in August and September 2019. One such data set obtained between August 12th
and 18th is shown in the wind rose diagram in figure 3.5. In that time period, the
wind most frequently blew from the southeast, while during a storm, faster and
more violent winds were clocked from the northwest. In later analysis this data
will be used to assess the consistency of wind energy and to better understand
the surrounding landscape’s effects on it.
The added sensor modules have extended measurement data sets beyond mea-
suring solely wind energy. For example, irradiance data extracted from the solar
cell’s Isc and Uoc parameters can be used to conduct basic return of investment
studies for solar farms. The irradiance data obtained on a partly cloudy day
on October 1st 2019 and charted in figure 3.6 demonstrates why both Isc and
Uoc parameters are monitored. While both have roughly the same shape, Isc is
far more sensitive to changing light conditions and better illustrates the weather
conditions on that day. Nonetheless, since measuring both parameters requires
only the use of an extra relay, both are measured, adding extra redundancy to
the irradiance measurements. Time will tell how irradiance and the rest of the
environmental parameters can correlate to wind energy at the measuring location.




















Figure 3.5: Wind rose diagram.
Figure 3.6: Irradiance data on October 1st 2019.
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4 Conclusion
The initial MeSt prototype operating since September 2018 has proven wind en-
ergy could be considered a viable energy source in Loški Potok, Slovenia. The
MeSt is currently positioned in a non-ideal environment, in the vicinity of nu-
merous wind breaks and several kilometres away from the location believed to be
exposed to the highest wind speeds in the region. In order to fully understand
the characteristics of wind and to estimate the potential income of WTs in the
municipality of Loški Potok, other MeSts would need to be installed closer to the
windy hotspots.
Nonetheless, the results obtained at the measuring location provided roughly
an estimated 1,850 € yearly income from a 20 kW WT with a hub height of 30
m AGL and a 127,000 € income from a 2 MW WT installed at 100 m AGL.
The calculations show that, by further studying the local landscape and care-
fully positioning WTs in the most prosperous locations, the municipality could
achieve basic self-sufficiency, improve its economic situation and achieve greater
recognition in the wider region.
The newly installed MeSt has proven itself reliable, operating from its in-
stallation in the beginning of September 2019 without the need for any major
interventions. It has since collected a wide variety of environmental data mea-
surements, which will be used to enhance wind data measurements and to better
understand local wind patterns. The acquired data is being stored at a remote
database and is awaiting further analysis. It will be interesting to monitor wind
energy availability in the long run and build on the data collected using the initial
MeSt concept since September 2018.
The current state of the MeSt installed in Loški Potok and the latest mea-
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surements can be observed using the external front-end user interface [34].
4.1 Future work
Wind energy monitoring is an interdisciplinary topic that covers a wide variety
of fields. Listed below are four possibilities which aim to improve the accuracy of
measurement data, add advanced wind energy availability estimation, reduce the
costs of wind energy monitoring, and improve the reliability of measuring devices.
4.1.1 Measuring wind shear
In the introductory section 1.2.1, an out of the box approach to measuring vertical
wind shear was proposed, but it does not quite fit the context of the MeSt. In-
stead, a direct upgrade would be to add a second anemometer at a different height
to the first one. Since the anemometer is the most expensive part of the station,
it would make sense to use a cheaper, but still rugged and reliable alternative.
One solution would be to monitor the wind using two or more sound-based sens-
ing devices, fitted at different heights to the MeSt’s pole. These low-cost devices
would not substitute the original anemometer due to accuracy reasons, but they
would offer basic insight into the wind’s height profile, increasing the reliability of
the height extrapolation models presented in section 2.4.2. Moreover, compared
to an anemometer, such a device features negligible inertia, making it useful to
measure wind gusts at extremely small time steps.
Adding sound-based wind shear measuring devices to the MeSt would not be
a trivial process, but the static nature of the devices makes them appropriate for
a future retrofit.
4.1.2 Sensor fusion
Bare wind speed and direction measurements are the basis of any analysis as-
sociated with wind energy. Since wind is modelled as a moving air mass most
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notably propelled by solar irradiance, once enough environmental data measure-
ments have been collected using the new and upgraded MeSt, it will be interest-
ing to try and discover the correlations between different data parameters. The
added data could help model local winds at the MeSt and open up new doors
for future work in historic data analysis. Using technologies identified by today’s
buzzwords artificial intelligence (AI) and machine learning (ML), sensor fusion
would increase the accuracy of assumptions about wind energy availability in the
near future.
4.1.3 Climate reanalysis data correlation
When wider areas are assessed to determine the quality of an investment in WTs,
climate reanalysis data provided by the ECMWF can be put to use. Although the
reanalysis data is based on numerous measurement data sources and thoroughly
tested climate models, wind speed and direction measurements remain a weak
point. To reduce the average error, a single MeSt can be installed in close vicinity
to the point of interest, providing reference measurement data used to correct
the climate reanalysis data in its surroundings. This way only a fraction of the
initial investment is required, while reanalysis data is provided by ECMWF free
of cost for research-oriented applications. The work flow includes matching the
time steps of the MeSt and ECMWF data sets, modelling the occurred error and
applying the correction factor across a wider array of measurement data.
4.1.4 Communication redundancy
When a MeSt goes offline, the problem is most often linked to problems con-
nected with the main communication unit. To avoid this scenario, an additional
communication unit could be added for use in critical situations. Both Wi-Fi and
LoRaWAN can be combined with a mobile network module and the extra data
usage costs shouldn’t be a concern, since the mobile network would only be used
in case of the main communication unit failure. Depending on their availabil-
ity at the measuring location, other technologies such as Thread [47] or Sigfox
[30] can be used. The addition of a second communication unit would require
binding the communication modules more closely to the MCU and implementing
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low-level communication support on the MCU itself, but it would ultimately re-
sult in a more reliable operation of the MeSt and it would help avoid the loss of
measurement data.
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