We examine the dependence on spatial dimension D of the Mayer cluster integrals that determine the virial coefficients B, for a fluid of rigid hyperspheres. The integrals vary smoothly with D, and can be characterized analytically in both the low-D and high-D limits. Dimensional interpolation (DI) allows one to evaluate individual Mayer cluster integrals at D = 2 and D = 3 to within about 1%. The resulting low-order virial coefficients have an accuracy intermediate between those of the Percus-Yevick and hypernetted chain approximations. Much higher accuracy can be achieved by combining the DI and HNC approximations, using DI to evaluate those integrals omitted by HNC. The resulting low-order virial coefficients are more accurate than those given by any existing integral equation approximation. At higher order, the accuracy of the individual cluster integrals is insufficient to compute reliable virial coefficients from the Mayer expansion. Reasonably accurate values can still be computed, however, by taking partial sums of the Ree-Hoover reformulation of the Mayer expansion. We report hard disk virial coefficients through B,, and hard sphere values through B,,,; the maximum errors with respect to known values are about 1.2 and 4.3%, respectively. The new coefficients are in good agreement with those obtained by expanding certain equations of state which fail to diverge until unphysical densities (those beyond closest packing), and so help to explain the surprising accuracy of some of these equations. We discuss the possibility that the exact virial expansion has a radius of convergence which corresponds to an unphysical density. Several new equations of state with desirable analytic or representational characteristics are also reported.
I. INTRODUCTION
Dynamical correlations among strongly interacting particles pose formidable problems for quantitative theory. Great effort has been devoted to two such problems, still notoriously recalcitrant: electronic correlation in atoms and molecules, and the equation of state of dense fluids. Recently, simple dimensional interpolation and extrapolation techniques have yielded remarkably good results for many-body effects in electronic structure.lm3 The method exploits the fact that the dimensional limits, D-P 1 and D-P 00, can render many-electron problems tractable without the HartreeFock approximation, and the fact that many-body effects, expressed in units of the one-body problem, tend to show only weak dependence on dimensionality.
In this paper, we explore a similar approach for the virial coefficients of a hard-sphere fluid. The virial expansion for the equation of state, p/pRT=l+B,p+B,p '~..., (1.1) expresses deviations from ideal behavior of a classical fluid as a power series in the density. 4 The virial coefficients B, pertain to the interaction of n particles, so the successive terms involve more and more elaborate correlations. Indeed, for n > 3 the B, comprise sums of Mayer cluster integrals, which become very profuse and complicated.' For hard hyperspheres, B, and B, can be obtained from exact analytical expressions6 for any dimension D, whereas for B, exact formulas' are known only for D = O-3 (points, rods, disks, spheres), and for higher B, only for D = 0 (points) and 1 (rods) . Even for hard disks and spheres, numerical calculations become daunting.8*9 The most extensive go up only to B, , which involves some 17 1 topologically distinct cluster integrals, many of them 15-fold multiple integrals. ' The dimensional interpolation approach developed here deals with the ratio p(n,;D) = nlP-"/niD', evaluated for each cluster integral nk . We determine exact values of this ratio for the low-D and high-D limits, for all cluster integrals up through n = 5. In the low-D limit, the ratiop(n,;l) for hard hyperspheres is the same as for the much simpler case of hard parallel hypercubes," and exact values are already available for all cluster integrals up through n = 7. The key results for D-t CO stem from geometrical analysis of the Jacobian factor for internal coordinates. In this high-D limit, factorizations occur which permit many of the cluster integrals to be expressed in terms of simpler ones. Linear interpolation between the dimensional limits, with then = 3 ratio (known analytically for all D) as the abscissa, yields estimates for the D = 2 and D = 3 integrals entering B4 and B, that are accurate to better than 1%.
In Sec. II we summarize previous information about the virial coefficients and cluster integrals. In Sets. III and IV we evaluate the low-and high-D limits, emphasizing the geometrical features but relegating auxiliary details to Appendices. In Sec. V results obtained from dimensional interpolation are compared with the available numerical calculations. Section VI discusses means for obtaining improved accuracy by melding dimensional interpolation with integral equation methods, while Sec. VII presents a means for proceding to higher-order coefficients are compared with those obtained by extrapolations from known values and expansions of equations of state. The asymptotic behavior of the virial series is discussed in Sec. IX. Finally, Sec. X draws some parallels between methods used for the study of classical liquids and electronic structure, and points out some open questions.
II. DIMENSION DEPENDENCE OF CLUSTER INTEGRALS
Throughout we employ the usual dimensionless form for the virial coefficients j?j,D'=B;D'/bn-1. (2.1) This is normalized by the second virial coefficient bEBiD' = :V,a", (2.2) where (+ denotes the diameter of the hypersphere and V, the volume for unit radius, given by v, = .Ro/* r [(D/2) + 11 =-F v,-, D (2.3) for 022, with V, = 1, V, = 2, V, = n-. Table I collects all the analytical results previously known for the 2 I"' of hard hyperspheres. The expansion of the virial coefficients in terms of sums of cluster integrals nLD) has the form BAD) = F C(n,)n:D', (2.4) where the C( nk > are combinatorial weighting factors," independent of dimension. The summation contains 1, 3, 10, 56,468,..., terms for n = 3, 4, 5, 6, 7 ,. .., respectively. Coefficients through n = 5 are listed in the first column of Table II . Each integral is usually labeled by a star diagram containing n points and I lines, where n(l< ( 2" ) . Figure 1 indicates the available data pertaining to the dimension dependence of the cluster integrals up through n = 5. Also shown are the corresponding combinatorial factors and star diagrams. Exact analytical results for general D are known only for n = 2 and 3 [where the n:"' coincide with the g h") of Table I ] and for two of the three n = 4 integrals. The latter correspond to the "ring" diagram (4, ) 1  1  1  1  1  1  3  2  3  3  2  3  6  4  5  0  0  -1  1  0  0  -2  -2  -2  12  6  12  12  6  12  60  30  48  0  0  -12  10  0  7  10  0  7  10  0  7  0  0  0  60  30 and the "ring plus first line" diagram (42 >, which have been expressed in terms of hypergeometric functions.6 For these two diagrams, asymptotic formulas valid for large D have also been presented. ' We have obtained generalized versions of the large-D asymptotic formulas for the n, and n2 diagrams, as shown in Appendices A and B. Exact results for general nk are otherwise known only for D = 0 and D = 1 and for D-+ CO, the limits we treat in Sets. III and IV. Numerical results extend from D = 2 to D = 9 for the n = 4 integrals,6*'4 but are available only for D = 2,3, and 5 for the n = 5 integrals. "-" As indicated in Fig. 1 , the accuracy varies from two digits to more than five. Figure 2 plots the available values of the n = 3,4, and 5 diagrams. The value of each diagram decreases smoothly with increasing D, in roughly geometric fashion. For a given n, the slope of this decrease becomes steeper as the number of lines in the diagram increases. This behavior suggests that, in order to try dimensional interpolation, we consider the ratios p(n,;D) = EL"-l)/ny, (2.5) which correspond to slopes in Fig. 2 . Since these ratios will remain finite as D+ co, they offer a means to connect the low-D and high-D limits. The strategy is analogous to that employed in the dimensional scaling approach to electronic structure.le3 For any atom the electronic energy vanishes as D-t 00, but a scaling transformation, equivalent to taking the ratio to the hydrogen atom energy, renders the high-D limit finite and thereby permits dimensional interpolation. In practice, any transformation that removes the main or generic dimension dependence will serve the purpose. The ideal strategy would be to transform to some quantity that is independent of D; this could then be evaluated for whatever value of D proved easiest but the result would hold for any D. We note that for virial coefficients, the ratio p ( nk ;D), indeed, is independent of D for the case of parallel hard hypercubes," because then any niD' is simply given by the D th power of the nk for D = 1. This is a further motivation for using such ratios for hard hyperspheres. Figure 3 plots values of p( n,;D) corresponding to all the data points of Fig. 2 together with straight lines connecting the low-D and high-D limiting values, which are listed in Table III (and evaluated in Sets. III and IV). The abscissa is scaled so as to make the locus of n = 3 values linear. All the points for the n = 4 and 5 diagrams fall close to the lines derived solely from the dimensional limits. Thus, to a fairly good approximation, the ratios can be related to that for the third virial coefficient by
= a(n, 1 +P(nk )p(3;D), (2.6) where a and p do not depend on D and can be obtained easily. At present, this remarkably simple generic result is an empirical observation; current theory does not make evident its origin. Geometric parameters for V,,, = l/p(n,; m T  3  1  12  -7  2  192  115  96  49   2   32  15  64  29  96  41  48  19  8  3  32 ii 16 Here A,,, is a Mayer f function, and the product is over all pairs Im which are symbolized by lines in the diagram for nk .
For hard-sphere fluids, the integrand is particularly simple, since each Mayerf function (and therefore the integrand as a whole) is just a step function, Am={ -1 if Ir,-r,1(0 0 if (rI -rm 1 > 0. (3.2) Thus in the case of hard spheres, nk is simply a measure of the region of configuration space within 'which all pairs of spheres represented by lines in the diagram for nk overlap each other. In spite of this simple interpretation, however, the hard-sphere integrals can in general only be obtained analytically for D = 0 and D = 1. For D = 0, there is no integral to perform, and the problem is essentially a matter of bookkeeping. Denoting the number off functions in nk by [ nk 1, one readily finds
3) Although the D = 0 problem ("hard points") contains little or no physics, it is useful insofar as it ties down the spectrum of results at higher D. This role is apparent in Fig. 2 .
The D = 1 problem ("hard rods") has long served as one of the simplest models for the statistical mechanics of dense fluids. The problem can be solved by elementary means without use of the Mayer cluster expansion;'9P20 in fact, g ( ' ) = 1 for all n. The cluster integrals contributing to the firs; seven hard rod virial coefficients have nevertheless been computed for other purposes. Those contributing to B4 and B, were obtained as part of an early study of the asymptotic behavior of virial expansions,5 and those contributing to B, and B, were obtained in the course of solving the hard parallel hypercube problem. lo Integrals of still higher order could also be computed directly by the algorithm described in the latter work.
Although the most straightforward way to obtain the D = 1 integrals is probably by algebraic means, a geometric derivation provides significant insight into the nature of the virial series,*l and will also make evident the somewhat complementary relationship of the low-D and high-D limits.
The starting point for the derivation of the virial series is the relation4
where Z is the configuration integral. For hard bodies, Z is simply the measure of that portion of configuration space in which there are no overlaps. Since the normalization of Z does not matter in Eq. (3.4), we can think of it simply as the fraction of configuration space which is free. Figure 4 provides a concrete illustration for the case of four hard rods in a
The projection is that given by x, = 0. (One rod is fixed at the center of the box, and the positions of the other three are plotted.) The configuration integral Z is the total volume of the unshaded regions. Each cluster integral corresponds to some shaded region or collection of such regions.
one-dimensional box. One rod has been fixed at the origin or center of the box, and the figure shows the three-dimensional configuration space of the other three rods. The regions which are unavailable because of overlaps of rods are shaded. Thus each of the six slabs corresponds to the overlap of one pair of rods, while regions where the slabs intersect correspond to multiple overlaps. (For example, the three rectangular channels are the regions where two distinct pairs overlap, the four hexagonal channels are the regions where three rods all overlap each other, etc.) The regions hidden in the center of Fig. 4 correspond to connected clusters of four rods, and it is these that contribute to B, . The volumes which yield the three distinct irreducible diagrams 4, ,4,, and 4, are Although the representations of configuration space in Figs. 4 and 5 are straightforward, since each Cartesian axis corresponds to the motion of one rod, they do not reflect the full symmetry of the problem, and are cumbersome to analyze for larger n. This is because one rod has been fixed at the origin, so that all rods are not equivalent. Full symmetry can be restored by fixing instead the averaged position of the n rods (their center of mass) at the center of the box. That is, instead of taking a cross section of the full configuration space (where all positions are integrated over) by the hyperplane x, = 0, one can take a crbss section by the hyperplane Xl +x, + -** + X, = 0. (Note that the Jacobian of the transformation, fi, must be taken into account.) In this scheme, the integral 4, corresponds to a regular rhombic dodecahedron, and the integrals 4, and 4, to partial stellations of this dodecahedron. More generally, the volume for the complete star nman is a regular figure with n (n -1) equivalent faces. It is not hard to show that this figure is the nearest-neighbor cell of the regular lattice A, _ , (the hexagonal planar lattice A,, the face-centered cubic lattice A,, etc. > .23 The volumes for the other diagrams nk are partial stellations of this figure. In fact, these volumes are always convex, and can also be viewed as nearest-neighbor cells in an A,, _ , lattice with defects. The defects occur in pairs symmetrically disposed about the center, with each pair corresponding to the absence of one line from the complete star n maxUsing this scheme and known results for the A, _ r lattices,23 one can straightforwardly compute values for the D = 1 integrals. Not surprisingly, it is easiest to do this for the diagrams with the most lines (because these correspond to lattices with few defects, or regular polyhedra with few stellation caps). For the three diagrams contributing to B, which are ordinarily placed at the end of the list (and which for higher D are ordinarily most difficult to compute) one finds 2"-1 p(n,,,;l) =n9 P(n max-,;1)=2"-1 Here nmax is the complete star on n points, nmax _ , is the complete star with one line removed, and nmax _ 2 is the complete star with two nonadjacent lines removed. Formulas for general n become harder to obtain as one removes more lines. However, it is also possible to construct a general formula for the first or simplest diagram contributing to B,, namely the ring, on the basis of previously published work, 'o*24 p(n,;l) = 2"-' -[+ ygoJ ( -lk($n -2k)"-'I-' . n (3.6) where JcD), the Jacobian for the transformation to internal coordinaies, is given (up to a constant) by2' (n,;l) are given in the first column of Table III . These ratios also constitute the right-hand intercepts for the lines in Fig. 3 . We now turn to the derivation of the left-hand intercepts, which are the large-D ratios p( n,; CO ).
IV. LARGE-D LIMIT: PARALLELOTOPE VOLUMES
The cluster integrals become much harder for D> 1, since the bounds on the region of integration are no longer linear. As shown in Fig. 1 , it is already necessary to resort to numerical procedures (specifically Monte Carlo integration) for many of the integrals contributing to B4 and B, for hard disks and hard spheres. When the number of degrees of freedom becomes very large, however, the integrals again become easy. The origin of this simplification is essentially just the fact that the volume of a sphere becomes ever more concentrated in its outer "crust" as the dimension is increased, due to the #'-' factor in the volume element. For example, a shell which extends 5% of the way in from the outer surface contains 5% of the volume at D = 1, about 40% at D = 10, and over 99% at D = 100. This already describes the B, integral, which is proportional to the volume of a sphere (that within which one spherical particle must fall to overlap another fixed at the origin). Higher-order virial coefficients involve integrals over the positions of more particles, but as the dimension is increased the integrand again becomes peaked in the space of internal coordinates, usually at configurations where the interacting particles just touch. Finally, if we ignore the overall orientation of the group of particles, it is only a single geometry that matters. We now consider how to derive this geometry and evaluate its contribution.
Consider an n-sphere cluster integral in D-space, which is a D( n -1 )-dimensional integral. For D>n -1, and in particular in the D-+ CO limit, the ;n(n -1) inter-particle distances rii constitute an independent set of coordinates, and it is useful to transform to this coordinate system. The remaining (D -in) (n -1) coordinates, which will be designated collectively as fI, specify the overall orientation of the configuration of particles. The transformation from Cartesian to internal-plus-orientational coordinates takes the form The determinant W has a simple geometric interpretation;26 it is proportional to the squared volume of the simplex (generalized tetrahedron) defined by the n sphere centers. Alternatively, it is proportional to the squared volume of the parallelotope (generalized parallelepiped) defined by the vectors between any one sphere center and all the others. For simplicity in the calculations we will use the parallelotope volume, which is v= [( -)9 -*WI"*. 
(4.4) i<j
It is not necessary to worry about the precise form of the angular coordinates, since these factor out of the problem. This may be seen by rewriting Fq. (3.1) with b ' -* expanded as one big integral in the denominator,
Since all the Mayer f functions in both numerator and denominator are functions only of the internal coordinates r-. the orientational integrals, as well as any overall constan:' cancel out. Additionally, this form makes it clear that the size of the spheres does not matter, so for simplicity in the following discussion we set (T = 1. Since the products off functions in the numerator and denominator integrands are simply step functions, each integral measures a domain of the configuration space. In each case, the domain is that for which rti ( 1 for all rc represented by f functions in the product. Denoting the domain measured by the numerator integral as dom(n, >, and that measured by the denominator integral as dom (n, ), and combining Eqs. (4.4) and (4.5)) we can therefore rewrite the cluster integral as J. Chem. Phys., Vol. 95, No. 6, 15 September 1991 nk = ( _ ) ["112"-'(n Now consider what happens when D becomes large. The integrand V c-' will assume its maximum value at that set of internal coordinates rii contained within the domain of integration which gives the maximum parallelotope volume. Furthermore, as D becomes very large, VD-'becomes highly peaked at this set of coordinates. Thus for D-P CO it is only necessary to consider the behavior in the vicinity of this maximum. For the denominator the domain of integration is limited only by the constraint that rln G 1 for I = l,..., n -1. The parallelotope therefore assumes its maximum volume V when it becomes a cube of unit volume. (Recall that we have set o = 1.) For the numerator, on the other hand, the domain of integration is limited to rim < 1 for all pairs Im which are linked in the cluster diagram. The location and value of the maximum volume depend on the specific diagram, but the value I',,,,, ( nk ) will always be less than 1.
Finally, consider the interdimensional ratios
whose D + 00 limiting values p (n,; 00 ) are the asymptotic slopes in Fig. 2 , or the left-hand intercepts in Fig.  3 . The effect of the unit increment in D is to change both numerator and denominator integrals from J VD-' -n to J V D -n. For large D, this will merely multiply each integral by the maximum allowed value of V. Thus the numerator will be multiplied by a factor of V,,, ( nk ), and the denominator by a factor of 1. One therefore obtains the simple result that p(n,;co > = 1 urn,, (n, 1 ' It should be noted that the shortcuts just described should be used with caution. For example, it can happen that the maximum volume will be attained at a geometry where not all constrained variables assume their maximum permissible value of 1. (For example, among the 56 diagrams contributing to B, this occurs twice.) Also, it may be that the maximum volume will occur at a geometry having lower symmetry than the diagram possesses, although no example of this has yet been found.
Volume calculations can be greatly simplified in many cases by "factoring" a diagram. If the vertices of a diagram can be partitioned into three groups A, B, C such that there are no lines connecting points in A to points in C, then the maximum overall volume will be achieved when the lowerdimensional volumes defined by A U B and BU C are orthogonal to each other. Thus the volume can be computed as the maximum of V(AUB)V(BUC)/V(B), where V(B) corrects for the double counting of the base B. This is most useful when the base is a complete star S (a line, a triangle, a tetrahedron, etc.), since then the maximum overall volume will always be achieved when every point of S is at unit distance from every other point. This means that the maximizations can be carried out independently of each other, so that the maximum volume is just V,,, (A US) V,,, (SU C)/V,,, (S), In this case we say that the diagram "factors."
Consider 4, (a square with one diagonal) as an example. Here S is the pair of points connected by the diagonal, A and C are the other two points, and we have v,,, (4,) = [ f7,,, (3) ]Wmax (2). (4.8) and the calculation of the D-+ 00 ratio is reduced to the computation of a maximum parallelotope volume, as given by Eq. (4.3). The maximum-volume parallelepipeds pertinent to the B., integrals are depicted in the second column of It is probably easiest to picture the maximizations in terms of the corresponding simplices (which differ in volume by a factor of n!). For the B, integrals these are the outlined tetrahedra. The problem is then to maximize the volume of the tetrahedron subject to the constraint that certain re, namely those corresponding to lines in the cluster diagram, cannot exceed 1. Thus one can think of the diagram itself as a set of inextensible but collapsible rods ( rii < 1 ), with which one seeks to enclose the greatest possible volume. The maximizations are straightforward. In all cases dealt with here, the maximum volume may be obtained by setting all of the constrained rii equal to their maximum values, namely 1, and then optimizing the remaining rii. The number of independent variables which need to be optimized is further reduced by symmetry, and in all cases considered here is at most two.
It is easiest to think of this in terms of the tetrahedron corresponding to the 4, diagram, which has five constrained edges and one unconstrained edge. Factorizability means that the maximum volume is achieved by independently maximizing the areas of the two triangles formed by the five constrained edges, and setting the dihedral angle between them to 90". The tetrahedral volume could then be computed from the product of the triangular areas, divided by the length of their common edge. Now Eq. (4.8) says that the corresponding parallelepiped volume is simply the product of the parallelogram areas, divided by the common edge length (with no extra factors). A more subtle factorization is that of 5, (the complete five-point diagram with one line removed). Here S is a triangle, and A and Care the other two points, each of which forms a tetrahedron with S. The maximum (hyper)volume is achieved when the two tetrahedra are orthogonal with respect to the triangle, and therefore V,,,(%) = [L, (4,) ]*/Lx(3).
(4.9)
Factorizations become more useful for higher-order virial coefficients. For example, one diagram contributing to B,,, half of those contributing to B,, and a majority of those contributing to B, factor. Table IV summarizes the factorizations relevant to the calculations of this paper. As in the low-dimension limit, it is actually easiest to evaluate the most complex diagrams. For example, for the three most complex diagrams one finds (4.10) 2"(n -4) 
It is also possible to treat some of the simplest diagrams for general n. For example, it is shown in Appendices A and B that p(n,;03
The results for nmax _ i and n2 can be expressed in terms of the results for nmax and n, by means of factorizations given in Table IV . General results for many other infinite classes of factorizable diagrams can also be obtained by taking products of the expressions given here.
Results for the 14 integrals contributing to B, , B4, and B, are summarized in Table III . (All but two of these, namely 53 and 5,, are actually just special cases of the formulas and factorizations already presented.) The geometric parameters in the last column of Table III define the geometry of the maximum volume by means of the distances between sphere centers. Only unconstrained distances are listed, since all distances constrained by f functions are given by rii = 1 at the maximum volume.
V. DIMENSIONAL INTERPOLATION
The finite values of the cluster integral ratios p ( nk ; 00 ) show that each cluster integral decreases geometrically with D in the D-+ CO limit. On the other hand, the fact that the low-D ratio p(nk; 1) is invariably larger than the corresponding high-D ratio shows that the initial decrease with D is more rapid. These observations are also readily apparent in Fig. 2 , where the ratiosp( n,;D) correspond simply to the slopes of the lines. This figure also shows that the ratios approach their limiting values fairly quickly. However, the analysis of this paper is insufficient to suggest how the ratios 4, x4,/3 n2 3xcn-
"Ratios p(nk; m ) expressed in terms of lower-order ratios p(n:,; 00 ). Only cluster integral labels tzk and n;, are listed. In the absence of further information from the dimensional limits, we turn to the B, ratiop( 3;D), which is known analytically6*' for any D (Table I) , and use it as a template for dimensional interpolation. We do so by scaling the dimension axis so as to renderp( 3;D) linear, and then interpolate all other ratios linearly on this scale. That is, we write p(nk;D)=p(nk;lkTD +p(h;o3>(1 -gD), (5.1) where gD is an interpolation parameter defined so as to make Eq. (5.1) exact forp(3;D),
Explicit values for g2 and g3, which are needed to interpolate hard disk and hard sphere results, are
3) The interpolated cluster integral ratiosp(n,;D) are plotted in Fig. 3 (straight lines) along with available values from the literature (points). The errors in the interpolated values are with only a couple of exceptions less than 1%.
Using the interpolated ratios, one can make predictions for the cluster integrals at any dimensionality D by stepping up from the values at some reference dimensionality D,, . Assuming D> Do, Eq. (2.5) gives niD "' = nLDo' .=fi+, p(nk;d) .
(5.4) 0 Predictions at D = 2, 3, and 9 are given in Table V , along with errors where these can be assessed. The accuracy of the predictions depends on the range and location of the interval (Do ,D). The most important factor appears to be the value of D,, , with higher values serving as more reliable bases for extrapolations. Thus the maximum error for an individual B4 or B, diagram for (D,,D) = (1,2), (1,3), and (2,3) are, respectively, 1.3, 2.7, and 0.3%. (In each case it is the same diagram, 5,, which leads to the maximum error.) Also apparent in the errors is a general tendency for the accuracy of the dimensionally interpolated values to improve as the diagrams become more complex.
The errors in the virial coefficients themselves are significantly larger. This may be attributed to the cumulative effect of small errors in all the Mayer cluster integrals which contribute, both positively and negatively, to a given virial coefficient. The same qualitative guideline holds for total virial coefficients as for individual diagrams: The larger the reference dimensionality Do, the better the predictions will be. Thus for B4, the errors in the interpolated values for (Do,D) = (1,2), (1,3), and (2,3) are, respectively, -1.3, -3.5, and -0.4%; for B, the corresponding errors are -7.5, -27.3, and -3.6%.
Figures 6 and 7 show the values of B, and B, , as well as their breakdowns by diagram, over a broad range of D. In these figures (unlike Fig. 2) , the values for the individual diagrams are weighted by their combinatorial factors C( nk ), so the values plotted are the actual contributions to B4 and B,. In both figures, the values plotted as lines are literature values6*7*15*16 for 0~3, and dimensionally interpolated values (using Do = 3) for D > 3. For B4 the published resultsI for 490~9 are indicated by dots.
It is unfortunately not easy to estimate the errors in the dimensionally interpolated values. On the basis of the agreement with published values for 4~0~9, it is probably safe to assume that all values in Fig. 6 are accurate to the extent that they can be read from the plot (a few percent). Also, because the errors in predictions for individual diagrams are not in general any larger for n = 5 than for n = 4, the lines for individual Mayer cluster integrals in Fig. 7 are probably also accurate at this level. However, a somewhat larger error must be attached to the B, (heavier) line in Fig. 7 . Indeed, comparison with the one published B, value at larger D indicates a possibly sizable error: At D = 5, a value of 0.0148 f 0.0008 has been reported," whereas dimensional interpolation gives 0.0110. (It should be noted, however, that the reported error estimate is questionable, since the uncertainty in the corresponding value for B4, which was reported as 0.0746 f 0.0007, was underestimated27 by at least a factor of 2.) On the other hand, one also sees from the figure that by the time D = 20, a few diagrams have come to dominate the sum, so that the degree of cancellation has been much reduced, and the error in the total should therefore be more in line with that associated with the individual integrals. In light of these observations, the line for B, can probably be regarded as a fair indicator of the true behavior ofB, .
The results for B4 confirm the previously reported14 sign change between D = 7 and D = 8, and show that for D> 11 the virial coefficient decreases monotonically. The results for B, show that this virial coefficient remains positive for all D, but that the interplay of positive and negative contributions again leads to dimension dependence that is much less straightforward than that of any contributing diagram. Assuming that the B, curve is qualitatively correct, the results show that B, is not monotonic in D.
VI. HIGHER ACCURACY: CORRECTING THE HNC APPROXIMATION
One can anticipate from the results for B4 and B, what will happen when the procedure outlined in the previous section is extended to higher order: Interpolated values for the individual diagrams nk will probably continue to be reasonably accurate approximations, with errors typically of the order of 1%. However, the high degree of cancellation between the positive and negative integrals contributing to the sum will probably render the higher-order virial coefficients themselves unreliable. In this and the following section we consider two different ways in which the calculations can be made more accurate, and thereby extended to higher order.
Integral equation methods like the Percus-Yevick (PY) and hypernetted chain (HNC) approximations are widely used techniques for treating many-body interactions in fluids, including the computation of virial coefficients. Both methods rely upon approximations motivated by physical insight and/or mathematical convenience, but neither can be said to be understood that well. Also, each method exists in several variants, depending on the equation and the level at which the fundamental approximation is introduced. Here we consider only the simplest versions, namely those based on the compressibility equation, and carried to lowest order (sometimes designated PY 1, and HNCl, ) .'* Although both of these approximations were developed independently of the Mayer cluster expansion, each can be shown to be equivalent to a partial summation of the Mayer expansion. Thus the PY and HNC approximations for a given virial coefficient account exactly for a certain subset of the contributing integrals nk, and ignore the rest. The sums to which each corresponds are given by the relevant combinatorial coefficients C(n, ) in Table II . The accuracy of each method is determined by the extent to which the discarded integrals happen to cancel each other out.
The integral equation approximations could be improved by treating the integrals which they ignore in some approximate way. By standard analytic or numerical techniques, these are just the integrals which are most difficult to treat. (They are the integrals denoted by the diagrams with the most lines, including, for example, all of the nonplanar diagrams.) Dimensional interpolation calculations, however, can be carried out for such diagrams without dilliculty. In fact, as pointed out above, it is actually easiest to perform DI on the most complex diagrams, since the dimensional limits are particularly simple for these diagrams. A natural procedure to consider therefore is to take the value given by the PY or HNC approximation, and combine it with the sum of the DI approximations to the integrals which it ignores.
Results for the fourth and fifth virial coefficients for hard disks and spheres are summarized in Table VI . Here PY, HNC, and DI denote the three independent approximations, while PY + DI and HNC + DI denote the interpolation-corrected integral approximations. (All DI values were obtained by stepping up from DO = 1; thus all of them are closed-form algebraic expressions.) In general, the accuracies of the three independent approximations increase in the order HNC < DI < PY. The best of the three, namely Percus-Yevick, gives B4 and B, coefficients with errors of l-10%.
Consider now the hybrid approximations, PY + DI and HNC + DI. It can be seen from the slightly worse. This may be attributed to the fact that the PY approximation sums only a relatively small number of diagrams, so we are still relying upon DI (which by itself was not as accurate as PY) to treat the bulk of the integrals.
On the other hand, DI is very effective at improving the accuracy of the HNC approximation. This is due to the fact that the HNC approximation sums a larger class of diagrams than PY, and in particular to the fact that it captures a much larger fraction of the simple diagrams (which is where DI is least accurate). The HNC + DI values are everywhere superior to the others by a significant factor. In fact, they are superior to any of the PY or HNC variants which are available, as well as to the other available integral equation approximations ( Born-Green-Yvon, Kirkwood, etc.). 12*28 Only with Monte Carlo calculations has it been possible to obtain more accurate values. The accuracy of the values suggests that this hybrid approximation could also be extended to somewhat higher order.
VII. HIGHER ORDER: PARTIAL SUMMATION OF THE REE-HOOVER EXPANSION
It is easy to understand why cluster expansions are not regarded as a promising route for carrying the virial series to higher order. For each successive term one must evaluate many more integrals, since the number grows faster than exponentially'; each integral is harder to evaluate, since there are more constraints; and each one must be evaluated to higher accuracy, since the cancellation problem is more severe. A calculation of B, for hard spheres using the Mayer expansion would require 7 123 integrals, each one at least 18-dimensional, to at least 4-digit accuracy; B, would require 194 066 integrals.29
For a dimensional continuation treatment, the number of integrals and their complexity are not really important considerations, since the dimensional limits remain quite easy to evaluate. However, the problem of accuracy is severe, since there is a strict limit on the accuracy attainable by the DI strategy (although better characterization of the generic dimension dependence of the cluster integrals could lead to some improvement). Even the hybrid HNC + DI approach outlined above probably could not be taken much further.
One way to address this problem is by means of a partial summation. For a suitably convergent series, the accuracy gained by limiting the number of dimensional interpolations would outweigh that lost by series truncation. Unfortunately, the original cluster expansion, Eq. (2.4), is poorly suited to partial summation, since all contributing terms are comparable to or larger than the final sum. (The PY and HNC approximations could be thought of as effective partial summations, but of a selective kind which requires careful analysis; no simple truncation can be expected to match their accuracy, except by accident.)
One way to obtain a series which can be truncated is by means of the Ree-Hoover reformulation of the cluster integral expansion.13 This is an expansion in terms of the modified integrals
dr, dr,*--dr,-, f x l-j fim n .3"1,,t, Fig. 4 , for example, corresponding to eight distinct modified diagrams, though most of these are not irreducible diagrams that contribute to B, > . The expansion for a virial coefficient in terms of modified cluster integrals13 B,I"' = F C(ii,) Ejp', (7.2) has several desirable properties. First, the combinatorial factors C( ?ik ), some of which are given in Table II , vanish for many diagrams. For example, this is true for any diagram which factors in the large-l) limit. Second, for small D, many of the modified integrals ,-Lo) are small or zero, and a few integrals tend to dominate the sum. The dominant integrals tend to be those corresponding to the most complex Mayer diagrams, such as Zmax (the complete star, with no f functions, sometimes also denoted by 4) and Timax-2 (the one with two? functions without a common index, sometimes also denoted by zz ) . Third, the new series lends itself to a well-defined sequence of short partial summations. The first two partial sums, for example, are justI W'(l) = wL,,)7i,,,, W'(2) = C(Ti,,,>~,,, + a7&-2)&nax-2.
3) The combinatorial coefficients necessary for these partial sums are given by 4) while the modified integrals are given in terms of the Mayer integrals by G,, = nmax, Ti max-2 = nmax + 2n,,, -1 + nmax -2.
(7.5)
The Mayer integrals nk, of course, are obtained by dimensional interpolation. The results given by these approximations for virial coefficients through B,, for hard disks and through B,, for hard spheres are given in Table VII . The one-term partial sums uniformly overestimate the known virial coefficients, -Z(D)(l) x= n B;D'(l)n ' (7.6a) (7.6b) (This is equivalent to a Shanks extrapolation3' of the partial sums consisting of zero, one, and two terms.) The extrapolations, shown in the last column of Table VII , agree with the known virial coefficients to within 14% for hard disks, and to within 5% for hard spheres. Of course, the first two partial sums of the Ree-Hoover expansion constitute a shaky basis for an extrapolation. In fact, it is not justified for B4 (for which the Ree-Hoover sum terminates after two terms), and Ree and Hoover's own calculations show that the partial sums do not converge in the simple manner suggested by Eq. (7.6). However, in the absence of further terms, this extrapolation will serve as a crude approximation. Rather large error bars need to be associated with the extrapolated Ree-Hoover sums. It is clear that there are uncertainties associated with the extrapolation, as well as uncertainties stemming from dimensional interpolation in the terms being extrapolated. Comparison with the Monte Carlo calculations of Ree and Hooversp9 suggests that the extrapolation errors are generally larger, and that they grow with n. (For B4 and B, , however, the errors associated with dimensional interpolation are larger.) Unfortunately, in the absence of further data, it is not at all clear how to assess the uncertainties internally. We therefore suggest that error bars be assigned on the basis of the observed disparity with respect to accepted values. Because the errors reported in Table VII do not really justify anything more elaborate, we have assigned error bars that grow linearly with n, starting at n = 3. To keep things simple, and hopefully on the conservative side, we have taken o,, = 2 (n -3 ) % for hard disks and 4(n -3)% for hard spheres. (Absolute errors would be more appropriate in the end.) On this basis, the relative uncertainties in the predicted virial coefficients reach 25% at n z 15 for disks and n z 9 for spheres. It is for this reason that values are only reported through B,, for disks and B,, for spheres in Table VII . Higher-order values can be computed readily with the formulas given above.
In the following sections we take the extrapolated values (Table VII, last column) as the best estimates of the virial coefficients at higher order. We emphasize that "extrapolation" refers here to the Ree-Hoover series, not the virial series itself, so that the values reported (unlike previous estimates 8*9s'6*17 of n > 7 virial coefficients) do not depend on the low-order coefficients.
VIII. COMPARISONS
The hard disk virial coefficients obtained from the ReeHoover series are compared with values from several other sources in Fig. 8 , while the corresponding hard sphere results are compared in Fig. 9 and sources are the same as in Fig. 8 .
where v = l/p,, is the volume per particle at closest packing. These values can be viewed as either resealed dimensionless virial coefficients, gi, (b /v) ' -', or as the contributions to the virial series at closest packing, B,p&-'. (The scale factor b /v is r/v!3 for disks and 7r$/3 for spheres.) Sincep,, is the highest physically accessible density, these are the maximum possible contributions to the virial series at each order, so for convenience the values will be referred to as maximum virial contributions. For both disks and spheres, virial coefficients are known through B, . For B, and B, , the extensive calculations of Ree and Hoovers,9 still serve as the reference, though these calculations have been reanalyzed and adjusted by Kratky.16v'7 The recommended values for the known coefficients are shown in Figs. 8 and 9 by stars. For the hard sphere B, , the rather significant uncertainty is shown as well.
Kratky has also provided detailed discussions of extrapolation techniques. His recommended values'6*'7 for B, , B,, and B,, are shown in the figures by squares. For hard spheres, error bars representing the ranges of values obtained with different extrapolation procedures are also shown. At higher order, simple extrapolations are difficult to trust. However, Kratky has shownI how to take the asymptotic virial coefficient recursion relation of Tsykalo and Selevanyuk,36 and introduce a correction factor which allows this relation to be used in an approximate way at finite order. The virial coefficients obtained using this procedure are indicated by diamonds in the figures.
The dimensionally interpolated virial coefficients obtained in the preceding section are shown by filled circles. For completeness, values beyond those given in the last column of Table VII are also plotted (open circles), but as discussed above, we cannot justify acceptance of these values without sizable error bars at this time. The plots show that the maximum virial contributions for disks increase until n = 10 and then decrease slowly, while for spheres they show a similar but somewhat sharper peak at n = 7. It can be seen that this is consistent with Kratky's extrapolations from the previously known values.
Any equation of state can also be used to generate higher-order virial coefficients, simply by taking its Taylor expansion about p = 0. By construction, most equations of state reproduce at least approximately the known virial coefficients. At higher order, however, there is great disparity in the coefficients generated by different equations. In order to see the kinds of behavior generated, it is convenient to classify equations of state according to their radii of convergence R, since this largely determines the higher-order behaviors. Maximum virial contributions generated by equations with three different radii of convergence are shown in Figs. 8 and 9. We discuss the equations having R >pcp, R = pcP, and R <pep in turn.
Equations of state for which the radius of convergence R exceeds the close-packed density pep are the most common. They include many equations obtained by extrapolating from known virial coefficients (like the Carnahan-Starling3* and related37r38 equations and several Pad& approximants8Y'6'17'38 ), as well as equations derived from scaled particle theory3' and integral equation approximations,21*39 In the two figures, equations of state in this category are represented by the scaled-particle theory equation for hard disks, and by the Camahan-Starling equation for hard spheres (solid lines). Note that all equations with R >pcp must give maximum virial contributions which decay to zero asymptotically (though not necessarily monotonically).
Equations of state for which R = pep are also fairly common.33*40-44 This is a somewhat natural assumption for the radius of convergence, since the equilibrium pressure first diverges at this density. The pressure diverges according to the free volume expansion45 p/pRT=C-,a-'+CO+C,a+C,a2+~*~, (8.2) where a = (p=,/p) -1. (It is known that C-1 = D exactlY,46 and for both disks and spheres several further coefficients have been determined empirically.47 ) Equations of state with R = pep are represented in the figures by those of Hoste and van Dae133 (dashed lines). These were constructed to reproduce the first term in Eq. (8.2), as well as all the known virial coefficients. All equations in this category have simple poles atPcp , so all yield maximum virial contributions which tend asymptotically to some finite constant (namely the residue of the pole ) .
Finally, consider equations of state with R <pcP . Equations in this category34*48*49 yield maximum virial contributions which diverge. They are represented in the figures by the equations of Song, Stratt, and Mason34 (dotted lines), which were constructed so as to diverge at random closest packing density. Equations in this category can also lead to oscillatory divergence of the maximum virial contributions. 49 Comparing the dimensionally interpolated virial coefficients with those produced by the various equations, one finds that the best agreement is with equations having R >pcp . This helps to explain why some of the equations in this category are so surprisingly accurate. For example, the Carnahan-Starling equation,32 although constructed so as to reproduce only the first several terms of the virial expansion, may actually manage to model the series accurately out to fairly high order. Of course, equations which fail to diverge until beyond closest packing are blatantly incorrect in this domain. Often this failure at high density is taken to imply that the virial coefficients derived from these equations must be incorrect at high order. It will be shown in Sec. IX that this is not necessarily the case.
With only a finite set of coefficients, and a small one at that, one cannot say anything final about the radius of convergence. What can be said is that a comparison of about 20 equations of state showed the equations with R >pcP to be uniformly better at generating virial coefficients which were consistent with the calculations. No equation with R <pcP was consistent, and of the equations with R = pcP, only the hard sphere equation of Hoste and van Dae133 (dashed line in Fig. 9 ) came close. On the other hand, most of the equations with R >pcp produced virial coefficients that showed essentially the same behavior as the dimensionally interpolated values.
The equations with R >pcP have been obtained in sever- 4538 Loeser eta/: Dimensional interpolation for hard spheres al different ways, and take several different forms, so the strong correlation with ability to model &al coefficient behavior is at first somewhat surprising. What these equations have in common with each other, but not with the remaining equations considered, is that they incorporate no assumption regarding the radius of convergence. One typically has to impose some constraint in order to obtain an equation of state which diverges at or before closest packing, because both theoretical treatments and fits to known virial coefficients and/or simulation data otherwise tend to give equations with R >pcP. It is usually required that the equation diverge at either closest packing or random closest packing. Such constraints may be justified from a practical point of view, but the comparison of virial coefficients strongly suggests that from an analytic point of view they are not.
Although the literature equations with R >pcP seem generally to work best, we note that it is possible to construct equations which diverge at or before pcP, yet agree with the dimensionally interpolated virial coefficients as far as we presently believe that they can be trusted. For example, consider the equations (expressed here in the conventional form that uses the packing fraction 7 = bp/2"-')
which clearly diverges at closest packing (or before). With (M,N) = (5,l) or (4, 2) and the coefficients as listed in Table VIII, this equation reproduces the known virial coefficients, and is consistent with the dimensional interpolation calculations, but it has R =pcP These four equations (two each for disks and spheres) yield maximum virial contributions which define the upper and lower boundaries of the gray areas in the figures.
The form and fitting of Eq. (8.3) deserve a few comments. The form was motivated by the observation that equations of state with denominators ( 1 -7) D crop up frequently5' (e.g., in scaled particle theory and Percus-Yevick theory, as well as the Camahan-Starling equation), and seem to work quite well; the denominator above was obtained by allowing one or two of the zeros to move, and adding another at r],,. For (M,N) = (5,l) or (4,2), Eq. ( 8.3 ) has six free parameters, which in each case were fit to five coefficients in the low-density expansion (B, through B, ) plus one in the high-density expansion ( C-, ). (The use of the C _ 1 in connection with the characterization of virial coefficient behavior has been criticized by Woodcock," but its use here may be regarded as being empirically motivated.) Virial coefficients only through B6 were used because B, values are not known accu_rately enough to provide any improvement. [For disks, the B, values obtained by expanding the (5,l) or (4,2) equations, namely 0.1149 and 0.1148, already agree very well with the accepted value" of 0.1148 f 0.0005. For spheres, the value of 0.0131 obtained from both the (5,l) or (4, 2) equations lies at the lower end of the error bar for the accepted value,16 namely 0.0137 f 0.0006. However, the attempt to utilize B 7 = 0.0137 in constructing equations of state resulted in virial series which were inconsistent from one fit to the next, and typically diverged erratically, suggesting that this value is somehow out of line. We note that there have been other suggestions in the literature '6,33 that the value 0.0137 is too high, and that the correct value lies closer to 0.013 1. ]
IX. SPECULATIONS ON HIGHER-ORDER BEHAVIOR
The higher-order behavior of a virial series and its relationship (or lack thereof) to singular behavior in the equation of state has been the subject of much investigation and speculation over a long period of time. For the hard sphere fluid, this behavior remains unknown. However, the fact that the estimates for the higher-order behavior from at least three different sources-extrapolation using asymptotic behavior, Taylor expansion of simple yet accurate equations of state, and dimensional interpolation-are in qualitative agreement with each other, suggests that the picture which they offer may be correct. This picture is one of virial series which converge at unattainable densities and in which all terms are positive. We consider in this section whether this picture can be maintained.
We emphasize that these are just hypotheses suggested by the calculations, and neither can be considered as demonstrated. For example, Eq. (8.3) yields plausible maximum virial contributions which remain finite at infinite order (corresponding to divergence at closest packing), while some equations in the literature' yield consistent maximum virial contributions that converge to zero in an oscillatory fashion (so that some coefficients are negative). We also note that there is ample precedent for negative virial coefficients in other purely repulsive models. For example, negative values are known to occur in the virial expansions for the Gaussian model," for the hard parallel hypercube model," and for the hard sphere model itself14 at higher D, as verified in Sec. V. However, since there is nothing in the data to suggest either R <pcP or B, ~0, we consider the alternatives as our hypotheses.
Physical considerations might at first seem to call the conjectured behavior into question. For example, one might expect the onset of the fluid-solid phase transition, or if not that, then the divergence of the equilibrium pressure at closest packing, to bound the radius of convergence. Also, one might expect the tie lines or van der Waals loops describing the phase transition region to demand negative virial coefficients. For a finite system, these are probably correct conclusions. However, the fact that the virial series is defined in the thermodynamic limit renders these arguments invalid. We consider first a simple model to clarify the nature of the limit, and then formalize the considerations.
Models which display first-order phase transitions, yet generate virial series for which the terms are all positive, and/or the radius of convergence exceeds the condensation density, have been presented before. 52'53 for a suitable constant c. The result of applying such a correction (with c = -120) is shown by the dashed curve in Fig. 10 . We now show how the ramp function in Pq. (9.2) can be represented as the limit, which we will identify with the thermodynamic limit, of a sequence of functions. Let L(O= g l-(&l)"' It is not hard to see that For any finite n, the rectified equation of state has a rounded comer at the freezing point, it has modified virial coefficients (including some which are negative), and it has a radius of convergence approximately equal to the freezing density. This is the behavior expected for a finite system of particles. As n is increased the comer in the equation of state becomes sharper, and the modifications to the virial series get shifted outward, leaving the low-order coefficients less perturbed. Nevertheless, there are eventually negative coefficients, and the ramp correction still limits the radius of convergence to about 7,.
The limit n -. CO requires care. From the last paragraph, one sees that if this limit is taken after evaluating the radius of convergence or assessing the presence or absence of negative coefficients, the conclusions reached at finite n will remain unchanged. On the other hand, one sees from the nextto-last paragraph that if this limit is taken jh, then the virial series will show no evidence of the ramp function. Since virial coefficients are each defined in the thermodynamic limit, it is the second procedure which is relevant. Therefore, the virial series in this model is not affected at all by the correction for the onset of the phase transition.
If desired, further correction terms (such as a second ramp beginning at the melting point 7, ) could be added to Eq. (9.2) in order to improve the agreement with the empirical equation of state, always in such a way as to leave the virial series unaffected. Such additions do not alter the above conclusions. They also do not yield a useful form for the (9.5) With suitably chosen A, and A,,, (both positive) and r?; and 17; (both small), the pairs of poles at 7,. f i77; and r], + iqk will steer the equation of state through the transition region, allowing the Pad6 term to be fit effectively to both the lowand high-density expansions, Eqs. ( 1.1) and ( 8.2). With the parameters given in Table IX , the (M,N) = (5,4) equation reproduces the low-density expansion through B, and the high-density expansion through C, , and gives the behavior shown by the solid curve in Fig. 10 .
The model considered above shows by way of example that the suggested behavior of the virial series is not inconceivable. More generic support for the hypothesis may be obtained from analytic or geometric considerations regarding the origin of the virial expansion. Analytically, we note that the critical feature is the analytic disconnectedness of the fluid and solid branches of the equation of state. The Yang-Lee theory of phase transitions'7'58 provides a means for understanding this disconnectedness in a broad context. In this approach, a phase transition is associated with the crossing of a locus of zeros of the partition function (logarithmic branch points of thermodynamic variables), and this locus is assumed to become dense and to pinch the real axis in the thermodynamic limit. In the limit, the thermodynamic functions on the two sides of the locus are not the analytic continuations of each other. We note that whereas some have used this notion to justify the proposal51 of virial series that diverge more quickly or strongly than the physical equation of state, we are here suggesting the opposite possibility.
A geometric perspective on the problem may also help. The virial coefficients are defined in the thermodynamic limit. This means that there are no external constraints on the motions of the particles. (Of course, there are the internal constraints that determine which geometries contribute to any given integral.) But it is just such external constraints which are responsible for the fact that the free energy of the crystal can fall below that of the fluid.59 It is tempting to separate the notion of pressure from the physical walls which create it, but this is not possible. To see this a little more explicitly, consider a large but finite number of hard spheres in a box. Clearly, the first few coefficients of a Taylor series for the equation of state (the finite-system virial coefficients) will not differ appreciably from the virial coefficients computed in the thermodynamic limit. However, when the order of the virial coefficients becomes sufficient for the corresponding connected clusters to stretch across the box, differences will begin to appear. It is these differences which cause the equation of state to turn into the phase transition region. Or to put it another way, it is these differences which allow the fluid equation of state, as given by the virial series, to "know" something about the solid which it might become. Now if the size of the box is increased, both the deviations of the coefficients and the turning of the equation of state will be delayed, but information about the solid phase will still be encoded within the series. In the limit of an infinite box, however, one can see (in complete parallel with the model described above) that the virial series to any finite order will contain no information regarding the location or even the existence of the phase transition.
X. CLOSING CONNECTIONS
For hard sphere fluids, the equation of state can be described analytically both at very low density (by the virial expansion) and at very high density (by the free volume theory). Between these limits, no adequate analytic theory is available. Our current ability to describe a fluid of electrons is similarly limited. The jellium model (electrons in a uniform neutralizing positive background) can be described analytically at both very high and very low density.60 At high density the couplings between electrons are weak, and the electrons behave like a gas, while at low density the couplings are strong, and the electrons crystallize. Thus there are simple limits at both ends of the density scale, and one can treat jellium in the vicinity of either limit by perturbation theory. a Again, however, no analytic theory exists at intermediate densities. Table X summarizes what is presently known of the perturbation expansions for hard disks and hard spheres,7*47 and for D = 2 and 0 = 3 electrons.a63 In order to make the striking parallels between the classical and quantum problems more apparent, we have recast the virial expansions in terms of the dimensionless parameter a = (pJp) -1 that is used in the high-density or free-volume expansion.45
There are other parallels between the hard sphere and jellium problems, not apparent in Table X . Thus all of the following remarks pertain to both the hard sphere and jelhum problems: The perturbation expansions for the "gaseous" phase are usually discussed in terms of diagrams, which become more numerous and difficult to evaluate as one proceeds to higher order. As a consequence, relatively little progress has been made in carrying the expansions to higher order since the 1960s. The primary avenue toward increased understanding in recent years has been computer simulations, in particular Monte Carlo calculations.64 The diagrammatic expansions nevertheless remain as the principal analytic route toward the treatment of these many-body systems. (It should be noted that although one can approach these systems from either the gaseous limit or the solid limit, the latter is significantly harder. In fact, several coefficients in Table X for expansions about the crystalline limits are only known from numerical fits; on the other hand, all of the gaseous coefficients were obtained by direct calculation. ) Although the parallels between these prototypical classical and quantum many-body problems have been explored to some extent before,6sr66 there would appear to be additional room for cross fertilization.
We also make note of two incompletely understood and 2442 and ?,, ) . It appears to be completely consistent with the small integer arithmetic that determines the contributions (or star contents) of the various diagrams13 that the missed diagrams have C( Z, ) = 0 due to accidental cancellation. The meaning of the correspondence between factorizability and presence or absence from the Ree-Hoover expansion is still not clear. However, we note that for hard-body fluids, the Ree-Hoover integrals Zk correspond to disjoint regions of configuration space, so the rule is simply saying that the only regions which can possibly contribute to B, are those described by n-point diagrams that are completely irreducible, in the sense that they cannot be factored.
Second, we make note of a curious complementary relationship between the geometric constructs which arose in treating the low-D and high-D limits. In both cases the interdimensional ratios for the integrals contributing to B, could be viewed as simple inverse volumes in (n -1 )-dimensional space. For the complete star diagram, the relevant volume was in each case that of a unit cell in the regular lattice that is usually denoted A, _ , . However, for D = 1 this was most naturally taken to be a nearest-neighbor cell (a rhombic dodecahedron for n = 4)) while for D+ CO it was most naturally taken to be a unit cell defined by sphere centers (a parallelepiped with a threefold symmetry axis for n = 4). As one removed lines of constraint from the complete star, the relevant volumes in both limits increased. Interestingly, in both cases the new volumes could be viewed as unit cell volumes forA,-, lattices with defects. For D = 1 these were point defects (missing points, giving rise to partially stellated rhombic dodecahedra, for n = 4), while for D-CO they were (hyper)plane defects (shifted planes, giving rise to more open parallelepipeds, for n = 4). It remains to be seen whether the D = 3 integrals could be approached by means of some interpolated defect structure.
Here we use the Fourier transform method introduced by Katsura6* to obtain for general n>3 and large D an explicit asymptotic formula for niD', the ring diagram. We find ntD)=(
where K,, = [2"-'/(n -2)!] [z-(n -l)(n -2)] -"2 X [n/(n -2)]'"-2"2 and y, =n "-2/(n -1),-l. In the limit D-CO, we thus obtain simply p(n,;w) = y;1'2, which is Eq. (4.11) of the text.
The normalized cluster integral for the ring diagram is given by' On introducing Fourier transforms, we obtain method of steepest descents," we recast the integral in the form The star diagrams nLD) decrease more rapidly with increasing D as the number of lines linking the n particles grows (cf. Fig. 2 ). This is because each added line introduces anotherf factor in the integrand of the cluster integral. Every such factor has modulus unity but requires the connected points to be closer together than a certain distance. As the number of lines increases, the region over which the integrand differs from zero shrinks, so the integral must decrease. Here we derive for general n)4 and large D an asymptotic formula for n2 (D), the diagrams with one line added to the ring. We find this large-D result reduces to the product of the ring diagram for 3 particles and that for n -1 particles niD'l: [(n -l) /n(n -2)]3'D'(n -l)iD', (Bl) where 3'D'rB iD'. In the limit D+ CO, we thereby find p(n,;a) =p(3;co)p[ (n -l),;co], which is one of the factorizations given in Table IV. The cluster integral ni"' has the same form as Eq. (A2), except that the integrand contains n + 1 Mayer f functions ~f=f(r1)f(r2)f(r,-,)f(r3,)f(r4,)~~~f(r,-,,,_,). The latter result is obtained by integrating by parts and using the identity 
