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Abstract — In simultaneous localisation and mapping (SLAM), a mobile robot needs
to recognise previously visited locations in order to eﬀectively tackle the problem of
loop-closing. This paper presents a statistical approach for place recognition to be used
in SLAM, that generates and stores reliable information of the mapped places. The
method uses statistical properties of the topology of the features within an environment
to construct a statistical signature that identiﬁes places already seen by the robot. Place
recognition is done by comparing the current statistical signature with those already ac-
quired. A SLAM system incorporated with this algorithm, will be able to incrementally
build a map, trace its trajectory whilst recognising previously visited locations using
only range and bearing data. A key advantage of this scheme is its non-dependence
on light intensity and robot pose. Simulations show that the proposed approach could
improve the loop closing problem by accurately identifying previously visited locations.
Keywords — SLAM, statistical analysis, invariant properties, robotics, navigation.
I Introduction
Place recognition is one of the challenging prob-
lems in robotic systems and has received much at-
tention in literature. A robot requires accurate
representation of the environment to operate suc-
cessfully in a fully autonomous manner [1]. Where
there is no absolute information of the environ-
ment, a robot needs to simultaneously build a nav-
igation map and localise itself using the map. This
problem is referred to as simultaneous localisation
and mapping (SLAM). SLAM addresses the prob-
lem of a mobile robot equipped with sensing de-
vices to navigate such place while taking observa-
tions of the features, build a map of the area and
simultaneously trace its own trajectory [2].
However, if the environment is large, the robot
may be unable to recognise already visited sections
of the area leading to the problem of loop-closing.
Because a robot relies only on its estimated po-
sitions which are inaccurate due to accumulated
estimation errors. Consequently, it often fails to
observe that it has reached a location where the
information of an environment has previously been
stored in the map [3]. Loop-closing problem is very
challenging, especially if the SLAM system has to
be more robust and accurate for large (structured
or unstructured) environments.
Map representation that will enhance place
recognition, therefore, is of paramount importance
in SLAM as it promises to provide a solution to
the loop-closing problem. Several approaches to
solve this problem have appeared in the past few
years. For instance, a graph matching technique
for an appearance-based visual SLAM was pro-
posed in [4], where a static graph based model of
an environment was developed. In the model, the
nodes were labeled with appearance based obser-
vations, extracted from an omnidirectional image
of the place. The appearance of the current view
is compared with those of reference images to es-
timate the robot pose. The graph matching tech-
nique compares the local graph of each particle
with its particular global graph to determine the
best matching map. In [3], the authors proposed
another appearance-based SLAM where an omni-
directional camera was used to provide a picto-
rial view of the environment. Their system, how-
ever, utilises images without deﬁned features co-
ordinates. Consequently, such map representation
will be quite complex compared with those from
range sensor-based approaches.
Furthermore, an appearance-based minimalistic
metric SLAM was proposed in [5] which relaxed
the assumption that the robots can obtain metric
distance information to landmarks. Instead, they
obtained qualitative measurements of landmarks
where locations are used to match the robot’s
poses. An Iterated Extended Kalman ﬁlter (IEKF)
was used to process actual odometry and inferred
relative positions measurements, and also to esti-
mate the coordinates of the locations along the tra-
jectory of the robot, where images were recorded.
In their method, landmarks correspond to images
taken at various (x, y) positions of the robot. How-
ever, it is diﬃcult to diﬀerentiate between loca-
tions of images with similar appearance.
Appearance-based place recognition for topolog-
ical localisation as proposed in [6] used a passive
color vision camera as an extrinsic sensor to en-
able the robot to reliably distinguish between ad-
jacent locations. The vision based system must be
trained before it can be used in an environment.
During training, representative images, captured
from the environment and associated with the cor-
responding locations, are stored as reference im-
ages. Whilst during operation, the input image is
compared with the images previously stored. The
reference image of a location that best matches
with the input image is then considered to be the
currently visited location. The key element of their
work is the place recognition module, which deter-
mines if the current input images matched with
any of the stored ones. However no explanation
was given of what happens if features in diﬀerent
locations possess similar appearance.
The approach presented here investigates the
use of statistical representation of the features in
an environment to distinguish the area from an-
other environment. This work is based on the as-
sumption that natural environments are not likely
to have exactly the same landmark location ar-
rangements (topology) since each feature occupies
a unique location in the global map. Even if they
have similar topology, the reference coordinates
will deﬁnitely diﬀer. So the work seeks to develop
an algorithm that transforms the topology of an
environment into statistical data which serves as a
pictorial representation of the place.
This study examines a number of statistical rep-
resentations of various data involved in SLAMwith
the view to discover the one that exhibits consis-
tent distinguishing characteristics for diﬀerent sets
of data. The interest here is to identify the param-
eters that are responsible for the diﬀerences, and to
harness them for place recognition in SLAM. The
available information includes data from the laser
sensor (range and bearing) deﬁning the positions
of features within an area; the covariance matrix,
which is a measure of conﬁdence in an estimation;
the Kalman gain and the robots estimation of the
locations of the features in the environment. In-
variant properties [7] of the sensor data such as
the Mahalanobis distance and reference distance
between the features are found to be suitable for
this purpose.
The paper is organised as follows: Section II
presents the proposed approach of statistical rep-
resentation of data using invariant properties in-
cluding the statistical analysis. Extensive simula-
tion results are provided in Section III for both
structured and unstructured environments. Fi-
nally, Section IV outlines the conclusion and future
works.
II Combined Invariant Constrained
Properties Extraction
In this approach, a large environment is di-
vided into smaller regions for more eﬀective map-
building as proposed in [8]. Suitable invariant
properties from the topology of the landmarks in
a given smaller region will be extracted and pro-
cessed, to be used as the statistical signature. The
invariant properties to be used are (a) the Maha-
lanobis distance, (dm), which is widely used for
classiﬁcation techniques and cluster analysis of a
group of points, and (b) the distance between a
single reference landmark (dref ) and all the indi-
vidual landmarks as shown in Fig 1. The terms
Mahalanobis distance (dm) and reference distance
(dref ) are used to diﬀerentiate the two standard
Euclidean distances involved.
In Fig 1, invariant properties dm and dref of the
ﬁrst and last landmarks are measured with respect
to the reference landmark. Reference landmark
could be either the initial position of robot or a
previously known landmark location. The second
invariant property is very similar to the relative
location information as presented in [9]. However,
they used an EKF estimation of the landmarks
along with the relative angles. This strategy dif-
fers from the popular use of the relative distance
between the landmark and robot’s pose, so elimi-
nates the uncertainty usually introduced by robot
pose estimation error. The statistical signature ob-
tained will serve as an image representation of an
area visited, for future identiﬁcation.
These two constraints are combined to minimise
the probability of two or more diﬀerent environ-
ments getting identical signatures. In addition,
the reference point will be used to relate a sub-
map with the global map. Since the landmarks
are stationary, the distance between them will re-
main invariant at all times. Their values remain
constant no matter the position of the robot, time
of the day or even the intensity of light, which
is an advantage over appearance-based signature.
Moreover, the computational complexity and pro-
cessing cost of vision or appearance information
is highly reduced. To extract the constraints, the
range and bearing data obtained from the laser
sensor at time step k will be resolved into their cor-
responding cartesian (x, y) coordinate values. If n
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Fig. 1: Combined Invariants Constraints
landmarks were observed, the laser range data can
be thought of as a set of n features represented in
polar form by equation 1, will be resolved as shown
in equation 2.
Zk = (ri, θi)
T (1)
Zk = (xi,yi)
T (2)
where (i = 1 · · ·n) and xi = ri cos θi and yi =
ri sin θi.
The ﬁrst invariant constraint, dm, (Mahalanobis
distance with identity covariance matrix), and the
second invariant constraint, dref , are obtained by
equations 3 and 4
dm =
√
(xj − xi)2 + (yj − yi)2 (3)
dref =
√
(xref − xi)2 + (yref − yi)2 (4)
where (xj ,yj) are the coordinates of the nearest
neighbour landmarks to landmarks (xi,yi) and
(xref ,yref ) is the position of the reference land-
mark.
a) Statistical Representation of the Environment
There are several ways of describing an environ-
ment that enhance recognition, such as size, shape,
colour, arrangement of features in the place and
its appearance. Though colour images have been
used for place recognition in SLAM, the work here
explores the use of features arrangements (topol-
ogy) of a place, as an alternative. The technique
is to convert the parameters of the topology that
are consistently invariant, into statistical data that
could be represented in the form of a histogram,
because of the advantages that it oﬀers [6]. For in-
stance, histograms provide a compact representa-
tion of any data set and therefore have low memory
requirement. In addition, the comparison of two
histograms is much simpler and faster than com-
paring raw laser data from two sub-maps, yet they
provide precise on-hand information for the robot.
The problem here is on the extraction and conver-
sion of the extracted invariant properties into suit-
able statistical data for construction of histograms.
b) Statistical Analysis of Invariant Constraints
In order to get a full pictorial representation of
an environment, statistical models were employed
to process the invariant properties, dm and dref
already extracted from equations 3 and 4 respec-
tively. The statistical models used here to extract
information about the topology of the landmarks
in any environment include measures of central
tendency and dispersion. The central tendency
summarises the locations of the features in an en-
vironment, whereas the measure of dispersion de-
scribes the spread, dispersion or the variability of
the diﬀerences between the invariant properties.
The required information includes the diﬀerences
between the ﬁrst invariant constraints, Δdm, and
the diﬀerences between the second invariant con-
straints, Δdref , which are derived from equations
5 and 6
Δdm = dm(j)− dm(i) (5)
Δdref = dref (l)− dref (k) (6)
where i, j = 1 · · ·n, (i = j). while k, l =
1 · · ·m, k = l) and m = n− 1.
The Δdm and Δdref data were grouped into
classes which are based on intervals within the
range. Each class diﬀers from the adjacent class
by a class factor cf , calculated by
cf =
Δdm(max)−Δdm(min)
nc
(7)
A similar equation can be written for Δdref . In
the above equation, nc represents the number of
classes within the range which is purely based on
individual’s choice. However a smaller nc will not
produce suﬃcient data to be compared, whereas a
large value of nc will increase the accuracy in place
recognition, but at the expense of increase in mem-
ory requirement. The information extracted was
thus scaled into class intervals of the total range.
The elements of Δdm and Δdref that have the
same class value, were stored in the column of that
class within variables Am for dm and Ar for dref .
It is clear that both Am and Ar are row vectors
of length nc and contain statistical data from all
the landmarks, grouped class-wise. This data is
employed in constructing statistical signatures of
the areas observed, in the form of histograms. Ad-
ditional data from the statistical models including
maximum value (max), expected value (E) and
standard deviation (σ) serve as validation data,
to distinguish between diﬀerent sub-maps, incase
they yield matching histograms. Hence the his-
tograms together with the validation data serve as
powerful tool to recognise already visited area.
Storing the invariant property diﬀerences in this
way, makes it possible to construct histograms by
plotting the contents of each column of Am (Ar)
against the class. This method of storage will also
reduce the memory requirement. For instance if
at time step k, the sensor returns a set of n land-
marks say 100 or more, it will require 2n memory
spaces to store the set. However, with this ar-
rangement, every set (irrespective of the size of n)
will only require small amount of memory space
proportional to nc, for storing the histogram and
validation data. So the robot could retain precise
on-hand information about the sub-maps already
visited without exceeding its storage capacity.
c) Place Recognition
A robot may start at a known reference landmark,
take an observation, and use this algorithm to con-
struct a statistical signature and compute the val-
idation data. It will store this information in a
database, then repeats the same process from an-
other known point. The statistical signatures serve
as an identify for each of the sub-maps. During
operation, a query algorithm compares an incom-
ing statistical signature with already stored ones.
A match would mean an already visited sub-map
while a mismatch signiﬁes a new place which is
added into the database. By simple comparison of
statistical signatures, the robot is able to recognise
already seen places as the navigation progresses.
III Simulation Results
The proposed approach was employed as part of a
basic SLAM using a simple robot model in a fairly
large environment. The robot was assumed to be a
four wheeled vehicle moving with a constant veloc-
ity and steering angle of 2 m/s and 0.1 radians re-
spectively. The system is to build a map of the ob-
served landmarks and simultaneously trace its own
trajectory in addition to identifying already seen
places. Extended Kalman Filter (EKF) with non-
linear process and observation models were used in
this simulation as shown in 8 and 9.
X(k + 1) = f(X(k),u(k),w(k)) (8)
Z(k) = h(X(k),v(k)) (9)
where X(k) is the state vector at time k with con-
trol input u(k) and process noise w(k) and Z(k) is
the observation with measurement noise v(k).
The process noise was assumed to be Gaussian
and negligible since the robot was considered to
be stationary while taking the observations. The
measurement noise does not aﬀect invariant prop-
erties [7] which is the main focus of this paper.
Nearest-neighbour data association was also en-
gaged for observed data validation. The entire
mapping area was divided into two subsections
(local maps) tagged sections B - C and each sub-
map size is within the maximum range of the on-
board sensor. To test the eﬀectiveness of the novel
approach for place recognition, section B was re-
included as section D and the SLAM process was
carried out in each submap.
For the simulations shown in this paper, nc
was heuristically chosen to be 10, and the sizes
of Am and Ar were increased by two to make
room incase of any overﬂow of Δdm and Δdref
respectively. For instance, the ﬁrst class started
from (Δdm(min)−cf) and ended at Δdm(min),
whereas the next class started from Δdm(min)
and ended at (Δdm(min) + cf) and so on, until
the last class that started from (Δdm(max)) and
ended at (Δdm(max) + cf). Initially, the topol-
ogy of the landmarks is assumed to be structured,
for ease of visualisation. Unstructured topology,
which is more realistic in a real world scenario, is
then taken into account. Simulation results are
shown for both cases demonstrating the eﬃcacy of
the proposed technique.
a) Structured Environment
A set of landmarks were assumed located within
the structured environment as shown in Fig 2.
Figs. 3(a), 4(a) and 5(a) show the results of section
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Fig. 2: Structured Environmental Landmarks Topology
by section navigation. The plots illustrate robot’s
trajectories, (actual and SLAM), and maps show-
ing landmarks positions (actual and SLAM). On
the other hand, Figs. 3(b), 4(b) and 5(b) depict
the statistical signatures in the form of histograms.
In addition, validation data is tabulated in Ta-
ble 1 using the start and reference landmark co-
ordinates (xst, yst), (xref , yref ) respectively. The
table also displays statistical information such as
the expected (E) and maximum values, standard
deviation (σ) and the sum of Am and Ar vectors.
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Fig. 3: Structured Environment: Section B
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Fig. 5: Structured Environment: Section D
The histogram matching, as could be seen from
Figs. 3 and 5 shows that these two sections com-
pletely matched and are thus identical. This could
be veriﬁed from the validation data in Table 1.
Place recognition is thus satisfactorily achieved.
b) Unstructured Environment
The whole process was repeated in an unstruc-
tured environment with three subregions as shown
in Fig. 6 where D is the same as B to test the eﬀec-
tiveness of the methodology. The results of the
Table 1: validation Data for Structured Environ-
ment
(a) Start Landmark Point
Map (xst, yst) ΣAm max(Am) E(Am) σ(Am)
B (-10,30) 20 8 1.7 2.4
C (12,30) 12 3 1.0 0.9
D (-10,30) 20 8 1.7 2.4
(b) Reference Landmark Point
Map (xref , yref ) ΣAr max(Ar) E(Ar) σ(Ar)
B (0,20) 12 2 1.0 0.82
C (20, 25) 14 3 1.7 0.9
D (0,20) 12 2 1.0 0.82
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Fig. 7: Unstructured Environment: Section B
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Fig. 8: Unstructured Environment: Section C
-20 0 20 40
-20
-10
0
10
20
30
40
Section D: (a) Map
x(m)
y(
m
)
1 2 3 4 5 6 7 8 9 10 11 12
0
1
2
3
4
5
6
Section D: (b) Signature
[classes]
[Δ
 d
m
]
Fig. 9: Unstructured Environment: Section D
proposed scheme, when navigating in an unstruc-
tured environment are shown in Figs. 7, 8 and 9. It
is interesting to observe that the system was able
to construct diﬀerent histograms for each of the
sections except where the topologies are the same.
Comparing the histograms, as could be seen from
Figs. 7 and 9 coupled with the validation data in
Table 2, conﬁrm that the approach also worked in
unstructured environments.
Table 2: Validation data for Unstructured Envi-
ronment
(a) Start Landmark Point
Map (xst, yst) ΣAm max(Am) E(Am) σ(Am)
B (7,-8) 18 6 1.5 1.7
C (-15,-2) 19 5 1.58 1.45
D (7,-8) 18 6 1.5 1.7
(b) Reference Landmark Point
Map (xref , yref ) ΣAr max(Ar) E(Ar) σ(Ar)
B (-6,4) 15 5 1.2 1.5
C (-3,-4) 20 7 1.67 2.10
D (-6,4) 15 5 1.2 1.5
IV Conclusion and further works
This paper oﬀers a novel approach to place recog-
nition in autonomous navigation with a mobile
robot, that enhances the solution to the SLAM
loop-closing problem by providing accurate infor-
mation of previously visited places. The approach
can eﬀectively substitute the use of colour or ap-
pearance for place recognition with the key advan-
tages of low processing and storage costs. The
information provided is neither aﬀected by light
intensity, accumulated robot pose estimation er-
rors nor position of observation. It is demon-
strated that the approach could be used to identify
places visited by simply comparing statistical sig-
natures and cross referencing with the validation
data. Currently, work is in progress on transfor-
mation of sub-maps into complete global map of
the environment and its integration into SLAM,
so that a consistent, improved and reliable SLAM
performance is achieved.
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