Abstract-Recent advances in brain imaging and high throughput genotyping techniques enable new approaches to study the influence of genetic variation on brain structure and function. However, major computational challenges are bottlenecks for comprehensive joint analysis of these highdimensional image and genomic data. We report our initial progress in developing an imaging genomic browsing system for integrated exploration of neuroimaging and genomic data. We describe a method for synthesizing a set of realistic neuroimaging and genomic data, where the relationships between imaging phenotypes and genotypes are known. This data set is used to demonstrate the functionality of our system, which is designed for effectively exploring the neuroanatomical distribution of statistical results that measure the associations between brain imaging phenotypes and genotypes on a genome-wide scale. The proposed system has substantial potential for enabling discovery of important imaging genomic associations through visual evaluation and can be extended towards several directions.
I. INTRODUCTION
Single nucleotide polymorphisms (SNPs) are DNA sequence variations in which a single base pair is altered. Many SNPs have no effect on cell function, but others predispose individuals to disease or influence their response to a drug. SNPs in single genes have been correlated to neuroimaging measures in brain disorders (e.g., [1] , [2] ). However, the analytic tools that relate one gene to one scan modality are insufficient to provide insight into the multiple mechanisms and imaging manifestations of brain disorders such as Alzheimer's disease. Thanks to the technological advance in acquiring high throughput multi-modal brain imaging and genetic array data, imaging genomics [3] , [4] , [5] , [6] , [7] has recently emerged as a transdisciplinary research field where new strategies are examined to evaluate genetic variation using imaging measures as phenotypes for exploring genetic effects on brain structure and function.
Although genome-wide association studies have been actively performed [8] , [9] , [10] , [11] , it remains a highly challenging issue to effectively relate high throughput genotyping data to large scale image data. As pointed out by Glahn et. al. [4] , in present imaging genomics studies, researchers usually reduce the image data to a small number of variables (e.g., nine imaging measures used in [5] ) or focus on a This work was supported in part by NIBIB R03 EB008674, NIA R01 AG19771, NCI R01 CA101318 and U54 EB005149 from the NIH, Foundation for the NIH, and grant #87884 from the Indiana Economic Development Corporation (IEDC).
single SNP or gene (e.g., [3] , [6] ), to limit the number of statistical tests, control Type I error, and make computation feasible. However, significant reduction in one or both data types greatly limits our capability of identifying important relationships. Therefore, there is a critical need for new computational strategies that allow for genome-wide and whole brain analyses to facilitate effective pattern discovery from these rich data sources. This is a very challenging problem because both image and genomic data are complex, large-scale and high dimensional.
To address the above pressing issue, we report our work in progress on developing an imaging genomic browsing system, where we apply visualization techniques in the integrated exploration of neuroimaging and genomic data. Visualization has been independently used in both imaging (e.g., to help image-guided diagnosis, surgery and therapy [12] ) and genomics (e.g., for identifying biologically meaningful patterns in genomic data [13] , [14] ). Our goals of having a visual exploratory system in imaging genomics are threefold: (1) to help users better understand the image and genomic data and examine their relationships via visualization and human computer interaction, (2) to navigate and identify potential patterns for further investigation with refined statistical modeling, and (3) to provide a user-friendly visual evaluation scheme for validating results generated by other imaging genomic studies.
In this paper, we present our initial efforts on creating such an imaging genomic browsing system as well as synthesizing a set of realistic image and genomic data for demonstrating the functionality of the system. We currently focus only on structural magnetic resonance imaging (MRI) scans and SNP genotyping arrays. As a future direction, we plan to extend our system to include additional imaging modalities (e.g. functional MRI (fMRI), diffusion tensor imaging (DTI), and positron emission tomography (PET)) as well as more genetic features (e.g., expression arrays, copy number variations). The rest of the paper is organized as follows. Section II describes our method for imaging genomic data synthesis. Section III presents the design of our imaging genomic browser. Section IV demonstrates our experimental results and provides related discussions. Section V concludes this paper.
II. DATA SYNTHESIS
Since imaging genomics is a relatively new field, there is not much public genomic and image data available for conducting studies in this area. Although there are data available from separate genomics and imaging studies on the same diseases, their subject pools are different and so it is hard to merge the data for the purpose of relating imaging measures to genomic features. In order to demonstrate our system, we first describe our method for synthesizing a set of realistic image and genomic data. We make the following two requirements for these synthetic genomic and image data: (1) they should resemble the real data and so look realistic; (2) all the relationships between the genomic and image data are known and can be used to validate the results of any subsequent imaging genomic analysis. By realistic, we mean that several important characteristics of the synthetic data should be similar to those of the real data (e.g., the minor allele frequency and the Hardy-Weinberg Equilibrium test score for genomic data, the range of gray matter density at each voxel location for image data). We describe how the synthetic genomic and image data were created in the following two subsections respectively.
A. Genomic data
The NIH Alzheimer's Disease Neuroimaging Initiative (ADNI) [15] is an ongoing five-year public-private partnership to test whether serial MRI, PET, SNP, other biological markers, and clinical and neuropsychological assessment can be combined to measure the progression of mild cognitive impairment (MCI) and early Alzheimer's Disease (AD). The ADNI Genetics Working group is presently completing a genotyping project of the ADNI cohort using the Illumina Human610-Quad BeadChips [16] . We expect to demonstrate our imaging genomic tool using the ADNI data in the near future, since the de-identified ADNI data will be made publicly available to the scientific community. With this anticipation, we create our synthetic genomic data based on a subset of SNPs available on the Human610-Quad BeadChips.
Since this is an initial attempt of building an imaging genomic browsing system, we decided to start with a relatively simple and moderately sized data set. Thus, we can first focus on developing key features of the system. Once the basic system is available, we can then address the scalability issue in future extensions. With this consideration, we decided to synthesize a data set of 300 healthy controls, where each subject contains 3000 genomic features (i.e., SNPs) and a 182 × 218 × 182 gray matter density map.
To determine 3000 genomic features, we use the minor allele frequency (MAF) file contained in the Illumina Human610-Quad V1 product package. This file contains 592532 SNPs along with their corresponding MAFs as based on the validation panel (51 Utah residents with ancestry from northern and western Europe (CEU), 49 Yoruba in Ibadan, Nigeria (YRI) and 75 Han Chinese in Beijing, China (CHB) + Japanese in Tokyo, Japan (JPT) individuals respectively). In this work, we only use the MAF information associated with 51 CEU individuals. Based on all these SNPs, we randomly select 3000 SNPs with CEU MAF values ≥ 0.1 due to the small size of imaging genomic samples. After the selection, genomic information of these sampled SNPs such as chromosome names, positions, RefSNP numbers, and gene symbols are extracted from the Human610-Quad gene Karyoview of selected SNPs, created by using Karyoview on http://www.ensembl.org.
annotation file and are included in the synthetic genomic data as genomic annotation information. Shown in Fig. 1 are chromosome names and positions of these chosen SNPs in a Karyo view and this figure is created by using Karyoview on Ensembl web site (http://www.ensembl.org).
To assign genotype values to 300 subjects, we use the CEU MAF information associated with each SNP. Given a SNP locus, let A be the major allele, B be the minor allele, q be the MAF, and p = 1 − q. Based on the CEU MAF information, q is known. Thus, for this SNP, 300 genotype values (AA, AB, or BB) are created in the order of p 2 , 2pq, and q 2 to satisfy the Hardy-Weinberg Equilibrium [17] , i.e., the frequencies of AA, AB, and BB are close to p 2 , 2pq, and q 2 , respectively. Then these values are randomly permuted and assigned to the 300 healthy control subjects. Shown in Fig. 2 is the distribution of genotype frequencies of all 3000 SNPs and clearly Hard-Weinberg Equlibrium holds in our synthetic genomic data. Note that linkage disequilibrium [8] is not modeled in the current data but will be considered in our future extensions.
B. Image data
As mentioned before, in this work, we focus only on structural MRI data and genomic SNP data. The prototype implementation of our imaging genomic browsing system aims to localize structural changes related to genetic conditions. We employ a widely used voxel-based morphometry (VBM) method [18] to extract a gray matter (GM) density map for each subject and use that to define imaging phenotypes or variables. Below, we first describe how to apply VBM to a set of real MRI data and extract GM maps. Then, we explain how to use these real GM maps to create synthetic GM maps, where we can embed known imaging genomic patterns into these realistic data.
1) Creating real GM maps:
Our image data synthesis procedure starts from a real data cohort, which consists of 39 healthy controls (HC, age 70.6 ± 5.1, gender 12M and 27F) from an existing mild cognitive impairment (MCI) study [19] . Note that we only use the controls in this MCI study. Volumetric structural MRI data are acquired on a 1.5 Tesla General Electric (GE) LX Horizon scanner using a T1-weighted Spoiled Gradient Recalled (SPGR) coronal series with 1.5 mm slice thickness. Further details about image data acquisition are available in [19] . To illustrate the functionality of our imaging genomic system, we employ a VBM approach for examining the relationships between image regions and genotype variables. As a future plan, we will investigate alternative statistical and computational methods for identifying imaging genomic patterns and these new results can be easily incorporated into the existing framework.
VBM analysis [18] , [20] involves a voxel-by-voxel statistical analysis of the local concentration of gray or white matter, and can be applied to compare two or more groups of subjects (e.g., genotype groups in our case). Major steps in VBM analysis include: (1) spatially normalize all volumes to the same stereotactic space; (2) segment to obtain gray matter (GM), white matter (WM), cerebrospinal fluid (CSF) and other tissue maps; (3) multiply the tissue maps by their relative volume before and after warping as an optional step; (4) smooth normalized segmented images; (5) perform voxelbased statistical parametric tests to contrast groups on GM or other maps.
We use the SPM5 software package [21] to preprocess our image data and created normalized GM maps for our imaging genomic study. The initial GM maps are extracted by segmenting the T1-weighted SPGR volumes after resampling them to 1 mm 3 isotropic voxels. A 12-parameter model is used to spatially normalize the GM maps to the GM prior probability template. The normalized scans are smoothed using an isotropic spatial filter with full width half maximum of 10mm to help increase signal-to-noise ratio and account for individual differences in gyral anatomy. The smoothed normalized GM maps are used as our imaging phenotypes in the subsequent analyses, where each voxel location corresponds to an imaging variable. Shown in Fig. 3 are sample GM maps in three orthogonal views: the normalized GM maps are shown on top, and the smoothed normalized ones are shown on bottom.
2) Creating synthetic GM maps: Based on the 39 real GM maps mentioned above, we create realistic GM maps for 300 synthetic subjects using the following approach. Sample mean μ and sample standard deviation σ at each voxel location are computed from 39 real subjects (Fig. 4 shows the mean GM map). The GM values at a voxel location for our synthetic GM maps are then modeled as a normal distribution of N (μ, σ) using μ and σ computed from the real data. We draw 300 GM values for each voxel location based on its corresponding normal distribution and thus generate 300 synthetic volumetric GM maps. These synthetic GM maps represent the imaging phenotypes of our subjects.
The resultant GM maps look discrete due to voxel-byvoxel generation procedure with different sample means and different sample standard deviations although these sample means and sample standard deviations are not completely independent to one another. Therefore, in order to increase the spatial correlations among neighboring voxels and further resemble real image data, the generated volumes are smoothed using an isotropic spatial filter with full width half maximum of 4mm.
Although the smoothed volumes look similar to real data, there is no association established between these imaging variables (i.e., voxels on the GM maps) and genomic variables created previously. Therefore, we use the following procedure to further alter the GM maps in order to embed some imaging genomic patterns into the data. In the image space, we select four regions of interest (ROIs): thalamus, hippocampus, amygdala, and insula. We associate each ROI with a particular SNP in the genomic space using a particular model. Table I shows these association models together with the related ROIs and SNP indices. We employ four association models: heterozygotic, additive, dominant, and recessive. Table II shows the relationships between genomic groups (AA, AB, BB) and phenotype groups (P + , P 0 , P − ) for each association model. AA AB BB Heterozygotic model
Now our task is to modify the GM density value for each voxel within a chosen ROI so that it falls into a particular phenotype group (P + , P 0 , or P − ). For P + voxels, we increase their values. For P − voxels, we decrease their values. For P 0 voxels, we do not change their values. We also define a modulation function f (x) for each voxel x in a given ROI to modulate the amount of the value change. In practice, the ROI difference between groups often happens first around its boundary. With this observation, we define f (x) as the square of the normalized Euclidean distance of the voxel x from the center of mass of the ROI. Fig. 5 shows a visual representation of this function, from which we see that it can increase or decease the GM density of the voxel up to 10 percent of the original density. Based on the shape of this function, boundary voxels tend to have more substantial density adjustments than voxels around the center. The details of the modulation procedure is described in Algorithm 1.
Algorithm 1 Modulation of voxel values for an ROI r.
1: Let a(r) be the association model assigned for ROI r in Table I and l(r) be the corresponding SNP locus 2: Let GT (s, l(r)) be the genotype of subject s at SNP locus l(r) 3: for each subject s do 4: Calculate P T (s, r), the phenotype group of its ROI r, using GT (s, l(r)), a(r) and Table II 5: Let m be the total number of subjects whose ROI r's are in phenotype group P + , i.e., m = |{s|P T (s, r) = P + }| 6: Let n be the total number of subjects whose ROI r's are in phenotype group P − , i.e., n = |{s|P T (s, r) = P − }| 7: Let f (x) be the modulation function defined in Fig. 5 . 8: for each voxel x in the ROI r of each subject s do 9: Let I orig (x) be the original voxel value 10: if P T (s, r) = P + then 11:
else if P T (s, r) = P − then 13 :
Let I new (x) be the new voxel value after modulation
To relate genotype data with image data, one of four different association models (additive, dominant, recessive, or heterozygotic) is applied to one of four ROIs, as described in Table I . Depending on the association model applied to an ROI and the genotype of the subject at the corresponding SNP locus, the phenotype group of the ROI can be determined (Lines 3-4) and the GM density of each voxel within the ROI can be increased or decreased accordingly (Lines [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . Note that the factor of n m in Line 11 is used to maintain the overall mean density as similar to the original mean density as possible. This modulation function simulates a case when GM densities of boundary voxels are more affected by a genomic variation than interior voxels. As a result, voxels, located on the boundary of each ROI, are more affected than interior voxels. Please refer to Section IV for results of sample synthetic images as well as how to use our browsing system to reveal these embedded imaging genomic patterns. 
III. IMAGING GENOMIC BROWSER
We briefly report our efforts on developing an imaging genomic browsing system. Our system is designed for effectively exploring the neuroanatomical distribution of statistical results that measure the associations between brain imaging phenotypes and genotypes on a genome-wide scale. In our initial implementation, one-way analysis of variance (ANOVA) is employed to examine the relationships between imaging phenotypes (i.e., GM densities) and genotypes (i.e., SNP values). ANOVA is a statistical procedure to test the equality of three or more means at one time by using variances. For convenience, we use k, v, and p to denote the subject index, the voxel index, and the SNP index, respectively. Thus, given subject k, let D v,k be its GM density at voxel v, and let G p,k be its genotype value for SNP p. We run ANOVA on each possible combination of (v, p) s (i.e., a voxel location and a SNP site) to see if there is an association between the imaging phenotype and genotype.
A user-friendly and dynamic graphical interface (Fig. 6 ) is developed to enable users to conveniently navigate the data in both the imaging domain and the genomic domain. A brain atlas is typically loaded as an underlay image and shown in the neurological display convention. The statistical map (e.g., F values from ANOVA) can be shown as an overlay image on the brain atlas and the transparency and the color map are adjustable. Two sliders are provided for basic browsing purpose: (1) the image slider is used to browse over the entire image space for a fixed SNP location, and (2) the genomic slider is used to browse along the genomic dimension for a fixed image slice.
Several flexible mechanisms are implemented to help users efficiently navigate and explore potential patterns between imaging and genomic measurements to localize regions of interest for further investigation with refined statistical modeling. For example, users can adjust the threshold to show only significant regions, and the 'prev' and 'next' buttons allow users to ignore all the slices without significant regions and directly jump to the slice with significant regions. To browse in the image domain, users can select any of the three orthogonal views or select a set of ROIs to concentrate on some subregions of the image. A set of ROIs, constructed from the anatomical labels of Tzourio-Mazoyer et al. [22] is provided and users can load user-customized ROIs to further localize statistical maps. To browse in the genomic domain, users can sort the SNPs by their indices, RefSNP numbers, or chromosome positions, or define a set of genes of interest to narrow down the browsing space. Users can also create a movie based on a specified browsing task.
This prototype system is implemented in Matlab (2006a, The MathWorks, Natick, MA), running on a single computer. In order to improve the computational efficiency in ANOVA calculation, all voxels outside gray and white matters are excluded by using a binary brain mask, created from T1-weighted single-subject anatomical template (see Fig. 7 ). In the next section, we report the performance of the system as well as some initial results of applying the system to synthetic imaging genomic data.
IV. RESULTS

A. Data synthesis
We first report data synthesis results. For synthetic genomic data, as mentioned earlier, we selected 3000 SNPs based on the minor allele frequency (MAF) file contained in the Illumina Human610-Quad V1 product package, and synthesized 300 subjects with these SNPs. Fig. 1 shows the Karyoview of these SNPs and Fig. 2 shows the genotype frequencies for each selected SNP in our 300 synthetic subjects, satisfying Hardy-Weinberg Equilibrium.
For synthetic image data, we synthesized gray matter (GM) density maps for our 300 synthetic subjects based on a real structural MRI data set containing 39 healthy controls. Shown in Fig. 8 and Fig. 9 are sample GM maps in three orthogonal views for five real subjects and for five synthetic subjects respectively. Overall distribution of GM densities between these two groups of subjects look similar to each other, but Fig. 9 exhibits less variation in the details of brain structure than Fig. 8 . All panels in Fig. 9 look similar to Fig. 4 and this is due to the method of image synthesis.
B. Performance of the imaging genomic browser
To demonstrate the efficiency of our imaging genomic browser, we ran the browser on our synthetic image and genomic data (i.e., 300 subjects, 3000 SNPs, 182×218×182 voxels) and measured the computation time of one-way ANOVA. A notebook PC with Intel Core2Duo CPU of 2.53 GHz clock speed and 4 GB RAM was used, running Windows XP Professional 64-bit edition and Matlab R2007B without the multithreading function. Fig. 10 shows an averaged result of the test. The measurement of the computation time starts before image data are loaded into memory and ends after a computed f-map is rendered on top of an underlay and this measurement is repeated 50 times. The imaging genomic browser uses a binary brain mask (Fig. 7) to accelerate the computation. In Fig. 10 , the top panel plots the number of voxels inside the brain mask on a slice against the slice number, and the bottom panel shows a linear increase in the computation time as the number of voxels within each slice increases.
In the experiment of using our synthetic image data, the mean number of voxels is around 1.5 × 10 4 (Standard Deviation (SD): 1.1×10 4 ) in an axial slice, around 1.3×10
4
(SD: 0.9 × 10 4 ) in a coronal slice, and around 1.5 × 10
(SD: 1.1 × 10 4 ) in a sagittal slice. Therefore, a computation time per one slice is expected to be between 1 and 1.5 sec (for 300 subjects) in a computational environment similar to the testing one. This performance is acceptable to explore moderately sized data sets such as our synthetic image and genomic data. However, it is not fast enough for a very largescale and complex data, for example, the ADNI cohort con- (Fig. 7) on a slice is plotted against the slice number. On the bottom panel, the computation time is plotted against the number of voxels involved in the computation.
taining 800 subjects each with 600K SNPs. Therefore, one future direction is to improve the computational performance to enable users to efficiently explore very large-scale image and genomic data.
C. Application of the imaging genomic browser
In the synthetic image data, four regions of interest are associated with four SNPs (see Table I ) and the imaging genomic browser easily captures these relationships between regions of interest and SNPs from f-maps of one-way ANOVA. Shown in Fig. 11 and Fig. 12 are f-maps rendered on several axial slices and on sagittal slices, respectively. There figures clearly reveal relationships between four regions of interest and SNPs are quickly identified by users. All f-maps are color-coded using the colormap drawn by each panel of the figure.
For further review of these results, movie clips exhibiting association maps of several SNPs with the synthetic image data are created from the imaging genomic browser and linked at http://imaging.indyrad.iupui.edu/testwiki/index.php/IGB. We plan to document and package our software, create more synthetic genomic and image data using our method or existing ones such as GenomeSimla [23] , and release them on the same website. The released package will include utility functions for importing real image and genomic data.
V. CONCLUSIONS
In this paper, initial efforts toward developing an imaging genomic browsing system are presented. This includes a data synthesis method to create a set of realistic image and genomic data, the demonstration of fundamental features of this initial system, and its performance measurement. Encouraging initial experimental results suggest that the proposed system has substantial potential for enabling discovery of important imaging genomic associations through visual evaluation. This can be expected to yield an enhanced understanding of the topography of polygenetic influences on brain structure and function in normal individuals and patients with neurological and psychiatric disorders.
This browsing system currently focuses only on structural magnetic resonance imaging (MRI) scans and SNP genotyping arrays and performs one-way ANOVA. The system can be extended towards many future directions: (1) include additional imaging modalities (e.g., functional MRI, diffusion tensor imaging, and positron emission tomography), (2) include additional genomic features (e.g., expression arrays, copy number variations), and (3) incorporate more statistical methods that are appropriate for finding potential relationships between phenotype and genotype data. In addition, we plan to improve the computational performance of this browsing system by employing general-purpose distributed computing systems. This improvement of computational efficiency can help users explore very large-scale genomic and image data to identify potential patterns between them. We also expect to demonstrate this system using real imaging genomic data such as ADNI [15] when available. 
