Abstract A digital image correlation (DIC) method was applied to measure strain which arose and remained beneath the finished surface in slow-speed orthogonal cutting of hinoki (Chamaecyparis obtusa), to evaluate the damage in the subsurface cell layers. While the quartersawn surface was cut parallel to the grain, the side surface, flat-sawn surface, was captured by a high-speed camera. The images were analyzed to calculate strain in a region of 0.67 9 0.22 mm allocated beneath the finished surface. Almost no strain normal to the cutting direction was detected for the depth of cut and cutting angles, 0.05 mm and smaller than 60°, respectively. For the depths of cut and cutting angles, larger than 0.1 mm and smaller than 60°, respectively, the fore-split induced tensile strain normal to the cutting direction, although it hardly remained after the cutting. The compression strain normal to the cutting direction clearly remained for the cutting angles larger than 70°, regardless of the depths of cut employed in this study. The subsurface damage assumed from the residual strain distribution corresponded to the appearance of the subsurface layer in the X-ray computed tomography (CT) images. It was also revealed, and the DIC program could not always measure excessively large strain correctly.
Introduction
Wood cutting is a process to remove the unneeded part of the workpiece as a chip to create a newly finished surface. The finished surface without defects such as torn grain or raised grain is considered to be of good quality. In the cutting process, large strain over the elastic limits may arise in the workpiece, depending on the cutting force applied by the cutting tool. Large tensile, compression, or shear strain may remain in the cell layers even after the cutting, and those cell layers are regarded as damaged. The damage near the path of the cutting edge is especially related to the defects on the surface. For example, the cells which are compressed by the cutting tool may transform into raised grain when they swell by absorbing water in atmosphere, adhesive, or finishing solvents [1] . The authors have investigated the finished surface and subsurface structure using an X-ray computed tomography (CT) system, and discussed the relation between the ''Chip Type'' and the damage [2] . The study indicates that the damage is closely related to the cutting condition employed, and the cutting condition which minimizes the damage should be employed for better quality of machined surface. However, the occurrence of the damage has not been discussed from the viewpoint of the two-dimensional strain distribution near the path of the cutting edge.
Some studies have been conducted to analyze stress and strain distribution in the workpiece during the wood cutting [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . The photoelastic-coating method was applied for the analysis of cutting stress [3, 4] . McKenzie et al. used grid patterns printed on the side surface of the workpiece for measuring strain in veneer cutting [11, 12] . However, some time-consuming operations on the wood surface are needed in these methods.
Digital image correlation (DIC) method, which is also known as digital speckle photography (DSP) method, is a non-contact method that measures strain on the surface of a material which undergoes deformation by comparing the local grayscale pattern of the digital images captured before and after the deformation. DIC method was developed by Peters et al. [13] and Sutton et al. [14] in the 1980s, and it has been widely used to calculate strain in various materials [15] . DIC method is useful in a case, where specimen is so small that strain gauge cannot be attached [16] . Moreover, preparation on the surface of the material is not always necessary as long as the specimen has a random speckle pattern on its surface, which is essential for applying DIC method [17] . One of the earliest applications of DIC method to the measurement of strain in a wood specimen was conducted by Choi et al. [18] . Since then, the DIC method has been widely applied for analyzing the deformation of wood and wood-based materials in compression tests [19] [20] [21] [22] [23] [24] [25] , in tensile tests [16, [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] , in drying or swelling tests [36] [37] [38] , and so on. Hellström et al. applied DSP method to determine the deformation of wood in a chipping process [39] . However, the relation between the machining defects and the strain distribution has not been discussed, since the main concern of the chipping process is the quality of the chip, not the quality of the surface.
In this study, two-dimensional strain distribution beneath the surface of hinoki (Chamaecyparis obtusa) finished by the cutting process was measured in an attempt to assess damage in cell layers beneath the finished surface. Slow-speed orthogonal cutting was conducted and the side surface of the workpiece was captured with a high-speed camera during and after the cutting. The images before and after the cutting were analyzed using a DIC method. The residual strain as an indicator of the damage and its relation to the cutting condition were investigated.
Materials and methods

Cutting experiment
The schematic diagram of the cutting experiment is shown in Fig. 1 . Orthogonal cutting was conducted by feeding the cutting tool toward the workpiece at a constant speed of 5 mm/s by a motorized linear stage. The tool was fed parallel to the grain without bias angle so as to eliminate the out-of-plane deformation. The finished surface was the quarter-sawn surface of hinoki (Chamaecyparis obtusa). The size of the workpiece was 5 mm in radial (R) direction and 50 mm in both longitudinal (L) and tangential (T) directions. The air-dry density was 0.38 g/cm 3 , and the moisture content was 10.6%. The wedge angle of the cutting tool varied from 25°to 75°at intervals of 10°, while the clearance angle was kept constant at 5°, so the cutting angles employed were 30°-80°at intervals of 10°. The tools were made of high-speed steel (SKH51), and their rake faces were coated with 5-lm-thick chromium nitride. The depth of cut employed was 0.05, 0.1, 0.2, or 0.3 mm. The cutting was conducted five times for every combination of cutting angle and depth of cut, and the workpiece was randomly exchanged for each time.
A video clip of the chip formation was taken with a high-speed camera (VW-6000, KEYENCE). The optical axis of the lens of the camera was perpendicular to the LT surface of the workpiece, and the camera always took pictures of a certain area of the LT surface. The field of view (FOV) of the camera was 1.4 mm (640 pixel) in horizontal direction (L direction) and 1.1 mm (480 pixel) in vertical direction (T direction). The video clip was recorded at a shutter speed of 1/2000 or 1/3000 s and a frame rate of 250 fps. The video clip was converted into a sequence of 8-bit grayscale images using software ImageJ (ver1.50e) [40] .
Digital image correlation analysis
DIC program used in this study was coded by us in MATLAB (2016) language [41] . A grayscale image captured before the cutting was selected as a reference image, while several images captured in the cutting process were selected as deformed images. A region of interest (ROI) was defined in the reference image, as shown as the yellow colored area in Fig. 2 . The ROI measured 300 9 100 pixels (0.67 9 0.22 mm), and was divided into square grid. The grid size was 10 pixels (0.02 mm). Each grid point was designated as reference pixel (white square in Fig. 2) . A group of pixels around a reference pixel was designated as a reference subset (red rectangle in Fig. 2 ). The reference pixel was located in the center of its subset. The width and the height of the subset were 61 and 31 pixels, respectively.
The target subset whose grayscale pattern is the most similar to the reference subset was found from the deformed image, and the displacement of the reference pixel due to the deformation was estimated. The similarity between the two subsets was evaluated based on zero-mean normalized cross-correlation (ZNCC) coefficient, C ZNCC [42], which was given by the following formula:
where u and v are the displacement components of the reference pixel in x (longitudinal) and y (tangential) directions, respectively, Fði; jÞ and Gði þ u; j þ vÞ are the grayscale values of the pixel ði; jÞ and ði þ u; j þ vÞ in the reference and target subsets, respectively, F and G are the averages of the grayscale values of the reference and target subsets, respectively, and m and n are the width and height of the subsets, respectively. The combination of u and v that gives the maximum value of C ZNCC was determined, which means that the position of reference pixel in the deformed images was determined. Pixel interpolation was conducted to estimate the displacement components ðu; vÞ smaller than a pixel. The interval of the two neighboring reference pixels was equally divided into 2 7 parts by the interpolated pixels. Thus, the number of the interpolated pixels between the two reference pixels was 2 7 -1 = 127. The grayscale value of the interpolated pixels was determined using spline interpolation. The minimum displacement components, u and v, that the DIC program could measure were both ð1=2Þ 7 ffi 0:8 Â 10 À2 pixels. The reference subset located near the path of the cutting edge should contain a featureless grayscale pattern of the air after the chip was removed. In such cases, ZNCC coefficient would decrease, which may lead to erroneous displacement calculations. Therefore, the upper side of ROI ( Fig. 2 ) was placed at least 15 pixel (0.03 mm) apart from the path of the cutting edge, so that the subsets should not contain the featureless grayscale pattern of the air after the cutting.
After locating the reference pixels in the deformed image, as shown in Fig. 3 , the strains parallel and normal to the cutting direction (e x and e y ) for each square in the grid were calculated by the following two formulas: 
where x k and y k ðk ¼ a; b; c; dÞ are the x and y coordinates of the four reference pixels in the reference image in Fig. 3 , respectively, and u k and v k ðk ¼ a; b; c; dÞ are the displacement components of the four reference pixels, respectively. Each square in the grid was colored based on its strain, so that the strain distribution in the ROI would be displayed as a contour map. The minimum displacement the DIC program could measure was 0.8 9 10 -2 pixel, while the original length of each side of the square in the grid was 10 pixel. Thus, the DIC program could not measure strain smaller than 0:8 Â 10 À2 pixel/10 pixel ffi 0:08% for each side of the square in the grid. The theoretically estimated accuracy of the DIC program seemed to be high enough to measure the actual strain of several percents due to the cutting, although the following two validation tests were conducted to confirm the precision of the DIC program.
Validation tests
In the first validation experiment, a couple of images was captured with the interval of 1 s during the feeding of the tool without cutting. The former image was designated as a reference image and latter one imaginal deformed image. The ROI was placed at the center of the reference image. The strain was analyzed for each square of the grid using the DIC program. The average and the standard deviation of the strain of all 300 squares in the grid were calculated. Although the cutting was not conducted, imaginary strain was distributed randomly in the ROI. This imaginary strain was probably due to the fluctuation of the light illumination. The imaginary strain e x was 2:6 Â 10 À4 % in average and the standard deviation was 5:9 Â 10 À2 %, while the imaginary strain e y was 3:4 Â 10 À3 % in average and the standard deviation was 6:2 Â 10 À2 %. The imaginary strains in both directions were considered to be negligible, since they were so small compared to the strain due to the cutting process.
In the second validation experiment, a reference image was numerically compressed in horizontal direction (L direction) to obtain artificially deformed images. This resizing process of reference image was conducted using MATLAB (2016). The interpolation method used in this image process was bicubic interpolation. The ROI was placed at the center of the reference image and the strain in horizontal direction (e x ) was measured for each square of the grid. The reference image was also compressed vertically to measure the strain in vertical direction (e y ) in the same manner. The average and the standard deviation of the strain of all 300 squares in the grid were plotted against the artificial strain in Fig. 4 . As can be seen in Fig. 4 , the mean of the strain e x and e y calculated by the DIC program seemed to agree with the artificial compression strain, although the standard deviation became larger as the artificial compression strain increased. This was probably because the grayscale patterns of subset have greatly changed as the reference image undergone large deformation. The fractional part of the calculated strain was not deeply discussed in this study due to the large standard deviation. The standard deviation of e x was over 0.5% for the 2% artificial strain. Thus, 2% or larger e x was not deeply discussed in this study. The increase in the standard deviation of e y was slighter than that of e x , although e y larger than 3% should not be deeply discussed, as the large standard deviation shows.
X-ray CT scanning
The finished surface and subsurface structure of every workpiece were scanned by microfocus X-ray CT system (SMX-100CT, SHIMADZU) after the cutting experiment. The FOV of the CT system was a cube with edge length of 0.7 mm. The voxel size of the CT image was À3 lm/voxel. The distance from the X-ray source to the specimen was 15.0 mm. The distance from the X-ray source to the image intensifier was 500.0 mm. The X-ray tube voltage and the X-ray tube current were 30 kV and 100 lA, respectively.
Results and discussion
Strain parallel to the cutting direction Figure 5a shows an example of the distribution of strain parallel to the cutting direction (e x ) during the cutting, while Fig. 5b shows the distribution of residual strain parallel to the cutting direction (e xr ) after the cutting. The photo of the workpiece in Fig. 5b was captured approximately 1 s after the one in Fig. 5a . The cutting angle employed was 40°, while the depth of cut employed was 0.1 mm for this workpiece. The surface of the workpiece seemed to naturally have the random speckle pattern for applying DIC method, so no surface decoration was applied. The ROI in Fig. 5 was placed approximately 0.04 mm (20 pixel) apart from the path of the cutting edge, so that the subsets located in the upper side of the ROI would not contain the featureless grayscale pattern of the air after the chip was removed. The squares in the grid where strain was 3% and those larger than 3% were both colored in the same color. The strain distribution in Fig. 5a shows that tensile strain e x is detected only near the cutting edge. The rest of the area showed green, which means that almost no significant strain occurred during the cutting. In addition, the strain distribution after the cutting (Fig. 5b) shows that almost no residual strain e xr was detected. This means that the cells located beneath the finished surface are keeping its original length in L direction. This was probably because the yield stress of wood is naturally large in the L direction.
Other examples of the distribution of the strain e x and e xr are shown in Fig. 6a, b , respectively. The cutting angle was 70°, while the depth of cut was 0.3 mm for this workpiece. As the cutting angle and the depth of cut became larger than those in Fig. 5 , the parallel cutting force component has probably increased, and tensile strains e x and e xr larger than 1% were detected in the ROI (Fig. 6a, b) . The tensile strains e x and e xr seemed to be distributed randomly in the ROI. This was probably due to the local stress concentration when the cutting force was applied to the ray tissue which widely distributed in the workpiece.
The average residual strain e xr along the horizontal (longitudinal) line 0.10 mm beneath the path of the cutting edge was calculated for each times of cutting, and was designated as e xr 0:10 mm . Figure 7 shows the relationship between the residual strain e xr 0:10 mm and the cutting condition. The height of the bar represents the mean of the residual strain e xr 0:10 mm , while the error bar represents the standard error, of five times of cutting. When the cutting angle or the depth of cut was large, the deformation arose within 0.10 mm from the path of the cutting edge was so severe that the DIC program sometimes failed to track reference pixels located in those areas. Therefore, the strain in those areas could not be always measured, and thus, the standard error tended to be large for those cutting conditions. The strain was measured only twice when the cutting angle was 80°and the depth of cut 0.3 mm, so its data are not drawn in the figure. Figure 7 shows that the residual strain e xr becomes larger in accordance with the cutting angle and the depth of cut. Figure 8a , b shows examples of the distribution of strain normal to the cutting direction (e y ) and the residual strain (e yr ), respectively, when the cutting angle of 50°and the Fig. 6 Distribution of the strain parallel to the cutting direction (e x and e xr ). Depth of cut was 0.3 mm; cutting angle was 70°F ig. 7 Relationship of the residual strain e xr 0:10 mm to the depth of cut and the cutting angle. The color of each bar corresponds to the value of residual strain e xr 0:10 mm . Error bar represents the standard error. The data are not shown for the cutting angle and the depth of cut, 80°and 0.3 mm, respectively, since the strain was measured only two times (color figure online) Fig. 8 Distribution of the strain normal to the cutting directions (e y and e yr ) and the CT image of the workpiece. Depth of cut was 0.05 mm; cutting angle was 50°. a Distribution of the strain e y . b Distribution of the residual strain e yr . c Cross-sectional view (RT plane) of the workpiece obtained by X-ray CT scanning depth of cut of 0.05 mm were employed. When the cutting angle was 60°or smaller, while the depth of cut was 0.05 mm, a thin chip was generated and it smoothly slid up the rake face of the tool, as shown in Fig. 8a . There seemed to be no stress of significant level occurred in the workpiece. Almost no residual strain e yr was detected in the ROI (Fig. 8b) . This means that, in other words, the damage in the subsurface layers of the workpiece is small. The CT image in Fig. 8c shows a cross-sectional view of the same workpiece with Fig. 8a, b , which was cut at an arbitrary plane normal to the L direction. The vertical direction of the CT image is T direction, while the horizontal direction is R direction. The grayscale value of a pixel in a CT image represents its density, so the cell walls are shown in brighter color than the cell lumen. Most of the cells on and beneath the finished surface seemed to keep its original form, as presumed from Fig. 8b .
Strain normal to the cutting direction
As the depth of cut became 0.1 mm or larger, a split originated near the cutting edge tended to travel ahead of the tool until the chip was broken down at the tip of the crack in bending. This split ahead of the cutting edge is often called ''fore-split''. After the chip broke down, it slid up the rake face of the tool until the cutting edge reaches to the tip of the split. When the fore-split was observed, tensile strain e y larger than 2% was detected near the tip of the split (Fig. 9a) . The values of e y and e yr detected along the dashed line drawn in Fig. 9a , c are plotted in the graphs in Fig. 9b, d , respectively. The tensile strain e y almost fully recovered after the cutting, as can be seen from Fig. 9c, d . Moreover, the cells in the CT images seemed to keep in its original form (Fig. 9e) . These results suggest that this tensile strain e y induced by the fore-split have not led to any apparent damage in subsurface cell layers. However, the tissue might have split along intercellular layers and then returned back to its original position. The resolution of the CT image was not high enough to determine whether the cells were still bonded together or not. In the practical wood cutting, such fore-splits should be avoided. When the cutting angle was 70°or larger, the chip formation was unstable and the chip was generated without clear fore-split, regardless of the depth of cut employed. Compression strain e y was detected deep under the Fig. 10 Distribution of strain normal to the cutting direction (e y and e yr ) and CT image of the workpiece. Depth of cut was 0.05 mm; the cutting angle was 80°6 workpiece during the cutting (Fig. 10a, b) . The compression strain near the finished surface has not recovered after the cutting (Fig. 10c, d ). These results indicate that the normal cutting force increased as the cutting angle increased. The compression strains e y and e yr randomly distributed in deeper areas. These randomly occurred compression strain can be attributed to the ray tissue which widely distributed in the workpiece. The graph in Fig. 10d indicates that the cells located within 0.10 mm from the path of the cutting edge have compressed in T direction. Moreover, in the CT image of Fig. 10e , the lumen of the cells located within 0.05 mm from the finished surface appeared to be extremely compressed in T direction. Figure 11 shows the relationship between the residual strain e yr 0:10 mm and the cutting condition. As can be seen from Fig. 11 , the residual strain e yr 0:10 mm was small when the cutting angle was 60°or smaller, and the relation of e yr 0:10 mm to the depth of cut and the cutting angle was not clear. Figure 11 shows that e yr 0:10 mm increased sharply as the cutting angle became 70°or larger, although the relation between e yr 0:10 mm and depth of cut was not clear as large standard error shows. The absolute value of the residual strain e yr 0:10 mm was approximately ten times larger than that of e xr 0:10 mm (Fig. 7) . This is because the yield stress of wood is larger in L direction than in T direction. Therefore, the relation between the cutting condition and the residual strain e yr is more important for preventing the subsurface damage.
The strain distribution in the wood cutting was easily measured using the DIC method. However, the DIC program could not measure strain in the regions closest to the finished surface, because the subset should contain the featureless grayscale pattern of the air after the chip was removed. It was suggested from the CT image that there might have been a considerable residual strain e yr in these region. The relation between the subsurface damage and the cutting condition should be more comprehensively understood by clarifying the strain distribution in those regions.
Conclusion
The two-dimensional residual strain distribution beneath the finished surface of hinoki (Chamaecyparis obtusa) in slow-speed orthogonal cutting was analyzed using the DIC method, to evaluate the subsurface damage. The relation between the subsurface damage and the cutting condition was discussed from the viewpoint of the residual strain data.
The absolute value of the residual strain parallel to the cutting direction (L direction) was small compared to that of the strain normal to the cutting direction. This was probably because the yield stress of wood is naturally larger in L direction than in T direction, although the parallel component of the cutting force should be larger than the normal one.
The compression strain normal to the cutting direction near the cutting edge increased with increasing cutting angle, and it remained to some extent as residual strain. On the other hand, the tensile strain normal to the cutting direction induced by the fore-split recovered soon after the cutting. However, the tissue adjacent to the fore-split should have been separated along intercellular layers, which means that those cells might be no longer bonded together.
The residual strain analysis using DIC method was found to be suitable for the non-contact evaluation of the damage in the cell layers beneath the finished surface, although there was limitation of positioning the ROI and measurement threshold. It was confirmed that the subsurface damages may occur depending on the cutting condition employed. The mechanism for occurrence of the machining defects, which is deeply related to the subsurface damage, could be further clarified by analyzing the residual strain beneath the finished surface using the DIC method.
