The authors have developed a method to enable cerebral perfusion CT imaging using Carm based conebeam CT (CBCT). This allows intraprocedural monitoring of brain perfusion during treatment of stroke. Briefly, the technique consists of acquiring multiple scans (each scan comprised of six sweeps) acquired at different time delays with respect to the start of the x-ray contrast agent injection. The projections are then reconstructed into angular blocks and interpolated at desired time points. The authors have previously demonstrated its feasibility in vivo using an animal model. In this paper, the authors describe an in vitro technique to evaluate the accuracy of their method for measuring the relevant temporal signals.
I. INTRODUCTION
Cerebral perfusion CT is an important imaging tool for diagnosis and therapy planning in stroke. 1 For acute ischemic stroke cases presented within 3 h from symptom onset, intravenous (IV) drug delivery remains the primary treatment of choice. [2] [3] [4] However, there is an increase in the use of endovascular approaches 5 for treatment. These approaches allow extension of the treatment time window and may reduce or eliminate the risk of symptomatic hemorrhage that could result from the use of thrombolytic drugs. However, the delay between CT scan acquisition and the time to the start of the image-guided endovascular intervention is significant with reported average delays of 1.4 (Ref. 6 ) to 5.3 h. 7 Major changes in the brain perfusion status can occur during the delay window. 5 Hence, availability of perfusion CT scans on imaging systems used for guiding endovascular procedures could have a significant impact on outcome by allowing perfusion monitoring pre-, intra-, and postprocedure, more accurate determination of procedure endpoint, and confirmation of tissue reperfusion.
We have previously demonstrated the feasibility of performing cerebral perfusion CT using a C-arm based conebeam CT (CBCT) system. 8 Typically such systems are optimized to provide fluoroscopic and angiographic guidance during endovascular procedures. More recently, they have also been enabled for volumetric imaging. However, the rotational speeds (∼4 s per 200
• ) are much slower compared to clinical CT scanners (0.33-0.5 s per 360
• ). Our previously reported work describes acquisition of accurate quantitative cerebral perfusion parameters in healthy swine imaged using such a C-arm CT system. 8 A special image acquisition and reconstruction algorithm developed for this purpose and early in vitro work using a quantitative evaluation of the new acquisition and reconstruction algorithm is described in subsequent publications. [9] [10] [11] In the current paper, we present more extensive in vitro evaluations and comparison using CT images as the gold standard. An improved phantom that allows higher resolution data sampling compared to our earlier reported version 12 was used for this study. These studies evaluate the temporal resolution of the imaging system in the context of cerebral perfusion CT.
Perfusion calculations involve imaging the time-density curves (TDC) of intravascular iodinated contrast and analyzing enhancement HU values on a voxel-by-voxel basis to quantify the blood flow, volume, and transit times. [13] [14] [15] The iodinated contrast agent serves as a radio-opaque surrogate for blood. To eliminate any influence of the contrast bolus injection on the tissue perfusion, the arterial input function (AIF) is removed from the data through deconvolution. While the tissue TDCs have wide peaks, the AIFs have sharper peaks requiring higher sampling rates for accurate representation. Hence, the ability of a system to accurately measure the AIF, in particular its high frequency components, should provide a measure for the suitability of the system for perfusion CT. This study looks at the fidelity with which the various temporal frequencies are imaged on a C-arm CT system in conjunction with the modified imaging and reconstruction protocol.
In order to have a simple and practical way to evaluate the temporal resolution, we developed a phantom that uses multiple compartments each filled with different dilutions of iodinated contrast. We did not measure the imaging accuracy of our system by imaging the AIF directly as has been described in the literature. 16 This would limit the measurements to one or maybe a few representative AIF curves, therefore, limiting the scope of the study only to those datasets. For a more generalized approach, we analyzed the accuracy with which each temporal frequency can be imaged, using the fact that the Fourier decomposition of any signal consists of weighted sinusoids of various frequencies also called the Fourier series. By evaluating the energy content and calculating the frequency below which most of the energy of the signal is contained, the relevant maximum frequency to be imaged can be determined. Hence, by creating a sinusoidal phantom that can generate various temporal frequencies, we can quantify the temporal accuracy of the imaging system. A disc phantom with sinusoidally varying iodine contrast concentrations based on similar arguments has been simulated by Montes et al. 17, 18 While their phantom simulates inplane temporal frequencies, our phantom studies time varying signal perpendicular to the image slice. This is more relevant in cerebral perfusion since often the AIF is measured in a blood vessel that is perpendicular to the image slice. Below we describe the latest version of the phantom and the measurements performed to quantify the temporal accuracy of the imaging and reconstruction algorithm.
II. MATERIALS AND METHOD

II.A. Imaging considerations
The parameters for the phantom construction and imaging were based on perfusion results from the animal study that we have reported on recently. 8 The signal requiring the highest temporal resolution and in most cases the highest HU value is the AIF. Excluding an outlier, the average peak AIF signal level recorded for our animal studies was 780 ± 168 HU with the maximum value of 1009 HU. Hence, the desired peak signal for the phantom was set to 1000 HU while designing the phantom. The Fourier transform of the AIF and its energy density for various frequencies was used to choose the highest frequencies that needed to be replicated by the phantom. This is described below.
Cerebral AIF is most commonly represented mathematically as a gamma-variate function of the form 13, 14, 19, 20 
where A is the peak enhancement, a and b are shape parameters, and u(t−t 0 ) is a step function that is nonzero only at t > t 0 . As per the literature, the variable a has a value of 3 and the variable b is 1.5 or 1 for IV and intra-arterial (IA) injections, respectively. Clinical CT scans use IV injection of contrast. However in the C-arm setting we have chosen to use an IA approach. 8 Primarily this approach was chosen to improve signal-to-noise ratio (SNR) thereby allowing lower volumes of iodine contrast to be used per scan. For the animal studies conducted with an intra-arterial approach, a b value of approximately 2 gave the closest match to the model AIF.
The relative spectral energy density as a function of frequency is given by the integral squared modulus of the Fourier transform (FT) of the original AIF signal. This is evaluated as follows at t 0 = 0:
Using known solutions for definite integrals, the FT expression has an analytical solution of the form
From the squared modulus of the amplitude of this solution, the spectral energy density E(f ) can be evaluated as
The AIF for the IV and IA injections that fit the model described in Eq.
(1) and the corresponding accumulated spectral energy density as a function of temporal frequency fare shown in Figs From the accumulated energy density spectrum we can see that 90% of the power in the AIF spectrum is contained below 0.06 Hz (or 95% below 0.10 Hz) for gamma-variate signal with b = 1 and 90% of the power is below 0.1 Hz for b = 2. In fact, data from sample human CT scans have been shown to contain 90% of the spectral energy lies within 0.06 Hz for IV injections and up to 99% within 0.15 Hz even using a conservative estimate. 17 Given these numbers, the highest frequency targeted for the phantom was 0.16 Hz. This covers the range needed to evaluate the AIF from the various injections as well as allowing an analysis of the range of frequencies over which the fidelity is reproduced in images from the C-arm system.
II.B. Phantom construction
A cylindrical phantom was machined from an acrylic tube of 1.9 cm inner diameter and divided into compartments of 0.5 cm height. The total length of the phantom was 32.2 cm resulting in 64 compartments. The partitions were separated using a thin sheet of carbon fiber that was 0.5 mm thick to minimize the sudden change in contrast between successive compartments containing different volumes of iodinated contrast. Each compartment had a single opening through which the contrast was injected using a syringe.
To create the sinusoidal signal, the contrast concentrations in successive compartments were prepared such that the resulting opacification in the reconstructed x-ray image has a sinusoidal variation in HU numbers. The relative intensities were chosen to represent values corresponding to (1 + sin θ ) resulting in a minimum relative value of 0 and a maximum of 2. This circumvents the problem of negative values of the sine function that cannot be generated using iodine contrast agent and water mixture. Using the linearity curve obtained for different concentrations of iodinated contrast (300 mgI/Omnipaque; Nycomed, Princeton, NJ), 11 the amounts necessary to satisfy the relative and peak intensities were determined. The peak concentration of the contrast agent was adjusted to result in a value of ∼1000 HU. This value was selected since the maximum AIF value encountered during a previously reported animal study had a maximum of 1009 HU. The corresponding iodine contrast concentration range was 0%-7%. Intermediate concentrations were adjusted so that a total of five complete sinusoids were accommodated within the length of the phantom. The phantom was placed within the bore of a 15 cm diameter cylindrical jacket of water approximating the attenuation of the head. The imaging setup is shown in Fig. 2(a) .
II.C. Phantom setup and verification
II.C.1. Iodine concentration verification
The inherent errors in the preparation of the iodinated solutions and the HU accuracy of the images obtained from the C-arm CT system were evaluated. Test tubes each filled with 40 ml of the prepared solutions at the various concentrations were imaged using the C-arm system and the clinical CT system. The values obtained from the clinical CT data were used as a gold standard.
II.C.2. Phantom motion
The phantom was mounted on a motorized linear stage (Parker Motors Model, Parker Hannifin Corp., OH) and moved along the rotation axis parallel to the patient table (zaxis) of the imaging system [ Fig. 2(b) ]. When observed from a single location in the laboratory frame of reference, the sinusoidal phantom moving at velocity v results in a sinusoid of frequency given by the following equation:
Here, the frequency
with the wavelength
where 
II.D. Clinical CT imaging
CT images were acquired on a clinical system (Discovery, GE Medical Systems, Waukesha, WI) every 0.5 s at 80 kVp. The CT noise index value that determines the mA range during automated tube current modulation on these scanners 21 was set to 50 to provide reference images with high SNR. This resulted in an average mA value of 400 for each scan. The acquisition slice thickness was set to 1.25 mm. To evaluate the HU values of the prepared iodinate solutions, test tubes containing 40 ml of the 7 different iodine concentrations were imaged. Images of the moving phantom were then acquired for the sinusoidal frequency measurements. The linear stage with the phantom was placed along the central axis of the clinical CT system. Images of the phantom were obtained with the phantom moving at speeds of 0.5-1.0 cm/s in steps of 0.1 cm/s for each scan and corresponding to a sinusoid frequency range of 0.075-0.16 Hz. Imaging at lower frequencies was unnecessary as explained in the discussion (see Sec. II.D).
II.E. C-arm CT imaging
A C-arm CT imaging system (Siemens Axiom Artis dTA and syngo DynaCT TM , Siemens AG, Healthcare Sector, Forchheim, Germany) was used for the study. The linear stage with the phantom was set up with the axis of motion along the z-axis of the system and passing through the isocenter [ Fig. 2(a) ]. To ensure alignment of the translational axis, fluoroscopic test images from orthogonal directions were obtained as the phantom traveled along the z-axis. A single frame in each view was analyzed to ensure that the phantom axis passed through the center of the image frame.
For the actual CBCT, imaging was performed at 81 kVp using 6 sets of scans (each containing 6 bidirectional sweeps of 4.2 s) at each linear velocity setting. At the start of each sweep, the following offsets to the start of phantom linear motion were used: −4.6, −2.8, −0.9, 0.9, 2.8, and 4.6 s with negative delays representing delay to the start of a contrast injection and positive delay referring to delay to start of imaging. We have described this modified imaging technique that allows improvement in temporal resolution in other publications 8, 10 and the basic idea is depicted in Fig. 3 . In our phantom study, there is no actual flow of iodinated contrast from an injector. Hence, the inject delays were replaced by delays to the start of translation of the phantom. This was encoded within the software program for driving the phantom's linear stage. The x-ray delays on the other hand were implemented using the injector interface (Medtron AG, Saarbrücken, Germany) that allows synchronization with the C-arm system.
II.F. Image reconstruction
The CT images were reconstructed with voxel size of 0.39 × 0.39 × 5 mm 3 . The C-arm CT data were reconstructed using the specially developed interpolation technique involving partial block backprojection (PBB).
1, [8] [9] [10] 20 The reconstruction voxel size was 0.5 × 0.5 × 0.5 mm 3 from which 5 mm slices were obtained during postprocessing. Briefly, the PBB reconstruction process involves dividing the data from each sweep into six equiangular blocks. Each block is backprojected and data for each voxel is interpolated temporally between blocks. It is assumed that the change in attenuation values of the voxels in a block are negligible over the time required to scan the block. Linear interpolation is then used to generate complete reconstructed data at intervals of 1 s.
As mentioned above, a dataset for a given velocity consisted of six scans with different delays. Each scan in turn consists of six bidirectional sweeps. We denote each scan with the letters A through F with A representing the scan with −4.6 s delay and so on. Hence, a six-injection scan set would be denoted by A-B-C-D-E-F. For the animal study that we reported, we looked at the feasibility of using fewer than the entire set of six scans. Fewer scans would mean lower volume of iodine contrast injected, lower x-ray exposure and shorter study time. Though a single injection followed by a scan set would be ideal, the resulting cerebral blood flow (CBF) maps from the animal study were not as accurate. Hence, we analyzed the best candidate sequences which were the following: B-D-F, A-C, and B-D in addition to the A-B-C-D-E-F sequence. In the current study, we also looked at single injection-and-scan options: A, B, and C to quantify the degradation in performance. From the acquired dataset, the above mentioned subsets were reconstructed and the frequency of the resulting sinusoid was compared to the calculated values and to the results from the CT reconstruction. 
II.G. Image analysis
The HU value in a 10 × 10 pixel region-of-interest (ROI) centered in the middle of the starting slice of the reconstructed CT volume was averaged. The average value in the ROI for all subsequent slices passing through this ROI as the phantom moves in time was recorded. This average HU value was measured in all the relevant slices for both C-arm CT and CT data, for all the cases analyzed. A sinusoid of the form in Eq. (5) was fitted to the data in each case. The least-squared best fit curve was used to fit the experimental data. The value of the sinusoid frequency obtained from fitting the C-arm CT data was compared to the mathematically calculated value obtained from Eq. (6) for a given velocity v and also compared to the sinusoid frequency that fit the CT data. Figure 4 shows the linearity of the HU values measured for the native iodinated contrast solutions prepared for use in the phantom. The linear fit to the data shows that the difference in the slopes of the HU vs iodine concentration for data acquired on the clinical CT and C-arm CT scanner differ by 8%. The differences are more pronounced at the low HU values and tend to agree best at midrange values at around 600 HU.
III. RESULTS
III.A. Iodine concentration verification
While the maximum HU value for these solutions when imaged in the test tube is ∼1100 HU, the peak value reduces to about ∼1000 HU when the solutions are poured into the phantom compartments and the phantom is placed in the 15 cm water jacket for final imaging. This can be seen in Fig. 5 where the results of imaging the sinusoidal phantom using the clinical CT scanner are plotted. The peak to peak value for all frequencies of the sinusoid imaged on the CT scanner has an average value of 1021.34 ± 1.07 HU which is 10.64% lower than the peak CT value of the native iodine contrast and water mixtures.
Once the differences in the CT values between the two imaging systems were established for the static phantom, the HU values for moving phantom were compared. Figures 6 and  7 show the results of imaging using the C-arm conebeam CT system in conjunction with the specialized image processing and reconstruction method. Figure 6 displays the decreasing As can be expected, the resulting inaccuracies increase as the number of scan sets used decreases due to increased aliasing. The most dramatic change occurs when two scans sets are used instead of a single set. An example of scan set dependence is shown in Fig. 7 , illustrating the result of using various scan combinations at a sinusoid frequency of 0.09 Hz. While the frequency match for the six scan set as well as the two and three scan sets is within 2% of the ground truth, the errors in the amplitude measurement are more pronounced as the number of scans is reduced.
The measurement errors are shown in Figs. 8 and 9 . The amplitude error (Fig. 8) measures the error between the peak to peak value of the sinusoids and the maximum CT signal of the native solution (shown in Fig. 4) . The errors in amplitude measurements of the moving phantom in the clinical CT data and the C-arm data are shown. The amplitude errors increase with increasing frequency for all the C-arm CT scans with the errors going up as the number of scan sets used is reduced. The errors in frequency measurement (Fig. 9) on the other hand remain fairly flat at below ∼2% for most of the scan sets but increase dramatically for the single scan (A, B, and C) sets above 0.10 Hz. The error plots could be used to find an optimal balance between the required accuracy for perfusion imaging and the x-ray and iodine dose to be delivered.
IV. DISCUSSION
Small differences in the absolute value of the CT numbers exist between clinical CT and C-arm CT using a 4 s scan even for the static scans. This is evident in Fig. 4 where the linear fits to the data show slightly different slopes and intercept and further manifest as HU errors particularly as amplitude inaccuracies. The overall effect of the amplitude errors will result in different absolute values of the AIF and TDC. Real physiological data is comprised of multiple frequencies with the AIF having more of the higher values in the range and the TDC having primarily most of the lower frequencies. Hence, the errors will be in accordance with the weighting of different frequency components in the AIF and TDC spectra. For the actual calculation of the perfusion parameters, the were used. In each row, the darkest pixel corresponding to the thickest part of the iodine-containing cylinder was assessed to ensure alignment with the center of the image. The accuracy for this technique is within 2 pixel widths or 388 μm.
The linear stage has an accuracy of 0.001 mm/s. This corresponds to the accuracy of the velocities of travel for the sinusoid or equivalently a temporal frequency accuracy of 15.5 μHz.
While the design of the phantom and the experiments are sufficient to evaluate the C-arm CT system, difficulties are encountered when imaging on the clinical CT system. At lower velocities (≤0.5 cm/s or equivalently ≤0.078 Hz), the partition between the successive compartments causes CT numbers to drop due to partial volume effects when the partition is present in the imaging slice. The data show discrete periodic jumps, and results in data distributions that are difficult to fit to the sinusoidal curve of Eq. (5). Hence, CT data at velocities <0.6 cm/s were not used in the study. There was also sufficient fidelity in the higher frequency results on CT as seen in Fig. 5 to allow a safe assumption that the lower frequencies would be replicated accurately.
The simple phantom reported here and the concept of imaging sinusoids of different frequencies can be applied more generally for assessing imaging temporal resolution. By analyzing the spectral energy, the relevant range of sinusoid frequencies to be imaged can be determined.
V. CONCLUSIONS
The above experiments indicate that using the C-arm CT system, a single scan set could be sufficient for imaging signals with temporal frequency content of 0.06 Hz and below. This conclusion assumes that there is sufficient SNR in the reconstructed slices particularly in the case of imaging in stroke applications. For higher temporal frequencies, inclusion of at least one more scan set improves results dramatically. Although using six scan sets has the best outcome with respect to amplitude accuracy, use of two scan sets could provide the needed compromise between accuracy and x-ray dose, iodinated contrast dose, total imaging time, and complexity.
