Person re-identification is a crucial component for multi-camera networks in different real-world applications such as surveillance, automation, and business analytics. Despite considerable recent progress, the performance in practice is still not satisfactory due to the high intra-person variation and significant complexity of the task, including differences in scale, viewing direction, and illumination. We propose a novel approach for person re-identification, which exploits multi-view information of a fisheye camera looking downwards from the ceiling. To handle this highly variable multi-view information, we build a generic pipeline for processing fisheye camera imagery based on geometric sensor modelling and deep learning. The proposed approach is evaluated on a re-mapped version of the publicly available Market-1501 dataset, and, in addition, on a new fisheye dataset. Significant improvements are shown in our experiments: our approach achieves more than 97% rank#1 recognition rate if applied on the re-mapped Market-1501 dataset; on the new fisheye dataset we find an improvement of about 12% compared to random-view fusion.
time by another camera, which does not necessarily have a field of view overlapping with that of the probe camera. Recently, considerable progress has been achieved in this domain, resulting from the development of relevant computer vision and machine learning algorithms.
However, we are still far away from solving the PRID problem for real-world applications. An essential issue is the conflict between high intra-variations and low intervariations among different persons: different persons seen from an identical perspective may appear more similar than one and the same person viewed from different perspectives (cf. Fig. 1 ). In such cases, human operators would not only compare the images as a whole but also consider details such as the hairstyle, the colour of the shoes or a handbag. These details are typically not visible from all viewing directions.
In this paper, we address high intra-variations and low inter-variations of a person by utilizing images taken from different directions (called views in the following), which in our previous work Blott et al. (2018b) has been shown to be an effective complementary cue for PRID. To obtain several different views per person in the respective cameras, we exploit a new multi-view strategy using fisheye cameras (cf. Fig. 2) , which to the best of our knowledge has not yet been investigated for person re-identification. The novelty of our contribution includes the following:
• A new approach is proposed that employs multiple views per person in the respective camera (within-video multiview) by using fisheye cameras mounted in nadir position, where persons are distorted and arbitrarily oriented. • A processing pipeline is introduced including new modules (e.g., projection alignment and a view classifier) to enable multi-view person re-identification. • Empirical proof of state-of-the-art quality on a new fisheye camera dataset is presented. In contrast to existing datasets, images were acquired by fisheye cameras. Additionally, based on this dataset, we investigate the distribution of different views of persons and confirm the feasibility of providing different views per camera.
The remainder of this paper is structured as follows. Related work is discussed in Sect. 2. Section 3 presents our new approach, Sect. 4 contains the results and a discussion of the achieved performance. Conclusions are drawn in Sect. 5.
Related Work
Appearance-based PRID is a considerably active research topic; several hundred research papers have been published in the past years. Detailed reviews are given, e.g., in Zheng et al. (2016) , Vezzani et al. (2013) , Bedagkar-Gala and Shah (2014) and Leng et al. (2019) . The main contributions can be classified into three categories: (1) feature design/learning (Matsukawa et al. 2016 ) to obtain a robust person signature. Approaches can be found to extract features globally from bounding boxes, image patches, image stripes or directly by classification of person body parts and body part-based descriptions; (2) metric learning (Köstinger et al. 2012) to exploit a function that maps the distance between images of one and the same person in different views to a small distance and that between different persons to a large distance; and (3) re-ranking (Zhong et al. 2017 ) to obtain an optimized solution.
With the rise of deep learning approaches, the so-called end-to-end learning is increasingly gaining popularity (Hermans et al. 2017) . In this category, multiple tasks, e.g., feature and metric learning along with pose estimation (Zhao et al. 2017) , semantic segmentation (Li and Loy 2018) , or image synthesis for domain adaptation (Bąk et al. 2018) , are jointly modeled. The choice of the loss function, such as verification loss, classification loss, sphere loss (Fan et al. 2018) , triplet (Hermans et al. 2017) or quadruplet loss (Chen et al. 2017) , seems to play an important role in the final performance. In addition, efficient hard negative mining Fig. 1 One and the same person from different views. Single view and continuous time frames can be challenging for PRID due to the asymmetric person appearance, especially if the probe image is taken from a direction significantly different to that of the gallery image. Multi-view information can help to reduce these problems
Fig. 2
Motivation for the use of a fisheye lens for PRID. Left (central projection): narrow field of view, random camera pose (top), and nadir pose of another scene (bottom). Right (fisheye projection), nadir camera pose. As can be seen, the fisheye image contains different views of a person if he/she moves in the scene. It is nearly impossible to obtain a similar result with central projection cameras (Hermans et al. 2017) and network architectures such as the Siamese (Varior et al. 2016 ) and recurrent networks (McLaughlin et al. 2016; Zhou et al. 2017; Yan et al. 2016) were shown to achieve state-of-the-art performance.
At present, algorithms designed for supervised learning mostly outperform unsupervised learning approaches (Yu et al. 2017 ) and additional information from active sensors such as the Kinect (Haque et al. 2016; Imani and Soltanizadeh 2016; Wu et al. 2017) or passive sensors such as stereo cameras (Blott and Heipke 2017) can further improve the results.
In Cho and Yoon (2016) , the angle between the camera viewing direction and that of the person trajectory derived from tracking is used to estimate the person viewing direction, i.e., the viewing direction is obtained from tracking. Eberle (2018) and Saquib Sarfraz et al. (2018) use view information by introducing view units and view-dedicated branches in their deep learning-based architecture. However, a large amount of training data are needed to handle the high data variability caused by changing camera poses and environments. It is still an open question on how to obtain sufficient target domain data for that purpose. Cho and Yoon (2016) , Ma et al. (2016) , Chen et al. (2018) , Eberle (2018) and Saquib Sarfraz et al. (2018) follow a "view-specific matching strategy", i.e., weights are learned to guide matching of images showing one or different person views. These works are limited to images captured by perspective cameras and are not tailored to support multiple views per person in the respective camera.
Rather than view specific matching, where different view combinations are matched with individually learned weights, we suggest a more general multi-view model: different views per person are treated independently of each other instead of fitting weights to a specific dataset, which has restricted statistics and could lead to a bias for general use cases. In our previous work (Blott et al. 2018b) , the idea of multishot, which employs person images from mostly one view per individual per camera, was extended to multi-view with front, back, and side views per individual. The approach treats the multiple views as 3-view sets [called triplets in Blott et al. (2018b) ] and fuses them using different strategies. Blott et al. (2018b) can be seen as a proof of concept for multi-view person re-identification: in combination with different feature extractors, the performance is significantly increased.
In this paper, we focus on analyzing multi-view person images from fisheye cameras (within-video multi-view) in a multi-camera network and integrate view information as essential prior knowledge in our pipeline (cf. Fig. 2 ). Obviously, person detection and tracking in fisheye images is more challenging than in rectilinear image space. State-ofthe-art deep learning-based approaches might fail due to strong distortions and missing nadir view images during training, as these images are not contained in public datasets commonly used for detection such as MS COCO (Lin et al. 2014) , ImageNet (Deng et al. 2009 ), Cityscapes (Cordts et al. 2016) , or the Multiple Object Tracking Benchmark (Leal-Taixé et al. 2015; Milan et al. 2016 ) for tracking. Some approaches regarding detection and tracking in fisheye images are presented in Blott et al. (2018a) , Chiang and Wang (2014) , Demiröz et al. (2012) , Ibrahim (2011 ), Imran (2014 . In contrast to these approaches, we assume person detection and tracking to be given, as we want to concentrate on the aspect of re-identification. Therefore, developing a sound solution for detection and tracking in the highly distorted fisheye images is beyond the scope of this paper.
One naive way to obtain the required input is to warp the fisheye images to perspective geometry and to then apply state-of-the-art detection and tracking trained with publicly available datasets. A drawback of this approach is that some image information is lost during the rectification process. In addition, the fact that nadir view images are not available for training obviously still remains.
Methodology
We first give an overview of our pipeline (cf. Fig. 3 ) before describing the different steps in more detail.
1. In contrast to other approaches, we address PRID using fisheye (FE) cameras mounted in nadir viewing direction to obtain multiple views per person. Compared to classical perspective cameras, a very large field of view is covered, which is an important prerequisite to obtain multiple views of moving persons in a single camera. Consequently, much more information about this person can be extracted, which has been shown to be an effective way to handle the high intra-person variation problem (Blott et al. 2018b) . Also, due to the nadir camera viewing direction, occlusions are reduced. We, therefore, do not model them explicitly. 2. A major drawback of an FE camera is the fact that due to the lens properties, images are heavily distorted. The amount of distortion increases with increasing distance to the principal point: for persons next to the optical axis only the head is visible, but with negligible distortions, while persons next to the image border suffer much larger distortion. To reduce the effects of distortion, after person detection and intra-camera tracking over time in the FE images, de-warping and alignment of the person to a rectilinear image as taken by central projection from a virtual pinhole camera are applied; in other words, persons are mapped to a unified form independent of their initial position in the FE image. Obvi-ously, the resulting quality and shape of person images deteriorate with increasing off-axis displacement. 3. After extracting and de-warping the person images, a deep learning-based view classifier is applied to distinguish three different horizontal views: front, back and side.
We motivate the fact that we use three horizontal views as follows: (i) the effect of matching with different viewing angles is studied recently in Sun and Zheng (2019) , where a large-scale synthetic dataset is shown for person re-identification, and all individuals are available in different cameras and views [in Sun and Zheng (2019) called rotation angles; ∡ = [0 • , 360 • ] with 10 • increments]. Conducted experiments indicate matching left with right views change the performance only slightly, whereas matching front and back views deteriorate the performance by a large margin. Also, a person passing the fisheye field of view is typically only visible in left or right viewing-angle clusters. While it is true that left and right might have a different appearance, we have decided to combine these two classes to simplify further processing. Moreover, the results of Sun and Zheng (2019) suggest that there will hardly be a performance drop. (ii) Person re-identification with finer-grained viewing angles needs a robust classification of those angles, but to the best of our knowledge, there is hardly any work dealing with this task. Since furthermore, we do not have access to datasets to investigate a large number of viewing directions, we restrict ourselves to the three mentioned views. Finally, we note that only when using horizontal views (rather than, e.g., oblique views), we can use publicly available datasets and annotations to fine-tune a pre-trained network with datasets such as Market-1501 (Zheng et al. 2015) . 4. The best view of each class is then selected from the classified images in the sampling step. While in theory, we could, of course, also take multiple images per class, we do not have such an abundance of data. As a result, we aim to obtain a 3-view set consisting of a front, a back and a side view for each person. 5. Per-view matching is applied. In particular, TriNet (Hermans et al. 2017 ) is used to obtain the feature vectors from the 3-view sets. The feature vectors of same views are subsequently matched with the person observation obtained from other cameras. 6. A fusion is applied (Blott et al. 2018b ) to obtain the most probable multi-view match.
Person detection and tracking: The exclusive property of the FE lens in nadir direction is used, to provide several views per person in one camera: a person directly under the camera is recorded in an image showing only the head, whereas with increasing distance to the optical axis (off-axis displacement) the body of the person becomes more and more visible. Figure 2 illustrates the situation in a realistic scenario. Whereas in most cases, the camera using central projection (left) provides one view per person per camera only, the FE camera is able to provide several different views if persons are moving in the scene. For example, all views in Fig. 1 were acquired with one fisheye camera while the person followed a straight path through the scene. While by appropriately guiding the person, e.g., by tapes on the ground or by furniture, also a central projection camera can provide different views, if the person follows the pre-defined trajectory this assumption is a rather stringent restriction. As mentioned before, detection and tracking of persons in FE images are not the focus in this study; the respective annotations are assumed to be available and are used as input in our current work. (1)
(2) (3) (5) ( 6) (4)
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Fig. 3
Our strategy to provide and use multiple views for person re-identification. One exemplary person is shown to illustrate the approach. Person detection and tracking (1) is not the focus of this work and assumed to be known Note, the same procedure is applied in almost all stateof-the-art PRID evaluation protocols. 1 Consequently, the chosen strategy allows determining an upper bound of performance, which probably will not quite be reached in practical applications due to non-perfect person detection and tracking.
Projection alignment: Shapes in FE image space are distorted and rotated depending on their position in object space relative to the optical axis (cf. Fig. 2 ). For PRID, however, it is advantageous (and for many algorithms mandatory) to have images of constant size and shape with persons in an upright position as input. Furthermore, most deep learningbased feature extractors used for PRID sample all input images to the same image size in a first step to obtaining the network input. A transformation from FE space to that of the virtual pinhole camera, called vCam in the following, is used in our work. This transformation, called projection alignment, eliminates lens distortion, changes the scale of the bounding box containing the person, and rotates it to show the person in an upright position. The approximated interior camera orientation is assumed to be known to carry out this transformation; it can be determined in a prior calibration step (Strauß et al. 2014) . A detailed explanation of projection alignment is given in "Appendix".
View classification and sampling: To classify the single person images cropped from the FE images into different person views, i.e., front, back and side, three popular deep learning architectures are evaluated. (1) InceptionV3 (Szegedy et al. 2016), (2) ResNet50 (He et al. 2016) , and (3) VGG16 (Simonyan and Zisserman 2014). All networks are initialized with weights from ImageNet dataset (Deng et al. 2009 ) pre-training. The last fully connected layers of all approaches are replaced by a global spatial average-pooling layer, one 1024 dimensional fully connected layer with relu activation and a fully connected layer with softmax activation (Goodfellow et al. 2016) . In all three cases, optimization is carried out using ADAM (Kingma and Ba 2014), categorical cross-entropy loss, and a learning rate of 0.0001 with a decay rate of 0.9 and 0.999.
To generate a 3-view set the best view of each class is selected based on the highest confidence of the corresponding view classifier, which is the highest softmax activation for the respective class over all images of one person in the respective camera. Despite using fisheye cameras, we cannot guarantee that for each person, all three views are available.
Detections of a person in a viewing angle of less than around 20 • between bounding box center and the principal point in the fisheye image are considered as bird's eye views. The use of bird's eye view images typically shows increased ambiguities in appearance-based re-identification, since people seen from above can be hard to distinguish. To avoid such ambiguities, these bird's eye views are eliminated from further computations.
Per-view matching and fusion: The goal of this stage is (i) to describe imaged persons in feature space, (ii) to carry out matching between probe and gallery images for each view separately based on the extracted feature vectors, and (iii) to fuse different matches to obtain a multi-view matching of probe and gallery.
To extract feature vectors from the person images, we employ the TriNet architecture (Hermans et al. 2017) . This approach uses a ResNet50 (He et al. 2016) as backbone, hard negative mining and is pre-trained on the ImageNet dataset (Deng et al. 2009 ). To increase the number of training data an data variety, all images are used during training, regardless of the viewing direction; thus, only a single network is leveraged. Following Hermans et al. (2017) , an input image width and height of 128 × 256 pixels is chosen along with data augmentation. 2 Matching is then carried out based on the Euclidean distance between the vectors: a probe image is matched to the gallery image of the same view for which the distance is minimal. To obtain matches for each 3-view set of probe images, the per-view results are fused, using the inverse score position algorithm, which showed superior performance compared to other approaches in Blott et al. (2018b) . The per-view matching results of front-front, back-back, and side-side matching for all person IDs are transformed into a combined ranking result:
where P is the queried probe person, id n the currently compared person from the gallery and d the corresponding Euclidean distance between the two feature vectors. The final results are computed according to the fused and reranked list. In case only inversely arranged views are available, to match a probe with a particular person from the gallery, our multi-view approach is then used for this particular combination reduced to a multi-shot matching. One exceptional example is when a probe is only visible in a front view and side view, whereas a candidate from the gallery is only available in a back view.
(1)
Experimental Evaluation
In this section, we first give an overview of the datasets we used to investigate our PRID approach. Subsequently, the result of projection alignment (step 2 in Fig. 3) is qualitatively evaluated. In Sect. 4.3, we investigate the performance of the selected view classifiers (step 3 in Fig. 3 ). Finally, an assessment of our proposed strategy is presented.
Datasets
Most of the available PRID datasets like CUHK03 (Li et al. 2014) , Market-1501 (Zheng et al. 2015) , DukeMTMC (Ristani et al. 2016) and Airport (Karanam et al. 2016 ) are acquired by central projection cameras and do not provide labels for person views. We therefore pre-processed the Market dataset, which is the most popular one among those mentioned, and, in addition, acquired a new one for our experiments: In the FE images, persons were detected manually in the images and marked with bounding boxes. As mentioned before, automatic detection was considered to be beyond the scope of this paper. Due to the large field of view of FE cameras and the primarily open space in the airport scenario, complete 3-view sets from all 85 persons are available. In contrast to the open space scenario, the retail scenario contains a number of occlusions caused by, e.g., shelves. As a consequence, only about 80% of the persons appear in 3-view sets consisting of at least one front, one side and one back view; around 86% appear in one side view with either front or back views but not both, and 90% appear in at least one front and one back view.
Projection Alignment
We perform a qualitative evaluation to obtain an impression of our projection alignment quality. Figure 4 shows on the left side one person in a multi-exposure FE image, whereas on the right side the aligned person images are shown, which are automatically de-warped and aligned by the proposed algorithm. To do so, the FE image sequence, together with the bounding boxes, was fed into the projection alignment algorithm. For most person locations in the FE image, the alignment worked well. One issue noted was that the accuracy of the bounding boxes influences the result in a way which depends on the position in the FE image: a few pixels of misalignment next to the FE image center result in no visible error in the re-projected image, whereas with increasing off-axis displacement in the FE image for the same error many more pixels in the re-projected image contain background clutter. To improve the bounding box location, we plan to use semantic segmentation in the FE image (Blott et al. 2018a) in the future.
In general, our qualitative results from the 300-person FEP dataset confirm that the proposed algorithm is able to align a person in the re-projected camera image with sufficient accuracy. 
Person View Classification
In this section, the three view classification approaches mentioned in Sect. 3 are investigated using the two introduced datasets. For all experiments, all models were pre-trained on ImageNet (Deng et al. 2009 ).
Four experiments are conducted for all classification approaches: (1) training and testing on the large MMV dataset to analyze the performance in case that sufficient training data is provided. (2) Training and testing on the new FEP dataset to evaluate the performance on a smaller dataset, which is more challenging due to the view direction changing from horizontal to nearly vertical. (3) Training on the large MMV dataset and testing on the FEP dataset to assess the generalization ability of the method. (4) Training on the MMV dataset with fine-tuning on the FEP training data, followed by an evaluation on the FEP test set, as a realistic real-world scenario. We use the confusion matrix as the key performance indicator.
Tables 1, 2 and 3 show the results for the different network architectures. From left to right, the results are generated from: (1) MMV training and testing (Tr-Te), (2) FEP Tr-Te, (3) MMV-FEP Tr-Te, and (4) training on MMV with fine-tuning on FEP-train and testing on FEP-test.
The findings are: performance on the large MMV dataset is nearly independent of the architecture; side views have the lowest classification accuracy, probably suffering from the fewer samples in the training set. The average overall classification accuracy is around 84%. Performance on FEP is generally a little better and reaches 90% in some cases. This might be due to the manually annotated bounding boxes, which provide better alignment. The confusion matrices indicate that even with a relatively small training set a similar performance can be reached, when pre-training on ImageNet only, instead of ImageNet and MMV, was carried out (Tr:FEP; Te:FEP vs, Tr:MMV+FEP; Te:FEP). Furthermore, the experiments indicate that there is still a large performance drop of around 18% when applying the MMV model to FEP without fine-tuning on domain data (cf. Tr:MMV+FEP; Te:FEP vs. Tr:MMV; Te:FEP). However, by fine-tuning with FE samples, the best performance on FEP again reaches around 90% with the ResNet50 architecture. In summary, we obtain a very promising classification accuracy on both datasets. Especially for FEP, our de-warping and projection alignment is proven to be effective. The resulting view information can thus be used as strong prior knowledge for the next PRID module in our pipeline.
Assessment of PRID Results
In this section an assessment of per-view matching and fusion is given, results are presented in Table 4 and Fig. 5 . For all FEP experiments pre-training based on the MMV dataset and fine-tuning on the FEP train-set were carried out. Rank-one (rank#1) accuracy is reported, i.e., the probability of finding the correct match in the first rank of the cumulative matching characteristic (CMC) curve (Gray et al. 2007 ).
Effect of multi-view PRID and view classification accuracy (cf. 5-6 of Fig. 3) : if the single query scenario is applied, as commonly used approaches do, a rank#1 performance of 84.8% for MMV and 50.7% for FEP is obtained. Note that the dataset consists of many more views per person than classical cameras provide. By carrying out fusion with random-view elements in the 3-view sets, i.e., without view information, rank#1 accuracy is improved to 94% for MMV and 60.3% for FEP. For multi-view PRID, different sets corresponding to different view classification accuracies (VCA) ranging from 30 to 100% are sampled from the ground truth. This means for each 3-view set, the probability that an element consist of the correct view for a particular three-viewelement is artificially modified to study the influence of view classification quality. Thus, we can analyze the robustness of multi-view PRID against view classification failures. Note, due to random selection in the sampling, we evaluate ten trials per VCA and average the results.
Obviously, the performance of multi-view PRID increases with increasing VCA. The best rank#1 is 98.1% on MMV with 100% VCA and 72.8% on FEP with 80% VCA (higher accuracy for view-classification did not provide enough views in the underlying dataset to obtain meaningful results). Interestingly, for MMV the last 20% view classification errors only have a minor influence on the overall results, decreasing the performance by only 1.1%. This means that the multi-view PRID tolerates a certain amount of view classification errors, which is an essential property for applications in the real world.
On the Market dataset, which has a very high baseline performance (94.0% for random-view fusion), the improvement amounting to 4.1% is still significant; for FEP the improvement is 12.5% and thus considerably larger. The comparably lower rank#1 probability for FEP is probably caused by the smaller training dataset, much steeper person views as illustrated in Fig. 6 , and the FE image quality, which is somewhat deteriorated due to bit rate optimized image coding (a typical feature for security cameras). The experiments indicate that the multi-view approach for PRID outperforms the re-identification with single query and random-view fusion by a large margin.
Combined evaluation of view classification and matching: In the last two lines of Table 4 , the results are depicted for PRID using the ResNet50 for view classification directly, which showed superior performance in Sect. 4.3. The obtained performance of the classification result with the highest score is 97.1% for MMV and 72.0% for FEP, thus, close to the simulated view classification accuracy which underlines the effectiveness of the proposed re-identification approach. In the last line of the table, the results for re-identification with a random confidence score for particular views are presented. The results indicate that using the highest confidence gives a better performance. Effect of identity switches (cf. 1-6 of Fig. 3) : In realworld applications, tracking results instead of ground truth, and thus data of inferior quality, must, of course, be used as input for person re-identification. By way of example we present the results of the effect of ID switches, a common problem during tracking. Such switches result in 3-view sets being composed of different persons instead only showing one and the same. Different levels of ID switches are simulated and evaluated for the MMV dataset to study their influence on person re-ID performance, where the same strategy as in Table 4 is applied. Figure 5 depicts the results. Not surprisingly a single query is not robust against these ID switches, whereas multi-view PRID and random-view fusion tolerate certain errors.
As can be seen, multi-view PRID performs better than random-view fusion. However, the performance gain decreases with an increasing number of ID switches. As a reference, the current best tracker in the MOT-Challenge score leader-board 4 has 1,243 identity switches in 2,355 trajectories in total, so on average one in every second trajectory. It is thus clear that tracking errors are another performance barrier for a complete person re-ID pipeline. With the current state-of-the-art tracking approach on perspective cameras, the advantage of the proposed multi-view PRID is less visible compared to random-view fusion than with perfect tracking results. Consequently, better tracking is a mandatory prerequisite to exploit the full potential of multiview PRID. As we take images from the nadir direction and thus have much fewer occlusions, we expect to be able to reduce the number of ID switches significantly compared to horizontal views. In future work, tracking for fisheye images will be further elaborated.
Conclusion
In this work, a novel multi-view pipeline for PRID in fisheye camera images is proposed, paving the way for person re-identification to real-world applications. By making use of the special property of fisheye cameras in nadir viewing direction, multiple views of a person can easily be acquired.
In our pipeline, four major modules, i.e., projection alignment, view classification, per-view matching, and fusion, are integrated, and significant improvements in both the Market dataset and the new fisheye dataset are observed.
In future work, we also plan to investigate refined view information considering the challenging vertical viewing direction: nadir images showing only the head of people obtained from fisheye cameras can provide additional cues for PRID, e.g., bald heads or hair colour, which despite the mentioned ambiguities can potentially improve our results. Also, we intend to extend our modular pipeline to one where end-to-end learning is performed, to leverage the full power of deep learning. Improving the view classification, e.g., by a combination of using view classification and view information derived from person tracking, can likely further improve the re-identification.
Moreover, in the sampling stage, we intend to apply consensus criteria and take into consideration multiple views per viewing direction of one and the same person to improve the selection of samples. Furthermore, the result of projection alignment will be improved by considering more precise bounding boxes based on semantic segmentation (Blott et al. 2018a ). Finally, the evident need to implement a complete pipeline, including detection and tracking in fisheye image space, will be elaborated and evaluated.
Appendix: Projection Alignment
The projection alignment can be expressed as where P is the partly unknown projection matrix and [⃗ x vCam , ⃗
x FE ] are corresponding points in the respective image spaces.
Further, P can be decomposed into an OS part for orientation and scaling and a warping part:
We will discuss the rotation parameters ( , ) and the focal length of the virtual camera (f vCam ) later on.
For warp , the projection model introduced by Mei Mei (2007) 5 is used, which is an extension of Barreto and Araújo (2001) and Geyer and Daniilidis (2000) .
Following the author's notations (Mei 2007 ) (cf. Fig. 7) , points ( ⃗ X = [X, Y, Z] T ) are projected from object space into the FE image plane (⃗ x FE ) as follows:
1. Using the center of a unit sphere as coordinate origin (cf. Fig. 7) , points are projected onto that sphere,
1 3 2. The coordinate center is changed by to yield ⃗ C p = (0, 0, ) , where the size of depends on the employed lens, 3. The points are projected onto the normalized image plane ( m u ) . The coordinates on the normalized image plane are given by:
4. Distortions are added using the distortion model introduced by Brown (1966) . The coordinates on the distortion affected image plane ( m d ) read:
where D describes the coordinate dependent distortion with the distortion coefficients ⃗ V.
(4) ( ⃗ X) F m → ( ⃗ X S ) F m = ⃗ X || ⃗ X|| = (X S , Y S , Z S ).
(5) ( ⃗ X S ) F m → ( ⃗ X S ) F p = (X S , Y S , Z S + ).
(6) ⃗ m u = X S Z S + , Y S Z S + , 1 .
5. The final projection involves a camera projection matrix (with f the generalized focal length, (u 0 , v 0 ) the principal point coordinates, s the skew, and r the aspect ratio). The coordinates in the fisheye image plane are finally:
To generate the vCam image from the FE image we start with a point in vCam space and apply the model of Mei (2007) to obtain points (X S , Y S , Z S ) on the unit sphere, and then project these points into the FE camera (cf. Fig. 8) where bilinear interpolation is applied to obtain the vCam image pixel values.
For this study, the interior orientation of the FE camera is assumed to be known (we use the one determined based on Strauß et al. (2014) ). Thus, all elements of warp are given.
In contrast to warp , the transformation parameters of OS are unknown and depend on the person location in object space. Using with a SO(3) rotation using two Euler angles (cf. [ , ] in Fig. 8) , and vCam the camera calibration matrix, which includes principal point and focal length.
The three unknowns , and f vCam are independent of each other and can be solved one after the other. Again, (2007), [h, f] show the results. Then, the further steps of Mei (2007) can be applied to obtain FE coordinates (not shown here). Using the virtual camera with the unit sphere origin as the projection center allows to project points into the virtual image. Thus, once FE image points are back-projected to the unit sphere, they can be mapped to the virtual rectilinear image. In this way, [h, f] are mapped to [h � , f � ] . Right: foot and head point [h, f] in FE camera space, a person is rotated around . The projection center of the unit sphere (PCUnitSphere) and the projection center of the virtual camera (PCvCam) are identical the goal is to align the person without distortion in a vCam image where the person head and footpoint lie at the top and bottom image borders, respectively, and all images have the same number of pixels. The unknowns can be solved in three steps: the center coordinates of the bounding box (Bb) in the FE image are used to determine the rotation angle = arctan(x Bb , y Bb ) (cf. Fig. 8) . is selected such that the principal point of the vCam becomes the center between head and footpoint which we rake to be approximately person center. Finally, f vCam is determined so that the person height in pixels (head point-foot point) fits the predefined image size (we use images of 256 pixels).
