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ON PNT EQUIVALENCES FOR BEURLING NUMBERS
GREGORY DEBRUYNE AND JASSON VINDAS
Abstract. In classical prime number theory several asymptotic relations are con-
sidered to be “equivalent” to the prime number theorem. In the setting of Beurling
generalized numbers, this may no longer be the case. Under additional hypotheses on
the generalized integer counting function, one can however still deduce various equiv-
alences between the Beurling analogues of the classical PNT relations. We establish
some of the equivalences under weaker conditions than were known so far.
1. Introduction
Several asymptotic relations in classical prime number theory are considered to be
“equivalent” to the prime number theorem. This means that they are deducible from
one another by simple real variable arguments (see [2, Sect. 5.2], [10], and [23, Sect.
6.2]). In recent works [11, 12], Diamond and Zhang have investigated the counterparts
of several of these classical asymptotic relations in the context of Beurling generalized
numbers. They showed by means of examples that some of the implications between
the relations may fail without extra hypotheses, and they found conditions under which
the equivalences do or do not hold.
The aim of this article is to improve various of their results by relaxing hypotheses
on the generalized number systems. While Diamond and Zhang employed elementary
methods in [11, 12] (a version of Axer’s lemma and convolution calculus for measures),
our approach here is different. Our arguments are based on recent complex Tauberian
theorems for Laplace transforms with pseudofunction boundary behavior [7, 20]. This
approach will enable us to clarify that only certain boundary properties of the zeta
function near s = 1 play a role for the equivalences.
Let us introduce some terminology in order to explain our results. A Beurling
generalized prime number system [1, 4, 12] is simply an unbounded sequence of real
numbers p1 ≤ p2 ≤ p3 ≤ . . . with the only requirement p1 > 1. The set of generalized
integers is the multiplicative semigroup generated by the generalized primes and 1. We
arrange them in a non-decreasing sequence where multiplicities are taken into account,
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1 = n0 < n1 ≤ n2 ≤ . . . . One then considers the counting functions
N(x) =
∑
nk≤x
1, pi(x) =
∑
pk≤x
1 , Π(x) = pi(x) +
1
2
pi(x1/2) +
1
3
pi(x1/3) + . . . ,
and (the Chebyshev function)
(1.1) ψ(x) :=
∫ x
1
log t dΠ(t) =
∑
nk≤x
Λ(nk).
As in classical number theory, the PNT pi(x) ∼ x/ log x always becomes equivalent [1]
to Π(x) ∼ x/ log x, and to
ψ(x) ∼ x.
We are also interested in the asymptotic relation
(1.2) ψ1(x) :=
∫ x
1
dψ(t)
t
=
∑
nk≤x
Λ(nk)
nk
= log x+ c+ o(1),
which, as in [11], we call a sharp Mertens relation. Note that for the ordinary rational
primes (1.2) holds with c = −γ, where γ is the Euler-Mascheroni constant; however,
in general, we may have c 6= −γ. (For instance, adding an extra prime to the rational
primes makes c > −γ.) Nonetheless, c may be related to a generalized gamma constant
associated to the generalized number system, see (1.5) below.
The sharp Mertens relation is known to be equivalent to the PNT for rational primes.
In the general case it is very easy to see that (1.2) always yields the PNT [11, Prop.
2.1] for Beurling primes. On the other hand, it was shown in [11] that the converse
implication only holds conditionally.
Our first goal is to investigate conditions under which the equivalence between the
PNT and the sharp Mertens relation remains true. In particular, we shall show:
Theorem 1. Suppose that a generalized number system satisfies the PNT and the
conditions
(1.3) N(x) = ax+ o
(
x
log x
)
and
(1.4)
∫ ∞
1
∣∣∣∣N(x)− axx2
∣∣∣∣ dx <∞,
for some a > 0. Then, the sharp Mertens relation (1.2) is satisfied as well with constant
(1.5) c = −1 − 1
a
∫ ∞
1
N(x)− ax
x2
dx = −1
a
lim
x→∞
(∑
nk≤x
1
nk
− a log x
)
.
Theorem 1 contains the following result of Diamond and Zhang:
Corollary 1 ([11]). Suppose that the PNT holds and for some a > 0
(1.6)
∣∣∣∣N(x)− axx
∣∣∣∣ ≤ D(x), x ≥ 1,
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where D is right continuous, non-increasing, and satisfies
(1.7)
∫ ∞
1
D(x)
x
dx <∞.
Then, (1.2) holds.
Proof. Clearly the assumption implies (1.4). Moreover, since D is non-increasing, we
must have D(x) = o(1/ logx), so (1.3) should hold as well. 
A simple condition that is included in those of both Theorem 1 and Corollary 1 is
(1.8) N(x) = ax+O
(
x
logα x
)
if α > 1. Interestingly, (1.8) with α = 1 and the PNT are not strong enough to ensure
the sharp Mertens relation, as established by an example in [11, 12]. We will strengthen
that result as well.
Proposition 1. We have:
(i) The PNT and (1.3) do not necessarily imply the sharp Mertens relation.
(ii) The PNT and (1.4) do not necessarily imply the sharp Mertens relation either.
Under the hypotheses (1.6) and (1.7) with D as in Corollary 1, Diamond and Zhang
were also able to show [12] the equivalence between
(1.9) M(x) :=
∑
nk≤x
µ(nk) = o(x)
and
(1.10) m(x) :=
∑
nk≤x
µ(nk)
nk
= o(1),
with µ the Beurling analogue of the Mo¨bius function. We will also improve this result
by using a weaker condition. Note that for rational primes the equivalence between
(1.9), (1.10), and the PNT was first established by Landau in 1911 ([22], [23, Sect.
6.2.7]); because of that, we refer to them as the Landau relations. It is worth noticing
that the implication (1.10) ⇒ (1.9) holds unconditionally, as can easily be seen via
integration by parts; therefore, one only has to focus on the conditional converse.
Theorem 2. (1.9) and the condition (1.4) for some a > 0 imply the other Landau
relation (1.10).
We point out that we have only stated here our main results in their simplest forms.
In Section 3 and Section 4 we will replace (1.3) and (1.4) by much weaker assumptions
in terms of convolution averages. These convolution average versions of (1.3) and (1.4)
express the fact that only the local behavior of the zeta function
ζ(s) =
∞∑
k=0
1
nsk
at s = 1 is responsible for the equivalences under consideration. In Section 5 we
construct examples in order to give a proof of Proposition 1.
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2. Tauberian tools
Our analysis in the next sections makes extensive use of complex Tauberian theorems
for Laplace transforms, which we collect here together with some background material
on related concepts for the reader’s convenience. These Tauberian theorems are in
terms of local pseudofunction boundary behavior [7, 21, 19, 20, 25], which turns out to
be an optimal assumption on the Laplace transform, in the sense that it often leads to
“if and only if” results. See also [12, 28] for an L1loc-approach to “if and only if” type
complex Tauberian theorems. Additionally, we will also employ the Wiener division
type theorem for non-quasianalytic Beurling algebras; we refer to [5, 19] for the latter
topic.
Pseudofunctions are a special kind of Schwartz distributions that arise in harmonic
analysis [3] and are defined via Fourier transform. The standard Schwartz test function
spaces are denoted byD(R) and S(R), while D′(R) and S ′(R) stand for their topological
duals, the spaces of distributions and tempered distributions. The Fourier transform,
normalized as ϕˆ(t) =
∫∞
−∞ e
−itxϕ(x) dx, is defined as usual on S ′(R) via duality. It
is important to notice that if f ∈ S ′(R) has support in [0,∞), its Laplace transform
L{f ; s} = 〈f(u), e−su〉 is well-defined, analytic on ℜe s > 0, and has distributional
boundary value fˆ on ℜe s = 0. See the textbooks [26, 27] for distribution theory and
[14, 24] for asymptotic calculus with distributions.
A tempered distribution f ∈ S ′(R) is called a (global) pseudofunction if f = gˆ,
where g ∈ L∞(R) and lim|x|→∞ g(x) = 0. We denote the space of pseudofunctions by
PF (R). Given an open interval I, we say that a distribution f is a local pseudofunction
on I ⊂ R if f coincides with a pseudofunction on a neighborhood of each point of I.
We write f ∈ PFloc(I). One can easily check [20] that f ∈ PFloc(I) if and only if
(2.1) ϕ̂f(h) = 〈f(t), e−ihtϕ(t)〉 = o(1), |h| → ∞, for each ϕ ∈ D(I).
The property (2.1) can be regarded as a generalized Riemann-Lebesgue lemma. In
particular, L1loc(I) ⊂ PFloc(I) in view of the classical Riemann-Lebesgue lemma.
Let F (s) be analytic on the half-plane ℜe s > α. We say that F has local pseud-
ofunction boundary behavior on the boundary (open) line segment α + iI if there is
f ∈ PFloc(I) such that
(2.2) lim
σ→α+
∫ ∞
−∞
F (σ + it)ϕ(t)dt = 〈f(t), ϕ(t)〉 , for each ϕ ∈ D(I).
Boundary behavior with respect to other distribution subspaces is defined analogously.
We write in short F (α+ it) = f(t) for boundary distributions in the sense of (2.2). We
emphasize that L1loc, continuous, or analytic extension are very special cases of local
pseudofunction boundary behavior.
We call a function τ slowly decreasing if for each ε > 0 there exists η > 0 such that
lim inf
x→∞
inf
h∈[0,η]
(τ(x+ h)− τ(x)) > −ε.
Note that every non-decreasing function is slowly decreasing. The first Tauberian
theorem that we state is a recent extension of the Ingham-Fatou-Riesz theorem [16],
obtained by the authors in [7].
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Theorem 3. Let τ ∈ L1loc(R) be slowly decreasing with supp τ ⊆ [0,∞). Then,
τ(x) = ax+ b+ o(1)
if and only if its Laplace transform converges for ℜe s > 0 and
L{τ ; s} − a
s2
− b
s
admits local pseudofunction boundary behavior on the line ℜe s = 0.
We point out the “if” direction in Theorem 3 requires the Tauberian condition that
τ is slowly decreasing, while the “only if” part is of Abelian character and does not
require the Tauberian condition.
We will also employ the following distributional version of the Wiener-Ikehara the-
orem, due to Korevaar [20]. (It can be deduced from Theorem 3, see [7, Thm. 5.4].)
Theorem 4. Let S be a non-decreasing function having support in [0,∞). Then,
S(x) ∼ aex
if and only if L{dS; s} = ∫∞
0−
e−sxdS(x) converges for ℜe s > 1 and
L{dS; s} − a
s− 1
admits local pseudofunction boundary behavior on the line ℜe s = 1.
Similarly as for Theorem 3, one does not need that S is non-decreasing for the “only
if” Abelian direction of Theorem 4.
The ensuing lemma is very useful to conclude an O(ex)-bound from the local behav-
ior of the Laplace transform just near s = 1; its proof is simple, see [7, Thm. 3.1]. It is
in terms of local pseudomeasure boundary behavior. The space of (global) pseudomea-
sures is PM(R) = F(L∞(R)) and we of course have the inclusion PF (R) ⊂ PM(R);
we define local pseudomeasures and local pseudomeasure boundary behavior in the
same way as it has been done for the pseudofunction analogues. We use the notation
PMloc(I) for the space of local pseudomeasures on an open interval.
Lemma 1. Let S be non-decreasing, have support in [0,∞), and have convergent
Laplace-Stieltjes transform for ℜes > 1. If L{dS; s} has local pseudomeasure boundary
behavior on a line segment of ℜe s = 1 containing the point s = 1, then S(x)≪ ex.
We also need to discuss multipliers for local pseudofunctions. From the generalized
Riemann-Lebesgue lemma (2.1), it is already clear that smooth functions are multipliers
for the space PFloc(I). More general multipliers can be found if we employ the Wiener
algebra A(R)(=F(L1(R))). In fact, the multiplication of f ∈ PF (R) with g ∈ A(R)
can be canonically defined by convolving in the Fourier side and then taking inverse
Fourier transform; we obviously have fg ∈ PF (R). By going to localizations (and
gluing then with partitions of the unity), the multiplication fg ∈ PFloc(I) can be
extended for f ∈ PFloc(I) and g ∈ Aloc(I), where the latter membership relation
means that ϕg ∈ A(R) for all ϕ ∈ D(I).
The next lemma deals with a simple situation in which the just defined multiplication
agrees with the operation of taking distributional boundary values of the product of
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two Laplace transforms. The space B′(R) denotes the Schwartz space of bounded
distributions, it consists of the linear span of all (distributional) derivatives of L∞-
functions; likewise, D′L1(R) stands for the Schwartz space of integrable distributions,
spanned by derivatives of L1-functions. In particular, L∞(R) ⊂ B′(R) and L1(R) ⊂
D′L1(R). Properties of these spaces are discussed in detail in Schwartz’ book [26, Sect.
VI.8] (see also [13, Sect. 5]).
Lemma 2. Let F (s) = L{f ; s} and G(s) = L{g; s}, where f, g ∈ S ′(R) have supports
in [0,∞). Suppose that F (s) has local pseudofunction boundary behavior on the line
segment iI of ℜe s = 0 and G has Aloc-boundary behavior on iI. If either f ∈ B′(R) or
g ∈ D′L1(R), then F (s)G(s) has local pseudofunction boundary behavior on iI, namely,
the local pseudofunction F (it) ·G(it) ∈ PFloc(I).
Proof. Naturally, F (s)G(s) has distributional boundary value f̂ ∗ g; what we have to
verify is that if ϕ ∈ S(R) is such that ϕˆ ∈ D(I), then f ∗ g ∗ϕ ∈ L∞(R) and tends to 0
at ±∞. Now, we can factor ϕ = ϕ∗φ with φˆ ∈ D(I) being equal to 1 in a neighborhood
of supp ϕˆ. Note that in general the convolution of distributions may not be associative;
however, in this case our hypotheses guarantee the conditions from [27, Sect. 4.2.8, p.
56] for associativity. So, the smooth function (f ∗ g ∗ϕ)(h) = ((f ∗ϕ) ∗ (g ∗φ))(h)→ 0
as |h| → ∞, since g ∗ φ ∈ L1(R) and lim|x|→∞(f ∗ ϕ)(x) = 0. Furthermore, F (s)G(s)
has boundary value (ϕˆfˆ) · (φˆgˆ) on iI. 
3. Sharp Mertens relation and the PNT
We now prove Theorem 1. As anticipated in the Introduction, we will actually show
a more general result.
Our considerations apply to non necessarily discrete number systems. In a broader
sense [4, 11], a Beurling generalized number system is merely a pair of non-decreasing
right continuous functions N and Π with N(1) = 1 and Π(1) = 0, both having support
in [1,∞), and linked via the zeta function relation
(3.1) ζ(s) :=
∫ ∞
1−
x−sdN(x) = exp
(∫ ∞
1
x−sdΠ(x)
)
,
with convergence of both integrals on some half-plane. This implies that both N and Π
have at most polynomial growth, and they determine one another in a unique fashion.
Note that then (3.1) becomes equivalent to dN = exp∗M (dΠ), where the exponential
is taken with respect to the multiplicative convolution of measures [8] (see also [2,
Chap. 2 and Chap. 3] and [12]).
The Chebyshev function ψ and the function ψ1 involved in the sharp Mertens relation
still make sense in this context if we employ the Stieltjes integral definitions in (1.1)
and (1.2). As in classical number theory, the Chebyshev function has Mellin-Stieltjes
transform
(3.2)
∫ ∞
1
x−sdψ(x) = −ζ
′(s)
ζ(s)
.
Our goal in this section is to provide a proof of the ensuing theorem. Our conditions
for the equivalence between the PNT and the sharp Mertens relation are in terms of
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convolution averages of the remainder function E in
(3.3) N(x) = ax+ xE(log x), x ≥ 1,
where we set E(y) = 0 for y < 0. In the sequel ∗ always denotes additive convolution.
Theorem 5. Suppose that a generalized number system satisfies the PNT. Let K1 and
K2 be two kernels such that Kˆj(0) 6= 0 and
∫∞
−∞(1+ |y|)1+ε|Kj(y)| <∞ for some ε > 0.
If the remainder function E determined by (3.3), where a > 0, satisfies
(3.4) (E ∗K1)(y) = o
(
1
y
)
, y →∞,
and
(3.5) E ∗K2 ∈ L1(R),
then the sharp Mertens relation
(3.6) ψ1(x) =
∫ x
1
dψ(t)
t
= log x+ c+ o(1)
holds as well, with constant c = −b/a− 1 where b = (Kˆ2(0))−1
∫∞
−∞(E ∗K2)(y)dy.
Implicitly in Theorem 5 we need the existence of the convolutions E ∗Kj . This is
always ensured by the PNT, as follows from the next simple proposition which delivers
the bound E(y)≪ε y1+ε for every ε > 0.
Proposition 2. The PNT implies the bound N(x)≪ε x log1+ε x, for each ε > 0.
Proof. By the PNT we have log ζ(σ) ∼ − log(σ − 1), and so ζ(σ) ≪ (σ − 1)−1−ε as
σ → 1+. Using that N is non-decreasing,
N(x) ≤ x
∫ x
1−
u−1dN(u) ≤ x
∫ x
1−
u−1 exp
(
1− log u
log x
)
dN(u)
≤ exζ (1 + 1/ logx)≪ x log1+ε x.

It is very easy to verify that Theorem 5 contains Theorem 1. In fact, (1.4) is the
same as E ∈ L1(R), which always yields (3.5) for any kernel K2 ∈ L1(R). Furthermore,
(1.3) implies (3.4) for any kernel such that
∫∞
−∞ |K1(y)|(1 + |y|)dy <∞.
Note that we do not necessarily require in Theorem 5 that N has a positive asymp-
totic density, that is, that
(3.7) N(x) ∼ ax.
In fact, this condition plays basically no role for our arguments. On the other hand,
either (1.3) or (1.4) automatically implies (3.7), as one may deduce from elementary
arguments in the second case. In the general case, (3.7) also follows from (1.3) or (1.4)
if one of the Kj is a Wiener kernel. The next proposition collects this assertion as well
as the useful bound N(x) ≪ x, which is actually crucial for our proof of Theorem 5
and turns out to be implied by its assumptions.
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Proposition 3. Let N satisfy N(x) ≪ x logα x and let K be such that Kˆ(0) 6= 0 and∫∞
−∞(1 + |y|)α|K(y)|dy <∞, where α ≥ 0. If E ∗K ∈ L∞(R) or E ∗K ∈ L1(R), then
N(x) ≪ x (and hence E ∈ L∞(R)). If additionally K is a Beurling-Wiener kernel,
that is, Kˆ(t) 6= 0 for all t ∈ R, and (E ∗K)(y) = o(1) or E ∗K ∈ L1(R), then (3.7)
holds. (Here a = 0 is allowed).
Proof. The bound on N ensures that E(y) = O((|y|+ 1)α). Convolving K with a test
function ϕ ∈ S(R) yields (E ∗ K ∗ ϕ)(y) = o(1) if E ∗ K ∈ L1(R). Thus, replacing
K by K ∗ ϕ with ϕˆ(t) 6= 0 for all t ∈ R if necessary, we may just deal with the
cases E ∗ K ∈ L∞(R) and (E ∗ K)(y) = o(1). Assume E ∗ K ∈ L∞(R). Applying
the analogue of the Wiener division theorem [19, Thm. II.7.3, p. 81] for the weighted
Beurling algebra [5, 19] L1ω(R) with non-quasianalytic weight function ω(y) = (1+|y|)α,
we obtain that Eˆ ∈ PMloc(I) for some open interval 0 ∈ I on which Kˆ(t) does not
vanish. The Laplace transform of E, ζ(s+1)/(s+1)−a/s, thus has local pseudomeasure
boundary behavior on iI. Multiplying by the smooth function (s+1) preserves the local
pseudomeasure boundary behavior, and substituting s+1 by s gives that ζ(s)−a/(s−1)
has local pseudomeasure boundary behavior on 1+iI, and so does ζ(s) because a/(s−1)
is actually a global pseudomeasure on ℜe s = 1. Hence, S(x) = N(ex) ≪ ex is
a consequence of Lemma 1. If we additionally know that Kˆ(t) never vanishes and
(E ∗ K)(y) = o(1), the division theorem yields Eˆ ∈ PFloc(R), or equivalently, that
ζ(s)−a/(s−1) has local pseudofunction boundary behavior on the whole line ℜes = 1.
The conclusion N(x) ∼ ax now follows from Theorem 4 applied to S(x) = N(ex). 
Examples of kernels that can be used in Theorem 5, and for which one can apply
Proposition 3 to deduce (3.7) as a consequence of either (3.4) or (3.5), are familiar
summability kernels such as the Cesa`ro-Riesz kernels K(y) = e−y(1−e−y)β+ with β ≥ 0,
the kernel of Abel summability K(y) = e−ye−e
−y
, and the Lambert summability kernel
K(y) = e−yp(e−y) with p(u) = (u/(1− eu))′; see [19] and [15, Sect. 1.5, p. 15] for many
other possible examples. Also, note that if we write k1(x) = x
−1K1(− log x), then (3.4)
takes the form∫ ∞
1
N(u)
u
k1
(u
x
)
du = ax
∫ ∞
0
k1(u)du+ o
(
x
log x
)
, x→∞.
In the previous examples we have k1(u) = (1− u)β+, k1(u) = e−u, and k1(u) = p(u).
We now concentrate in showing Theorem 5. Our proof is based on the application
of the Tauberian theorems from the previous section and two lemmas. We begin by
translating the PNT and the sharp Mertens relation into boundary properties of the
zeta function.
Lemma 3. A generalized number system satisfies the PNT if and only if
(3.8) − ζ
′(s)
ζ(s)
− 1
s− 1
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admits local pseudofunction boundary behavior on ℜes = 1; the sharp Mertens relation
(3.6) holds if and only if
(3.9) − ζ
′(s)
(s− 1)ζ(s) −
1
(s− 1)2 −
c
s− 1
has local pseudofunction boundary behavior on ℜe s = 1.
Proof. The PNT is S(x) = ψ(ex) ∼ ex, which is equivalent to the local pseudofunction
boundary behavior of (3.8) by Theorem 4 and (3.2). Next, we apply Theorem 3 to the
non-decreasing function ψ1(e
y), which has Laplace transform L{ψ1(ey); s} = −ζ ′(s +
1)/(ζ(s+ 1)s; the sharp Mertens relation,
ψ1(e
y) =
∫ ey
1
dψ(u)
u
= y + c+ o(1),
holds if and only if
− ζ
′(s+ 1)
ζ(s+ 1)s
− 1
s2
− c
s
has local pseudofunction behavior on ℜe s = 0. 
By multiplying (3.9) by (s − 1), it follows that the sharp Mertens relation always
implies the PNT. This should not be so surprising because the PNT can also be easily
deduced from (3.6) via integration by parts, as was done in [11, Prop. 2.1]. The
non-trivial problem is of course the converse implication of the conditional equivalence.
Observe that (s−1)−1 is smooth off s = 1, so that (it)−1 is a multiplier for PFloc(R\{0});
consequently, the local pseudofunction boundary behavior of the two functions (3.8)
and (3.9) becomes equivalent except at the boundary point s = 1.
Summarizing, since we are assuming the PNT, our task reduces to show that (3.9) has
local pseudofunction boundary behavior on a boundary neighborhood of the point s =
1. The next lemma allows us to extract some important boundary behavior information
on the zeta function from the condition (3.5). It also provides the alternative formula
c = −1− 1
a
∫ ∞
1
N(x)− ax
x2
dx = −1
a
lim
x→∞
(∫ x
1−
t−1dN(t)− a log x
)
.
for the constant in the sharp Mertens relation (3.6) if we additionally assume that Kˆ2
never vanishes in Theorem 5.
Lemma 4. Suppose that N(x)≪ x log x and E∗K ∈ L1(R) where ∫∞−∞(1+|y|)K(y)dy <
∞ and Kˆ(0) 6= 0. (Here we may allow a = 0.) Then,
(3.10)
1
s− 1
(
ζ(s)− a
s− 1
)
− a + b
s− 1
has local pseudofunction behavior near s = 1, where b = (Kˆ(0))−1
∫∞
−∞(E ∗ K)(y)dy.
If in addition Kˆ(t) 6= 0 for all t, then the integral
(3.11)
∫ ∞
1
N(x)− ax
x2
dx =
∫ ∞
0
E(y)dy
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converges to b and (3.10) has local pseudofunction boundary behavior on the whole line
ℜe s = 1.
Proof. Set τ(x) :=
∫ x
0
E(y)dy. Proposition 3 yields N(x)≪ x, i.e., E(y) = O(1). Now,
for x > 0, (τ ∗K)(x) = ∫ x−∞(E ∗K)(y)dy = bKˆ(0) + o(1) = b · (χ[0,∞) ∗K)(x) + o(1),
because the latter integral is even absolutely convergent. By applying the division
theorem for the Beurling algebra [5, 19] with weight function (1 + |y|), we obtain that
the Fourier transform of τ(x)− bχ[0,∞)(x) is a pseudofunction in a neighborhood of the
origin. So,
(3.12) L{τ ; s} − b
s
=
1
s
(
ζ(s+ 1)
s+ 1
− a
s
)
− b
s
has local pseudofunction boundary behavior near s = 0. Multiplication of (3.12) by
(s + 1) produces an equivalent expression in terms of local pseudofunction boundary
behavior on a boundary neighborhood of s = 0. Thus, since the term −b is negligible,
we obtain that
(3.13)
1
s
(
ζ(s+ 1)− a
s
)
− a+ b
s
has local pseudofunction boundary behavior near s = 0. Under the extra assumption
that K is a Beurling-Wiener kernel, we obtain that the Fourier transform of τ(x) −
bχ[0,∞)(x) belongs to PFloc(R) again from the division theorem. Thus (3.12) and (3.13)
both have local pseudofunction boundary behavior on the whole line ℜes = 0. Noticing
that τ is slowly decreasing, we can apply Theorem 3 to conclude τ(x) = b+ o(1). 
We can now give a proof of Theorem 5.
Proof of Theorem 5. As we have already mentioned, it suffices to establish the local
pseudofunction boundary behavior of (3.9) near s = 1. We will show that
(3.14)
ζ ′(s)
ζ(s)
(
ζ(s)− a
s− 1
)
+
a+ b
s− 1
and
(3.15) ζ ′(s) +
a
(s− 1)2
both admit local pseudofunction boundary behavior (near s = 1). This would prove
the theorem. Indeed, subtracting (3.15) from (3.14) gives that
(3.16) − aζ
′(s)
ζ(s)(s− 1) +
a+ b
s− 1 −
a
(s− 1)2
has local pseudofunction boundary behavior. This yields the local pseudofunction
boundary behavior of (3.9) with c = −1 − b/a after division of (3.16) by a, which
implies the sharp Mertens relation in view of Lemma 3.
For the local pseudofunction boundary behavior of (3.14), it is enough to show that
(3.17)
(
−ζ
′(s)
ζ(s)
− 1
s− 1
)
.
(
ζ(s)− a
s− 1
)
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has local pseudofunction boundary behavior near s = 1. In fact, (3.14) is (3.17) minus
(3.10), and our claim then follows from Lemma 4. Now, applying the Wiener division
theorem [19, Thm. 7.3], the fact E ∈ L∞(R) (Proposition 3), and the hypothesis
E ∗K2 ∈ L1(R), we obtain that Eˆ ∈ Aloc(I) for some neighborhood I of t = 0. Thus,
the second factor ζ(s)−a/(s−1) of (3.17) has Aloc-boundary behavior on 1+ iI. Thus,
the PNT and Lemma 2 give the local pseudofunction boundary behavior of (3.17).
Finally, it remains to verify that (3.15) has local pseudofunction boundary behavior
near s = 1. Note that
ζ ′(s) +
a
(s− 1)2 = L{E, s− 1}+ s
d
ds
(L{E, s− 1}).
Therefore, we should show that the derivative of Eˆ(t) is a pseudofunction in a neigh-
borhood of t = 0. Let 0 ∈ I be an open interval such that Eˆ ∈ PFloc(I) and Kˆ1(t) 6= 0
for all t ∈ I. If φ = ϕˆ ∈ D(I), we can write ϕ = K1 ∗Q, where
(3.18)
∫ ∞
−∞
(1 + |y|)|Q(y)|dy <∞,
as follows from the division theorem for non-quasianalytic Beurling algebras [5, 19].
Thus, making use of (3.4) and (3.18), we have (ϕ∗E)(h) = ∫∞−∞(E∗K1)(y+h)Q(−y)dy =
o(1/h) as h → ∞. But since suppE ⊆ [0,∞), we also have (ϕ ∗ E)(h) = o(1/|h|) as
−h → ∞. In conclusion, 〈Eˆ(t), e−ithφ(t)〉 = o(1/|h|) for any φ ∈ D(I). Now, if
φ ∈ D(I),
〈Eˆ ′(t), e−ithφ(t)〉 = −〈Eˆ(t), e−ithφ′(t)〉+ ih〈Eˆ(t), e−ithφ(t)〉
= o(1/|h|) + o(1) = o(1).
So, Eˆ ′ ∈ PFloc(I) and the proof is complete. 
The same method as above leads to the following corollary.
Corollary 2. The sharp Mertens relation and (3.5), for some kernel with Kˆ2(0) 6= 0
and
∫∞
−∞(1+|y|)|K2(y)|dy <∞, imply (3.4) for anyK1 such that
∫∞
−∞(1+|y|)|K1(y)|dy <
∞ and supp Kˆ1 is a compact subset of the interior of supp Kˆ2. (Here we may have
a = 0.)
Proof. Let us first verify that the convolution E ∗ K2 is well-defined. We show that
the sharp Mertens relation gives the bound N(x) = o(x log x). In fact, integrating by
parts, we see that ψ1(x) = log x+ c+ o(1) implies∫ x
1
dΠ(u)
u
=
∫ x
1
dψ1(u)
log u
= log log x+ c1 +O
(
1
log x
)
,
for some c1. This readily yields log ζ(σ) = − log(σ − 1) + c1 − γ + o(1) as σ → 1+, so
that
ζ(σ) ∼ e
c1−γ
σ − 1 .
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Applying the Karamata Tauberian theorem [19], we conclude∫ x
1−
dN(u)
u
∼ ec1−γ log x,
and hence integration by parts yields N(x) = o(x log x) as claimed. Proposition 3 then
allows us to improve the estimate to N(x)≪ x.
Set U = {t ∈ R : Kˆ2(t) 6= 0}. Next, the proof of Lemma 4, a Wiener division
argument, and Lemma 2 give at once that (3.10) and (3.17), and hence (3.14), all have
local pseudofunction boundary behavior on 1 + iU . Using Lemma 3, multiplying (3.9)
by a, and subtracting the resulting expression from (3.14), we obtain that (d = ca−a+b)
ζ ′(s) +
a
(s− 1)2 −
d
(s− 1) = L{E; s− 1}+ s
d
ds
(L{E, s− 1})− d
(s− 1) .
also has local pseudofunction boundary behavior on 1 + iU . Since Eˆ ∈ Aloc(U) ⊂
PFloc(U), we must have iEˆ
′(t)− d(it+ 0)−1 ∈ PFloc(U), where (it + 0)−1 denotes the
distributional boundary value of 1/s on ℜes = 0. If we now take an arbitrary ϕ ∈ S(R)
such that ϕˆ ∈ D(U), we obtain that
y(E ∗ ϕ)(y) = dϕˆ(0) + o(1) +
∫ y
−∞
((y − u)E(y − u)− d)ϕ(u)du
+
∫ y
−∞
E(y − u)uϕ(u)du
= dϕˆ(0) + o(1), y →∞,
namely,
(E ∗ ϕ)(y) ∼ d
y
ϕˆ(0), y →∞.
Since 0 ∈ U and (E ∗ϕ) ∈ L1(R) because Eˆ ∈ Aloc(U), we conclude d = 0, upon taking
ϕ with ϕˆ(0) 6= 0. So, (E ∗ ϕ)(y) = o(1/y) as y →∞ for any ϕ with ϕˆ ∈ D(U). If K1
satisfies the conditions from the statement, we can write K1 = K1∗ϕ for any ϕˆ ∈ D(U)
being equal to 1 on supp Kˆ1. Therefore, (E ∗K1)(y) = ((E ∗ ϕ) ∗K1)(y) = o(1/y) as
well. 
Remark 1. We end this section with some remarks on possible variants for the as-
sumptions on the convolution kernels in Theorem 5.
(i) If one the of the kernels K1 or K2 is non-negative, we can replace the require-
ments
(3.19)
∫ ∞
−∞
(1 + |y|)1+ε|Kj(y)|dy <∞
by the weaker ones ∫ ∞
−∞
(1 + |y|)|Kj(y)|dy <∞.
In fact, the conditions (3.19) were only used in order to ensure the existence of
the convolutions via Proposition 2, but the rest of our arguments still works if
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we would have a priori known the better bound N(x) ≪ x log x. Now, if K is
non-negative, a bound (E∗K)(y) = O(1) necessarily implies N(x)≪ x. In fact,
set T (y) = e−yN(ey). Since N is non-decreasing, we have T (h)e−y ≤ T (y + h)
for h ≥ 0. Setting C−1 = ∫ 0−∞ eyK(y)dy, we obtain
T (h) ≤ C
∫ ∞
0
T (y + h)K(−y)dy ≤ C(T ∗K)(h)≪ 1.
(ii) The Wiener type division arguments can be completely avoided if Kˆj is C
∞
near 0 (or on R whenever the global non-vanishing is required). Indeed, in
this case the division can be performed in the Fourier transform side as the
multiplication of a distribution by a smooth function, a trivial procedure in
distribution theory. In particular, Theorem 1 can be shown without appealing
to Wiener type division theorems.
(iii) In connection with the previous comment, one can even drop the integrability
conditions on Kj and employ distribution kernels. It is well known that the
space of convolutors for tempered distributions O′C(R) satisfies F(O′C(R)) ⊂
C∞(R) [14, 24, 26]. So, Theorem 5 holds if we assume that K1, K2 ∈ O′C(R)
are such that Kˆj(0) 6= 0 and (3.4) and (3.11) are satisfied. A list of useful
kernels belonging to O′C(R) and having nowhere vanishing Fourier transforms
is discussed in Ganelius’ book [15, Sect. 1.5, p. 15]. An even more general
result is possible: we can weaken K1, K2 ∈ O′C(R) to K1, K2 ∈ S ′(R), Kˆj is
C∞ and non-zero in a neighborhood of 0, and E ∗ Kj exists in the sense of
S ′-convolvability [18].
4. The Landau relations M(x) = o(x) and m(x) = o(1)
The section is devoted to conditions on N that imply the equivalence between (1.9)
and (1.10). As in the previous section, we do not need to assume that the generalized
number system is discrete. In the general case, we define M(x) =
∫ x
1−
dM(u), where
the measure dM is the multiplicative convolution inverse [8, 12] of dN , that is, dM =
exp∗M (−dΠ). So, we consider the Landau relations
(4.1) M(x) = o(x)
and
(4.2) m(x) =
∫ x
1−
dM(u)
u
= o(1).
It is a simple fact that (4.2) always implies (4.1). This follows from integration by
parts:
M(x) =
∫ x
1−
udm(u) = xm(x)−
∫ x
1
m(u)du = o(x).
Our aim in this section is to show that the conditional converse implication holds
under a weaker hypothesis than in Theorem 2.
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Theorem 6. Suppose that N(x) ≪ x and there are a > 0 and K ∈ L1(R) such that
Kˆ(0) 6= 0 and
(4.3) E ∗K ∈ L1(R),
where E is the remainder function determined by (3.3). Then,
M(x) = o(x) implies m(x) = o(1).
Proof. Note first that
m(ex) =
M(ex)
ex
+
∫ x
0
M(ey)
ey
dy
is slowly decreasing becauseM(ex) = o(ex). Since L{dM(ex); s} = 1/ζ(s), the Abelian
part of Theorem 4 gives thatM(x) = o(x) implies that 1/ζ(s) has local pseudofunction
boundary behavior on the whole line ℜe s = 1. On the other hand, the Laplace
transform of the slowly decreasing function m(ex) is L{m(ex); s} = 1/(sζ(s + 1)),
ℜe s > 0; one then deduces from Theorem 3 that it suffices to show that this analytic
function admits local pseudofunction behavior on the line ℜes = 0. Since 1/s is smooth
away from s = 0, it is enough to establish the local pseudofunction boundary behavior
of 1/(sζ(s+1)) near s = 0. We now verify the latter property. By employing the Wiener
division theorem [19, Thm. 7.3], we have that Eˆ ∈ Aloc(I) for some open interval I
containing 0. This leads to the Aloc-boundary behavior of (ζ(s+1)/(s+1)−a/s) on iI;
multiplying by (s+1) and adding a, we conclude that ζ(s+1)−a/s has boundary values
in the local Wiener algebra on the boundary line segment iI. The local pseudofunction
boundary behavior of 1/sζ(s+ 1) near s = 0 now follows from
1
sζ(s+ 1)
= − 1
aζ(s+ 1)
·
(
ζ(s+ 1)− a
s
)
+
1
a
and Lemma 2. 
Remark 2. We mention some variants of Theorem 6:
(i) If the kernel K is non-negative, the bound N(x) ≪ x becomes superfluous
because it is implied by (4.3), see Remark 1(i).
(ii) If only a bound N(x)≪ x logα x, α > 0, is initially known for N , we can com-
pensate it by strengthening the assumption onK to
∫∞
−∞(1+|y|)α|K(y)|dy <∞.
As a matter of fact, the bound N(x) ≪ x would then be implied by Proposi-
tion 3.
(iii) The comments from Remark 1(ii) and Remark 1(iii) also apply to Theorem 6.
In order to use distribution kernels K, one assumes that N(x) ≪ x logα x for
some α to ensure that E is a tempered distribution.
5. Examples
We shall now construct examples in order to prove Proposition 1. In addition, we
give an example of a generalized number system such that M(x) = o(x), m(x) = o(1),
the condition (4.3) holds for any kernel K ∈ S(R), but for which (1.4) is not satisfied.
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Example 1. (Proposition 1(i)). By constructing an example [11, 12], Diamond and
Zhang showed that the PNT and
(5.1) N(x) = ax+O
(
x
log x
)
do not imply the sharp Mertens relation in general. We slightly modify their arguments
to produce an example that satisfies the stronger relation (1.3).
Let ω be a positive non-increasing function on [1,∞) such that
(5.2)
∫ ∞
2
ω(x)
x log x
dx =∞,
and
(5.3)
ω(x1/n)
ω(x)
≤ Cnα,
where C, α > 0. For example, ω(x) = 1/ log log x for x ≥ ee and ω(x) = 1 for x ∈ [1, ee]
satisfies (5.2) and the better inequality ω(x1/n)/ω(x) ≤ 1 + logn.
We construct here a generalized number system satisfying the PNT, the asymptotic
estimate
(5.4) N(x) = ax+O
(
xω(x)
log x
)
,
for some a > 0, but for which the sharp Mertens relation fails. Upon additionally
choosing ω with ω(x) = o(1), we obtain (1.3).
We prove that
dΠ(u) =
1− u−1
log u
du+
(
1− u−1
log u
)2
ω(u)du
fulfills our requirements. (ω(u) = 1 is the example from [11, 12]). For the PNT,
Π(x) = Li(x) +O(log log x) +
(∫ √x
2
+
∫ x
√
x
)
O(1)
log2 u
du
=
x
log x
+O
(
x
log2 x
)
,
because ω is bounded. Next, by (5.2),
ψ1(x)− log x =
∫ x
1
log u
u
dΠ(u)− log x ≥ −1 + 1
4
∫ x
2
ω(u)
u log u
du→∞.
To get (5.4), we literally apply the same convolution method as in [12, Sect. 14.4].
Using that exp∗M ((1−u−1)/ log udu) = χ[1,∞)(u)du+ δ(u−1) (with δ the Dirac delta)
and that the latter measure has distribution function x (for x ≥ 1), one easily checks
that
N(x) = x
∫ x
1−
exp∗M (dν) = x
(
1 +
∞∑
n=1
1
n!
∫ x
1
dν∗Mn
)
,
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where
dν(u) =
(1− u−1)2
u log2 u
ω(u)du.
Since
c =
∫ ∞
1
dν ≤ O(1)
∫ ∞
1
(1− u−1)2
u log2 u
du <∞,
we obtain N(x) = x(ec −R(x)) with
R(x) =
∞∑
n=1
1
n!
∫ ∞
x
dν∗Mn =
∞∑
n=1
1
n!
∫
· · ·
∫
x<u1u2...un
dν(u1) . . .dν(un).
We estimate R(x) for x ≥ 2. Since all variables in the multiple integrals from
the above summands are greater than 1, introducing the constraint un > x gives∫ · · · ∫
x<u1u2...un
≥ ∫∞
1
. . .
∫∞
1
∫
un>x
, namely,∫ ∞
x
dν∗Mn ≥ c
n−1
4
∫ ∞
x
ω(u)
u log2 u
du.
On the other hand, as was noticed in [11], at least one of the variables uj should be
> x1/n, and therefore∫ ∞
x
dν∗Mn ≤ ncn−1
∫ ∞
x1/n
ω(u)
u log2 u
du ≤ Cn2+αcn−1
∫ ∞
x
ω(u)
u log2 u
du.
Adding up these estimates, we obtain
0 < C1
∫ ∞
x
ω(u)
u log2 u
du ≤ e
cx−N(x)
x
≤ C2
∫ ∞
x
ω(u)
u log2 u
du
with
C1 =
ec − 1
4c
and C2 = C
∞∑
n=0
cn
n!
(n + 1)α+1.
In particular, the upper bound yields (5.4) with a = ec because ω is non-increasing.
Example 2 (Proposition 1(ii)). We now give an example to prove that the PNT and
the condition (1.4) do not imply a sharp Mertens relation in general. The generalized
number system has the form
(5.5) dΠ(u) =
1− u−1
log u
du+
f(log u)
log2 u
χ[A,∞)(u)du
where f will be suitably chosen below, and A ≥ e. We suppose that |f(y)| ≤ y/2 on
[logA,∞) in order to ensure that dΠ is a positive measure. Observe that we do not
assume here that f is non-negative, actually letting f be oscillatory is important for
our construction. We start with a preliminary lemma that gives a condition for the
function N to satisfy (1.4).
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Lemma 5. Assume that
∫∞
logA
y−2|f(y)|dy < ∞ and let a = exp(∫∞
logA
y−2f(y)dy).
Then, (1.4) holds if
(5.6)
∫ ∞
x
f(y)
y2
dy ∈ L1(R).
Conversely, (1.4) implies (5.6) if
∫∞
logA
y−2|f(y)|dy < pi.
Proof. The method of this proof is essentially due to Kahane [17, p. 633]. Denote as
B(R) the Banach algebra of Fourier transforms of finite Borel measures. Note that the
elements of B(R) are multipliers for the Wiener algebra A(R). We have to show that
Eˆ ∈ A(R) if (5.6) holds, where as usual E(y) = e−yN(ey)− a. Write
L(t) =
∫ ∞
logA
e−ityf(y)
y2
dy,
and note that a = eL(0),
ζ(1 + it) =
(1 + it)eL(t)
it
,
and
Eˆ(t) =
ζ(1 + it)
(1 + it)
− e
L(0)
it
= eL(0)
eL(t)−L(0) − 1
L(t)− L(0) ·
L(t)− L(0)
it
.
We have that L(t) − L(0) ∈ B(R), because it is the Fourier transform of the finite
measure y−2f(y)χ[logA,∞)(y) dy − L(0)δ(y), where δ is the Dirac delta. Since entire
functions act on Banach algebras, we have that (eL(t)−L(0) − 1)/(L(t)− L(0)) ∈ B(R)
is a multiplier for A(R). Therefore, Eˆ ∈ A(R) if (L(t) − L(0))/(it) ∈ A(R). The rest
follows by noticing that the latter function is the Fourier transform of − ∫∞
x
y−2f(y)dy.
Conversely, (L(t)− L(0))/(eL(t)−L(0) − 1) ∈ B(R) because z/(ez − 1) is analytic in the
disc |z| < 2pi and ‖L− L(0)‖B(R) ≤ 2
∫∞
logA
y−2|f(y)|dy < 2pi. 
We now set out the construction of f . Select a non-negative test function ϕ ∈
D(−1/2, 1/2) with ϕ(0) = 1. In the sequel we consider the non-negative function
g(x) =
∞∑
n=1
ϕ(n3(x− n− 1/2)).
It is clear that∫ ∞
0
g(x)dx =
(∫ 1/2
−1/2
ϕ(x)dx
)( ∞∑
n=1
1
n3
)
, |g′(x)| ≪ x3, and
∫ ∞
x
g(y)dy ≪ 1
x2
.
We set f(y) = g′(log y) in (5.6) and choose A so large that |f(y)| ≤ y/2 for y ≥ logA.
The PNT holds,
Π(x) =
x
log x
+O
(
x
log2 x
)
+O
(∫ x
A
|g′(log log u)|
log2 u
du
)
=
x
log x
+O
(
x(log log x)3
log2 x
)
.
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Furthermore, since lim supx→∞ g(x) = 1, lim infx→∞ g(x) = 0, and
ψ1(x) = log x− 1 +
∫ x
A
f(log u)
u log u
du+ o(1)
= log x− 1 + g(log log x)− g(log logA) + o(1),
we obtain that the sharp Mertens relation does not hold. It remains to check (1.4) via
Lemma 5, that is, we verify that (5.6) is satisfied. Indeed,∫ ∞
x
f(y)
y2
dy = −g(log x)
x
+
∫ ∞
x
g(log y)
y2
dy
= −g(log x)
x
+O
(
1
x log2 x
)
∈ L1(R).
Example 3. We now provide an example that shows that there are situations in
which (1.4) fails, but Theorem 6 could still apply to deduce the equivalence between
the Landau relations. In addition, this example satisfies
(5.7) N(x) = ax+ Ω±
(
x
log1/2 x
)
.
Consider
dΠ(u) =
1 + cos(log u)
log u
χ[2,∞)(u)du.
This continuous generalized number system is a modification of the one used by Beurl-
ing to show the sharpness of his PNT [4]. Note the PNT fails for Π, one has instead
Π(x) =
x
log x
(
1 +
√
2
2
cos
(
log x− pi
4
))
+O
(
x
log2 x
)
.
We have
log ζ(s) = − log(s− 1)− 1
2
log(s− 1− i)− 1
2
log(s− 1 + i) +G(s),
so that,
ζ(s) =
eG(s)
(s− 1)
√
1 + (s− 1)2 ,
where G(s) is an entire function. If we set a = eG(1), we obtain that ζ(s)− a/(s− 1)
has L1loc-boundary behavior on ℜe s = 1, so that, by Theorem 4,
N(x) ∼ ax,
although ζ(1+ it) is unbounded at t = ±i. The condition (1.4) would imply continuity
of ζ(1 + it) at all t 6= 0, hence, we must have
(5.8)
∫ ∞
1
∣∣∣∣N(x)− axx2
∣∣∣∣ dx =∞.
Using the same method as in [6, Sect. 5], one can even show that there are constants
d0, d1, . . . and θ0, θ2, . . . with d0 6= 0 such that
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N(x) ∼ ax+ x
log1/2 x
∞∑
j=0
dj
cos(log x+ θj)
logj x
(5.9)
= ax+ d0
x cos(log x+ θ0)
log1/2 x
+O
(
x
log3/2 x
)
.
This yields (5.7), and also another proof of (5.8).
On the other hand, ζ(s)− a/(s − 1) has an analytic extension to 1 + iR \ {1 ± i};
in particular, it has Aloc-boundary behavior on 1 + i(−1, 1). Thus, (4.3) holds for any
kernel K ∈ L1(R) with supp Kˆ ⊂ (−1, 1). So, the conditions from Theorem 6 on N
are fulfilled. Furthermore, applying the Erde´lyi’s asymptotic formula [14, p. 148] for
finite part integrals we easily see that the entire function
G(s) = −F.p.
∫ e2
0
e−(s−1)y
1 + cos y
y
dy + 2γ
occurring in the formula for log ζ(s) satisfies G(1 + it) = 2 log |t| + O(1) and that all
of its derivatives G(n)(1 + it) = o(1). So, ζ (n)(1 + it) ≪ 1 for each n ∈ N. Therefore,
we obtain that E ∗K ∈ S(R) for all K ∈ S(R) without any restriction on the support
of its Fourier transform. In particular, E ∗K ∈ L1(R) for all kernels K ∈ S(R).
That M(x) = o(x) can be verified here by applying Tauberian theorems. For in-
stance, we have that dM + dN = 2
∑∞
n=0 dΠ
∗M2n/(2n)! is a positive measure with
L{dM +dN ; s} = ζ(s)+1/ζ(s); by Theorem 4, M(x)+N(x) ∼ ax, i.e., M(x) = o(x).
Theorem 6 implies m(x) = o(1), but this can also be deduced from Theorem 3 be-
cause m(ex) is slowly decreasing and in this example we control ζ(s) completely:
L{m(ex); s} = 1/(sζ(s+ 1)) has continuous extension to ℜe s = 0.
One can also construct a discrete example sharing similar properties with Π and N
via Diamond’s discretization procedure [6, 9]. In fact, define the generalized primes
P = {pk}∞k=1, pk = Π−1(k)
and denote by NP , piP , MP , mP , and ζP the associated generalized number-theoretic
functions. Since piP (x) = Π(x) + O(1), we have that ζP (s)/ζ(s) analytically extends
to ℜe s > 1/2. By using the same arguments as for the continuous example, we easily
get (with c = aζP (1)/ζ(1)) that
MP (x) = o(x), mP (x) = o(1),
∫ ∞
1
∣∣∣∣NP (x)− cxx2
∣∣∣∣ dx =∞, EP ∗K ∈ L1(R),
with EP (y) = e
−yNP (ey)− c and any K ∈ L1(R) with supp Kˆ ⊂ (−1, 1), and
piP (x) =
x
log x
(
1 +
√
2
2
cos
(
log x− pi
4
))
+O
(
x
log2 x
)
.
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It can be shown as well that there are b0 6= 0, b1, . . . and β0, β1, . . . such that
NP (x) ∼ cx+ x
log1/2 x
∞∑
j=0
bj
cos(log x+ βj)
logj x
(5.10)
= cx+ b0
x cos(log x+ β0)
log1/2 x
+O
(
x
log3/2 x
)
.
The proofs of the asymptotic formulas (5.9) and (5.10) require additional work, but
the details go along the same lines as those provided in [6, Sect. 4 and Sect. 5]; we
therefore choose to omit them.
Remark 3. Diamond and Zhang used a simple example [12] to show that in general
the implication M(x) = o(x) ⇒ m(x) = o(1) does not hold. They considered pi(x) =∑
p≤x p
−1, where the sum runs over all rational primes. Here one has N(x) = o(x)
and M(x) = o(x), but m(x) = 6/pi2 + o(1). Presumably, pointwise asymptotics of
type (1.3) could be unrelated to the conditional equivalence between M(x) = o(x)
and m(x) = o(1). So, we wonder: Are there examples satisfying (1.3) but for which
M(x) = o(x) does not imply m(x) = o(1)?
Remark 4. In analogy to Example 3, it would be interesting to construct an example
of a generalized number system such that the sharp Mertens relation holds, N satisfies
the conditions (3.4) and (3.5) from Theorem 5 for suitable kernels K1 and K2, and
such that (1.3) and (1.4) do not hold.
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