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Abstract
The standard lore in noncommutative physics is the use of first order varia-
tional description of a dynamical system to probe the space noncommutativity
and its consequences in the dynamics in phase space. As the ultimate goal is
to understand the inherent space noncommutativity we propose a variational
principle for noncommutative dynamical systems in configuration space, based
on results of our previous work [14]. We hope that this variational formulation
in configuration space can be of help to elucidate the definition of some global
and dynamical properties of classical and quantum noncommutative space.
1 Introduction
From the point of view of classical dynamics the recent interest in noncom-
mutative dynamical systems [1] boils down to the study of generalized Hamil-
tonian dynamics where the Poisson structure involved could be a complicated
function of phase space coordinates and momenta. Of course this class of dy-
namical structures are well known starting from the Hamiltonian formulation of
Euler equations for the rigid body dynamics to models of hydrodynamics and
integrable non linear systems of partial differential equations [2]. It is quite
surprising that this venerable subject is still producing new results and insights
in recent research areas as condensed matter physics [3], quantum Hall effect
[4], Snyder space [17], and double special relativity [5] models. When quan-
tized, these models could have new physics at some very high energy scale. It
is still not clear if this perspective will be of some utility to revel some aspects
of quantum gravity, nevertheless it could help for a better understanding of the
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more complicated noncommutative field theories whose aim is to explain new
physics near or beyond Planck scale. A point that is not sufficiently stressed
in recent literature about noncommutative physics is that the usual way of do-
ing physics through dynamical models consist in construction of the interaction
based on physical grounds and symmetry principles. In many circumstances the
model can be brought to a form that is suited for a variational formulation in
a Lagrangian or Hamiltonian version. In Hamiltonian form the interaction can
be handled in the definition of the Hamiltonian function itself or can be taken
into account using a simple Hamiltonian and a deformed Poisson bracket that
implement the interaction in the equations of motion. Of course the descrip-
tion is completely covariant in phase space due to the Darboux theorem. But
in noncommutative physics the argument is reversed. Now the relevant inter-
action information lie in ONE system of coordinates where the Poisson bracket
have a peculiar distinctive form, implementing space noncommutativity. Then
we proceed to explore the consequences of this peculiar Poisson brackets on the
dynamics. Needless to say that the usual way of working the system properties
is to implement standard Darboux coordinates and read off the corresponding
interaction Hamiltonian. A drawback of this procedure is that in many cases
the interaction Hamiltonian depends in a complicated way of the momenta.
As a consequence, the elucidation of the corresponding classical and quantum
dynamics is very involved. It is also true that this type of systems does not
have a Lagrangian formulation [12, 13]1, and basic questions such as what is the
configuration space, what are the symmetries and the variational principle, how
the symplectic noncommutativity manifest itself in configuration space are very
difficult to answer. Indeed, we can deduce from the recent analysis of diffeo-
morphism invariance in noncommutative theories [6] that the implementation
of symmetries in these theories are difficult to understand at a basic level.
For this class of systems the formulation in phase space is not equivalent to
its formulation in configuration space, essentially because the momenta are not
auxiliary variables in the first order formulation of the dynamics.
The aim of the present note is to extend our previous investigation [14]
where we have studied the dynamical compatibility between a Poisson bracket
and a given set of second order equations of motion. We have found that if the
Poisson bracket is noncommutative
{qi, qj} = θij, (1)
where θij is a constant antisymmetric matrix, the Noncommutative Consistency
Conditions (NCC), that come from the analysis of the dynamical compatibility,
are not the Helmholtz conditions of the generalized inverse problem of the
calculus of variations. When θij = 0 we recover the result that the consistency
conditions are the Helmholtz conditions for the given system of second order
differential equations [9].
1Of course these systems have a first order Lagrangian formulation [16] that is equivalent to the
generalized Hamiltonian dynamics alluded above. Noncommutative dynamical systems does not
have a variational formulation in configuration space for Lagrangians of the form L(q˙, q).
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A fundamental question that we have left open in our previous work was if
the NCC can be seen as a θ–deformed Helmholtz conditions associated to some
system of differential equations. But if that were the case, the question is which
are the differential equations underlying this θ–deformed Helmholtz conditions.
Here we will present an answer to this question. Surprisingly enough we found
that the differential equations are of third order in time derivatives. This could
become in a very bad news in the sense that our system –the second order dif-
ferential equations from we started the analysis of the dynamical compatibility–
is not of this form. Third order dynamical systems lay outside the standard
systems studied in Newtonian mechanics. But the third order system that we
have found has a very peculiar functional form. It is a functional combination
of the original Newtonian equations of motion and its derivatives with respect
to time. The general form of a third order system of differential equations that
admits in their solution space a subspace that consist of all the paths that are
solutions to the original Newtonian problem must be of this general form
Nij(q¨
j − F j(q, q˙))· +Mij(q¨
j − F j(q, q˙)) = 0, (2)
where N and M are some matrices related to the presence of the noncommu-
tative parameter θ. In particular, we will require that when θ goes to zero
N → 0, recovering a set of differential equations equivalent to the Newtonian
equations of motion. F j are the forces that define the original Newtonian dy-
namical system. In this letter we will not be interested in the complete space
of solutions to this third order system and we will deal only with the subspace
of solutions compatible with the extended Newtonian vector flow given by
D
Dt
= F˙ i
∂
∂q¨i
+ F i
∂
∂q˙i
+ q˙i
∂
∂qi
+
∂
∂t
, (3)
i.e., the vector flow along the solutions of the original system of second order
equations of motion and its derivatives with respect to time 2.
Under these assumptions we will present in section 3 our central result
that the NCC of our previous work [14] are indeed the Helmholtz conditions
associated with a system of the form (2). We will find also the relation between
the matrices N and M and the symplectic structure
σ =
(
Bij Aij
−Aji Cij
)
, (4)
and in section 4 we will solve the Helmholtz condition for a generic class of
noncommutative systems that can be constructed from a potential function
that depends only on the coordinates of the configuration space. Then we will
proceed to construct a Lagrangian in configuration space and the corresponding
variational principle for this generic solution. It turns out that the Lagrangian
is a linear function in the accelerations –because the equations of motion are
2Notice that we are replacing q¨i = F i and
...
q i = F˙ i. It is understood that when we apply this
operator to a function of q¨, q˙ and q we need to project the final result on q¨i = F i.
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of third order–3. We will also comment about the relevance of the variational
formulation and its possible physical content and quantization.
Section 2 is devoted to a review of the construction of the NCC between
a given set of equations of motion and a Noncommutative Poisson Bracket
(NPB). In section 5 we present the Noether theorem and the explicit form of
the Lagrangian for the central potential. Finally we present our conclusions
and some perspectives for future work.
The third order dynamical system of the form (2) is not new and was re-
ported in [10] in the context of the study of non-Noetherian symmetries and
their relation with the symmetries of the equations of motion. We hope that
the analysis presented here can be useful to elucidate many points that were
left open in [10] and in particular the relation between noncommutative Pois-
son structures and variational principles from one hand and from the other
the relation between these noncommutative structures in phase space and their
consequences for a basic definition of the corresponding noncommutative con-
figuration space.
2 Consistency Conditions for Noncommu-
tative Poisson Brackets
In this section we will collect some of the basic results from our previous work
that will be useful in what follows. Given a set of equations of motion in
configuration space
q¨i − F i(qj, q˙j , t) = 0, (5)
and the Poisson bracket defined by
{qi, q˙j} = gij(q, q˙), {qi, qj} = θij, (6)
where gij is a symmetric matrix and θij an antisymmetric constant matrix, we
say that the NPB (6) is compatible with the given equations of motion (5) if
using
D
Dt
{R,S} = {
D
Dt
R,S}+ {R,
D
Dt
S}, (7)
where
D
Dt
= F i
∂
∂q˙i
+ q˙i
∂
∂qi
+
∂
∂t
,
we can construct a matrix gij and a matrix bij defined by
bij = {q˙i, q˙j}, (8)
that depends on gij , θij and F i in such a way that the corresponding Poisson
matrix σab is consistent with the Leibnitz rule (7) and the Jacobi identity [7].
3Accelerations dependent Lagrangians also appear in the context of the so called Exotic Galilean
Symmetries. See for example [8]
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Our task is now to find these consistency conditions when θij is different
from zero. A straightforward calculation gives
{qi, gjk} = {qj , gik}, (9a)
D
Dt
gij =
1
2
{qi, F j}+
1
2
{qj , F i}, (9b)
D
Dt
bij = {q˙i, F j} − {q˙j , F i}, (9c)
where
bij = {q˙i, q˙j} = −
1
2
{qi, F j}+
1
2
{qj , F i}
=
1
2
(θjk
∂F i
∂qk
− θik
∂F j
∂qk
) +
1
2
(gjk
∂F i
∂q˙k
− gik
∂F j
∂q˙k
), (10)
and gij a symmetric matrix (this is a simple consequence of D
Dt
{qi, qj} = 0). The
first set of equations (9a) comes from the Jacobi identity {qi, {qj , q˙k}}+(ijk) =
0. The equations (9b) come from the derivative of the first bracket in (6)
symmetrizing and adding the two equations. The equations (9c) come from
the derivative of the definition of the matrix b. The matrix b in (10) can be
constructed from the equations (9b) and using the definition of the matrix gij .
We can write these conditions as the Helmholtz conditions plus terms that
depend on the noncommutative parameter θ
gij = gji, (11a)
∂gij
∂q˙k
−
∂gik
∂q˙j
+ Lθijk = 0, (11b)
D
Dt
gij = −
1
2
(
gik
∂F k
∂q˙j
+ gjk
∂F k
∂q˙i
)
+Mθij, (11c)
D
Dt
tij = gik
∂F k
∂qj
− gjk
∂F k
∂qi
+N θij , (11d)
where
tij =
1
2
(gik
∂F k
∂q˙j
− gjk
∂F k
∂q˙i
),
and Lθijk,M
θ
ij , N
θ
ij are terms that depend on θ. Explicitly they are given by
Lθijk = θ
slgsk
∂gij
∂ql
− θrlgrj
∂gki
∂ql
,
Mθij = −
1
2
gir(θ
rn∂F
s
∂qn
+ θsn
∂F r
∂qn
)gjs,
N θij = gligmj(−
D
Dt
slm + slk
∂Fm
∂q˙k
− smk
∂F l
∂q˙k
) + glk(tljM
θ
ik − tliM
θ
jk),
where
sij =
1
2
(θjk
∂F i
∂qk
− θik
∂F j
∂qk
).
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Here gij denotes the inverse matrix of our previous g
ij .
In this letter we will refer to the relations (11) as the NCC. They are a set
of partial differential equations for gij given the Newtonian force vector F j and
the noncommutative parameter θ defined in (1).
These relations are not the Helmholtz conditions associated to the given
system of differential equations (5) or an s-equivalent related system. Even if
they are satisfied for some NPB we can not infer the existence of a Lagrangian
function of the form L(q, q˙) associated to the original Newtonian system (5).
It is known that when the Poisson bracket is noncommutative in the sense of
(6) then a Lagrangian for the system (5) can not be constructed [12, 13].
In the next section we will use the standard form of the Helmholtz conditions
for a system of differential equations of fourth order and apply them to the
system (2) and we will compare our result with the symplectic version of the
NCC (11).
3 Symplectic formulation of the NCC and
Helmholtz Conditions
Notice that the condition (7) is not the standard Leibnitz rule. In fact it implies
a dynamical compatibility between the bracket and the dynamical vector field
along the solution curves of the equations of motion. If we define the bracket
by
{R,S} =
∂R
∂za
σab
∂S
∂zb
, (12)
where za = (qi, q˙j) then the condition (7) imply
LF (σ
ab) = 0, (13)
where LF is the Lie derivative along the solution vector field associated with
the system (5). The content of this condition are the Helmholtz conditions. In
particular when σab is given by (6,8) these relations gives the NCC (11). For the
purpose of this section it is much more convenient to work with the equivalent
form of the NCC associated to the inverse two form σab. The formulation of
the conditions (13) in terms of this inverse two-form (the symplectic form σ) is
LF (σab) = 0. (14)
If we denote the components of the symplectic form by
σ =
(
Bij Aij
−Aji Cij
)
, (15)
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the symplectic–NCC are
D
Dt
ASij +Aik
∂F k
∂q˙j
+Ajk
∂F k
∂q˙i
− Cjk
∂F k
∂qi
− Cik
∂F k
∂qj
= 0, (16a)
D
Dt
AAij +Aik
∂F k
∂q˙j
−Ajk
∂F k
∂q˙i
+ Cik
∂F k
∂qj
− Cjk
∂F k
∂qi
+ 2Bij = 0, (16b)
D
Dt
Bij +Aik
∂F k
∂qj
−Ajk
∂F k
∂qi
= 0, (16c)
D
Dt
Cij + Cik
∂F k
∂q˙j
− Cjk
∂F k
∂q˙i
+AAij = 0, (16d)
where B and C are antisymmetric matrices and A(A)S is the (anti)symmetric
part of A respectively which are defined by AA = A−AT and AS = A+AT .
For our purpose it is convenient to eliminate B using (16b) and (16d). The
symplectic–NCC are then
D
Dt
ASij +Aik
∂F k
∂q˙j
+Ajk
∂F k
∂q˙i
− Cjk
∂F k
∂qi
− Cik
∂F k
∂qj
= 0, (17a)
D
Dt
Bij(A,C,F ) +Aik
∂F k
∂qj
−Ajk
∂F k
∂qi
= 0, (17b)
D
Dt
Cij +Cik
∂F k
∂q˙j
− Cjk
∂F k
∂q˙i
+AAij = 0, (17c)
where B(A,C,F ) is given by
Bij(A,C,F ) = −
1
2
(
−
D2
Dt2
Cij +
D
Dt
(
Cjk
∂F k
∂q˙i
)
−
D
Dt
(
Cik
∂F k
∂q˙j
)
+Aik
∂F k
∂q˙j
− Ajk
∂F k
∂q˙i
− Cjk
∂F k
∂qi
+ Cik
∂F k
∂qj
)
, (18)
Notice that we need to solve the symplectic–NCC only for A and C for a
given F . The matrix B can then be calculated from (18).
In the following we will not need the explicit form of the matrices A,B,C
in terms of the NPB matrices g, b and θ. It is sufficient to keep in mind that
they are functions of q, q˙ and θ and can be obtained from the NPB through
σabσbc = δ
a
c .
Now the Helmholtz conditions associated to a system of differential equa-
tions of fourth order namely those systems that come from a variational prin-
ciple whose Lagrangian is a function of positions, velocities and accelerations
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are [11]
∂Mi
∂
....
q k
=
∂Mk
∂
....
q i
, (19a)
∂Mi
∂
...
q k
+
∂Mk
∂
...
q i
= 2
D
Dt
(
∂Mi
∂
....
q k
+
∂Mk
∂
....
q i
)
, (19b)
∂Mi
∂q¨k
−
∂Mk
∂q¨i
=
3
2
D
Dt
(
∂Mi
∂
...
q k
−
∂Mk
∂
...
q i
)
, (19c)
∂Mi
∂q˙k
+
∂Mk
∂q˙i
=
D
Dt
(
∂Mi
∂q¨k
+
∂Mk
∂q¨i
)
−
D3
Dt3
(
∂Mi
∂
....
q k
+
∂Mk
∂
....
q i
)
, (19d)
∂Mi
∂qk
−
∂Mk
∂qi
=
1
2
D
Dt
(
∂Mi
∂q˙k
−
∂Mk
∂q˙i
)
−
1
4
D3
Dt3
(
∂Mi
∂
...
q k
+
∂Mk
∂
...
q i
)
, (19e)
where
Mi(
....
q j ,
...
q j , q¨j, q˙j , qj) = 0, (20)
is the the set of differential equations under consideration and D
Dt
is the time
derivative along the solutions of the system Mi = 0. Implementing these
Helmholtz conditions for the class of systems that are under our consideration
(2) along the Newtonian vector flux given by (3) and identifying
D
Dt
→
D
Dt
,
and the matrices N and M with
Nij = Cij, Mij = −Aij +
d
dt
Cij ,
where A and C are defined through the symplectic form (15), we will prove
that these Helmholtz conditions (19) are the same as the symplectic-NCC (17).
The first condition (19a) is in our case trivial.
From the second condition (19b) we have
Cik + Cki = 0,
that just confirm that C is antisymmetric.
From the third condition (19c) we have
D
Dt
Cik = Ckj
∂F j
∂q˙i
− Cij
∂F j
∂q˙k
−AAik, (21)
which coincide exactly with the symplectic–NCC (17c).
From the fourth condition (19d) we have
D
Dt
(
ASik +Cij
∂F j
∂q˙k
+ Ckj
∂F j
∂q˙i
)
= Cij
∂F˙ j
∂q˙k
+ Ckj
∂F˙ j
∂q˙i
+ (−Aij +
D
Dt
Cij)
∂F j
∂q˙k
+ (−Akj +
D
Dt
Ckj)
∂F j
∂q˙i
.
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Now, using4
∂
∂q˙k
d
dt
−
d
dt
∂
∂q˙k
=
∂
∂qk
,
and evaluating the expression over the vector field (3) we obtain the symplectic–
NCC (17a),
D
Dt
ASik = Cij
∂F j
∂q˙k
+ Ckj
∂F j
∂q˙i
−Aij
∂F j
∂q˙k
−Akj
∂F j
∂q˙i
. (22)
From the last Helmholtz condition (19e) we find
1
2
D
Dt
(
−Cij
∂F˙ j
∂q˙k
+ Ckj
∂F˙ j
∂q˙i
− (−Aij +
D
Dt
Cij)
∂F j
∂q˙k
+ (−Akj +
D
Dt
Ckj)
∂F j
∂q˙i
− D
2
Dt2
Cik
)
= −Cij
∂F˙ j
∂qk
+ Ckj
∂F˙ j
∂qi
− (−Aij +
D
Dt
Cij)
∂F j
∂qk
+ (−Akj +
D
Dt
Ckj)
∂F j
∂qi
.
This relation can be reduced to the corresponding symplectic–NCC (17b)
D
Dt
Bij(A,C,F ) +Aik
∂F k
∂qj
−Ajk
∂F k
∂qi
= 0, (23)
where B(A,C,F ) is given by (18).
The conditions (21,22,23) are the same as the symplectic NCC (17). Thus
we have proved that the NCC can be seen as θ–deformed Helmholtz conditions
under the basic assumptions
1) The equation of motion have the general form
Nij(q¨
j − F j(q, q˙))· +Mij(q¨
j − F j(q, q˙)) = 0, (24)
2) The vector field along the solution curves of this system is projected to
D
Dt
→
D
Dt
,
where
D
Dt
= F˙ i
∂
∂q¨i
+ F i
∂
∂q˙i
+ q˙i
∂
∂qi
+
∂
∂t
. (25)
3) The identification
Nij = Cij, Mij = −Aij +
d
dt
Cij , (26)
where A and C are defined through the symplectic form (15).
In summary we conclude that the θ-deformed Helmholtz conditions (17) are
in fact the Helmholtz conditions associated to a θ-deformed Newtonian system
(24) whereN andM are related with the symplectic form σ by the identification
(26).
As this is the central result of this letter let us comment about some physical
consequences of it.
4Notice that the dots over the vector F denote standard derivatives with respect to time. We are
allowed to evaluate these relations along the Newtonian vector flux (3) at the end of our calculation.
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• Starting from the dynamical system defined by
Cij(q¨
j − F j(q, q˙))· + (−Aij +
d
dt
Cij)(q¨
j − F j(q, q˙)) = 0, (27)
and considering the sector of the solution space associated to this system that
is compatible with the Newtonian vector flux
D
Dt
= F˙ i
∂
∂q¨i
+ F i
∂
∂q˙i
+ q˙i
∂
∂qi
+
∂
∂t
,
we have found that the Helmholtz conditions (19) associated to it are the com-
patibility consistency conditions between the Newtonian system (5) and the
noncommutative Poisson structure (6). This imply that, in noncommutative
space, the only way in which a Newtonian system can be brought to a varia-
tional formulation5 is by the use of an auxiliary third order system of equations
of motion (27) which have the peculiar characteristic of being a functional com-
bination of the original Newtonian equations of motion and its derivatives with
respect to time. The coefficients of this functional combinations are completely
fixed and given by the noncommutative symplectic structure (15).
• The relevant paths for the variational formulation are solutions to the
original Newtonian system. The other solutions of the third order system (27)
are not considered in the formulation of our compatibility problem. We are just
asking about the fate of a Newtonian system formulated in a noncommutative
space. We can make a wide question asking for the class of systems with higher
derivatives that allow a noncommutative formulation. In that case the complete
third order problem may have some relevance. This type of systems lay outside
of the Newtonian paradigm.
• As we said before it is known that, in general, the Newton equations does
not admit a variational formulation in a noncommutative space.
• Perhaps is not too surprising that if we insist in a variational formulation
of a system that does not admit a Lagrangian of the form L(q˙, q) then a new
(θ-deformed) auxiliary system of differential equations (27) emerge allowing a
variational formulation.
4 Generic solution to the Helmholtz Con-
ditions
In our previous work we have presented a generic solution of the NCC (11) for
forces of the form
F i = −
∂V
∂qi
+ θij
d
dt
∂V
∂qj
, (28)
for a “potential function” V (q). This type of forces arise in the first order
formulation for a Hamiltonian function of the form H = 12p
2 + V with the
symplectic structure
{qi, qj} = θij, {pi, pj} = 0, {q
i, pj} = δ
i
j , (29)
5Up to some simple cases that was analyzed in [14].
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which is called in current literature of noncommutative physics as a noncom-
mutative dynamical system. The Hamiltonian equations of motion associated
with this system are
q˙i + θij p˙j − pi = 0, (30a)
−p˙i −
∂V
∂qi
= 0. (30b)
Forces in configuration space of the form (28) can be deduced from these first
order equations by using the set (30b) and taking the derivative with respect
to time of the first set of equations (30a).
The NPB associated to the forces (28) that solve the θ-deformed Helmholtz
conditions (11) are
{qi, q˙j} = δij + V
ij , {qi, qj} = θij, (31a)
{q˙i, q˙j} = V ij +
1
2
V inV
jn − (i↔ j), (31b)
where we are using the notation
V i ≡ θijVj = θ
ij ∂V
∂qj
and the associated equations of motion that are compatible with this NPB are
q¨i + Vi − V˙
i = 0. (32)
This imply that the classical system defined by the equations of motion (32)
and the NPB (31) are dynamically compatible.
Inspired from this solution to the θ-deformed Helmholtz conditions (11) we
can guess the corresponding solution of the symplectic-NCC (17) along the
vector field generated by the forces (28). The solution is
Aij = −δij + θ
jkV ki , (33a)
Bij = V
i
j − V
j
i − θ
klV li V
k
j , (33b)
Cij = θ
ij. (33c)
It is easy to check that the corresponding symplectic form is the inverse of
the Poisson bracket given by (31) as it should be. The next step is to construct
a Lagrangian associated to this symplectic form (33). Starting from the most
general Lagrangian function linear in q¨i we can construct the equations of mo-
tion and compare the result with the system of third order differential equations
(27) associated with the symplectic form given above (33). As a result we can
read off a Lagrangian whose equations of motion are of the form (27) for the
specific functional form of the forces (28) associated with the noncommutative
dynamical system whose potential function is V (q). The resulting Lagrangian
linear in q¨ is
L(q¨, q˙, q) = L0 −
1
2
θij q˙iV˙ j +
1
2
θij q¨j(q˙i − V i) +
1
2
θijV iV˙ j −
1
2
V kV k, (34)
11
where L0 is the standard commutative Lagrangian L0 = T−V . By construction
the Lagrangian (34) still admits a symplectic formulation. Regarding q, q˙ as
independent variables, as is usual in the standard commutative case and q¨ as
a derived quantity that is just the derivative with respect to time of q˙, the
symplectic formulation of the Lagrangian (34) is
L = ℓi(q, q˙)q˙
i + Li(q, q˙)q¨
i + V(q),
where
ℓi =
1
2
q˙i −
1
2
θijV˙ j +
1
2
θkjV kV
j
i ,
Li =
1
2
θki(q˙k − V k),
V = −V −
1
2
V kV k.
From here we can read the symplectic form σ
Aij =
∂ℓi
∂q˙j
−
∂Lj
∂qi
= −δij + θ
jkV ki ,
Bij =
∂ℓi
∂qj
−
∂ℓj
∂qi
= V ij − V
j
i − θ
klV li V
k
j ,
Cij =
∂Li
∂q˙j
−
∂Lj
∂q˙i
= θij,
that coincide with (33) as it should be. Notice that we have a lot of freedom in
the definition of ℓi,Li. This freedom comes from the fact that σ is a two-form
that comes from the one-form defined by ℓi,Li.
The corresponding variational principle is
S =
∫ t2
t1
L(q¨, q˙, q)dt, (35)
and its associated equations of motion are the auxiliary system of third order
differential equations (27). This action can be used to construct integrals of
motion for each Noetherian symmetry. Formally we can use the Weiss action
principle [18] to obtain from (35) the equations of motion (27)
δS[q(t)] = G(t2)−G(t1)→ Cij(q¨
j − F j)· −Aij(q¨
j − F j) = 0,
where F j, Aij and Cij are defined in (28),(33a) and (33c) respectively. We
need to keep in mind that we are interested in the dynamics of the Newtonian
system
(q¨j − F j) = 0,
and not on the dynamics of the auxiliary system (27). The solution space of
the Newtonian system is a subsector of all the solutions of the system (27).
We will end this section with a comment on the question if the action (35)
can be used as a starting point to quantize the noncommutative dynamical
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system via the Feynman Path Integral approach. As is well known, this quan-
tization method is consistent provided
δS[q(t)] = 0, (36)
for the class of paths under consideration. To obtain (27) upon variation of
(35) we need to supplement the action with some boundary terms. Notice
that this point is crucial because our variational principle have at least two
extremals. One corresponding to the solutions of the third order equations
of motion and the other corresponding to the solutions of the second order
Newtonian equations of motion (5). As in the commutative case any set of
variables that Poisson commute at the time t1 and t2 are good variables to
fix at boundaries. It is usual to pick the positions at the time 1 and 2 to
obtain 〈1|2〉 in the Heisenberg picture. In the noncommutative case we have
less freedom to choose the boundary. In our case a natural choice is6
(q˙i− V i)(t1) = Q
i(t1), (q˙
i− V i)(t2) = Q
i(t2), δQ
i(t1) = δQ
i(t2) = 0. (37)
With this choice we have now control over the variations of the action (35) by
specifying the correct dynamical information to recover the Newtonian dynam-
ics from it.
Indeed, a general variation of the action (35) produces the boundary term
δS =
∫ t2
t1
ELi(L)δq
i +
(
∂L
∂q¨i
δq˙i +
∂L
∂q˙i
δqi −
d
dt
(
∂L
∂q¨i
)
δqi + δB
) ∣∣∣∣∣
t2
t1
,
that in our specific case gives (B = −δ(qjQj))
(
1
2
θkj(q˙k − V k)− qj
)
δQj −
(
θkj(q¨k − V˙ k + Vk)
)
δqj .
These boundary terms are zero if we take into account (37) and enforce by hand
the second order Newtonian equations of motion to zero at t1 and t2
7. As we
need to enforce the Newtonian equations of motion at the boundaries t1 and t2
in order that the variational principle meets the criteria (36) its application for
quantization is not yet clear for us.
We stress that from our point of view –and the only consistent with the
dynamical compatibility between the Newtonian equations of motion and the
NPB– the variational principle (36) must be formulated in terms of an auxil-
iary system of differential equations of third order . Even though the global
properties of the variational principle are not well understood it can be used
to study the relation between symmetries and conserved quantities using an
extended version of the Noether theorem. We will see how it works in some
simple examples in the next section.
6These variables correspond to the momenta in associated first order formulation.
7Of course it is also possible to choose the variables Qj = 1
2
θkj(q˙k − V k) − qj to fix at the
boundaries. They corresponds to the Darboux transformation used to get the commutative variables
from the noncommutative ones in the first order formulation.
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5 Examples
In this section we will present some examples of the application of the varia-
tional principle that we have constructed on our previous section.
5.1 Noether theorem
In general, if the Lagrangian (34) is invariant under a Noether symmetry trans-
formation given by δqi, then
δL =
dG
dt
.
From here we can obtain
ELi(L)δq
i +
d
dt
(
∂L
∂q¨i
δq˙i +
∂L
∂q˙i
δqi −
d
dt
(
∂L
∂q¨i
)
δqi −G
)
= 0.
Now, using the fact we we are interested in the subsector of the solution space
of the Euler-Lagrange equations of motion defined by the projection q¨i = F i
and
...
q i = F˙ i, the associated conserved charge is
K(q, q˙, t) =
∂L
∂q¨i
D
Dt
δqi +
∂L
∂q˙i
δqi −
D
Dt
(
∂L
∂q¨i
)
δqi −G,
where we must keep in mind that any dependence in K on q¨i must be replaced
by F i. This procedure is completely consistent and can be very useful to obtain
new conservation laws for specific forms of the potential V .
Our first example is an application of this extended Noether theorem to
obtain the energy conservation from the symmetry associated with time trans-
lation when V is independent of t. It is well known that this symmetry is
δqi = q˙iδt where δt is an infinitesimal parameter. The conserved quantity
associated with this symmetry is
E =
∂L
∂q¨i
D
Dt
δqi +
∂L
∂q˙i
δqi −
D
Dt
(
∂L
∂q¨i
)
δqi − L =
1
2
q˙2 + V + V k(
1
2
V k − q˙k).
We will call this quantity the “energy” for obvious reasons. By the same token
we can call “linear momenta” the quantity
Pi =
∂L
∂q˙i
−
D
Dt
(
∂L
∂q¨i
)
.
that result from the invariance under translations in the i-direction.
5.2 Central Potential
To illustrate a particular form of the Lagrangian (34) we will choose a central
potential V (r) where r = (qiqi)
1
2 in d dimensions. The Lagrangian is
L = L0 +
1
2
θij q˙iq¨j + θijθjl
V ′
r
q¨iql +
1
2
θijθjl
(
V ′
r
)2 (
qiql − θikq˙kql
)
.
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where V ′ is the derivative of V with respect to its argument. The diverse terms
in the Lagrangian are organized in powers of θ. Notice that the free particle still
have a dependence linear in θ. This is because this Lagrangian give rise to the
allowed third order system of differential equations. An interesting feature of
the variational formulation underlaying this Lagrangian prescription is that the
corresponding Noether symmetry associated with rotations is now the “twisted”
symmetry
δqi = q˙i + θijq
j, (38)
where θij is the inverse matrix of the matrix θ
ij that we have used along the
main text. The associated Noether integral of motion is
K = q˙iθijq
j − rV ′ + V. (39)
This integral of motion is of the form of an “angular momenta” of the standard
theory of central potential in Classical Mechanics. Notice however, that this
conserved quantity is only one and not a vector as in the usual case. That (38)
is a Noether symmetry is a fact that can only be established with the aid of
our Lagrangian formulation.
6 Conclusions
In this communication we have presented a solution to the question raised in our
previous work [14]. Are the dynamical compatibility conditions between a given
Newtonian dynamical system and a NPB the Helmholtz conditions associated
to some set of differential equations? The answer is yes but the system of
differential equations are of third order in time derivatives. Nevertheless, the
particular form of the third order system is such that we can recover from it
the dynamical information of the original Newtonian equations of motion. Of
course it have more solutions but the form and fate of them are outside the
scope of this article.
We can restate our result by saying that the NCC between a NPB and a
second order Newtonian dynamical system are the Helmholtz conditions of a
θ-deformed system of differential equations (27).
We have presented a solution to these Helmholtz conditions analogous to
the L = T − V prescription of standard Classical Dynamics. The correspond-
ing variational formulation can be used to construct Noether symmetries and
conserved quantities that otherwise are much more difficult to unravel. The
relation of the Noether symmetries of this noncommutative Lagrangian and a
version of a twisted-Poisson (or twisted-Heisenberg) algebra and the associated
implementation of the symmetry concept in this context are actually under
investigation.
We have also pointed out some open questions about the usefulness of this
variational formulation for the quantization of classical noncommutative sys-
tems. We expect to return to the analysis of these important questions in the
future.
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Another interesting topic that we are leaving aside in this note is the problem
of nonequivalent quantizations of classically equivalent formulations of dynam-
ical systems. For a recent discussion about this topic the reader can consult
[19] and in the context of the quantization of String Theory [20].
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