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DISCRETIZATION OF TOPOLOGICAL SPACES
MASSOUD AMINI AND NASSER GOLESTANI
Abstract. There are several compactification procedures in topology, but
there is only one standard discretization, namely, replacing the original topol-
ogy with the discrete topology. We give a notion of discretization which is dual
(in categorical sense) to compactification and give examples of discretizations.
Especially, a discretization functor from the category of α-scattered Stonean
spaces to the category of discrete spaces is constructed which is the converse of
the Stone-Cˇech compactification functor. The interpretations of discretization
in the level of algebras of functions are given.
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1. Introduction
People working with topological spaces feel relief when the underlying space is
either compact or discrete, notions which are two sides of a spectrum, and in a
sense ”dual” to each other. It is natural to wish for a way to make topological
spaces either compact or discrete. The first practice is known as compactification,
and there are already a range of schemes available in general topology to make it
happen. Somewhat of a surprise, there is only one standard procedure to make
something discrete, namely by replacing the original topology with a discrete one.
This keeps the underlying set unchanged and only changes the topology, while
almost all compactification procedures change the underlying set as well as the
topology.
The original motivation of the present paper was a search for a notion of “dis-
cretization” which allows a change in the underlying set. The rationale behind the
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notion was that it should somehow turn out to be dual to the notion of compact-
ification (naively, they should cancel out each other for spaces which are already
compact or discrete). In the language of category theory, we expected the two
procedures to be equivalences of categories, when appropriately restricted.
We expected that at least on the compactification side, most of the things we need
should be already known (something which was essentially true), but we needed
to restate them in the category language (Section 2). Also, as already known,
some well known compactification procedures (like Bohr compactification of abelian
groups) are not compactification in a strong sense (as those like one-point, or Stone-
Cˇech compactification). We made this more explicit by defining three notions of
weak, preweak, and (strong) compactification (Section 3). For a given space X ,
these correspond to a choice of unital subalgebras of Cb(X) with certain separa-
tion properties (Theorem 3.4 and Propositions 3.8 and 3.10). To underline the
categorical aspects of the underlying notions, we defined (weak, preweak) compact-
ification functor (Section 4), which provides an algebraic machinery to produce
various examples of compactifications (Proposition 4.2). Parallel to the three levels
of “compactification” we introduced three notions of weak, preweak, and (strong)
discretization (Section 5). Like in the case of compactification, not every space has
a discretization. A locally compact Hausdorff space has a discretization if and only
if it is α-scattered (Theorem 5.4). The duality, in the case of Stone-Cˇech compact-
ification, is established by showing that for a Tychonoff space X , δ(β(X)) = X
if and only if X is discrete, and β(δ(X)) = X if and only if X is Stonean and
α-scattered (Theorem 5.10), where δ(X) denotes the set of isolated points of X .
A categorical approach to discretization is given (Section 6) and it is shown that
the functor δ : D → Disc from the category of α-scattered Stonean spaces to the
category of discrete spaces is the natural inverse of the Stone-Cˇech compactification
functor β : Disc→ D (Theorem 6.1). Various discretizations of a locally compact
Hausdorff space X are in correspondence with certain ideals of C0(X) (Section 7).
It is shown that a locally compact Hausdorff spaceX has a discretization if and only
if C0(X) has a closed essential ideal which is generated by its minimal projections
(Corollary 7.6).
2. Preliminaries
In this section we establish some terminologies and review some known results on
the functor C and the Gelfand transform G. We give some modifications that we
shall need in the sequel. We follow [7] for all topological noitions unless otherwise
stated.
Let us recall the definition and some known properties of the functor Cb :
Top3 1
2
→ C∗com1 from the category of Tychonoff spaces with continuous maps to
the category of commutative unital C∗-algebras with unital ∗-homomorphisms. We
refer the reader to [12] and [14] for the definition and some elementary properties of
C∗-algebras. In this note we are mostly concerned with commutative C∗-algebras,
which are isomorphic to C0(X) for a locally compact Hausdorff space X . Note
that, the involution on C0(X) assigns to each f ∈ C0(X) its conjugate f∗ defined
by f∗(x) = f(x). By a ∗-homomorphism we mean a linear map which preserves
multiplication and involution.
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The contravariant functor Cb : Top3 1
2
→ C∗com1 assignes to X the algebra
Cb(X) of all bounded continuous functions on X . If f : X → Y is a continuous
map then Cb(f) : Cb(Y )→ Cb(X) is defined by Cb(f)(g) = g ◦ f .
Let Topcpt,2 be the category of compact Hausdorff spaces with continuous maps.
The restriction of Cb to Topcpt,2, denoted by C : Topcpt,2 → C
∗com1, is an
equivalence of categories (see [11] for categorical definitions). In fact, define the
contravariant functor Φ : C∗com1 → Topcpt,2 by Φ(A) = ΦA, the character space
of a C∗-algebra A, i.e., the set of non-zero homomorphisms from A to C. For
a unital ∗-homomorphism ϕ : A → B in C∗com1 define Φ(ϕ) : ΦB → ΦA by
Φ(ϕ)(ξ) = ξ ◦ ϕ. For each X ∈ Topcpt,2 let evX : X → ΦC(X) be the evaluation
map associated to X defined by evX(x)(f) = f(x), for x ∈ X and f ∈ C(X). For
each A ∈ C∗com1 let GA : A→ C(ΦA) be the Gelfand transform associated to A,
which is defined by GA(a)(ξ) = ξ(a), for each a ∈ A and ξ ∈ ΦA. Then we have the
following well-known result [12, 14].
Theorem 2.1. The functor C : Topcpt,2 → C
∗com1 is an equivalence of cate-
gories. More precisely, considering the functor Φ : C∗com1 → Topcpt,2 we have
G : idC∗com1
∼= CΦ and ev : idComp
2
∼= ΦC.
Let us recall the following property of the functor C. This is part of the literature.
Proposition 2.2. Let X and Y be compact Hausdorff spaces and f : X → Y be
a continuous map. Consider the ∗-homomorphism C(f) : C(Y )→ C(X). Then we
have:
(1) f is injective if and only if C(f) is surjective;
(2) f is surjective if and only if C(f) is injective;
(3) f is a homeomorphism if and only if C(f) is bijective.
We shall need a version of Proposition 2.2 for Tychonoff spaces in the sequel.
Recall that a family F ⊆ Cb(X) separates points and closed sets if for every closed
set E of X and every x ∈ X \ E there exists f ∈ F such that f(x) 6∈ f(E).
Also recall the Stone-Cˇech compactification functor β : Top3 1
2
→ Topcpt,2. For
each X in Top3 1
2
, βX is the closure of the range of the homeomorphic embedding
βX : X → XC(X,I) defined by βX(x)(f) = f(x), x ∈ X , f ∈ C(X, I), where
C(X, I) is the set of continuous functions from X to I = [0, 1]. It is well-known that
C(βX) : C(βX)→ Cb(X) is a ∗-isomorphism.
We need the following lemma in the proof of Proposition 2.4, which is a slight
modification of [8, Proposition 2.6] and is proved using a standard compactness
argument. Recall that for a topological space X , C0(X) denotes the set of all
complex-valued continuous functions on X vanishing at infinity.
Lemma 2.3. Let X be a locally compact Hausdorff space and U be a uniformity
on X which gives the topology of X. Then each function f ∈ C0(X) is uniformly
continuous with respect to the uniformity U on X and the Euclidean metric on C.
Most parts of the next result is known (except the last part, which follows from
the above lemma).
Proposition 2.4. Let X and Y be Tychonoff spaces and f : X → Y be continuous.
Consider the ∗-homomorphism C(f) : Cb(Y )→ Cb(X). Then:
(1) f is injective if and only if ran(C(f)) separates the points of X;
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(2) f has dense range if and only if C(f) is injective;
(3) f is a homeomorphic embedding if ran(C(f)) separates points and closed
sets. The converse is true when X is locally compact.
3. Compactification
In this section we introduce two other notions (weak and preweak compactifica-
tions) which are closely related to the notion of compactification and have im-
portant examples in harmonic analysis and operator algebras (including the Bohr
compactification of a locally compact abelian group).
There is a one-to-one correspondence between (equivalent) compactifications of
a locally compact Hausdorff space X and the unital C∗-subalgebras of Cb(X) which
separate the points and closed sets (see Proposition 3.8 below). The question which
arises naturally here is that what weaker notions of compactifications correspond to
all unital C∗-subalgebras of Cb(X) or to those which only separate the points. These
are shown to be the weak and preweak compactifications of X (see Theorem 3.4
and Proposition 3.10 below).
Later we use a similar approach to define a notion of (weak, preweak) discretiza-
tion and obtain suitable counterparts for various types of discretizations of X in
terms of certain ideals in C0(X).
Definition 3.1. Let X be a topological space. Consider an ordered pair (f, Y )
where Y is a compact Hausdorff space and f : X → Y is a map.
(1) (f, Y ) is called a compactification of X if f is a homeomorphic embedding
with dense range.
(2) (f, Y ) is called a weak compactification of X if f is continuous and injective
with dense range.
(3) (f, Y ) is called a preweak compactification ofX if f is continuous with dense
range.
The term “weak” in part 2 refers to the fact that the projective topology induced
by the map f and the space Y to X is weaker than its original topology. The
Stone-Cˇech compactification and the one-point compactification of a Tychonoff
space are examples of a compactification. For a locally compact Hausdorff abelian
topological group, its Bohr compactification is a weak compactification, which is
not a compactification, unless the group is already compact [8, Section 4.7]. The
same construction is available in the non abelian case [9], but gives only a preweak
compactification.
For a semitopological semigroup S, a semigroup compactification of S is a pair
(ψ,X), where X is a compact Hausdorff right topological semigroup, ψ : S →
X is a continuous homomorphism with dense range, and the left translations by
elements of ψ(S) are continuous on X [4, Definition 3.1.1]. Each semitoplogical
compactification is a preweak compactification.
More examples could be constructed in Banach spaces: let X = Y = B(H)1 be
the closed unit ball of the space of bounded operators on a Hilbert space H . Give
X and Y the strong and weak operator topologies, respectively, then (id, Y ) is a
weak compactification of X [12, Theorem 4.2.4] which is not a compactification
unless H is finite dimensional [14]. Also for a Banach space X, let X,Y be the
closed unit ball of X∗ with the norm and weak∗ topologies, then (id, Y ) is a weak
compactification of X which is not a compactification unless X is finite dimensional
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[3]. Alternatively, let X be the closed unit ball of X with the norm topology, and
Y be the closed unit ball of X∗∗ with the weak∗ topology. Let τ : X → Y be the
restriction to X of the canonical embedding of X into X∗∗. Then (τ, Y ) is a weak
compactification of X [3, Proposition 4.1]) which is not a compactification unless
X is finite dimensional. If we consider X with the weak topology, then (τ, Y ) is a
compactification of X . Moreover, f is onto if and only if X is reflexive [3].
It is known that a topological space has a compactification if and only it is
Tychonoff [7, Theorem 3.2.6]. Also it is obvious that each topological space has
a preweak compactification (consider the singleton space). One can ask which
topological spaces have a weak compactification. Recall that a topological space
X is called completely Hausdorff (functionally Hausdorff) if whenever x 6= y in X ,
there is a continuous function f : X → [0, 1] with f(x) = 0 and f(y) = 1 [16].
Theorem 3.1. A topological space has a weak compactification if and only if it is
completely Hausdorff.
Proof. Let (f, Y ) be a weak compactification of X . Since Y is completely Hausdorff
and f is injective, it follows thatX is also completely Hausdorff. Conversely suppose
that X is completely Hausdorff. Let Z be the Tychonoff cube IC(X,I) where I =
[0, 1]. Define F : X → Z by F (x)(f) = f(x) for each x ∈ X and f ∈ C(X, I). Let
Y be the closure of the range of F in Z. Then (F, Y ) is a weak compactification of
X . 
Let X be locally compact Hausdorff space. Then, each weak compactification of
X is a compactification, if and only if X is already compact. As an example, let X
be a locally compact, Hausdorff, and noncompact space. Choose x ∈ X and denote
by Xx the one-point compactification of X \ {x} with x as the point at infinity.
The open subsets of Xx are the open subsets of X \ {x} and the sets of the form
X \K where K is a compact subset of X \ {x}. Since X is not compact, (id, Xx)
is a weak compactification of X which is not a compactification.
There are natural examples of preweak compactifications which are not weak
compactifications. The terminology “preweak compactification” in Definition 3.1
is justified by the following proposition.
Proposition 3.2. Let X be a topological space and (f, Y ) be a preweak compacti-
fication of X. Define the equivalence relation R on X by xRy iff f(x) = f(y). Let
q : X → X
R
be the canonical quotient map and endow X
R
with the quotient topology.
Then there is a unique continuous map f˜ : X
R
→ Y such that f˜q = f . Moreover,
(f˜ , Y ) is a weak compactification of X
R
. The space X
R
is T1 and if f is a perfect
mapping (i.e., closed and with the property that f−1(y) is compact for each y ∈ Y ),
then X
R
is respectively, Hausdorff, regular, locally compact, or second countable,
provided that X has the corresponding property.
Proof. The first statement is easy. For each A ⊆ X we have q−1(q(A)) = f−1(f(A))
which shows that q is a closed map. Moreover, R[x] = f−1(f(x)) is compact, for
each x ∈ X . The other statements follow from [10, Theorems 3.12 and 5.20]. 
Let X be a Tychonoff space. Let us denote by Comp(X), Compw(X), and
Comppw(X) the class of compactifications, weak compactifications, and preweak
compactifications of X , respectively. Then,
Comp(X) ⊆ Compw(X) ⊆ Comppw(X).
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There is a natural way to define an ordering on these classes. Let (f, Y ) and (g, Z)
be inComppw(X). We write (f, Y ) ≥ (g, Z) if there is a continuous map h : Y → Z
such that hf = g, that is the following diagram is commutative:
X
f //
g !!❈
❈❈
❈❈
❈❈
❈ Y
h

Z .
Since f has dense range, such a map h is unique (if it exists). If one wants to
consider the category of (weak, preweak) compactificatins of a topological space,
the natural candidate for a morphism from (f, Y ) to (g, Z) in this category would
be a map h as above. Note that the Hom-sets of this category have at most one
element.
The relation ≤ is already defined on Comp(X) [7, 10], and most of its prop-
erties hold also on Comppw(X). In particular, it is reflexive and transitive on
Comppw(X). Two preweak compactifications (f, Y ) and (g, Z) of X are equivalent
if there is a homeomorphism h : Y → Z such that hf = g. It is easy to see that
(f, Y ) and (g, Z) are equivalent if and only if (f, Y ) ≤ (g, Z) and (g, Z) ≤ (f, Y ).
If (f, Y ) is a preweak compactification of X , then we have w(Y ) ≤ expd(X)
and hence Y is embeddable in the Tychonoff cube Iexp d(X) (see [7, Theorem 3.5.3],
for the special case of compactification). Therefore, each weak compactification of
X is equivalent to a subspace of Iexp d(X). This shows that the equivalence classes
Cpw(X) of Comppw(X) forms a set (rather than a proper class). The corresponding
equivalence classes of Compw(X) and Comp(X) are denoted by Cw(X) and C(X),
respectively (the latter was introduced in [7, Section 3.5]). Therefore, ≤ is a partial
ordering on Cpw(X).
We show that there is a one-to-one correspondence between (weak, preweak)
compactifications of X and the spectrum of some certain unital C∗-subalgebras of
Cb(X). By a C
∗-subalgebras of Cb(X) (or C0(X)) we mean a closed (in the uniform
metric) subalgebra which is closed under involution.
Let Sub1(Cb(X)) denote the set of all unital C
∗-subalgebras of Cb(X) with
the inclusion ⊆ as order. This is a complete lattice. Let us define the map
F : Comppw(X) → Sub1(Cb(X)) as follows. Let (f, Y ) be in Comppw(X). By
Definition 3.1, f : X → Y is continuous with dense range. Consider the unital
∗-homomorphism C(f) : C(Y ) → Cb(X), as defined above, and set F (f, Y ) =
ran(C(f)), which is a unital C∗-subalgebra of Cb(X). Since f has dense range,
C(f) : C(Y ) → F (f, Y ) is a ∗-isomorphism (cf. Proposition 2.4). We need the
following lemma whose proof is straightforward and is omitted.
Lemma 3.3. Let X be Tychonoff space. Let (f, Y ) and (g, Z) be preweak compact-
ifications of X. Then (f, Y ) ≤ (g, Z) if and only if F (f, Y ) ⊆ F (g, Z).
By the above lemma, F : Comppw(X) → Sub1(Cb(X)) is order-preserving.
Moreover, it shows that (f, Y ) and (g, Z) in Comppw(X) are equivalent if and only
if F (f, Y ) = F (g, Z). Therefore, F induces an order isomorphism from Cpw(X) into
Sub1(Cb(X)) which is again denoted by F .
Theorem 3.4. Let X be a Tychonoff space. Then the map F : Cpw(X) →
Sub1(Cb(X)) is a surjective order isomorphism. In particular, Cpw(X) is a com-
plete lattice.
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Proof. By Lemma 3.3, we need only to show that F is surjective. For each A ∈
Sub1(Cb(X)), consider the ordered pair (fA,ΦA) where fA : X → ΦA is defined by
fA(x) = evx ↾A. Since ΦA has the Gelfand topology, fA : X → ΦA is continuous.
Consider the unital ∗-homomorphism ϕ : C(ΦA) → Cb(X) defined by ϕ(h) =
G−1(h) where G : A → C(ΦA) is the Gelfand transformation on A. We have
ϕ = C(fA). Since ϕ is injective, fA has dense range, by Proposition 2.4. This
shows that (fA,ΦA) is in Comppw(X) and F (fA,ΦA) = A. 
The minimal element of the lattice Cpw(X) is F−1(C) which is the equivalence
class of the preweak compactification (f, Y ) of X with Y is a singleton and f
the constant function. Also, the maximal element is F−1(Cb(X)) which is the
equivalence class of (βX , βX).
The map F can be used to distinguish the compactifications from (pre)weak
compactifications. The next result follows from Proposition 2.4.
Proposition 3.5. Let X be a Tychonoff space and (f, Y ) be a preweak compacti-
fication of X. We have:
(1) (f, Y ) is a weak compactification of X if and only if F (f, Y ) separates the
points of X;
(2) (f, Y ) is a compactification of X if F (f, Y ) separates points and closed sets.
The converse is true when X is locally compact.
Using the above proposition, one can give more examples of weak and preweak
compactifications. Let X be Tychonoff space and A be a unital C∗-subalgebra
of Cb(X). Consider the ∗-homomorphism ϕ : C(ΦA) → Cb(X) defined by ϕ(h) =
G−1(h) where G : A→ C(ΦA) is the Gelfand transformation on A. Then (Φ(ϕ),ΦA)
is a preweak compactification of X . It is a weak compactification if and only if A
separates the points of X . If X is locally compact, then (Φ(ϕ),ΦA) is a compacti-
fication of X if and only if A separates points and closed sets (cf. Proposition 3.5).
Note that, for a Tychonoff space X , the equivalence classes of (βX , βX) in C(X)
and Cw(X) are the maximal elements of these partially ordered sets. For the mini-
mal element of C(X) we have the following result.
Theorem 3.6 ([7], Theorem 3.5.12). Let X be a Tychonoff space. Then C(X) has
a minimal element if and only if X is locally compact. If X is locally compact and
noncompact, then the equivalence class of the one-point compactification of X is
the minimal element of C(X).
We need the following lemma in the proof of Proposition 3.8; it guarantees the
existence of a minimal element in C(X). The proof of one direction is straightfor-
ward. The other direction follows from the above proposition.
Lemma 3.7. Let (f, Y ) be a preweak compactificaion of a locally compact space X.
Then (f, Y ) is a compactification of X if and only if C0(X) ⊆ FX(f, Y ) ⊆ Cb(X).
The following result is part of the literature [7, Theorems 3.5.9 and 3.5.12],
proved using topological methods. Using Theorem 3.4, Proposition 3.5(2) and
Lemma 3.7 one could give an algebraic proof.
Proposition 3.8. Let X be a locally compact Hausdorff space. Then the map
F is an order isomorphism from C(X) onto the set of all unital C∗-subalgebras
of Sub1(Cb(X)) which separate points and closed sets. In particular, C(X) is a
complete lattice.
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One may guess that for a locally compact, Hausdorff, and noncompact space X ,
the one-point compactification of X is the minimum element of Cw(X). But, this
is not the case.
Lemma 3.9. Let X be a locally compact, Hausdorff, and noncompact space. Then
Cw(X) has no minimum element.
Proof. Suppose that Cw(X) has a minimum element (f, Y ). Choose x, y ∈ X with
x 6= y. Consider the weak compactifications (id, Xx) and (id, Xy) of X as described
above. Since (f, Y ) ≤ (id, Xx), there is an injective continuous map h : Xx → Y
with dense range such that h ◦ idX = f . Thus h = f and f : Xx → Y is a
homeomorphism. Similarly, f : Xy → Y is a homeomorphism. Hence id : Xx → Xy
is a homeomorphism.
Since X is locally compact and Hausdorff, there is an open set U with compact
closure in X such that x ∈ U 6∋ y. Then Xy \ U is compact in Xy and so in Xx.
Since Xy \ U ⊆ X \ {x}, X \ U is also compact in X . Finally, X = (X \ U) ∪ U is
compact. 
The next result follows from Theorem 3.4, Proposition 3.5, and Lemma 3.9.
Proposition 3.10. Let X be a locally compact Hausdorff space. Then the map F
is an order isomorphism from Cw(X) onto the set of all unital C∗-subalgebras of
Sub1(Cb(X)) which separate the points of X. In particular, Cw(X) has the least
upper bound property. Moreover, it has a minimum element if and only if X is
compact.
If X is a compact Hausdorff space, then Cw(X) has only one element, that is, the
equivalence class of (id, X). Moreover, Cpw(X) is the set of all equivalence classes
of Hausdorff quotients of X , i.e., (πR, X/R) where R is an equivalence relation on
X such that X/R is Hausdorff and πR : X → X/R is the quotient map. Note that,
since X is compact so is X/R, and X/R is Hausdorff if and only if R is closed in
X ×X .
The following proposition identifies the position of C(X) and Cw(X) in Cpw(X)
from lattice theory point of view (see [6] for definition of a filter).
Proposition 3.11. Let X be a Tychonoff space and (f, Y ) and (g, Z) be a pair of
preweak compactifications of X such that (f, Y ) ≥ (g, Z). Then:
(1) if (g, Z) is weak compactification of X, then so is (f, Y );
(2) if (g, Z) is compactification of X, then so is (f, Y ).
Moreover, C(X) is a filter of Cpw(X), and Cw(X) is not a filter of Cpw(X) unless
X is compact.
Proof. Since (f, Y ) ≥ (g, Z), there is a continuous map h : Y → Z such that
hf = g. If (g, Z) is weak compactification of X , then g is one-to-one, and so is f .
Thus (f, Y ) is also a weak compactification of X . This proves part (1). The proof
of part (2) is similar.
That C(X) is a filter of Cpw(X) follows from part (2) and the fact that C(X) is
a sublattice of Cpw(X). Let X be a locally compact, Hausdorff, and noncompact
space. Choose x, y ∈ X with x 6= y. The proof of Lemma 3.9 shows that there is
no (f, Y ) in Cw(X) such that (f, Y ) ≤ (id, Xx) and (f, Y ) ≤ (id, Xy). Therefore,
Cw(X) is not a filter of Cpw(X). 
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4. Compactification Functor
In this section we define a (weak, preweak) compactification functor. The most
important example is the Stone-Cˇech compactification functor. We introduce an
algebraic machinery which enables us to give more examples. A similar approach
is given in Section 6 for discretization.
Definition 4.1. A functor F : C → Topcpt,2 where C is a subcategory of Top3 1
2
is called a preweak compactification functor if there is a correspondence τ which
assigns to each X in C a continuous map τX : X → F (X) with dense range such
that for each morphism f : X → Y in C the following diagram commutes:
X
f

τX // F (X)
F (f)

Y
τY
// F (Y ) .
A preweak compactification functor F is called a weak compactification functor
(respectively, compactification functor) if τX is injective (respectively, homeomor-
phic embedding).
When the domain category is the whole Top3 1
2
, the Stone-Cˇech compactification
functor β : Top3 1
2
→ Topcpt,2 is the only weak compactification functor, as shown
in the following theorem.
Theorem 4.1. Let F : Top3 1
2
→ Topcpt,2 be a weak compactification functor.
Then F is naturally isomorphic to the Stone-Cˇech compactification functor.
Proof. Let τ be the correspondence associated to F as in Definition 4.1. Let X be
a Tychonoff space. Since τX : X → F (X) is continuous with dense range, there is
a unique continuous map σX : βX → F (X) such that σXβX = τX . It is obvious
that σX is onto. We claim that σX is injective. In fact, first note that the following
diagram commutes:
X
βX

τX // F (X)
F (βX )

βX
τβX
// F (βX) .
Hence F (βX)σXβX = F (βX)τX = τβXβX . Since βX has dense range, F (βX)σX =
τβX . On the other hand, τβX : βX → F (βX) is a homeomorphism. Thus σX is
injective and the claim is proved.
Now let f : X → Y be a morphism in Top3 1
2
. We have
F (f)σXβX = F (f)τX = τY f = σY βY f = σY (βf)βX .
Thus F (f)σX = σY βf and the following diagram commutes:
βX
βf

σX // F (X)
F (f)

βY
σY
// F (Y ) .
This shows that σ : β ∼= F , i.e., F is naturally isomorphic to β. 
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Let C be the category of non-compact locally compact Hausdorff spaces with
proper maps (continuous maps which lift back compact sets to compact sets) as
morphisms. Let A : C → Topcpt,2 be the one-point compactification functor. The
functor A acts on morphisms by extension. Let each τX : X →֒ A(X) be the
injection map. It is easy to see that A : C → Topcpt,2 is a compactification functor.
As another example, let TGlc,2 and TGcpt,2 denote the categories of locally
compact Hausdorff groups and compact Housdorff groups, respectively, both with
continuous homomorphisms. Let b : TGlc,2 → TGcpt,2 be the Bohr compactifica-
tion functor [8]. It is easy to see that b is a weak compactification functor.
We shall give the structure of all (preweak, weak) compactification functors
from the function algebra point of view using the following observation (see Propo-
sition 4.2 below).
Let C be a subcategory of Top3 1
2
and G : C → C∗com1 be a contravariant func-
tor such that for eachX ∈ C, G(X) is a unital C∗-subalgebra of Cb(X), and for each
morphism f : X → Y in C, G(f) is the restriction of C(f) to G(Y ). Then G induces
a preweak compactification functor G˜ : C → Topcpt,2 as follows. Moreover, if each
G(X) separates the points of X , then G˜ will be a weak compactification functor,
and if each G(X) separates points and closed sets then G˜ will be a compactification
functor.
Set G˜ = Φ ◦G, where Φ is as in the paragraph preceding Theorem 2.1. Then G˜
is a covariant functor from C to Topcpt,2. For each X ∈ C define τX : X → G˜(X)
by τX(x) = evx, the evaluation at x from G(X) to C. It is easy to see that G˜
together with the correspondence τ form a preweak compactification functor.
The functor G˜ in the above example is called the induced functor of G. The
following theorem says that each (preweak, weak) compactification functor is (nat-
urally isomorphic to) the induced functor of some functor.
Proposition 4.2. Let F : C → Topcpt,2 be a preweak compactification functor
where C is a subcategory of Top3 1
2
. Then there is a unique (up to natural isomor-
phism) contravariant functor G : C → C∗com1 satisfying properties listed above,
such that F is natural isomorphic to the induced functor of G. Moreover, F is a
weak compactification functor if and only if for each X in C, G(X) separates the
points of X. If each object of C is locally compact, then F is a compactification
functor if and only if for each X in C, G(X) separates points and closed sets.
Proof. Define the functor G : C → C∗com1 as follows. For each X in C, set
G(X) = FX(τX , F (X)), where FX is the map associated to X as defined in the
paragraph preceding Lemma 3.3. Then G(X) is a unital C∗-subalgebra of Cb(X).
Let f : X → Y be a morphism in C. By Definition 3.1, the following diagrams
commute.
X
f

τX // F (X)
F (f)

Y
τY
// F (Y ) ,
Cb(X) C(F (X))
C(τX )oo
Cb(Y )
C(f)
OO
C(F (Y )).
C(F (f))
OO
C(τY )
oo
Therefore, C(f)C(τY ) = C(τX)C(F (f)), and hence C(f)(G(Y )) ⊆ G(X). Now
define G(f) : G(Y ) → G(X) to be the restriction of C(f) to G(Y ). Since C is
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a contravariant functor, so is G. Note that C(τX) : C(F (X)) → G(X) is a ∗-
isomorphism. Thus we have the following commutative diagram:
Φ(G(X))
Φ(G(f))

Φ(C(τX ))// Φ(C(F (X)))
Φ(C(F (f)))

F (X)
evXoo
F (f)

Φ(G(X))
Φ(C(τY ))
// Φ(C(F (Y ))) F (Y )evY
oo
with horizontal arrows homeomophisms. Define σX : F (X) → Φ(G(X)) by σX =
Φ(C(τX))
−1 ◦ evX . Then σX is a homeomorphism. Therefore, σ is a natural
isomorphism from F to G˜ = Φ ◦G. For uniqueness of G, by Theorem 2.1 we have
C ◦ F ∼= C ◦ Φ ◦G ∼= idC∗com1 ◦G = G.
Finally, the last statement follows from Proposition 3.5. 
The inducing functor of the Stone-Cˇeck compactification functor is G(X) =
Cb(X) and that of the one-point compactification is G(X) = C0(X) + C1.
Let TGlc,2 be as above. For each G in TGlc,2, let AP (G), WAP (G), and UC(G)
denote the subsets of Cb(G) containing almost periodic functions, weakly almost
periodic functions, and uniformly continuous functions, respectively. Each of the
maps AP ,WAP , and UC gives rise to a functor fromTGlc,2 toC∗com1. Therefore,
we obtain weak compactification functors A˜P and W˜AP , and compactification
functor U˜C from TGlc,2 to TGcpt,2.
5. Discretization
There are two main approaches to correspond to a topological space a discrete space
(or a space which is close to being discrete in some way, e.g., zero-dimensional). In
the first approach, one tries to add some new open sets to the original topology.
For example, adding all possible open sets to the topology of a space X gives Xd.
The intermediate cases are of interests and give interesting examples in topology
(e.g., the Michael line [7, Example 5.1.32]). The idea of “partial discretization”
follows this approach [5].
This approach seems to have no suitable counterpart in function algebras, since
partial discretizations of a locally compact Hausdorff space is not generally locally
compact. For example, consider the “usual” Hausdorff nonregular space [7, Exam-
ple 1.5.6] which is a partial ω1-discretization of the unit interval [0, 1] [5]. Also,
the Michael line which is constructed from the real line is not locally compact.
However, a central object in function algebras (and C∗-algebras) is C0(X), and
X is the spectrum of C0(X), only when it is locally compact and Hausdorff (see
Theorem 2.1).
Another approach to discretization (which is adopted here) is to consider the
“discrete” subspaces of a topological space. In some sense, this is dual to the
notion of compactification. For example, for any discrete space X , our definition
implies that X is a discretization of βX (in fact, it is the maximal discretization of
βX , see the last paragraph of this section).
Definition 5.1. Let X be a topological space. Consider an ordered pair (f, Y )
where Y is a discrete space and f : Y → X is a continuous map.
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(1) (f, Y ) is called a discretization of X if f is a homeomorphic embedding
with dense range.
(2) (f, Y ) is called a weak discretization ofX if f is a homeomorphic embedding
with open range.
(3) (f, Y ) is called a preweak discretization of X if f is injective.
It is obvious that each discretization of a submaximal space (i.e., each dense
subset of X is open [1]) is a weak discretization. Also each discretization of a T1
space is a weak discretization (see Theorem 5.1 below). Each weak discretization
of a topological space is a preweak discretization. If (f, Y ) is a weak discretization
of X , then (f, Y ) is a discretization of any subspace Z of X with f(Y ) ⊆ Z ⊆
f(Y ). Also, the property of having a discretization is hereditary in taking open
subsets. Note that if X is already discrete, then the only discretization of X (up
to homeomorphism) is X itself.
In Definition 5.1, the condition on the range of the map in definition of weak dis-
cretization enables us to describe weak discretization of a locally compact Hausdorff
space X in terms of certain ideals of C0(X) (see Section 7).
Let X be a topological space and Xd be the set X with the discrete topology.
Then (idX , Xd) is a preweak discretization of X which is not a weak discretization
unless X is already discrete. Alternatively, let Z be any topological space and Y
be a discrete space. Suppose (without loss of generality) that Z ∩ Y = ∅. Set
X = Z ∪ Y and define the topology of X as follows. U ⊆ X is open if U ⊆ Y or
there is an open set V of Z such that U = V ∪ Y . Let f : Y → X be the injection
map. Hence Z is a subspace of X and Y is an open discrete subspace of X . Then
(f, Y ) is both a discretization and a weak discretization of X .
As an example of discretization, let Z be a discrete space. Then (βZ , Z) is a
discretization of βZ. An important special case is obtained by setting Z = N. Thus
N is a discretization of βN. Also N is a discretization of {0}∪ { 1
n
| n ∈ N} which is
the one-point compactification of N with the relative topology from R.
Each topological space has a preweak discretization. Also the empty set is a
(trivial) weak discretization of any topological space. But it is not the case that
each topological space has a discretization.
Theorem 5.1. Let X be a T1 space. Then for each discretization (f, Y ) of X.
Then δ(X) = f(Y ). In particular, we have:
(1) each discretization of X is a weak discretization of it;
(2) if moreover X has no isolated points, then X has no discretization and no
nonempty weak discretization.
Proof. It is obvious that for each discretization (f, Y ) of X , δ(X) ⊆ f(Y ). We
show the reverse inclusion for a T1 space X . Let z ∈ f(Y ). Thus there is an open
subset U of X such that U ∩ f(Y ) = {z}. Taking closure (in X) from both sides
we get U = {z} = {z}. Therefore, U = {z} is open in X and hence f(Y ) ⊆ δX .
Part (1) follows from the first part and the fact that δX is open in X . Finally,
part (2) follows from the first part of the statement. 
The space R with the usual topology and its subspace [0, 1] have no (weak)
discretization (by Theorem 5.1). On the other hand, N is a preweak discretization
of these spaces. Alternatively, letX be a set with the anti-discrete topology, i.e., the
only open subsets are ∅ and X . Then for each x ∈ X , (j, {x}) is a discretization
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of X where j is the inclusion map from {x} to X . If |X | ≥ 2, then δX = ∅
(cf. Theorem 5.1).
Let {Xi | i ∈ I} be an infinite family of T1 spaces such that |Xi| ≥ 2, i ∈ I.
Then
∏
i∈I Xi with the Tychonoff topology has no discretization. This is because
this space has no isolated points.
The following which is an immediate consequence of Definitions 3.1 and 5.1,
justifies both definitions.
Theorem 5.2. Let X be a discrete space, Y be a compact Hausdorff space, and
f : X → Y be a (continuous) map. Then (f, Y ) is a compactification of X if and
only if (f,X) is a discretization of Y .
It is natural to ask which topological spaces have a discretization. To answer
this question first let us recall some topological notions. For a space X = (X, τ),
the α-space of X is Xα = (X, τα) where
τα = {U −N : U ∈ τ and N is nowhere dense in X}.
The space X is called an α-space if X = Xα. A space X is called scattered if
every nonempty subspace has an isolated point. X is an α-scattered space if Xα
is scattered. We denote by δX the set of isolated points of X . It is known that a
space X is scattered if and only if X is α-scattered and every nonempty nowhere
dense subspace of X has an isolated point [13, Theorem 2.1]. The following gives a
characterization of α-scattered spaces [13].
Theorem 5.3 (D. A. Rose). For a topological space X, the following are equivalent:
(1) X is α-scattered;
(2) every somewhere dense subspace of X has an isolated point;
(3) δX is dense in X.
The following theorem gives a characterization of having a discretization.
Theorem 5.4. Let X be a T1 space. Then the following are equivalent:
(1) X has a discretization;
(2) X is α-scattered;
(3) δX is dense in X.
Proof. The equivalence of (2) and (3) follows from Theorem 5.3. Also the im-
plication (3) ⇒ (1) is obvious. Finally, the implication (1) ⇒ (3) follows from
Theorem 5.1. 
We will give another characterization for discretization in terms of function al-
gebras in Section 7.
Let us classify all (weak, preweak) discretizations of a topological space. Let X
be a topological space. Let us denote by Disc(X), Discw(X), and Discpw(X) the
class of all discretizations, weak discretizations, and preweak discretizations of X ,
respectively. There is a natural ordering on theses classes (similar to compactifica-
tions). In fact, let (f, Y ) and (g, Z) be a pair of preweak discretizations of X . The
relation (f, Y ) ≤ (g, Z) means that there is a map h : Y → Z such that gh = f ,
i.e., the diagram
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Y
f //
h

X
Z
g
>>⑦⑦⑦⑦⑦⑦⑦⑦
commutes. Note that h with this property is unique and injective. Also (f, Y ) and
(g, Z) are called equivalent if there is a bijective map h : Y → Z such that gh = f .
It is easy to see that (f, Y ) and (g, Z) are equivalent if and only if (f, Y ) ≤ (g, Z)
and (g, Z) ≤ (f, Y ). Also the relation ≤ is reflexive and transitive.
Let X be a topological space. By Definition 5.1, each discretization and each
weak discretization of X is embeddable in X , hence are equivalent to some subspace
of X . This shows that the equivalence classes of Disc(X) under the equivalence
relation above, forms a set, denoted it by D(X). The corresponding quotient set
of Discw(X) and Discpw(X) are denoted by Dw(X) and Dpw(X), respectively.
Therefore, the ordering ≤ induces a partial ordering (again denoted by ≤) on D(X),
Dw(X), and Dpw(X). Let us summarize theses results.
Proposition 5.5. Let X be a topological space. Then the ordering ≤, as de-
fined above, is a partial ordering on D(X), Dw(X), and Dpw(X). Each element of
Dpw(X) is equivalent to a preweak discretization of the form (j, Yd) where Y is a
subset of X and j is the injection map from Yd to X. The subset Y with this prop-
erty is unique. Therefore, Dpw(X) is a complete lattice having Xd as the maximal
element and ∅ as the minimal element.
Proof. The first part of the statement is obvious as described above. The second
part follows directly from Definition 5.1. 
It is easy to describe all elements of Dw(X) for an arbitrary topological space
and those of D(X) for a locally compact Hausdorff space.
Proposition 5.6. Let X be a topological space. Then there is a one-to-one corre-
spondence between subspaces of δX and members of Dw(X) which assigns to each
Y ⊆ δX the weak discretization (j, Y ) of X, where j is the injection map from Y
to X. Therefore, Dw(X) is a complete lattice having δX as the maximal element
and ∅ as the minimal element. If X is T1, then X has a discretization if and only
if δX is dense in X. In this case, the only element of D(X) is the equivalence class
of (j, δX).
Proof. The first part follows from the fact that if (f, Y ) is a weak discretization of
X , then each element of f(Y ) is an isolated point of X (since f(Y ) is open in X).
The last part follows from Theorem 5.4. 
If a topological space is not T1, then D(X) may have many elements.
Theorem 5.7. Let (f, Y ) be a discretization of a topological space X. Then we
have d(X) = |Y |, where d(X) is the density of X.
Proof. Since f(Y ) is dense in X and f is injective, d(X) ≤ |Y |. For each y ∈ Y
there is an open subset Uy of X such that Uy ∩ f(Y ) = {f(y)}. Let y, z ∈ Y and
y 6= z. Then Uy ∩ Uz = ∅ (since f(Y ) is dense in X). This shows that d(X) ≥ |Y |.
Therefore, d(X) = |Y |. 
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Corollary 5.8. Let (f1, Y1) and (f2, Y2) be a pair of discretizations of a topological
space X. Then |Y1| = |Y2|, that is, Y1 is homeomorphic to Y2.
Let X be a set with at least two elements equipped with the anti-discrete topol-
ogy. Then each element of D(X) is equivalent to (j, {x}) where x ∈ X . Thus the
number of elements of D(X) equals the cardinality of X .
The proof of the following proposition is straightforward.
Proposition 5.9. Let {Xi | i ∈ I} be a finite family of topological spaces and
(fi, Yi) be a discretization of Xi, i ∈ I. Then (
∏
i∈I fi,
∏
i∈I Yi) is a discretization
of
∏
i∈I Xi.
The following theorem states that the notion of discretization introduced here is
a dual of the notion of compactification. Recall that a Hausdorff topological space
is said to be extremely disconnected if the closure of every open subset is open. A
compact extremely disconnected space is called Stonean [14, Definition III.1.6].
Theorem 5.10. Let X be a Tychonoff space. Then:
(1) δ(β(X)) = X if and only if X is discrete;
(2) β(δ(X)) = X if and only if X is Stonean and α-scattered.
Proof. Part (1) follows from Theorem 5.1. For (2), suppose that β(δ(X)) = X .
Since the Stone-Cˇech compactification of any discrete space is extremely discon-
nected [7, Theorem 6.2.7], X is Stonean. On the other hand, δ(X) is dense in
β(δ(X)) = X . Hence by Theorem 5.4, X is α-scattered.
Now suppose that X is Stonean and α-scattered. By Theorem 5.4, δ(X) is dense
in X . On the other hand, the Stone-Cˇech compactification of every open dense
subspace of a Stonean space is the space itself [14, Corollary III.1.8]. Therefore,
β(δ(X)) = X . 
Part (1) of Theorem 5.10 holds for any compactification of a Tychonoff space X .
This follows from Theorem 5.2 and Theorem 5.1. However, part (2) does not hold
for arbitrary compactifications (for example for the one-point compactification):
Let X be the one-point compactification of N. Then X is α-scattered. Also δ(X) =
N and so β(δ(X)) = βN which is not homeomorphic to X . Thus, by Theorem 5.10,
X is not Stonean. In fact, this can be seen directly as follows. X can be identified
by {0} ∪ { 1
n
| n ∈ N} with relative topology from R. Set U = { 12n | n ∈ N}. Then
the closure of U is not open in X .
6. Duality
We give a categorical version of Theorem 5.10 in this section. Let us denote by Top
the category of topological spaces with continuous maps and by Disc the category
of discrete spaces with (continuous) maps.
Definition 6.1. A preweak discretization functor is a functor F : C → Disc where
C is a subcategory of Top, such that there is a correspondence σ which assigns
to each X in C a (continuous) injective map σX : F (X) → X such that for each
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morphism f : X → Y in C the following diagram commutes:
F (X)
F (f)

σX // X
f

F (Y )
σY
// Y .
Such a functor F is called a weak discretization functor (respectively, discretization
functor) if each σX is a homeomorphic embedding with open range (respectively,
homeomorphic embedding with dense range).
Consider the functor d : Top → Disc defined by d(X) = Xd and for each
morphism f : X → Y in Top, d(f) = f : Xd → Yd. Then d is a preweak
discretization functor which is not a weak discretization functor. Alternatively,
let C be the subcategory of Top defined as follows. The objects of C are the same
objects of Top. A morphism in C is a continuous map f : X → Y with the property
that f(δX) ⊆ δY . Define the functor δ : C → Disc by δ(X) = δX , the isolated
points of X , and for each morphism f : X → Y in C, δ(f) = f ↾δX : δX → δY .
Then δ : C → Disc is a weak discretization functor which is not a discretization
functor. Let D be the full subcategory of C whose objects are α-scattered and
Stonean spaces. Then δ : D → Disc is a discretization functor.
The following duality theorem provides an inverse for the Stone-Cˇech compact-
ification functor on the category of discrete spaces.
Theorem 6.1. Let δ : D → Disc be the discretization functor defined above and
β : Disc→ D be the restriction of the Stone-Cˇech compactification functor to Disc.
Then δβ ∼= idDisc and βδ ∼= idD, that is, β and δ are equivalences of categories and
natural inverse of each other.
Proof. First let us show that δβ ∼= idDisc. Let X be in Disc. Consider the embed-
ding βX : X → βX as described in Section 2. By Theorem 5.10, βX(X) = δ(β(X)).
Consider the homeomorphism ξX : X → δ(β(X)) which is the map βX onto its
range. It is easily verified that ξ : idDisc ∼= δβ.
To show that βδ ∼= idD let X be in D, i.e., X is a Stonean α-scattered space.
By [14, Corollary III.1.8], β(δ(X)) is homeomorphic to X . More precisely, there
is a homeomorphism ηX : X → β(δ(X)) which is the continuous extension of the
injection map δ(X) →֒ X . One can easily check that η : idD ∼= βδ. 
Corollary 6.2. The categories Disc and D are equivalent.
7. Discretization in Function Algebras
In Section 3, we saw that various compactifications of a Tychonoff space X corre-
spond to certain unital subalgebras of Cb(X). In this section we show that various
discretizations of a locally compact Hausdorff space X correspond to certain ideals
of C0(X).
Recall that for a locally compact Hausdorff space X , there is one-to-one corre-
spondence between open subsets of X and closed ideals of C0(X) [15, Exercise 2.A].
In fact, let Tp(X) be the set of all open subsets of X (i.e., the topology of X), and
Id(C0(X)) be the set of all closed (in uniform metric) ideals of the algebra C0(X).
Define the mapping I : T (X) → Id(C0(X)) as follows. For each open subset U of
X set
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I(U) = {f ∈ C0(X) : f = 0 on X \ U}.
Then I is bijective and for each closed ideal J of C0(X), the inverse image of J is
{x ∈ X : f(x) 6= 0 for some f ∈ J}. In fact, I is an order isomorphism between the
complete lattices (Tp(X),⊆) and (Id(C0(X)),⊆). For each open subset U of X ,
the map ϕU : C0(U)→ I(U), which is defined by ϕU (f) = f on U and ϕU (f) = 0
on X \ U , is a ∗-isomorphism of C∗-algebras.
Now let (f, Y ) be a weak discretization of a locally compact Hausdorff space
X . Define the closed ideal I(f, Y ) as follows. The homeomorphism f : Y → f(Y )
induces the ∗-isomorphism C0(f) : C0(f(Y )) → C0(Y ). Consider the injective ∗-
homomorphism ϕf(Y )C0(f)
−1 : C0(Y )→ C0(X). The range of this map is denoted
by I(f, Y ). Note that with the notation of the preceding paragraph, we have
I(f, Y ) = I(f(Y )) = {g ∈ C0(X) : g = 0 on X \ f(Y )}.
Therefore, we have the map I : Discw(X) → Id(C0(X)). Using this map, we can
obtain an algebraic counterpart of discretization.
Lemma 7.1. Let X be a locally compact Hausdorff space and (f, Y ) and (g, Z) be
a pair of weak discretizations of X. Then (f, Y ) ≤ (g, Z) if and only if I(f, Y ) ⊆
I(g, Z).
Proof. Suppose that (f, Y ) ≤ (g, Z). Then there is a map h : Y → Z such that
gh = f . Thus f(Y ) ⊆ g(Z). This implies that I(f, Y ) ⊆ I(g, Z).
Conversely, suppose that I(f, Y ) ⊆ I(g, Z). Then f(Y ) ⊆ g(Z). Since f and
g are injective, there is a unique map h : Y → Z such that gh = f . Hence
(f, Y ) ≤ (g, Z). 
The above lemma shows that (f, Y ) and (g, Z) are equivalent if and only if
I(f, Y ) = I(g, Z). Therefore, the map I : Discw(X) → Id(C0(X)) induces the
injective order preserving map I : Dw(X)→ Id(C0(X)). We need to find the range
of this map to complete the correspondence.
Let us recall some definitions from operator algebras [12, 14]. Let X be a locally
compact Hausdorff space. An element p in C0(X) is called a projection if p = p
∗ =
p2, that is, p is the characteristic function of a clopen subset of X . Let p and q be
a pair of projections in C0(X). We write p ≤ q if the range of p is contained in the
range of q. Thus ≤ is a partial ordering on the set of all projections. A minimal
projection in C0(X) is a non-zero projection which is minimal in the partially
ordered set of all projections. Recall the definition of a C∗-subalgebra of C0(X)
from Section 3. The C∗-subalgebra generated by a subset of C0(X) is the smallest
C∗-subalgebra containing that set. The following result is well known [2].
Theorem 7.2. Let X be a locally compact Hausdorff space. Then X is zero-
dimensional if and only if C0(X) is generated by its projections.
Theorem 7.3. Let X be a locally compact Hausdorff space. Then X is discrete if
and only if C0(X) is generated by its minimal projections.
Proof. If X is discrete then C0(X) is generated by χ{x}, x ∈ X , and these are
minimal projections of C0(X). For the converse, suppose that C0(X) is generated
by its minimal projections. By Theorem 7.2, X is zero-dimensional. Let χ{A} be
a minimal projection in C0(X) for some A ⊆ X . We claim that A is a singleton.
Suppose otherwise that a, b ∈ A and a 6= b. Then there is a compact clopen subset
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U of X such that a ∈ U and b 6∈ U . Hence χ{U} is a projection in C0(X) and
χU < χA which is a contradiction. Therefore A is a singleton.
Now let x ∈ X ; we show that {x} is open in X . There is f in C0(X) such that
f(x) = 1. Since C0(X) is generated by its minimal projections, there is a sequence
{fn}n≥1 of linear span of projections of the form χ{a}, a ∈ X , such that fn tend to
f uniformly on X . Thus fn(x)→ f(x) = 1 and hence fn(x) 6= 0, for some n. This
shows that {x} is open in X . Therefore, X is discrete. 
Let us denote by Idgmp(C0(X)) the set of all closed ideals of C0(X) which are
generated (as C∗-subalgebras) by their minimal projections. (Note that the zero
ideal is in Idgmp(C0(X)).)
Proposition 7.4. Let X be a locally compact Hausdorff space. Then the map
I : Dw(X)→ Idgmp(C0(X)) is an isomorphism of complete lattices.
Proof. We have shown that the map I : Dw(X)→ Id(C0(X)) is injective and order-
preserving. By Proposition 5.6, Dw(X) is a complete lattice. Thus we need only
to show that the range of this map is Idgmp(C0(X)). Let (f, Y ) be a discretization
of X . Since C0(f(Y )) is ∗-isomorphic to I(f, Y ) (via the map ϕf(Y )), I(f, Y ) is
generated by its minimal projections, by Theorem 7.3. Thus the range of I is
contained in Idmpr(C0(X)).
Now let J be in Idmpr(C0(X)). Then there is an open subset U of X such
that J is the range of ϕU : C0(U) → C0(X). Since J is generated by its minimal
projections, so is C0(U). By Theorem 7.3, U is discrete. Thus (j, U), where j is
the inclusion map from U to X , is a weak discretization of X and I maps (j, U) to
J . 
Recall that the map I : Tp(X) → Id(C0(X)), defined above, maps open dense
subspaces of X to closed essential ideals of C0(X) [15, Exercise 2.A]. Recall that
a closed ideal J of C0(X) is called essential if J ∩ K 6= {0} for every non-zero
closed ideal K of C0(X). Let us denote by Id
ess
gmp(C0(X)) the essential ideals in
Idgmp(C0(X)). The map I : Discw(X)→ Id(C0(X)) induces the map I : D(X)→
Id(C0(X)), by Lemma 7.1.
Proposition 7.5. Let X be a locally compact Hausdorff space. Then the map
I : D(X)→ Idessgmp(C0(X)) is bijective.
Proof. The statement follows from Lemma 7.1, Proposition 7.4, and the above
remarks. 
The above proposition gives an algebraic characterization of discretization.
Corollary 7.6. Let X be a locally compact Hausdorff space. Then the following
are equivalent:
(1) X has a discretization;
(2) C0(X) has a (unique) closed essential ideal which is generated by its mini-
mal projections.
Corollary 7.7. Let X be a locally compact Hausdorff space. Then the set Idessgmp(C0(X))
has at most one element.
Proof. The statement follows from Propositions 5.6 and 7.5. 
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