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ABSTRACT
We present Spitzer secondary-eclipse observations of the hot Jupiter HAT-P-13 b in the 3.6 µm and 4.5 µm
bands. HAT-P-13 b inhabits a two-planet system with a configuration that enables constraints on the planet’s
second Love number, k2, from precise eccentricity measurements, which in turn constrains models of the
planet’s interior structure. We exploit the direct measurements of ecosω from our secondary-eclipse data and
combine them with previously published radial velocity data to generate a refined model of the planet’s orbit
and thus an improved estimate on the possible interval for k2. We report eclipse phases of 0.49154± 0.00080
and 0.49711±0.00083 and corresponding ecosω estimates of −0.0136±0.0013 and −0.0048±0.0013. Under
the assumptions of previous work, our estimate of k2 of 0.81 ± 0.10 is consistent with the lower extremes
of possible core masses found by previous models, including models with no solid core. This anomalous
result challenges both interior models and the dynamical assumptions that enable them, including the essential
assumption of apsidal alignment. We also report eclipse depths of 0.081% ± 0.008% in the 3.6 µm channel
and 0.088 % ± 0.028 % in the 4.5 µm channel. These photometric results are non-uniquely consistent with
solar-abundance composition without any thermal inversion.
Subject headings: — eclipses — planets and satellites: atmospheres — planets and satellites: individual (HAT-
P-13 b) — techniques: photometric
1. INTRODUCTION
The G-type star HAT-P-13 hosts two planets, HAT-P-13 b
and HAT-P-13 c, the discovery of which were reported by
Bakos et al. (2009). The smaller of the two, HAT-P-13 b,
orbits close to its host star with a period of 2.91 days. It has
an estimated mass of 0.85 MJ and an inflated radius of 1.28 RJ
(Winn et al. 2010) and an estimated equilibrium temperature
of 1626 ±42 K assuming zero Bond albedo and uniform heat
redistribution. Its orbit was found to have a non-negligible ec-
centricity of 0.013 (Bakos et al. 2009, Winn et al. 2010). The
massive outer planet, HAT-P-13 c, occupies a highly eccentric
orbit (e = 0.66) with a period of about 446 days. The increased
separation of planet c from its host makes observing a transit
improbable and observation windows long and infrequent. To
date, a transit of planet c has not been observed.
The HAT-P-13 system is unique in that its two-planet con-
figuration allows for a measurement of the interior structure of
HAT-P-13 b under equilibrium tide theory assuming a fixed-
point eccentricity, i.e., assuming that all libration has been
damped out and the rate at which the outer planet pumps the
inner planet’s eccentricity is balanced by the rate at which
tidal deformation dissipates this energy. This requires the cir-
cularization timescale to be considerably shorter than the es-
timated age of the system of 5 Gyr. Mardling (2010) calcu-
lates that this timescale is likely less than 1 Gyr for a reason-
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able range of damping coefficients. Under this theory, a pre-
cise measurement of its eccentricity would directly yield the
value of its second Love number, k2b, which describes how
the planet’s gravitational field changes in response to external
potentials (Ragozzine & Wolf 2009). Such a solution would
provide constraints on the interior structure, particularly the
central concentration of the planet’s mass. These constraints
will inform models of the planet’s interior and formation. This
parameter has been measured for bodies in the solar system
using radio science observations and for Earth using satellite
laser ranging (Rutkowska & Jagoda 2010). Investigations of
the tidal dynamics of eclipsing binaries go back as far as the
late 19th century (Kreiner et al. 2001). One way to measure
k2 for exoplanets and eclipsing binaries is to detect changes
in the occultation timing. For example, Campo et al. (2011)
unsuccessfully attempted to obtain k2b for WASP-12b through
measurement of the planet’s apsidal precession rate using sec-
ondary eclipses and radial velocity data.
2. OBSERVATIONS
Spitzer observed two secondary eclipses on 9 May 2010
and 8 June 2010 (program ID 60003). The first observation
was performed in the Infrared Array Camera (IRAC) 3.6 µm
bandpass (Channel 1) and the second in the IRAC 4.5 µm
bandpass (Channel 2). Both observations were conducted
in sub-array mode and consisted of 68,608 frames, lasting
8:09:06. The Channel 1 observation started at 23:55:32 UTC
and ended at 8:04:37 UTC. The channel 2 observation began
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at 4:03:15 UTC and ended at 12:12:21. In an initial version
of the Channel 1 data, analyzed with the initial Spitzer reduc-
tion pipeline (version S18.18.0), we found a discontinuity in
the background level due to separate dark current corrections
being applied midway through the observation. This was sub-
sequently corrected in the Spitzer archive.
3. DATA ANALYSIS
3.1. Photometry
The data were analyzed using the Photometry of Orbits,
Eclipses and Transits (POET) pipeline (Stevenson et al. 2010,
Campo et al. 2011, Nymeyer et al. 2011, Stevenson et al.
2012a,b, Cubillos et al. 2013, 2014). We used basic cali-
brated data (BCD) frames processed through Spitzer pipeline
S18.18.0 for the 4.5 µm band and S19.1.0 for the 3.6 µm data.
Photometry apertures were tested with radii in quarter-pixel
increments from 1.5 to 4.0 pixels for the 4.5 µm data and 1.75
pixels to 4.0 pixels for the 3.6 µm data. The sky annulus for
all apertures had inner and outer radii of 7 and 15 pixels, re-
spectively.
3.2. Lightcurve Modeling
POET simultaneously models the combined effects of the
eclipse, temporal sensitivity variations (the “ramp”), and
intra-pixel position sensitivity. POET models these effects
separately and combines them in a simultaneous fit, where
the measured flux is simply the product of these three mod-
els. The eclipse model follows that of Mandel & Agol (2002).
We chose four ramp models for comparison: no ramp, linear,
quadratic, and rising exponential. No other models were con-
sidered. POET maps and removes intra-pixel gain variations
using the bilinearly-interpolated subpixel sensitivity (BLISS)
mapping technique described by Stevenson et al. (2012a). We
removed the first 20% of the data (13,721 points) because they
were taken when the telescope pointing had not yet settled and
when the ramp has its greatest impact. This is the “preclip” re-
ferred to in Table 3. The pointing settling resulted in a poorly
calibrated portion of the BLISS map, which provided little in-
formation on intra-pixel gain during the eclipse and thus could
not be used to constrain the eclipse model.
We modeled lightcurves for each aperture size. At the be-
ginning of each fit, we minimized χ2 to find the best fitting set
of parameters. The uncertainties for the data are then rescaled
such that the reduced χ2 = 1. The same scaling factor is used
for all models in a given aperture to allow model compari-
son (see below); the differences in scaling factors for different
models are generally small. The fit is then re-run. This proce-
dure accounts for uncertainty over/underestimates in Spitzer’s
pipeline due to assumptions that do not apply to all analyses.
This approach also accounts for a global average of correlated
noise, in the sense that the uncertainties will be larger than the
point-to-point scatter if red noise is important. Uncertainties
associated with the best-fit parameters are then found using
the differential-evolution Metropolis-Hastings Markov-chain
Monte Carlo (MCMC) algorithm (ter Braak 2006). We then
compared the results across apertures, using the standard de-
viation of normalized residuals (SDNR) of each lightcurve to
find which aperture gives the best fit. We compared mod-
els using the Bayesian Information Criterion (BIC, Liddle
2007), which penalizes complex models and overfitting, re-
warding simpler models with good fits and fewer parameters.
A smaller BIC values indicates higher probability of a model.
The probability ratio of any two models whose BIC values
differ by ∆BIC = BIC2 − BIC1 is approximately
p2
p1
∼ e∆BIC/2. (1)
After finding the best aperture size, we varied the BLISS
bin size until the BIC values for bilinearly interpolated in-
trapixel maps and nearest-neighbor-interpolated intra-pixel
maps were comparable (Stevenson et al. 2012a).
Gaussian priors were placed on the eclipse duration (0.1345
± 0.0017 d) and ingress and egress time (0.018 ± 0.0018 d)
for both channels based on the corresponding transit values by
Bakos et al. (2009). This implicitly assumes that the geometry
of the transit is identical to that of the eclipse, an assumption
that requires a negligible eccentricity. For comparison, we
calculated the eclipse duration and ingress and egress times
from the known system parameters. These agree with their
counterpart transit parameters to within the uncertainty of the
transit duration. Other priors were flat within their bounds.
3.3. Results
3.3.1. Channel 1 - 3.6 µm
For the 3.6 µm channel, we tested nine apertures ranging
between 2.0 and 4.0 pixels in increments of 0.25 pixels. In
each aperture, we tested four temporal sensitivity models: flat,
linear, quadratic, and rising exponential. Across all four mod-
els and nine apertures, the aperture radius yielding the mini-
mum SDNR was 2.25 pixels. This is shown in Figure 1. Af-
ter determining the SDNR-optimal aperture, we performed a
comparison of the BIC values for each model. As shown in
Table 1, the linear ramp had the lowest BIC value and there-
fore best described the data (the BIC value is relative to the
lowest one). The quadratic ramp is the next most plausible
model with a probability ratio of ∼180:1, according to Equa-
tion 1. Figure 2 shows a dependency of the eclipse depth on
aperture size that would change our eclipse depth by less than
1σ. Figure 6 shows the RMS of the residuals vs. bin size for
these data.
Table 1
Channel 1 Model Comparison at Aperture 2.25 with Preclip
Ramp Model SDNR ∆ BIC Eclipse Depth [%]
Linear 0.0083845 0.0 0.0823
Quadratic 0.0083846 10.4 0.0779
Rising Exponential 0.0083844 11.1 0.0835
No Ramp 0.0083909 69.3 0.0787
3.3.2. Channel 2 - 4.5 µm
In this channel, we tested 11 apertures ranging between 1.5
and 4.0 pixels in increments of 0.25 pixels. As with the 3.6
µm channel, in each aperture, we tested four temporal sensi-
tivity models: flat, linear, quadratic, and rising exponential.
Across all four models and 11 apertures, the aperture radius
yielding the minimum SDNR was 2.00 pixels, as shown in
Figure 3. As shown in Table 2, BIC determined that the model
with no temporal variation best describes the data. The linear
ramp is also plausible. Our choice of aperture does not impact
the eclipse beyond the 1σ level (Figure 4), except at the im-
plausibly small aperture radius of 1.5 pixels, which produces
an anomalously high depth.
The RMS as a function of bin size for this channel is shown
in Figure 6. If the red line is within the black region, there is
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Figure 1. Comparison of SDNR across all aperture radii and models exam-
ined in the 3.6 µm band, showing a minimum at 2.25 pixels.
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Figure 2. The 3.6 µm eclipse depth for each aperture. The depth correspond-
ing to the aperture radius with the lowest SDNR (2.25 pixels) is highlighted
in red.
no significant detection of red noise at that scale. The blue and
green lines indicate the eclipse duration and ingress/egress
time, respectively. Note that the black ranges are inherently
strongly correlated for this type of calculation.
Cubillos et al. (2016) has examined this and other red-noise
tests, and finds that the assumptions of this standard test break
down at precisely the most interesting scale: The eclipse du-
ration is roughly half the length of the data, but the test is only
valid for bin sizes much smaller than the length of the data.
A standard red-noise adjustment based on this (question-
able) test is to scale the eclipse-depth uncertainties by the ra-
tio of the measured to theoretical RMS (black to red, in Figure
6). However, our uncertainties already account for a global
average of red noise, being calculated as the RMS residuals
from the best-fit model over the entire fit. The standard ad-
justment is to use uncertainties calculated from a short run of
data chosen from a region that looks like it has little red noise,
or by taking the RMS of 1/
√
2 times the difference between
adjacent flux values, which assumes that the model changes
little between adjacent points and that small-scale red noise is
small.
At 4.5 µm we take our photometric uncertainties to be
1/
√
2 of the point-to-point variation RMS, 539.7 µJy. We
then fit the model to the data with these uncertainties, com-
pare the measured residual RMS to the theoretical RMS at
the eclipse scale (Figure 6), and scale the eclipse-depth un-
certainty by this ratio, 2.453, resulting in an eclipse depth of
0.0880%± 0.0280%.
Table 2
Channel 2 Model Comparison at Aperture 2.00 with Preclip
Ramp Model SDNR ∆ BIC Eclipse Depth [%]
No Ramp 0.0115917 0.0 0.0877
Linear 0.0115912 5.8 0.0867
Quadratic 0.0115903 15.8 0.1038
Rising Exponential 0.0115909 17.4 0.0947
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Figure 3. Comparison of SDNR across all aperture radii and models exam-
ined in the 4.5 µm band, showing a minimum at 2.00 pixels.
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Figure 4. The 4.5 µm eclipse depth for each aperture. The depth corre-
sponding to the aperture radius with the lowest SDNR (2.00 pixels) is high-
lighted in red. We note that the extremely small aperture radius of 1.5 pixels
produces an anomalously high depth.
3.3.3. Joint Fit
The final results we report here come from a simultane-
ous fit to both eclipses and are summarized in Table 3. Both
eclipses shared eclipse duration and limb crossing time to im-
prove the accuracy of these parameters. The eclipse midpoints
were kept independent to enable future study of their varia-
tion in time. The Gelman-Rubin convergence test is satisfied
to within 1%. In pairwise parameter plots, all distributions
appear Gaussian with low correlation coefficients. Individ-
ual parameter histograms all appear symmetric and Gaussian.
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Parameter trace plots indicate thorough exploration of the full
range of each parameter. The final photometry and best-fit
models are shown in Figure 5.
4. ATMOSPHERE
HAT-P-13 b is expected to have an equilibrium temperature
of 1626 ±42 K based on its proximity to its host star and an
assumed Bond albedo of zero and efficient energy redistribu-
tion. Its scale height for a solar-abundance hydrogen-helium
composition is expected to be 500 km. The predicted adia-
batic lapse rate is 1.5 K km-1.
Our secondary eclipse observations enabled modeling of
the dayside atmosphere of HAT-P-13 b. The 3.6 µm band
is particularly sensitive to the spectral signature of methane
(CH4) while the 4.5 µm band captures spectral features asso-
ciated with CO and CO2. Whether these chemical species
show up as emission or absorption signatures depends on
whether temperature increases or decreases with altitude at
the depths we are probing. This allows us to model the
pressure-temperature, T (p), profile of HAT-P-13 b, albeit with
some degeneracy.
To model the dayside spectrum and atmosphere of HAT-P-
13 b, we use the method described by Madhusudhan & Seager
(2010, 2009), with the addition of Markov-chain Monte Carlo
and Bayesian analysis as described in the supplementary in-
formation of Stevenson et al. (2010). This model performs
one-dimensional, line-by-line, radiative-transfer calculations
for a plane-parallel atmosphere, assuming global energy bal-
ance, hydrostatic equilibrium, and local thermodynamic equi-
librium. The spectrum of the star is interpolated from a grid of
Kurucz models (Castelli & Kurucz 2004). Having fewer spec-
tral samples of this planet’s atmosphere (2) than free model
parameters (10), it is impossible to determine a unique model
of the planet’s atmosphere. However, certain chemical con-
figurations can be ruled out by modeling deviations from a
solar-abundance spectrum. Past Spitzer observations of other
planets have indicated methane deficiency (Stevenson et al.
2010) and an unexpectedly high C–O ratio (Madhusudhan
et al. 2011, Stevenson et al. 2014, Line et al. 2014).
From modeling the atmosphere of HAT-P-13 b, we find that
it has efficient day-night energy redistribution. Our data are
consistent with a blackbody and with a wide range of com-
positions, including solar. Given the large uncertainty on the
4.5 µm eclipse depth, our data can be explained by a wide
range of temperature profiles. For the altitudes probed (Fig-
ure 7, right inset), an isothermal atmosphere at 1700 K would
yield a blackbody spectrum consistent with the data (yellow
dashed line in Figure 7). Alternately, the data are also con-
sistent with a fiducial solar-abundance composition with no
thermal inversion (black line in Figure 7 and its left inset). Fi-
nally, since the brightness temperature in the 4.5 µm channel,
within the 1σ uncertainties, can be slightly higher than that in
the 3.6 µm channel, we cannot robustly rule out a thermal in-
version. However, a strong thermal inversion is still unlikely.
Future observations in the near-infrared, e.g., with the Hubble
Space Telescope Wide Field Camera 3 (1.1-1.7 µm) or from
the ground in the J, H, and K bands, could provide more ro-
bust constraints on the atmospheric temperature profile T(p)
and composition of this planet. The uncertainty at 4.5 µm was
increased to account for red noise, as presented in Figure 6.
As discussed in Section 3.3.2, this test has questionable valid-
ity. The original unscaled uncertainty of 0.011% ruled out a
blackbody and a thermal inversion.
5. ORBIT AND INTERIOR STRUCTURE
5.1. Orbit
The phases of the observed secondary eclipses provide ad-
ditional constraints on the orbit of HAT-P-13 b. The 3.6 µm
event occurs at a phase of 0.49154 ± 0.00080 and the 4.5
µm event occurs at a phase of 0.49711 ± 0.00083. We note
that the phases are widely separated, with the 4.5 µm eclipse
occurring 23 ± 4 minutes later than the 3.6 µm eclipse.
One possibility is that the difference is a result of differen-
tial brightness across the planet’s surface in each of these
bands. However, the timing difference is comparable to the
best-fit ingress and egress time of the eclipses (26 ± 2 min-
utes), which carries the implausible implication of the bright-
ness centers in the two bands being on opposite sides of the
planet. Secular apsidal precession is also too small to explain
this difference over a one-month timescale.
As a preliminary estimate, we can assess the impact of our
eclipse-phase measurements on the solution through compar-
ison with orbital parameters from prior work. After a first-
order light-time correction of 42.5 s, these eclipse phases re-
spectively indicate e cosω values of -0.0135 ± 0.0013 and
-0.0048 ± 0.0013. These are in rough agreement with the
radial-velocity value of e cosω = −0.0099± 0.0036 (Winn
et al. 2010). To predict the effect of our e cosω observa-
tion on the orbital solution before joint modeling, we took
their weighted means individually with the Winn et al. (2010)
data, yielding -0.0132 ± 0.0012 and -0.0054 ± 0.0012, re-
spectively. Substituting these averages and combining them
with the original Winn et al. (2010) e sinω value of 0.0060
±0.0069, we find values of e = 0.0145± 0.0031 and ω =
(155± 12)o for the 3.6 µm event and e = 0.0081± 0.0052
and ω = (132± 37)o for the 4.5 µm event. Because of the 5σ
separation between these two events, we elect not to take their
weighted average. The calculations instead tune our expecta-
tions for more sophisticated joint modeling.
In our detailed MCMC model, we separately incorporated
both secondary-eclipse midpoint times into a joint fit includ-
ing radial-velocity (RV) data (see below), transit photometry
(Southworth et al. 2012), and amateur (Poddaný et al. 2010)
and professional transit midpoints. We use HIRES RV data
tabulated by Knutson et al. (2014), which include all previous
measurements by Winn et al. (2010) and Bakos et al. (2009).
One outlier radial velocity measurement in the Knutson et al.
(2014) dataset at BJD 2455945 was discarded. None of these
data were taken during a transit, so the Rossiter-McLaughlin
effect was not modeled. All timestamps on the data were con-
verted to a consistent BJD (TDB) time standard as prescribed
by Eastman et al. (2010). The mid-transit times and their ori-
gins are all listed in Table 5. Only ETD transit data with a
quality rating of 1–3 were used. The limb-darkening parame-
ters were fixed to interpolated tabulated values found by Winn
et al. (2010).
The model we use for the orbit fit is briefly described in
Stevenson et al. (2012b). The model uses 13 free parame-
ters, and follows the formalism of Gillon et al. (2009). The
code, Photometry, Event Timing, and Radial-velocity Analy-
sis, PETRA, minimizes χ2 for the aforementioned data us-
ing the transit photometry models of Mandel & Agol (2002),
radial velocity models described by Paddock (1913), and
a linear ephemeris for transit and eclipse timing data with
provisions for apsidal motion as described by Campo et al.
(2011). The parameters for planet b are the reduced transit
impact parameter (b′ = b 1+e sinω1−e2 ); the scaled semi-amplitude
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Figure 5. Secondary-eclipse photometry for HAT-P-13 b in the IRAC 3.6 µm and 4.5 µm bands. Corresponding best-fit models are represented in orange and
blue, respectively. Left: Raw photometry with best-fit model showing position- and time-dependent sensitivity correlated with instrument oscillation. Center:
Binned photometry with the best-fit model (colored lines) and the best-fit model without an eclipse (black lines). Right: Binned photometry with time- and
position-dependent systematics divided out, leaving only the secondary eclipse and best-fit eclipse models. Error bars represent 1σ uncertainties.
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Figure 6. RMS noise vs. bin size for the 3.6 and 4.5 µm channels in the joint
fit. The green and blue lines indicate the eclipse duration and ingress/egress
time, respectively.
To assess the red noise at different scales, we calculate the RMS of the resid-
uals from the best-fit model after averaging neighboring residuals in bins of
increasing sizes. The vertical black bars indicate the 3σ range of the RMS es-
timate at each bin size. The red line is the theoretical scaling of the unbinned
RMS residual. At 3.6 µm there is no indication of significant red noise at the
eclipse-duration scale. See Section 3.3.2 for discussion of the validity of this
test and how it applies to our data.
(K2 = K
√
1 − e2P 1/3); the planet-star radius ratio; the tran-
sit duration; the transit midpoint time T0b; the period Pb; and
the Laplace vector components eb cosωb and eb sinωb. Planet
c’s parameters are its scaled semi-amplitude; Laplace vector
components; predicted transit midpoint, and orbital period.
The fit also models the velocity and secular acceleration of
the star HAT-P-13. The model uses the stellar density calibra-
tion of Enoch et al. (2010) to take these modeling parameters
and determine the physical parameters of the system. We es-
timate photometric and radial velocity jitter (0.25% of total
stellar flux and 4.2 m s−1, respectively) from an initial best
fit to all available data and add these jitter estimates to the
instrumental error bars, accordingly.
We ran a Metropolis-Hastings Markov chain for one mil-
lion iterations to explore the parameter space and estimate un-
Figure 7. Well-fitting model spectrum for HAT-P-13 b with the Spitzer band-
passes (main) and the corresponding pressure-temperature profile (left inset)
and normalized contribution functions (right inset). The dashed yellow line
is the corresponding blackbody spectrum for a 1700 K body and the blue
curves show other the blackbody spectra for the highest and lowest temper-
atures (1843 K and 1100 K, respectively) in the pressure-temperature profile
depicted in the inset. Note the logarithmic scale of the abscissa, with each
tick denoting a 1 µm interval.
certainties. Pairwise marginalization of the parameters shows
low correlations, except between three of the transit param-
eters and the period and transit midpoint time. Priors were
uniform and bounded. Inspection of trace plots shows good
exploration within the bounds of each parameter. Posterior
histograms of the individual parameters are roughly Gaussian
and descend to zero within the boundaries. Where necessary,
we estimate 1σ confidence intervals by finding a 68% inter-
val centered on the mode of each posterior distribution. For
Rayleigh-distributed parameters like eccentricity, the median
value tends to be larger than the mode, leading to asymmet-
ric uncertainty estimates. Table 4 summarizes our fit results.
Figure 8 shows the best-fitting radial velocity model and its
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Table 3
Joint Best-Fit Light Curve Parameters
Parameter 3.6 µm 4.5 µm
Array position (x¯, pix) 14.25 14.10
Array position (y¯, pix) 14.88 14.92
Position consistencya (δx, pix) 0.008 0.012
Position consistencya (δy, pix) 0.008 0.010
Aperture size (pix) 2.25 2.00
Sky annulus inner radius (pix) 7.0 7.0
Sky annulus outer radius (pix) 15.0 15.0
Eclipse depth (%) 0.0801(81) 0.088(28)
Brightness Temperature (K) 1732(75) 1573(93)
Midpoint (orbits) 0.49154(80) 0.49711(83)
Eclipse midpoint (BJDUTC-2,450,000) 5326.7020(23) 5355.8807(24)
Eclipse midpoint (BJDTDB-2,450,000) 5326.7027(23) 5355.8815(24)
Eclipse duration (hr) 3.215(28) 3.215(28)
Ingress/Egress time (hr) 0.439(28) 0.439(28)
System flux: Fs (µJy) 74635.7(3.5) 46330.3(2.8)
Ramp: R(t) Linear None
Ramp linear term 0.0183(21) · · ·
BLISS map (M(x,y)) Yes Yes
Minimum number of points per bin 4 4
Total frames 68608 68608
Frames used 53250 54386
Rejected frames (%) 1.48 0.09
Preclip frames (%) 20 20
Free parameters 6 3
AIC value 107644.9 107644.9
BIC value 107731.1 107731.1
SDNR 0.0083616 0.0115475
Uncertainty scaling factor 0.951 0.531
aRMS frame-to-frame position difference.
residuals. Figure 9 shows the O-C (residual timing) plot for
transit and eclipse data. We find that the best-fitting eccen-
tricity of planet b’s orbit is 0.0093+0.0044
−0.0016, and ω = (202+12−46)◦.
Because the eccentricity is the Euclidean norm of two nor-
mally distributed components, its distribution has a long tail
and a median value of 0.011, higher than the mode. The dif-
ference in ω between planets b and c is ∆ω = (27+14
−46)o, not
inconsistent with apsidal alignment.
To further test whether the apsides are aligned, we com-
pute the ratio of the likelihood of aligned apsides to unaligned
apsides, otherwise known as the Savage-Dickey density ra-
tio, (Verdinelli & Wasserman 1995). We use the normalized
histograms of the distribution of the difference between the
two ω values, ∆ω = ωb −ωc, obtained from the MCMC run
to estimate a probability density function. We compare this
probability density where ∆ω = 0 and to the prior probabil-
ity density given that the two apsides are randomly oriented
according to a uniform distribution (1/2pi). This test shows
that the aligned model is 0.50 times as likely as the unaligned
model, so the planets are about as likely to have their apsides
aligned as not. The uncertainty associated with eb sinωb—
nearly an order of magnitude larger than that of ec sinωc—is
a key source of this ambiguity, and can be reduced with con-
tinued radial velocity measurements.
5.2. Interior
Confirmation of apsidal alignment and measurements of the
eccentricity of the inner planet enable study of the planet’s
interior. Batygin et al. (2009) outline a method for recov-
ering planet b’s Love number, k2b. This is further explored
by Kramm et al. (2012) and Becker & Batygin (2013). For
planets describable as fluids, the more centrally condensed the
mass of the planet, the less of its outer mass responds to tides
and the lower the value of k2. Planets with more uniform den-
sity distributions are more responsive to tides and thus have
a higher value of k2. Planets with some mechanical rigidity
tend to have lower values. The value of k2 ranges from 0 for
highly condensed planets) to 1.5 for uniform-density spheres
(Ragozzine & Wolf 2009). For Earth, k2 has been measured
relatively precisely through satellite laser ranging to be 0.3011
(Rutkowska & Jagoda 2010). Larger and less rigid planets
like Jupiter and Saturn have values of 0.49 and 0.32, respec-
tively (Ragozzine & Wolf 2009).
Batygin et al. (2009) provide a fourth-order polynomial re-
lating the measured orbital eccentricity of planet b to k2b. This
is further confirmed by Kramm et al. (2012) using the obser-
vations of Winn et al. (2010) to limit k2b to 0.265 – 0.379.
The Kramm et al. (2012) models have two layers: one con-
taining an envelope of hydrogen, helium and metals; and a
rocky core. Values of k2b above the upper limit found by
Kramm et al. (2012) correspond to interior models with no
rocky core. Our observations do not rule out apsidal align-
ment. Under the same assumptions, 75% of our MCMC pos-
terior distribution of eb falls below the critical eccentricity of
0.0145, below which modeled core mass vanishes. The 95%
upper limit for the eccentricity is 0.021. This distribution is
illustrated in Figure 10.
This constraint on k2b is calculated from the best-fit ec-
centricity from the MCMC run, the distribution of which is
skewed by the relatively large uncertainty in eb sinωb. It also
depends on the assumption of apsidal alignment. Only about
2% of the values of ωb fall into the full range of values of
ωc in the Markov chain, which spans 1.5◦. The distribu-
tion of the aligned subset of eccentricity values is narrower
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Figure 8. Residuals of included radial velocity data (top, blue points) against
the best-fitting orbit model. The middle and bottom plots show the best-fitting
radial-velocity predictions (black lines) for each planet shown with folded
RV data. The shaded gray region around the residual zero line shows the
1σ model prediction uncertainty (not the per-point uncertainty). The single
excluded point (orange) does not dramatically alter the best-fit parameters
when included, but increases the estimated jitter by ∼20%.
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Figure 9. Timing residual (observed minus calculated, O-C) plots for transit
and eclipse midpoint timing data. This figure shows the residuals of timing
data relative to predictions for a circular orbit. The best-fitting models for
transit and eclipse data are shown by solid and dashed lines, respectively.
The shaded gray regions around each model show the 1σ model prediction
uncertainty.
and more symmetric, with a mean of 0.0088 ± 0.0009. Un-
der the relation of Batygin et al. (2009), this corresponds to
k2b = 0.81± 0.10. Since Kramm et al. (2012) find that val-
ues above 0.379 correspond to vanishing core mass, this result
may indicate that HAT-P-13 b has a small or nonexistent rocky
core. This unexpectedly high estimate is below the theoretical
maximum value of k2b,1.5, which corresponds to a uniform-
density sphere. Because the interior structure of planets must
obey both hydrostatic equilibrium and the equation of state
of its component matter, a true uniform-density sphere of this
size is highly implausible. For an n = 1 polytrope with a van-
ishing core, the maximum value of k2b is ∼0.52 (Storch &
Lai 2015). Our estimate is within 3σ of this limit.
An alternative interpretation can stem from forcing the
assumption that ωb = ωc, where ωc is comparatively well
known. From our eclipse-derived measurement of eb cosωb =
−0.00946± 0.00088, we find that eb = 0.0095± 0.0009 and
the majority of k2b values are larger than 0.379. Again, this
result suggests a very low core mass.
6. CONCLUSIONS
Our observations of HAT-P-13 b’s secondary eclipse timing
have allowed us to refine its eccentricity and inform models of
its interior structure better than with radial velocity and tran-
sit observations alone. The pressure-temperature profile from
our atmospheric model fits provides a constraint on the enve-
lope density of HAT-P-13 b, which can also inform interior
structure models and further be used to constrain k2b. Our
lowered best-fit eccentricity suggests a higher range of k2b
values and low probability of HAT-P-13 b having a substan-
tial core mass.
This conclusion rests on the assumption that all libration
between planets b and c has damped out and the apsides are
aligned. While our data are not inconsistent with apsidal
alignment, the uncertainties of the measurements of ∆ω do
allow separation of tens of degrees. Bayesian comparison of
the aligned and non-aligned hypotheses is inconclusive.
If we force apsidal alignment, the measured eccentric-
ity and its uncertainty become consistent with the value of
eb cosωb measured with eclipse phases. This eccentricity
value (∼0.009) is consistent with the best-fit value and con-
sistent with very high values of k2b.
If the conditions for the measurement of k2b are indeed sat-
isfied and the measurement of the eccentricity can be taken
at face value, then the implausibility of a low core mass may
require adjustment of the interior models.
The less tantalizing possibility is that the central assump-
tion is invalid: HAT-P-13 b and c may simply not be apsidally
aligned and their mutual libration has not damped out. In this
case, this system may be an inappropriate candidate for prob-
ing exoplanet interiors in this manner. Our measurement of
the eccentricities and arguments of periapsis for both plan-
ets may not represent the fixed point of libration in the phase
space of eb and ∆ω necessary to infer k2b. If this is the case,
then our measurement of these parameters represents a sin-
gle snapshot of the evolution of these parameters about the
fixed point. As the librational period of this system is ∼ 105
years (Mardling 2007), it is unlikely that this evolution can be
observed within a human lifetime with present measurement
precision. While the fixed-point eccentricity may be close to
our measured value (e.g., within∼0.01), the sensitivity of k2b
to errors in eb is too high for us to produce any meaningful
estimates of k2b for the non-aligned case.
One of the major caveats of our timing measurements
is the significant difference in secondary eclipse times be-
tween channels. The two eclipse midpoints differ by 23 ±
4 minutes, which is approximately the same as HAT-P-13 b’s
limb crossing time. If this difference is due to wavelength-
dependent asymmetric brightness distributions, it requires hot
spots to be extremely far from the sub-stellar point and in op-
posite directions for the two channels. One possible explana-
tion for the difference is correlated noise. Our procedure for
estimating uncertainties already considers a global average of
correlated noise. Secular apsidal precession is too small to
explain this difference over the month separating these obser-
vations. Eclipse-timing variations on the scale of the transit-
timing variations may be possible, but the difference between
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Figure 10. Our best-fit eccentricity, with a 1σ confidence interval (solid and dashed orange lines, respectively), and its MCMC-generated posterior probability
density distribution (black shading). The blue line is the model relating k2b to the eccentricity of Batygin et al. (2009) and the upper limit of k2b corresponding
to models of HAT-P-13 b with zero core mass derived by Kramm et al. (2012, vertical dashed line, k2b < 0.379).
the eclipse times is noticeably larger than the scatter of transit
times shown in Figure 9. Follow-up eclipse observations of
HAT-P-13 b would resolve this timing discrepancy.
The depths of our eclipses have shown HAT-P-13 b’s at-
mosphere to be consistent with solar-abundance composition,
efficient day-night redistribution, and no thermal inversion
layer. However, we have observed eclipses in only two wave-
lengths, so further observations in other infrared passbands
may indicate more interesting chemistry.
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Table 5
Transit Timing Data.
Mid-Transit Time Uncertainty Source
(BJDTDB)
2457063.35092 0.00125 Brettona
2457045.84957 0.00122 Bennia
2456713.39949 0.00172 Dittlera
2456663.82395 0.00147 Garlitza
2456634.65866 0.00125 Navesa
2456622.99501 0.00076 Shadicka
2456593.8322 0.00099 Bennia
2456331.36740 0.00199 Gaitana
2456039.74601 0.002 Shadicka
2456013.50595 0.0013 Carrea
2455978.50697 0.00145 Poddanýa
2455978.50418 0.00097 Garciaa
2455969.75398 0.00119 Shadicka
2455943.51402 0.00173 Gonzaleza
2455934.76136 0.00187 Emeringa
2455657.71276 0.00217 Shadicka
2455628.55433 0.00125 Sergisona
2455602.31426 0.00139 Poddanýa
2455584.81496 0.00153 Dvoraka
2455511.90502 0.00134 Shadicka
2455476.91775 0.00105 Shadicka
2455613.97390 0.00225 Fulton et al. (2011)
2455616.89290 0.00152 Fulton et al. (2011)
2455619.80786 0.00134 Fulton et al. (2011)
2455622.72351 0.00166 Fulton et al. (2011)
2455564.39916 0.0018 Nascimbeni et al. (2011)
2455593.56187 0.00115 Nascimbeni et al. (2011)
2455596.47702 0.00305 Nascimbeni et al. (2011)
2455599.39307 0.00076 Nascimbeni et al. (2011)
2455602.31108 0.00167 Nascimbeni et al. (2011)
2455558.56342 0.00098 Pál et al. (2011)
2455561.48456 0.004 Pál et al. (2011)
2455590.64563 0.00179 Pál et al. (2011)
2455141.55297 0.001 Szabo et al. (2010)
2455249.45157 0.002 Szabo et al. (2010)
2455593.56147 0.00115 Southworth et al. (2012)
2455596.47327 0.00202 Southworth et al. (2012)
2455599.39446 0.001 Southworth et al. (2012)
2455669.38140 0.00126 Southworth et al. (2012)
aThe Transiting ExoplanetS and Candidates group (TRESCA,
http://var2.astro.cz/EN/tresca/index.php) supply their data to the Exo-
planet Transit Database (ETD), http://var2.astro.cz/ETD/) which per-
forms the uniform transit analysis described by Poddaný et al. (2010).
The ETD web site provided the numbers in this table, which were con-
verted from HJD (UTC) to BJD (TDB).
