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Abstract
In recent years, residential consumers are harnessing electricity with the integration
of solar photovoltaic (PV) systems and battery energy storage systems (BESSs)
which necessitate a well-designed energy management system (EMS). The EMS
should have the capability to produce a dispatch depending on the instantaneous
supply-demand conditions. The excess energy of such residential consumers needs
to be either stored or sent back somewhere after fulﬁlling the demands which could
be the power grid or neighbors or vice-versa. Therefore, the EMS will have the
features to communicate with the distribution system (DS), BESSs, or neighbors for
selling/storing the excess power or purchasing the shortage energy. In this way, the
EMS will reduce the stress on the existing power grid through proper management
of energy generated from the solar PV system.
The ﬁrst contribution of this thesis is to develop a transactive EMS in order to
automate the operation and eﬃciently utilize the energy generated from the solar
PV unit and BESS in a single house. The novelty of the proposed EMS is general-
izing the cost-beneﬁt analysis framework by incorporating diﬀerent tariﬀ structures
available in the current retail energy market alongside the primary task of energy
management. The proposed energy management task of any particular household
is divided across diﬀerent time intervals. In each time interval, the energy dis-
patch comprises energy utilization, purchase, or sell decisions which are made based
on the solar PV generation calculated from historical weather data, and recorded
load proﬁles of various typical households. Thus, this contribution provides a more
comprehensive and accurate energy management tool. The opportunities for the
grid-independency of residential consumers are also investigated.
A generalized rule-based power sharing framework along and cost-beneﬁt anal-
ysis are proposed for residential microgrids with multiple houses which is the key
contribution of this thesis. The power sharing framework is proposed by categoriz-
ing the houses into three distinct types. The energy sharing framework is managed
by a three-level hierarchical EMS: (i) primary one managing energy ﬂow within
various households, (ii) the secondary EMS managing the energy sharing among
diﬀerent houses, and (iii) the third one balancing the demand and generation of the
microgrid by trading energy with the utility grid. Some energy sharing scenarios are
iii
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also explored to identify the beneﬁts. A complete economic analysis for individual
households as well as the overall microgrid is also carried out as a proof-of-concept
of the energy sharing framework. The economic analysis conducts a yearly return
from establishing energy sharing activities and provides a discounted payback anal-
ysis taking into account time value of money for customers to make right assessment
about ﬁnancing.
The ﬁnal contribution of the thesis is to develop linear-programming based op-
timization approach to improve the sub-optimal performance of rule based energy
management. The optimization problems are formulated in such a way that the
houses are able to achieve maximum beneﬁts from their investments on solar PV
units and/or BESSs. The optimization methods signiﬁcantly improve the perfor-
mance the proposed EMS. The simulations are carried out in MATLAB.
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Chapter 1
Introduction
The interrelated concepts of microgrids, smart grids, neighborhood energy sharing
schemes, demand responses, peak shavings, and renewable energy sources (RESs)
have attracted a great deal of attentions to the power engineering community in
recent years. A residential energy management system (REMS) can be used for the
eﬀective implementation of these concepts. A REMS can be implemented for several
beneﬁts such as reduction in power consumptions, reduction in power generation
from conventional generators, maximization of power system reliability, reduction
of overloading, and so many to be mentioned.
The REMS provides an automated and optimized operation of responsive elec-
trical loads with minimal human interaction. Previously, the residential consumers
only consumed energy and in recent years, these consumers, called prosumers [3], are
producing electricity with the integration of solar photovoltaic (PV) systems. The
REMS must be able to produce the operating schedule of appliances and dispatch
of solar photovoltaic (PV) units as well as battery energy storage systems (BESSs)
based on the utility tariﬀ, and real-time statuses of these entities. If there is any
energy excess after meeting the load demand of a household, the excess energy may
be utilized to store into the BESS or sold to the open energy market. If the energy
transaction fails to happen in the community market, the rest of the energy is fed
back to the grid. Therefore, the REMS will have the features to communicate with
the distribution system (DS), BESSs, PV units, or the energy market for selling the
excess power. This will enable REMSs to reduce the stress on the existing power
grid through proper management of energy generated from the solar PV unit as well
as energy stored into the BESS.
The communication facilities used in REMSs enable the coordination of diﬀer-
ent equipments connected to residential consumers such as diﬀerent loads, solar PV
units, BESSs, and the main power grid. These communication features include two
diﬀerent signals such as transactive incentive signals (TISs) and transactive feed-
back signals (TFSs). TISs carry the pricing information and communicate with
the REMSs of other consumers and distribution network service providers (DNSPs)
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where the energy price depends on the overall energy proﬁle, i.e., demand and gen-
eration. Based on the TISs, each individual REMS generates a TFS and sends back
to other REMSs. Finally, the REMS aggregate all TFSs and decide whether to
purchase/sell energy from/to the central grid, neighbor, cut load or store into the
battery.
The REMS can be used to provide some ﬂexibility to the consumers in the
existing energy market. In the existing retail market structure, the retail electricity
industries have diﬀerent tariﬀs such as ﬂat price, increasing block prices, time-of-use
price, critical peak price, and real-time price. However, these tariﬀs do not address
the following requirements of the consumers:
• diverse usage patterns,
• diﬀerent rewards and incentive programs,
• installations of diﬀerent RESs, and
• usage of BESSs and plug-in hybrid electric vehicles (PHEVs).
But these requirements can easily be handled with the implementation of REMSs.
A transactive approach allows active participation of consumers based on economic
incentives while maintaining operational reliability without human interaction ex-
cept under exceptional circumstances. Still now, the integration of solar PV system
and BESS is not being increasingly persuaded as this involves a huge amount of
investments. Therefore before implementing such REMSs, it is essential to conduct
a cost-beneﬁt analysis under diﬀerent scenarios from where the investors, mainly
the consumers, will get an idea on their investments.
This research aims to carry out an analysis of the existing retail market structure
from where the consumers will get an idea for obtaining a grid independent solution,
energy surplus, and open transactive market. The grid independent solutions are
investigated through the export or import of energy from the neighboring REMSs
within a microgrid. The microgrid consists of diﬀerent categories of households with
various renewable energy portfolio. The households within the microgrid commu-
nicate with the central energy management system for energy transactions. In the
proposed framework, the ways of determining the amount of energy surplus through
REMSs are discussed while continuously matching the generation with the loads.
The participation of consumers in open electricity markets through the REMSs are
also explored in this research.
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1.1 Background
Due to the devastating eﬀects of peak power demands, power system engineers are
concerned about the stability and reliability of electricity markets. The demand
response (DR) can be considered a way to address the challenges of reducing loads
[4], especially peak loads which in turn relief congestions [5]. The success of the DR
depends not only on how DR resources are operated but also on the performance
measure called baseline, an estimated value of energy consumed without the DR
event taking place [6].
An agent-based DR mechanism for commercial building is proposed in [7] for
investigating the impact of diﬀerent participation levels on various factors such as
price, consumption, and cost. A DR strategy to reduce the stress on the distribution
transformers in residential distribution feeder is presented in [8] for large penetration
of electric vehicles (EVs). Broadly, DR programs can be classiﬁed into two categories
such as incentive-based and price-based [9].
Incentive-based programs pay the participants for reducing their demand during
peak load periods or during contingencies; and such examples include direct load
control [10], interruptible load [11], demand bidding [12], and emergency demand
reduction [13]. On the other hand, price-based programs are designed to indirectly
induce the customers to reduce their energy usages. Some price-based programs are
time-of-use pricing [14], critical peak pricing [15], real-time pricing [16], and inclining
block rate [17].
The time-of-use, real-time, and critical pricing tariﬀ structures have come in place
in order to motivate customers to modify their electricity usages during the peak
time [14–16]. It seems to be infeasible for the electricity consumers to decide about
their usages in every hour while considering real-time pricing [18]. An incentive-
based demand response strategy considering diﬀerent types of customers is proposed
in [19]. However, these models did not investigate detailed modeling of appliances
and customer satisfaction which are necessary for residential demand management.
In order to achieve the desired ﬁt of temperature for DR, the model of air-
conditionings is suggested in [20] while a study on the charging pattern of electric
vehicles is conducted in [21–23] for distribution networks. However, the exact tariﬀ
structures are ignored in [20–23]. In [24], a smart energy distribution and manage-
ment system (SEDMS) is proposed to reduce the service response time (by 45.6%)
and the power consumption (by 9-17%). But the scenarios are not considered from
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the customers’ perspective of investments. The scheme as proposed scheme in [25]
is for eﬀectively reducing the energy costs. In [26], an intelligent cloud home energy
management system (iCHEMS) is proposed where a dynamic priority is assigned
to the appliances by using their types and statuses. However, these models have
considered only a few of appliances used in the residential applications. A new
incentive-based residential demand response scheme is proposed in [27] which not
only achieve peak shaving but also improve the voltage proﬁle of feeder under dif-
ferent spatial distributions while considering the detailed models of a wide range
of appliances. However, there are some lacks of automation in the approach as
proposed in [27].
There are some existing literature which show the automation of demand re-
sponses (DRs). Based on the literature as presented in [28], the automation level
of DRs can be categorized into three types such as manual, semi-automated, and
fully automated. Among these DRs, the fully automated is admired by most of the
customers which come along with a home energy management system (HEMS). The
operation and scheduling of home appliances are controlled by the HEMS according
to the demand. Considering the types of loads and the necessity of DR programs,
various algorithms and strategies are proposed in [29–33]. The approaches as pro-
posed in [32,33] show the reduction in energy consumptions through the scheduling
of best appliances. Diﬀerent hardware applications of HEMS are suggested in [34,35]
with a similar purpose as discussed in [29–33], i.e., prioritizing the loads. However,
there are some concerns with the approaches as discussed in [29–35] and these con-
cerns are mostly related to some speciﬁc appliances such as coﬀee makers, lighting,
refrigerators, and some other plug in loads though these appliances have very lit-
tle inﬂuences on the overall energy consumption of households. Moreover, such
scheduling may subject to the operational time-delay of each appliance. A series of
papers [23, 36–38] addresses this time-delay issue and proposes realistic algorithms,
communication infrastructures, and hardware demonstrations of real-time DRs.
The load scheduling approaches for diﬀerent residential applications so far dis-
cussed in the literature of this chapter mainly focus on various optimization tech-
niques which have diﬀerent problems such as the formulation of actual cost functions,
the consideration of RESs, and BESSs. A dynamic programming approach is used
in [39] to schedule the power consumption of a single house with a view to minimize
the cost. The exciting problem of supplying renewable energy to customers who are
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ﬂexible in their consumptions is investigated in [40,41]. However, this ﬂexibility does
not reﬂects the actual behaviors of customers as the customers want to utilize the
energy whenever they require. The optimal allocation of renewable energy sources
for demand-ﬂexible customers is proposed in [41] by considering a real-time pricing
environment with the aid of dynamic programming while a Lyapunov optimization
based method is proposed in [40] to solve the similar issues. Some optimal energy
selling strategies are proposed in [42] for unpredictable wind production into the
energy market. However, the utilization of wind energy in a microgrid is very rare.
The role of dynamic pricing which plays in optimal demand response is addressed
in [43] and the optimal control decision to maximize social welfare is analyzed in [44].
However, most of these optimization techniques consider either only one household,
or assume perfect future information and do not consider on-site distributed genera-
tion and energy storage. And the integration of on-site distributed generators (solar
PV systems) and BESSs is considered in [45]. However, an energy management
system (EMS) is required to eﬃciently manage the integration of RESs and BESSs
into the microgrid.
Based on current research on EMSs, it is found that the residential consumers will
deal with the utilities through the demand side management (DSM) by shifting loads
during high PV periods and reducing demands during peak tariﬀ time. Although this
approach sounds promising but unfortunately this cannot provide fruitful solutions
as the house remains empty during the peak solar periods. Also the number of
ﬂexible appliances is very limited and costly compared to other available options as
these are not necessarily used on a daily basis (e.g., the washing machine). Thus for
the local consumption of a residential house, it is logical to argue that the generation
from PV units can signiﬁcantly be increased with the deployment of a BESS, and
some payback analyses are required which is carried out in [46, 46].
A Monte Carlo framework is used in [46] to calculate the distributions of possible
future cash ﬂows due to diﬀerent sources of uncertainties while utilizing solar PV
units. In [46], three factors such as equipment warranties, system performance
guarantees, and long-term contracts with electric service providers; are considered
in order to reduce the investment uncertainties on PV systems for the customers .
However, the relative eﬀectiveness of investment risk reducing methods varies from
region to region and the integration of BESSs reduces the risk on investments. The
installation of BESSs with the existing solar PV systems provides both economic
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and technical beneﬁts to the residential customers [46]. The eﬀects of BESSs on the
usages of electricity during the peak hours by a residential customer is also discussed
in [46]. From [46], it is found that the amount of energy usage is signiﬁcantly
reduced during the peak hours after installing the BESS and also resulted in a
reduction of huge network arrangements. In such cases, the customer also gets
ﬁnancial returns by selling excess solar energy after fulﬁlling his/her own demand.
A real-time appliance scheduling scheme depending on conditional value at risk
which helps in deciding whether to consume at the current market price or to defer
the load for future usage at a reduced price, is proposed in [47] while considering
the stochasticity of market price, temperature, etc. A fuzzy rule based controller
is used in [47] to control the BESS. An economic analysis of PV and BESS for a
distribution feeder is provided in [48] but does not consider retail tariﬀ structures.
The inclusion of the BESS is considered in [46, 49] as a starting point to analyze
paybacks for residential customers. However, the approaches as proposed in [46,49]
do not provide a generalized framework which can analyze cost and beneﬁts of
customers under diﬀerent tariﬀ schemes as these are necessary to consider from
the point of view of diﬀerent customers under diﬀerent retail structures, e.g., ﬂat,
time-of-use, and feed-in tariﬀs.
A signiﬁcant amount of attention has been paid to address the challenges of power
sharing among neighbors in a microgrid [50, 51]. A Lyapunov-based cost minimiza-
tion algorithm (LCMA) as proposed in [45] considers both the energy management
and demand management decisions. In [45], a decentralized approach is proposed
to implement the LCMA as well as to keep privacy of residential consumers. The
approach as presented in [45] shows that the average total energy cost for house-
holds within a smart community is signiﬁcantly reduced. A load shaping approach is
proposed in [52] which considers energy storage and dynamic pricing in smart grids
where the customers can decide their own charging or discharging policies. From
this strategy, the amount of load ﬂuctuations and energy cost can be signiﬁcantly
reduced. However, the decentralized approach is not capable of coordinating the
energy management of multiple houses in a microgrid.
A real-time distributed algorithm based on Lyapunov optimization framework is
proposed in [50] which aims to oﬀer an optimal schedule of charging and discharging
for each distribution system unit and to minimize the long-term operational costs of
the system. The algorithm in [50] is characterized over a wide range of parameters
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such as ﬁnite battery size constraints, battery degradations, the amount of time-
varying power imbalance, electricity prices, and the cost of using external energy
sources.
For a microgrid which consists of multiple houses equipped with renewable
energy-based distributed energy resource, a two directional transaction approach
is proposed in [51] where each household can sell extra energy back to the grid after
satisfying non-shiftable loads. In order to minimize the energy cost, the shiftable
loads can be shifted to the period when the electricity price is low. However, the
load shifting may not provide the desired solutions as some customers do not feel
comfortable to shift their loads even these are shiftable.
A centralized and distributed approach of exchanging intermittent energy among
diﬀerent houses in a local community is presented in [53] which is also tested in
both hardware and software platforms. In this framework, each house has a solar
PV unit along with a battery and exchanges power through an external DC bus.
An improved solar replacement ratio, reduced demand response ﬂuctuations and
AC grid consumptions are obtained through this analysis. Finally, a hybrid ap-
proach called open energy system (OES) is discussed in [53] which shows that the
OES provides improved solar replacement ratio through exchanging energy within
the community. However, the installation of a separate DC bus bar, in order to
share energy among neighbors, requires additional capital investment and subject
to approval from authority.
From the literature so far discussed in this chapter, it can be summarized that
there are some ongoing interests on the demand response and there are still signiﬁ-
cant gaps with the integration of solar PV units and BESSs. Though some excellent
research activities have been performed on load scheduling or load shifting for resi-
dential customers, the peak demands generally do not coincide with the solar peak.
Thus, it is necessary to investigate the BESS by incorporating with the EMS. More-
over, a single household cannot really go for energy independence without spending
a huge amount of money. However, the concept of energy sharing can be utilized by
sharing energy at a rate cheaper than the utility oﬀers when there is ample gener-
ation during peak solar periods to help poor parts of community or the community
members who are not willing to adopt RESs. This also helps the investors to maxi-
mize their proﬁt as they can sell at a rate greater than what the utility oﬀers as a
feed-in tariﬀ.
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Existing retail tariﬀs suﬀers from various challenges with the proliferation of re-
newable energy technologies to the power system. These challenges can be viewed
from the perspective of several parties involved with the existing retail structure.
These parties include customers, retail energy services providers (RESPs), distri-
bution operators, owners of distributed generation, electricity market regulators,
technology support providers, etc. The challenges in the existing market structure
can be summarized as:
• Diﬀerent preferences and requirements of customers
• Necessity of supporting automated retail energy management
• Acts of consumers as prosumers
• Needs for the management of load demands, BESSs, and energy production
from RESs
• Continuous requirements for managing peak loads
• Increase in ﬁxed energy costs as compared to variable costs
• Interfacing between registered training organization (RTO) and non-RTOmar-
kets
• Fixed distribution costs
• Shifting of costs due to distributed generation and net zero buildings
• Net metering which may increase cost shifts
• Complexities in tariﬀs
Hence, the existing energy market model cannot adequately address the chal-
lenges associated with the retail tariﬀ and a new market mechanism need to be
developed to foster cost-eﬀective solution with an aim to obtain nearly grid inde-
pendent solutions through microgrids. Moreover, current literature mainly focuses
on energy shifting or scheduling approach which may be applicable for certain large-
scale consumers in the industry but not suitable for general consumers. Moreover,
the uncoordinated scheduling might result in rebound peaks and the co-ordination
approach is computationally costly. This motivates the development of an energy
sharing framework and also formulation of an analytical approach as well as an
optimization framework for the cost-beneﬁt analysis.
1.2 Motivations for Current Research
From the above discussion, the issues related to improvements in price-based resi-
dential energy management can be summarized as follows:
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• With the declining cost of solar PV units and BESSs, more and more con-
sumers will want to participate in generating, storing, and trading energy, not
solely depending on the utility as is the case now-a-days but to their neighbors
on the other side of the road. Thus, this is a high time to develop technologies
to better manage energy that the houses produce or consume.
• The cost of BESSs is still very high, although dropped signiﬁcantly in re-
cent years, when considering the ﬁnancial capabilities of general residents in
a neighborhood. Hence, an eﬀective better management strategy need to be
incorporated with the EMS.
• A large amount of power is lost in the transmission system to bring the energy
from generating stations to highly dense remote load centers. The proactive
utilization and management renewable energy technologies have the potential
to reduce the loss as well as defer investments to upgrade transmission for
more capacity.
• The continual reduction, if not abolished completely, of feed-in tariﬀ causes
signiﬁcant ﬁnancial losses for residential customers in Australia which neces-
sitates developing pragmatic open energy sharing platform.
• With the ever inclining price of electricity and increased demand of minimiz-
ing fossil fuel consumptions, it is necessary to investigate ways to promote
environment friendly green energy generation at the consumer level.
• When a residential consumer considers investing on renewable energy projects,
certain cost-beneﬁt analyses are vital which accommodate diﬀerent investment
options and retail tariﬀ structures. Hence, a generalized economic beneﬁt
assessment framework needs to be developed.
• Load curtailment or load shifting techniques have been widely used in response
of pricing signals from utilities which have signiﬁcant impact to manage the
stress but also results in major discomforts for residential consumers. Thus, an
alternative price-based energy management technique for residential customers
needs to be devised.
• In response to dynamic pricing signals from utility, customers are tempted to
opportunistically schedule their appliances at a later time when the prices are
comparatively lower and thereby, giving rise to a rebound eﬀect. To address
this issue, an EMS need to be developed which must be capable of coordinating
various consumers within a neighborhood.
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• Multi-faceted transactive energy market need to be developed that addresses
the need of consumers being able to procure energy at a competitive rate
while providing credible business model for producers making them interested
to invest in the open energy market.
• Large-scale adoptions of solar PV units in the residential area cause ﬂuctua-
tions of voltages across the distribution feeder. Thus, the utilization of BESSs
will help to eliminate these ﬂuctuations while improving grid independencies.
1.3 Contribution of this Thesis
This thesis is mainly aimed to develop a generalized power sharing framework
through a hierarchical EMS in an open energy market which will allow to achieve
the grid independency by utilizing RESs. This thesis also discusses the advantage
of energy sharing rather than selling the excess energy back to the grid at a nominal
feed-in price. The proposed framework provides diﬀerent investment opportuni-
ties to consumers through the cost-beneﬁt analysis under diﬀerent tariﬀ structure.
The proposed energy sharing mechanism is focused to improve payback periods for
residential consumers and is tested using real demand and weather data for an Aus-
tralian neighborhood. Both analytical and optimization techniques are developed
to conduct the analysis. The major contributions of this thesis can be summarized
in the following subsections:
1.3.1 Rule-based transactive energy management of a single residential
house
• Investigating tariﬀ structure and scope of innovative solutions to meet grid
independency and increase renewable energy penetration in existing retail en-
ergy market.
• Exploring costs and pricing trends of purchasing solar PV units, inverters, and
BESSs for residential usage.
• Analyzing economic beneﬁts and grid independency of utilizing solar PV units
and BESSs from the perspective of residential consumers.
• Establishing a generalized cost-beneﬁt analysis framework for single house
with a PV unit or both PV units and BESSs which aids customers to make
decisions before investing on renewable energy projects.
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• Conducting case studies for diﬀerent sizes of PV units as well as combination
of both PV units and BESSs to get insights into the most proﬁtable and grid
independent solutions for a single residential customer.
1.3.2 Rule-based hierarchical transactive energy management of
residential microgrids
• Developing a generalized power sharing scheme for a microgrid with diﬀerent
houses and incorporate the distinct behaviors of the consumers.
• Developing a hierarchical residential EMS incorporating diﬀerent categories of
households to share beneﬁts of excess energy and to reduce energy poverty
within the microgrid.
• Identifying key operating modes of diﬀerent EMSs to ﬁnd out diﬀerent times
in a day need to be carefully investigated for better management.
• Proposing a new energy sharing idea along with concrete analytical proofs
of economic beneﬁts for neighbors with diﬀerent new technology adaptation
capabilities.
• Recommending priority-based distribution of surplus energy to accommodate
consumers with diverse ﬁnancial capabilities within the microgrid and take
part in community level innovative energy management projects.
• Scrutinizing energy sharing scenarios among neighbors to identify the best
energy sharing option in terms of economic beneﬁts and grid independencies.
1.3.3 Optimization framework for transactive energy management in
microgrids
• Designing linear programming-based EMS for the energy management of dif-
ferent houses and thereby providing an opportunity to utilize solar PV units
and BESSs in order to maximize ﬁnancial beneﬁts.
• Providing a bi-level linear programming based optimization framework to ef-
fectively manage energy excess and shortage within the neighborhood to reduce
pressure on the main grid.
The proposed open energy market in a residential neighborhood setting, to share
beneﬁts of excess renewable energy, is tested through simulations and the simula-
tions are conducted in MATLAB. The proposed approaches are applicable to any
residential microgrid and simulations are carried out on a small microgrid with nine
houses by considering the demand [54] and weather data [2] of typical Australian
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households for a year incorporating seasonal variations in both demand and solar
insolation.
1.4 Thesis Outline
This section is aimed to provide an outline of the full thesis and the overall content
of the thesis is as follows:
Chapter 1 provides the background to this thesis including the motivations,
contributions, and thesis outline.
Chapter 2 deals with the energy management issue of a single house after diﬀer-
ent operating conditions along with diﬀerent tariﬀ structures. The total investment
cost is considered by considering a house either with solar PV units or solar PV
units along with BESSs. The representative retail level utility tariﬀs such as ﬂat-
rate, time-of-use rate, and feed-in tariﬀs are explored to ﬁnd their impacts on the
electricity bills of residential customers. Several economic measures such as simple
payback, payback considering time value of money, i.e., interest rate, net present
value, and levelized cost of energy are analyzed in the case of investing in small-
scale residential renewable energy projects. In summary, a generalized cost-beneﬁt
analysis framework is proposed for a single house owner which would help to make
decision before investing on small-scale residential renewable energy projects.
Chapter 3 presents a generalized analytical power sharing framework in a resi-
dential microgrid with diﬀerent types of houses where the houses are categorized into
three distinct types: traditional, proactive, and enthusiastic. These categorizations
are mainly done based on the adoption of solar PV units and BESSs by the houses
within the microgrid. The power sharing framework works based on a hierarchical
EMS which has three layers: primary, secondary, and tertiary. The intelligences
of all these EMSs are also discussed in this chapter along with a generalized cost-
beneﬁt analysis. The cost-beneﬁt analysis is conducted by reﬂecting the behaviors of
diﬀerent consumers within the microgrid through the incorporating of diﬀerent tariﬀ
structures. Finally diﬀerent practical operating scenarios are considered to validate
the applicability of the proposed analytical framework on a residential microgrid.
Chapter 4 concentrates on the formulation of optimization problems by con-
sidering a bi-level (lower and upper) approach to provide solution for energy man-
agement. A linear programming approach is used in both upper and lower level
to further validate the proposed analytical approach in Chapter 3. In the lower
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optimization, the main emphasis is given to ﬁnd out the best way to utilize solar
PV units for proactive houses and both solar PV unis and BESSs for enthusiastic
houses while minimizing the overall costs. The use of LP approach allows enthusi-
astic houses to manage BESSs in a much eﬃcient way as compared to that of the
analytical approach. The upper level optimization is used to optimally share the ex-
cess energy among the houses within the microgrid and at the same time, purchase
the shortage energy with the minimum expenses. The upper lever optimization also
considers the deﬁned priorities for sharing energy among the houses to share the
beneﬁts of excess energy as an optimization problem.
Chapter 5 contains concluding remarks as well as recommendations for future
research activities.
Chapter 2
Transactive Energy Management for a
Single Residential House
2.1 Introduction
Utilities around the world have been adopting various demand side management
(DSM) programs since the last century with the objectives to balance the supply-
demand variation as well as to avoid building new generation and transmission
facilities for meeting the peak demand [55,56]. Several utilities have employed direct
load control (DLC) strategies and some have developed exciting dynamic pricing
plans (DPPs) [45, 57] to encourage consumers through changing their consumption
patterns.
2.1.1 Background
Generally, the DLC is performed by utilities to schedule the heavy energy con-
sumption of consumers who are subjected to load shedding constraints within a
neighborhood for a ﬁnite time-horizon [58]. For implementing the DLC, a utility
may install smart switches on customer premises which can turn oﬀ some of the
high energy consuming appliances during the peak-demand period [59–61]. Some
customers, however, may not ﬁnd themselves comfortable with the loss of control
that occurs in the DLC and prefer some alternative measures. Various pricing plans
developed by utilities encourage consumers to take the charge of scheduling their
loads in response to peak-demand periods. Here, individual decisions are made to
schedule the appliances based on the current price and some partial information
about future prices.
Diﬀerent DPPs include time-of-use (ToU), critical peak pricing (CPP), real-time
pricing (RTP), etc [31, 45, 62, 63]. The customers are encouraged to reap ﬁnan-
cial beneﬁts by utilizing incentives oﬀered with these electricity pricing plans. At
the same time the consumers are also encouraged to eﬃciently manage the energy
consumption while attempting to ﬂatten the overall load proﬁle. The ToU pricing
strategy oﬀers diﬀerent ﬁxed prices during the day which encourages consumers to
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shift their demands from peak periods to oﬀ-peak and shoulder hours [64]. Sim-
ilar to the ToU tariﬀ, the CPP sets very high price for using energy during the
designated critical peak periods [32, 65]. The real-time pricing oﬀers dynamically
changing price of electricity which reﬂects the volatility in the wholesale energy
trading market and thus, encourages consumers to adjust their demands according
to the cost of supply [56, 66, 67].
The above-mentioned DPPs are beneﬁcial for both the customer and utility.
From the perspective of customers, they can be beneﬁtted through signiﬁcant cost
savings when they schedule their appliances to operate during the oﬀ-peak period
for which the price of electricity is comparatively cheaper [68, 69], however, energy
scheduling always results in customer discomfort. From the utility perspective, these
pricing plans can protect the grid from the risk of outages, increase the utilization,
and improve the reliability of the grid by reducing the peak-to-average ratio of
electricity demand [70] at the price of increased communication overload.
The success of DPPs, in fact, heavily relies on the customers’ actual responses to
the time-varying prices. It is generally troublesome and non-feasible for consumers
to keep changing consumption patterns according to the retail tariﬀ manually. To
achieve the full economic beneﬁt of DPPs, the consumption scheduling therefore
needs to be automated where appliances are equipped with an automatic price-
aware scheduling mechanism that requires minimal action from the consumers.
Moreover, many households across the globe have been installing solar PV system
over past few years, motivated by generous gross proﬁts and net state government
feed-in-tariﬀ schemes along with other ﬁnancial incentives. The reasons behind pro-
moting these motivational schemes are to reduce the transmission and distribution
system losses and environmental pollution. Additionally, the rapidly declining cost
of BESS has been attracting some houses to install BESS in order to better manage
and control the solar PV system for domestic usages. In this situation, the problems
become more complicated from the point of view of energy management. A resi-
dential energy management system (REMS) is necessary for the eﬀective utilization
of energy generated from solar PV and better management of BESSs. Operation
and control of a hybrid wind, fuel cell, and BESS system is presented in [71] show-
ing diﬀerent operating modes of the energy management depending on wind, load
condition, and operating limits of the BESS.
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A REMS can be implemented for several beneﬁts such as reduction in power
consumptions, reduction in power generation from conventional generators, maxi-
mization of power system reliability, reduction of overloading, and so many to be
mentioned. The objective of REMS is to improve the operational eﬃciency of the
residence which can be achieved by proper coordinated and optimized operation of
various energy sources and loads. However, there are many challenges and diﬃcul-
ties in designing well-coordinated REMS which need to be addressed. At ﬁrst, the
operation of diﬀerent types of devices and energy sources are coupled and these re-
quire better coordination. Secondly, the high uncertainties of solar irradiances and
load demands need to be considered.
The REMS should be designed in such a way that it can provide automated and
optimized operations of responsive electrical loads with minimal human interactions.
Previously, the residential consumers only consumed energy and in recent years,
these consumers are producing electricity with the integration of solar PV systems
on their premises. Thus, the REMS should have the capability of producing a
dispatch or operating schedule of several residential equipment depending on the
current supply-demand and price-weather conditions. After fulﬁlling the demands of
residential consumers, the excess energy needs to be either stored or sent back to the
power grid. Therefore, the REMS should also have the features to communicate with
the distribution system (DS), battery energy storage systems (BESS), or utilities for
selling the excess power. In this way, the REMS will reduce the stress on the existing
power grid through the proper management of energy generated from the solar PV
system. An autonomous demand side management approach depending on peer-to-
peer communication among consumers and the utility is presented in [31] based on
game theory where each user need to apply the best response to current generation
and price during any operating interval.
2.1.2 Literature review
Initially, attempts for solving the energy management problems in smart houses are
dealt with optimization models. A power management approach with multiple pri-
mary renewable energy sources: wind generator and solar PV generator along with
secondary fuel cell system to be used as a backup is presented in [72]. A linear pro-
gramming method is used in [73] to model real-time demand response considering
uncertainties and two-way communications between customer and the utility. The
model as proposed in [73] can be used for energy management system in case of a
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house or a small industry. The scheduling problems of energy supplies to a building
are addressed in [74] with the objective of minimizing the overall electricity and gas
costs while satisfying energy balance and operational constraints. In [74], the uncer-
tainties are captured by scenario tree method. An appliance commitment problem
is formulated in [32] by considering consumers’ comfort setting as a constraint where
the main target is to minimize payments or maximize comforts. The model as pro-
posed in [32] is solved by using a two-step linear-sequential-optimization approach
and used to foresee the function of appliances (e.g., water heater) over the schedul-
ing time horizon by using forecast of pricing, thermostat settings, and the features
of the water heater. However, these models fail to address energy management for
customers who have diﬀerent characteristics.
Consumers in a neighborhood have diﬀerent levels of ﬂexibilities and these ﬂexi-
bilities have diﬀerent values in a community due to ﬂuctuating wholesale electricity
prices. A mixed integer linear programming approach of stochastic and robust
optimization for energy management is proposed in [66] where the appliances are
categorized into four types such as deferrable, non-deferrable, interruptible, and non-
interruptible. Monte-Carlo simulations are conducted for various cases to minimize
the electricity cost in the stochastic optimization as well as controlling the ﬁnancial
risks associated with price uncertainties. Robust optimization technique considers
diﬀerent intervals for price uncertainties in order to minimize the worst-case elec-
tricity payment. An aggregated load scheduling approach of deferrable loads in a
neighborhood is proposed in [59] to achieve a certain load proﬁle with some ﬁnancial
beneﬁts. In [59], the aggregator decides on the start time of deferrable loads and let
them ﬁnish the job rather than interrupting the process. The job of the aggregator
is to meet an overall objective of reducing energy cost by scheduling demands and
utilizing renewable energy resources. A dynamic incentive scheme is proposed in [61]
to encourage customers for participating in direct load scheduling which utilizes a
clustering approach for grouping consumers based on demand ﬂexibility. Although
the load shifting or curtailing techniques provide some ﬁnancial incentives to the
consumers for the inconveniences caused, they often signiﬁcantly compromises the
comfort level.
The use of BESSs as standalone storage or along with other sources is demon-
strated to be beneﬁcial in residential energy management since BESSs can be utilized
to supply the mismatch between load and generation without the need for shifting
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or scheduling appliances. A rule based control of BESS for solar or wind power
smoothing is presented in [75] with the objective of making renewables dispatch-
able. As a prerequisite of ﬁnding optimal size of hybrid wind energy and BESSs for
residential consumers, a rule-based energy management system (EMS) is discussed
in [76]. Two sets of decision rules are obtained in [76] for maximizing the potential
beneﬁts available in a smart home where the ﬁrst set of rules manages electricity
generation, consumption, and storage while the second set decides about energy ar-
bitrage with the grid. A quota-based energy management system is proposed in [77]
to shape load proﬁle at the utility level while providing ﬁnancial incentives to con-
sumers for adhering to the quota. The BESS can be utilized to charge energy when
the load demand is less than the quota while the BESS is discharged during the
period of high energy demand to avoid penalty pricing. The optimal dispatch prob-
lem of distributed energy resources (e.g., fuel cell, combined heat and power, and
BESS) of an integrated hybrid thermal residential energy system is solved in [78].
The solution in [78] provides a look up table for the optimal operation of resources
in order to minimize the total operating cost while considering the electricity price
and eﬃciency of BESS. The use of BESS along with PV units to improve the energy
eﬃciency is implemented in [79] which claims the necessity of a reduced weather
forecasting module while considering PV generations, demand proﬁles and electric-
ity price. The EMS charges the BESS during the nighttime to take advantage of
low electricity price and during daytime to suppress large voltage variations caused
large penetration of renewables. A home energy management model based on mixed-
integer linear programming approach is proposed in [67] where the main objective
is to provide a cooperative assessment of dynamic pricing- and peak power limiting-
based demand response schemes by combining two-way communication abilities of
electric vehicle (e.g., V2G and V2H) and BESS along with renewable generation
system. A linear programming method is presented in [80] for scheduling EV charg-
ing under static scenarios where the aggregator does not know the arrival time of
EVs in advance. The energy arbitrage capacity of BESS is explored in [81] using a
forward dynamic programming algorithm. A distributed optimization technique for
frequency regulation utilizing EVs is proposed in [82]. Though these works discuss
about the intelligent techniques of energy management but do not provide compre-
hensive cost-beneﬁt analysis.
Apart from the mainstream research of energy management using rule-based or
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optimization-based approaches, several other energy management techniques also
gain signiﬁcant attentions in recent years. A customer-side energy-scheduling prob-
lem is formulated in [39] as a Markov decision process by incorporating forecast of
future electricity prices. The scheduling approach in [39] incurs signiﬁcant cost sav-
ings by ﬁnding decision thresholds of interruptible and non-interruptible load groups
under deadline constraints. The importance of wireless sensor networks in energy
management system is demonstrated in [30] which shows that a wireless sensor net-
work enabled energy management system decreases energy expenses, contributions
to peak loads, carbon emissions while providing similar cost savings when compared
to an optimization-based model. The main advantage of the proposed framework is
additional ﬂexibilities in communication between the controller and the consumer.
The other advantages are the increased packet delivery ratio, less delay, and jitter
improvements with reduced packet size. A real-time bidding approach for consumers
in an open retail electricity market is presented in [83] where the consumers engage
in bidding for receiving incentives from the utility by shedding loads. The win-
ning bidders receive incentives while the loosing ones gets electricity supply at the
pre-speciﬁed rate determined by the day-ahead electricity market. The cost-beneﬁt
analysis and optimal sizing of residential wind and solar photovoltaic systems along
with BESSs are presented in [84] and in [85] for microgrid, however, these do not
provide any generalized framework for residential consumers considering diﬀerent
tariﬀ structures.
The economic analysis of distribution systems with PV and BESS is carried out
in [48] with three diﬀerent investment plans for utilities where plans are a) use BESSs
only, b) use BESSs along with PV units for emergency management only, and c)
full PV-BESSs support to manage demand. A sensitivity analysis is also conducted
in [48] to investigate the impact of important parameters. In [86], the economic
and environmental eﬀects for installing solar PV units along with a diesel-electric
power system in a rural area are explored for three diﬀerent cases: i) diesel only,
ii) diesel-BESS, and iii) PV with diesel-BESS. The issue of network management
is tackled in [87] by employing PHEVs to absorb excess power from PV sources
in an extra-high voltage network. The combined management of generation and
demand is shown in [87] to improve the energy utilization signiﬁcantly resulting in
investment proﬁts.
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2.1.3 Contribution of this work
The literature as presented in [48,86,87] provides an idea of conducting cost-beneﬁt
analysis and investment deferral from the perspectives of utilities. But when con-
sumers invest a signiﬁcant amount of money on solar PV systems and /or BESSs,
they think about the return from their investments and grid independence which
have been overlooked in most of the existing literature and require further attention.
For this purpose, the cost-beneﬁt model must be very comprehensive in accommo-
dating diﬀerent tariﬀ structures, i.e., it needs to be generalized to reject available
alternative retail electricity pricing options and at the same time, it must not be
very complex for layman understanding. Hence, a comprehensive cost-beneﬁt anal-
ysis framework is proposed in this chapter that will aid consumers to make decision
for adopting renewable energy technologies or to choose energy from alternative
pricing options.
This chapter discusses the energy management issue of a single house in a resi-
dential area and the impact of adopting renewable energy technologies, e.g., solar PV
systems as well as BESSs on electricity bills. Since the main aim is to provide a cost
eﬀective solution through the adoption of an energy management systems (EMS),
an analytical approach is ﬁrst developed for a single house by considering existing
tariﬀ structures in Australian context. In the following, the proposed cost-beneﬁt
analysis through a residential energy management system (REMS) is discussed in
details.
2.2 Cost-Beneﬁt Analysis Approach in REMS for a Single
House
This section provides a generalized cost-beneﬁt analysis framework for a single resi-
dential house. To quantify the economic beneﬁts of renewable energy resources, it is
essential to calculate total investment cost, represent utility tariﬀ structure in a gen-
eralized form, and analyze the annual cash ﬂow. The annual cash ﬂow includes costs
for operations and maintenances, earnings from selling excess energy, and expenses
incurred to purchase energy. From these variables, various economic measures such
as simple payback period, net present value, discounted payback period, and lev-
elized cost of energy can be calculated to justify the investment decisions. In the
following, each of these parameters and measures are described in details.
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2.2.1 Calculation of total investment cost
The capital cost of solar PV systems (CPV ) involves the costs of solar panel modules
(CM) and inverter (CI) and therefore, the total investment on solar PV units can
be written as:
CPV = CM + CI (2.1)
Various cost models for solar PV are available in the literature [2, 88]. Simple
linear cost models of solar PV is considered in this thesis [88], which relates size of
PV with cost using a linear factor. The cost of solar panel module depends on the
ratings of the modules (RM ) and inverters (RI). Thus, the total investment on solar
PV systems can be represented as [88]:
CPV = ρMRM + ρIRI (2.2)
where ρM represents the per unit cost for the solar panel module in $/kW , and ρI
is the per unit cost of the inverter in $/kW . If the BESS is used with the solar PV
system, the costs of batteries, as represented by equation (2.3), need to be added
with the total costs. The capital cost for the BESS can be represented as [88], chosen
from alternative pricing models of BESS [2, 88]:
CBESS = ρPRBESS,P + ρERBESS,E (2.3)
where RBESS,P is the peak power rating of the BESS and RBESS,E is the energy
rating of the BESS while ρP and ρE are the per unit power and energy cost of the
battery in $/kW and $/kWh, respectively. When a house installs both the PV and
BESS, the total cost can be represented as:
CT = CPV + CBESS = ρMRM + ρIRI + ρPRBESS,P + ρERBESS,E (2.4)
The cost-beneﬁt analysis requires the information related to the tariﬀ and the
tariﬀ structures are discussed in the following subsection.
2.2.2 Tariﬀ structures
If a residential house with a solar PV and/or BESS has shortage of energy, it is
essential to purchase energy and the house will sell energy when there will be excess
energy after fulﬁlling its own demand. Energy can be either purchased from the grid
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Figure 2.1. Diﬀerent retail electricity tariﬀs
or sold to the grid at a rate ﬁxed by the utility which can be ﬂat rate or time-of-use
tariﬀ. In case of ﬂat rate, the price remains constant throughout the day, i.e., ﬂat
rate is independent of time which can be deﬁned as rFT . On the other hand, the
time-of-use tariﬀs can be represented by considering three diﬀerent time windows in
a day and can be expressed as:
rTU(Δt) =
⎧⎪⎪⎨
⎪⎪⎩
ro, Δt ∈ To
rs, Δt ∈ Ts
rp, Δt ∈ Tp
(2.5)
where rTU represents the time-of-use, Δt is the fraction of time, ro is price for
electricity during the oﬀ-peak period To, rs is price for electricity during the shoulder
period Ts, and rp is price for electricity during the peak period Tp.
The feed-in tariﬀ oﬀered by utility is a rate at which the consumers can sell excess
energy to the grid and can be represented as rFD. This feed-in tariﬀ is usually a
ﬂat rate, however, it can be time-varying as well. When the feed-in tariﬀ will be
time varying the windows for diﬀerent times will be similar to that of ToU tariﬀs as
represented by equation (2.5). Fig. 2.1 shows diﬀerent tariﬀ structures from where
it can be seen that the ﬂat rate and feed-in tariﬀs are constant though the latter is
negative as the consumers are paid. However, the feed-in tariﬀ will not be the case,
as shown in Fig. 2.1 (c) when it is time varying. The ToU tariﬀ is shown in Fig.
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2.1 (b) where three diﬀerent rates in (2.5) are represented over a period, red bars
representing peak price periods, yellow bars representing shoulder price periods, and
cyan bars representing oﬀ-peak price periods. By the way, the time varying feed-in
tariﬀ looks similar to that of as shown in Fig. 2.1 but negative. Using these tariﬀ
structures, the energy utilization from solar PV and BESSs as well as economics of
evaluation of investments are discussed in the following sections.
2.2.3 Energy utilization from solar PV and BESSs
For a house equipped with the solar PV system only, the savings are incurred as
the energy generated by the solar PV is utilized to meet the energy demand of
households. If a house installs BESS, the excess energy will be stored into the
BESS and then discharge to meet the load demand. Thus, the energy used from the
BESS should also be counted as a part of the saving from the utilization of solar
PV systems. The monetary value of energy savings or the utility of energy savings
U(EU) during any time-interval (Δt) depends on tariﬀ structures of the household
(e.g., ﬂat or time-of-use) and the amount of energy utilized from the renewables.
Let any particular house during a time interval (Δt) is equipped with technology
solar PV system only utilizes EU kWh amount of energy. If the house is contracted
with the utility in ﬂat rate rFT the utility of energy savings can be quantiﬁed as:
U(EU,FT (Δt)) = rFT ×EU (Δt) (2.6)
which is basically the savings incurred by reducing energy purchase from the grid.
In the case of a time-of-use rate rTU , the utility of energy savings is represented by:
U(EU,TU(Δt)) = rTU(Δt)× EU(Δt) (2.7)
which can be further elaborated as:
U(EU,TU(Δt)) = ro(Δt ∈ To)×EU(Δt ∈ To)
+ rs(Δt ∈ Ts)×EU(Δt ∈ Ts)
+ rp(Δt ∈ Tp)× EU(Δt ∈ Tp)
(2.8)
where Δt is a time-interval which may include oﬀ-peak, shoulder, or peak.
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In general, the energy savings utility can be represented as:
U(EU (Δt)) = α× U(EU,FT (Δt)) + (1− α)× U(EU,TU(Δt)) (2.9)
where α is a switching factor between ﬂat rate and time-of-use tariﬀs. If α = 1,
the customer is in ﬂat rate tariﬀ whereas α = 0 indicates that the customer is in a
time-of-use tariﬀ. The following section is used to present economic evaluations of
investing in residential renewable energy project.
2.3 Economic Evaluations of Investments on Solar PV and
BESSs
When the consumers invest a signiﬁcant amount of money on solar PV units and
BESSs, the rate of return is the most important issue to them along with other risks
involved such as: inter-annual solar variability, reduction of utility tariﬀ, operation
and maintenance costs etc. [89]. The economic values of installing solar PV and
BESSs can be characterized through the following measures:
• Electricity Bill
• Simple Payback Analysis
• Net Present Value
• Discounted Payback Analysis
• Levelized Cost of Energy
Some of these economic measures consider the time values of money while others
do not count. For example, electricity bill and simple payback do not consider
time value of money but the remaining three measures (such as net present value,
discounted payback analysis, and levelized cost of energy) consider the time values.
As the cost-beneﬁt analysis is signiﬁcantly aﬀected by these measures, a detailed
explanation of these measures has been provided into the following subsections:
2.3.1 Electricity bill
Let’s consider the load demand of a typical house which does not have any solar PV
or BESS during any particular interval Δt is EL. This house must purchase energy
from the grid to meet the load demand and the prices for the electricity are mainly
based on the contract with the utility. If the customer is under a ﬂat rate tariﬀ, the
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energy cost to meet the load demand during a time-interval (Δt) is
E(EL,FT (Δt)) = rFT × EL(Δt) (2.10)
Now if the household is under time-of-use tariﬀ structure, the energy cost for a
speciﬁc time-interval (Δt) can be expressed as
E(EL,TU(Δt)) = rTU(Δt)× EL(Δt) = ro(Δt ∈ To)×EL(Δt ∈ To)
+ rs(Δt ∈ Ts)× EL(Δt ∈ Ts) + rp(Δt ∈ Tp)× EL(Δt ∈ Tp)
(2.11)
In general, the energy cost of any household without renewables depending solely
on the grid to meet their energy demand can be represented as
E(EL(Δt)) = α× E(EL,FT (Δt)) + (1− α)× E(EL,TU(Δt)) (2.12)
where α is the switching factor between ﬂat and time-of-use tariﬀ. When the value
of α = 1, it indicates that the customer is using the ﬂat rate tariﬀ whereas α = 0
indicates the customer is in the time-of-use tariﬀ.
Let the billing period of a customer comprises a total number of T time intervals.
Then the total bill for customers with no renewables can be calculated as
BillNR(T ) =
T∑
Δt=1
E(EL(Δt)) (2.13)
where BillNR(T ) represents overall electricity bill of the consumer when there is no
power supply from the renewable energy source for a period, T .
At this point, it has been assumed that the customers has installed a solar PV
system with the installed energy capacity (EG). If the energy generated from the
installed PV cannot meet the total demand (EL) of the customer, the amount of the
shortage energy must be procured from the grid. In this case, the energy shortage
will be EPG = EL − EG which is also the amount of energy to be purchased from
the grid. If this energy is purchased at a ﬂat rate, the expenses can be written as
follows:
E(EPG,FT (Δt)) = rFT × EPG(Δt) (2.14)
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where E(EPG,FT (Δt)) is the expenses for purchasing energy from the grid in ﬂat
rate tariﬀ. With the time-of-use rate, the expenses can be calculated as follows:
E(EPG,TU(Δt)) = rTU(Δt)×EPG(Δt) = ro(Δt ∈ To)×EPG(Δt ∈ To)
+ rs(Δt ∈ Ts)× EPG(Δt ∈ Ts) + rp(Δt ∈ Tp)×EPG(Δt ∈ Tp)
(2.15)
where E(EPG,TU(Δt)) is the expenses for purchasing energy from the grid in time-
of-use rate.
In general, the energy expenses utility can be represented as:
E(EPG(Δt)) = α× E(EPG,FT (Δt)) + (1− α)× E(EPG,TU(Δt)) (2.16)
If the generation (EG) from the solar PV is more than the total load demand
(EL), the excess energy ESG = EG − EL can be sold to the grid after meeting the
load demand. This excess energy is usually sold to the grid at a ﬂat rate which is
also known as feed-in tariﬀ (rFD). If the energy is sold in feed-in tariﬀ rate, the
earnings can be calculated as:
U(ESG(Δt)) = rFD × (ESG(Δt)) (2.17)
When the customer does not enjoy the feed-in tariﬀ scheme or do not have the
option for selling back the energy to the grid, the excess energy will be wasted.
Thus, the generalized form of earnings either by selling energy to the grid with
feed-in tariﬀ or wasting can be written as follows:
U(ESG(Δt)) = β × rFD × (ESG(Δt)) (2.18)
where β is feed-in tariﬀ switching factor. When β = 1, it denotes that the customer
is contracted to sell excess generation back to the grid and β = 0 indicates that the
customer does not have feed-in option.
Hence the electricity bill for customers with PV only over the billing period,
BillWG(T ), can be calculated as
BillWG(T ) =
T∑
Δt=1
[E(EPG(Δt))− U(ESG(Δt))] (2.19)
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Similarly, the electricity bill for the customers with generation (solar PV) and storage
(BESS), BillWS(T ) can be represented as
BillWS(T ) =
T∑
Δt=1
[E(EPG(Δt))− U(ESG(Δt))] (2.20)
The net savings (SWG(T )) for a period T after installing solar PV can be calcu-
lated as:
SWG(T ) = BillNR(T )− BillWG(T ) (2.21)
Similarly, the net savings (SWS(T )) for a period T after installing solar PV and
BESS can be calculated as:
SWS(T ) = BillNR(T )− BillWS(T ) (2.22)
With these savings, the payback analysis is discussed in the following subsection.
2.3.2 Simple payback period
The payback period is the time required to recover the investment on the renewable
energy project [90]. The investment costs includes the prices for solar PV systems
and BESSs. The payback period for PV owners can be calculated as:
PBPWG =
CPV
SWG(T )
(2.23)
and that of for PV and BESS owners can be calculated as:
PBPWS =
CPV + CBESS
SWS(T )
(2.24)
This is the easiest and simple measure of payback which does not consider time
value of money. In the following, the time value of money is considered to calculate
the payback period.
2.3.3 Net present value
The net present value (NPV) is a ﬂexible and important assessment for the payback
analysis of renewable energy projects [91]. The NPV gives current monetary value
of a potential renewable energy project investment by taking into consideration all
expenditures and savings incurred during the lifetime of the project. It converts all
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future costs and beneﬁts into present values and sums them up to get a NPV while
considering time value of money. The NPV can consider energy price escalation and
it is useful for comparing diﬀerent projects.
A project is economically viable if the NPV is positive. When comparing multiple
projects, the one with the highest NPV is the best option to make the investment
decision.
Let the cash ﬂow of the renewable energy project in year y is represented by
CF (y). If r represents the discount rate and Y is the lifetime of the solar PV, the
NPV can be represented as:
NPV =
Y∑
y=0
CF (y)
(1 + r)y
(2.25)
During the initial year y = 0 the cash ﬂow is the investment cost CT . Thus, equation
(2.25) will be modiﬁed as follows:
NPV = −CT +
Y∑
y=1
CF (y)
(1 + r)y
(2.26)
where the negative sign symbolizes the expenditure. From year y = 1 to the end
of the lifetime the annual cash ﬂows include the cost of operation and maintenance
(COM). Hence, the NPV can be represented as:
NPV = −CT −
Y∑
y=1
COM(y)
(1 + r)y
+
Y∑
y=1
CF (y)
(1 + r)y
(2.27)
Now the energy generated from the solar PV can be utilized to meet the residen-
tial demand as well as selling some energy back to the grid incurring net savings,
S(y). Finally, the NPV can be represented as
NPV = −CT −
Y∑
y=1
COM(y)
(1 + r)y
+
Y∑
y=1
S(y)
(1 + r)y
(2.28)
This NPV can be used to calculate the exact payback period which is discussed
in the following.
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2.3.4 Discounted payback period
The discounted payback period (DPP) is the required number of years to recover
the investment made on a renewable energy project by considering the discount or
interest rate [91]. It is the time where NPV is zero. Thus, for the DPP
−CT −
Y∑
y=1
COM(y)
(1 + r)y
+
Y∑
y=1
S(y)
(1 + r)y
= 0 (2.29)
2.3.5 Levelized cost of energy
The levelized cost of energy (LCOE) is a useful measure of economics in quantifying
the price of energy generated by the renewable energy project, i.e., the solar PV
system [90]. The LCOE is the implied price of energy generated by the solar PV
system. It can be represented by the following formula:
LCOE =
Lifetime Cost of Solar PV
Lifetime Energy Generated by Solar PV
(2.30)
Suppose, the lifetime cost of solar PV is 18000 AUD, and 10000kWh energy is
produced from the solar PV panel during its lifetime. So, LCOE becomes 18 AU
cents. Let the cash ﬂow of the renewable energy project in year y is represented by
CF (y) and the annual energy generated is represented by E(y). If r represents the
discount rate and Y is the lifetime of the solar PV, the LCOE can be represented
as:
LCOE =
∑Y
y=0
CF (y)
(1+r)y∑Y
y=1
E(y)
(1+r)y
(2.31)
The summation on the numerator of the above equation begins at y = 0 which is
the investment cost, i.e., CF (0) = CT . The values of future cash ﬂows are discounted
at a rate of r. The summation of the denominator starts at y = 1, which is the ﬁrst
year of energy production. Thus, equation (2.31) can be rewritten as follows:
LCOE =
CT +
∑Y
y=1
CF (y)
(1+r)y∑Y
y=1
E(y)
(1+r)y
(2.32)
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From year y = 1 to the end of the lifetime, the annual cash ﬂows include the cost
of operation and maintenance (COM). Hence, the LCOE can be represented as:
LCOE =
CT +
∑Y
y=1
COM (y)
(1+r)y∑Y
y=1
E(y)
(1+r)y
(2.33)
The LCOE can be compared with the utility cost to assess whether the solar PV
produces energy that is cheaper or costly than the energy purchasing cost from the
grid. If the solar PV generates electricity that is cheaper than the utility price, the
project is economically viable. Although the LCOE for the solar PV system cannot
beat the utility price, the renewable energy project may still be cost competitive
(e.g., the escalations of utility prices) as the LCOE calculation does not consider
the increases in future energy prices.
2.4 Cost-Beneﬁt Analysis of Existing Tariﬀ Structure for a
Single House in Australian Context
In this section, a cost-beneﬁt analysis is done based on Australian energy markets
by considering solar PV systems in residential applications. To do the analysis, the
following three tariﬀ structures are considered:
• Flat-rate tariﬀ
• Time-of-use tariﬀ
• Feed-in tariﬀ
In ﬂat rate tariﬀs, the electricity price rate is constant throughout the day irre-
spective of time. In Australia, it is varied from 20 c/kWh to 30 c/kWh and in this
research, 22 c/kWh is assumed as the ﬁxed ﬂat rate to do the cost-beneﬁt analysis.
There is some ﬂexibility in pricing for the customers who use time-of-use tariﬀs. In
Australia, there are diﬀerent time periods for which customers are normally being
charged. For example, the most commonly used time zones are peak and oﬀ-peak
periods for which the customers usually pay. For the purpose of cost-beneﬁt analysis
in this research, the peak and oﬀ-peak prices of electricity are assumed as 30 c/kWh
and 12 c/kWh, respectively. Recently, another time zone has been introduced in
Australian electricity market which is called shoulder period and this time zone lies
between the peak and oﬀ-peak period where the electricity prices are quite low, usu-
ally 20 c/kWh. In feed-in tariﬀ, the consumers are paid in a rate for feeding back
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Figure 2.2. Load proﬁles of a typical Australian house during various seasons
the electricity into the main grid from a designated renewable energy source such
as a rooftop solar PV system. In Victoria (an Australian state), the current feed-
in tariﬀ rate is 6 c/kWh, which is constant throughout the day. All these pricing
information are used to conduct the cost-beneﬁt analysis.
A typical Australian house is considered to do the cost-beneﬁt analysis whose
energy consumptions in various seasons are shown in Fig. 2.2. To meet the load
demand, the house is connected to traditional retail energy providers whose pricing
structures could be one of the cases as discussed earlier in this section. Furthermore,
the consumers may have a choice to install the solar PV units on their rooftops for
several reasons such as to meet their own load demands, become grid independent
energy consumers, reduce the costs of energy consumptions, etc. The prices of the
solar panels vary based on diﬀerent requirements of the customers who are keen
to install the solar PV units. In this cost-beneﬁt analysis, a solar PV unit with
capacity of 4 kW is used whose output power generation proﬁles over diﬀerent
seasons are shown in Fig. 2.3. For the considered house, a 4 kWh battery is
considered as storage, after investigating Australian energy storage market, which
an average Australian house can aﬀord.
With this information, the expected rate of return has been calculated for all
three tariﬀs by considering the integration of a 4 kW solar PV unit. These results
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Figure 2.3. Output power generation proﬁles of a 4 kW solar PV unit over various
seasons
Table 2.1. Expected return (AUD) from a 4kW solar panel
Tariﬀ
Summer Autumn Winter Spring Return
Dec-Feb Mar-May Jun-Aug Sep-Nov Days
Flat 1.25 0.75 1.20 0.95 9183
ToU 1.30 0.78 1.61 0.96 9020
Flat & Feed-in 2.43 1.18 1.45 1.79 5558
are shown in Table 2.1 where the rate of return is shown for diﬀerent time periods of
the year along with the total number of expected days to get back the full investment
on the solar PV unit. From Table 2.1, it can be seen that the combined ﬂat and
feed-in tariﬀ is the most eﬀective solution for obtaining the return in a quicker way.
Now let’s have a look on the electricity bills for the typical house under diﬀerent
tariﬀ structures. This will provide more insight to the consumers for the integration
of renewable energy sources. The REMS will have the capability to provide this
information to the customers who are interested to integrate solar PV units and/or
BESSs for their houses. In all tariﬀs, the following three scenarios are considered to
calculate the overall electricity bills:
• Without Renewables
• With the Solar PV Unit
• Combination of Solar PV Unit and BESS
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Table 2.2. Electricity bills (AUD) with ﬂat-rate tariﬀ
System Conﬁguration Summer Autumn Winter Spring
Without Renewables 248 207 343 212
With Solar 135 138 234 125
With Solar & BESS 89 84 182 72
Table 2.3. Electricity bills (AUD) with time-of-use tariﬀ
System Conﬁguration Summer Autumn Winter Spring
Without Renewables 228 190 332 197
With Solar 109 119 226 109
With Solar & BESS 54 52 155 44
Table 2.4. Electricity bills (AUD) with ﬂat-rate & feed-in tariﬀ
System Conﬁguration Summer Autumn Winter Spring
Without Renewables 248 207 343 212
With Solar 27 100 211 47
With Solar & BESS -32 36 146 -16
The electricity bills with ﬂat rate tariﬀ are shown in Table 2.2 for diﬀerent seasons
under diﬀerent scenarios as overshadowed earlier. From these bills, it can be seen
that the customers need to pay around AUD 212 during the spring when there are
no solar PV units in their premises. However, the bills are reduced to half when the
customer integrates only the solar PV unit and further reduced to one-third, when
they install both solar PV unit and BESS. Similar scenarios can be seen with the
same tariﬀs for other time periods as well.
When the time-of-use tariﬀ is used in residential applications, the amount of elec-
tricity bills will further be reduced which can be seen from Table 2.3. The electricity
bills signiﬁcantly reduce during the spring and summer as the solar irradiation is
more over these periods. From Table 2.3, it can also be seen that there are huge
reductions in electricity bills during summer and spring when the solar PV unit and
battery are used and the electricity is consumed in the time-of-use tariﬀ rate.
With the utilization of feed-in tariﬀ rates within the REMS, the electricity bills
are much lower when the only solar PV unit is integrated. Moreover, the consumer
earns some money during the summer and spring with the integration of the solar
PV unit and BESS. These scenarios are shown in Table 2.4.
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Based on the analysis of existing market structure, a proposal for grid indepen-
dent energy solutions which can be integrated into the REMS is discussed in the
following subsection.
2.5 Grid Independent Energy Solution for a Single
Australian House
With the ever increasing price of electricity and the declining cost of renewable
energy sources and BESSs together with the environmental beneﬁts, some houses
will look for complete energy independent solutions. With a view to minimize the
payback period for domestic energy investors, this section is aimed to look at current
market options, mechanisms, and possible approaches for the solutions to foster a
cost-eﬀective grid independency. Diﬀerent scenarios are considered to conduct a
thorough analysis for ﬁnding out the number of days required to achieve the beneﬁts
from the investments on renewable energy resources, especially solar PV units and
BESSs.
The following three scenarios are considered in order to obtain a grid independent
energy solution:
• Scenario 1: Standalone house with a solar PV unit and BESS
• Scenario 2: Grid-connected house with only a solar PV unit
• Scenario 3: Grid-connected house with both solar PV unit and BESS
The hourly generation and load data of a typical household is used for the analysis
with 8760 data points representing hourly energy generation and usage patterns are
shown in Figs. 2.4 and 2.5, respectively. The total yearly load demand of the house
is 5352 kWh. The PV generation data is calculated from the weather condition of
a Victorian location in Australia. Solar PV units with various sizes such as 3 kW,
4 kW, 5 kW, and 10 kW are used to match the demand of the house.
The grid independence can be quantiﬁed as follows:
Grid Independence =
Total Yearly Energy Savings
Total Yearly Demand
× 100% (2.34)
The cost parameters which are used to analyze these scenarios are provided in
Table 2.5, found from analyzing renewable energy market [1, 2] .
The aforementioned scenarios can be discussed by considering diﬀerent tariﬀ
structures, i.e., ﬂat rate and time-of-use as discussed in previous section. In this
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Table 2.5. Parameters related to investment costs [1, 2]
Notation Parameters Value in AUD
ρM Unit cost of solar PV module ($/kW) 1000
ρI Unit cost of inverter module ($/kW) 400
ρP Unit peak power cost of BESS module ($/kW) 700
ρE Unit energy cost of BESS module ($/kWh) 300
r Interest Rate (%) 4
YPV PV Lifetime (Years) 25
YBESS BESS Lifetime (Years) 10
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Figure 2.4. Hourly generation proﬁle of a 5kW solar panel in Melbourne Australia in a
year
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Figure 2.5. Hourly load proﬁle of a typical Australian house in a year
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Figure 2.6. Charging & discharging proﬁle of a 4 kWh battery with a 4 kW PV unit
section, the scenarios are analyzed based on the ﬂat rate tariﬀ structures as discussed
in the following:
2.5.1 Scenario 1: Standalone house with a solar PV unit and BESS
In this scenario, a standalone house is considered where it has been assumed that
the customer wants to install battery energy storage so that the amount of energy
shortage and wastage can be reduced. When there will be excess of energy from the
solar PV unit, the battery can be charged and the amount of energy wastage can
be reduced. The battery is charged from a level of 30% of its total state-of-charge
(SOC) as this is the minimum charge which needs to be maintained within a battery.
This situation can be explained through the following equations:
PG = PL + PC when PG > PL subject to 0.3RBESS < SOC < RBESS (2.35)
where PC is the power charged into the BESS during a unit time of operation.
In this scenario, only one BESS unit with a capacity of 4 kWh is used with varying
PV sizes. The charging and discharging proﬁles of 4 kWh BESS with 4 kW PV are
shown in Fig. 2.6. For this scenario, the simple payback periods are shown in Table
2.6.
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Table 2.6. Cost-beneﬁt for standalone house with solar PV & BESS unit
PV Size (kW) 3 4 5 10
BESS Size (kW) 4 4 4 4
Capital Cost ($) 8320 9760 11200 18400
Replacement Cost ($) 4528 4528 4528 4528
Energy Generated (kWh) 3128 4170 5213 10426
Energy Utilized (kWh) 2159 2408 2592 3039
Energy Wasted (kWh) 970 1764 2622 7388
Energy Shortage (kWh) 3193 2944 2760 2313
Grid Independence (%) 40 45 48 57
Bill Savings ($) 1177 1177 1177 1177
Payback Period (yr) 11 12 13 19
Net Present Value ($) 4602 2850 1097 -7665
Discounted Payback (yr) 17 20 23 N/A
LCOE ($/kWh) 0.28 0.24 0.21 0.16
The capital cost are signiﬁcantly more when the capacity of the solar PV unit
increases. Moreover, there is also a replacement cost of the BESS as the battery
lifetime is considered as 10 years. Hence, the BESS needs to be replaced in every
10 years and that of the PV unit in 25 years. Also, the grid independence increases
with the increase in the capacity of the solar PV unit. However, this particular
project with 10 kW solar PV and 4 kWh BESS is not ﬁnancially feasible because
of the negative NPV. In this scenario, the LCOE changes with the change in solar
PV size. Although, the LCOEs for the ﬁrst two projects with 3 kW and 4 kW solar
PV are slightly greater than the current utility rate, they may be attractive in the
long run when the electricity rate escalates. Moreover, there could be shortage and
excess of the energy as the house is a standalone one. Thus, similar analyses are
presented in the following.
2.5.2 Scenario 2: Grid-connected house with only a solar PV unit
In this case, the house is equipped with a solar panel which is also connected with
the distribution network. Moreover, the house has an intention to sell the excess
energy back to the grid and the amount of excess power which can be sold to the
grid is PSG.
From Table 2.7, it can be seen that the energy generated, utilized, and wasted
increase with the increase of PV sizes which is decreased for the case of energy
purchased. As a result, the grid independence and bill savings increase with the
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Table 2.7. Cost-beneﬁt for grid-connected house with solar PV unit
Size (kW) 3 4 5 10
Inverter Size (kW) 3.3 4.4 5.5 11
Capital Cost ($) 4320 5760 7200 14400
Energy Generated (kWh) 3128 4170 5213 10426
Energy Utilized (kWh) 1428 1607 1739 2077
Energy Sold (kWh) 1699 2563 3474 8349
Energy Purchased (kWh) 3923 3744 3612 3275
Grid Independence (%) 27 30 33 39
Bill Savings ($) 416 507 591 958
Payback Period (yr) 10 11 12 15
Net Present Value ($) 1241 911 470 -2558
Discounted Payback (yr) 18 21 23 N/A
LCOE ($/kWh) 0.11 0.11 0.11 0.11
increase of PV ratings. A generous payback period has been obtained for all cases
with the minimum of 10 years for the case of a 3 kW solar PV unit. All projects
are ﬁnancially attractive because of large NPVs. Discounted payback periods are
higher than the normal paybacks since it considers the time value of money and
provides more realistic estimate of the payback period. It is observed that payback
periods for all projects are within the lifetime of the solar PV except for the 10 kW
PV while making 3 kW, 4 kW, and 5 kW ﬁnancially feasible. The LCOE for all
projects are equal to 11 cents per kWh with slight variations which are ignored due
to rounding oﬀ. The LCOE is less than the nominal electricity rate of 22 cents per
kWh, making all the projects producing electricity at a rate which is cheaper than
purchasing electricity from the grid.
2.5.3 Scenario 3: Grid-connected house with both solar PV unit and
BESS
In this last scenario, the house has installed a battery along with the PV unit and
connected to the distribution grid as well and the capital costs are signiﬁcantly more
than the PV only scenario.
From the cost-beneﬁt analysis as shown in Table 2.8, it is also evident that this
option is not ﬁnancially viable for a single house as it has negative NPVs. This
is due to the increased cost of purchasing energy from the grid along with huge
investments in solar PV and BESS. Thus, a power sharing plan among diﬀerent
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Table 2.8. Cost-beneﬁt for grid-connected house with solar PV & BESS unit
PV Size (kW) 3 4 5 10
Inverter Size (kW) 3.3 4.4 5.5 11
BESS Size (kW) 4 4 4 4
Capital Cost ($) 8320 9760 11200 18400
Replacement Cost ($) 4528 4528 4528 4528
Energy Generated (kWh) 3128 4170 4170 10426
Energy Utilized (kWh) 2159 2408 2408 3039
Energy Sold (kWh) 970 1764 1764 7388
Energy Purchased (kWh) 3193 2944 2944 2313
Grid Independence (%) 40 45 45 57
Bill Savings ($) 533 636 636 1112
Payback Period (yr) 24 22 25 21
Net Present Value ($) -5459 -5602 -7354 -8680
Discounted Payback (yr) N/A N/A N/A N/A
LCOE ($/kWh) 0.28 0.24 0.27 0.15
houses need to be devised to make the BESS more attractive, which is discussed in
next chapter.
2.6 Chapter Summary
This chapter has dealt with the cost-beneﬁt analysis for a single residential house
looking for installing renewable energy technologies like solar PV and BESSs. An
extensive analytical framework has been developed to analyze the economic viabil-
ity on investing solar PV and BESSs. Several economic indicators are adopted to
provide prospective and/or current consumers an indication of the proﬁtability from
the investment on renewable energy technologies. Several case studies are performed
to assess the economical beneﬁts of diﬀerent categories of consumers. In summary,
this chapter deals with eﬃcient utilization of PV and BESS resources within the
households. However, sharing energy among neighbors in a cost-eﬀective, eﬃcient,
and scalable manner to accommodate large number of customers are not considered.
The next chapter will focus on the development of a similar approach for multiple
houses connected in a microgrid with diﬀerent tariﬀ structures.
Chapter 3
An Analytical Framework for Transactive
Energy Management in a Microgrid with
Multiple Houses
3.1 Introduction
This chapter presents a generalized analytical power sharing framework in a resi-
dential microgrid with diﬀerent types of houses where the houses are categorized
into three distinct types: traditional, proactive, and enthusiastic.
3.1.1 Background
Many houses in Australia were installing solar photovoltaic (PV) system over past
few years which were mainly motivated by generous gross and net state government
feed-in tariﬀ schemes along with other ﬁnancial incentives. Recently, the consistently
declining prices for battery energy storage systems (BESSs) cost have attracted
some house owners to install BESSs in order to better manage and control the
solar PV system for domestic usages. However, the recent termination or reduction
of feed-in tariﬀ necessitates to investigate alternative measures of surplus energy
utilization. Subject to jurisdictional review, one possible alternative way of feeding
energy back to the grid is to set up a local energy sharing framework (LESF) within
a neighborhood where diﬀerent end-users with excess energy can actively participate
in managing their electricity and thereby, reduce the pressure on the aging grid. For
the LESF to work properly, an eﬀective energy management system (EMS) needs to
be proposed for the eﬃcient utilization of PV and BESS resources among the houses
and sharing energy among neighbors in a cost-eﬀective, eﬃcient, and scalable manner
to attract and accommodate large number of customers. But before engaging in such
a proactive measure, an elaborative cost-beneﬁt analysis is a prerequisite for end-
users’ eﬀective decision making. The cost-beneﬁt model must be very comprehensive
in terms of accommodating diﬀerent tariﬀ structures, i.e., it needs to be generalized
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to reﬂect alternative retail electricity pricing options available and at the same time,
not be very complex for layman understanding.
3.1.2 Literature review
A linear programming approach of energy management in a residence is presented
in [73] to maximize the utility of the customer subject to several constraints, e.g.,
minimum daily energy consumption, hourly load level bounds, and ramping limits
of load levels. A fast, robust, and ﬂexible algorithm for appliance commitment is
described in [32] to schedule thermostatically controlled loads in a household with the
view to achieve either minimum payment or maximum comfort. A Markov decision
process based interruptible and non-interruptible load scheduling problem along with
the knowledge of past and current electricity price is addressed in [39] which results
in signiﬁcant savings as compared to the case without the prior knowledge and
current market price. A behind-the meter stochastic and robust optimization model
is developed in [66] to assist residential customers in managing their appliances for
achieving optimal energy eﬃciency. A quota-based energy management approach to
shape the energy demand is proposed in [77] where the customer is discouraged from
using energy more than the dynamically allocated quota by applying considerably
higher prices for energy consumption beyond the quota. In [77], a framework is
also developed to engage energy storage to balance load demand during peak hours.
A real-time energy management system for a house with a solar PV and BESS,
along with hardware implementation is demonstrated in [79] which uses the idea of
utilizing cheap electricity during night time and charging the battery from the excess
solar energy during solar peak period. A two-horizon algorithm is proposed in [92]
taking good short-term and long-term decisions for residential energy management.
The literature [32, 39, 66, 73, 77, 79, 92] so far discussed in this chapter mainly
stressed on the uncoordinated delaying or shifting operations of the demand in a
single house to achieve beneﬁts from time varying pricing. These uncoordinated
operations might result in rebounding peaks on the aggregated demand proﬁle and
therefore, a collaborative approach by considering multiple houses in a microgrid
is necessary [18, 93, 94] and a real-time coordinated energy sharing framework is
developed in [57]. A primal-dual sub-gradient algorithm for distributed decision
making of dispatch of renewable resources coordinated as a virtual power plant is
demonstrated in [95]. A distributed coordinated approach of energy management
in a microgrid consisting of solar PV as primary source and fuel cell to balance the
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ﬂuctuation along with energy stroage is discussed in [96] for grid connected and is-
landed operation. In [97], day-ahead and real-time electricity markets for microgrids
are considered where these markets are mainly managed by advisory and real-time
layers, respectively. An automated energy shifting infrastructure is proposed in [60]
in order to match a desired overall demand proﬁle of a large residential building con-
trary to the traditional model of generators following loads and a similar approach
in [59] for a neighberhood in terms of exchanging some ﬁnancial incentives due to the
inconveniences caused by automated rescheduling. The main implications related to
the operational policies of microgrid are discussed in [98] where there are only two
implications which are: the minimum operational cost and maximum overall proﬁt.
In [61], a dynamically changing incentive mechanism in a microgrid is designed for
voluntary customer laxity to schedule the appliances. In [70], two separate layers
of optimization and control are used to achieve some more ﬂexibilities where one
layer is used for end-users and the other for the utility. A Lyapunov based cost-
minimization scheme is proposed in [45] which jointly considers the generation and
demand management with a view to reducing the overall energy cost in the neigh-
borhood. A decentralized energy management framework is proposed in [99] where
individual prosumers have the options for making decisions based on their personal
preferences and aims. In [99], the main emphasis is given to maximize the coali-
tion utility of the energy district while minimizing energy reverse ﬂow employing
batteries by storing the excess energy within the neighborhood during solar peak
period. An energy ecosystem is proposed in [100] for the eﬀective integration of di-
verse range of renewable energy technologies, e.g., centralized and distributed PVs
with an objective of a quicker rate of return.
Apart from these coordinated approaches, there are some other similar ap-
proaches which can be used for coordinating the energy management tasks. Among
these approaches, the agent-based and game theoretic approaches are extensively
used in energy management. A hybrid linear programming and artiﬁcial intelligence
based method for energy management is proposed in [101] to minimize the opera-
tional cost as well as environmental impact of burning fossil fuel. Neural network is
used for energy prediction while fuzzy logic is utilized for BESS dispatch decision.
A multi-agent based model of a microgrid with several smart homes is presented
in [102] where these homes are acting as agents to minimize individual electricity
bills for the customers as well as to achieve the ﬂat load proﬁle for the utilities. In
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the multi-agent framework as proposed in [102], each agent also decides to choose the
options of purchasing energy from the grid, charging or discharging batteries, and
selling excess energy to the grid. Game theory is another very powerful mechanism
to mathematically understand the interactions among various rational decision mak-
ers. A non-cooperative game-based consumption scheduling algorithm is discussed
in [103] which has the ability to reduce energy consumption cost while reducing
overall consumption from the grid. Although these mechanisms address the need of
consumers as well as utilities but they fail to provide persuasive business models for
producers and motivate buyers which are essential for successful transactive energy
markets.
Open energy markets for microgrid is another option for facilitating transactive
energy management which require optimal bidding strategies for a thriving energy
community. A joint appliance scheduling and energy trading algorithm is explored
in [104] through both collaborative and non-collaborative formats which result in
the increased social welfare. However, the bidding process for customers is nor-
mally quite complex as it involves decisions about the amount of energy to shift,
time period to shift, or curtail during any time interval and these decision making
capabilities need to be automated as presented in [105]. An energy management
framework is proposed in [67] for optimizing the energy consumption as well as
trading the excess energy with the grid at a ﬁxed ﬂat rate. A virtual energy mar-
ket among multiple microgrids is proposed in [106] to manage end users’ shiftable
and curtailable loads in order to minimize the supply-demand gap by routing power
from the surplus to deﬁcit location while [107] shows distributed energy sharing by
maintaining reference BESS level among microgrids. A game theory based inter-
microgrid energy trading model is presented in [108] where all microgrids actively
participate in the market to maximize their payoﬀs. Although inter-microgrid en-
ergy trading sounds promising to achieve the overall objective, however, the scheme
might not work for microgrids within close proximities due to their similarities in the
power generation proﬁle from renewables. Also, microgrids with distant locations
would incur high transmission and/or distribution losses. Moreover, the feasibility
of such futuristic approaches depend on the retail market infrastructure, investment
cost, eligible retroﬁtting appliances, and associated operational as well as mainte-
nance costs. Thus, a simple solution is required though the proposed mechanisms
as discussed above are interesting.
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One realistic alternative of the extensive appliance scheduling is to locally share
energy to meet the load demand of the neighborhood before feeding back to the grid.
There are emerging works on conceptualizing and implementing energy markets to
share the local energy resources in order to minimize the total cost of meeting load
demands or to maximize the proﬁt from the excess resources (solar PV generation,
BESS capacity). Some works focus on sharing individual resources, some on sharing
a central resource, and some on a mix of individual and central. An agent-based
economic dispatch model is presented in [109] for a community microgrid at the
Missouri University of Science and Technology, Rolla, MO, USA. This community
microgrid comprises four residential houses with individual solar PV and BESS
as active households, some passive houses participating in the energy market to
purchase energy from local resources, and a central storage reducing the operating
cost of all agents. In [62], an overall energy balancing of the grid is proposed with an
aim of minimizing costs through a central battery energy storage system. A game-
based energy trading mechanism is explored in [110] to trade the excess energy
from individual house owners with a central storage or the grid in order to achieve
the peak load leveling for the grid while providing ﬁnancial beneﬁts to consumers.
Energy trading among consumers is discussed in [53] who do not sell the energy back
to the grid rather store in the battery or share with neighbors. How a shared facility
with energy storage within a neighborhood can be beneﬁtted by being engaged in a
game of energy purchasing and storing from the residences with renewables as well
as from the grid is proposed in [111, 112]. A game theoretic framework is proposed
in [113] which enables energy storage units belonging to diﬀerent users to decide
the amount of energy to be shared in order to maximize their utilities. An optimal
trading problem is formulated in [114] along with the development of an algorithm
to determine optimal price and energy schedule within a local energy market. A
hierarchical energy management framework for a microgrid is presented in [115]
without considering cost-beneﬁt of individual consumers.
3.1.3 Contribution of this work
The literature as mentioned in this chapter lays a foundation of local energy trading
network research. However, it is diﬃcult to encourage customers in engaging such
proactive networks and would require an extensive cost-beneﬁt analysis framework
as a motivational tool. An economic analysis framework is presented in [116] consid-
ering investment costs, solar irradiation, and model of transmission system to aid in
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investors decision making in large scale solar PV projects. An analytical model to
characterize the electricity cost for a single smart house is presented in [117]. Several
centralized and distributed decision making optimization algorithms are discussed
in [51] under diﬀerent scenarios (based on the availability of information) along with
cost-beneﬁt analysis for a microgrid, however, these algorithms fail to underlay a
generalized framework incorporating diﬀerent categories of houses in a microgrid
who will have diﬀerent choices of tariﬀs.
This chapter is aimed to present a generalized power sharing scheme among
diﬀerent neighboring houses in a residential microgrid. A hierarchical energy man-
agement system is also proposed in this chapter to eﬃciently utilize the solar PV
system for domestic uses as well as to automate the energy transactions among
diﬀerent houses. For transacting energy, a fairly simple but generalized analytical
framework is developed by considering the attributes and ﬂexibilities of the con-
sumers/prosumers. A generalized cost-beneﬁt analysis framework is developed to
encourage prospective consumers in making decisions based on their choices. The
main contributions of this chapter are:
• Development of a generalized power sharing scheme among diﬀerent entities
in a microgrid.
• Development of a hierarchical energy management system (EMS) for ensuring
appropriate power sharing.
• Development of a generalized cost-beneﬁt analysis framework by incorporating
diﬀerent tariﬀ structures.
Finally, the developed approaches are validated on a test microgrid which com-
prises nine houses of diﬀerent categories. The diﬀerent categories of houses in a
microgrid are discussed in the following section.
3.2 Classiﬁcation of Houses in a Residential Microgrid
In a traditional power grid, there are diﬀerent types of houses which are connected
to the main grid as shown in Fig. 3.1 and the total load demand of these houses
is usually met by energy supplied from the main grid. However, this is not the
case for a microgrid. In a microgrid, diﬀerent types of houses can be connected
together along with the grid and the primary aim is not to purchase energy from
the main grid rather satisfying their own demands from the installed renewable
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energy sources, especially solar PV systems. The houses which can be connected to
a microgrid through an EMS can be categorized into the following three types:
3.2.1 Traditional houses
The ﬁrst set of consumers who is very passive in adopting renewable energy tech-
nologies is clustered as traditional consumers and the set of traditional houses in a
residential microgrid can be deﬁned as follows:
NT = nT ∈ {1, 2, 3, . . . , NT} (3.1)
where NT is the set of traditional houses, nT represents a variable to denote house-
holds in the set of traditional houses, and NT is the total number of traditional
houses in the microgrid. Traditional houses do not use any solar PV systems to pro-
duce energy and heavily depend on the utility to meet their energy demands. In a
microgrid, this set can be considered as the poorest community member who cannot
aﬀord the cost of solar PV systems or a person who can aﬀord the cost but unwilling
to install solar PV systems. The owners of these houses only care about the prices
of electricity, i.e., they just look for the cheapest options to purchase energy and it
really does not matter to them that from where the energy is coming.
3.2.2 Proactive houses
The second set of houses are proactive who adopt only renewable energy sources
but these houses are not interested to install BESSs. The set of proactive houses in
a microgrid can be deﬁned as follows:
NP = nP ∈ {1, 2, 3, . . . , NP} (3.2)
where NP is the set of proactive houses, nP represents a variable to denote house-
holds in the set of proactive houses, and NP is the total number of proactive houses
in the microgrid. The owners of these proactive houses are willing to share (sell or
buy) power with their neighbors. However, if the neighbors do not require energy
or are not willing to purchase energy, these proactive houses sell their extra energy
to the grid.
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Figure 3.1. Multiple houses connected together with a main grid
3.2.3 Enthusiastic houses
The third set of houses are grouped as enthusiastic houses which are the ideal houses
in the context of the microgrid. These houses are deﬁned through the following set:
NE = nE ∈ {1, 2, 3, . . . , NE} (3.3)
where NEis the set of enthusiastic houses, nE represents a variable to denote houses
in the set of enthusiastic houses, and NE is the total number of enthusiastic houses in
the microgrid. These houses have both solar PV systems and BESSs. These houses
ﬁrst try to meet their own energy demands from the installed solar PV within the
premises and store the excess energy into their batteries. After fulﬁlling their own
requirements, the additional energy is shared amongst the neighbors in a similar
way as proactive houses do. All these three types of houses are shown in Fig. 3.2
and the power sharing priorities among these houses are discussed in the following
section.
3.3 Power Sharing Priorities
If it is assumed that there are several houses in a microgrid including all these
three types of house and there is no power sharing among these houses, there will
be both shortage and wastage of power. The traditional houses will always be in
shortage of power and the proactive houses will waste the extra power during the
Section 3.3 Power Sharing Priorities 48
,19(57(5
%$77(5<
/2$'
*5,'
(17+86,$67,&
(06
,19(57(5
/2$'
*5,'
352$&7,9(
(06/2$'
*5,'
75$',7,21$/
(06
D7UDGLWLRQDO E3URDFWLYH F(QWKXVLDVWLF
Figure 3.2. Diﬀerent types of houses in a microgrid
Table 3.1. Peak demand, peak genearation, size of PV and BESS for diﬀerent houses in
a residential microgrid
Peak PV Peak BESS
House Demand Size Generation Size
(kW) (kW) (kW) (kWh)
Traditional 1 0.75 - - -
Traditional 2 0.91 - - -
Traditional 3 0.63 - - -
Proactive 1 1.09 3 2.63 -
Proactive 2 1.03 4 3.5 -
Proactive 3 1.04 4 3.5 -
Proactive 4 1.04 3 2.63 -
Enthusiastic 1 1.32 4 3.5 5
Enthusiastic 2 1.40 4 3.5 7
day while these houses will face power shortage during the night. On the other
hand, the enthusiastic houses may or may not waste power during the day as these
will store the extra energy into their batteries. However, these enthusiastic houses
may be in power crisis during the night. Let us assume that the neighborhood
consists of nine households of diﬀerent categories with three traditional (NT = 3),
four proactive (NP = 4), and two enthusiastic (NE = 2) houses. The peak demand,
peak generation, solar PV size, and BESS size (energy rating) of these houses are
given in Table 3.1. The PV and BESS sizes are chosen from available alternatives in
the market [1] to simulate standard energy sharing scenarios. The amount of power
shortage and wastage for the microgrid is shown in Fig. 3.3 for a typical Australian
day.
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Figure 3.3. Power shortage and wastage when there is no power sharing in a microgrid
as in Table 3.1
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Figure 3.4. Microgrid with central EMS
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Table 3.2. Priorities for sharing power in a microgrid with diﬀerent types of houses
during the islanded mode
Types of Houses
Priorities
Self-Load BESS
Traditional Proactive Enthusiastic
Neighbors Neighbors Neighbors
Traditional Houses 0 0 0 0 0
Proactive Houses 1 5 2 3 4
Enthusiastic Houses 1 2 3 4 5
From Fig. 3.3, it can be seen that there are signiﬁcant amount of power shortage
and wastage, which can be eliminated by sharing power in a microgrid. The con-
nection of N number of houses in a microgrid along with the grid connection can
be presented in a similar way as shown in Fig. 3.4.
Microgrids can operate either in islanded or grid-connected mode. The power
sharing strategy needs to be deﬁned by considering the both operating modes. From
the deﬁnition of diﬀerent types of houses, it can be said that diﬀerent houses in a
microgrid will have diﬀerent priorities for sharing power among themselves. In a
residential microgrid, the traditional houses do not have any priority to share the
power as these houses only consumes energy. On the other hand, the proactive
houses fulﬁl their own demands ﬁrst and then share the energy among the neighbors
and main power grid. Proactive houses give the highest priority to the traditional
users and the lowest to the main grid. If proactive houses still have extra power
after sharing with traditional houses, the proactive houses consequently choose the
proactive and enthusiastic houses. In case of enthusiastic houses, the loads and
BESSs of these house get the top priorities and then the power sharing strategy is
quite similar to that of proactive houses. These power sharing priorities during the
islanded mode operation of microgrids can be summarized as shown in Table 3.2
and for the grid-connected mode in Table 3.3. From Table 3.3, it can be seen that
the main power grid is the last point of selling/buying energy for the residential
microgrid.
However, these power sharing will not happen automatically and thus, it is es-
sential to develop an energy management system (EMS). The structure of an EMS
is discussed in the following section.
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Table 3.3. Priorities for sharing power in a microgrid with diﬀerent types of houses
during the grid-connected mode
Types Priorities
of Self
BESS
Traditional Proactive Enthusiastic Main
Houses Load Neighbors Neighbors Neighbors Grid
Traditional
0 0 0 0 0 0
Houses
Proactive
1 0 2 3 4 5
Houses
Enthusiastic
1 2 3 4 5 6
Houses
3.4 Overview of an EMS
The eﬀective power sharing will depend on the design and intelligence of EMS. Fig.
3.4 shows the connection of several houses in a microgrid with a central EMS. The
internal conﬁguration of a central EMS is shown in Fig. 3.5. The central EMS
in Fig. 3.5 has three diﬀerent EMSs which are primary secondary and tertiary.
Thus, it can be said that the EMS has a hierarchical structure with three levels of
communications. Diﬀerent types of houses are located at the primary level of the
central EMS. Since there are three types of houses in a residential microgrid, the
primary EMS can be categorized into the following three categories:
• Traditional primary EMS which is responsible for managing energy in
traditional houses,
• Proactive primary EMS which manages the energy for proactive houses,
and
• Enthusiastic primary EMS which takes care for managing the energy in
enthusiastic houses.
At the primary level, each house has its own EMS and communicates the current
status with the secondary EMS. In a microgrid, the traditional, proactive, and
enthusiastic EMSs are considered as the primary EMSs. The secondary EMS gathers
information from the primary EMSs and conducts the necessary cost-beneﬁt analysis
and the cost-beneﬁt analysis will be discussed later in this chapter. After conducting
the cost-beneﬁt analysis, the secondary EMS communicates with the tertiary EMS
whose main responsibilities are to oversee the overall condition of the system and
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Figure 3.5. EMS conﬁguration in a microgrid
make decisions for buying energy from the main grid or selling energy to the main
grid. The detailed activities of these EMSs are discussed in the following section.
3.5 Power Sharing Activities of EMSs
For sharing power among the houses in a microgrid, an EMS plays a key role. The
EMS collects energy excess and energy shortage information from all traditional,
proactive, and enthusiastic houses in order to share excess energy within the neigh-
borhood and procure energy from the grid in a cost-eﬀective manner to maximize
the beneﬁts of local renewable energy resources. The EMS decides who should get
the available energy from neighbors at a reduced rate rather than purchasing from
the grid at a comparatively higher rate. The EMS will follow the priority as indi-
cated in Table 3.2 and Table 3.3 in order to share power among the neighbors in a
microgrid. This strategy of prioritizing is aimed to reduce energy poverty within the
microgrid with the assumption that traditional houses are the lowest income com-
munity members who cannot aﬀord renewable energy resources while proactive and
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enthusiastic neighbors are more solvent. Within the house groups, the priorities are
given in the ascending order of energy shortage, i.e., the houses with lower energy
shortage are given more priority than the house with higher energy shortage.
The houses, on the other hand, are not prioritized according to energy available,
which gives rise to the concern of whether the available energy from a particular
house is sold to neighbors or to the grid. Generally, each individual house would
want to sell to neighbors at a higher rate than selling it back to the grid at a
continually decreasing nominal feed-in tariﬀ. Also, there is a concern of which house
should get the ﬁrst priority for selling its available energy to the neighbors. These
issues are addressed by not giving priorities to any particular house when it comes
to the question of selling energy rather the EMS aggregates all available energy from
the entire neighborhood and meets the energy shortage of houses according to their
priorities as discussed earlier. The rest of the energy is sold back to the grid at a
lower rate. The utility of selling available energy for each house then depends on
the total energy sold to neighbors and the total energy sold to the grid. By applying
this rule each house gets a fair share of earnings by selling energy to diﬀerent parties
at diﬀerent prices. Therefore, the eﬀectiveness of power sharing in a microgrid relies
on the intelligences of the EMS. The intelligences of diﬀerent EMSs are discussed in
the following subsections.
3.5.1 Intelligence of primary EMSs
This subsection is aimed to discuss the intelligences of primary EMSs in terms of
power sharing activities. Since there are three types of primary EMSs, the intel-
ligences of these EMSs will vary according to their activities. For example, the
EMSs for traditional houses will act diﬀerently as compared to that of proactive
and enthusiastic EMSs. The intelligences of each primary EMS are discussed in the
following:
3.5.1.1 Primary traditional EMSs
The primary EMSs collect power information from their respective houses and share
these information with the secondary EMS for further actions. Since the traditional
houses do not generate or store any power, the primary EMSs related to these
houses will share only the power shortage information with the secondary EMS.
For example if PL(nT ), nT ∈ NT is the load demand of any traditional house nT at
any instant (Δt), the amount of power shortage at that instant will be PS(nT ) =
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Figure 3.6. Energy information ﬂow within a primary traditional EMS as well as from
the traditional to the secondary EMS
PL(nT ) − Pin(nT ) where Pin(nT ) is the amount of power currently being supplied
to the traditional house and this information will be sent to the secondary EMS
to purchase energy from neighbors or from the grid. For traditional houses, the
excess energy and energy utilized from renewables are always zero i.e., PE(nT ) = 0
and PU(nT ) = 0. This information is made available with higher EMSs for power
sharing and cost-beneﬁt analysis. The energy information ﬂow within the traditional
primary EMSs along with the information ﬂow to the secondary is shown in Fig.
3.6.
3.5.1.2 Primary proactive EMSs
The intelligences of primary proactive EMSs are quite diﬀerent from the traditional
EMSs. The proactive EMSs of any arbitrary house nP ∈ NP work based on the
following steps:
Step 1: Gather the power generation information, PG(nP ) from the solar PV unit
and load information PL(nP ) for a proactive house (nP ) at any instant (Δt).
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Figure 3.7. Energy information ﬂow within a primary proactive EMS as well as from the
proactive to the secondary EMS
Compare the load demand PL(nP ) of proactive house with the power gener-
ation PG(nP ) from its own solar PV system, i.e., calculates the power short-
age as PS(nP ) = PL(nP ) − PG(nP ) if PL(nP ) > PG(nP ) or power excess
PE(nP ) = PG(nP )− PL(nP ) if PL(nP ) < PG(nP ).
Step 2: Calculate energy utilized from the residential solar PV unit, PU,PV (nP ) =
PL(nP ) when PL(nP ) < PG(nP ) or PU(nP ) = PG(nP ) when PL(nP ) > PG(nP ).
Step 3: Communicate with the secondary EMS and share the power information
PS(nP ), PE(nP ), and PU(nP ).
The overall activities of a primary proactive EMS is shown in Fig. 3.7.
3.5.1.3 Primary enthusiastic EMSs
The activities of enthusiastic EMSs are quite complex as compared that of traditional
and proactive EMSs. A primary enthusiastic EMS works based on the following
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steps:
Step 1: Gather the power generation information, PG(nE) from the solar PV unit
and load information PL(nE) for a proactive house (nP ) at any instant (Δt).
Compare the load demand PL(nE) of the enthusiastic house with the power
generation PG(nE) from its own solar PV system., At this stage, the following
three scenarios could be happened:
• If PL(nE) = PG(nE), the power supplied by the solar PV unit perfectly
matches with the load demand. In this case, the utilized energy from the
solar PV unit equals to the load demand as well as the power generation
from the PV unit, i.e., PU(nE) = PL(nE) = PG(nE). In this case, the
amount of power shortage and excess will be zero which means PS(nE) =
0 and PE(nE) = 0.
• If PG(nE) > PL(nE), then there will be excess power which is the diﬀer-
ence between these two powers, i.e., some excess power available PE(nE) =
PG(nE)−PL(nE). This excess power could either be stored into the BESS
as the enthusiastic house has this facility or sold to the neighbors or the
grid. Thus, this is not the ﬁnal stage to calculate the net energy excess,
PE(nE) for the enthusiastic house and it requires to check the state of
charge (SOC) of the battery which is done in the next step.
• There will be power shortage if PG(nE) < PL(nE) which can be calculated
as PS(nE) = PL(nE)− PG(nE). This power shortage must be met either
by discharging the battery or by purchasing from the grid or neighbor.
Therefore, the net energy shortage, PSN(nE) also depends on the SOC of
the battery.
Since the calculation of net energy utilization, shortage, excess and available
in BESSs depends on the charging/discharging of the battery, an intermediate
step (Step 2) is introduced in the following.
Step 2: The charging and discharging of batteries depend on the SOC and these
will happen if the following condition is satisﬁed: SOCmin < SOC < SOCmax
where SOC is the state of charge of the battery and SOCmin, SOCmax are the
minimum and maximum limits of the SOC respectively. In cases of energy
excess or shortage of energy from the solar PV unit, the primary enthusiastic
EMS will check the current condition of the BESS to see whether the BESS
could be charged or discharged and how much energy it can discharge or
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charge along with the amount corresponding to charging and discharging while
maintaining the limits related to the SOC.
• If PL(nE) < PG(nE), the enthusiastic EMS will check whether the excess
energy PE(nE) can be utilized to charge the BESS or not. The battery
will be charged if SOC < SOCmax.
• If PL(nE) > PG(nE), the EMS will check that the shortage in Step 1 can
be met whether by discharging the BESS or not. The battery will be
discharged if SOC > SOCmin.
The SOC information obtained from this step is used in the next step and
these information is still not communicated with the secondary EMS.
Step 3: This is the ﬁnal step for the enthusiastic EMS where the net energy excess,
shortage, utilization and the available power in the BESS are calculated under
diﬀerent conditions as discussed below:
• When the load demand is perfectly matched with the generation from
the solar PV unit, i.e., PL(nE) = PG(nE). In this case, the net energy
utilization will be similar to that as obtained in Step 1. Thus, the net
energy utilization is PUN(nE) = PU(nE) = PL(nE) = PG(nE) and the
SOC of the battery will be unaﬀected for which the net power available
into the battery will be PBN (nE) = PB(nE). Moreover, there will be no
energy excess or shortage. Thus, the net energy excess and shortage are
PEN(nE) = 0 and EPSN(nE) = 0, respectively.
• If the excess energy can be utilized to charge the BESS if the condition
as mentioned Step 2 is satisﬁed. The excess energy can be fully used
to charge the battery if the sum of currently available power from the
BESS (PB(nE)) and the excess energy (PE(nE)) is less than or equal
to the maximum power capacity of the BESS, i.e., PB(nE) + PE(nE) ≤
PB,max(nE). In this situation, the net power available from the BESS
will be PBN(nE) = PB(nE) + PE(nE) and the net excess power for the
enthusiastic house will be zero (PEN(nE) = 0) which is also true for the
net power shortage, i.e., PSN(nE) = 0. Finally, the net utilized power
will be PUN(nE) = PL(nE).
• If the excess energy cannot fully be used to charge the BESS, i.e., PB(nE)+
PE(nE) > PB,max(nE), there will still be some access power after charging
the BESS. Thus, the net excess power which will be communicated with
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Table 3.4. Power sharing priorities for primary EMSs among diﬀerent houses as well as
with the secondary EMS
Types of Houses
Priorities
Self-Load BESS Secondary EMS
Traditional Houses 0 0 0
Proactive Houses 1 0 2
Enthusiastic Houses 1 2 3
the grid is PEN(nE) = PB(nE)+PE(nE)−PB,max(nE). In this condition,
the net energy utilization is PUN(nE) = PL(nE) and the net energy short-
age is PSN(nE) = 0. Since the battery will be charged with its full capac-
ity, the net available power from the battery is PBN(nE) = PB,max(nE).
• If the energy shortage can be met by discharging the BESS according to
the condition as discussed in Step 2, i.e., PB(nE)−PS(nE) ≥ PB,min(nE),
In this situation, the energy shortage for the enthusiastic house will be
recovered through discharging the battery. Thus, the net power available
into the battery will be PBN (nE) = PB(nE)− PS(nE) and the net power
shortage as well as the net power excess will be zero, i.e., PSN(nE) = 0
and PEN(nE) = 0. The net utilized energy is PUN(nE) = PL(nE).
• If the shortage energy cannot fully be met by discharging the BESS,
i.e., PB(nE) − PS(nE) < PB,min(nE), only a fraction of load demand
will be met by the solar PV unit and BESS. In this condition, the bat-
tery will reach to its minimum SOC and cannot further be discharged.
Thus, the net available power into the BESS will be this minimum power
which is, PBN (nE) = PB,min(nE). The net excess power will be zero
(PEN(nE) = 0) and there will be net power shortage which is PSN(nE) =
PS(nE) + PB,min(nE) − PB(nE). Finally, the net power utilization for
the enthusiastic house will be the power which is only available from the
BESS and PV unit, i.e., PUN(nE) = PG(nE) + PB(nE)− PB,min(nE).
Thus, it can be said that all primary enthusiastic EMSs must have these intelli-
gences to calculate the net energy/power excess, shortage, utilization, and available
into the batteries. Primary enthusiastic EMSs will share these net power/energy
with the secondary EMS. The activities of a primary enthusiastic EMS is shown in
Fig. 3.8 along with its interaction with the secondary EMS.
Section 3.5 Power Sharing Activities of EMSs 59
0H
DVX
UH
WKH
OR
DG
GH
PD
QG
3
/
DQ
GS
RZ
HU
JH
QH
UDW
LRQ
IUR
P
VRO
DU
39
XQ
LW
3 *

3 6
Q (
¨W
 
3 /
Q (
¨W
3
*Q
(¨
W
3UL
PD
U\
(Q
WKX
VLD
VWL
F(
06
&R
PS
DUH
3 /
DQ
G3
*
3 /
!3
*
3 /
3
*
3 /
 3
*
3 8
1Q
(¨
W 
3 /
Q (
¨W

3 (
1Q
(¨
W 

3 6
1Q
(¨
W 

3 %
1
Q (
¨W
 
3 %
Q (
¨W

3 (
Q (
¨W
 
3 *
Q (
¨W
3
/Q
(¨
W
3 %
Q
(¨
W
3 (
Q
(¨
W 
3
%
PD
[Q
(¨
W"
3 8
1Q
(¨
W 
3 /
Q (
¨W
 
3 (
1Q
(¨
W 
3 (
Q (
¨W

3 %
Q (
¨W
±3
%
PD
[Q
(¨
W
3 6
1
Q (
¨W
 

3 %
1
Q (
¨W
 
3 %
P
D[
Q (
¨W

3 8
1Q
(¨
W 
3 /
Q (
¨W
 
3 (
1Q
(¨
W 

3 6
1
Q (
¨W
 

3 %
1
Q (
¨W
 
3 %
Q (
¨W

3 (
Q (
¨W

3 %
Q
(¨
W
3 (
Q
(¨
W 
3
%
PD
[Q
(¨
W"
3 8
1Q
(¨
W 
3 *
Q (
¨W

3 %
Q (
¨W
±3
%
PL
QQ
(¨
W
3 (
1Q
(¨
W 

3 6
1
Q (
¨W
 
3 6
Q (
¨W

3 %
P
LQQ
(¨
W±
3 %
Q (
¨W

3 %
1
Q (
¨W
 
3 %
P
LQQ
(¨
W
3 8
1Q
(¨
W 
3 /
Q (
¨W
 
3 (
1Q
(¨
W 

3 6
1
Q (
¨W
 

3 %
1
Q (
¨W
 
3 %
Q (
¨W
3
6Q
(¨
W
<H
V
1R
<H
V
1R
3 8
1Q
(¨
W
3 (
1Q
(¨
W
3 6
1Q
(¨
W
3 %
1Q
(¨
W
ɉ
ɉ
7R
6H
FR
QG
DU\
(0
6
F
ig
u
r
e
3
.8
.
E
n
er
gy
in
fo
rm
at
io
n
ﬂ
ow
w
it
h
in
a
p
ri
m
ar
y
en
th
u
si
as
ti
c
E
M
S
as
w
el
l
as
fr
om
th
e
en
th
u
si
as
ti
c
to
th
e
se
co
n
d
ar
y
E
M
S
Section 3.5 Power Sharing Activities of EMSs 60
As discussed in this subsection, the energy or power sharing priorities of primary
EMS can be summarized as presented in Table 3.4. The activities of the secondary
EMS is discussed in the following subsection.
3.5.2 Intelligence of secondary EMS
The secondary EMS collects the energy shortage information from traditional pri-
mary EMSs while proactive EMSs share energy utilization from the solar PV units
along with the energy shortage and excess. The enthusiastic EMSs share the follow-
ing information with the secondary EMS:
• the net energy utilization from solar PV units and BESSs,,
• the net energy shortage and excess, and
• the net energy available into the BESS
The main activities of the secondary EMS are to calculate the overall energy
shortage or excess for the microgrid and taking initiatives for sharing the energy
among neighbors through the primary EMSs in case of energy excess or buying en-
ergy from the main grid through the tertiary EMS in case of energy shortage. The
excess energy is shared among the neighbors based on the priorities as discussed
earlier in this chapter. However, this subsection is intended to provide a detailed
overview to calculate the overall energy shortage and excess of the microgrid along
with further analytically deﬁning the power sharing strategies. The secondary EMS
also needs to make sure the energy transaction is happening in a cost-eﬀective man-
ner. Thus, another main activity of the secondary EMS is to conduct the cost-beneﬁt
analysis which will be discussed later in this chapter.
Based on the received information from the primary EMSs, the secondary EMS
calculates the total amount of excess energy for a time interval (Δt) within the
microgrid by using the following formula:
PE
∑ =
NP∑
nP=1
PE(nP ) +
NE∑
nE=1
PE(nE) (3.4)
Here, the excess energy information are only available from the proactive and en-
thusiastic houses. However, the energy shortage information are available from all
houses. Thus, the total energy shortage for the microgrid can be calculated in similar
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Table 3.5. Power sharing priorities of the secondary EMS
Aggregated Priorities
Excess Load of Load of Load of Battery of Main
Energy NT NP NE NE Grid
Secondary EMS 1 2 3 4 5
manner to that of the excess which represented as follows:
PS
∑ =
NT∑
nT=1
PE(nT ) +
NP∑
nP=1
PE(nP ) +
NE∑
nE=1
PE(nE) (3.5)
On the other hand, while meeting the shortages of the microgrid from the excess
energy available, the houses are prioritized according to Table 3.5. The priorities of
diﬀerent houses can be represented by the following relationship:
PS(nT ∈ NT ) > PS(nP ∈ NP ) > PS(nE ∈ NE) (3.6)
where PS(nT ∈ NT ) is the vector of sorted shortages of traditional houses in the
ascending order, PS(nP ∈ NP ) is the vector of sorted shortages of proactive houses
in the ascending order, and PS(nE ∈ NE) is the vector of sorted shortages of enthu-
siastic houses in the ascending order. The vector of sorted shortages of traditional
houses can be denoted as:
PS(nT ∈ NT ) = PS,1(nT ) ≤ · · ·PS,k(nT ) ≤ · · ·PS,NT (nT ) (3.7)
where PS,1(nT ) represents the house with minimum shortage within the set of tra-
ditional houses NT and PS,NT (nT ) is the traditional house with maximum shortage.
Similarly, the shortage vector of proactive and enthusiastic houses can be represented
as:
PS(nP ∈ NP ) = PS,1(nP ) ≤ · · ·PS,k(nP ) ≤ · · ·PS,NT (nP ) (3.8)
PS(nE ∈ NE) = PS,1(nE) ≤ · · ·PS,k(nE) ≤ · · ·PS,NT (nE) (3.9)
The secondary EMS meets the shortages of houses in ascending orders of their
priorities. The traditional house categories will be able to purchase energy from
neighbors before any proactive and enthusiastic houses. Within the traditional
houses, the house with the least energy shortage will be able to meet its demand by
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purchasing energy from the microgrid. In this fashion, after meeting the demand of
all traditional houses if there is still excess energy, it will be used to meet the load
demand of other proactive houses and ﬁnally, the demand for enthusiastic houses.
The batteries of enthusiastic houses will get the lowest priority. After meeting the
shortages of all houses, these batteries will be charged with the excess energy before
it is sold to the main grid.
If the total excess energy of the microgrid is greater than or equal to the total
shortage, i.e., PE∑ ≥ PS∑, the shortages can be met by energy sharing. After
sharing with neighbors the remaining energy, PE,AS, can be sold to the main grid
which is the overall energy excess and can be expressed as follows:
PE,AS = PE
∑ − PS∑ (3.10)
If, however, the overall shortage of the microgrid is greater than the overall excess
(i.e., PS
∑ ≥ PE∑), the overall shortage, PS,AS, is required to be purchased from
the grid and this can be written as follows:
PS,AS = PS
∑ − PE∑ (3.11)
The secondary EMS will send overall energy excess and shortage information
after sharing within the microgrid to the tertiary EMS which will make a decision for
exchanging energy with the main power grid and conducts the cost-beneﬁt analysis.
The energy information ﬂow within the secondary microgrid as well as with the
primary and tertiary EMSs in shown in Fig. 3.9.
3.5.3 Intelligence of tertiary EMS
The task of the tertiary EMS is to oversee the energy trading with the main grid.
The tertiary EMS takes the decision to purchase energy from the grid if the overall
shortage of energy after sharing is greater than zero, i.e.,
PS,AS = PS
∑ − PE∑ > 0 (3.12)
If the excess power after sharing is greater than zero, the tertiary EMS sells the
excess energy to the grid which can be expressed as follows:
PE,AS = PE
∑ − PS∑ > 0 (3.13)
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Figure 3.9. Energy information ﬂow within a secondary EMS as well as from the sec-
ondary to the primary and tertiary EMS
The energy information ﬂow within a tertiary EMS is shown in Fig. 3.10 along with
its information sharing with the secondary EMS.
Finally, the tertiary EMS communicates the information related to the energy
transaction and the secondary EMS consider these information to conduct the cost-
beneﬁt analysis. An overview of cost-beneﬁt analysis is essential before conducting
a detailed analysis which is discussed in the following section.
3.6 Overview of Cost-Beneﬁt Analysis
Once power sharing strategies have been developed in a microgrid and the activities
of the EMSs are set, it is essential to incorporate the pricing strategies in order to
conduct the cost-beneﬁt analysis. This cost-beneﬁt analysis is conducted through
the secondary EMS which has access to all EMSs. In this chapter, a cost-beneﬁt
analysis approach is adopted to analyze the cost related to the installation of solar
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Figure 3.10. Energy information ﬂow within a tertiary EMS as well as from the tertiary
to the secondary EMS
PV units and BESSs upfront in order to encourage consumers/prosumers for sharing
power among themselves within a residential microgrid. The following steps need
to be followed to conduct the cost-beneﬁt in a microgrid:
• collect historical TMY3 (typical meteorological year v3) weather data,
• collect historical load demand data by weather, area, and demographics,
• collect information about existing retail tariﬀ structures,
• collect technical speciﬁcations of available renewable energy technologies such
as: PV, inverter, BESS, and EMS etc.,
• derive rooftop PV generation from weather data by considering the installation
of solar PV system,
• develop a rule-based model or an analytical approach which controls the op-
eration of a microgrid,
• ﬁnd investment costs, earnings from selling excess energy to the neighbors/grid,
and expenses for purchasing energy from neighbors and/or grid, from the de-
veloped analytical model by incorporating diﬀerent tariﬀ structures, and
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• determine the rate of return from the investment.
Not all these steps are required to develop a generalized framework for cost-
beneﬁt analysis. The ﬁrst few steps are usually related to the meteorological data for
which it can be assumed that these data are readily available to EMSs for conducting
the cost-beneﬁt analysis. A detailed as well as generalized analytical framework is
developed in the following section by considering diﬀerent energy trading aspects
within a residential microgrid.
The cost-beneﬁt analysis for a residential microgrid requires diﬀerent information
and depends on many factors. The most important factors are noted in the following:
• Investment costs,
• Tariﬀ structures,
• Expenses for purchasing energy,
• Earnings from selling excess energy, and
• Rate of return.
Most of the consumers within a microgrid will think about these points before
making a ﬁnal decision for participating into a transactive energy market. This
section is intended to provide a detailed explanation on these factors through the
following subsections.
3.6.1 Calculation of total investment costs
The total investment costs for the installation of solar PV units and BESSs will be
zero for the traditional houses. If CTt is the total investment costs for all traditional
houses, it can be written as:
CTt = 0 (3.14)
Let CP is the total investment costs for a proactive house (nP ) to install the solar
PV unit which includes the cost of solar panels and inverters. This total costs can
be written as
CP (nP ) = CM(nP ) + CI(nP ), ∀nP ∈ NP = [1, 2, ..., NP ] (3.15)
where CM represents the cost of solar panels and CI represents the cost of inverters.
The cost of solar panel module depends on the rating of the module (RM ) and
the rating of the inverter (RI). Thus, the total investment on solar PV can be
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represented as follows:
CP (nP ) = ρMRM(nP ) + ρIRI(nP ), ∀nP ∈ NP = [1, 2, . . . , NP ] (3.16)
where ρM represents the per unit cost for the solar panel, in $/kW, and ρI is the
per unit cost of the inverter in $/kW. The total investments for all proactive houses
can be written as
CPt =
NP∑
nP=1
CP (nP ) (3.17)
Since an enthusiastic house has a BESS along with solar PV units, it is essential
to consider the cost of BESS for the calculation of investments in such a house. If
CE is the total investment costs for an enthusiastic house (nE), the total cost can
be written as follows:
CE(nE) = CM(nE) + CI(nE) + CBESS(nE), ∀nE ∈ NE = [1, 2, . . . , NE ] (3.18)
where C(BESS) is the investment for the BESSs. In terms per unit costs and
ratings of the solar PV units, inverters, and BESSs; the total investment costs for
an enthusiastic house can be rewritten as follows:
CE(nE) =ρMRM(nE) + ρIRI(nE) + ρPRBESS,P (nE)
+ ρERBESS,E(nE), ∀nE ∈ NE = [1, 2, . . . , NE ]
(3.19)
where RBESS,P is the peak power rating of the BESSs, and RBESS,E is the energy
rating of the BESS, and ρP & ρE are the per unit power and energy cost of the
battery in $/kWand $/kWh, respectively. Thus, the total investment costs for all
enthusiastic houses in a microgrid can be calculated as follows:
CEt =
NE∑
nE=1
CE(nE) (3.20)
Therefore, the total investment costs on a microgrid project can be calculated as
follows:
C = CTt + CPt + CEt (3.21)
Now it is essential to consider tariﬀ structures before calculating the earnings
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from selling energy or the expenses for buying energy or the rate of return. All these
factors are aﬀected by the tariﬀ structures as the consumers/prosumers may have
diﬀerent choices for the tariﬀs. The tariﬀ structures are discussed in the following
subsection.
3.6.2 Tariﬀ structures
The tariﬀ structures as presented in this subsection is quite similar to that of as
presented in Chapter 2. However, it is repeated in this chapter so that it can easily
be followed. Energy can be purchased from the grid or sold to the grid/neighbors
either at a rate ﬁxed by the utility rUY (Δt) which can be the ﬂat rate or time-of-use
tariﬀs where Δt ∈ T a time interval for a period T while the consumers are involved
in an energy market for utilizing energy.. In the case of ﬂat rate tariﬀs, the price
remains constant throughout the day, i.e., the ﬂat rate is independent of time which
can be deﬁned as rFT . On the other hand, the time-of-use tariﬀ is mainly based on
three diﬀerent time windows within a day which can be expressed as follows:
rTU(Δt) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ro, Δt ∈ To
rs, Δt ∈ Ts
rp, Δt ∈ Tp
(3.22)
where rTU represents the time-of-use for a time-interval Δt, ro is the price of elec-
tricity during the oﬀ-peak period To, rs is the price of electricity during the shoulder
period Ts, and rp is the price of electricity during the peak period Tp.
The feed-in tariﬀ, oﬀered by the utility companies to sell the excess energy to the
grid, can be represented as rFD which is usually a ﬂat rate. Now, in order to achieve
the beneﬁts from the power sharing in a microgrid project and to encourage local
energy usage, the tariﬀ for this project (i.e., to sell excess energy to neighbors and
purchase shortage energy from neighbors) must be in between the feed-in rate (rFD)
and the purchase rate (rUY ) available from the utility companies at that trading
instant and this can be expressed as follows:
rFD < rND(Δt) < rUY (Δt) (3.23)
where rND(Δt) is the selling/purchase rate to/from the neighbors. This rate rND(Δt)
could either be a ﬂat rate or time-of-use rate depending the on choices of consumers
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as well as agreements which are made among the consumers. All these tariﬀs need
to be incorporated into the generalized cost-beneﬁt analysis framework to reﬂect the
behaviors of all consumers. The calculation of purchasing costs, earnings, and rate
of return are discussed in the following subsection based on these tariﬀ structures.
3.6.3 Calculation of energy purchasing cost
Suppose the load demand of any household n ∈ {NT , NP , NE} during any particular
time interval Δt is represented as EL(n,Δt). To meet this load demand, traditional
houses must procure the energy from either the energy sharing market or the utility
grid. Proactive and enthusiastic houses, on the other hand, will utilize the energy
from the installed solar PV units or BESSs to meet the load demand. Sometimes,
however, during night or in a cloudy day, the generation from the solar PV unit may
not be suﬃcient to meet the load demand. In this case, proactive and enthusiastic
houses must rely on the utility grid to recover the overall energy shortages. And the
total energy purchased to meet the load demand can be represented by the following
equation:
EP (n,Δt) = EPN(n,Δt) + EPG(n,Δt) (3.24)
where EP (n,Δt) is the total energy purchased for any house n ∈ {NT , NP , NE} dur-
ing the time-interval Δt, EPN(n,Δt) is the energy purchased from the neighborhood
market, and EPG(n,Δt) is the energy purchased from the utility grid.
When the energy is purchased from the neighbors, the rate could either be a ﬂat
or time-of-use rate. In the case of the ﬂat rate, the value of rND will be independent
of time and the expenses for purchasing energy from the neighbors can be written
as follows:
E(EPN,FT (n,Δt)) = rND × EPN(n,Δt) (3.25)
where n ∈ {NT , NP , NE}, EPN(n,Δt) is the amount of energy purchased from the
neighbors at ﬂat rate, and E(EPN,FT (n,Δt)) is the expenses for purchasing energy
from the neighbors at ﬂat rate. Now if the time-of-use rate is used to purchase the
energy from the neighbors, the expenses for purchasing energy can be written as
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follows:
E(EPN,TU(n,Δt)) = rND × EPN(n,Δt)
= ro(Δt ∈ To)× EPN(n,Δt ∈ To)
+ rs(Δt ∈ Ts)× EPN(n,Δt ∈ Ts)
+ rp(Δt ∈ Tp)× EPN(n,Δt ∈ Tp)
(3.26)
where n ∈ {NT , NP , NE}, Δt ∈ {To, Ts, Tp}, EPN(n,Δt) is the amount of energy
purchased from the neighbors, and E(EPN,TU(n,Δt)) is the expenses for purchasing
energy from the neighbors at the time-of-use rate during time-interval Δt.
In general, the energy expense for any household to purchase energy from the
neighbors can be represented as follows:
E(EPN(n,Δt)) = α× E(EPN,FT (n,Δt)) + (1− α)× E(EPN,TU(n,Δt)) (3.27)
where α is the switching factor between ﬂat and time-of-use tariﬀ. The value of
α = 1 indicates the customer is engaged in ﬂat rate tariﬀ whereas α = 0 indicates
the customer is engaging through the time-of-use tariﬀ. While the energy will be
purchased from the grid, the purchasing price would also either be the ﬂat rate rFT
or time-of-use rate rTU(Δt). With the ﬂat rate, the expenses can be calculated as
follows:
E(EPG,FT (n,Δt)) = rFT × EPG(n,Δt) (3.28)
where n ∈ {NT , NP , NE}, EPG(n,Δt) is the amount of energy purchased from the
grid, and E(EPG,FT (n,Δt)) is the expenses for purchasing energy from the grid at
ﬂat rate during time-interval Δt. Similarly for the time-of-use, the expenses for
purchasing energy from the grid can be written as follows:
E(EPG,TU(n,Δt)) = rTU × EPG(n,Δt)
= ro(Δt ∈ To)× EPG(n,Δt ∈ To)
+ rs(Δt ∈ Ts)× EPG(n,Δt ∈ Ts)
+ rp(Δt ∈ Tp)× EPG(n,Δt ∈ Tp)
(3.29)
where n ∈ {NT , NP , NE}, Δt ∈ {To, Ts, Tp}, EPG(n,Δt) is the amount of energy
purchased from the grid, and E(EPG,TU(n,Δt)) is the expenses for purchasing energy
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from the grid at the time-of-use rate during time-interval Δt.
In general, the energy expense for any household to purchase energy from the
grid can be represented as
E(EPG(n,Δt)) = α× E(EPG,FT (n,Δt)) + (1− α)× E(EPG,TU(n,Δt)) (3.30)
where α is the switching factor between ﬂat and time-of-use tariﬀ whose functions
are exactly same as mentioned earlier.
Therefore, the total expense for purchasing energy from the grid as well as from
the neighbors during any time interval (Δt) can be represented as
E(EP (n,Δt)) = E(EPN(n,Δt)) + E(EPG(n,Δt)) (3.31)
where E(EP (n,Δt)) is the total expenses of purchasing energy for any house n ∈
{NT , NP , NE} during an arbitrary time interval Δt.
3.6.4 Calculation of earnings by selling excess energy
The generated energy from the solar PV units is used to meet the energy demand of
the houses which have installed the PV units and BESSs. If there is excess energy
after meeting the own load demand (for both proactive and enthusiastic houses)
and charging BESSs (only for proactive houses), this excess energy is ﬁrst being
sold neighbors. There is still energy excess after meeting the load requirements of
the neighbors according to the power sharing priorities, it is then sold to the main
power grid through the tertiary EMS. Thus, the total energy sold ES(n,Δt) for any
proactive or enthusiastic house n ∈ {NP , NE} during any time interval Δt is the
summation of the following two parts:
ES(n,Δt) = ESN(n,Δt) + ESG(n,Δt) (3.32)
where ESN(n,Δt) is the energy sold to neighbors and ESG(n,Δt) is the energy sold
to the grid.
When the excess energy is sold to the neighbors, the tariﬀ structure for selling
the energy will be rND which again could either be a ﬂat or time-of-use rate. In the
case of the ﬂat rate, the value of rND will be independent of time and the earnings
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from selling excess energy to the neighbors can be written as follows:
U(ESN,FT (n,Δt)) = rND × ESN(n,Δt) (3.33)
where n ∈ {NP ,NE}, ESN(n,Δt) is the amount of energy sold to the neighbors, and
U(ESN,FT (n,Δt)) is the earnings from selling energy to the neighbors. Similarly, for
the time-of-use, the earnings for selling energy to the neighbors can be written as
follows:
U(ESN,TU(n,Δt)) = rTU × ESN(n,Δt)
= ro(Δt ∈ To)× ESN(n,Δt ∈ To)
+rs(Δt ∈ Ts)× ESN(n,Δt ∈ Ts)
+rp(Δt ∈ Tp)×ESN(n,Δt ∈ Tp)
(3.34)
where n ∈ {NP , NE}, Δt ∈ {To, Ts, Tp}, ESN(n,Δt) is the amount of energy sold
to the neighbors, and U(ESN,TU(n,Δt)) is the earnings from selling energy to the
neighbors at the time-of-use rate during time-interval Δt.
The generalized form of earnings by selling excess energy to neighbors for any
proactive and enthusiastic houses can be represented as follows:
U(ESN(n,Δt)) = α× U(ESN,FT (n,Δt)) + (1− α)× U(ESN,TU(n,Δt)) (3.35)
where α is the switching factor between ﬂat and time-of-use tariﬀ as discussed in
the earlier subsection.
When the excess energy is sold to the main grid, the tariﬀ is rFD which basically
is the feed-in tariﬀ and the rate for selling electricity will be ﬁxed by the utility.
This rate is normally a ﬂat rate for which the earning can be calculated as
U(ESG(n,Δt)) = β × rFD ×ESG(n,Δt) (3.36)
where n ∈ {NP ,NE}, ESG(n,Δt) is the amount of energy sold to the grid, and
U(ESG(n,Δt)) is the earnings from the sold energy to the grid. Here, β is another
switching factor for feed-in tariﬀ and β = 1 indicates the house enjoys a feed-in rate
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for selling the excess energy back to the grid while β = 0 means the extra energy is
not selling back to the grid.
Thus, the total earnings from selling the excess energy can be represented as
U(ES(n,Δt)) = U(ESN (n,Δt)) + U(ESG(n,Δt)) (3.37)
where U(ES(n,Δt)) is the total earnings from selling extra energy to neighbors and
the grid.
3.6.5 Calculation of rate of return
Suppose the billing period of the customer consists of a period of T with Δt time
intervals. The rate of return is a measure of cost-eﬀectiveness which is basically the
net-savings in electricity bills.
The electricity bill for any house in the neighborhood before installing any solar
PV unit and/or BESS can be represented as
BillNR(n, T ) =
T∑
Δt=1
E(EL(n,Δt))
=
T∑
Δt=1
[α× E(EL,FT (n,Δt)) + (1− α)× E(EL,TU(n,Δt))]
(3.38)
where BillNR(n, T ) is the electricity bills of the consumer n ∈ {NT ,NP ,NE} which
does not have any solar PV unit and/or BESS over the billing period T and EL(n,Δt)
is the load demand.
When houses have invested on solar the PV and BESSs but not involved in power
sharing, the electricity bills can be represented as
BillWR(n, T ) =
T∑
Δt=1
[E(EPG(n,Δt))− U(ESG(n,Δt))] (3.39)
where BillWR(n, T ) is the electricity bills of a consumer who is within the set of
active and proactive houses, i.e., n ∈ {NP , NE} over the billing period T , EPG(n,Δt)
is the amount of energy purchased from the grid, and ESG(n,Δt) is the amount of
energy sold back to the grid. Thus, the net savings which is also the rate of return
for the consumer/consumer n ∈ {NP ,NE} for the investment in such project can
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Table 3.6. Diﬀerent tariﬀ structure
α β Tariﬀ Structure
0 0 Time-of-use only
0 1 Both time-of-use and feed-in tariﬀ
1 0 Flat rate only
1 1 Both ﬂat rate and feed-in tariﬀ
be calculated as follows:
RWR(n, T ) = BillNR(n, T )− BillWR(n, T ) (3.40)
which can rewritten as follows:
RWR(n, T ) =
T∑
Δt=1
[E(EL(n,Δt))− [E(EPG(n,Δt))− U(ESG(n,Δt))]] (3.41)
Finally, the generalized form of the rate of return by incorporating diﬀerent tariﬀ
structures along with the utilization of solar PV and BESSs but not sharing power
with neighbors rather just with the main grid can be expressed as follows:
RWR(n, T ) =
T∑
Δt=1
[α× E(EL,FT (n,Δt))
+ (1− α)× E((EL,TU(n,Δt))− [α× E(EPG,FT (n,Δt))
+ (1− α)× E [(EPG,TU(n,Δt))− β × rFD × (ESG(n,Δt))]]
(3.42)
where RWR(n, T ) is the rate of return for household n ∈ {NP ,NE} over the billing
period T for investing on solar PV and BESSs. Traditional houses n ∈ {NT} cannot
be beneﬁtted at this stage as these houses do not have solar PV and BESSs. The
factors α and β are still switching factors which determine the inclusion of retail
tariﬀ structures from the utility as well as from the neighbors. The functions of
these factors are summarized in Table 3.6.
Now if the houses in a residential area are participating in sharing power among
themselves, there will be a transactive energy market for selling excess power and
buying shortage power. The electricity bill for the house which is participating in
Section 3.6 Overview of Cost-Beneﬁt Analysis 74
transactive energy markets can be represented as follows:
BillWM(n, T ) =
T∑
Δt=1
[E(EPN(n,Δt)) + E(EPG(n,Δt))
− U(ESN(n,Δt))− U(ESG(n,Δt))]
(3.43)
where BillWM(n, T ) is the electricity bills of the consumer n ∈ {NT ,NP ,NE} who
is participating into the transactive energy market and enjoying the beneﬁts from
the market over a billing period T . The net-savings or the rate of return with the
transactive market can be calculated as:
RWM(n, T ) = BillNR(n, T )− BillWM(n, T ) (3.44)
which can be rewritten as follows:
RWR(n, T ) =
T∑
Δt=1
[E(EL(n,Δt))− [E(EPN(n,Δt))
+ E(EPG(n,Δt))− U(ESN(n,Δt))− U(ESG(n,Δt))]]
(3.45)
Similarly, the rate of return for the consumers who want to distinguish the beneﬁts
of power sharing with no power sharing can be calculated as follows:
RWSM(n, T ) = BillWR(n, T )− BillWM(n, T ) (3.46)
where RWSM(n, T ) is the rate of return to show the beneﬁts of power sharing.
In such a case, the generalized rate of return can be calculated as follows:
RWR(n, T ) =
T∑
Δt=1
[α× E(EL,FT (n,Δt)) + (1− α)× E(EL,TU(n,Δt))−
[rND(Δt)× (EPN(n,Δt)) + α× E(EPG,FT (n,Δt))
+ (1− α)× E(EPG,TU(n,Δt))
− rND(Δt)× (ESN(n,Δt))− β × rFD × (ESG(n,Δt))]]
(3.47)
where RWR(n, T ) is the rate of return for the house n ∈ {NT ,NP ,NE} who is par-
ticipating in the microgrid for buying or selling energy over the billing period T as
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well as some of these houses are investing on solar PV and BESSs. Here, tradi-
tional houses get beneﬁt only by purchasing electricity at a reduced rate. Proactive
and enthusiastic households get beneﬁt by selling excess energy at an increased rate
compared to the low feed-in rate. The eﬀectiveness of the developed power shar-
ing scheme and cost-beneﬁt analysis is evaluated in the following section on a test
microgrid which includes all these types of houses.
3.7 Performance Analysis
The ever increasing prices of electricity and declining costs of solar PV and BESSs
motivated customers with moderate to high level of loads to install solar PV and
BESSs. The large uptake of solar was also inspired by generous feed-in tariﬀ oﬀers
from the government to meet large renewable energy target. As a result, a large
number of households within a neighborhood have installed solar PV and now-a-
days, some houses are installing BESS to become more energy independent.
However, the recent drop of feed-in tariﬀ has made the existing system quite
worthless and customers are forced not to utilize solar at all or to sell energy to
the grid at a very low price. This section is devoted to analyze several scenarios
with diﬀerent tariﬀ structures and power sharing options. The scenarios consider a
neighborhood in a residential microgrid where there are diﬀerent types of traditional,
proactive, and enthusiastic neighbors as shown in Fig. 3.11 and data given in Table
3.1.
Flat rate and time-of-use tariﬀs along with feed-in options are compared in a
residential neighborhood by considering diﬀerent scenarios such as without sharing
among neighbors, sharing excess energy of proactive and enthusiastic neighbors to
meet neighbors’ load demand, and sharing of excess energy to meet neighbors load
demand’s as well as to charge battery. The scenarios are elaborately discussed in
the following.
3.8 Scenario 1: Without energy sharing among the
neighbors
This scenario is considered as the base case scenario where a number of houses is
considered in a residential microgrid but the houses are not sharing power or energy
with the neighbors rather just with the main power grid. In this situation, the
traditional houses will face energy shortage in all times and purchase the energy
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Figure 3.11. Diﬀerent houses in a residential microgrid
from the grid. However, the proactive and enthusiastic neighbors will either waste
the excess energy or sell the energy back to the grid instead of sharing energy with
neighbors. In this case, the proposed EMS will act in a similar way based on the
analytical approach as described in previous sections of this chapter. The EMS will
only consider the earnings (for selling to the grid) and expenses (for purchasing
energy from the grid) while all earnings and expenses related to neighbors will be
zero. The performance of the EMS is discussed in the following subsections:
3.8.1 Performance of the EMSs
Motivated by the prospect of renewable energy sources proactive customers install
solar PV units and enthusiastic customers install BESS along with solar PV units.
The designed rule based energy management system performs the energy dispatch
and trading task. The overall energy demand, generation, utilization, sold, and
purchased for the microgrid as shown in Fig. 3.11 are listed in Table 3.7. In this
table, the average energy proﬁle for a typical microgrid during a summer day is
considered.
From the daily energy proﬁle, it is clear that the energy demands of traditional
houses are the lowest while these are the highest for enthusiastic houses. There are
two diﬀerent energy generation proﬁles for proactive and enthusiastic households:
one with daily generation of 16.51 kWh and the other with 22.01 kWh. Depending
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Table 3.7. Daily average energy of diﬀerent houses within the neighborhood
House
Energy Energy Energy Energy Energy
Demand Generation Utilization Sold Grid Purchased Grid
Traditional 1 9.8 - - - 9.8
Traditional 2 13.3 - - - 13.3
Traditional 3 8.5 - - - 8.5
Proactive 1 16.2 16.51 7.08 9.43 9.12
Proactive 2 14.4 22.01 6.19 15.82 8.21
Proactive 3 16.4 22.01 7.44 14.56 8.96
Proactive 4 15.5 16.51 6.2 10.31 9.3
Enthusiastic 1 21.8 22.01 16.7 8.81 5.1
Enthusiastic 2 19.9 22.01 17.68 9.23 2.22
on the generation and load proﬁles, diﬀerent houses utilize diﬀerent amount of energy
with the energy utilization of enthusiastic households being far more than that of
the proactive and traditional houses. After the energy utilization, the rest of the
energy is either wasted (in case of absence of BESS to store energy or the solar
feed-in scheme) or sold back to the grid through feed-in tariﬀ scheme. Enthusiastic
households generally sell less energy back to the grid than the proactive ones as
these enthusiastic houses have BESSs which is used to store the excess energy. If
the local generation cannot meet the load demand, it is essential to purchase the
energy from the grid. Traditional houses fully depend on the grid to meet their load
demands while the grid dependency of proactive houses are less and the lowest for
enthusiastic houses.
From Table 3.7, it can be seen that the utilized energy (EU) is the amount energy
which is usually by a proactive house from its installed solar PV unit to meet the
load demand and for enthusiastic houses, this is the amount of energy utilized from
the solar PV unit and BESS. For traditional houses, however, the utilized energy
is zero since there is no self-generation or local-storage as these houses depend on
either neighbors or the grid to meet their load demands. During any particular time
interval (Δt), the primary EMS of traditional houses calculate the utilized energy as
zero and that of for the proactive houses from load demand EL and local generation
EG during that particular instant. However, for the enthusiastic houses, the EMS
calculates the utilized energy in a similar way that of a proactive houses but it
considers the SOC of the battery. The energy stored into the battery or released
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from the battery are also considered during the calculation of the utilized energy for
the enthusiatic house.
The utilized energy of proactive house 3 (P3) is the highest, for instance, among
the proactive houses due to the fact that the load demand and the generation is the
highest for this house. However, although proactive house 2 (P2) enjoys the same
PV generation as P3, it cannot utilize as much energy as it has less load demand.
As a matter of the fact, the load demand is the lowest for P2 among the proactive
houses and the utilized energy is also the lowest. However, the proactive house 1
(P1) has a generation proﬁle which is very closed to its load demand. Thus, the
energy sold to the grid and purchased from the grid are equal to each other.
The enthusiastic houses, compared to proactive ones, have much higher utilized
energy due to the fact that it is beneﬁtted from the stored energy of the battery
when the solar generation is very low or zero. Between the two enthusiastic houses,
although the energy demand of enthusiastic house 1 (E1) is higher with same gen-
eration capacity as of enthusiastic house 2 (E2), the BESS capacity being lower the
utilized energy of E1 is lower as compared to that of E2.
The enthusiastic houses sell the excess energy to the grid through the EMS after
meeting their self-load demands and charging BESSs but the traditional houses
cannot sell any energy. For the proactive houses, the house P2 has the highest PV
generation and the lowest demand. Thus, P2 sells the highest energy back to the
grid while the remaining proactive houses (P1, P3, and P4) sell comparatively less
energy to the grid. The same conditions hold for the enthusiastic houses.
In case of energy purchased from the grid, traditional houses always purchase
energy from the grid where the purchased energy (EPG) is mainly the load demand
for a particular time interval for a traditional house. Proactive houses purchase
energy when there will be no power from their solar PV units, e.g., during the night
and/or rainy season. The proactive house (P2) purchase less energy as compared
to other proactive house (P1, P3, and P4) as it has the lowest demand among the
houses for this category. However, the energy purchased by the enthusiastic houses
are much less as compared to traditional and proactive houses as these houses use
the store energy from their BESSs when there is no power from the solar PV units.
The discussions so far provided just provide an overview for the whole day.
However, the real-time operation of such EMS is much more complicated and it is
essential to get more details of the energy management at diﬀerent stages of the
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Figure 3.12. Load proﬁles of traditional houses
designed hierarchical framework. In order to gain insights into the operation of
EMSs at diﬀerent stages, it is necessary to observe the energy proﬁles in the various
time intervals rather than just for whole day and this has been done in the following.
3.8.2 Operating modes of the EMS for traditional houses
The total demand of traditional houses need to be met by purchasing energy from the
grid in the absence of power sharing among the neighbors. Thus, there is only one
operating mode for the primary EMS of traditional houses and the secondary EMS
gathers only the energy shortage information from the primary EMS. The energy
shortage for traditional houses are mainly the load demand as shown in Fig. 3.12.
The secondary EMS calculates the total energy shortage and send this information
to the tertiary EMS while the tertiary EMS takes initiative to purchase the energy
from the main grid.
3.8.3 Operating modes of the EMS for proactive houses
The operating modes of the EMSs are bit complicated for proactive houses as com-
pared to the traditional houses. These operating modes mainly depend on the avail-
ability of the local power generation from the solar PV unit. The available power
from the solar PV unit will be diﬀerent at diﬀerent times such as no generation from
the solar PV unit, partial support from the solar PV unit, and full support from the
solar PV unit along with excess power. Figs. 3.13–3.16 represent the energy proﬁle
for all four houses in a typical summer day. These ﬁgures show the utilized energy,
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Figure 3.13. Energy proﬁles of proactive house #1 in a typical summer day
Proactive House #2
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Figure 3.14. Energy proﬁles of proactive house #2 in a typical summer day
purchased energy, energy demand, energy sold to the grid, and energy generation.
The role of EMSs are discussed in the following by considering these three cases:
• Mode1: No generation from the solar PV unit
When there is no solar generation, proactive houses meet their load demands by
purchasing energy from the grid only. In this operating mode, it can be written as
EG(nP ∈ NP ,Δt) = 0 (3.48)
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Figure 3.15. Energy proﬁles of proactive house #3 in a typical summer day
Proactive House #4
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Figure 3.16. Energy proﬁles of proactive house #4 in a typical summer day
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where EG(nP ∈ NP ,Δt) represents the energy generation from the solar PV unit
of the proactive house nP which belongs to the cluster NP during time-interval Δt.
The total load demand is balanced by purchasing energy from the grid represented
by:
EPG(nP ∈ NP ,Δt) = EL(nP ∈ NP ,Δt) (3.49)
where EPG(nP ∈ NP ,Δt) is the amount of energy purchased and EL(nP ∈ NP ,Δt)
is the amount of load demand of the proactive house nP belonging to the proactive
house cluster NP during time-interval Δt.
From Figs. 3.13–3.16, it is clear that all proactive houses operate in this mode
between 20:00 hr - 06:00 hr. This is the worst operating mode of the proactive EMS
since it has to completely rely on the grid to meet the load demand and expenses
during this period would be the highest.
• Mode 2: Partial support from the solar PV unit
When the generation from solar PV is less than the load demand, the generated
solar energy is used to meet the load demand ﬁrst and the rest of the demand is
met by purchasing from the grid. In this case, the load demand and the power
generation from the solar PV unit are related as follows:
EG(nP ∈ NP ,Δt) < EL(nP ∈ NP ,Δt) (3.50)
and load balance equation can be written as follows:
EG(nP ∈ NP ,Δt) + EPG(nP ∈ NP ,Δt) = EL(nP ∈ NP ,Δt) (3.51)
In this mode, diﬀerent proactive houses will have diﬀerent operating times. All
proactive houses enter into this mode as soon as the solar PV unit starts generating
energy after the sunrise, for example 06:00 hr for the scenario during summer time as
considered in this chapter. Similarly, every proactive house exits this operating mode
with some gaps in between when these houses will sell energy to the grid instead of
purchasing from the grid, as well as when the solar PV unit stops generating energy
before the sunsets which is 20:00 hr in this case. The proactive house (P1) remains
in this operating mode between 06:00 hr - 09:00 hr but for other houses (P2, P3,
and P4), this operating mode sustain between 06:00 hr - 08:00 hr in the morning
which can be seen from Figs. 3.13–3.16. During the evening, this operating mode
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for the proactive houses (P1, P2, P3, and P4) exists between 17:00 hr - 20:00 hr,
18:00 hr - 20:00 hr, 17:00 hr - 20:00 hr, and 17:00hr - 20:00hr, respectively which
can also be seen in Figs. 3.13–3.16.
• Mode 3: Full support from solar PV unit along with excess power
When the generation from the solar PV exceeds the load demand, the excess energy
after meeting the load is sold back to the grid. In this case, the load demand and
generation from the solar PV unit are related as follows:
EG(nP ∈ NP ,Δt) > EL(nP ∈ NP ,Δt) (3.52)
and the energy balance equation can be written as:
EL(nP ∈ NP ,Δt) + ESG(nP ∈ NP ,Δt) = EG(nP ∈ NP ,Δt) (3.53)
All proactive houses (except P1) enter into this mode at 08:00 hr in the morning
when the solar PV unit is producing more energy than the required load demands
while P1 enters into this mode at 09:00 hr. Proactive houses 1, 3 and 4 remains in
this mode till 17:00 hr and earns money by selling energy to the grid through feed-in
tariﬀ while proactive house 2 enjoys this beneﬁt 18:00 hr.
3.8.4 Operating modes of the EMS for enthusiastic houses
The operating modes of the EMSs are much more complicated for enthusiastic houses
as compared to the traditional and proactive houses. In cases of enthusiastic houses,
the operating modes not only depend on the power generation from the solar PV
units but also on the amount of energy stored into their BESSs. As mentioned
earlier in this chapter, the available power from the solar PV units and BESSs will
be diﬀerent at diﬀerent times such as no generation from the solar PV unit, partial
support from the solar PV unit, full support from the solar PV unit, and excess
power from the solar PV unit. With all these cases, the conditions, i.e., the SOCs of
BESSs need to be considered as these proactive houses may recover energy shortage
by discharging their BESSs or store excess energy by charging the BESSs. Figs.
3.17–3.18 show the utilized energy, purchased energy from the grid, energy sold to
the grid, energy demand, generated energy, and available power into the BESSs.
The role of EMSs are discussed in the following by considering these four cases:
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Figure 3.17. Energy proﬁles of enthusiastic house #1 in a typical summer day
Enthusiastic House #2
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Figure 3.18. Energy proﬁles of enthusiastic house #2 in a typical summer day
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• Mode 1: No generation from the solar PV unit and no power from
BESS
This operating mode is enabled when there is no solar generation and the BESS
capacity is exhausted, i.e.,
EG(nE ∈ NE ,Δt) = 0 (3.54)
and
SOCB(nE ∈ NE,Δt) = SOCB,min(nE ∈ NE,Δt) (3.55)
where EG(nE ∈ NE,Δt) represents the amount of energy generated from the solar
PV unit of nE ∈ NE enthusiastic house during time interval Δt. The SOCB(nE ∈
NE,Δt) is the SOC of the battery and SOCB,min(nE ∈ NE,Δt) represents the
minimum SOC limit for the corresponding enthusiastic house. In this operating
mode, the energy demand is met by purchasing energy from the grid, i.e.,
EL(nE ∈ NE,Δt) = EPG(nE ∈ NE,Δt) (3.56)
where EL(nE ∈ NE,Δt) and EPG(nE ∈ NE ,Δt) are load demand and energy pur-
chased from the grid, respectively. Here, the utilized energy and the energy sold to
the grid is zero. Thus,
EU (nE ∈ NE,Δt) = 0 (3.57)
ESG(nE ∈ NE,Δt) = 0 (3.58)
where EU(nE ∈ NE,Δt) and ESG(nE ∈ NE,Δt) are energy utilized from the grid
and energy sold to the grid, respectively.
Figs. 3.17 and 3.18 show the utilized energy, purchased energy from the grid,
energy sold to the grid, energy demand, generated energy, and available power into
the BESSs. Actually, E1 operates in this mode from 20:00 hr to 24:00 hr whereas
E2 operates between 22:00 hr to 24:00 hr. These have not been reﬂected in Figs.
3.17–3.18 as these ﬁgures provide only the net energy. However, this is the worst
operating mode for the EMS of enthusiastic houses as the house completely depends
on the utility grid during this mode.
• Mode 2: Partial support from both solar PV unit and BESS
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In this operating mode, the load demand is mainly met by utilizing energy from
the solar PV and BESS while the shortage energy is recovered by purchasing from
the grid. This mode can be explained as follows:
EL(nE ∈ NE ,Δt) = EU(nE ∈ NE,Δt) + EPG(nE ∈ NE,Δt) (3.59)
where EU(nE ∈ NE,Δt) is the utilized energy from the solar PV unit and BESS for
an enthusiastic house nE of the set NE for the time-interval Δt.
E1 operates in this mode between 05:00 hr to 07:00 hr during the morning as well
as between 19:00 hr and 20:00 hr during night. E2, on the other hand, operates in
this mode only during night between 21:00 hr to 22:00 hr because of higher energy
rating of the BESS as compared to that of E1.
• Mode 3: Full support from the solar PV unit
In this operating mode of enthusiastic houses, the local energy from the solar PV
exactly matches the load and thus, the battery is not required to be either charged
or discharged. In this, situation, the following condition holds:
EL(nE ∈ NE ,Δt) = EU,PV (nE ∈ NE,Δt) (3.60)
where EU,PV (nE ∈ NE ,Δt) is the utilized energy only from the solar PV unit for an
enthusiastic house nE of the set NE for the time-interval Δt.
E1 operates in this mode in three time slots of day which are: 24:00 hr - 05:00 hr,
07:00 hr - 10:00 hr, and 16:00 hr - 19:00 hr. Since the battery capacity of E2 is larger
than E1, the energy independency of E2 exists for longer time-period as compared
to that of others houses in the same category. E2 remains in this operating mode
between 24:00 hr - 10:00 hr and 16:00 hr - 21:00 hr.
• Mode 4: Excess energy from the solar PV unit
When there is ample solar generation and the BESS cannot be charged anymore
(charging rate is exceeded), the excess energy is sold back to the grid. The energy
balance equation for this mode can be written as follows:
EG(nE ∈ NE,Δt) = EU(nE ∈ NE ,Δt) + ESG(nE ∈ NE,Δt) (3.61)
Both of the enthusiastic houses operate in this mode between 10:00 hr - 16:00
hr as shown in Figs. 3.17–3.18. This is the best operating mode for the enthusiastic
Section 3.8 Scenario 1: Without energy sharing among the neighbors 87
Energy Shortage and Excess of the Microgrid
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Time (Hr)
0
5
10
15
20
25
E
n
er
g
y
 (
k
W
h
)
Energy Shortage
Energy Excess
Figure 3.19. Overall energy shortage and excess without sharing among the neighbors
in a microgrid
houses as the houses can earn extra money by selling excess energy while satisfying
its demand and keeping the BESS fully charged for future usage.
3.8.5 Overall energy shortage and excess
The total energy shortage and excess for the microgrid are calculated by the sec-
ondary EMS for a speciﬁc time interval. The hourly energy shortage and excess are
shown in Fig. 3.19 from where it can be observed that the shortage proﬁle is similar
to the load proﬁle for a typical day which means the more the load of the houses,
the more is the energy shortage. During the solar peak hours, however, the shortage
is the least, which basically is the combined energy shortage of traditional houses.
It can be noted that, the energy shortage during the solar peak hours can be met by
the energy excess available from proactive and enthusiastic houses if the proposed
power sharing scheme is used to share power among diﬀerent houses.
3.8.6 Cost-beneﬁt analysis
The cost-beneﬁt analysis is usually done by the secondary EMS and for this purpose,
it is essential to calculate the electricity bill based on the theories as discussed earlier
in this chapter. The electricity bills need to be prepared by considering diﬀerent
situations. The electricity bills of proactive and enthusiastic consumers are shown in
Table 3.8 before solar PV units and/or and BESSs. From Table 3.9, it is evident that
the electricity bill for the same consumer is comparatively lower in ToU tariﬀ than
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Table 3.8. Electricity bills under various tariﬀs for proactive and enthusiastic houses
before installing solar PV units & BESSs
House Flat ToU
Proactive 1 3.56 3.28
Proactive 2 3.17 2.92
Proactive 3 3.61 3.32
Proactive 4 3.41 3.11
Enthusiastic 1 4.8 4.45
Enthusiastic 2 4.38 3.96
Table 3.9. Electricity bills under various tariﬀs for proactive and enthusiastic houses
after installing solar PV units & BESSs
House Flat ToU
Proactive 1 2.01 1.76
Proactive 2 1.81 1.58
Proactive 3 1.97 1.71
Proactive 4 2.05 1.77
Enthusiastic 1 1.12 0.88
Enthusiastic 2 0.49 0.32
the ﬂat rate tariﬀ. The electricity bill for traditional consumers are not provided in
this table as these remain the same throughout this scenario.
If these customers wish to install solar PV units (proactive consumers) or solar
PV units and BESSs (enthusiastic houses), their electricity bills will be reduced as
these houses require to purchase less energy than they would purchase when the
solar PV units and/or BESSs are not installed. In this situation, the excess energy
is not sold back to the main grid. The electricity bills for proactive and enthusiastic
consumers in ﬂat and ToU tariﬀs are shown in Table 3.9 from where it can be seen
that the electricity bills are comparatively lower when the customers are on ToU
tariﬀ. Also these consumers pay less electricity as compared to the situation when
the solar PV units and/or BESSs are not installed for these houses. Moreover, the
electricity bills of the enthusiastic much less than that of the proactive houses.
When the proactive and enthusiastic houses are signed in for solar feed-in schemes,
the electricity bill will further be reduced. The beneﬁts of feed-in tariﬀs can be ob-
tained for both ﬂat rate and feed-in tariﬀs. The electricity bill calculations for
proactive and enthusiastic houses with ﬂat rate and feed-in tariﬀ is shown in Table
3.10 and 3.11. In the case of ﬂat rate tariﬀ, the energy is purchased at a rate of
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Table 3.10. Electricity bills under (ﬂat rate α = 1 & feed-in tariﬀ β = 1) for proactive
and enthusiastic houses after installing solar PV units & BESSs
House Expenses Earnings Electricity Bills
Proactive 1 2.01 0.57 1.44
Proactive 2 1.81 0.95 0.86
Proactive 3 1.97 0.87 1.1
Proactive 4 2.05 0.62 1.43
Enthusiastic 1 1.12 0.53 0.59
Enthusiastic 2 0.49 0.55 -0.07
Table 3.11. Electricity bills under (time-of-use rate α = 0 & feed-in tariﬀ β = 1) for
proactive and enthusiastic houses after installing solar PV units & BESSs
House Expenses Earnings Electricity Bills
Proactive 1 1.76 0.57 1.19
Proactive 2 1.58 0.95 0.63
Proactive 3 1.71 0.87 0.83
Proactive 4 1.77 0.62 1.15
Enthusiastic 1 0.88 0.53 0.35
Enthusiastic 2 0.32 0.55 -0.24
rFT = 22 c/kWh throughout the day and fed back to the grid at a rate of rFD =
6 c/kWh (Victoria rate). The electricity bill is the monetary value of energy pur-
chased from the grid and the energy feed-in value must be deducted from the cost of
electricity purchased in the case of proactive and enthusiastic houses. Enthusiastic
houses enjoy the least electricity bills because of the lowest purchase and handsome
amount of sell to the grid. Specially, E2 earns seven cents per day in the analyzed
scenario rather than paying money to the utility.
Now the time-of-use tariﬀ is considered here with ro =12 c/kWh,rs = 20 c/kWh,
and rp = 30 c/kWh with ﬂat rate feed-in tariﬀ throughout the day. Here, the oﬀ-
peak rate and shoulder rate of energy is comparatively lower than the standard
ﬂat rate but the peak rate is signiﬁcantly higher. As a result of switching to this
particular time-of-use tariﬀ, the electricity bills of all houses reduced notably and
E2 earns more money as indicated in Table 3.11.
It is worthy to calculate the bill savings for proactive and enthusiastic houses in
order to justify the investment decision. Table 3.12 and 3.13 show the bill savings
for various consumers when they decide to install renewable energy sources. Four
diﬀerent tariﬀ options are compared with both ﬂat and ToU rates when the houses
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Table 3.12. Electricity bill savings of diﬀerent houses for switching from no renewable
with ﬂat rate to renewables with diﬀerent tariﬀs
House Flat ToU Flat & Feed-in ToU & Feed-in
Proactive 1 1.55 1.8 2.12 2.36
Proactive 2 1.36 1.59 2.31 2.54
Proactive 3 1.64 1.9 2.51 2.78
Proactive 4 1.36 1.64 1.98 2.26
Enthusiastic 1 3.68 3.92 4.21 4.45
Enthusiastic 2 3.89 4.06 4.45 4.62
Table 3.13. Electricity bill savings of diﬀerent houses for switching from no renewable
with time-of-use rate to renewables with diﬀerent tariﬀs
House Flat ToU Flat & Feed-in ToU & Feed-in
Proactive 1 1.27 1.52 1.84 2.08
Proactive 2 1.11 1.34 2.06 2.29
Proactive 3 1.35 1.61 2.22 2.49
Proactive 4 1.06 1.34 1.68 1.96
Enthusiastic 1 3.33 3.57 3.86 4.1
Enthusiastic 2 3.47 3.64 4.03 4.2
did not have renewable energy sources. From both tables, it can be seen that ToU
tariﬀ with energy feed-in option gives the best return for all house categories.
The large amount of energy excess and shortages can be reduced by sharing
energy within the microgrid, which is demonstrated in the next section.
3.9 Scenario 2: Energy Sharing Among Diﬀerent Houses
to Meet Only the Load Demand
In this scenario, the excess power after meeting load demands of proactive and
enthusiastic houses is used to meet the energy shortage of diﬀerent houses within the
microgrid before exporting to the grid. The information about the available power
after meeting self-load and charging BESS from proactive and enthusiastic houses are
sent to the secondary EMS which also receives information about power shortages
of each house including the traditional houses. The secondary EMS calculates the
overall energy shortage and excess within the microgrid. The secondary EMS also
takes the initiatives for sharing excess energy at ﬁrst among the neighbors through
primary and then with the main power grid through the tertiary EMS. However, the
energy shortage information is also communicated with the tertiary EMS through
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Table 3.14. Daily average energy proﬁles of diﬀerent houses within the neighborhood
House
Energy Energy Energy Energy Energy
Utilization Sold Sold Purchased Purchased
Neighbor Grid Neighbor Grid
Traditional 1 - - - 2.96 6.84
Traditional 2 - - - 3.77 9.53
Traditional 3 - - - 2.60 5.90
Proactive 1 7.08 1.17 8.25 0.00 9.12
Proactive 2 6.19 2.58 13.25 0.00 8.21
Proactive 3 7.44 2.16 12.40 0.00 8.96
Proactive 4 6.20 1.45 8.86 0.00 9.3
Enthusiastic 1 16.70 0.89 7.92 0.00 5.1
Enthusiastic 2 17.68 1.08 8.15 0.00 2.22
the secondary EMS to purchase energy from the main grid. The eﬀectiveness of the
proposed EMS in terms of energy sharing along with the energy proﬁles of diﬀerent
houses in a microgrid is discussed in this section. Based on these energy proﬁles,
the operating hours in a typical day are categorized into several operating modes
for diﬀerent houses. Finally, the cost-beneﬁt analysis is performed to demonstrate
the merit of the proposed energy sharing mechanisms.
3.9.1 Performance of the EMSs
The average daily energy proﬁles of diﬀerent houses within the neighborhood of a
microgrid are shown in Table 3.14. These energy proﬁles include the utilized energy,
energy sold (to both neighbors and the main grid), and energy purchased (from both
neighbors and the main grid) for diﬀerent houses within the microgrid. In this case,
the energy utilization is similar to previous scenario when there was no power sharing
among the houses. Energy sold and energy purchased, however, have two parts- one
is related neighbors and other one is related to the main grid. Instead of selling all
excess energy to the grid, the main importances are provided to neighbors for selling
energy while the main power grid is usually prioritized as the last point of selling
energy after fulﬁlling the local load demands. Similarly rather than purchasing all
shortages from the grid at a higher rate, some energy is purchased from neighbors
at a comparatively lower rate.
When there is excess energy to share or sell, only houses within the neighborhood
that require to purchase energy are mainly traditional ones. Also in the considered
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microgrid, traditional houses have the least demand. Thus only a small proportion
of the excess energy is sold to neighbors and the rest is sold to the grid. This result
shows that this particular neighborhood can accommodate more traditional houses
during the peak solar period.
The energy purchased from neighbors for proactive and enthusiastic houses are
zero because of the fact that these houses do not have any shortage when they are
selling to the main grid. Traditional houses purchase more energy from the grid than
to the neighbors since most of the houses consumes more power during evening time
when there is no power from the solar generation. In order to gain more insights into
the operation of EMSs at diﬀerent stages while sharing power among the loads of
neighborhood in a microgrid as well main grid, it is necessary to observe the energy
proﬁles in the various time intervals rather than just for whole day which have been
done in the following.
3.9.2 Operating modes of the EMS for traditional houses
The operating modes of the EMS for traditional houses are discussed in terms of
energy trading framework in a transactive energy market. These modes are mainly
discussed based on the energy proﬁles of diﬀerent traditional houses for an entire
period of 24:00 hrs. These energy proﬁles for traditional houses include the energy
demand, energy purchased from neighbors, and energy purchased from the grid. As
traditional houses are always in short of energy, their demands in a power sharing
energy framework are ﬁrst met by purchasing energy from neighbors when there is
abundant energy for sharing from proactive and enthusiastic neighbors. When the
demands of traditional houses cannot be met by the local energy from the microgrid,
it is purchased from the main the grid. The energy proﬁles of traditional houses are
shown in Figs. 3.20–3.22. Based on the energy proﬁles of traditional houses, the
operating modes of the EMS are categorized into three distinct types as described
below:
• Mode 1: Energy purchased only from the grid
When there is no or very low solar generation for the solar PV units of proactive
and enthusiastic houses in a microgrid, traditional houses cannot purchase energy
from the neighborhood. In this case, traditional houses solely depend on the utility
grid to meet their energy demands. In this case, the energy balance can be written
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Figure 3.20. Energy proﬁles of traditional house #1 in a typical summer day
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Figure 3.21. Energy proﬁles of traditional house #2 in a typical summer day
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Figure 3.22. Energy proﬁles of traditional house #3 in a typical summer day
as follows:
EL(nT ∈ NT ,Δt) = EPG(nT ∈ NT ,Δt) (3.62)
The primary EMS of these houses will send the energy shortage information
to the secondary EMS. This secondary EMS will ﬁrst overserve the overall energy
excess and in this situation, there will be no energy excess rather than just shortage
and these energy shortage information will be communicated with tertiary EMS to
purchase energy from the grid. From these energy proﬁles in Figs. 3.20–3.22, it can
be seen that T1 operates in this mode from 16:01 hr to 07:00 hr which is the shortest
among traditional houses as T2 operates from 16:01 hr to 08:00 hr while T3 from
17:01 hr to 07:00 hr.
• Mode 2: Energy purchased from both neighbors and grid
In this operating mode, the excess power available from the proactive and enthusi-
astic neighbors are not suﬃcient to meet the load demands of traditional houses in
a microgrid and the remaining energy shortages of these traditional houses are met
by purchasing energy from the main grid. Thus, the energy balance equation can
be written as follows:
EL(nT ∈ NT ,Δt) = EPN(nT ∈ NT ,Δt) + EPG(nT ∈ NT ,Δt) (3.63)
where EPN(nT ∈ NT ,Δt) is the energy purchased from neighbors for a traditional
house nT of the set NT for the time-interval Δt. From Figs. 3.20–3.22, it can be
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seen that only T3 operates in this mode for a very short time-period which is from
16:01 hr to 17:00 hr.
• Mode 3: Energy purchased only from neighbors
When the amount solar generation from proactive and enthusiatic houses are much
more than their load demands and the BESSs of enthusiastic houses are fully
charged, there will be excess energy. In this mode, the load demands of tradi-
tional houses will fully be met by the excess power from the neighborhood which
usually occurs during solar peak hours in a sunny day. At this instance, the energy
balance equation can be written as follows:
EL(nT ∈ NT ,Δt) = EPN(nT ∈ NT ,Δt) (3.64)
From Figs. 3.20–3.22, it can be seen that T1 and T3 operate in this mode from
08.00hr and 16:00 hr while T2 starts at 09:00 hr but ﬁnishing at the same time as
of other houses.
3.9.3 Operating modes of the EMS for proactive houses
In this case, the operating modes of the EMS for proactive houses are presented
in a similar manner to that of traditional houses. The energy proﬁles of these
houses are also quite similar to that of traditional houses, i.e., the energy proﬁles
include energy demand, energy purchased from the grid, and energy purchased from
neighbors. In addition to these proﬁles of traditional houses, the energy proﬁles of
proactive houses will include energy sold to the grid as well as energy utilized from
the solar PV unit. These modes are mainly discussed based on the energy proﬁles of
diﬀerent practive houses for an entire period of 24 hrs. It is obvious that, generally
purchasing energy from neighbors as all are located in the same geographical area,
would not beneﬁt proactive houses. When a proactive house is in shortage of energy
generation, other houses within the microgrid would have lower generation as well.
After meeting individual load demands proactive houses sell the excess energy ﬁrst
to neighbors especially traditional ones and the rest to the grid. The energy proﬁles
of proactive houses are shown in Figs. 3.23–3.26. Based on the energy proﬁles of
proactive houses, the operating modes of the EMS are categorized into four distinct
types as described below:
• Mode 1: Energy purchased only from grid
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Figure 3.23. Energy proﬁles of proactive house #1 in a typical summer day
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Figure 3.24. Energy proﬁles of proactive house #2 in a typical summer day
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Figure 3.25. Energy proﬁles of proactive house #3 in a typical summer day
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Figure 3.26. Energy proﬁles of proactive house #4 in a typical summer day
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This mode is quite similar to that as discussed for the traditional houses and in this
mode, the only option to purchase energy for proactive houses is the main power
grid. The energy balance equation for this operating mode can be written as follows:
EL(nP ∈ NP ,Δt) = EPG(nP ∈ NP ,Δt) (3.65)
From the energy proﬁles in Figs. 3.23–3.26, it can be seen that all proactive
houses operate in this mode within the time interval 19:01 hr - 05:00 hr.
• Mode 2: Utilized energy from PV unit Solar Energy and purchase
from the grid
When the power generated from the solar PV units of proactive houses are less
than their own load demands as well as there is no excess power to purchase from
neighbors, the rest of the demand is met by purchasing energy from the grid. Thus,
the load balance can be represented as follows:
EL(nP ∈ NP ,Δt) = EU(nP ∈ NP ,Δt) + EPG(nP ∈ NP ,Δt) (3.66)
From Fig. 3.23, it can be seen that P1 operates in this mode between 06:00 hr
and 08:00 hr in the morning time and in the evening from 17:00 hr to 19:00 hr. In
the morning, P2 operates in this mode only for one hour (07:00 hr) while in the
evening from 17:00 hr to 19:00 hr which can be seen from Fig. 3.24. Fig. 3.25 and
Fig. 3.26 indicate that both P3 and P4 operate in this mode from 06:00 hr to 07:00
hr in the morning and from 17:00 hr to 19:00 hr in the evening.
• Mode 3: Utilized energy from PV unit and sharing with neighbors
In this mode, the power generated by the solar PV unit is more than the load demand
and the excess energy is shared with the neighbors according to the proposed power
sharing priorities. For this operating mode, the energy balance equation will be as
follows:
EG(nP ∈ NP ,Δt) = EU(nP ∈ NP ,Δt) + ESN(nP ∈ NP ,Δt) (3.67)
From Fig. 3.23, it can be seen that P1 operates in this mode from 09:00 hr to
16:00 hr whereas the operating period for P2 in this mode is from 08:00 hr to 17:00
hr as shown in Fig. 3.24. The remaining two proactive houses (P3 & P4) sell energy
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to the neighbors from 08:00 hr to 16:00 hr which are shown in Fig. 3.25 and Fig.
3.26, respectively.
• Mode 4: Sell to the Grid
This operating meet exists if there is still excess energy after locally meeting the load
demand of traditional houses. In this situation, proactive and enthusiastic houses
sell the excess energy both to the neighbors and power grid. The energy balance
equation can written as follows:
EG(nP ∈ NP ,Δt) = EU(nP ∈ NP ,Δt) + ESG(nP ∈ NP ,Δt) + ESN(nP ∈ NP ,Δt)
(3.68)
From Figs. 3.23–3.26, it can be seen that all proactive houses operate in this
mode from 09:00 hr - 16:00 hr.
3.9.4 Operating modes of the EMS for enthusiastic houses
Enthusiastic houses utilize energy from solar PV units and BESSs before purchasing
energy from the grid to meet the energy demand. Similarly, the excess energy from
these enthusiastic houses is utilized to charge the BESS ﬁrst before sharing with
neighbors and/or selling back to the grid. In this operating mode the enthusiatic
houses are not buying any energy from neighbors to charge their BESSs. The energy
proﬁles of enthusiastic houses are exactly similar to that of proactive houses and the
only addition is the incorporation of overall energy status of BESSs. The energy
proﬁles for enthusiastic houses are shown in Fig. 3.27 and Fig. 3.28. Based on
the hourly operations of EMSs, the operating modes for enthusiastic houses can be
represented through following four situations:
• Mode 1: Energy purchased only from the grid
When there is no solar generation and the BESS SOC is below its lower threshold,
i.e., SOCB ≤ SOCB,min; the only option is to purchase energy from the grid. Thus,
the energy balance equation for this operating mode of enthusiastic houses can be
written as follows:
EL(nE ∈ NE,Δt) = EPG(nE ∈ NE,Δt) (3.69)
The energy proﬁles for enthusiastic houses are shown in Figs. 3.27 and 3.28 from
where it can be seen that E1 and E2 operate in this mode from 21:00 hr to 24:00 hr
and 23:00 hr to 24 hr, respectively. From Figs. 3.27 and 3.28, it can be that there is
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Figure 3.27. Energy proﬁles of enthusiastic house #1 in a typical summer day
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Figure 3.28. Energy proﬁles of enthusiastic house #2 in a typical summer day
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still energy available from the BESSs while purchasing from the main grid. This is
happened as the energy available from the BESSs are the net energy obtained from
other cases as discussed in the following.
• Mode 2: Energy utilized from BESS only
In this case, the BESSs of enthusiastic houses provide the full support to meet
the load demands and the energy balance can be discussed through the following
equations:
EL(nE ∈ NE ,Δt) = EB(nE ∈ NE ,Δt) (3.70)
where EB is the utilized energy from the BESS for the enthusiastic house nE of the
set NE for the time-interval Δt. From the energy proﬁles of enthusiastic houses as
shown in 06:00 hr while the solar PV units for this houses did not start generating
power as shown in Fig. 3.27 and Fig. 3.28, respectively.
• Mode 3: Energy utilized from BESS and purchased from the grid
In this situation, the only option to supply the load demand of enthusiastic houses
is to discharge the BESS and purchase energy from the grid. For such a condition,
the energy balance equation can be written as follows:
EL(nE ∈ NE,Δt) = EB(nE ∈ NE,Δt) + EPG(nE ∈ NE,Δt) (3.71)
This mode exists when the BESS does not have enough capacity to supply the
full load demand. From Figs. 3.27 and 3.28, it can be said that this mode exists for
E1 only during 20:00 hr and that of for E2 during 22:00 hr.
• Mode 4: Energy utilized from solar PV and BESS as well as pur-
chased from the grid
This mode can be considered as the situation when the solar PV units of enthusiastic
houses have just started generating power which is not enough to supply the load
demand as well as the BESSs are not in a situation to provide the full support to
meet the load demand. The energy balance equation for this mode can be written
as follows:
EL(nE ∈ NE,Δt) = EU,PV (nE ∈ NE ,Δt) + EB(nE ∈ NE ,Δt) + EPG(nE ∈ NE,Δt)
(3.72)
From Fig. 3.27, it can be seen that E1 has this mode from 06:00 hr to 07:00 hr
while E2 does not operate in this mode which can be seen from Fig. 3.28.
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• Mode 5: Energy utilized from solar PV and BESS
In this operating mode, the load demands of enthusiastic houses are usually met
from the output power of solar PV units and from the stored energy of BESSs. In
this mode, the energy balance can be represented by the following equation:
EL(nE ∈ NE,Δt) = EU,PV (nE ∈ NE ,Δt) + EB(nE ∈ NE ,Δt) (3.73)
For E1, this mode occurs from 08:00 hr to 10:00 hr in the morning and 17:00
hr to 19:00 hr in the evening. On the other hand, E2 operates in this mode during
06:00 hr to 10:00 hr in the morning and 17:00 to 20:00 hr in the evening. For E2,
this mode last for a longer period as the battery capacity of E2 is larger than that
of E1.
• Mode 6: Energy utilized from solar PV unit, sold energy to neigh-
bors as well as to the main grid
If there is suﬃcient energy after meeting self-load and charging battery, the rest is
shared to serve loads of neighbors. If there is still excess energy after meeting the
demand of neighbors, it will be sold to the grid. In this case, the energy balance
equation will be as follows:
EG(nE ∈ NE ,Δt) = EU(nE ∈ NE,Δt) + ESN(nE ∈ NE,Δt) + ESG(nE ∈ NE,Δt)
(3.74)
From Fig. 3.27 and Fig. 3.28, it can be seen that both E1 and E2 operate in
this mode from 11:00 hr to 16:00 hr which are usually the solar peak hours.
Thus, it can be said that the EMS facilitate appropriate power sharing among
diﬀerent houses in a microgrid. However, the secondary EMS does two more jobs
which are the calculation of overall energy shortage and excess along with the cost-
beneﬁt analysis. These have been discussed in the following subsections.
3.9.5 Overall energy shortage and excess
There will be energy shortage if the demand of all houses are not met even after
sharing the excess power from the proactive and enthusiastic houses. In this cases,
the overall situation for the microgrid will be to purchase energy from the main
grid. This usually happens in early morning and from evening to the late night.
However, the excess energy, after meeting the local demand can be sold to the grid,
which happens during the solar peak hours. The overall energy sold (excess) to the
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Figure 3.29. Overall energy shortage and excess without sharing among the neighbors
in a microgrid
grid as well as purchased (shortage) from the grid for the microgrid are presented
in Fig. 3.29. From Fig. 3.29, it is clear that during the solar peak hours, there
is no shortage of energy and the excess energy is fed back to the grid. However,
some energy needs to be purchased from the grid when the sun is not shining. The
purchased energy is the highest during evening coinciding with peak load proﬁles of
the individual houses.
3.9.6 Cost-beneﬁt analysis
The secondary EMS conducts a cost-beneﬁt analysis to provide an idea for the sav-
ings of electricity bills to the existing users who are participating in the transactive
energy market. The developed cost-beneﬁt analysis framework for sharing power
in a transactive energy market will also encourage the prospect consumers. Table
3.15 shows the electricity bill for all houses before they are participating in a power
sharing environment. Though some of these results have already been included in
the previous subsection (especially for proactive and enthusiastic houses), however,
these have been included again as this table is the main base to reﬂect the beneﬁts
of proposed power sharing scheme in a transactive energy market.
There will be paid energy transactions among the neighbors and the main grid.
Table 3.16 shows the total expenses, total earnings, and electricity bills of all houses
within the microgrid where the consumers are doing the energy transaction with
separate ﬂat rate and time-of-use along with the utilization of feed-in tariﬀ in both
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Table 3.15. Electricity bills before energy sharing
House Flat ToU
Flat & ToU &
Feed-in Feed-in
Traditional 1 2.16 2.00 2.16 2.00
Traditional 2 2.93 2.62 2.93 2.62
Traditional 3 1.87 1.72 1.87 1.72
Proactive 1 2.01 1.76 1.44 1.20
Proactive 2 1.81 1.58 0.86 0.63
Proactive 3 1.97 1.71 1.10 0.83
Proactive 4 2.05 1.77 1.43 1.15
Enthusiastic 1 1.12 0.88 0.59 0.35
Enthusiastic 2 0.49 0.32 -0.07 -0.24
cases. From the total expenses as shown in Table 3.15, it can be seen that traditional
houses are spending more money as compared to proactive and enthusiastic houses
in all cases. A ﬂat rate of 15 c/kWh is assumed for energy transactions within the
neighborhood which is greater than the feed-in rate but at the same time lower than
the ﬂat rate of purchasing energy from the grid. This tariﬀ structure is chosen to
encourage traditional consumers to purchase from neighbors rather than purchasing
from the main grid while beneﬁtting proactive and enthusiastic neighbors by oﬀering
greater returns.
From Table 3.16, it can be seen that both earnings and expenses have two parts:
one part is related to energy transaction with neighbors and another part is that of
with the main grid. Proactive and enthusiastic houses earn some money by selling
energy to neighbors at a higher rate than the feed-in. The total earnings for each
house is greater than the previous scenario where there was no power sharing with
the neighbors. Traditional houses are beneﬁtted because of purchasing energy from
neighbors at a price lower than the grid and tus, the total expenses is comparatively
lower in this scenario than scenario I. Proactive and enthusiastic houses, however,
have same expenses since they have to rely on the grid to purchase their energy
when there is no solar or BESS energy available. From Table 3.16, it can be seen
that the enthusiastic houses have more earnings than the proactive houses and from
the electricity bills, it can be seen that the proactive house (E2) earns some money
during a typical summer day.
Another way of representing beneﬁts from power sharing is the saving in the
electricity bill of diﬀerent houses. The electricity bill savings for various consumers
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Table 3.17. Electricity bills savings for switching from no power sharing (various tariﬀs)
to sharing with ﬂat rate (α = 1) & feed-in tariﬀ (β = 1)
House Flat ToU
Flat & ToU &
Feed-in Feed-in
Traditional 1 0.21 0.05 0.21 0.05
Traditional 2 0.27 -0.04 0.27 -0.04
Traditional 3 0.18 0.03 0.18 0.03
Proactive 1 0.67 0.42 0.10 -0.14
Proactive 2 1.18 0.95 0.23 0.00
Proactive 3 1.07 0.81 0.20 -0.07
Proactive 4 0.75 0.47 0.13 -0.15
Enthusiastic 1 0.61 0.37 0.08 -0.16
Enthusiastic 2 0.65 0.48 0.09 -0.08
participating in a transactive energy market is shown in Table 3.17. These savings
are calculated by comparing the electricity bills with ﬂat, ToU, ﬂat and feed-in tariﬀ,
and ToU and feed-in tariﬀ scheme with no power sharing and power sharing among
the houses in a ﬂat rate tariﬀ structure along with feed-in scheme. All categories
of customers switching from ﬂat rate or ﬂat rate and feed-in scheme are beneﬁtted
from energy sharing scheme which have been reﬂected in Table 3.17 through the
positive values of electricity bill savings. The energy sharing scheme turns out to
be more expensive for T2 who was primarily using ToU scheme and this has been
reﬂected through the negative savings in the electricity bills. Similar cases happens
with all proactive houses except P2 and all enthusiastic houses when these houses
switching from ToU and feed-in scheme to ﬂat rate and feed-in tariﬀ scheme. For P2
either ﬂat-rate and feed-in with energy sharing or ToU and feed-in without energy
sharing turns out to be equally beneﬁcial.
Now another situation is considered to conduct the cost-beneﬁt analysis where
all houses are participating in a transactive energy market for trading energy among
the neighborhoods with a time-of-use rate and that of with the grid through feed-
in tariﬀ scheme. Now it is a matter of concerns whether the same neighborhood
sharing tariﬀ would be applicable for this case. One might argue that a time-of-
use tariﬀ structure is necessary to motivate consumer for participating transactive
energy market as the traditional houses can buy energy at a reduced rate of 12
c/kWh rather than neighbors’ rate of 15 c/kWh during oﬀ-peak periods of time-
of-use tariﬀ. However, the energy trading pattern among the neighborhood clearly
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indicates that there will be no energy trading during the oﬀ-peak periods (10pm
- 7am) due to the absence of power generation from solar PV units. Thus, there
is no need to revise neighborhood tariﬀs during the oﬀ-peak period of time-of-use
tariﬀ. Also, the neighborhood tariﬀ is lower than both the shoulder and the peak
tariﬀ, hence the ﬂat rate neighborhood tariﬀ would suﬃce to analyze this case. In
this case, the expenses (both with neighbors and main grid), earnings (both from
neighbors and main grid), and electricity bills are shown in Table 3.18.
In this case, it can be seen that all houses reduced electricity bills as compared to
the previous case while the houses were using ﬂat rate and fee-in tariﬀ scheme. Also
E2 earns more than double money from power sharing in time-of-use and feed-in
tariﬀ scheme as compared to ﬂat rate and feed-in tariﬀ.
In this situation, the savings in electricity bills for various consumers partici-
pating in a transactive energy market is shown in Table 3.19. These savings are
calculated by comparing the electricity bills with ﬂat, ToU, ﬂat and feed-in tariﬀ,
and ToU and feed-in tariﬀ scheme with no power sharing and power sharing among
the houses in a time-of-use tariﬀ structure along with feed-in scheme. All categories
of customers switching from all four tariﬀ structures are beneﬁtted from energy
sharing scheme which have been reﬂected in Table 3.19 through the positive values
of electricity bill savings.
Finally, a case is considered to conduct the cost-beneﬁt analysis where diﬀerent
houses have diﬀerent choices of tariﬀs for trading energy in a transactive energy
market. The houses (T1, T3, P2, P3, E2) have set their preferences for trading
energy with the neighbors at ﬂat rate and with the grid at feed-in tariﬀ rate while
the remaining houses (T2, P1, P4, E1) are willing to participate in energy trading
if the rate is time-of-use for sharing energy with neighbors and feed-in tariﬀ with
the grid. Thus, this scenario is the combination to two previous scenarios where all
houses were engage in power sharing either in ﬂat or time-of-use rate along with feed-
in tariﬀ. In this case, the expenses (both with neighbors and main grid), earnings
(both from neighbors and main grid), and electricity bills are shown in Table 3.20.
Table 3.20 clearly indicates the electricity bills are the combination two previous
tariﬀ structures which are also true in the case of savings in electricity bills for the
houses as indicated in Table 3.21.
So far, the cost-beneﬁt analyses as presented in this subsection are mainly based
on the daily energy proﬁle of diﬀerent houses. The net annual energy proﬁle of the
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Table 3.19. Electricity bills savings for switching from no power sharing (various tariﬀs)
to sharing with time-of-use rate (α = 0) & feed-in tariﬀ (β = 1)
House Flat ToU
Flat & ToU &
Feed-in Feed-in
Traditional 1 0.35 0.19 0.35 0.19
Traditional 2 0.54 0.23 0.54 0.23
Traditional 3 0.33 0.18 0.33 0.18
Proactive 1 0.92 0.67 0.35 0.11
Proactive 2 1.41 1.18 0.46 0.23
Proactive 3 1.33 1.07 0.46 0.19
Proactive 4 1.03 0.75 0.41 0.13
Enthusiastic 1 0.85 0.61 0.32 0.08
Enthusiastic 2 0.82 0.65 0.26 0.09
microgrid is shown in Table 3.22 from where it can be seen that the proposed power
sharing scheme would allow upto 31% grid independent operation of the microgrid.
Finally, the payback period is calculated for the investment on the microgrid
under diﬀerent tariﬀ structures by considering the investment cost, replacement cost,
expense, and earning. The overall cost-beneﬁt analysis for the proposed microgrid
project is shown in Table 3.23. From simple payback calculation as presented in
Table 3.23, it can be seen that all tariﬀ categories are beneﬁcial with ToU producing
more return than the ﬂat rate and the combination of both ﬂat and ToU rate tariﬀs.
All these returns fall within the life-time of the BESS. The net present values (NPVs)
are calculated by using interest rate of 4% and these values are positive for all tariﬀs
structure while ToU has the highest NPV. It is also observed that the discounted
payback periods are longer than simple payback but these fall within the life-time
of solar PV units.
Thus, it can be said that the proposed power sharing and cost-beneﬁt solution
provide eﬀective solution under diﬀerent operating scenarios. However, the excess
power of the proactive houses can be used to charge the BESS of enthusiastic houses
before selling back to the grid which is discussed in the next section.
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Table 3.21. Electricity bills savings for switching from no power sharing (various tariﬀs)
to sharing with ﬂat rate (α = 1) & feed-in tariﬀ (β = 1) tariﬀ for houses T1, T3, P2, P3,
& E2 as well as with time-of-use rate (α = 0) & feed-in tariﬀ (β = 1) for houses T2, P1,
P4, & E1
House Flat ToU
Flat & ToU &
Feed-in Feed-in
Traditional 1 0.21 0.05 0.21 0.05
Traditional 2 0.54 0.23 0.54 0.23
Traditional 3 0.18 0.03 0.18 0.03
Proactive 1 0.92 0.67 0.35 0.12
Proactive 2 1.18 0.95 0.23 0.00
Proactive 3 1.07 0.81 0.20 -0.07
Proactive 4 1.03 0.75 0.41 0.13
Enthusiastic 1 0.85 0.61 0.32 0.08
Enthusiastic 2 0.65 0.48 0.09 -0.08
Table 3.22. Annual energy proﬁle of the microgrid
Energy Generated (kWh) 33024
Energy Demand (kWh) 78041
Energy Utilized (kWh) 21255
Energy Shared (kWh) 2803
Energy Sold (kWh) 8975
Energy Purchase (kWh) 53983
Grid Independence (%) 31
Table 3.23. Overall cost-beneﬁt analysis of the microgrid
Flat Flat & ToU ToU
Investment Cost ($) 43680 43680 43680
Replacement Cost ($) 13583 13583 13583
Expenses ($) 9436 9226 8990
Earnings ($) 958 958 958
Bill ($) 8478 8268 8032
Bill Savings ($) 5645 5855 6091
Payback Period (yr) 10 9.7 9.5
NPV ($) 26237 29518 33204
Discounted Payback Period ($) 15 14 13
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3.10 Scenario 3: Energy Sharing Among Houses to Meet
the Load Demand and Charge BESSs of Enthusiastic
Houses
This scenario is just the little addition of the previous scenario. From the previous
scenario, it is observed that there is a large amount of excess energy that is sold
to the grid at a nominal feed-in rate. Instead of exporting the energy to the grid,
this energy can be utilized to charge BESSs of enthusiastic houses. This scenario
explores the ﬁnancial beneﬁts of this kind of energy sharing mechanism where the
large amount of excess energy is ﬁrst shared to meet load demand and then to charge
the BESSs of enthusiastic houses. Finally, the excess energy is sold back to the main
grid.
Under this scenario, the performance of the EMSs will be quite similar as dis-
cussed in the previous section and these operating modes can be summarized as
follows:
• The operating modes of the EMSs for traditional houses will exactly be the
same as discussed in previous section and the energy proﬁles for these will be
exactly similar to that as presented from Figs. 3.20– 3.22.
• The operating modes of the EMSs for proactive houses will be quite similar
to that as presented in the previous section. All energy proﬁles, except the
energy sold to the grid during the period 09:00 hr to 10:00 hr for E2 and 09:00
for E1, remain same as shown from Figs. 3.23– 3.26. The energy sold to the
grid will be reduce during this period and this occurs as enthusiastic houses
purchase some energy to charge their BESSs. The amount of energy sold to
these BESS can be seen from Fig. 3.30.
• The operating modes of EMSs for enthusiastic houses are also similar to that
of as presented in the previous section. All energy proﬁles except the energy
purchased from the neighbors and the net energy available into the battery
will remain same as presented in Fig. 3.27 and Fig. 3.28. The energy proﬁles
related to energy purchased from the neighbors and the net energy available
into the battery will increased by a factor as shown in Fig. 3.30 at 09:00 hr
for E1 and during 09:00 hr to 10:00 hr for E2.
It can also be said that there will be no signiﬁcant diﬀerence in the overall
energy shortage and excess as compared to the previous section. In this case, the
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Figure 3.30. Energy purchased for BESSs of enthusiastic houses
Energy Shortage and Excess of the Microgrid
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Figure 3.31. Overall energy shortage and excess without sharing among the neighbors
in a microgrid
only diﬀerence will be during 09:00 hr to 10:00 hr while the overall excess energy will
be reduced by the factor as presented in Fig. 3.30. For this case, the overall energy
shortage and excess are shown in Fig. 3.31 from where it can easily be observed that
there is no signiﬁcant change in energy shortage and excess of the microgrid from
than just for that speciﬁed period. This is because of the fact that, self-reliance of
energy for charging BESS was suﬃcient. Only noticeable diﬀerent is at 09:00 hr as
the amount for 10:00 hr is very small.
From the perspective of cost-beneﬁt analysis using daily energy proﬁles, it will
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Table 3.24. Overall cost-beneﬁt analysis of the microgrid when the BESSs of enthusiastic
houses purchase energy from neighbors
Flat Flat & ToU ToU
Investment Cost ($) 43680 43680 43680
Replacement Cost ($) 13583 13583 13583
Expenses ($) 9544 9327 9081
Earnings ($) 1137 1137 1137
Bill ($) 8407 8190 7944
Bill Savings ($) 5716 5933 6179
Payback Period (yr) 10 9.5 9
NPV ($) 27346 30736 34579
Discounted Payback Period ($) 15 14 13
be similar to that of presented in the previous section. However, there will be slight
eﬀects on the payback period as compared to previous section which can be clearly
seen from Table 3.24.
Finally, it can be said that the developed framework can be applied under any
situation in a transactive energy market and this is very clear from the results under
diﬀerent operating scenarios.
3.11 Chapter Summary
This chapter presents a detailed and generalized power sharing and cost-beneﬁt
analysis framework for managing energy in a transactive energy trading market.
A hierarchical EMS has been developed for managing these tasks in an eﬃcient
way. The primary layer of the EMS has been used to manage the energy of all
houses and passing the information of overall excess and shortage energy to the
secondary EMS which is further responsible for energy sharing among the houses
and communicating with the tertiary layer. The tertiary layer of the EMS oversees
the energy management task and trades energy with the grid. A microgrid with
nine houses including three diﬀerent categories has been considered in this chapter.
In this microgrid, diﬀerent houses with various renewable energy proﬁles form an
energy sharing an energy trading mechanism based on the developed analytical
framework. The power sharing results have been presented for a typical summer
day by considering diﬀerent operating modes and these operating modes reﬂect
the possibilities of all situation which could happen in a microgrid in a real-time
operation. The extensive cost-beneﬁt analysis has also been done for a single day
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and year as well as for the whole life of the project. The developed cost-beneﬁt
analysis framework will help the consumers to make a decision for the investments on
such transactive energy management project through the microgrid. The proposed
framework is a way forward for energy independent microgrid, however, the energy
management of the BESS requires muti-time step decision making considering future
energy values. Hence, an optimization framework is necessary which is developed in
next chapter.
Chapter 4
Linear Programming Approach for
Transactive Energy Management in
Residential Microgrids
4.1 Introduction
In the last chapter, a generalized and hierarchical framework for the energy manage-
ment system (EMS) of a residential microgrid is presented along with a generalized
cost-beneﬁt analysis by considering diﬀerent categories of households. In Chapter 3,
the proposed framework is mainly a rule-based or analytical framework which works
on a set of rules and priorities and these are beneﬁcial to assess the potential of
achieving ﬁnancial beneﬁts. Thus, the rule-based framework lays the foundation for
the open energy market architecture, however, as demonstrated in previous chapter
the rule-based framework solves one dispatch at a time, i.e., no look ahead period.
As a result, the decisions of the EMS almost always provides a sub-optimal perfor-
mance especially with the BESS. The sub-optimal result is prominent in obtaining
the state of charge (SOC) level of the battery energy storage systems (BESSs) which
diminishes to the lower threshold value at the end of a very high energy consum-
ing day and thus, making these BESSs not usable for the next day. It is essential
to realize that the energy management problems are multi-period. Hence, the real
intelligence of the EMS should be capable to schedule the BESS in such a way that
a given metric(e.g., objective function) is minimized or maximized over the entire
period of the day. Linear programming (LP) approaches are useful to enhance the
intelligence of EMSs which is the main aim of this chapter.
4.1.1 Background
The incorporation of information and communication technologies (ICTs) in power
grids marks the transition from traditional to smart power grids. The advances
in ICTs can be integrated in the traditional system to increase automation, inte-
grate distributed renewable resources, secure the grid infrastructure, adopt electric
116
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vehicles (EVs), and enable eﬃcient demand-side energy management. For a long
time, traditional power grids had demand response programs for large-scale con-
sumers such as industrial plants or commercial buildings, however, these grids did
not incorporate similar mechanisms for the residential consumers mostly due to two
reasons. First, diﬃculties in handling large number of residential units without com-
munication, sensors, and eﬃcient automation tools. Second, the impact of demand
response programs is considered to be relatively small when compared with their
implementation costs. However in the smart grid, residential energy management
techniques are made feasible because of the communication infrastructure between
consumers, devices, and the grid facilitated by smart meters, low-cost sensors, and
smart appliances.
The smart grid technologies have enabled scheduling loads at end users in order
to reduce energy consumptions and the costs for electricity usages while helping
the grid in managing stress. However, it is not very practical to assume that every
consumer who is neither an economist nor a grid operator will be able to sched-
ule appliances based on electricity pricing information. Thus, an automated load
scheduling approach is required which optimizes the operation schedule of the con-
sumers’ appliances both from ﬁnancial and operating point of view. The developed
optimization framework must need little consumer attention to setup and maintain.
The solution of the appliance commitment problem ﬁnds the operating schedule of
appliances over a period of time (scheduling horizon) within a household subject to
some operational and economic considerations (constraints).
4.1.2 Literature review
In order to facilitate consumption scheduling, it is essential to develop appropriate
mathematical optimization algorithms for energy consumption. A mixed-integer
nonlinear programming optimization approach is developed in [118] to automate the
load management of diﬀerent appliances for diﬀerent houses. In [118], the binary
integer variables associated with the on-oﬀ status of appliances are ﬁrst relaxed to
make them continuous variables with an additional regularization on the objective
function so that the problem can be formulated as a convex optimization problem.
The performance of an in-home energy management system (EMS) is considered
in [30] and compared with an optimization-based residential EMS with an objective
to minimize the cost of electricity usages for consumers who are only using the time-
of-use tariﬀ and considers the individual preference. However, these literature do not
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consider any method to deal with the gap between forecasted and real-time values for
electricity prices. The real-time scheduling of residential appliances including electric
water heater, air conditioner, clothes dryer, electric vehicle, photovoltaic cell, and
battery in the home EMS is explored in [114] which tackles the trade-oﬀ between the
expected cost and risk of uncertainties. Moreover, two sets of rules are applied in
[114] to regulate the charging and discharging functions of the battery. However, the
literature so far presented only considers residential energy management approaches
of individual houses. Individual energy management approach is although useful
for utility bill reduction but from the perspective of utility companies, this might
result in rebound peaks. Additionally, the houses are connected to the main grid
and a number of houses can be connected together to form a microgrid whose energy
management is essential for eﬃcient operation.
From the perspective of microgrids, a centralized optimal power scheduling scheme
is discussed in [119] for controllable loads and renewable energy sources with several
objectives such as loss reduction, voltage control, and smoothing power ﬂuctuations.
Another centralized and coordinated approach is presented in [120] for improving
the voltage proﬁle of a distribution feeder. The result of the analysis as presented
in [120] demonstrates that the feeder with lower resistance as well as solar pho-
tovoltaic (PV) can eﬀectively solve the voltage variation problem for urban areas
whereas supports are required solar PV units and battery energy storage systems
(BESSs) to maintain an acceptable voltage proﬁle for rural areas. For large mi-
crogrids, the centralized approach requires extensive communication infrastructure
and huge computational requirements which are making this approach practically
infeasible, and therefore, distributed optimization approaches need to be considered.
A distributed game theoretic consumption scheduling framework based on mixed
integer programming (MIP) approach is presented in [63] for residential consumers
to achieve independency from conventional energy and minimize energy cost. The
approach as presented in [63] is computationally eﬃcient since the centralized opti-
mization problem is decomposed into distributed game based optimization problem
solved by diﬀerent intelligent approaches. A consensus-based incremental welfare
algorithm is developed in [121] for energy management among generators and con-
sumers in a microgrid which does not need central coordinator and thus, facilitating
scalable solutions for large-scale problems. A decentralized approach is proposed
in [122] to manage the charging and discharging of BESSs with an aim to control
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the voltage variation problems. This approach relies on the identiﬁcation of a com-
mon power threshold, based on the voltage sensitivity analysis, to activate BESS. A
cooperative energy level balancing scheme is proposed in [123] which enables to par-
ticipate demand-generation balancing while serving to improve frequency regulation
and reliability of a microgrid. Prisoner’s dilemma inspired distributed penalty re-
ward scheme is presented in [124] for sharing the cost of electricity among houses. A
non-cooperative game based distributed control of energy consumption is proposed
in [125] to reduce the peak demand along with the trade-oﬀ between energy con-
sumption and load curtailment costs. The coordinated energy management problem
for residential houses is solved in [126] using an iterative distributed approach from
the equivalent single-level formulation of an original bi-level problem. A coopera-
tive energy storage management problem is discussed in [127] in order to maintain
the supply-demand balance and minimize the loss due to the ineﬃcient charging-
discharging. A distributed energy trading framework among microgrids is proposed
in [108] by considering as a multi-leader multi-follower game. However, the main
challenges with these distributed approaches are the nonlinearities in objective func-
tions and constraints which are approximated to achieve the optimum solutions as
these approximations are providing sub-optimal results.
Artiﬁcial intelligence techniques are being used to solve and handle the nonlin-
earities in objective functions. A particle swarm optimization technique is presented
in [29] which enhances a decision-support tool for residential consumer to make an
energy acquisition decision. The decision-support tool maximizes the net beneﬁts
gained by the end users when they utilize energy services. The decision of the tool
depends on the energy service model that enables end users to place a received
beneﬁt on key energy services. A scheduling algorithm attempts to maximize the
net beneﬁts for the end users, i.e., the diﬀerence between the total energy service
beneﬁts and the costs of energy provision. A meta-heuristic method, colonial com-
petitive algorithm, is presented in [78] to solve the nonlinear optimization problem
to ﬁnd the day-ahead schedule of distributed energy resources while reducing opera-
tional costs and considering diﬀerent constraints such power balance (both thermal
& electrical) and battery status (both charging and discharging). The impact of
battery eﬃciency, utility rate, and energy utilization on the operational costs of the
whole system is also studied in [78]. The works, so far discussed here, only con-
sider the operation scheduling of some speciﬁc high energy consuming appliances
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with single objective and do not properly consider either preferences of end users as
well as their comfort levels or the utility’s goal of achieving supply reliability at a
reasonable price.
A multi-objective demand response model is proposed in [128] by considering
shared energy storage to maximize proﬁts of both consumers and the utility. An op-
timal energy storage control strategy is devised in [129] along with the formulation
of a robust optimization approach in order to consider uncertainties in renewable
power generation and load demands, In [129], the performance objectives of con-
sumers are electricity cost and BESS usage cost while the performance objectives of
the utility are peak demand reduction and load smoothing. A home energy manage-
ment scheduler is proposed in [130] to reduce the cost of electricity utilization where
the scheduler schedules the appliances by considering the uncertainties of prices and
load demands in three phases such as monitoring, scheduling, and control. A mixed-
integer linear programming (MILP) optimization technique is presented in [70] to
schedule all major residential electrical loads, storage, and production facilities. The
approach as presented in [70] proposes a multi-objective framework is proposed from
customers’ perspective to minimize total energy costs, total energy consumptions,
peak loads, emissions, and/or any combination of these over the scheduling horizon.
At the same time, the preferences of end-uses such as desired room temperature,
maximum temperature deviation, hour of operation of each device, delay to com-
plete a task; are considered as constraints. An optimum power ﬂow management
scheme is discussed in [131] with an objective to provide peak shaving facility while
satisfying local load at the smallest cost. However, most of these existing multi-
objective approaches are used to provide some speciﬁc beneﬁts for a certain range
of scenarios and do not provide a generalized cost-beneﬁt analysis framework. Fur-
thermore, the costs and beneﬁts depend on the optimal sizing of the solar PV units
and BESSs which are commonly used in residential microgrid applications.
Recently, the integration of renewable energy sources (especially solar PV sys-
tems) has been increased for residential buildings which reduces the stress for using
fossil fuels. The skewness issue related to the integration of solar PV system needs
to be addressed so that the relevant beneﬁts can clearly be realized. There always
exists a mismatch between the peak electricity generation (typically at noon) and
peak electricity demand (typically at the evening) for residential consumers. Hence,
the produced PV power cannot be utilized properly to meet the local load demands
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due to the disparity in timing and BESSs are useful to solve such problems. An en-
ergy price aware control algorithm which controls the charging-discharging instants
of BESSs is proposed in [113] to eﬀectively utilize the residential energy storage
system. In [113], the size of the energy storage system is also optimized along with
the reduced break-even time of the initial investment on solar PV units BESSs.
The optimal sizing of solar PV units and BESSs signiﬁcantly aﬀect the savings of
electricity bills for residential consumers who integrate these components to their
houses. The optimum capacities of solar PV units and BESSs in turn depend on
various factors such as utility tariﬀs, production capabilities of renewable resources
as well as weather conditions, load proﬁle, and grid connection policies. Therefore,
a generalized energy management framework is required which will adopt an op-
timization approach and provide a comprehensive cost-beneﬁt analysis. However,
these cost-beneﬁt analyses require the tariﬀ structures of end users.
In traditional electricity market, electricity retailers are used to provide a ﬁxed
tariﬀ scheme which is independent of the cost of electricity generation and conges-
tion. In reality, however, retailer payment structures for electricity are variable and
depend on the marginal cost of electricity production. Since the actual cost of elec-
tricity production is not reﬂected in the retail tariﬀ, an inelastic behavior of demand
is observed which may ultimately lead to losses for both retailers and consumers.
This would happen for retailers when they purchase large amount of electricity due
to the higher pool price. Similarly the retail price increases for consumers in the long
run as a result of installing new generation and transmission facilities in order to
meet the peak demand. Thus, the electricity bills for consumers can be minimized
by employing an optimization framework which will include price-based demand re-
sponse (DR) with time varying electricity prices and allow to shift the consumptions
to the periods when the electricity prices are relatively low. A simple but robust
linear programming (LP) approach is presented in [73] as a form of an EMS for
a house or a small business who is utilizing bidirectional communication with the
electricity supplier. The approach as presented in [73] maximizes the consumers’
utility or minimizes their energy costs based on real-time pricing information from
the grid. The interaction takes place on an hourly basis using a rolling window
algorithm to consider the energy consumption throughout the twenty four hours of
the day. However, this model is a deterministic one and thus, may not derive opti-
mal operation for residential appliances in response to the uncertainties in real-time
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electricity price. This optimal operating problem is addressed in [66] where a com-
parison between stochastic and robust optimization techniques is shown to manage
real-time demand responses of residential appliances as mixed-integer linear pro-
gramming (MILP) problems and then solved by MILP solvers. The cost of energy
consumptions and utility achieved through the participation in energy management
can be combined together to achieve cost eﬃciency. The scheduling algorithms,
e.g., as presented in [132], can eﬀectively reﬂect and aﬀect the energy consumption
behaviors of consumers.
4.1.3 Contribution of this work
The literature so far discussed in this chapter summarizes the application of opti-
mization approaches used for the management of energy within a household, build-
ing, or microgrid. However, in the current deregulated retail electricity industry
consumers have diﬀerent tariﬀ options to choose from. Hence, the optimization ap-
proach need to consider at least most oﬀered utility pricing options available from
the retail industry. In [133] a time-of-use price-based energy management approach
is shown to be eﬀective in minimizing electricity bills while considering energy selling
during high price periods. In reality, most of the oﬀered feed-in tariﬀ in Australia al-
low customers to sell energy back to the grid at any time at a ﬂat feed-in rate. Also,
some customers are comfortable using ﬂat rate rather than time-of-use. Hence, the
optimization method needs to consider diﬀerent tariﬀ options. Moreover in a micro-
grid, diﬀerent categories of consumers exist with diﬀerent energy trading behaviors
which are completely ignored in the existing literature.
In this chapter, a LP based bi-level optimization algorithm is presented to man-
age energy in the primary level through primary EMSs and then share energy among
neighbors as well as with the grid in the secondary level through the secondary EMS.
The lower level optimization problems tackle the utility maximization of proactive
and enthusiastic houses and ﬁts within primary level of the energy management
framework proposed in Chapter 2. The similar optimization at lower level is done
for the proactive house which maximizes the usage of local solar PV generation
within a single time-step. The optimization model of enthusiastic houses is useful
to manage the PV units and BESS since the optimization routine can take charge-
discharge decision based on multiple timeframes to keep the BESSs usable for the
next day of operation. The higher level of optimization ﬁts in the secondary level,
i.e., this optimization routine minimizes the purchase cost of the overall microgrid
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based on the available excess energy and shortage within a particular timeframe.
The main contributions of this chapter are to:
• Develop a LP based generalized utility maximization problem for proactive
households to manage available energy from solar PV units,
• Develop a LP based generalized utility maximization problem for enthusiastic
houses which optimizes the PV and BESS operation during 24 hr window for
eﬀective utilization of BESS energy, and
• Develop a LP based generalized cost minimization problem for the microgrid
to better manage local excess and shortage energy.
The cost and beneﬁt of the microgrid utilizing the optimization approach pro-
posed is also shown in this chapter. An overview of linear programming approach
is provided in the following section.
4.2 Overview of Linear Programming and Energy
Management Systems
The solution of linear programming (LP) problem involves optimizing, i.e., minimiz-
ing or maximizing a linear objective function subject to linear equality constraints,
linear inequality constraints, and bounds. The variables that are optimized are called
design or decision variables. The problem is called linear programming since the ob-
jective function and constraints are linear functions of design or decision variables.
Mathematically, linear programming can be represented as:
J = min
x
fTx (4.1)
subject to the constraints:
Ax ≤ b (4.2)
Aeqx = beq (4.3)
lb ≤ x ≤ ub (4.4)
where fTx in equation (4.1) is the objective function, equation (4.2) is the inequality
constraint, equation (4.3) is equality constraint, and equation (4.4) is the bound
constraint. In the LP problem, x is the design variable, f is the coeﬃcient of the
objective function, A is the inequality coeﬃcient matrix, b is the inequality vector,
Aeq is the equality coeﬃcient matrix, beq is the equality vector, lb is the lower bound,
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and ub is the upper bound. In this chapter, this linear programming is used to
maximize the utilization of solar PV units and BESSs for proactive and enthusiastic
houses as well as to minimize the electricity bills for traditional houses. The energy
costs of residential users are basically linear functions of energy consumptions, hence
linear programming is used to solve the price-based energy management problem.
The overall energy management of the microgrid is formulated as a bi-level op-
timization problem. The lower level optimization is the maximization of the utility
of using local PV and BESS in the primary layer of the energy optimization. After
the optimization each house sends the information about the excess and shortage
energy to the secondary EMS for further optimization in the upper level. The upper
level deals with minimizing electricity purchasing cost from the grid by sharing the
excess energy to meet the shortage of traditional, proactive and enthusiastic neigh-
bors. The lower level optimization for proactive houses is discussed in the following
section.
4.3 Lower Level Optimization of Proactive Houses
Proactive house owners normally have their own solar PV systems to meet their
energy demand. Let the solar PV generates EG energy during any time-step Δt and
the house has load demand of EL during the same time-step as shown in Fig. 4.1.
Now, in order to maximize the solar energy utilization the PV owner wants to use
as much energy as possible from the solar PV. Suppose during any time-step Δt,
the household utilizes EU energy, resulting in cost savings quantiﬁed by
U [EU (nP )] = EU(nP )[αrFT + (1− α)rTU ] (4.5)
where U [EU (nP )] is the utility of the proactive house nP for utilizing EU amount
of energy from the solar PV unit to meet the load demand EL, rFT is the ﬂat rate
tariﬀ, rTU represents the time-of-use tariﬀ and α is the switching factor as discussed
in Chapter 2 which determines whether the customer is either in ﬂat rate or time-
of-use tariﬀ structure.
If there is more energy available after meeting the load demand, the excess energy
can be sold back either to the grid at a feed-in rate as contracted with the utility
or to the neighbors at a ﬂat (rND,FT ) or time-of-use (rND,TU) rate. The resulting
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Figure 4.1. Optimization framework for proactive house
earnings from selling excess energy EE can be quantiﬁed as:
U [EE(nP )] = ESN(nP )[αrND,FT + (1− α)rND,TU ] + βESG(nP )rFD (4.6)
where U [EE(nP )] is the utility of the proactive house nP for selling the excess energy
to the grid (ESG) at a feed-in tariﬀ rate (rFD) as well as to neighbors (ESN) either
at ﬂat or time of use rate, β is the feed-in tariﬀ choice factor. When β = 0, there is
no feed-in tariﬀ available for the customer.
Sometimes when there is no generation from solar PV units or the generation
is less than the load demand, an amount of energy shortage needs to be purchased
from the grid or neighbors either at ﬂat or time-of-use rate. Thus, the resulting
expenses for purchasing this energy shortage can be represented as follows:
E [ES(nP )] = ES(nP )[αrFT + (1− α)rTU ] (4.7)
where E [ES(nP )] is the expenses of the proactive house nP for purchasing the short-
age ES. This energy shortage is the combination of energy purchased from the grid
as well as from the neighbors which can be written as follows:
ES(nP ) = EPG(nP ) + EPN(nP ) (4.8)
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The overall utility for the PV owner, i.e., a proactive house at any time step Δt
can be written as follows:
U(nP ) = U [EU (nP )] + U [EE(nP )]− E [ES(nP )] (4.9)
The objective of the PV owner is to maximize the overall utility in order to reap
the ﬁnancial beneﬁts by investing on solar panels. Thus, the objective function J
can be represented as follows:
J = max{U(nP )} (4.10)
However, the maximization of the overall utility is equivalent to minimizing the
negative of the overall utility which can be represented as follows:
J = min{−U(nP )} (4.11)
Using equation (4.11) and (4.9), the cost function can be represented as follows:
J = min{E [ES(nP )]− U [EU (nP )]− U [EE(nP )]} (4.12)
which in turn can be written as follows:
J = min
{ES ;EU ;EE}
{ES(nP )[αrFT + (1− α)rTU ]
−EU (nP )[αrFT + (1− α)rTU ]
−ESN (nP )[αrND,FT + (1− α)rND,TU ]− βESG(nP )rFD}
(4.13)
Thus, the proactive houses are aimed to minimize equation (4.13) by considering
three factors or variables such as the amount energy shortage, energy excess, and
energy utilized from the solar PV unit. These variables are, however, bounded by
several operational requirements and constraints. In this chapter, all these opera-
tional requirements and constraints are considered to minimize the cost function as
represented by equation (4.13) as well as to make it more realistic, i.e., similar to
that in practical operations.
Energy generated from the solar PV unit is used to supply the load demand and
the excess energy is sold to the grid if there is any. Thus, the utilized energy and
the excess energy sold to the grid or neighbors by a proactive user must not exceed
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the energy generated which can be represented through the following inequality and
can be considered as a generation constraint:
EU(nP ) + EE(nP ) ≤ EG(nP ) (4.14)
Moreover, the load demand needs to be satisﬁed either by solar PV unit or purchas-
ing from the grid or neighbors when there is energy shortage. Thus, the load balance
can be considered as an equality constraint as shown by the following equation:
EU (nP ) + ES(nP ) = EL(nP ) (4.15)
Energy purchased from the grid or neighbors must not exceed the total load demand
during any time-interval. Thus, the energy shortage can be bounded as follows:
0 ≤ ES(nP ) ≤ EL(nP ) (4.16)
Similarly, the excess energy sold to the grid or neighbors is bounded by the energy
generated from solar PV unit and represented as the following limit of energy excess
bound:
0 ≤ EE(nP ) ≤ EG(nP ) (4.17)
The bound of the energy utilization is usually quantiﬁed bit diﬀerent ways as
compared to the energy shortage and excess. From the cost function as represented
by equation (4.13), it can be seen that the maximization of the utilized energy will
automatically reduce the other variable. This energy utilization is bounded the
energy generation and energy demand during any time step. Since the load demand
may exceed the solar generation and vice-versa during an arbitrary time-step, the
bound for the energy utilization can be generalized as follows:
min{EG(nP ), EL(nP )} ≤ EU(nP ) ≤ max{EG(nP ), EL(nP )} (4.18)
Thus, it can be said that the overall optimization problem is linear as the cost func-
tion (represented by equation (4.13)), inequality constraint (represented by equa-
tion (4.14)), equality constraint (represented by equation (4.15)), and bounds (rep-
resented by equations (4.16)-(4.18)) are the linear functions of decision variables.
Thus, this meets the criteria for linear programming which can easily be solved in
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Figure 4.2. Demand balance of proactive house #1
MATLAB using linprog function. To validate the proposed LP, the microgrid as
shown in Fig. 3.11 and Table 3.1 in Chapter 3 is also used in this chapter for the
purpose of a fair comparison.
Using the proposed LP approach, the results are shown in Figs. 4.2 to 4.9
for all houses for a typical summer day which similar to that of as presented as in
Chapter 3. For each house, the demand and generation balance are shown in terms of
energy utilization which is common in all ﬁgures. The demand balance is calculated
in terms of the energy demand, utilized energy, and energy shortage whereas the
generation balance is obtained using energy excess and energy generation along
with the utilized energy. Thus, the result of the optimization includes the optimized
decision variables such as energy purchased from the grid or neighbors, i.e., energy
shortage (ES(nP )), energy sold to the grid or neighbors, i.e., energy excess (EE(nP )),
and energy utilized (EU(nP )) by the proactive houses. Finally, these information are
sent to the secondary EMS for further energy sharing decisions among the houses
as well as with the grid and conducting the cost-beneﬁt analysis.
4.4 Lower Level Optimization of Enthusiastic Houses
The energy generated by the solar PV units of proactive houses must be either
utilized as generated or sold to the grid. There are no options for the house owners to
take opportunistic decisions based on future demand, generation, and price. Hence,
the optimization problem for the proactive houses solves one dispatch at a time, i.e.,
there is no look-ahead period to solve this problem.
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Figure 4.3. Generation balance of proactive house #1
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Figure 4.4. Demand balance of proactive house #2
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Figure 4.5. Generation balance of proactive house #2
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Figure 4.6. Demand balance of proactive house #3
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Figure 4.7. Generation balance of proactive house #3
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Figure 4.8. Demand balance of proactive house #4
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Figure 4.9. Generation balance of proactive house #4
For enthusiastic houses, on the other hand, there is an option for the house owner
to charge or discharge the BESS through which the owner can intelligently manage
the generation and load demand. Thus, the problem of energy management for
enthusiastic houses becomes multi-period. In such a case, the real intelligence of the
optimization framework would be to maximize the power generation from solar PV
units as well as to schedule the charging and discharging of the battery in such a
way which maximizes the utility of the house over some periods of the day.
In order to avoid sub-optimal result, twenty-four hour (T = 24h) duration is
chosen for the optimization with the resolution of one hour (Δt = 1h). It is assumed
that all variables remain constant during the time interval Δt.
Let, the solar PV unit of an enthusiastic house nE generates an amount of energy
EG during any time step Δt and the house has load demand of EL during the same
time step as shown in Fig. 4.10. The enthusiastic house also possesses a BESS
whose energy is represented as EB. The maximum energy that the BESS can retain
is EB,max. Now in order to maximize the solar energy utilization, the house owner
wants to use as much energy as possible from the solar PV unit. Suppose during a
time step Δt the household utilizes energy EU from the solar PV unit, the resulting
cost savings can be quantiﬁed as follows:
U [EU (nE)] = EU(nE)[αrFT + (1− α)rTU ] (4.19)
where U [EU(nE)] is the utility of the enthusiastic house nE for utilizing energy EU
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Figure 4.10. Optimization framework for enthusiastic house
from the solar PV unit to meet the load demand EL, rFT is the ﬂat rate tariﬀ and
rTU represents the time-of-use tariﬀ, and α is the switching factor that determines
whether the customer is in ﬂat or time-of-use tariﬀ structure.
If there is excess energy even after meeting the load demands, i.e., EG(nE) >
EL(nE), it could be used to charge the BESS of the proactive houses. Thus, the
prices for the energy charge into the BESS can be used as the earnings or utility as
this energy can be used later on. If the amount of energy charge into the BESS is
EC , the utility of energy charged into the BESS can be represented as follows:
U [EC(nE ,ΔtC)] = EC(nE ,ΔtC)[αrFT + (1− α)rTU ] (4.20)
where U [EC(nE ,ΔtC)] is the utility of the enthusiastic house nE for charging the
BESS from the solar PV unit for a time interval ΔtC ∈ Δt.
When the amount of solar generation is less than the load demand, i.e., EG(nE) <
EL(nE), The enthusiastic house will use the energy stored from the BESS to meet
the load demand. If the amount of energy discharged from the BESS is ED to meet
the load demand, the utility of using the stored energy can be represented as follows:
U [ED(nE ,ΔtD)] = ED(nE ,ΔtD)[αrFT + (1− α)rTU ] (4.21)
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where U [ED(nE ,ΔtD)] is the utility of the enthusiastic house nE for discharging the
BESS for a time interval ΔtD ∈ Δt to meet load demand. It is important to note
that BESS charging and discharging don’t occur simultaneously.
Now if there is more energy available after meeting the load demand and charging
BESS, the excess energy can be sold back either to the grid at a feed-in rate as
contracted with the utility or to the neighbors at a ﬂat or time-of-use rate. The
resulting earnings from selling excess energy EE can be quantiﬁed as
U [EE(nE)] = ESN(nE)[αrND,FT + (1− α)rND,TU ] + βESG(nE)rFD (4.22)
where U [EE(nE)] is the utility of the enthusiastic house nE for selling the excess
energy to the grid (ESG) at a feed-in tariﬀ rate (rFD) as well as to neighbors (ESN)
either at ﬂat or time of use rate, β is the feed-in tariﬀ choice factor. When β = 0,
there is no feed-in tariﬀ available for the customer and the excess energy is simply
wasted.
When there is no generation from the solar PV or the solar generation is less than
the load demand and the BESS is out of limits to supply the total demand, there
will be energy shortage for the enthusiastic house. This shortage amount ES(nE)
needs to be purchased from the grid or neighbors either at ﬂat or time-of-use rate.
Thus, the resulting expenses for purchasing this shortage energy can be represented
as follows:
E [ES(nE)] = ES(nE)[αrFT + (1− α)rTU ] (4.23)
where E [ES(nE)] is the expenses of the enthusiastic house nE for purchasing the
shortage ES. This energy shortage is the combination of energy purchased from the
grid as well as from the neighbors which can be written as follows:
ES(nE) = EPG(nE) + EPN(nE) (4.24)
The overall utility for the PV and BESS owner or the enthusiastic house at any
time step Δt can be written as follows:
U(nE) = U [EU(nE)] + U [EC(nE)] + U [ED(nE)] + U [EE(nE)]− E [ES(nE)] (4.25)
The objective of the enthusiastic house owner is to maximize the overall utility
in order to reap ﬁnancial beneﬁts by investing on the solar PV unit and BESS. The
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objective function J can be represented as:
J = max{U(nE)} (4.26)
However, the maximization of the overall utility is equivalent to minimizing the
negative of the overall utility which can be represented as follows:
J = min{−U(nE)} (4.27)
Using equation (4.25), the cost function can be represented as follows:
J = min{E [ES(nE)]− U [EU (nE)]− U [EC(nE)]− U [ED(nE)]− U [EE(nE)]} (4.28)
which in turn can be written as follows:
J = min
{ES ;EU ;EC ;ED;EE}
{ES(nE)[αrFT + (1− α)rTU ]− EU(nE)[αrFT+
(1− α)rTU ]− EC(nE ,ΔtC)[αrFT + (1− α)rTU ]− ED(nE ,ΔtD)[αrFT
+ (1− α)rTU ]− ESN(nE)[αrND,FT + (1− α)rND,TU ]− βESG(nE)rFD}
(4.29)
Thus, the enthusiastic houses are aimed to minimize equation (4.29) where the de-
sign or decision variables are energy shortage, energy excess, energy utilized, energy
charged into the BESS, and energy discharged from the BESS. These variables are,
however, bounded by several operational requirements and constraints. In this sec-
tion, all these operational requirements and constraints are considered to minimize
the cost function as represented by equation (4.29) as well as to make it more real-
istic, i.e., similar to that in practical operations.
Energy generated from the solar PV is used to supply the load demand and if
there is an excess amount of energy, it is used to charge the BESS for future usage or
sold to the grid as well as neighbors. Thus, the utilized energy, energy charged into
the BESS, and the excess energy sold to the grid or neighbors by an enthusiastic
user must not exceed the energy generated which can be represented through the
following inequality and can be considered as a generation constraint:
EE(nE) + EU (nE) + EC(nE) ≤ EG(nE) (4.30)
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Moreover, the load demand needs to be satisﬁed either by solar PV unit, or dis-
charging the BESS, or purchasing from the grid or neighbors when there is energy
shortage. Thus, the load balance can be considered as an equality constraint as
shown by the following equation:
ES(nE) + EU(nE) + ED(nE) = EL(nE) (4.31)
During any time interval Δt, the ratio of BESS’s energy (EB) and the maximum
capacity of the battery (EB,max) is called the state-of-energy (SOE) which can be
written as follows:
SOE =
EB
EB,max
(4.32)
During any charging or discharging interval, the SOE(nE ,ΔtK) is bounded by the
maximum and minimum SOE constraints of the BESS as
SOEmin(nE) ≤ SOE(nE ,ΔtK) ≤ SOEmax(nE) (4.33)
where SOEmin and SOEmax are the minimum and maximum SOE limits of the BESS
respectively.
If ηC and ηD represents the charging and discharging eﬃciencies of the BESS,
the SOE(nE ,ΔtK) depends on the SOE and energy charged or discharged in the
previous interval which can be expressed as follows:
SOE(nE ,ΔtK) =SOE(nE ,ΔtK−1) + τηCEC(nE ,ΔtK)
− (1− τ)
1
ηD
ED(nE ,ΔtK)
(4.34)
where τ ∈ {0, 1} is a binary variable. During any interval τ = 1 indicates the
BESS is in charging mode while τ = 0 indicates that the BESS is in the discharging
mode. Thus, τ is an auxiliary variable which is used to segregate the charging and
discharging interval of the BESS since charging and discharging of BESS cannot be
achieved simultaneously.
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The state-of energy at any interval can be related to the state-of-energy of the
ﬁrst interval as:
SOE(nE ,ΔtK) =SOE(nE,Δt0) + τηC
ΔtK∑
Δt=Δt0
EC(nE ,Δt)
− (1− τ)
1
ηD
ΔtK∑
Δt=Δt0
ED(nE ,Δt)
(4.35)
where SOE(nE ,Δt0) is the state-of-energy of the battery during the beginning of
the planning horizon T . From equations (4.33) and (4.35), the inequality constraint
to maintain the minimum SOE for the BESS can be written as:
SOEmin(nE) ≤SOE(nE ,Δt0) + τηC
ΔtK∑
Δt=Δt0
EC(nE,Δt)
− (1− τ)
1
ηD
ΔtK∑
Δt=Δt0
ED(nE,Δt)
(4.36)
which can be rearranged as follows:
− τηC
ΔtK∑
Δt=Δt0
EC(nE ,Δt) + (1− τ)
1
ηD
ΔtK∑
Δt=Δt0
ED(nE ,Δt)
≤ SOE(nE,Δt0)− SOEmin(nE)
(4.37)
Equation (4.37) is the minimum SOE constraint of the BESS. Similarly equations
(4.33) and (4.35) can also be used to obtain the inequality constraint for achieving
the maximum SOE of the BESS which can be written as:
τηC
ΔtK∑
Δt=Δt0
EC(nE ,Δt)− (1− τ)
1
ηD
ΔtK∑
Δt=Δt0
ED(nE ,Δt)
≤ SOEmax(nE)− SOE(nE ,Δt0)
(4.38)
If DOD represents the depth of discharge of the BESS, the minimum and maximum
SOE limits can be related as follows:
SOEmin(nE) = (1− DOD(nE))SOEmax(nE) (4.39)
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In order to dispatch power over continuous days, it is required that the BESS
holds at least the same SOE at the end of the planning horizon, i.e., at the end of
24 hr interval in this particular case. Hence, the following constraint must meet:
SOE(nE ,Δt24) ≥ SOE(nE ,Δt0) (4.40)
or, alternatively,
SOE(nE ,Δt0) ≤ SOE(nE ,Δt24) (4.41)
Energy purchased from the grid or neighbors must not exceed the total load demand
during any time-interval. Thus, the energy shortage can bounded as follows:
0 ≤ ES(nE) ≤ EL(nE) (4.42)
Similarly, the excess energy sold to the grid or neighbors is bounded by the energy
generated from the solar PV unit and represented as the following limit of energy
excess bound:
0 ≤ EE(nE) ≤ EG(nE) (4.43)
The bound of the energy utilization is usually quantiﬁed bit diﬀerent ways as
compared to the energy shortage, excess, changing, and discharging. From the cost
function as represented by equation (4.29), it can be seen that the maximization of
the utilized energy will automatically reduce other variables. This energy utilization
is bounded the energy generation and energy demand during any time step. Since
the load demand may exceed the solar generation and vice-versa during an arbitrary
time-step, the bound for the energy utilization can be generalized as follows:
min{EG(nE), EL(nE)} ≤ EU(nE) ≤ max{EG(nE), EL(nE)} (4.44)
If RC represents the charging rate of the BESS during a time interval Δt, the energy
stored into the BESS decision variable must not cross the charging rate which can
be represented as the charging rate bound as shown in the following equation:
0 ≤ EC(nE,ΔtC) ≤ RC(nE) (4.45)
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Table 4.1. BESS charging and discharging parameters
Parameter Value
DOD (%) 70%
ηC (%) 85%
ηD (%) 100%
RC (kWh) 3
RD (kWh) 2
Similarly the decision variable ED(nE,ΔtD) is related to the discharging rate RD
which can be represented by the following discharging rate bound:
0 ≤ ED(nE ,ΔtD) ≤ RD(nE) (4.46)
Now it can be said that all constraints related to the operation of an enthusiastic
house have been considered. Therefore, it can be said that the overall optimization
problem is linear as the cost function (represented by equation (4.29)), inequal-
ity constraints (represented by equations (4.30), (4.37),(4.38), and (4.41)), equality
constraint (represented by equation (4.31)), and bounds (represented by equations
(4.42)-(4.46)) are the linear functions of decision variables. Thus, this meets the cri-
teria for linear programming which can easily be solved in MATLAB using linprog
function.
The charging and discharging parameters of the BESS is shown in Table 4.1.
The lower level optimization results using the proposed LP approach are shown
from Figs. 4.11 to 4.16. For each house, the demand and generation balance along
with the charging and discharging proﬁle of the BESS are shown in all ﬁgures. The
demand and generation balances for both enthusiastic houses are obtained in terms
of the energy utilization from solar PV units and BESSs while the energy shortage
is considered for the demand balance along with the energy demand and the energy
excess along with the generation is considered for the generation balance. Thus,
the result of the optimization includes all optimized decision variables including the
charging and discharging proﬁles which are shown in Fig. 4.13 and Fig. 4.16.
The SOE of the BESS for the enthusiastic houses 1 and 2 have been plotted in
Fig. 4.17 for the entire time horizon of 24 hrs. From Fig. 4.17, it can be seen that
the BESS maintains the allowable energy levels and it is also evident that charging
and discharging rate constraints are also maintained. Most importantly, the BESS
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Figure 4.11. Demand balance of enthusiastic house #1
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Figure 4.12. Generation balance of enthusiastic house #1
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Figure 4.13. Charging and discharging proﬁles of enthusiastic house #1
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Figure 4.14. Demand balance of enthusiastic house #2
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Figure 4.15. Generation balance of enthusiastic house #2
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Figure 4.16. Charging and discharging proﬁles of enthusiastic house #2
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Figure 4.17. BESS energy of enthusiastic house #1 and house #2 during the time
horizon of optimization
maintains an energy value of 4 kWh for E1 at the end of the day which is slightly
higher that of the beginning the day and thus, satisﬁes the relevant constraint for
the continual operation of the battery. The same is also true for the enthusiastic
house 2 which can also be seen from Fig. 4.17.
Finally, these information are sent to secondary EMS for further energy sharing
decisions among the houses as well as with the grid and conducting the cost-beneﬁt
analysis. The upper level optimization at the secondary EMS is discussed in the
following section.
4.5 Upper Level Optimization in the Secondary EMS of
the Microgrid
The objective of the secondary EMS within the microgrid is to minimize the overall
cost of energy procurement as shown in Fig. 4.18. In order to meet this objective,
the excess energy from proactive (EE(nP )) and enthusiastic (EE(nE)) neighbors are
shared within the microgrid neighborhood to primarily meet the energy shortage i.e.,
demand of traditional neighbors (ES(nT )) and then meeting the energy shortage
of other proactive (ES(nP )) and enthusiastic (ES(nE)) neighbors. The objective
function of the secondary EMS, J , can be represented as:
J = min{Operating Cost} (4.47)
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Figure 4.18. Optimization framework for the microgrid
The operating cost of the houses within a microgrid consists of expenses incurred
to procure energy from the grid and neighbors. The microgrid also earns some money
by selling extra energy back to the grid as well as neighbors. Moreover, diﬀerent
households utilize energy generated within the microgrid and incur some savings.
Thus, the objective function for the secondary EMS as represented by equation
(4.47) can be represented as follows:
J = min{E [ES(NT ,NP ,NE)]− U [EE(NP ,NE)]} (4.48)
where E [NT ,ES(NP ,NE)] represents the overall expenses for purchasing shortage
energy from the grid or neighbor, U [EE(NP ,NE)] is the overall earnings for selling
excess energy to the grid or neighbors. The overall energy shortage are calculated
by considering all houses in the microgrid, i.e., NM = {NT ,NP ,NE} where NM
represents the set of all total houses within the micorgrid while the energy excess
are calculated by considering only the enthusiastic and proactive houses. The sym-
bols NT , NP , and NE represent the total number of traditional, proactive, and
enthusiastic houses, respectively which can be generalized as follows:
Ni = 1 + 2 + · · ·+ ni + · · ·+Ni (4.49)
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where i = T, P, E. The overall expenses can be calculated as follows:
E [ES(NT ,NP ,NE)] =
NT∑
T=1
[ES(nT ){αrFT + (1− α)rTU}]
+
NP∑
P=1
[ES(nP ){αrFT + (1− α)rTU}]
+
NE∑
E=1
[ES(nE){αrFT + (1− α)rTU}]
(4.50)
Here the overall energy shortage has two parts: one for purchasing energy from the
neighbors and another for the same from the grid which can be expressed as follows:
ES(NT ,NP ,NE) = EPG(NT ,NP ,NE) + EPN(NT ,NP ,NE) (4.51)
where EPG(NT ,NP ,NE) is the total energy purchased from the grid within the mi-
crogrid while EPN(NT ,NP ,NE) represents the total energy purchased from neigh-
bors.
The overall earnings can be calculated as follows:
U [EE(NP ,NE)] =
NP∑
P=1
[EE(nP ){αrFT + (1− α)rTU}+ βrFD]
+
NE∑
E=1
[EE(nE){αrFT + (1− α)rTU}+ βrFD]
(4.52)
Here the overall energy excess has also two parts: one for selling energy to the
neighbors and another for the same to the grid which can be expressed as follows:
EE(NP ,NE) = ESG(NP ,NE) + ESN(NP ,NE) (4.53)
where ESG(NP ,NE) is the total energy sold to the grid and ESN(NP ,NE) is the
total energy sold to neighbors. Thus, the objective function, in terms of the decision
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variables can be written as follows:
J = min
{EPG;EPN ;ESG;ESN}
{
NT∑
T=1
[ES(nT ){αrFT + (1− α)rTU}]
+
NP∑
P=1
[ES(nP ){αrFT + (1− α)rTU}]
+
NE∑
E=1
[ES(nE){αrFT + (1− α)rTU}]
−
NP∑
P=1
[EE(nP ){αrFT + (1− α)rTU}+ βrFD]
+
NE∑
E=1
[EE(nE){αrFT + (1− α)rTU}+ βrFD]}
(4.54)
Now it is essential to incorporate the power sharing priorities within the optimiza-
tion framework so that the excess power within the microgrid can be shared among
the neighbors who have power shortages. According to the power sharing scheme as
developed in Chapter 3, the traditional houses get the highest priorities for utilizing
the locally generated excess energy from proactive and enthusiastic neighbors. After
meeting the demand of traditional neighbors, the excess energy is utilized to meet
the load demands of proactive and then enthusiastic houses. Therefore, all these
factors need to be considered with the objective function (4.54).
Let κ is a vector of weighting factors which deﬁnes the priorities of diﬀerent
houses within the microgrid and it does not have any numerical value rather than
just to prioritize. By considering all three houses, κ can be written as follows:
κ = {κT ,κP ,κE} (4.55)
where κT , κP , and κE are three sub-vectors of κ which are used to deﬁne the
priorities of houses for all three categories. In terms power sharing, these weights
can be represented by the following inequality:
κT > κP > κE (4.56)
From equation (4.56), it can be said that the traditional houses will get the highest
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priority as compared to other houses. At this point, it is essential to identify the
houses with the highest priority within the same category. To do this, the elements
of each sub-vector should be prioritized. The elements of the sub-vector can be
deﬁned by the following set:
κi = {1, 2, · · · ,κi} (4.57)
where i = T, P, E which deﬁnes all categories of houses. These elements need to
be arranged in an ascending order based on the energy shortage. For example, the
traditional house which has the lowest energy shortage will get the ﬁrst priority for
sharing excess within the microgrid. If the energy shortage of a speciﬁc house for
any within the microgrid is ESi(nT , nP , nE), it must satisfy the following criteria to
be added at the ﬁrst available top priority:
ESi(nT , nP , nE) < ESj (nT , nP , nE) for i = j (4.58)
Finally the objective function with the incorporation of the priority weighting factor
can be written as follows:
J = min
{EPG;EPN ;ESG;ESN}
κ{
NT∑
T=1
[ES(nT ){αrFT + (1− α)rTU}]
+
NP∑
P=1
[ES(nP ){αrFT + (1− α)rTU}]
+
NE∑
E=1
[ES(nE){αrFT + (1− α)rTU}]
−
NP∑
P=1
[EE(nP ){αrFT + (1− α)rTU}+ βrFD]
+
NE∑
E=1
[EE(nE){αrFT + (1− α)rTU}+ βrFD]}
(4.59)
In summary, the objective of the secondary EMS is to minimize equation (4.59)
where the design variables are energy purchased from the grid or neighbors, energy
sold to the grid or neighbor while maintaining the priorities for power sharing. These
variables, however, are bounded by several operational requirements and constraints.
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In this chapter, all these operational requirements and constraints are considered to
minimize the cost function as represented by equation (4.59) as well as to make it
more realistic, i.e., similar to that as developed through analytical approach and in
practical operations.
First of all, energy excess from proactive and enthusiastic households are used
to manage the total shortage within the microgrid and if there is energy excess, it
is sold to the grid. Thus, energy sold to neighbors and energy sold to the grid must
not exceed the total energy excess (EE∑) which gives the following constraint:
ESN(NP ,NE) + ESG(NP ,NE) ≤ EE∑ (4.60)
where
EE
∑ = EE(NP ) + EE(NE) (4.61)
where EE(NP ) is the total excess energy from proactive households and EE(NE) is
the total excess energy from the enthusiastic households.
The aggregated shortage (ES
∑) of the microgrid must be met by purchasing
either from neighbors or from the grid represented by:
EPN(NT ,NP ,NE) + ESG(NP ,NE) = ES∑ (4.62)
where
ES
∑ = ES(NT ) + ES(NP ) + ES(NE) (4.63)
where ES(NT ) is the total energy shortage of traditional houses, ES(NP ) is the
total energy shortage of proactive houses and ES(NE) is the total energy shortage
of enthusiastic houses. The total energy purchased from the grid must not exceed
the total load demand during any time-interval. Thus, the bound for purchasing
energy can be represented as follows:
0 ≤ EPG(NM) ≤ ES(NM) ∀NM = {NT ,NP ,NE} (4.64)
Similarly, the energy sold to the grid is bounded by energy excess and can be rep-
resented through the following limit of sold energy:
0 ≤ ESG(NM) ≤ EE(NP ,NE) ∀NM = {NT ,NP ,NE} (4.65)
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Furthermore, the energy utilized is bounded by the individual energy demand and
can also be represented through the following limit of sold energy:
0 ≤ EPG(NM) ≤ ES(NM) ∀NM = {NT ,NP ,NE} (4.66)
From the discussion so far as presented in this chapter, it is clear that the opti-
mization problem is a bi-level linear programming problem and it has been demon-
strated in Fig. 4.19. From Fig. 4.19, it can be seen that the objective of the
lower levels is to maximize the utility of PV (proactive house) and PV along with
BESS (enthusiastic house). The resulting excess and shortage energy information is
passed to the secondary EMS for the upper level optimization which minimizes the
cost of energy purchasing from the grid by maximally utilizing local excess energy
in a prioritized way before selling back to the grid.
The overall optimization problem at the upper level also satisﬁes all the condi-
tions of LP as the formulated problem has a cost function, an inequality constraint,
an equality constraint, and some bound constraints where all these are linear func-
tions of decision variables. This optimization problem is also solved in a similar
manner for a typical summer day as it has been done in two previous sections, i.e.,
using linprog function in MATLAB.
Based on the formulation of optimization problems, the overall energy proﬁle
of the microgrid is shown in Fig. 4.20 which include the energy utilized from the
solar PV units as well as from the BESSs, energy shared with neighbors, and energy
purchased from the grid. From Fig. 4.20, it can be seen that the microgrid has
diﬀerent operating states or modes throughout the day. These operating modes are
summarized in Table 4.2 which are quite similar to that of as presented in Chapter
3 which further validate the applicability of LP approach. From Table 4.2, it can be
seen that the operating modes are based on the generation from the solar PV units
operating limits of BESSs, energy demands, and tariﬀ structures.
Based on the information obtained from lower and upper level optimization
frameworks, the following factors related to the overall energy proﬁle for a year
is calculated and shown in Table 4.3:
• total energy generated,
• total energy demand,
• total energy utilized,
Section 4.5 Upper Level Optimization in the Secondary EMS of the Microgrid 150
0D[LPL]H(QWKXVLDVWLF
+RXVH8WLOLW\
^(6(((8(&('`IRUQࣅ1(
0LQLPL]H2YHUDOO
0LFURJULG&RVW
^(3*Ȉ(6*Ȉ(31Ȉ(61Ȉ`
)LQ
DQ
FLD
O%
HQ
HIL
WV
)LQ
DQ
FLD
O%
HQ
HIL
WV
8SSHU/HYHO6HFRQGDU\
2SWLPL]DWLRQ
/RZHU/HYHO3ULPDU\
2SWLPL]DWLRQ
0D[LPL]H3URDFWLYH
+RXVH8WLOLW\
^(6(((8`IRUQࣅ13
7UDGLWLRQDO+RXVH
'HPDQG
(6IRUQࣅ17
Figure 4.19. Bi-level optimization framework in a microgrid
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Figure 4.20. Overall energy proﬁles of the microgrid for diﬀerent operating modes
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Table 4.3. Annual energy proﬁle of the microgrid
Energy Generated (kWh) 33024
Energy Demand (kWh) 78041
Energy Utilized (kWh) 21180
Energy Shared (kWh) 2844
Energy Sold (kWh) 8675
Energy Purchase (kWh) 54017
Grid Independence (%) 31
Table 4.4. Overall cost-beneﬁt analysis of the microgrid
Flat Flat & ToU ToU
Investment Cost ($) 43680 43680 43680
Replacement Cost ($) 13583 13583 13583
Expenses ($) 9373 9256 9145
Earnings ($) 947 947 947
Bill ($) 8484 8309 8198
Bill Savings ($) 5639 5814 5925
Payback Period (yr) 10 9.7 9.5
NPV ($) 26143 28877 30611
Discounted Payback Period ($) 15 14 13
• total energy shared with neighbors (i.e., total energy sold to neighbors),
• total energy sold to the grid,
• total energy purchased from the grid, and
• grid independence
From Table 4.3, it can be seen that the proposed LP approach allow to share more
energy with the neighbors as well as grid as compared to the rule-based approach.
However, the energy utilization slightly decreases with slight increase in the energy
purchased from the grid. In both cases, the grid independency is exactly the same
which is 31%.
The results for rate of return and payback period is shown in Table 4.4 for
diﬀerent tariﬀ structures from where it can be seen that the rate of return bill savings
are somewhat lower in every tariﬀ categories compared to Scenario 2 in Chapter 3.
This is because implementation of BESS rate limits and maintaining of BESS energy
at the end of the day for usage in the next day. Interestingly, implementations of
these BESS constraints don’t aﬀect the bill savings signiﬁcantly, but improves the
reliability of BESS supply signiﬁcantly. Since, the bill savings changes slightly, the
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payback periods and discounted payback periods are same compared to Scenario 2
in Chapter 3. However, there is a slight decrease in NPVs, but still these values are
positive signifying ﬁnancially feasible investment plans.
4.6 Chapter Summary
A bi-level optimization approach based on linear programming has been demon-
strated in this chapter to further validate the results obtained from the rule-based
approach for energy management in a residential microgrid. The lower level of
the optimization problem identiﬁes the operating states of the houses. The primary
proactive EMS optimally manages the energy generated from solar PV units to meet
the load demand and shares energy with neighbors or sells to the grid through the
secondary EMS. The optimization decisions are made during each operating interval
unlike the enthusiastic EMS which decides the operating conditions on a twenty-four
hour interval to eﬀectively manage the BESS which increases the life-time. The pri-
mary enthusiastic EMS decides on charging discharging of BESS along with other
parameters decided in proactive EMS. The secondary EMS decides on the energy
shared within the microgrid to maximize beneﬁts of individual consumers and en-
ergy purchased from the grid to meet the shortage. Finally the results obtained
from the bi-level optimization conﬁrms the consistencies with that of the rule-based
approach. Moreover, the developed LP approach allow to get the return back within
a shorter timeframe.
Chapter 5
Conclusions and Directions for Further
Research
5.1 Conclusions
In this work, price-based energy management schemes for residential consumers in
a microgrid have been developed by considering diﬀerent operating circumstances.
The microgrid consists of traditional, proactive, and enthusiastic households. Dif-
ferent houses communicate with secondary EMS via corresponding primary EMSs
for energy management within the microgrid. The results presented in this thesis
are based on novel energy management techniques in order to provide a generalized
power sharing and cost-beneﬁt analysis framework for residential energy consumers
which have not been addressed in the literature. But before designing an energy
management system, an overview of the available literature which addresses the
energy management issue has been discussed.
The developed rule-based energy management system for households with solar
PV units and BESSs can attain diﬀerent levels of energy independence based on their
energy consumption proﬁles and investments on renewable energy technologies. The
generalized cost-beneﬁt analysis framework aids customers to make decision while
switching from existing tariﬀ structure to transactive energy market or investing on
solar PV units or BESSs.
Based on the energy consumption proﬁles and investments on solar PV units
and BESSs projects, customers within a neighborhood have been classiﬁed into
three categories to cover the energy generation and consumption characteristics of
whole community members and a hierarchical energy sharing framework has been
established to share the beneﬁts of excess energy from neighbors to meet the energy
poverty within a microgrid. An extensive cost-beneﬁt analysis framework veriﬁes
the economic viability of the developed energy sharing architecture. The simulation
results suggest that the energy sharing within a residential microgrid is beneﬁcial
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from the perspectives of both customers as well as the utility. The utility is beneﬁt-
ted due to the reduced pressure on the grid to meet the increasing demand while the
customers are beneﬁtted by transacting energy in the microgrid rather than selling
back to the grid.
An optimization approach based on linear programming has been developed by
considering bi-level optimization. The optimization problem is formulated by con-
sidering realistic operating constraints which are most related to the power sharing,
demand balance, and eﬃcient utilization of solar PV units and BESSs. Since only
proactive and enthusiastic houses employ solar PV units and combination solar PV
units and BESSs, respectively; the lower level of the optimization layer manages
the energy balance as well as decides on the energy to be transacted in the local
community market, i.e., within the microgrid. On the other hand, the upper level
manages the energy ﬂow within the microgrid as well as with the grid through the
tertiary EMS. After meeting the energy demand the rest of the energy is sold to
the grid according to energy feed-in arrangements between the microgrid and the
utility. Similarly the shortage energy is purchased from the grid.
A hypothetical residential microgrid consisting of diﬀerent categories of house-
holds have been considered to demonstrate the performance of the developed rule-
and optimization-based energy sharing framework and to assess the cost-beneﬁt of
individuals participating in the developed transactive energy trading market. The
results show as much as 30% of grid independence can be achieved while making
attractive ﬁnancial beneﬁts.
The following conclusions can be drawn from this work:
• The existing tariﬀ structures, energy demand of individual consumers, energy
generation capability of solar PV units, and the size of BESSs are critical
parameters for price-based energy management.
• Traditional price-based energy management architectures are unable to ad-
dress the energy management issue of a microgrid since they do not provide
any idea of power sharing among neighbors and generalized cost-beneﬁt anal-
ysis framework.
• The designed energy management scheme is generalized in the sense that it
can address various tariﬀ structures of diﬀerent consumers within a residential
setting.
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• The energy management architecture for a single house based on the pricing in-
formation provides cost-eﬀective eﬃcient mechanism for energy independence.
• The developed rule-based energy management system is simpler than the ex-
isting ones while more generalized and does not involve energy shifting which
reduces customer comfort to a great extent for the sake of trivial cost-savings.
• A generalized framework for cost-beneﬁt analysis incorporating diﬀerent tariﬀ
structures is provided which is also applicable for both on and oﬀ grid scenarios.
• The developed framework provides an idea to the customers for their future
investments on solar PV units and BESSs.
• The energy management issue within a neighborhood is addressed by consid-
ering a hierarchical energy management infrastructure.
• A generalized cost-beneﬁt analysis incorporating diﬀerent tariﬀ structures is
developed to help customers for making their decisions to participate in a
transactive energy market.
• The whole community which forms a microgrid is beneﬁtted from the devel-
oped framework. The designed framework allows the consumers, who even do
not invest anything on solar PV units and BESSs, to utilize power from solar
PV units even with a cheaper price than purchasing from the main grid and
thus, helps to develop a sustainable community with lower carbon emission.
• The overall energy management of the microgrid has been formulated as a
bi-level optimization problem in order to provide an enhanced solution to the
energy management issue.
• The lower level optimization of the proactive house is related to the maximiza-
tion of the utility of using local PV units in the primary layer of the energy
optimization.
• The lower level optimization of the enthusiastic house is relayed the maximiza-
tion of the utility of using both local PV units and BESSs in the primary layer
of the energy optimization.
• The upper level deals with minimizing electricity purchasing cost from the
grid by eﬀectively sharing the excess energy to meet the shortage of various
households.
• Battery health is improved due to better management of the state-of-charge
(SOC) within a pre-speciﬁed time range and making it useful for future usage
rather than greedy usage as soon as the shortage arises.
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• Practical battery parameters (charge/discharge rate, eﬃciency) are considered
to make the designed energy management system more comprehensive.
• Some best and worst operating conditions for individual households as well
as the microgrid are identiﬁed which will deﬁnitely help for making future
decision and planning.
5.2 Directions for future work
The rule-and optimization-based energy management strategies have been devel-
oped here to provide a high performance and economically feasible energy sharing
framework for residential consumers in a microgrid. However, the developed method-
ologies could be extended by considering the following issues:
• In this thesis, an energy market is considered a straight forward pricing strat-
egy for energy sharing. The developed pricing scheme is beneﬁcial for par-
ticipating consumers and the utility but the incorporation of price bidding
architecture can make the energy market ﬁnancially more attractive.
• Several rational decision making agents can be used to represent each individ-
ual consumers along with the price bidding which can make the community
more enthusiastic about being involved with the energy market.
• The general structure of the microgrid is considered in this thesis which con-
sider only the price and power signals. However, the proposed framework can
be extended by considering the physical operating properties of the network
such as power loss and voltage variation problems.
• The power sharing priorities among the houses of similar categories need to be
more realistic and this can be done by considering the power loss and voltage
variations as additional constraints.
• New applications can be proposed to realize the true potential of DR by sur-
veying diﬀerent aspects of DR and understanding existing challenges.
• A potentially distinguishable DR architecture can be investigated which pre-
serves the privacy of consumers, as well as is scalable, and computationally
eﬃcient.
• A real-time energy management framework for a grid-connected microgrid can
be developed considering battery life and cost.
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• A topology of microgrids, including nesting, union, and intersection can be
considered. By applying both market techniques and electrical switching the
value of autonomous microgrids can be increased.
• At last but not the least, the lack of exact model of energy generation and con-
sumption of individual households can be addressed by considering a receding
horizon model predictive control scheme.
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