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RESUMEN
En este trabajo se presentan los resultados de los experimentos llevados a cabo con un sistema 
de reconocimiento automático de habla continua para el español de Argentina. El reconocedor 
implementado basado en palabras utilizó unidades independientes del contexto, denominadas en la 
literatura “monofonos”, como unidades básicas del modelo acústico. Para la creación de dichos modelos 
se emplearon modelos ocultos de Markov HMM (Hidden Markov Models) de 3 estados de izquierda 
a derecha del tipo semi-continuo “SC-HMM” asociados a cada uno de los 31 monofonos (30 fonemas 
+ alófonos y un modelo de silencio). La base de datos acústica estuvo conformada por 741 oraciones 
con 2.837 palabras distintas, que cubren el 97% de las sílabas del español, emitidas en una cámara 
acústica por dos locutores profesionales. Los valores óptimos de los parámetros fueron seleccionados 
para maximizar la tasa de reconocimiento y simultáneamente reducir el tiempo de procesamiento. La 
tasa de reconocimiento promedio obtenida (%Acc), empleando la metodología de “validación cruzada 
de 10 particiones”, fue del 97.87% con una tasa de tiempo real (%RT) del 34.98%.
Palabras claves: reconocimiento automático de habla, español de Argentina, tasa de tiempo real, 
modelos ocultos de Markov.
ABSTRACT
This paper presents the results obtained with a continuous speech recognition system for Argentine 
Spanish. The word-based recognizer used context-independent units, monophones, as basic units 
of the acoustical model. Modeling used three left-to-right states semi-continuous Hidden Markov 
Models SC-HMM associated to 31 monophones (30 phonemes and a silence model). The acoustical 
database included 741 sentences with 2837 different words –97% of Spanish syllables– recorded at an 
acoustic chamber by two professional announcers. The optimal values of the recognizer parameters 
were selected in order to maximize the recognition rate and simultaneously to reduce the execution 
time. The optimal average accuracy (%Acc) obtained, using 10-fold cross validation method, was 
97.87% with a Real-Time Rate (%RT) of 34.98%.
Key words: Automatic Speech Recognition, ASR, Spanish of Argentina, Real-Time Ratio, HMM.
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1. INTRODUCCIÓN
Una de las condiciones más favorables para el reconocimiento automático de habla es el caso de las palabras aisla-
das, para el cual se han logrado, para el Espa-
ñol de Argentina, desempeños muy elevados 
> 99%, como lo muestran los trabajos que uti-
lizan tanto técnicas de comparación de patro-
nes (Univaso et al., 1986a, 1986b; Rosso et al.,
1987) como HMM (Gurlekian et al., 1989, 1990) 
y donde se estudia como incorporar el conoci-
miento lingüístico en las condiciones iniciales 
de los modelos. Como paso intermedio al reco-
nocimiento en habla continua, se ha estudiado 
reconocimiento de fonemas oclusivos del espa-
ñol utilizando HMM (Franco et al., 1987; Franco, 
1988, 1989, 1990). Actualmente y después de 30 
años de investigación, el desafío sigue siendo el 
reconocimiento de habla continua espontánea y 
con un vocabulario ilimitado.
Sin embargo, no se encuentran muchos traba-
jos sobre reconocimiento de habla continua en 
Español (Villarubia et al., 1997; Zhan et al., 1996) 
y en Español de Argentina (de la Torre et al.,
1996) de los que se puedan comparar resultados 
sobre tasas de reconocimiento y tiempos de pro-
cesamiento, como los realizados para el idioma 
inglés (Ravinshakar, 1996) los cuales además de 
capacidad de memoria de almacenamiento de 
los modelos acústicos.
El empleo de reconocedores de habla de uso 
libre permite, además, comparar los valores de 
los parámetros empleados por diversos autores 
para el reconocimiento de habla en el mismo 
o diferentes idiomas. Existe en la literatura un 
gran número de trabajos que emplean el HTK 
Toolkit por ser de libre disponibilidad para la 
investigación (Wiggers, 2001; Ragni, 2007). El 
desarrollo de HTK lo lleva adelante el grupo 
de habla, visión y robótica del Departamento 
de Ingeniería de la Universidad de Cambridge 
(Young et al., 2006), como una herramienta de 
implementación de modelos ocultos de Markov 
a ser empleada primariamente en el ámbito del 
reconocimiento de habla, aunque ha sido utili-
zado en otras aplicaciones incluyendo la inves-
tigación de síntesis de voz, reconocimiento de 
caracteres y secuenciamiento de ADN.
El empleo del sistema HTK y de bases de datos 
comparables para la lengua Española (Tapias et
al., 1994; Casacuberta et al., 1991) nos permitirá 
evaluar el desempeño en el reconocimiento res-
pecto de las diferentes pruebas estándar.
Como trabajo inicial presentamos aquí, prue-
bas de referencia para habla continua, leída, en 
condiciones de laboratorio, con bajo ruido, gran 
ancho de banda y con dependencia del hablante 
utilizando el sistema HTK. En próximas publi-
caciones analizaremos el desempeño en situa-
ciones más críticas: el reconocimiento en condi-
ciones de habla telefónica y con independencia 
del hablante en bases de datos apropiadas como 
la obtenida en el proyecto SALA Speech Across 
Latin America (Gurlekian et al., 2001b) y en gran-
des bases de habla espontánea.
El presente trabajo está organizado de la 
siguiente manera: en la Sección 2 se analizará el 
diseño de la base de datos acústica empleada en 
los experimentos; en la Sección 3 se describe la 
metodología empleada para el entrenamiento 
de los modelos y la etapa de reconocimiento, en 
la Sección 4 se presentan los resultados obteni-
dos de acuerdo a los diferentes valores de los 
parámetros del reconocedor y en la Sección 5 
se discuten dichos resultados y se presentan las 
futuras líneas de trabajo.
2. BASE DE DATOS ACÚSTICA
La base de datos acústica de Español de Argen-
tina, denominada SECYT, con la cual se reali-
zaron los experimentos de este trabajo (Gur-
lekian et al., 2001a) fue desarrollada en el LIS 
con el objetivo de realizar estudios de entona-
ción. Se seleccionaron 741 frases –compuestas 
por un total de 5.281 palabras, correspondien-
tes a un vocabulario de 2.837 palabras dis-
tintas– las cuales cubren el 97% de todas las 
sílabas del español en las dos condiciones de 
acento y en todas las posiciones dentro de la 
palabra.
Pedro Univaso  /  Jorge A. Gurlekian  /  Diego A. Evin
15
Las grabaciones fueron realizadas en una cámara 
acústica (Nivel de ruido de 30dB SPL y Tiempo 
de Reverberación de 0.2 segundos) a una fre-
cuencia de muestreo de 16 KHz. y con 16 bits.
Dos locutores profesionales, un hombre y una 
mujer, nativos de Buenos Aires, grabaron en 
forma independiente las mismas 741 frases del 
corpus. Se ha de notar que el Español de Buenos 
Aires es el más frecuentemente empleado en los 
medios de comunicación masiva en Argentina. 
Dada la experiencia de los locutores, se les pidió 
que generaran variaciones de los parámetros de 
entonación, de manera de prevenir la monoto-
nía en las emisiones generando movimientos 
tonales variados y naturales.
Posteriormente la base acústica fue etiquetada 
por cuatro fonoaudiólogos, empleando un soft-
ware de análisis de señales de habla desarro-
llado en el Laboratorio de Investigaciones Sen-
soriales y denominado ANAGRAF (Gurlekian, 
1997), el cual muestra en forma sincronizada 
de energía, el contorno de la frecuencia funda-
mental F0 y trece niveles de etiquetado. Estos 
son: fonético, grafémico, de pausas, de acentos 
tonales, de acentos de frase y de juntura, de 
parámetros acústicos, de misceláneas, de partes 
de habla y cuatro niveles sintácticos, de manera 
de permitir una caracterización del texto y del 
audio más precisa. 
conformada por las señales acústicas digitaliza-
das y las transcripciones fonéticas, fonémicas y 
prosódicas con su correlato temporal asociado.
3. METODOLOGÍA EMPLEADA
El sistema de reconocimiento se desarrolló en 
base al set de herramientas de modelos ocultos 
de Markov elaborado por la Universidad de 
Cambridge: HTK Toolkit ver. 3.4 (Young et al.,
2006), de uso libre para usos académicos.
El reconocedor se implementó en una computa-
dora personal con 512MB DDR, bajo el sistema 
operativo LINUX.
3.1. Procesamiento de la señal de habla
La digitalización de la señal acústica se realizo 
a una frecuencia de muestreo de 16 KHz y con 
16 bits, con sustracción de la media temporal, 
de manera de eliminar cualquier offset prove-
niente de la etapa de grabación analógica.
Posteriormente, se empleó una ventana de aná-
lisis del tipo Hamming de 25ms a una frecuen-
normalizado la energía de la frase y empleando 
una escala logarítmica para la energía. 
Los parámetros empleados para la creación de 
-
tes MFCC: 
a los cuales se les adicionó la energía delta y 
la aceleración, conformando un total de 39 
parámetros.
3.2. Unidad de habla
La selección de la unidad de habla a emplear 
en este trabajo fue el monofono, para lo cual 
se empleo el alfabeto fonético SAMPA Speech
Assesment Methods: Phonetic Alphabet, adaptado 
para el Español de Argentina (Gurlekian et al.,
2001b). A las 30 unidades fonéticas del alfabeto 
SAMPA formadas con los 22 fonemas del espa-
ñol y 8 alófonos de uso frecuente en Argentina, 
se le adicionó un modelo de silencio, presente 
generalmente entre frases, al cual se le asoció 
un modelo de pausa corta entre palabras, com-
pletando así un total de 31 monofonos para 
representar el habla del Español de Argentina. 
3.3. Etapa de entrenamiento
El entrenamiento de los modelos acústicos 
siguió la metodología propuesta por Young et
al., 2006 consistente en: 
1. La creación de un Modelo Oculto de Mar-
kov simple de 3 estados de izquierda a 
derecha para cada uno de los 31 mono-
fonos, exceptuando la pausa corta que es 
asociada al estado central del modelo de 
silencio.
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2. El incremento de la cantidad de mez-
clas de Gaussianas de manera que cada 
modelo de monofono sea representado 
por la suma pesada de “n” funciones de 
densidad de probabilidad (PDF) obte-
niéndose un modelo de mezclas Gaussia-
nas continuas.
3. La transformación de los modelos ante-
riormente entrenados en modelos de mez-
clas Gaussianas asociadas, denominados 
en la literatura como modelos semi-con-
tinuos (SC-HMM) empleando un método 
de splitting con las mezclas Gaussianas 
anteriores.
4. El re-entrenamiento sucesivo de dichos 
-
vos a ser empleados en la etapa de reco-
nocimiento. Para la realización de todos 
los experimentos en la etapa de entrena-
miento se utilizó un “ancho del haz de 
3.4. Etapa de reconocimiento
La etapa de reconocimiento utiliza la rutina 
HVite, un reconocedor de palabras de propó-
sito general basado en el algoritmo de Viterbi, la 
cual optimiza la comparación entre una emisión 
de habla desconocida con una red conformada 
por los modelos HMM obtenidas en la etapa de 
entrenamiento y cuya secuencia representa una 
palabra del diccionario empleado, dando como 
resultado la transcripción de la emisión incóg-
nita. El reconocedor realiza dicha comparación 
teniendo en cuenta tanto el modelo acústico 
(HMM) como el modelo de lenguaje.
El modelo de lenguaje estadístico del tipo n-
gram con n=2 –denominado en la literatura 
bigram– estima la probabilidad de la secuencia 
de palabras considerando solamente 2 palabras 
contiguas. El mismo fue generado en base a 
las transcripciones de las 741 frases de la base 
de datos acústica, previamente etiquetadas y 
el diccionario empleado incluyó solamente las 
palabras diferentes de dicha base. En la Tabla 1 
pueden verse las características de la gramática 
generada, de las cuales la “Perplejidad” ó Per-
plexity mide la bondad del modelo de lenguaje. 
Bajos valores de perplejidad representan mejo-
res modelos de lenguaje. La perplejidad puede 
ser considerada como una medida promedio de 
la cantidad de palabras diferentes igualmente 
más probables que pueden seguir a cualquier 
palabra.
Tabla 1
Nº de Nodos = 2723 [1 nulo], Vocabulario = 2722
Entropía = 5.408873, Perplejidad = 42.484743
1000 Frases: promedio long = 9.2, min=2, max=40
Esta etapa del reconocedor posee diversos 
-
de lenguaje”, el “factor de penalización de pala-
bras insertadas” y el “ancho del haz de deco-
parámetros.
El “factor de lenguaje”, cuyo valor estándar es 
1.0, post-multiplica la probabilidad de verosimi-
litud de la red de palabras, el cual al incremen-
lenguaje con respecto al modelo acústico. En el 
caso de un factor de lenguaje nulo se considera 
en el reconocimiento sólo el modelo acústico. 
El “factor de penalización de palabras inserta-
das”, incrementa la probabilidad de que una 
el reconocimiento de una; se mide en incre-
mentos logarítmicos y con un valor default 
nulo. Un aumento de este factor incrementa la 
cantidad de palabras a ser reconocidas, llegán-
dose a un extremo a partir de cual también se 
incrementa la cantidad de palabras insertadas, 
generando una disminución en la precisión del 
reconocedor.
el crecimiento de la red de reconocimiento a 
aquellos modelos HMM cuyas probabilidades 
de verosimilitud caen dentro de un ancho de 
haz con respecto al modelo más probable. De 
esta manera, disminuyendo el ancho de haz se 
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procesan menos modelos y se reduce el tiempo 
porcentaje de reconocimiento.
4. RESULTADOS
Para evaluar los resultados de reconocimiento 
de palabras se emplean generalmente algunas 
-
bilidad [%Corr], la Precisión [%Acc] y la Tasa de 
Error de Palabra [%WER
%Corr = (N – D – S)/N x 100% = H/N x 100% 
%Acc = (N – D – S - I)/N x 100% = (H – I)/N
  x 100%
%WER = 100 - %Acc
Donde N es la cantidad total de palabras a reco-
nocer, S es el numero de errores por substitu-
ción, D es el numero de errores por eliminación, 
I es el numero de errores de inserción y H = 
(N – D – S).
De manera de poder comparar los diferentes 
resultados, en este trabajo se considerará a la 
Precisión [%Acc] como medida representativa 
del desempeño del reconocedor.
Para poder medir la velocidad del procesa-
miento del reconocedor se empleará la Tasa de 
Tiempo Real [%RT
%RT = TReal / TRec x 100
Donde TReal es el tiempo real de duración de una 
frase y TRec es el tiempo de reconocimiento de 
dicha frase. 
4.1. Parámetros del reconocedor
En esta primera parte se realizaron experimen-
tos con las emisiones de la locutora femenina, 
correspondiente a la base de datos SECYT. 
Debido al carácter exploratorio de estos expe-
rimentos se segmentó la base de datos con-
formada por las 741 frases en dos particiones: 
una para entrenar al sistema (602 frases) y otra 
(139 frases) para la etapa de reconocimiento. 
Conociendo que esta metodología posee limi-
taciones, dado que introduce sesgos debidos 
a la evaluación del error en la partición parti-
utilizó la metodología de validación cruzada de 
“n” particiones (ver 4.2) la cual permite realizar 
particiones múltiples de los datos para luego 
estimar el error en base al promedio sobre estas 
particiones.
La etapa de entrenamiento del reconocedor 
tiene la posibilidad de emplear como estrate-
gias de entrenamiento inicial dos tipos de meto-
dologías de inicialización diferentes según si las 
frases están etiquetadas: método de “segmenta-
ción uniforme” o no lo están: método .
Para etiquetar una frase se debe adjuntar a la 
la posición temporal de cada fono, tarea que 
debe realizar un experto fonetista empleando 
un visualizador de señales acústicas. En nues-
tro caso se utilizó el software ANAGRAF para 
el etiquetado completo de la base de datos 
SECYT.
El método de segmentación uniforme emplea 
el algoritmo de Viterbi partiendo de un 
modelo HMM prototipo para luego de sucesi-




Segmentación uniforme 91,03 87,18
Flat-start 92,31 92,31
El método  empleado en el caso de 
las frases no etiquetadas, las cuales no poseen 
marcas temporales entre fonemas, considera 
inicialmente un modelo HMM prototipo en el 
cual los fonemas se suponen equidistantes tem-
poralmente unos de otros, siendo luego similar 
al método de segmentación el cual en las suce-
sivas iteraciones con Viterbi logra la convergen-
cia en un modelo HMM inicializado.
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Los resultados obtenidos (Tabla 2), muestran 
que el método  supera en porcentaje de 
reconocimiento [%Acc] al del método de seg-
mentación uniforme en un 5,1%. Es por eso que 
fue elegido este método de entrenamiento ini-
cial para los futuros experimentos, lo cual per-
mitirá reducir el trabajo de etiquetado previo 
de otras bases de datos a emplearse en futuros 
trabajos.
reconocedor en la etapa de entrenamiento es la 
cantidad de mezclas de Gaussianas continuas 
(PDFs) que mejor representan a cada estado de 
los modelos HMM. En la Fig. 1 podemos ver 
cómo con 6 PDFs se obtiene el máximo de %Acc 
(91,04%). Se debe tener en cuenta que el incre-
mento de PDFs aumenta el tiempo de procesa-
miento y la memoria requerida para almacenar 
los modelos HMM correspondientes. Dado el 
alcance de este trabajo no se analizaron las cau-
sas por las cuales se produjo un mínimo en 8 
-
gaciones similares (Ragni, A., 2007).
Figura 1
(PDFs)
Posteriormente (Tabla 3) se realizaron expe-
rimentos con modelos semi-continuos (SC-
HMM) sin mezclas de Gaussianas previas y uti-
lizando como mezclas asociadas (tied-mixtures) 
a cada uno de los monofonos, con una tasa de 
reconocimiento que mejoraba la anterior, obte-
niéndose un %Acc de 93,70%. Con el empleo de 
mezclas Gaussianas previas (6 PDFs) y posterior 
creación de modelos semi-continuos se logró el 
mejor valor de reconocimiento, obteniéndose 
un %Acc del 94,78%. Debido al incremento, en 
este último caso, del tiempo de procesamiento y 
de la memoria de almacenamiento de los HMM 
y dado que el incremento en la tasa de recono-
cimiento no es muy importante, se optó por el 
uso de los modelos semi-continuos sin mezclas 
previas para las siguientes etapas.
Tabla 3
Mezclas Gaussianas %Acc %RT Memoria[Kb]
6 PDFs 91,04 105,74 186,40
SC-HMM 93,70 130,24 89,60
6 PDFs + SC-HMM 94,78 289,18 105,60
La etapa de prueba se diseñó empleando los 
modelos HMM anteriormente generados, rea-
lizándose experimentos independientes de 
manera de ajustar los principales parámetros 
del reconocedor.
Figura 2
Los resultados obtenidos al estudiarse la 
se muestran en la Fig. 2, en la cual se puede ver 
como se produce una estabilización en la tasa de 
reconocimiento %Acc en 92,93% a partir de un 
ancho de haz de 100, lográndose muy pequeños 
incrementos por sobre este valor, mientras que 
el tiempo de procesamiento aumenta conside-
rablemente desde un %RT del 51,00%. En este 
experimento se empleó un factor de penaliza-
ción de palabras insertadas nulo y un factor de 
lenguaje de 5. 
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En el caso de no utilizarse la restricción del haz 
2), la tasa de reconocimiento toma su máximo 
valor (%Acc de 93,50%) pero también lo hace 
el tiempo de procesamiento, que en este caso 
es 1,5 veces el tiempo de emisión de la frase a 
reconocer.
De manera de poder capitalizar simultánea-
mente la mejor tasa de reconocimiento y un 
tiempo de procesamiento que permita desarro-
llar en el futuro un reconocedor de tiempo real, 
se seleccionó un ancho de haz de 100. 
En la Fig. 3 puede verse como un “factor de 
lenguaje” de 10 es el que produce un máximo 
en la tasa de reconocimiento %Acc de 93,00%; 
siendo éste el valor empleado en el reconocedor 
de penalización de palabras insertadas nulo y 
un ancho de haz de 250.
Figura 3
Un valor nulo del factor de lenguaje elimina la 
-
ritmo de Viterbi haciendo que el reconocedor 
considere exclusivamente la información del 
modelo acústico. De los resultados obtenidos, 
un 55% del reconocimiento es debido al modelo 
acústico mientras que el modelo de lenguaje 
aporta el restante 45%. 
En la Fig. 4 pueden verse los resultados obteni-
dos al utilizar diferentes valores en el “factor de 
penalización de palabras insertadas”. El reco-
-
diente a un máximo en %Acc de 93,50%. En este 
experimento se empleó un factor de penaliza-
ción de palabras insertadas de 10 y un ancho de 
haz de 250.
Figura 4
La mayor disminución de %Acc con respecto a 
%Corr, a medida que se incrementa el factor de 
penalización, es debida al incremento de inser-
ciones de palabras en las frases reconocidas 
como puede verse en la Tabla 4.
Tabla 4
Frase emitida: 










“Sus colocaciones son de mil 
pesos con aún inferiores” 1
5
“Sus colocaciones son de mil 
pesos con aún inferiores año” 2
8
“Sus colocaciones son 
de mil pesos con a o aún 
inferiores un año” 4
10
“Sus colocaciones son 
de mil pesos con a o aún 
inferiores es un año” 5
11
“Sus colocaciones son 
de mil pesos con a o aún 
inferiores es un año” 5
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En base a los resultados de la primera parte de 




Modelos semi-continuos (SC-HMM) 
Etapa de Reconocimiento
Factor de lenguaje = 10
Factor de penalización de palabras insertadas 
= 10
Para analizar la performance del reconoce-
hablantes de la base de datos SECYT, quedando 
el corpus comprendido por 1.482 frases con un 
total de 10.562 palabras (2.837 palabras distin-
tas), siendo las mismas frases las emitidas por 
el hombre y la mujer. La duración total de la 
grabación fue de 83.59 minutos.
La base de datos fue segmentada empleando la 
metodología de validación cruzada de 10 parti-
ciones, considerando no incluir dentro de una 
partición las mismas emisiones de un hablante.
para toda la base de datos SECYT, que arrojaron 
una tasa de reconocimiento %Acc de 97,87% y 
una tasa de tiempo real %RT de 34,98%.
Tabla 5
Nº de partición %Corr %Acc %RT
1 96,70 96,51 43,45
2 99,71 99,43 31,54
3 96,06 95,89 40,36
4 92,77 92,57 52,94
5 99,54 99,42 29,78
Nº de partición %Corr %Acc %RT
6 99,64 99,64 31,11
7 99,39 98,78 31,82
8 99,55 99,10 27,89
9 99,41 98,83 30,66
10 99,01 98,51 30,29
Promedio 98,18 97,87 34,98
Desviación
Estándar 2,31 2,25 8,01
5. CONCLUSIONES
En este trabajo se presentaron los resultados 
de un sistema de reconocimiento de habla con-
tinua de palabras empleando la base de datos 
SECYT para el Español de Argentina. 
Se comprobó que el empleo del método -
start en la etapa de entrenamiento inicial per-
mite incrementar la tasa de reconocimiento en 
un 5.1%, reduciendo a la vez las tareas de eti-
quetado previo de la base de datos.
El uso de unidades básicas del modelo acústico 
independientes del contexto permitió lograr 
porcentajes de reconocimiento (97,87%) simila-
res a los que se publican en la literatura (98,50%) 
con unidades dependientes del contexto (Villa-
rrubia et al., 1996). El uso de unidades inde-
pendientes del contexto posibilitó el empleo de 
modelos semi-continuos (SC-HMM) asociados 
a cada uno de los monofonos. Esta solución 
produjo un incremento en la tasa de reconoci-
miento del 2.7% y una disminución del 51.9% 
en la memoria a pesar de incrementarse en un 
24.5% el tiempo de procesamiento con respecto 
al uso de modelos de mezclas Gaussianas con-
tinuas simples. 
Aunque se emplearon emisiones acústicas con 
un alto grado de calidad (bajo ruido y emiti-
das por locutores profesionales), los resultados 
mostraron que el modelo de lenguaje (45%) 
cumple un rol comparable con el modelo acús-
tico (55%). 
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Si se requiere implementar un sistema de reco-
nocimiento en tiempo real es necesario imponer 
-
ritmo de Viterbi para lograr tasas de tiempo 
real (%RT) menores a la unidad, no observán-
dose, en ese caso, disminución de la tasa de 
reconocimiento.
Con el empleo de los parámetros de ancho del 
de 10 y factor de penalización de palabras inser-
tadas de 10, se logró una tasa de reconocimiento 
del 97,87% y una tasa de tiempo real de 34,98%, 
la cual nos permitirá implementar un reconoce-
dor en tiempo real en futuros desarrollos.
En el futuro también será necesario investigar 
el uso de unidades dependientes del contexto, 
como los trifonos, como unidades básicas acús-
ticas y la extensión de los experimentos a mul-
tihablantes en canal telefónico con habla espon-
tánea no leída. 
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