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Summary 
In this paper, the implications of invariance assumptions on statistical 
models is studied via finite forms of deFinetti-type Theorems. Bounds on the 
variation distance between a given invariant model and mixtures of certain 
standard statistical models are provided for matrix models which arise in 
multivariate analysis and for univariate linear models. These bounds are 
illustrated in the case of simple linear regression . 
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§1 Introduction: 
The results in this paper are concerned with the implications of invariance 
and extendability assumptions for statistical models. Here is an exampl e from 
Diaconis and Freedman (1980). Suppose a random vector X - (X
1
, .. . , ¾:) has 
coordinates which are 0 or 1 and suppose the distribution of Xis exchangeable -
that is, (X1 , . .. , ¾:) and (X~(l)' ... , X~(k)) have the same distribution for 
all permutations~- The distribution of Xis n-extendable if there exists a 
vector Y - (Y1 , ... , Yn) such that Y is exchangeable and (X1 , . .. , ¾:) has the· 
same distribution as (Y1 , .. . , Yk). 
The classical deFinetti Theorem asserts that i f P , the probabi l ity measur e 
of X, is n-extendable for all n = k+l, k+2 . . . , then P has the r epresentation 
1 
p = I Q µ(do) 
0 a 
where Q
0 
is the probability measure of z1 , ... , Zk which are iid Bernoulli 
random variables with success probability a, andµ is some probability measure 
on [0,1). In other words, Pis n-extendable for al l n iff Pis a mixture of 
Q's. 
Q 
When Xis n-extendab l e for a fixed n , then deFinetti's Theorem fails. 
However Diaconis and Freedman (1980) established the following "finite version" 
of deFinetti's Theorem. Let I 1·1 I denote variation distance for measures 
(defined precisel y in the next section) . Assume Xis n - extendable, and let p 
denote the distribution of X. Then, Diaconis and Freedman (1980) showed that 
2 
.... 
there exists a measureµ on [0,1] such that 
satisfies 
IIP-P II µ 4 k ~ n 
In other words, Pis within 4k/n of some mixture of iid Bernoulli's where 
closeness is measured by variation distance. 
The above result shows that for 0-1 random variables, exchangeability 
(invariance under permutations) together with extendability imply that the 
statistical model for the original variables is close to some mixture of iid 
Bernoullis. Thus one has an approximation to the distribution of the original 
varaiables. A second example of this type, involving the orthogonal group (as 
opposed to the permutation group) and scale mixtures of iid mean zero normal 
variables is given in the next section. This example comes from Diaconis and 
Freedman (1986) where a host of other examples of this type are also given. 
However most of the examples in Diaconis and Freedman (1986) are phrased in 
terms of sufficient statistics rather than invariance. 
This paper contains two types of examples for which finite deFinetti-style 
theorems are proved. The first type concerns models involving the multivariate 
normal distribution. Example 2.1 establishes a finite version of a multivariate 
3 
result proved in Dawid (1978). Example 2.2 gives both a generalization and a 
finite version of a result in Smith (1981). A general method of proof on which 
both of these examples rely is also outlined in Section 2. 
The second type of example discussed in Section 3, involves univariate 
linear models. Here, a general finite theorem is established and applied to the 
linear regression model. The method of proof applies to multivariate as well as 
univariate linear models, but we have not completed the detailed calculations 
for these examples. Work is currently under way on further linear model 
examples--both fixed and random effects models. 
It should be mentioned that associated with every finite theorem we know, 
there is a corresponding "infinite" theorem which results from assuming 
extendability for "arbitrarily large n". In many cases, the "infinite theorem" 
was proved first and suggested some finite theorem. There is a very rich 
literature on the infinite theorems and their relationship to sufficiency, 
statistical modelling and the notion of repetitive structures--see Lauritzen 
(1982) and Diaconis and Freedman (1984) for a discussion and further references. 
The appendix to this paper contains a number of technical results concerning 
random orthogonal matrices. A key inequality provides an upper bound on the 
variation distance between the following two distributions on rxs real matrices: 
(i) Let Ube an nxn random orthogonal matrix (uniform distribution on the 
group O of nxn orthogonal matrices). Let A:rxs be the upper left hand 
n 
corner of U, and let P1 be the distribution of A. 
(ii) Let V:rxs be an rxs matrix of iid N(O,n- 1) random variables and let P2 
4 
... 
be the distribution of V. 
Fix~ E (0,1). For (r + s + 2)/n ~~,Proposition A.3 shows that the variation 
distance between P1 and P2 is bounded above by 
2a(~) r + s + 2 
n 
where the constant a(~) is given in the Appendix. This result is used in all of 
the examples in this paper. 
In short, here is an outline of the remainder of this paper. Section 2 
contains a general method of obtaining finite theorems under invariance and 
extendability assumptions. This method is used to establish two finite theorems 
for some multivariate analysis models of interest. In section 3, a general 
finite theorem is proved for univariate linear models and is applied to the 
simple _linear regression model. The appendix contains technical results 
regarding random orthogonal matrices. 
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§Z Some Multivariate Examples. 
In this section the implications of invariance and extendability assumptions 
are investigated for some univariate and multivariate examples. Before 
describing the general method of proof, it is useful to consider an example. 
Suppose Y is a random vector in Rn which has an orthogonally invariant 
distribution. More precisely, let O be the group of nxn orthogonal matrices 
n 
and assume 
(2.1) L(Y) - L(gY) g E 0 
n 
where L(•) denotes the law of "• 11 • Consider the k-dimensional random vector XE 
Rk which is the first k coordinates of Y. The problem is to say something about 
2 L(X). Here is a result of Diaconis and Freedman (1986). Let Nk(O,u Ik) denote 
k 2 the normal distribution on R with mean O and covariance u Ik. Given any 
probability measure a on [O,~), let S denote be the mixture on u, with respect 
a 
to a, Then there exists an S such that the variation distance 
Q 
between L(X) and S is bounded above by a constant times k/n when k is at most a 
Q 
fraction of n. 
One proof of this result runs as follows. Since L(Y) is orthogonally 
invariant, Y can be represented (in distribution) as RV where Risa non-
negative random variable independent of V and V has a uniform distribution on 
the sphere of radius one in Rn. Thus, X has the same distribution as RW where 
WE Rk is the firsq ~:icoordinates of V. It is easy to show that EW O and 
6 
measurable space(!, B1) and a measurable map ff: ! 2 ---> ! 1 , let 
(2.2) 
where ffP is defined by 
In most cases, it is useful to think of ff as a "projection" so G>12 is the set of 
all the projected invariant measures. 
Let v denote the unique invari~nt probability measure on G. A random 
element of G, say U, is uniform on G if L(U) = v. Given ye ! 2 and U uniform on 
G, Uy is the pointy acted on by U, so Uy is a random element in ! 2 . Let v y 
L(Uy), and for each y consider an "approximation"~ to vy. Thus for each y, ~ 
is a probability measure on (!2 , B2). The set of all mixtures of C~IY e ! 2} is 
denoted by~- Proposition 2.1 below shows that for each ffP e 012 , there is an 
element in ffS whose variation distance from ffP is at most 
( 2 . 3) d = sup 11 ffV y -ff~ 11 
y 
where I 1·1 I is variation distance. 
Remark 2.1: To see how the first example relates to the abstract formulation, 
k R and G = On so 02 is.all orthogonally invariant 
8 
-1 Cov(W) ~ n Ik -1 2 Thus, with R fixed, X - RW has mean O and covariance n R Ik. 
Let Z be.N(O,Ik) and approximate the distribution of X by the distribution of 
n-l/2Rz with Rand Z independent. Because variation distance, say I 1·1 I, is 
convex, it follows that 
I IL(RW) - L(n-l/2RZ)I I ~ 
sup I IL(tW) - L(n· 112tz)I I 
t 
The final equality results from the observation that the scale factor t does not 
affect variation distance. The last step in the proof, which consists of some 
analysis, bounds 
. 
above by using the explicit expressions for L(W) and the normal distribution. 
This yields the claimed bound. It is interesting that the S appears explicitly 
a 
in the proof - namely S - L(n- 112RZ) so a is the distribution of n-l/2R. 
a 
Before turning to the examples in this section, it is useful to abstract 
certain portions of the argument in the example above. Consider a measurable 
space (~2 , B2) which is acted on measurably by a compact topological group G. 
Let @2 be all the G-invariant probability measures on (~2 , s 2). Given a second 
7 
probabilities on Rn. The projection~ is given by -t·b.a.-Illal::r.JdXL ______ _ 
so ~y = X in the notation of the example. A unifc ,m nxn 
orthogonal matrix, and Uy€ Rn is a random vector wi th a uniform ctiscr~uu~ion on 
the sphere of radius I !YI I . With vy = .t(Uy), the "approximation"~ was chosen 
to be normal with the same mean and covariance as Uy . The proposition below is 
the abstract version of the inequality in (2.1). o 
Prooosition 2.1: For each P € ~2 • 
(2.4) o = inf ll~P - ~QII :$ d 
Q € s 
where dis given in (2.3). 
Proof: Given any two probabilities r 1 and r 2 on ~l' the variation distance 
between r l and r2 is 
(2. 5 ) 
where the sup ranges over all measurable functions bounded in absolute val ue by 
1. For such a function and g € G, the definition of ~p and the invariance of P 
yields 
9 
(2.6) J f(x)(ffP)(dx) - J f(,ry)P(dy) = J f(ffgy)P(dy). 
!1 !2 !2 
Averaging (2.6) with respect to v gives 
(2.7) J f(x)(ffP)(dx) - J J f(ffgy) v(dg) P(dy) . 
~ !2 G 
Because Q is an average (over y) of the ~'s, Q can be written 
Q = I ~H(dy) 
!2 
where His a probability on ; 2 . Thus 
(2.8) J f(x) (ffQ)(dx) = J f(ffz)Q(dz) = J J f(ffz) Q (dz) H(dy) 
!1 !2 !2 !2 -y 
Using (2.5), (2.7) and (2.8) for any Q e S gives 
(2.9) } lffP - ffQII = 
su~ I J J f(ffgy) v(dg)P(dy) - J J f(ffz)~(dx)H(dy)I 
I f I ~1 !2 G !2 !2 
Taking H =Pin (2.9) shows that 6 in (2.4) satisfies 
10 
.-
(2.10) 6 s SUf If f f(ffgy) v(dg)P(dy)-J J f(ffz)~(dz)P(dy)I -
If Isl ~2 G ~2 ~2 
,;j!1 IJ U f(ffgy) v(dg) • J f(ffZ)~(dz)] P(dy)I ~ 
~2 G ~2 
sup sup IJGf(ffgy)v(dg) - J f(ffz)~(dz)I -
lflsl y ~2 
sup su~ IJ f(Kgy)v(dg) - J f(ffz)~(dz)I 
y f flSl G ~2 
But, by definition of v, y 
(2.11) J f(ffgy)v(dg) - J f(x)(ffv )(dx) G X y 
-1 
Also, by definition, 
(2.12) Jx f(ffz)~Cd.!'>.- Jx f(x)(~)(dx) 
-2 -1 
Substituting (2.11) and (2.12) into the last expression in (2.10) yields 
6 ~ sup sup IJ f(x)(ffv )dx - J f(x)(~)(dx)I 
Y I f I :s;1 ~1 Y ~1 
which, via (2.5), gives 
11 
(2.13) G ~ sup I lwvy - ~I I = d 
y 
and the desired result. 0 
Here i$ the multivariate version of the example discussed at the beginning 
of this section. 
Example 2.1: This example is related to a result in Dawid (1978) and arises in 
the following way. Suppose X:kxp is a random matrix with a left orthogonally 
invariant distribution --that is, 
(2.14) L(X) = L(rx) 'r £ Ok 
For example, X might be N(O,Ik®~) or perhaps a mixture over~ of a N(O,Ik®L) 
distribution. Here,~ is a pxp non-negative definite matrix. L(X) is 
extendable if for each n > k, there is a random matrix Y(n):n x p such that 
(2.15) 
where w(n) is the matrix 
(2.16) 
12 
r e o 
n 
.• 
. " 
Proposition 2.2 (Dawid (1978)). Suppose L(X) satisfies (3.14). Then L(X) is 
extendable iff L(X) is a mixture over~ of the N(0,Ik®~) distribution. 
The question addressed in this example is "what happens if for some fixed n, 
there exists a Y(n) satisfying (i) and (ii)?" To formulate the answer, let S be 
all distributions which are mixtures over~ of a N(0, Ik®~) distribution. 
Proposition 2.3: Fix n > k. Suppose Y(n):nxp satisfies (i) of (2.15) and let 
X - ~(n)y(n) where ~(n) is given in (2.16). Then there is an Se S such that 
the variation distance between L(X) and Sis bounded by a constant, 2a(7), times 
(k + p + 2)/n as long as (k + p + 2)/n ~ 7 (here 7 is fixed, 0 < 7 <1). The 
constant a(7) is given in Proposition A.3. 
Proof: The idea of the proof is to first apply Proposition 3.1 and then bound 
the number din (2.3) by using the results in the Appendix. In Proposition 2.1 
take ~2 to be the set of all nxp real matrices and take~ to ~(n) as defined in 
(2.16). Thus ~l is the set of kxp real matrices. The group On is G so U is 
uniform on 9 means U is a "random" nxn orthogonal matrix. Now for ye ; 2 , 
~(n)v is the probability law of y 
(2.17) 
which has mean O and covariance 
(2.18) 
13 
In this example~ is the N(O,n- 1In®y'y) distribution so 
(2.19) 
Thus ff(n)~ has been completely specified. 
write y:nxp as 
(2.20) 
To describe ff(n)v more fully, first y 
where re O and (y'y) 112 denotes the symmetric square root of y'y:pxp. (That 
n 
such a representation exists is well known--for example, see Example 1.11 in 
Eaton (1983)). Substituting (2.20) in (2.17) gives 
Since U is uniform on O, L(U) = L(ur). Setting 
n 
(2.22) kxp 
it follows that 6 is distributed as the upper left kxp corner of a random nxn 
orthogonal matrix. Thus 
14 
. : 
-1 Further, if Z is N(O,n IkxIP), then 
Hence 
(2.23) d""' sup 11 ,r(n)vy - ,r(n)~I I 
y 
sup I IL(a(y'y)l/2) - L(Z(y'y)l/2)1 I 
y 
I IL(a) - L(Z) 11 . 
The last equality in (2.23) is a consequence of inequality (A.35) in the 
appendix and the fact that for y'y = I , there is actually equality. Now, the p 
variation distance between t(a) and t(Z) is bounded in Proposition A.3 (with r = 
k, s = p) and.this yields the claimed result. D 
It should be noted that the sup over yin (2.3) was calculated explicitly in 
this example. The same situation occurs in most of the examples. This 
completes Example 2.1. D 
Example 2.2: The motivation for this example comes from Smith (1981) whose 
15 
result can be described as follows. For each integer m, let O (e) be the group 
m 
of mxm orthogonal matrices r such that re= e where e is the vector of all ones 
in Rm (the dependence of eon mis suppressed). Consider a random vector X in 
Rk whose distribution is Ok(e) invariant--that is 
(2.24) 
For example, if the coordinates of X are independent normals with the same mean 
and variance--say 
then (2.24) holds. L(X) is extendable if for each n > k, there is a random 
vector Y(n) e Rn such that 
(i) 
where 
(2.25) 
16 
~ . 
Let ~k be all distributions on Rk which are mixtures, over (µ,u), of the 
2 Nk(µe,u Ik) distribution. 
Proposition 2.4 (Smith (1981)): Let X be a random vector in Rk. Then t(X) is 
extendable iff L(X) E ~k. 
In this example, a multivariate version of Proposition 2.4 is given which is 
similar in spirit and content to Propositon 2.3. As in the previous example, 
fix n and consider a random matrix Y:nxp such that 
(2.26) L(Y) = t(rY) 
With ~(n) given by (2.25) set 
(2.27) 
r E O (e) . 
n 
Given a vectorµ e RP and a pxp non-negative definite matrix~, let 
(2.28) 
denote the normal distribution on kxp real matrices with mean eµ'(e e Rk) and 
covariance Ik®~. Also, let~ denote the mixture, over(µ,~), of these normal 
distributions. Essentially, the main result of this example shows that there is 
an SES such that the variation distance between L(X) and Sis bounded above by 
a constant times (k + p + 2)/n. 
17 
Proposition 2.5: Let Y:nxp satisfy (2.26) and define X by (2.27). Then there is 
a(µ,~) mixture of the distributions in (3.28) whose variation distance from 
-1 -1 L(X) is bounded above by 2a(1)[(p + k + 2)(n-1) + kn ] as long as 
(p + k + 2)(n-l)-l ~ 1 < 1 where a(1) is given in Proposition A.3. 
Proof: The proof is a variation of the proof of Proposition 3.3. First, the 
distribution w(n)v needs to be described. Let U: nxn be uniform on O (e) so y n 
that 
where y is a fixed nxp matrix. The orthogonal projection onto the one 
dimensional subspace of Rn spanned by the vector of ones is 
1 P = -ee' 
n 
where e e Rn. Thus Q =I-Pis the orthogonal projection onto the orthogonal 
complement of this subspace. Proposition A.1 implies that 
(2.29) 
where 
18 
. ; 
-. 
(2.30) 
(i) A - ff(n)Qff(n)' :kxk 
(ii) B = y'Qy: pxp 
(iii)~: kxp has the distribution of the kxp upper left block of an 
(n-l)x(n-1) orthogonal matrix uniform on O 1 . n-
-1 Now, let Z:kxp be N(O, (n-1) Ik®Ip). Then for fixed y:nxp, 
(2.31) 1/2 (n) -1 L(ZB + ff Py)= N(eµ', Ik®((n-1) B)) 
where e is the vector of ones in Rk andµ e RP is defined so that 
Choosing~ to be the distribution in (2.31), Proposition 2.1 shows that the 
variations distance, 6, between L(X) and the closest mixtures of the 
distributions in (2.28) satisfies 
112 112 112 I I o ~ sup I IL (A LlB + eµ' ) - L ( ZB + eµ' ) ~ 
y 
where inequality (A.35) has been used. 
Thus, 
19 
G ~ II L(A112a) - L(A112z) + L(A112z) -_L(Z)I I~ 
I ILCA112A) - L(A112zll + IILCA112z) - L(Z>II 
I IL(A) - L(Z) 11 + I IL(A112z) - L(Z) 11 . 
Now Proposition (A.3) bounds I IL(A) - L(Z)I I by 2a(-y)(p + k + 2)(n-1)-l as long 
-1 
as (p + k + 2)(n-1) ~ -y < 1 and p + k ~ n-4. A direct application of 
Proposition A.4 shows that 
I IL(A112z) - L(Z)I I ~2[(detA)·P/2 - l]. 
But 
so 
det A - 1 k - -n 
Since k/n ~ -y, the argument in the proof of Proposition A.3 shows that 
where 
Hence 
(1 - ~)·P/2 - 1 ~ b(-y)~ 
n n 
(1 - -y)·p/2.1 
b(-y) - ------------- ~ a(-y) 
1 
2((detA)·P/2 - 1) ~ 2a(-y) k 
n 
20 
which completes the proof. -- CJ 
... 
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~ l Univariate Linear Models: 
We begin this section with an example from simple linear regr~ssion. The 
regression problem forms the prototype of most other simple linear model 
examples that we know. 
Example 3.1: k Consider a data vector Y1 ER. Assume a model for Y1 of the form 
where 
is known and has rank 2. The vector of parameters~ E R2 is unknown. Typically 
the error vector El is assumed to be Nk(O,u2Ik), but here it is assumed that e1 
has an Ok-invariant distribution. 
Now, imagine that a larger experiment had been done yielding Ye Rn (n > k) 
with a model 
Y rn X~ + E 
It is assumed that the original experiment is "imbedded" in this larger 
experiment. To be explicit, assume that 
22 
where Y1 , x1 and El come from the first experiment. 
The main result in this section describes the implications of assuming that 
e has an O -invariant distributuion. To state this result for the example at 
n 
hand, let P1 denote the distribution of Y1 . Further let P denote a normal µ,u 
distribution on Rk with a mean vectorµ of the form 
2 p E R ' 
and a covariance 
2 
u Ik , u ~ 0 • 
Let M be the two dimensional subspace of possible values ofµ. Under the 
assumption that E has an O -invariant distribution, the main result of this 
n 
* section shows that there exists a distribution P which is a mixture of the 
family 
(P Iµ EM, u ~ 0} µ,u 
* such that the variation distance between P1 and P is bounded above by two times 
23 
as long ask is at most a fraction of n. Here, c is a constant independent of 
k,n and the design matrix X. The exact value of c is given in Example 3.2 where 
we discuss the regression example further. 
The implication of this result is that if Bk (X) is small [son is large 
,n 
, 
compared to k and det(X'X) ~ det(X2X2)], then to a close approximation, the 
model P1 arose by first drawing (µ,a) according to some mixing distribution, and 
then Y1 was drawn form a Nk(µ,a
2Ik) distribution. This ends Example 3.1. D 
To begin the general discussion, consider a finite dimensional real inner 
product space (V, (.,.)) and let M be a fixed linear subspace of V. The 
orthogonal group of (V, (.,.)), say OV' is the group of all linear 
transformations on V to V which preserve the inner product(.,.) - that is, 
g E OV iff g is linear and 
(gx, gy) - (x,y) for all x, ye V. 
The subgroup OV(M) is defined by 
OV(M) = (gjg e OV, gx = x for all x e M} . 
Let & be all the probability distributions on V which are invariant under the 
24 
compact group G - OV(M). 
Remark 3.1: In the regression example, (V, (.,.)) is Rn with the usual inner 
product, Mis the column space of the design matrix X and the distribution of 
the observation vector YE Rn is invariant under OV(M). The vector Y1 is 
obtained by projecting Y to a smaller space. This aspect of the problem is 
treated next. D 
Now, consider a second inner product space (V1 , (.,.) 1) and let ff be a 
linear transformation on V to v1 which satisfies 
Here ff' is the adjoint of ff and I 1 is the identity transformation on v1 . 
Set Y1 - ffY and set 
Thus, if L(Y) - P, then L(ffY) = ffP. The linear subspace M1 ~ V defined by 
is just the image of Munder the linear map ff. 
To describe the main result of this section, let S be all distributions on 
vl which, for some probability measure e, have the form 
25 
2 
where N(µ, u 11) denotes the normal distribution on v1 with mean vectorµ and 
covariance u2r1 . Thus Se S means that Sis a mixture of normal distributions 
2 
with mean vectors in M1 and covariances of the form u 11 . Given Pe~, Theorem 
3.1 gives an upper bound on the variation distance between ffP and the closest 
element in S to ffP. More precisely, a bound Bis derived for 
inf I lffP - sl I 
S E S 
The bound B does not depend on P, but does depend on the dimensions of V, M, 
v1 , and the relationship between Mand the projection ff. All of this is made 
precise in the discussion that follows. 
Let n = dim V, m = dim M, k = dim v1, and let Q be the orthogonal projection 
onto the orthogonal completement of M. 
Theorem 3.1 Let~ e (0,1) be fixed and assume k + 3 s ~ (n-m). Assume that 
ffQff' is non-singular. Then given Pe~, there exists an Se S such that 
I jffP-SI IS 2B(k, n-m, ff) 
where 
26 
• t 
The constant a(~) is given in Proposition A.3. 
Proof: We use the method of proof described in the proof of Proposition 2.1. 
Let Ube uniform on the group OV(M). We will obtain an upper bound on din 
(2.13). For y EV, write 
~ 
where y1 EM and y2 EM. Since U E OV(M), 
and thus 
~ 
Fix a point y0 EM such that (y0 ,y0) = 1. The transitivity of OV(M) on 
~ (yl (y,y) = 1, y EM} 
implies that ~uy2 has the same distribution as 
27 
. 1/2 
where IY2 1 - (y2 , y2) . The results in Lemma A.limply that 
and 
-1 I 12 Cov(wUy) = (n-m) y2 ~Qw' . 
Thus, we pick our approximation w~ to be 
Thus, to bound the variation distance between 
and the closest element Se~' it is sufficient to bound 
(3.1) 
Using the triangle inequality, (3.1) is bounded above by 
28 
(3.2) 
A direct application of Proposition A.l (with a= 1r and~,= y0) coupled with 
Proposition A.3 (withs= 1, r = k, t = 1) yields a bound of 2a(1) (k +3)/(n-m) 
for the first term in (3.2). Proposition A.4 gives the upper bound 
for the second term of (3.2). The completes the proof. D 
Example 3.1 continued: Here we continue the discussion of simple linear 
regression. The notation established in Example 3.1 is used here. Theorem 3.1 
shows that the variation distance between the distribution of Y1 and the closest 
mixture of normals is bounded above by 
as long as (k + 3) s 1(n-2). For this example, 
1r = (Ik 0) kxn 
and 
29 
since X has full rank. Therefore 
where 
-1, , 
w'Qw = Ik - wX(X'X) X w .... 
A bit of algebra shows that 
It is shown in Lauritzen (1982, p. 225-6) that 
(3.3) 
iff 
(3.4) 
lim 
n- ->co 
-1/2 [(det w'Qw) - 1] = 0 
n - 2 
lim I<ti - t> = +co 
n-->co 1 
30 
Thus, fork and 7 fixed, Bk (X) converges to Oas n-->co iff (3.4) holds. 
,n 
Here is a statistical interpretation of condition (3.3). Because all the 
eigenvalues of ~'Q~ are less than or equal to one, it is clear that (3.3) holds 
iff 
(3.5) lim 
n-->co 
lim 
n-->co 
But (3.5) holds iff 
(3.6) lim 
n-->co 
(X'X)-l - 0, 
because x1 is fixed in our discussion. However, in the regression problem with 
n observations, the least squares estimator of p, say p, satisfies 
n 
where Cov(•) denotes covariance matrix. Here u2 is the common variance of the 
errors. Thus (3.6) holds iff p is a consistent estimator of p. o 
n 
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Appendix 
Several technical results are collected in this appendix. These include 
some distributional results about random orthogonal matrices and variation 
distance bounds. 
Let M be a subspace of Rn and define the compact group O(M) by 
(A.l) O(M) - (gjg e O, gx - x for x e M) 
n 
As usual, 0 denotes the group of nxn orthogonal matrices. Let v denote the 
n 
unique invariant probability measure on O(M). A random matrix U e O(M) is 
uniform on O(M} if L(U) = v. In order to simplify certain calculations, it is 
useful to observe that for any fixed re O, 
n 
(A.2) o(rM) = ro(M)r'. 
Lemma A.l: Let m = dim M, 0 ~ m < n and let P be the orthogonal projection onto 
M. Consider the random matrix U, uniform on O(M), as an element of the inner 
product space L of nxn matrices endowed with the trace inner product. In 
n,n 
this inner product space, the mean and covariance of U are 
{ Cov(U) = (n-m)-lQ®Q 
EU= P 
(A.3) 
~ 
where Q - I-Pis the orthogonal projection onto M, and® denotes the Kronecker 
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r 
: 
product (as defined in Eaton (1983), p. 34; and also see Chapter 2 of Eaton 
(1983) for the description of covariances of matrices using the Kronecker 
product). 
Proof: (A.3) is first established for the special subspace 
(A.4) 
Then (A.2) is used to obtain the general result. 
* Thus, if U: (n-m)x(n-m) is uniform on O , then 
n-m 
For M, observe that 
0 
is uniform on O(M ). 
0 
* * * Because t(U) - t(-U ), U = 0 so 
Eu - (Im O] .... P 
0 0 0 0 
where P is the orthogonal projection onto M. Thus the first relation in (A.3) 
0 0 
holds when M = M. To verify the second relation, it suffices to show that 
0 
(A.5) var(tr AU)= tr A ( (n-m)-l Q ® Q) A' 
0 0 0 
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for each nxn real matrix A (see Proposition 2.6 in Eaton (1983), where 
Qo = I - po - (0 OJ 
0 1n-m 
Partition A as 
A= 
with A11 : mxm and A22 :(n-m)x(n-m). 
Then 
var(tr A U
0
) - var (tr A11 + tr A22 U*) = 
var(tr A U*). 
n 
Because the distribution of U* is invariant under right and left orthogonal 
transformations, two applications of Proposition 2.19 in Eaton (1983) show that 
Cov (U*) = c I ® I 
n-m n-m 
where the constant c is the variance of any element of U*. 
follows from a routine calculation. Hence 
34 
-1 That c-= (n-m) 
-- ;; 
; 
; 
But, the rhs of (A.5) is 
-1 tr A22 [(n-m) I ®I ]A21 2 -m-m n-m 
-1 (n-m) tr A (Q ®Q )A'= 
0 0 
-1 (n-m) tr A Q A'Q = 
0 0 
Thus, (A.3) holds when M = M. For an arbitrary subspace M of dimension m, 
0 
there exists a tranformation re O such that rM.= M. Then (A.2) yields 
n o 
O(M) = O(rM) = ro(M) r' 
0 
Thus, if U is uniform on O(M ), r'U r = U is uniform on O(M). 
0 0 0 
Therefore 
Eu - r'u r = r'(Eu > r = 
0 0 
r'P r = P 
0 
where Pis the orthogonal projection onto M. Similarly, 
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Cov (U) = Cov(r'U r) = 
0 
Cov[(r'®r')U] - (r'®r') Cov(U )(r®r) -
0 0 
(n-m)- 1 (r'®r') (Q ®Q )(r®r) = 
0 0 
-1 -1 (n-m) (r'Q r)®(r'Q r) = (n-m) Q®Q 
0 0 
where Q = I - P. 0 
Again let Ube uniform on O(M), let P be the orthogonal projection onto M 
and set Q - I - P. For two given matrices a: rxn and p: sxn, the results below 
describe the distribution of 
(A.6) V = (a®P)U = aUP' 
With m = dim M < n, it is assumed that rands are no larger than n - m. The 
two non-negative definite matrices 
(A.7) A= aQa' , B = PQP' 
. 1/2 1/2 
appear below as do their symmetric squre roots denoted by A and B • 
* Proposition A.l: Let U be uniform on O and let~: rxs be the upper left 
n-m 
* corner block of U. Then 
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• 
(A.8) 
Further, if r+s ~ n-m, then A has a density (with repsect to Lebesgue measure) 
concentrated on the set .{A'A s Is). Whens s r, the density of A is 
(A.9) r -rs II _AIAl(n-m-r-s-1)/2 f(A;r,s) = (J2~) w(n-m-r,s) u u 
s 
w(n-m,s) 
where w(•,•) is the Wishart constant defined by 
(A.10) [w(t,p)]-1 = ~p(p-1)/4 2tp/2 ~ r [t-J+l] 
j-1 2 
Here pis a positive intege~ and tis a real number, t > p-1. Whe~ r ~ s, the 
density of A is obtained by interchanging rands in the Wishart constants in 
(A. 9). 
Proof: As in Lemma A.l, it suffices to establish the proposition when M = M 
0 
given in (A.4). In this case 
is the projection onto M and 
0 
(A.11) Q = (I - p) 
0 0 
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C C 
0 0 
where 
(A.12) 
When M .... M 
0 
C 
0 
nx(n-m) . 
The third equality follows from P Q - 0 and PU - UP - P. 
0 0 0 0 0 0 0 
As in the proof of Lemma A.l, 
U """ (Im ~] 0 0 u 
* where U is uniform on O . The use of (A.11) now yields 
n-m 
, , 
(A.13) V - aC CUC C P' + aP P' = 0 0 0 0 0 0 
* -y U G' + aP P' 
0 
where 
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(A.14) 
With 
1 and 6 can be written 
(A.15) = A 1/2(! 0) ~ 6 = B 1/2(! 0)~2 1 o r 1' o s 
where ~-E O , i=l,2. This well-known representation (sometimes call the polar 
1. n-m 
decomposition) follows easily from Vinograd's Theorem (see Eaton, (1983), 
Example 1.11, p. 37). * Because U is uniform on O , 
n-m 
Substituting (A.15) into (A.13) yields 
L(V) - L(A 1/2(! 0)~ u*~'(Is)B 1/2 + aP p') = 
o r 1 2 0 o 0 
L(A 1/2(! O)U* (Is)B 1/2+ aP P') = 
o r 0 o o 
L(A 1/2 a B 1/2 + a PP') 
0 0 0 
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where 
* is the rxs upper left block of U. Thus (A.8) holds when M = M. For general M, 
0 
just repeat the argument' given in the proof of Lemma A.1. 
The second assertion concerning the-density of 8, originally due to Khatri 
(1970), is proved via invariance methods in Eaton (1985). D 
Corollary A.1: If r+s s n-m and if A and B have full rank, then V has a density 
given by 
(A.16) 
where f(•; r,s) is given by (A.9). 
Proof: Using (A.8) and computing a Jacobian, the result follows immediately. D 
Now, suppose 8:rxs has the density (A.9) with m = 0, and r+s s n. Thus 6 is 
the rxs left upper block of a random matrix U on O. Clearly u-o and and 
n 
Cov(8) = 1/n I ®I. 
r s 
Also let X:rxs have a multivariate normal distribution with the same mean and 
covariance as 8. With L(X) = P1 and L(8) = P2 , the results below give an upper 
bound on the variation distance 
40 
; 
... 
6 
r,n 
between P1 and P2 . Here B ranges over all Borel sets. In what follows, the 
case of r ~sis treated. In this case the density of Xis 
(A.17) rrr=, -rs rs/2 f 1 (x) = (4L~) n exp [-1/2 n tr x'x] 
where xis an rxs real matrix. 
The density of~ is 
(A.18) f () ($)-rs w(n-r,s)II _ x'xf (n-r-s-l)/2I (x'x) 2 x = w(n,s) s o 
where I is given by 
0 
if O < x'x s I 
s 
otherwise 
Because f 1 and f 2 are both functions of x'x, the variation distance 6 is r,n 
equal to the variation distance between the distribution of x'x and of 6'6. The 
density function of x'x is 
(A.19) rs/2I l(r-s-1)/2 g(v) ~ w(r,s)n v exp[-l/2n tr v] J (v) 
0 
41 
where vis a sxs symmetric matrix and 
-{ 01 J (v) ~ 0 
if V > 0 
otherwise • 
The density function of a'~ is 
(A. 20) g2(v) .... w(r,s) w(n-r,s) lvl(r-s-l)/21I-vl(n-r-s-l)/21 (v). 
0 
w(n,s) 
This multivariate beta density can be found a number of places for example, see 
0lkin and Rubin (1964). The variation distance G is thus 
r,n 
6r,n = Jcg2(v) - g1(v)ldv = 2 JE ( g2(v)_ 1 ) g1(v)dv 
gl(v) 
where Eis the set pxp positive definite matrices such that g2(v) > g1 (v). 
Hence 
(A. 21) V2G ~s~ --- =M [ 
g2(v) - 1] 
r,n veE gl(v) r,n 
Differentiation shows that the sup in (A.21) is achieved uniquely for v equal to 
" -1 
v.,,. (r+s+l)n I . After some algebra this yields 
s 
(A.22) M + 1 .... 
r,n 
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II 2 exp{n-r-s-1 log[1_r+s+l) + r+s+l} s [ r(~) ] 
j-l r(n·r;J+l) (¥) r/2 2 n 2 
We now proceed to bound M + 1 when r is an even integer. The case of r odd is 
r,n 
treated later. For notational covenience, let 
(A.23) 
m ... n/2 
r 
p - 2 + 1 
t - (r + s + 1)/2 
mj - (n - j +1)/2 
-: Then 
t I 
(A.24) 
Because r is even, pis an integer so 
(A.25) r(m.) p-1 (mmj-i] log J - log II 
r(m.-p+l)mp-l i=l 
J 
p~l log (1 - i + (~-1)/2) 
i=l 
Now, observe that x ~ -log(l-x) is an increasing convex function on [0,1] so 
43 
that for Os as b < 1, 
(A.26) 
b I (b-a) a-l~g(l-x)dx s - 2- [-log(l-b) - log(l-a)] . 
Using (A.26) yields the inequality 
(A. 27) 
Thus, 
(A.28) 
1 
2 
log ( 1 - i+(j-1)/2 ):S 
m 
[10g ( 1- i+(~-1)/2 ] - log ( 1- i-1 +m (j-1)/2] ] 
+mJ 
i+(j-1)/2 
m 
log (1-x)dx 
i-1 + (j-1)/2 
m 
A.= pil log [1 - i + (j-l)/2 ] + m Jot/m_log(l-x)dx s 
J i=l m 
½ [10g (1- p-1 +m(j-1)/2] - log ( 1 - (j-1~2 ]] + 
44 
l • 
. ,
1 
. 
Jo
(j-!)/2 
m -log(l-x)dx + m Jt/m_ log(l-x)dx 
p-1 + (j-1)/2 
m 
Using (A.26) on the final two integrals in (A.28) leads to the inequality 
(A.29) 
½[t - 1 · [p-1 -I j;l)] (-log[l - p-l + ~j-l)/2)] + 
Since the index j ranges from 1 to s, 
(A.30) { 
[ i-1] [ s-1) -log 1 - Tm ~ -log 1 - 2m 
-log(l p-l +~j-l)/2) ~ -log(l-t/m). 
Using (A.30) on (A.29) and summing on j yields 
(A. 31) ~ A ~ s(:+3) [ -log[l - ;~1)J + 
j=l j 
Since s-1 ~ t, (A.31) gives 
s(s+l) 
4 
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(A.32) s 3s
2 
+ 5 ( J ~ A. s S s [-log 1 - i = 
j=-1 J 
2 
3s ; 5s [-log( (l _ r+:+l)J . 
This inequality yields 
Proposition A.2: Assume A:rxs has the density (A.9) with m=O and r+s s n-2. 
Let X:rxs be multivariate normal with the same mean and covariance as A. Whens 
s rand r is even, the variation distance between L(A) and L(X), say Gr n' 
, 
satisfies 
(A.33) 
Proof: Since 
s 
l/2G + 1 s M + 1 s Il exp(A.), 
r,n r,n j=l J 
·inequality (A. 32) gives (A. 33). D 
To treat the case when r is odd, first observe that ; 
(A.34) sr,n s sr+l'n. 
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, 
Inequality (A.34) is a consequence of the easily verified inequality 
(A.35) 
which is valid for any u1 and u2 and measurable function h. To verify (A.34) 
just pick u1 = 8:(r+l)xs and X:(r+l)xs to be N(O, n-
1Ir+l®Is). Then the rhs of 
(A.35) is & +l . Pick h to be the linear transformation which discards the 
r ,n 
last row of an (r+l)xs matrix. 
holds and we have 
Then the lhs of (A.35) is & 
r,n 
Thus (A.34) 
Corollary A.1: For r+s s n-3 and t - min{r,s}, the variation distance between 
L(~) and L(X) satisfies 
(A.36) 1/2& s exp {3t2 + St [-log(l - r+s+2)J} - 1. 
r,n 8 n 
Proof First assumes s r. For r even (A.33) implies (A.36). For r odd, 
1/2& s 1/2 o +l . r,n r ,n 
But by (A.33), the rhs of (A.36) is an upper bound for 1/2& 1 . r+ ,n 
When rs s, just interchange the roles of rands in Proposition A.2. o 
Whens - 1, (A.36) is the bound given in Theorem 5.1 in Diaconis and 
Freedman (1986). A somewhat simpler upper bound than (A.36) can be given. 
Proposition A.3 Let c = (3t2 + St)/8 with t = min {r,s} and fix a number~ in 
47 
(0,1). For r+s ~ n-3, (r+s+2)/n ~ -y and 
-c 
a .... a( -Y) .... .....< 1_-__ .., ___ ) _ -_1 
.., 
(A.37) r+s+2 1/2 G ~ a -- . r,n n 
Proof: With v-= (r+s+2)/n, (A.36) yields 
1/2 G ~ (1-v)-c - 1. 
r,n 
Because c ~ 1, the function 
-c 
V --> (1 - V) - 1 
is convex. Since the linear function av and (1 - v)-c - 1 agree at O and -y, 
(A.37) follows. D 
The following result provides a useful upper bound on the variation distance 
between certain normal distributions. The setting for this result is in a 
finite dimensional inner product space because this generality is needed in our 
applications. Let (V-,(•,•)) be a finite dimension inner product so that the 
density of a N(µ, ~) distribution on (V, (•,•)) is 
~ -n/21 1-1/2 [ 1 -1 ] h(x) = (4~~) ~ exp -2 (x-µ, ~ [x-µ]) 
48 
• 
• 
... . 
where n ~ dim V and 1~1 denotes the determinant of~. The dominating measure is 
Lebesgue measure on V, and of course~ is assumed to be non-singular . 
Proposition A.4: Suppose Xis N(O,I) and Y is N(O,~) on (V,(•,•)). If~ s I, 
then the variation distance between L(X) and L(Y) is bounded above by 
(A.38) 2( 1~,-112 _l). 
Proof: Let h1 be the density for t(X) and h2 be the density for t(Y). Then 
(A. 39) IIL(X) - L(Y)II - sup!Jf(x)h1(x)dx - Jf(x)h2(x)dxj 
lflsl 
where the sup ranges over all measurable functions bounded in absolute value by 
one. But, it is well known that 
(A.40) 
where 
Hence 
[
h 2 (x) _ ] I lt(X) - t(Y)I Is 2 s~p hl(x) 1 . 
But, for each x, 
49 
h2(x) 1~1-1/2 
h
1 
(x) ~ ~ 
because~ s I. This completes the proof. Cl 
;; 
so 
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