Abstract. For the topological vector function spaces of exponential growth, the spectral synthesis property is proved and the spectra of invariant subspaces are described fully.
§1. Introduction and statement of the main results
Let F be an arbitrary complete locally convex space that consists of complex-valued functions (usual functions or distributions) f (x) on R and satisfies the conditions 1) if f (x) ∈ F, then (τ y f )(x) := f (x − y) ∈ F for any y ∈ R; 2) for any f ∈ F the map y → τ y f is a continuous map from R to F. Such a function space F is called a translation invariant space. As examples of translation invariant spaces we mention the space C of continuous functions on R, the space E = C ∞ of infinitely differentiable functions, the space D of infinitely differentiable functions on R with compact support, and the space D of distributions (all spaces are equipped with their usual topologies; in particular, D is endowed with the weak topology σ(D , D) (see [1] )).
A closed linear subspace H ⊆ F is said to be invariant if H is invariant under the shifts τ y for every y ∈ R. The quantity r λ takes values in the set N ∪ {∞}. We agree that each λ belongs to Λ with multiplicity r λ . If an invariant subspace H admits spectral synthesis, then H can be recovered uniquely by its spectrum Λ; namely, H coincides with the closure in F of the linear span of the functions x k e iλx , λ ∈ Λ, 0 ≤ k < r λ .
We say that a translation invariant space F has the spectral synthesis property if any nontrivial invariant subspace H ⊂ F (i.e., not equal either to the zero subspace or to the entire space F) admits spectral synthesis.
In the papers [2] and [3] , L. Schwartz showed that the spaces C, E, and D have the spectral synthesis property. Our main goal in the present paper is in constructing some classes of function spaces with the spectral synthesis property and in obtaining a description of the spectra of all possible invariant subspaces in such spaces. We note that there are other approaches to the notion of spectral synthesis (see, e.g., the survey paper [4] by Nikol skiȋ, the book [5] , and the references therein).
For any m ∈ Z + and any ν ∈ R, we denote by C (m) (ν) the Banach space formed by all continuously differentiable functions ϕ(x), x ∈ R, for which the following norm is finite: The space S consists of infinitely differentiable functions that decay as x → ∞ with all their derivatives faster than any exponential exp(−ν|x|), ν > 0, and the space D consists of infinitely differential functions ϕ that may grow with all their derivatives no faster than some exponential exp(ν|x|), ν = ν(ϕ) > 0.
Let S be the space dual to S, i.e., the space of all continuous linear functionals on S. Endowed with the weak topology σ(S , S), the set S becomes a complete locally convex space. We can say that S is the space of distributions of exponential growth. For f ∈ S and ϕ ∈ S, we denote by f, ϕ the value of the functional f at ϕ. It is easy to show that D ⊆ S (the inclusion is continuous) if we identity a function f ∈ D with a linear functional on S by the formula
where f ∈ D, ϕ ∈ S. Various properties of the spaces S, S , and D can be found, e.g., in [6] .
Definition 1.2. A translation invariant function space F is called a space of exponential growth if D ⊆ F ⊆ S , with continuous inclusions.
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We present examples of function spaces of exponential growth. Suppose 1 ≤ p < ∞ and k ∈ R, and let L p k denote the Banach space of all measurable functions f (x) on R (viewed modulo values on sets of measure zero) for which the following norm is finite:
We endow the space
with the topology of the inductive limit of the Banach space
As another example of a function space of exponential growth, we mention the space
equipped with the topology of the inductive limit of the Banach spaces C (i) The set Λ is finite or countable and has no limit points in C, and the multiplicity r λ of each λ ∈ Λ is finite.
(ii) For any k > 0, consider the set
and enumerate the numbers in Λ k in the order of increasing of | Re λ|,
assuming that each λ ∈ Λ k occurs r λ times in this sequence. Then
Theorem 1.1 gives a full description of the invariant subspaces in any function space of exponential growth. The proof of this theorem is our main goal in the present paper.
A few words about the origin of the problem are in order. Let L 2 * o denote the subspace of odd functions in the space L 2 * . In [7] , Rashevskiȋ described all closed linear subspaces in L 2 * o that are invariant with respect to the transformations
The description obtained in [7] was stated in terms close to those in Theorem 1.1. The paper [8] by Gilbert is also related to the description of invariant subspaces in spaces of exponential growth. There, convolution topological algebras A were considered under the following assumptions: (i) S ⊆ A ⊆ D (D is the space dual to D; the inclusions are continuous); (ii) the convolution (f, g) → f * g is a separately continuous map from A × A into A; (iii) A contains an approximate identity {ϕ n } formed by functions ϕ n ∈ S. Such function algebras will be called Gilbert algebras.
Let
be the Fourier transformation. For any convolution Gilbert algebra A, its image Φ(A) = A is a topological algebra of entire functions with the pointwise multiplication. If I is a closed ideal in A, then I := Φ(I) is a closed ideal in A. The set Λ of common zeros of all functions in I (counting multiplicities) is called the cospectrum of the ideal I. The ideal I is said to be localizable in A if it coincides with the set of all functions in A that vanish at all points of A (with the corresponding multiplicities). In [8] it was proved that, for any closed ideal I in a Gilbert algebra A, the corresponding ideal I is localizable in A and, thus, is determined uniquely by its cospectrum. [8] , but without any description of the invariant subspaces' spectra. In the present paper, we present a new proof of the spectral synthesis property in L 2 * , which also allowed us to describe the spectra of the invariant subspaces. We note that some elements of the proof of Theorem 1.1 are parallel to the corresponding points of the proofs in [8] , but the most essential parts differ: the proof in [8] is based on the Beurling-Lax theorem pertaining to invariant subspaces in the Hardy space H 2 (R), while in the present paper we employ methods close to those in Rashevskiȋ s paper [7] .
Also, in §4 we present two other classes of translation invariant spaces, for which we prove the spectral synthesis property and describe the spectra of invariant subspaces.
The author thanks the referees for valuable remarks. §2. Reduction of the spectral synthesis problem in spaces of exponential growth to that in the space L 2 * Let F be an arbitrary translation invariant function space of exponential growth, and let f (x) ∈ F, ϕ(x) ∈ D. The convolution f * ϕ can be defined by the formula 
It is also known (see [6, Chapter III, §1] ) that the topological vector space S can be identified with the inductive limit of the Banach spaces dual to the spaces C
i.e., any functional f ∈ S extends up to a continuous linear functional on a Banach space C (m) (ν) with some m ∈ Z + , ν > 0. Let A be the norm of f viewed as a functional of the Banach space C (m) (ν) , i.e.,
Inequalities (2.3) and (2.4) imply that
to D is continuous; since S is the inductive limit of the spaces C (m) (ν) , this map is continuous as a map from S to D.
By an approximate identity we shall mean a sequence of functions
If F is an arbitrary translation invariant function space, then for any f ∈ F the sequence f * ϕ n converges to f in the topology of F. Indeed, let V be any closed convex neighborhood of the point f in F. Since the map y → τ y f = f (x − y) is continuous from R to F (this follows from the definition of a translation invariant space), we can find ε > 0 such that τ y f ∈ V for all y with |y| ≤ ε. Then the properties of an approximate identity show that Proof. Let H be an arbitrary invariant subspace in F, and let Proof. Suppose F is a space of exponential growth and with the spectral synthesis property; first we check that D possesses this property.
Let H 0 be an arbitrary invariant subspace in D, and let H = ρ(H 0 ) be the closure of H 0 in F. We denote by E the linear hull of all functions of the form
Now we prove that the spectral synthesis property occurs in any function space F of exponential growth. Let H be an invariant subspace in 
The set M p * is a locally convex space, being endowed with the topology of the projective limit of the Banach spaces M p k , i.e., the topology given by the family of norms ν p,k , k > 0. It is easily seen that the locally convex space M p * , 1 ≤ p < ∞, is a topological algebra with respect to convolution, and that a closed linear subspace P ⊂ M 
The Hahn-Banach theorem shows that there is a one-to-one correspondence between the invariant subspaces in L 2 * and in M 2 * : to an invariant subspace H ⊂ L 2 * , we can assign the invariant subspace
The set A 2 * is a locally convex space with the topology given by the family of seminorms (even norms) n k , k > 0.
Let Φ be the Fourier transformation (see (1.6)).
Lemma 3.1. The Fourier transformation Φ establishes an isomorphism of the topological vector spaces M
2 * , and let
The Parseval identity for the Fourier transformation yields
We check the relations 
which proves the left inequality in (3.3). Inequalities (3.3) show that F ∈ A 2 * and that Φ is a continuous and injective map from M 2 * to A 2 * . Now, let F (z) be an arbitrary function of class A 2 * . For each fixed v, the function
the inverse Fourier transform of the function F (u + iv). The function f 0 (x) will be denoted by f (x). It is well known (see [10, Theorem 97] ) that
Since the Fourier transform of f v (x) coincides with F (u + iv), formula (3.4) shows that Φ(f ) = F . Using the Parseval identity for the inverse Fourier transformation, we get formula (3.2), which implies (3.3). From inequalities (3.3) it follows that f ∈ M 2 * and that the map
2 * is a convolution algebra, and the Fourier transformation takes convolution to product, the space A 2 * = Φ(M 2 * ) is an algebra relative to the pointwise multiplication of functions.
2 * , and I = Φ(H ⊥ ). Then I is a closed ideal in the algebra A * 2 . We shall say that the ideal I corresponds to the subspace H. The correspondence H → I is a bijection of the set of all invariant subspaces in L 2 * onto the set of all closed ideals in A 2 * . Let I be a nonzero closed ideal in A 2 * , and let λ ∈ C, r ∈ Z + . We say that λ is a zero of I of multiplicity r if
and there exists G ∈ I such that G (r) (λ) = 0. The multiplicity of λ will be denoted by r λ . Let N I be the set of all zeros of the ideal I (each zero λ is counted with its multiplicity r λ ). 
Since the functions x k e iλx are orthogonal to f for 0 ≤ k ≤ r − 1, we have
We shall say that a closed ideal I ⊂ A 2 * is localizable if any function F ∈ F 2 * that has a zero of multiplicity at least r λ at any point λ ∈ N I belongs to I. Any localizable ideal is determined uniquely by the set of its zeros. 
). Using (3.6), we see that any function F ∈ I 1 has a zero of multiplicity at least r λ at any point λ ∈ N I , so that F ∈ I. Consequently, I 1 = I, whence H 1 = H, i.e., H admits spectral synthesis. Lemma 3.3 shows that for the proof of Theorem 1.1 it suffices to prove the following. 
k the set of all functions F (z) analytic in the strip Π and such that
The set A 
Obviously, (3.10) is equivalent to (3.11) which shows that (3.11) is equivalent to (3.9).
2) The "if" part. Suppose (3.9) is fulfilled; then the numbers γ n = tan(iλ n ) satisfy (3.10). Therefore, we can find a nonzero function G(w), analytic and bounded in the disk D, for which the set {γ n } is the set of zeros. The function H(z) = G(tan(iz)) will be analytic and bounded in the strip Π π/4 , the set Λ = {λ n } will coincide with the set of zeros of H, but, in general, H(z) may fail to belong to the class A 
Proof. The transformation z → πz 4k takes Π k onto Π π/4 , and (3.14) will be reshaped to (3.9).
Remark 3.1. Let F (z) be a nonzero bounded function of class A 2 k . If Λ = {λ n = u n + iv n } is a collection of (not necessarily all) zeros of F , and each λ ∈ Λ is counted with some multiplicity not exceeding the multiplicity of λ as a zero of F , then Λ satisfies condition (3.14).
In the next lemma we collect some properties of functions of class Using (3.4) and the Parseval formula for the Fourier transformation, we get (3.2), whence we deduce the inequality 
Lemma 3.6. Suppose that a function F (z), z = u + iv, is analytic and bounded, and has no zeros in the strip |v| < π/4. Then for any smaller strip |v| ≤ l < π/4 there exists
Proof. There is no loss of generality in assuming that For w = tan(iz), z = u + iv, inequality (3.13) yields
Passing in (3.19) to the variable z and using (3.20), we get 
Corollary 3.2. Suppose that a function F (z), z = u + iv, is analytic and bounded, and has no zeros in the strip |v| < k. Then for any strip |v| ≤ l < k there exists
By a Blaschke factor in the strip Π π/4 we shall mean the function
where λ ∈ Π π/4 , λ = 0. For λ = 0, the Blaschke factor has the form (3.24) χ 0 (z) = tan(iz).
If Λ = {λ n = u n + iv n } is a finite or countable collection of numbers in the strip Π π/4 (each λ n ∈ Λ is counted with a finite multiplicity), then the function
is called the Blaschke product in the strip Π π/4 . We denote by B m (z) the product of m first Blaschke factors. After the change γ = tan(iλ) and w = tan(iz), the functions (3.23) and (3.24) turn into the usual Blaschke factors in the unit disk D, and the product B(z) turns into the usual Blaschke product B(w) in D constructed for the points γ n = tan(iλ n ).
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Let P be an arbitrary compact subset of Π π/4 such that the points λ 1 , λ 2 , . . . , λ m lie in the interior of P , and let d = sup{|z 1 − z 2 | : z 1 , z 2 ∈ P } be the diameter of P . On the set P the function |Ψ m (z)| is bounded from above, and outside of P so is the function |B m (z)| −1 . Put
If |v| < π/4, we can write
Since the right-hand side in (3.26) is independent of v, we have Ψ m ∈ A 2 π/4 . Since |B m (z)| = 1 for |v| = π/4, we have n π/4 (Ψ m ) = n π/4 (F ) ( n π/4 is the norm defined in (3.15) ). Therefore, using statement 5
• of Lemma 3.5, we obtain the estimate
with some constant C (the proof of Lemma 3.5 shows that C = √ 2), i.e., (3.27)
For each fixed v, the sequence |Ψ m (u + iv)| 2 is formed by nonnegative functions of the variable u that are measurable on R, and as m → ∞ these functions converge to |Ψ m (u + iv)| 2 pointwise almost everywhere on R. Then, by the Fatou theorem (see [13] ), the function |Ψ(u + iv)| 2 is integrable and satisfies
The Lebesgue dominated convergence theorem shows that
as m → ∞. Taking v = ±l and using statement 5
• of Lemma 3.5, we see that
for each v with |v| ≤ k/3. In particular, taking v = ±k/3, we see that
where n k is the norm defined in (3.15). Since this norm is equivalent to n k , we conclude that F Φ ε → F in the Banach space A 
Proof. 1) First we treat the case where
3) Now we pass to the general case: G(z) is an arbitrary analytic function bounded in the strip Π k .
Consider the function F (z)G(z)Φ ε (z/3), where Φ ε (z) is as defined in Lemma 3.8. Estimate (3.11) shows that the function G(z)Φ ε (z/3) belongs to A 2 k and is bounded in Π k . By item 2) above, we have F (z)G(z)Φ ε (z/3) ∈ I k . On the other hand, since
Let Λ be the set of all zeros of the ideal I, and let r λ be the multiplicity of λ ∈ Λ. We denote by Λ k the subset of Λ that lies in the strip Π k . Lemma 3.10. Let F (z) ∈ I k , let F be bounded in the strip Π k , let λ ∈ Π k be a zero of F , and let s be the multiplicity of λ.
Proof. Without loss of generality, we may assume that k = π/4. The definition of the set Λ π/4 shows that there exists G(z) ∈ I such that either λ is not a zero of G, or it is a zero of G of multiplicity r < s. In the first case, we agree that r = 0. Let
Since Θ 0 (λ) = 0, we may assume that Θ 0 (λ) = 1. The functions
are analytic in Π π/4 . Then we have
Multiplying by (χ λ ) r , we get
The functions F (z) and G(z) are bounded on the strip Π π/4 (for G this follows from statement 1
• of Lemma 3.5). Therefore, the functions Θ(z) and Θ 0 (z) are also bounded on Π π/4 . Lemma 3.9 implies that Θ 0 F and ΘG belong to I π/4 . Now, to show that
, it remains to refer to (3.33). Proof. We fix an arbitrary number K > k. Let F (z) be a nonzero function in the ideal I, and let N F,k denote the set of all zeros (with multiplicity) of F that lie in Π k . The multiplicity of λ ∈ N F,k will be denoted by m λ . Among the zeros of F in Π k , there are some belonging to Λ k (we call them "necessary zeros"), but there can be some "extra zeros." Let Λ k denote the set of all extra zeros of F in the strip Π k , i.e., λ ∈ Λ k if λ ∈ N F,k and either λ / ∈ Λ k , or λ ∈ Λ k but m λ > r λ (r λ is the multiplicity of λ in the collection Λ k ). Assume that each λ ∈ Λ k belongs to s λ with multiplicity s λ , where
We denote by B(z) the product of all Blaschke factors χ λ,k (z) in Π k constructed for the collection Λ k , and let B m (z) be the product of the first m factors of B(z).
As Ψ(z) we take
The function Ψ(z) has only necessary zeros in Π k and is bounded on that strip.
Proof of Theorem 3.1. 1
• . Let I be a nontrivial closed ideal in the algebra A 2 * ; we prove that I is localizable.
Let Λ be the set of zeros of I, r λ the multiplicity of a zero λ ∈ Λ, Λ k the subsets of zeros lying in Π k . Suppose that F (z) ∈ A 2 * and that each λ ∈ Λ is a zero of F of multiplicity at least r λ . We need to check that F ∈ I. Relation (3.36) shows that it suffices to prove that F ∈ I k/3 for any k > 0.
Let Φ ε (z) be as in Lemma 3.8; then 
where A > 0 is some number, z = u + iv. Combining this with (3.31), we see that
for |v| ≤ k/3. Since cosh , it is bounded on Π k/3 ; therefore,
, and these functions are bounded on Π k/3 , it follows that F Φ ε ∈ I k/3 by Lemma 3.9. Since the subset I k/3 is closed in A 2 k/3 and F Φ ε → F as ε → 0 in the space A 2 k/3 (see Lemma 3.8), we have F ∈ I k/3 , Thus, the ideal I is localizable. 2
• . Let Λ be the set of zeros of a nontrivial closed ideal I ⊂ A 2 * . We prove that conditions (i) and (ii) of Theorem 1.1 are fulfilled.
Since the ideal I is nonzero, condition (i) is satisfied. Let Λ k = {λ n = u n + iv n } be the set of all zeros of the ideal I that lie in the strip Π k , k > 0 (each zero is counted with its multiplicity). Let F (z) be an arbitrary nonzero function belonging to I. For any K > 0, the function F is a nonzero bounded function of class A 2 K . If K > k, then the points of Λ k are included in Π K ; therefore, by Remark 3.1, the collection Λ k satisfies the condition
Since |v n | < k, we have
and (3.36) implies that
We put ε = π/(2K); since K can be as large as we wish, ε > 0 is as small as we wish. Then condition (3.37) takes the form
Assume that the λ n in Λ k are enumerated in the order of increasing of |u n |:
We prove that (3.38) implies the relation
(of course, provided the collection Λ k is infinite). Suppose the contrary; then there is a number c > 0 and a subsequence u n j , j = 1, 2, 3, . . . , such that |u n j |/ ln n j ≤ c, whence
Taking ε = (2c) −1 , we see that S n j ≥ n 1/2 j , i.e., S n j → ∞ as j → ∞, which contradicts (3.38). Consequently, condition (3.40) is fulfilled and, with it, condition (ii) is also fulfilled. 3
• . We pass to the proof of the "if" part in statement 2
• of Theorem 1.1. Let Λ be an arbitrary collection of complex numbers satisfying conditions (i) and (ii) of Theorem 1.1. We must construct a closed ideal I ⊂ A 2 * whose set of zeros coincides with Λ. We show that, for this, it suffices to construct a nonzero function F ∈ A 2 * such that every point λ ∈ Λ is a zero of F of multiplicity at least r λ (r λ is the multiplicity of λ in Λ), but F may have other zeros.
Indeed, suppose F has such properties. Let N F denote the set of zeros of F . Suppose λ ∈ N F and r is the multiplicity of the zero λ. If λ / ∈ Λ, we put
and if λ ∈ Λ, we put
It is easily seen that F λ (z) ∈ A 2 * . Let I be the closed ideal in A 2 * generated by all functions F λ (z), λ ∈ N F . The zeros of the ideal I are only points of Λ, and every λ ∈ Λ is a zero of multiplicity r λ . 4
• . Let Λ be an arbitrary collection of complex numbers satisfying (i) and (ii) of Theorem 1.1, let r λ be the multiplicity of λ in Λ, and let Λ k be the part of Λ that lies in the strip Π k , k > 0.
We construct a sequence of functions Ψ m (z), m = 1, 2, 3, . . . , with the following properties:
For the role of Ψ 1 (z) we take any function of class A 2 2 whose set of zeros coincides with Λ 2 and whose n 1/3 -norm is equal to 1 (such a function exists in accordance with Corollary 3.7; we use the fact that (3.14) follows from (ii)). Suppose the functions Ψ 1 , Ψ 2 , . . . , Ψ m have already been constructed; we build Ψ m+1 .
Let Ψ be an arbitrary function in A 2 m+2 whose set of zeros is Λ m+2 . We denote by α(z) the product of all Blaschke factors χ m+1,λ (z) in Π m+1 constructed for the points of Λ m+1 . Let G(z) = Ψ(z)/α(z). Then G(z) ∈ A 2 m+1 (by Lemma 3.7), and G(z) has no zeros in Π m+1 . By Corollary 3.2, in the strip Π m , the function (G(z))
where A > 0 is a constant independent of z. Let Φ ε (z) be the function in (3.30) with k = m. In the strip Π m/3 we consider the function Ψ m (z)Φ ε (z), choosing ε so as to ensure the inequality 
By statement 4
• of Lemma 3.5, the set A 2 * is dense in A 2 m/3 , so that there exists a function H(z) ∈ A 2 * such that
and H is bounded in Π m+2 , we have Ψ m+1 ∈ A 2 m+2 . Any point λ ∈ Λ m+2 is a zero of Ψ of multiplicity r λ , and hence it is a zero of Ψ m+1 of multiplicity at least r λ . Using (3.45), we get
which implies, with the help of (3.42), that
proving property 3). 5
• . As was shown in item 3
• above, now it remains to construct a nonzero function F ∈ A 2 * such that each λ ∈ Λ is a zero of F of multiplicity at least r λ . Let Ψ m be a sequence of functions that satisfy conditions 1)-4) of item 4
• above. We check that for any z ∈ C the sequence of complex numbers Ψ m (z) converges, and if
Indeed, in each strip Π k , the functions Ψ m (z) are well defined for m > k − 1, and they constitute a Cauchy sequence in the norm n k for m > 3k (see property 3)). Consequently, the sequence Ψ m converges in the norm n k , which implies uniform convergence on the compact subsets of n k , and hence, pointwise convergence. Denoting by F (z) the limit function, we see that F ∈ A It should be noted that the basic ideas of the proof of Theorem 3.1 are taken from Rashevskiȋ's paper [7] , where a close problem was considered; namely, all closed quasiideals were described in the topological vector space F formed by all odd functions of class A 2 * . §4. Spectral synthesis in other function spaces
In this section we present two other classes of function spaces with the spectral synthesis property. We employ the notation of §1; in particular, E is the space of indefinitely differential functions on R, and D is the space of distributions on R.
Let F be a translation invariant space. We shall say that F is a function space of free growth if Proof. Let F be a function space of free growth. Arguing as in the proof of Theorem 2.1, we check that the invariant subspaces in F are in one-to-one correspondence with those in E: with every invariant subspace H ⊂ F we can associate H 0 = H ∩ E ⊂ E. The following well-known fact should be used: if f ∈ D and ϕ ∈ D, then f * ϕ ∈ E and, for ϕ fixed, the map f → f * ϕ from D to E is continuous (see, e.g., [9] ). Next, we argue as in Theorem 2.2 to show that any function space F of free growth has the spectral synthesis property if the space E has this property, and that the descriptions of all possible spectra of the invariant subspaces in F and E coincide. For the space E, the spectral synthesis property, as well as the description of the spectra of invariant subspaces, follows from the results of Schwartz's paper [2] . Now we define yet another class of function spaces. For any ν ∈ R and m ∈ Z + , we denote by C The spaces S and O are complete locally convex spaces with the topologies of the projective and inductive limits of the topological vector spaces C (∞) (ν) . The space S coincides with the usual Schwartz space of infinitely differentiable functions whose derivatives of any order decay faster than any power of |x| −1 as x → ∞. The space O consists of all infinitely differentiable functions whose derivatives can grow as x → ∞ no faster than some power of |x|. Various properties of the spaces S and O can be found, e.g., in [6] . The space S dual to S consists of all distributions of slow growth. Equipped with the weak topology σ(S , S), the space S is a complete locally convex space.
We say that a translation invariant space F is a function space of polynomial growth if
O ⊆ F ⊆ S ,

